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Resumen
Las ecuaciones que gobiernan los feno´menos en electrofisiolog´ıa son ecuaciones de
reaccio´n-difusio´n aniso´tropas con un te´rmino reactivo altamente no lineal definido
por un conjunto de ecuaciones diferenciales ordinarias r´ıgidas. Estas caracter´ısticas
del sistema implica la necesidad de mallas espacio-temporales muy finas de manera
de capturar el frente de propagacio´n evitando la aparicio´n de oscilaciones espu´reas
en el frente de onda. En esta tesis doctoral se han desarrollado algoritmos eficientes
para la resolucio´n de este tipo de problema en el entorno de programacio´n paralela,
con aplicaciones al ca´lculo de grandes prestaciones.
Entre los algoritmos desarrollados se encuentran un esquema de diferencias finitas
compacto de alto orden que tiene en cuenta la anisotrop´ıa del tejido e incorpora
un esquema de paso temporal adaptativo. Este permite una solucio´n precisa del
potencial y el flujo, trabajar con mallas ma´s gruesas que aquellas requeridas por
los me´todos de diferencias finitas de segundo orden o elementos finitos lineales.
Esta caracter´ıstica permite reducir el tiempo de ca´lculo y los requerimientos de
memoria para modelos celulares complejos. Tambie´n se ha desarrollado un esquema
de elementos finitos inmersos que permite definir mallas jera´rquicas esta´ticamente
reducibles logrando as´ı mantener el coste computacional de invertir el sistema de
ecuaciones en un mı´nimo, permitiendo incrementar la resolucio´n espacial con la que
se resuelve el problema. Al igual que en el caso anterior se ha acoplados un algoritmo
de integracio´n temporal con paso adaptativo que permiten una mejora adicional en
el rendimiento del co´digo. Con este me´todo se ha obtenido una escalabilidad superior
que para elementos lineales, con una aceleracio´n efectiva de hasta cuatro veces con
respecto a estos elementos para resolver un problema con igual nu´mero de grados
de libertad.
Como aplicaciones del co´digo desarrollado se llevo´ a cabo un estudio de la in-
fluencia de la isquemia aguda regional sobre preparaciones tridimensionales de mio-
cardio de cobaya. Aqu´ı se investigo´ la influencia del taman˜o y localizacio´n de la zona
isque´mica en los patrones de reentradas y la vulnerabilidad del tejido. Adema´s se es-
tudio la heterogeneidad transmural en un corazo´n normal. En una geometr´ıa realista
de corazo´n se introdujeron ce´lulas epicardiales, tipo M y endocardiales, consideran-
do estos tipos de ce´lulas se propusieron tres distribuciones de las mismas a trave´s
del miocardio y se vio como estas influyen en las derivaciones precordiales del ECG.
El estudio de isquemia aguda regional se extendio´ a un corazo´n humano con hete-
rogeneidad transmural para lo cual se caracterizaron los modelos de corriente io´nica
xhumana a condiciones de isquemia, adaptando el mismo a este tipo de patolog´ıa.
Con el modelo adaptado se estudiaron los patrones de reentradas y la influencia de
una isquemia aguda regional en las derivaciones precordiales de un ECG.
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CAP´ITULO 1
Introduccio´n
1.1. Anatomı´a
El Corazo´n esta´ ubicado en la cavidad tora´cica, en el mediastino medio, entre los
dos pulmones e inmediatamente retro-esternal, es decir, tiene por delante el esterno´n
y los cart´ılagos costales de la tercera, cuarta y quinta costillas, derechas e izquierdas.
El tercio derecho del Corazo´n, apenas sobresale del borde esternal derecho y los dos
tercios restantes, se situ´an a la izquierda, terminando en una punta (ver Figura 1.1) .
Su cara inferior descansa, sobre el mu´sculo Diafragma, que separa la cavidad tora´cica
de la cavidad abdominal. Esta´ orientado en el espacio, desde arriba hacia abajo, de
derecha a izquierda y desde atra´s hacia adelante y el taman˜o y peso, var´ıan en forma
considerable segu´n la edad y sexo, pero en un adulto joven de estatura media, el
corazo´n pesa entre 270 y 300 gramos. Esta´ recubierto externamente por dos hojas
de tejido seroso, llamadas Pericardio, una de ellas ı´ntimamente adherida al o´rgano
(epicardio) y otra que, continua´ndose con la primera, se refleja en la base en torno al
corazo´n para rodearlo completamente (pericardio propiamente dicho); entre las dos
hojas, que no esta´n adheridas entre s´ı, existe una cavidad virtual que permite los
libres movimientos de la contraccio´n card´ıaca. Esta´ sostenido desde su parte superior
por los grandes troncos arteriales. Estos son la arteria Aorta, arteria Pulmonar, Vena
1
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Figura 1.1: Ubicacio´n del corazo´n en el to´rax.
Cava Superior, Vena Cava Inferior y cuatro Venas Pulmonares.
Morfolog´ıa interna. En su interior pueden observarse cuatro cavidades, dos su-
periores llamadas: aur´ıcula derecha y aur´ıcula izquierda, y dos inferiores, llamadas:
ventr´ıculo derecho, y ventr´ıculo izquierdo respectivamente. Las aur´ıculas esta´n se-
paradas entre s´ı por un tabique o septum interauricular y los ventr´ıculos por el
septum interventricular. Ambos tabiques se continu´an uno con otro, formando una
verdadera pared membranosa-muscular que separa al corazo´n en dos cavidades de-
rechas y dos cavidades izquierdas (ver Figura 1.2). Esta separacio´n es funcional, ya
que las cavidades derechas se conectan con la circulacio´n Pulmonar y las cavidades
izquierdas, con la circulacio´n general Siste´mica.
A la aur´ıcula derecha llegan las venas Cavas Superior e Inferior trayendo sangre
carbo-oxigenada de todo el organismo. Pasa al ventr´ıculo derecho, el cual al con-
traerse (S´ıstole Ventricular), la env´ıa a la arteria Pulmonar que se dirige a ambos
pulmones para efectuar el intercambio gaseoso. La sangre oxigenada regresa a la
aur´ıcula izquierda por medio de las cuatro venas pulmonares y ya en el ventr´ıcu-
lo izquierdo, es expulsada hacia la arteria Aorta para ser distribuida por todo el
organismo.
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Las aur´ıculas se comunican con los ventr´ıculos a trave´s de sendas va´lvulas, cuya
funcio´n es abrirse para permitir el ingreso de sangre en la cavidad, luego de cerrarse
herme´ticamente, durante la s´ıstole, para impedir que la misma refluya hacia atra´s.
Estas va´lvulas son la Mitral, entre aur´ıcula y ventr´ıculo izquierdos y la Tricu´spide,
entre aur´ıcula y ventr´ıculo derechos.
El ventr´ıculo izquierdo vuelca su contenido a la arteria Aorta a trave´s de la
va´lvula Ao´rtica y el ventr´ıculo derecho descarga a la arteria Pulmonar a trave´s de
la va´lvula Pulmonar. Ambas va´lvulas poseen tres valvas llamadas semilunares o sig-
moideas formando una especie de estrella de tres puntas. A diferencia de las va´lvulas
aur´ıculo-ventriculares, estas carecen de cuerdas tendinosas que las sostenga y se cie-
rran herme´ticamente ya que se parecen a diminutos paraca´ıdas, que se abomban y
contactan entre s´ı.
Anato´micamente el ventr´ıculo derecho es delgado, ya que debe contraerse en
contra de una presio´n muy baja. Su pared mide entre 4 y 5 mm. de espesor. El
ventr´ıculo izquierdo debe vencer la resistencia o presio´n arterial siste´mica, por lo
tanto su fuerza de contraccio´n debe ser mayor. Por este motivo de sus paredes son
ma´s gruesas, con un espesor de entre 8 y 15 mm.
El ciclo card´ıaco se compone de tres fases:
1. S´ıstole auricular: fase en la cual las aur´ıculas se contraen, se corresponde
ele´ctricamente con la despolarizacio´n auricular.
2. S´ıstole ventricular: fase en la cual los ventr´ıculos se contraen, se corresponde
ele´ctricamente con la despolarizacio´n ventricular.
3. Dı´astole: fase en la cual el mu´sculo cardiaco se relaja, ele´ctricamente se co-
rresponde con la repolarizacio´n ventricular.
Arterias coronarias. El mu´sculo card´ıaco necesita un aporte continuo de ox´ıgeno
y nutrientes. Este se realiza a trave´s de las arterias coronarias, que emergen de la
Aorta en los Senos Coronarios derecho e izquierdo, dando origen a dos troncos prin-
cipales, Arteria Coronaria Izquierda y Arteria Coronaria Derecha, que se ramifican
por todo el Corazo´n constituyendo el a´rbol coronario, ver Figura 1.3.
La Coronaria Izquierda irriga a la cara anterior, septum anterior y pared lateral
del ventr´ıculo izquierdo. La pared diafragma´tica y el septum posterior se irrigan
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Figura 1.2: Principales Arterias, Venas y morfolog´ıa interna.
a trave´s de la arteria Descendente Posterior, que puede ser rama de la coronaria
derecha (”dominancia derecha”) o de la Circunfleja (”dominancia izquierda”).
El trayecto de las arterias coronarias principales es epica´rdico, siguiendo los sur-
cos que separan sus cavidades, surcos interauriculares, interventriculares y aur´ıcu-
loventriculares. Luego sus ramas penetran el miocardio, irrigando el mismo y termi-
nan en mu´ltiples ramificaciones en el endocardio.
Arteria Coronaria Izquierda.
Nace en un orificio u´nico, en el seno coronario izquierdo. El tronco de la coro-
naria izquierda, es corto y grueso sin dar ninguna rama importante, se bifurca
en dos ramas: la Arteria Descendente Anterior y la Arteria Circunfleja. Entre
ambas, nacen de una a tres ramas diagonales que descienden hasta la punta
del Corazo´n.
Arteria Descendente Anterior Izquierda. Parece ser la continuacio´n di-
recta del tronco de la coronaria izquierda. Emite ramas en dos direcciones: la
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Figura 1.3: Arterias Coronarias.
que se distribuye por la pared libre del ventr´ıculo izquierdo y las que penetran
en el septum interventricular. Llega a la punta del Corazo´n, la rodea y asciende
entre dos y cinco cm, por el surco interventricular posterior.
Arteria Circunfleja Izquierda. Nace del tronco de la Coronaria Izquierda,
formando un a´ngulo de 90o. Asciende por el surco aur´ıculoventricular izquierdo
y se dirige hacia el borde externo del ventr´ıculo izquierdo y baja por e´ste, hasta
la punta de Corazo´n. Durante su paso por el borde izquierdo, da origen a ramas
importantes que se extienden por la cara posterior e inferior del Corazo´n.
Emite tambie´n dos ramas auriculares que se distribuyen por toda la aur´ıcula
izquierda.
Arteria Coronaria Derecha.
Se origina en el seno coronario derecho y su dia´metro en el origen es de dos
a tres mm. Se curva hac´ıa la derecha y transcurre por el surco aur´ıculoventri-
cular derecho hasta llegar a las cercan´ıas de la Cruz del Corazo´n. La Cruz del
Corazo´n es la zona donde se cruzan el surco aur´ıculoventricular con el surco
interventricular posterior. En este punto la arteria coronaria derecha se divide
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en dos ramas terminales:
Arteria Descendente Posterior. Sigue por el surco interventricular poste-
rior, irriga la pared posterior e inferior del ventr´ıculo derecho y del ventr´ıculo
izquierdo. Emite la Arteria del No´dulo A-V se anastomosa con ramas termi-
nales de la Descendente Anterior.
Arteria Aur´ıculoventricular. Sigue el surco del mismo nombre e irriga la
cara posterior y diafragma´tica.
En todo su trayecto la arteria coronaria derecha emite varias ramas importan-
tes:
Arteria del Cono, en la mitad de los casos se origina en la coronaria derecha
y en la otra mitad nace directamente del seno coronario derecho, pareciendo
una tercera arteria coronaria. Es de escaso calibre, rodea el trato de salida
del ventr´ıculo derecho y se anastomosa con ramas de la arteria descendente
anterior formando el anillo anastomo´tico de VIEUSSENS.
Arteria del No´dulo Sinusal, en el 60% de los seres humanos, es rama de la
Coronaria Derecha y en el 40% restante, nace de la Arteria Circunfleja. Recorre
la pared anterior de la aur´ıcula derecha, alcanza la desembocadura de la Vena
Cava Superior y luego ingresa en el Sulcus Terminalis, alcanzando el no´dulo
Sinusal.
1.2. Actividad ele´ctrica del corazo´n, estimulacio´n
y conduccio´n.
Las ce´lulas card´ıacas, en su conjunto, generan sus propios est´ımulos para luego
conducirlos ra´pidamente y activar los mecanismos contra´ctiles dentro de las mis-
mas. E´stas constituyen el sistema de excitacio´n y conduccio´n del corazo´n, cuyo
funcionamiento explicaremos a continuacio´n. La Figura 1.4 muestra el sistema de
estimulacio´n y conduccio´n del corazo´n. Los est´ımulos card´ıacos se originan en for-
ma normal en el No´dulo Sinusal (SA), o de Keith y Flack (marcapasos normal de
Corazo´n), ubicado en la unio´n de la Vena Cava superior con la aur´ıcula derecha. El
est´ımulo ele´ctrico generado viaja por los haces inter-nodales anterior, medio y pos-
terior hasta el no´dulo aur´ıculo-ventricular (AV), o de Aschoff-Tawara, ubicado en el
endocardio de la misma aur´ıcula derecha pero en la regio´n septal, inmediatamente
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Figura 1.4: Sistema ele´ctrico del corazo´n, se muestra la totalidad del sistema desde
el SA hasta las arborizaciones de Purkinje.
por encima de la insercio´n de la valva septal de la va´lvula Tricu´spide. El no´dulo AV
se prolonga en el ventr´ıculo formando el Haz de His. El sector donde concurren los
tres haces internodales y el Haz de His se conoce como Unio´n Aur´ıculo-Ventricular.
El haz de His, desciende por el septo inter-ventricular, donde se divide en dos ramas
principales: tronco de la Rama izquierda y tronco de la Rama derecha.
La rama derecha desciende por la cara derecha del tabique inter-ventricular, hasta
la base del mu´sculo papilar anterior, donde termina en una profusa ramificacio´n o
Red de Purkinje. El tronco de la rama izquierda atraviesa el septo y desciende por su
cara izquierda, dividie´ndose inmediatamente en una rama anterior que activa la cara
antero-superior del ventr´ıculo izquierdo. Esta rama esta´ en contacto con la va´lvula
ao´rtica y es ma´s larga y delgada que su compan˜era posterior. La rama posterior,
mucho ma´s corta y gruesa, termina en la cara posterior e inferior del Corazo´n. Todas
las ramas terminan en la red de Purkinje, que se ubica en forma sub-endoca´rdica
inter-conecta´ndose entre s´ı, de modo que la interrupcio´n de la conduccio´n de los
est´ımulos por una de ellas, no impide la activacio´n del mu´sculo.
La velocidad de conduccio´n del est´ımulo dentro de este sistema no es uniforme,
acepta´ndose los valores promedios siguientes:
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1. Fibras de Purkinje: 2 m/s.
2. Musculatura auricular: 0,8 a 1 m/s.
3. Musculatura ventricular: 0,5 a 0,7 m/s.
4. No´dulo AV: 0,2 m/s.
La baja velocidad de propagacio´n en el no´dulo AV parece establecida para pro-
teger a los ventr´ıculos de impulsos demasiado ra´pidos que pueden originarse en las
aur´ıculas. A continuacio´n se describen los elementos ma´s importantes del sistema
de conduccio´n card´ıaca.
No´dulo sinusal (SA). Es un acu´mulo de miofibrillas de unos 15 mm de longi-
tud; 5 mm a 7 mm de ancho y 2 mm de grosor, rico en cola´geno, y situado en la
parte superior de la aur´ıcula derecha [82]. En e´l se origina la excitacio´n normal del
miocardio, de donde se deriva el nombre de ritmo sinusal para dicho marcapaso (Fi-
gura 1.4). El SA es el centro automa´tico primario del corazo´n. Tiene una generosa
irrigacio´n sangu´ınea que se logra mayormente por la arteria coronaria derecha pero
tambie´n recibe sangre de la coronaria izquierda. Tambie´n posee un gran nu´mero de
terminaciones nerviosas que tambie´n lo rodean, de ah´ı la posibilidad de influir en
sus funciones por medio de fa´rmacos.
Haces internodales. En el miocardio auricular existen 3 v´ıas de tejido espec´ıficas
que establecen un puente anatomofuncional entre los no´dulos SA y AV, los haces
internodales anterior, medio y posterior. De estos tres haces, han sido muy bien estu-
diados los de Bachmann y Wenckebach. Estos haces establecen las v´ıas anato´micas
que garantizan la comunicacio´n ele´ctrica entre las 2 aur´ıculas y los 2 no´dulos, ase-
gurando la progresio´n del est´ımulo desde su origen en las aur´ıculas hasta su entrada
a los ventr´ıculos.
No´dulo Aur´ıculo Ventricular (AV). El no´dulo de AV mide de 5 a 6 mm de
longitud, 2 a 3 mm de ancho y 1,5 mm de espesor [82]. Esta´ situado ma´s bien en el
tabique interauricular, en su porcio´n ma´s posterior e inferior. Se halla rodeado por
el seno coronario y la desembocadura de la vena cava inferior. Su irrigacio´n depende
de la arteria coronaria derecha. El no´dulo AV es considerado como parte integrante
de un sistema anato´mico mucho ma´s extenso denominado de la unio´n integrado por
las siguientes estructuras anato´micas:
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Regiones auriculares adyacentes al no´dulo AV.
El propio no´dulo AV.
El haz de His.
Las porciones proximales del haz.
Haz de His. Es una prolongacio´n del no´dulo AV; se encuentra situado en la
porcio´n muscular del tabique interventricular; mide, aproximadamente, de 10 a 20
mm de longitud, y tiene un dia´metro entre 1 y 4 mm. Recibe su vascularizacio´n de
la coronaria izquierda.
Rama izquierda del haz de His. Es el resultado de la bifurcacio´n del haz de
His dirigida al ventr´ıculo izquierdo. Sus fibras terminan en el a´pex y en los mu´sculos
papilares anterior y posterior. Su posicio´n anato´mica es subendoca´rdica.
Fasc´ıculos anterior y posterior de la rama izquierda. La rama izquierda
se bifurca, casi de inmediato, en 2 fasc´ıculos: uno anterior y otro posterior que, en
apariencia, ya desde el haz de His, tienen delimitadas las fibras para cada fasc´ıculo. El
fasc´ıculo anterior es ma´s largo y delgado que el fasc´ıculo posterior. Ambos terminan
inserta´ndose en los mu´sculos papilares anterior y posterior del ventr´ıculo izquierdo.
Los 2 fasc´ıculos reciben sangre de ambas arterias coronarias.
Rama derecha del haz de His. Se dirige al ventr´ıculo derecho y termina tambie´n
en los mu´sculos papilares. Aparece como una continuacio´n del haz de His despue´s
que se ha desprendido la rama izquierda. Es irrigada por la coronaria izquierda.
Red de Purkinje. Forma una malla tupida que invade las paredes ventriculares
y termina confundie´ndose con las fibras mioca´rdicas sincitiales. Recibe su irrigacio´n
de las arterias que nutren las regiones mioca´rdicas donde se asienta. La disposicio´n
anato´mica de la red de Purkinje es fundamental para entender la morfoge´nesis de
las ondas del electrocardiograma.
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1.3. Potencial de accio´n.
El potencial de accio´n (PA) es una sen˜al bioele´ctrica que corresponde a la di-
ferencia de potencial entre el medio intracelular y extracelular, separados por la
membrana celular. La membrana, adema´s de separar los medios, contiene canales
io´nicos, intercambiadores y bombas electroge´nicas que permiten movilidad pasiva y
activa de iones entre ambos medios.
Este intercambio de iones se produce gracias a la diferencia de concentraciones
io´nicas entre los dos medios y por tanto debido a las fuerzas de difusio´n y de campo
ele´ctrico. As´ı pues, este flujo dina´mico de iones a trave´s de la membrana es el me-
canismo responsable de la generacio´n del potencial de accio´n. En la Figura 1.5 se
representa el potencial de accio´n en ce´lulas cardiacas y sus diferentes fases. Tambie´n
se pueden apreciar las diferentes corrientes que influyen en el mismo.
Adema´s diferentes tejidos card´ıacos tienen diferentes canales io´nicos y por ende
diferente forma en el potencial de accio´n. Por lo cual en las secciones siguientes
veremos como esta´n compuestas las fases del potencial de accio´n y los canales io´nicos
para los diferentes tejidos.
1.3.1. Fases del PA
El PA consta de varias fases (Fase 0, 1, 2, 3 y 4), las cuales se caracterizan por
la activacio´n de distintas corrientes io´nicas. Las fases del PA se pueden describir
brevemente como:
Fase 0. Consiste en una fase inicial creciente del potencial de accio´n (aproxi-
madamente 1 ms) y es lograda por la corriente de sodio (INa) y la corriente
diferida de entrada de calcio (ICa(L)). La primera corriente en activarse es la
INa, cuyo elevado valor pico produce una ra´pida subida del potencial de mem-
brana que permite la activacio´n de la ICa(L), la cual seguira´ activada durante
el resto de la despolarizacio´n y durante toda la meseta.
Fase 1. Despues de que el potencial de accio´n ha alcanzado su valor pico, una
ra´pida repolarizacio´n ocurre y se atribuye a la activacio´n de las componentes
de la corriente transitoria de salida de potasio (Ito). La magnitud de Ito var´ıa
marcadamente en diferentes localizaciones del corazo´n a la vez que es modulada
dina´micamente por el ritmo card´ıaco y otros factores. La densidad de Ito es
Cap´ıtulo 1. Introduccio´n 11
Corrientes de depolarización
Corrientes de repolarización
Ventricular Auricular Nodal
0
4
1
2
3
4
0
4
1
2
3
4
0
4
2
3
4
Figura 1.5: Principales corrientes que contribuyen al potencial de accio´n y fases del
mismo. Imagen tomada de [82]
ma´s alta en miocitos epica´rdicos ventriculares siendo la responsable de la forma
espiga-domo en la meseta del potencial.
Fase 2. La fase lenta de repolarizacio´n ocupa la mayor parte de la meseta del
potencial, y su dina´mica esta´ determinada por la inactivacio´n de la corriente
asociada a los canales de Calcio tipo L (ICa,(L)) y la activacio´n de las corrientes
rectificadoras retardadas de potasio (IK). La contribucio´n relativa de IKr e IKs
en la repolarizacio´n cambia segu´n la especie y entre diferentes regiones celulares
de la pared ventricular.
Fase 3. Hacia el final de la meseta del potencial de accio´n la velocidad de repo-
larizacio´n se acelera de manera considerable debido al ra´pido incremento en las
corrientes IKr e IK1. La salida de iones a trave´s de estos canales se incrementa
hasta crear una realimentacio´n positiva que causa la ra´pida repolarizacio´n. La
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corriente IKr controla la porcio´n inicial de la repolarizacio´n mientras que IK1
controla la porcio´n tard´ıa.
Fase 4. El potencial de membrana de la ce´lula esta´ en reposo, siendo e´ste
similar al potencial de equilibrio del io´n de potasio, y la corriente rectificadora
inversa de potasio (IK1) esta´ activa.
1.3.2. PA en diferentes tejidos
Nodo sinusal. Se caracteriza por sus 4 fases de despolarizacio´n, y porque da lugar
a la actividad de marcapasos. La fase 4 de despolarizacio´n se debe a la alta densidad
de las corrientes de marcapasos y la falta de IK1, que tambie´n explica el estado
relativo de despolarizacio´n de dicho tejido. Los canales de sodio son escasos y la
elevacio´n del PA es lenta, ya que esta´ mediado principalmente por el ICa,(L). No
hay fase 1, debido a la falta de Ito. La duracio´n del PA es corto y la frecuencia de
despolarizacio´n es determinada por la modulacio´n simpa´tica y parasimpa´tica de If
(responsable de la actividad de marcapasos).
Tejido Auricular. El PA auricular tiene una abrupta pendiente de subida, lo cual
nos da un ra´pida conduccio´n de la aur´ıcula derecha a la aur´ıcula izquierda y desde
el nodo sinusal al nodo AV. Tiene fase 1 seguida de una breve fase de meseta y una
ra´pida repolarizacio´n.
Nodo aur´ıculo-ventricular. El PA del nodo AV es similar al nodo sinusal de-
bido a la falta INa. La conduccio´n a trave´s del nodo AV es debida a la presencia
de la corriente ICa,(L) y la velocidad de propagacio´n es lenta. La ICa,(L) es activada
por la estimulacio´n simpa´tica e inhibida por la parasimpa´tica, que son determinan-
tes importantes de la conduccio´n a trave´s del impulso de nodo AV. La fase 4 de
despolarizacio´n no es tan prominente como en el nodo sinusal.
Haz de His y fibras de Purkinje. Las fibras del Haz de His y Purkinje tienen
una alta densidad de INa que facilitan la ra´pida conduccio´n de los impulsos, para
que miocitos ventriculares puedan ser activados s´ıncronamente. Adema´s, tiene una
alta corriente IK1 y una de´bil corriente de marcapasos. Por lo tanto, este tejido se
caracteriza por un potencial de reposo de -90 mV, que es cercano al potencial de
reposo del potasio, y una lenta despolarizacio´n diasto´lica.
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Tejido Ventricular. Los miocitos ventriculares tienen una densidad de INa e
IK1 que es superior a la de los miocitos auriculares, y el potencial de reposo de
esta ce´lulas es cercano a -90 mV. La configuracio´n del potencial de accio´n var´ıa
de acuerdo a la ubicacio´n dentro del ventr´ıculo. Los miocitos de la capa epica´rdica
tienen una alta densidad de Ito; esto conlleva a una marcada repolarizacio´n en la
fase 1 seguida de una despolarizacio´n de las corriente de calcio, lo que genera la
configuracio´n caracter´ıstica de espiga-domo. En cambio la capa endoca´rdica tiene
mucho menor densidad de Ito con un apreciable reduccio´n de la amplitud de la fase
1. La capa media, miocardio, esta´ formada por las llamadas ce´lulas M, que tienen
fuertes corrientes Ito pero corriente IK mas de´biles y retrasadas, as´ı como corrientes
de sodio activadas por compuertas ma´s lentas. Por estas razones, el potencial de
accio´n de ce´lulas M se caracteriza por una configuracio´n de espiga-domo y una
duracio´n del PA superior al de las ce´lulas epica´rdicas y endoca´rdicas.
1.4. Potencial umbral.
Corresponde al valor del potencial de membrana a partir del cual se genera
un potencial de accio´n. En las ce´lulas no automa´ticas, este potencial se alcanza a
trave´s de flujos io´nicos que proceden de ce´lulas vecinas despolarizadas. En las ce´lulas
automa´ticas el potencial umbral puede alcanzarse por la despolarizacio´n diasto´lica
esponta´nea de si misma.
Las ce´lulas automa´ticas no tienen un potencial de membrana estable en reposo,
porque continuamente descargan PA, y cuando no lo hacen esta´n aumentando su
despolarizacio´n para llegar al umbral de los canales de Na+ o´ Ca2+ y descargar el
PA.
1.5. Excitabilidad de las ce´lulas card´ıacas.
La excitabilidad de las ce´lulas card´ıacas corresponde a la propiedad que poseen
de generar un potencial de accio´n como consecuencia de un est´ımulo aplicado a ellas.
Durante gran parte del potencial de accio´n, la ce´lula no es excitable cualquiera sea
la intensidad de la estimulacio´n recibida. A esta fase del PA se la denomina fase de
refractariedad.
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Figura 1.6: Per´ıodos refractarios. Donde, P.R.A:Per´ıodo refractario absoluto; P.R.E:
Per´ıodo refractario efectivo; P.R.R.: Per´ıodo refractario relativo; F.SN.: Fase super-
normal
Los per´ıodos refractarios de las ce´lulas card´ıacas pueden ser clasificados de la
siguiente manera (ver Figura 1.6):
Per´ıodo refractario absoluto. Corresponde a un estado de inexcitabilidad
total. Este estado existe durante las fases 0, 1, 2 y en parte de la fase 3 en las
ce´lulas ra´pidas (ce´lulas auriculares, ventriculares, del haz de His y de las fibras
de Purkinje). En condiciones normales a partir de un valor de potencial de
membrana de -55 mV , la ce´lula recupera parcialmente su excitabilidad, lo que
se demuestra estimulando la ce´lula con corrientes supraumbrales. Las primeras
respuestas generadas no son propagadas.
Per´ıodo refractario efectivo. Incluye el per´ıodo refractario absoluto y aquel
con respuestas generadas no propagadas. E´ste termina cuando aparecen las pri-
meras respuestas propagadas. Estas u´ltimas sobrevienen a partir de potenciales
bajos (poco negativos) y por otra parte en momentos en que las conductancias
de los canales de despolarizacio´n no esta´n au´n recuperadas. Debido a esto los
potenciales de accio´n que pueden sobrevenir en esta etapa tienen una fase 0
lenta y de escasa amplitud.
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Per´ıodo refractario relativo. Es aquel en el cual las ce´lulas so´lo son exci-
tables con corrientes supraumbrales, pero generan respuestas propagadas.
Fase supernormal de excitabilidad. Per´ıodo corto en el que est´ımulos
subumbrales son capaces de generar un potencial de accio´n. Aparecen al final
de la fase 3 solo en ce´lulas ra´pidas.
Este mayor grado de excitabilidad de las fibras, sin embargo, ocurre durante
potenciales de membrana poco negativos, y por tanto, las respuestas generadas
son lentas. Por otra parte, el grado de recuperacio´n de la excitabilidad en este
per´ıodo es heteroge´neo, lo que conlleva el riesgo de respuestas desincronizadas
a partir de un est´ımulo u´nico (fase vulnerable).
Per´ıodo refractario total. Termina con el retorno de la excitabilidad com-
pleta despues de la fase supernormal.
Per´ıodo refractario funcional. Es el intervalo ma´s corto que separa 2 res-
puestas normalmente propagadas.
En las fibras lentas, el per´ıodo refractario efectivo va ma´s alla´ de la duracio´n del
potencial de accio´n. Esto se debe a la mayor constante de tiempo del canal lento
(en comparacio´n con el canal ra´pido) lo que hace que e´ste no este´ en condiciones de
reactivarse a pesar de haberse completado el potencial de accio´n.
1.6. Electrocardiograma. Actividad ele´ctrica de co-
razo´n
En 1893 el fisio´logo holande´s Willem Einthoven presento´ en una reunio´n de la
Asociacio´n Me´dica holandesa el te´rmino electrocardiograma (ECG o EKG) para
nombrar un nuevo me´todo no invasivo para investigaciones card´ıacas. Los datos
entregados por el electrocardio´grafo indican la actividad ele´ctrica en funcio´n del
tiempo del corazo´n. Un trazado de un ECG normal de los latidos del corazo´n se
compone de una onda P, un complejo QRS y la onda T.
La generacio´n del ECG depende de cuatro procesos electrofisiolo´gicos:
1. Generacio´n del impulso ele´ctrico en el marcapasos principal del corazo´n (Nodo
sinusal).
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2. Transmisio´n de este impulso a trave´s de las ce´lulas especializadas en la con-
duccio´n.
3. Despolarizacio´n: activacio´n de las paredes del miocardio.
4. Repolarizacio´n: recuperacio´n de las paredes del miocardio.
Mú
  
Nodulo S-A
Nodo A-V
Haz de His
Ramas
fibras de Purkinje
Musculo Ventricular
P
QRS
T U
Potenciales
de acción
Figura 1.7: Sistema conductor del corazo´n y correlacio´n con el ECG. Figura tomada
de [51]
La Figura 1.7 muestra los PA de membrana para el sistema de conduccio´n,
mu´sculos auriculares y ventriculares junto con su correlacio´n con la actividad ele´ctri-
ca registrada extracelularmente (ECG).
Cada potencial de accio´n en el corazo´n se origina cerca del extremo superior
de la aur´ıcula derecha, en el nodo SA. Este genera esponta´neamente potenciales
de accio´n a un ritmo regular, aunque el ritmo card´ıaco esta´ controlado por nervios
del sistema nervioso simpa´tico y el nervio vago del sistema nervioso parasimpa´tico
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que producen, respectivamente, su aceleracio´n y deceleracio´n. El PA generado se
propaga a trave´s de las aur´ıculas y termina en el nodo AV. En este punto se produce
un retardo para lograr una sincronizacio´n adecuada entre la accio´n de las aur´ıculas
y los ventr´ıculos.
Luego, la excitacio´n ele´ctrica se distribuye en los dos ventr´ıculos por el haz de
His y sus ramas derecha e izquierda, y el sistema de Purkinje para despolarizar los
ventr´ıculos.
La activacio´n ventricular se realiza siguiendo las tres secuencias de despolariza-
cio´n siguientes:
1. Se activa el tabique interventricular por medio de la rama izquierda y se des-
polariza de izquierda a derecha.
2. Se activan simulta´neamente las paredes libres ventriculares, que se despola-
rizan de endocardio a epicardio, con predominio de la activacio´n ventricular
izquierda.
3. Se activa la base ventricular, predominando la porcio´n basal del ventr´ıculo
izquierdo que se despolariza hacia arriba.
En el Cap´ıtulo 7 seccio´n 7.1.4 se describe con mayor detalle la secuencia de
depolarizacio´n de un ventr´ıculo humano.
La recuperacio´n ventricular se efectu´a de epicardio a endocardio, siguiendo un
camino opuesto a la activacio´n y en secuencia u´nica. La onda de repolarizacio´n se
produce al volver cada ce´lula a su potencial de reposo.
Las ondas caracter´ısticas del ECG se pueden identificar con eventos relaciona-
dos con la forma de propagacio´n del potencial de accio´n que reflejan el ciclo de
despolarizacio´n y repolarizacio´n del corazo´n.
La onda P representa la despolarizacio´n de la musculatura auricular.
El complejo QRS es el resultado combinado de la repolarizacio´n de la aur´ıculas
y la despolarizacio´n de los ventr´ıculos que se producen casi simulta´neamente.
La onda T representa la repolarizacio´n ventricular y la onda U parece ser
debida a la repolarizacio´n del sistema de conduccio´n intraventricular (fibras
de Purkinje), pero su mecanismo de produccio´n se desconoce.
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1.6.1. Intervalos del ECG
Los intervalos de tiempo entre las diferentes ondas del ECG son importantes en
el diagno´stico electrocardiogra´fico, pues reflejan procesos electrofisiolo´gicos y tienen
implicaciones cl´ınicas cuando esta´n fuera del margen de variacio´n normal. En la
Figura 1.8 se muestran los intervalos, segmentos y ondas caracter´ısticas del ECG.
El intervalo PR refleja en parte el tiempo de conduccio´n auriculoventricular e
incluye el tiempo necesario para la despolarizacio´n auricular, el retardo normal de
la conduccio´n en el nodo AV y el paso del impulso a trave´s del haz de His y sus dos
ramas hasta el principio de la despolarizacio´n ventricular. Se mide desde el inicio de
la onda P al inicio del complejo QRS y su valor depende de la frecuencia card´ıaca;
si es mayor de 0,2 seg puede indicar un bloqueo del nodo AV.
P
Q
R
S
T
U
J
int. RR
int. TP
int. PR
int. QRS
int. QT
seg. ST
seg. PR
Figura 1.8: Forma, intervalos y segmentos del ECG
El intervalo QRS representa el tiempo de despolarizacio´n ventricular y se mide
desde el inicio de la onda Q (o de la onda R si no existe onda Q) hasta el final de
la onda S (o la onda R si no existe onda S). Un complejo QRS mayor de 0,11 seg
puede deberse a bloqueo de rama, conduccio´n intraventricular anormal, s´ındrome
de preexcitacio´n o hipertrofia ventricular.
El intervalo QT refleja el per´ıodo total de los procesos de despolarizacio´n y
repolarizacio´n ventricular y se mide desde el inicio de la onda Q hasta el final de
la onda T. Es importante seleccionar para la medicio´n una derivacio´n con ondas T
bien definidas y que no tengan una onda U superpuesta a la onda T. Los valores
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normales del intervalo QT dependen principalmente de la frecuencia card´ıaca, y
el sistema nervioso auto´nomo. Para corregirlo en funcio´n de la frecuencia card´ıaca,
normalmente se utiliza la fo´rmula de Bazett:QTc = QT/
√
RR. Una de las anomal´ıas
del intervalo QT es su prolongacio´n, que se presenta cuando el QT es mayor de 0, 44
seg.
El intervalo RR es el intervalo comprendido entre dos ondas R consecutivas y
dividido entre 60 seg representa la frecuencia card´ıaca por minuto (fc) con un ritmo
ventricular regular. La fc en reposo de un ritmo card´ıaco normal que nace en el nodo
sinusal oscila entre 60 y 100 latidos por minuto, aunque es normal que disminuya
con el descanso y el suen˜o, y que aumente con fiebre, estre´s, ejercicio, etc., como
sucede en la bradicardia y taquicardia sinusal respectivamente.
El segmento PR es el intervalo entre el final de la onda P y el inicio del complejo
QRS; normalmente es isoele´ctrico. El segmento TP es el intervalo entre el final de la
onda T y el inicio de la siguiente onda P. Para frecuencias card´ıacas normales, este
segmento suele ser isoele´ctrico, pero para frecuencias ra´pidas la onda P se superpone
a la onda T, por lo que este segmento desaparece. El punto J es la unio´n entre el
complejo QRS y el segmento ST.
El segmento ST es el intervalo entre el punto J y el inicio de la onda T y representa
el final de la despolarizacio´n y el inicio de la repolarizacio´n ventriculares. Se define
como elevado o deprimido al relacionarlo con el segmento TP o el segmento PR. Los
cambios en el segmento ST pueden indicar isquemia mioca´rdica.
En la Tabla 1.1 esta´n los valores normales para los intervalos del ECG.
Para´metro ECG Rango normal [seg]
Intervalo PR 0.12-0.20
Intervalo QRS 0.06-0.10
Segmento ST 0.05-0.15
Intervalo QT corregido 0.35-0.44
Intervalo RR 0.60-1.00
Tabla 1.1: Rango de valores normales de intervalos del ECG
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1.6.2. Informacio´n proporcionada por el ECG
Con el ECG se puede medir o detectar las siguientes caracter´ısticas card´ıacas
1. Velocidad y ritmo meca´nico del corazo´n.
2. Orientacio´n del corazo´n en la cavidad tora´cica.
3. Hipertrofia del mu´sculo card´ıaco.
4. Dan˜os en diversas partes del mu´sculo card´ıaco.
5. Falta de irrigacio´n (isquemia) en el mu´sculo card´ıaco.
6. Patrones de actividad ele´ctrica anormal.
Con el uso del ECG se pueden diagnosticar lo siguientes:
1. Ritmo irregular del corazo´n
2. Bradicardias, ritmo card´ıaco anormalmente lento.
3. Conduccio´n anormal de los impulsos card´ıacos, lo que puede sugerir actividad
card´ıaca subyacente o trastornos metabo´licos.
4. Ataque card´ıaco previo (infarto de miocardio).
5. Evolucio´n de un ataque al corazo´n.
6. Deterioro del flujo sangu´ıneo al corazo´n durante un episodio transitorio de un
ataque card´ıaco (angina inestable).
7. Efectos sobre el corazo´n de varias enfermedades card´ıacas o enfermedades
siste´micas (como la presio´n arterial alta, tiroides, etc).
8. Efectos sobre el corazo´n de ciertas condiciones pulmonares (como el enfisema,
embolia pulmonar, etc.)
9. Ciertas anomal´ıas card´ıacas conge´nitas.
10. Analisis de sangre anormales, electrolitos (potasio, calcio, magnesio).
11. Inflamacio´n del corazo´n o de su revestimiento (miocarditis, pericarditis).
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1.7. Isquemia mioca´rdica
La isquemia mioca´rdica es una situacio´n patolo´gica que se produce antes de un
infarto de miocardio, que esta´ originada por una reduccio´n del aporte de ox´ıgeno
y nutrientes a las ce´lulas afectadas. Esto introduce una serie de cambios electrofi-
siolo´gicos que influyen en el potencial de accio´n y que pueden dar lugar a arritmias
mortales, como aquellas producidas por reentradas [132] pudiendo desencadenar la
fibrilacio´n ventricular.
La isquemia mioca´rdica se divide en varias etapas, cuyas caracter´ısticas dependen
de la especie animal de la que se trate. As´ı, en corazones de gran taman˜o (perros) las
arritmias ventriculares tienen lugar en dos per´ıodos separados en el tiempo, primero
la isquemia temprana, que comienza con la obstruccio´n de la arteria y cuya duracio´n
es de 10-15 minutos y la segunda que comienza a los 15 o 20 minutos y se extiende de
los 30 a 50 minutos. En cambio en corazones pequen˜os (conejo o cabaya) el per´ıodo
de arritmias comienza a los 6 minutos durando una media hora, siendo ma´ximas las
arritmias a los 10 o 12 minutos.
Los efectos electrofisiolo´gicos de la isquemia aguda se pueden analizar a trave´s
sus tres componentes: la hipoxia, la acidosis y la hiperkalemia [71].
Hipoxia. Es la disminucio´n del ox´ıgeno en las ce´lulas, lo que conlleva una dis-
minucio´n de la fosforilacio´n oxidativa que produce por un lado la disminucio´n en
la concentracio´n del Adenos´ın Tri-Fosfato (ATP) y un aumento en la de Adenos´ın
Di-Fosfato (ADP) y otros metabolitos. En normoxia, la concentracio´n de ATP in-
tracelular es de 5 a 10 mmol/L y la de ADP es de 5 a 70 µmol/L y a los 10 minutos
de isquemia, la concentracio´n de ATP es del 45% [127] y la de ADP se situ´a en-
tre un 630 y un 3400% [3]. En concreto, para los miocitos de conejo, en normoxia
la concentracio´n de ATP es de 6.8 mmol/L y a los 10 minutos de isquemia dicha
concentracio´n baja hasta los 4,6 mmol/L [127].
Acidosis es la disminucio´n del pH intra y extracelular. En normoxia el pH intra-
celular es de 7,3, valor que disminuye en una unidad a los 10 minutos del comienzo
de la isquemia [69, 133].
Hiperkalemia consiste en un aumento de la concentracio´n de potasio extracelular
que tiene lugar en dos etapas. La primera etapa tiene lugar durante los primeros 4-8
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minutos, en los que la concentracio´n se duplica, estabiliza´ndose en 10-12 mmol/L,
a continuacio´n dicha concentracio´n oscila entre los 11 y 14 mmol/L [55] y por u´lti-
mo, a partir de los 20 minutos comienza a aumentar de nuevo [127]. Este aumento
en la concentracio´n de potasio extracelular es un factor altamente arritmoge´nico,
ya que, por un lado, provoca un aumento de el potencial de reposo reduciendo la
excitabilidad del tejido, y por otro lado disminuye la velocidad de conduccio´n (VC).
Tambie´n se produce un aumento de la concentracio´n intra o extracelular de otros
iones, como en los de sodio, calcio, y magnesio [132].
La isquemia provoca inhomogeneidades en el tejido ya que los cambios electrofi-
siolo´gicos previamente comentados solamente se producen en el tejido isque´mico y
no afectan a las ce´lulas sanas. A su vez, no todas las ce´lulas afectadas por la isquemia
reportan las mismas propiedades. De hecho, entre la zona central isque´mica (ZC) y
la zona normal (ZN) existe una zona a la que se le denomina zona de borde (ZB).
La composicio´n de esta zona ha sido analizada por distintos grupos. Por un lado,
Janse y sus colaboradores estudiaron experimentalmente el corazo´n isque´mico de un
cerdo y describieron la ZB como una zona compuesta por conjuntos bien delimitados
de ce´lulas puramente isque´micas y conjuntos de ce´lulas completamente sanas [62].
Por otro lado, otros autores describen esta zona como un conjunto de ce´lulas
afectadas por la isquemia aunque en menor grado que las ce´lulas pertenecientes a la
ZC. As´ı pues, las alteraciones electrofisiolo´gicas var´ıan gradualmente a lo largo de
la ZB desde las condiciones normales de la ZN hasta las isque´micas de la ZC [23].
La variacio´n de potasio extracelular se ha estudiado experimentalmente en cora-
zones de cerdo y se ha observado que existe esta variacio´n es progresiva a lo largo
de 1 cm de tejido.
Todos estos cambios electrofisiolo´gicos modifican el potencial de accio´n de las
ce´lulas isque´micas tal y como se describe a continuacio´n. El potencial de reposo
aumenta debido a la mayor concentracio´n de potasio extracelular [45]. Al aumentar
el potencial de reposo, se reduce la excitabilidad de la ce´lula, disminuye´ndose la
velocidad de conduccio´n. Este efecto se observa al cabo de dos minutos desde el
comienzo de la isquemia [64]. Se recorta la duracio´n del PA (APD) [55, 133] debido
a la mayor concentracio´n de potasio que provoca un aumento en la conductancia
del canal rectificador inverso de potasio [99] y a la IK(ATP ) [35]. Otras consecuencias
importantes son la reduccio´n del potencial de membrana ma´ximo y de la velocidad
de despolarizacio´n de la ce´lula [20] y el aumento del per´ıodo refractario (PR).
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1.7.1. Reentradas
Durante la fase aguda de la isquemia mioca´rdica se producen reentradas que re-
presentan el mecanismo fundamental que provoca la taquicardia (TV) y la fibrilacio´n
ventricular (FV).
En la aur´ıcula de conejo, por ejemplo, se conocen diferentes tipos de reentradas
[4]. Una reentrada puede ser anato´mica o funcional y ordenada o desordenada:
Una reentrada es anato´mica cuando el movimiento excitatorio es fijo y rodea
un obsta´culo anato´mico no excitable.
Una reentrada es funcional cuando rodea una zona de bloqueo funcional, que
es una zona no excitable debido a la refractariedad en el momento en que llega
el est´ımulo [4].
La reentrada es ordenada si el lugar y el taman˜o del circuito reentrante esta´ bien
localizado y definido y es desordenado en caso contrario.
Para que una reentrada se produzca, se necesita que se cumplan las siguiente
condiciones:
1. La longitud del circuito (L) debe ser mayor que el producto entre la velocidad
de conduccio´n (VC) y el per´ıodo refractario (PR), que es lo que se denomina
longitud de onda de la excitacio´n (λ) ( L > V C PR = λ) [91].
2. Que se produzca un bloqueo unidireccional.
Por tanto, los mecanismos responsables de la aparicio´n y mantenimiento de las
reentradas son, por un lado, la disminucio´n de la velocidad de conduccio´n, que causa
la disminucio´n de λ, y, por otro lado, la aparicio´n de inhomogeneidades en el per´ıodo
refractario y en la duracio´n del PA, que son factores clave en el proceso del bloqueo
unidireccional.
1.7.2. Patrones de reentrada ma´s frecuentes
Experimentalmente se han registrado diferentes tipos de reentradas. Se han ob-
servado reentradas tanto en figura de ocho, durante la fase temprana de isquemia
[64], como en espiral [9] (ver Figura 1.9).
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Ambos tipos de reentradas se han reproducido en simulacio´n mediante est´ımulos
prematuros que se aplican a tejidos de dos dimensiones, tanto sanos como isque´micos:
Las circulares en figura de ocho se han obtenido estimulando en el centro del tejido
simulado, para modelos de tejidos sanos [96], y estimulando desde un extremo, para
los isque´micos [36, 53].
Las reentradas en forma de espiral se pueden obtener aplicando c¸ross-shock”, que
consiste en aplicar el impulso prematuro perpendicularmente al est´ımulo anterior
[26, 9].
Figura 1.9: Iso´cronas de activacio´n durante taquicardia ventricular en corazo´n de
cerdo que termina en fibrilacio´n. Figura tomada de [64]
1.7.3. Per´ıodo refractario en ce´lulas isque´micas
Como hemos visto en la seccio´n anterior, para la generacio´n de reentradas es ne-
cesaria la conjuncio´n de un est´ımulo prematuro y de unas determinadas condiciones
del tejido que sirvan de base a la reentrada. En este sentido, los factores que ma´s
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influyen en la generacio´n de reentradas son la heterogeneidad en: la velocidad de
conduccio´n, la excitabilidad de la membrana celular y en la refractariedad de las
ce´lulas [24, 70] La alteracio´n de dichos factores pueden llevar al bloqueo unidirec-
cional, requisito indispensable para la generacio´n de reentradas.
En condiciones normales, el PR generalmente coincide con el APD, de modo que
se puede suponer que la repolarizacio´n de la ce´lula marca el fin del PR, como puede
observarse en la Figura 1.10. Sin embargo, bajo ciertas condiciones como la acidosis o
la hiperkalemia, el PR es significativamente mayor que el APD [64]. A este feno´meno
se le denomina refractariedad post-repolarizacio´n (PRR: Post-Repolarization Refrac-
toriness).
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Figura 1.10: PA de una ce´lula sana y una isque´mica y sus correspondiente per´ıodos
refractarios.
Adema´s, los factores que condicionan la generacio´n de reentradas son interde-
pendientes [72]. Por ejemplo en aquellos casos en los que el APD es muy similar al
per´ıodo refractario (PR), el instante en que una ce´lula finaliza su PR es la suma del
instante en el que esa ce´lula se activa ma´s el APD. Por tanto, la dispersio´n en la
repolarizacio´n depende tanto de las diferencias en los tiempos de activacio´n, que es
inversamente proporcional a la velocidad de conduccio´n, como de las diferencias en
el APD [72].
En isquemia aguda se modifica la velocidad de conduccio´n, la excitabilidad de
la membrana celular y la refractariedad de las ce´lulas, que son los factores cuya
heterogeneidad ma´s influye en la generacio´n de las reentradas.
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Por un lado, respecto al PR, se sabe experimentalmente que en isquemia aguda
dicho para´metro aumenta durante los 5-10 minutos despues de la oclusio´n de la
arteria coronaria, desarrolla´ndose la PRR, y que en aquellas ce´lulas parcialmente
despolarizadas depende del potencial de reposo [64]. Esta refractariedad, esta´ rela-
cionada con el aumento de la concentracio´n de potasio extracelular, la hipoxia y la
acidosis [70].
Por otro lado, la reduccio´n de la excitabilidad durante isquemia aguda debida a
la disminucio´n de la corriente ra´pida de sodio y el enlentecimiento de su recuperacio´n
aumenta la ventana vulnerable VV [24, 87, 70]. La VV es el per´ıodo en el cual si se
aplica un extraest´ımulo se genera actividad reentrante.
Por tanto, con el avance de la isquemia, la VV puede aumentar o disminuir
debido al gran aumento de la dispersio´n de refractariedad unida a una disminucio´n
de la excitabilidad [87]. Por lo que respecta a las corrientes io´nicas, se sabe que la
ventana vulnerable se ve afectada por los cambios en la disponibilidad de los canales
de sodio y por las corrientes de potasio [70].
Otro aspecto a tener en cuenta de la isquemia es la distribucio´n espacial de los
per´ıodos refractarios. Durante la isquemia aparece un gradiente del borde al centro
de la zona afectada por esta patolog´ıa debido en gran parte a la acumulacio´n de
potasio extracelular, tanto en isquemia aguda [23, 24, 25] como en isquemia 1b [48].
Todos los aspectos discutidos en las secciones anteriores pueden ser representar
por ecuaciones ma´tematicas. E´stas seran tratadas en detalle en el cap´ıtulo 2 y en
los ape´ndices D y E. La naturaleza de estos sistemas de ecuaciones hace necesaria
la utilizacio´n de me´todos nume´ricos para su resolucio´n.
1.8. Metodos nume´ricos usados
Para poder resolver nume´ricamente las ecuaciones de reaccio´n-difusio´n usadas
en electrofisiolog´ıa es necesario realizar una discretizacio´n de la misma, en espacio
y tiempo. El uso comu´n de te´cnicas de particio´n de operadores [89] permite des-
acoplar el ca´lculo del te´rmino reactivo del difusivo. De esta manera se simplifica la
actualizacio´n de las ce´lulas y la obtencio´n de las corrientes io´nicas,
Las principales te´cnicas empleadas para resolver las ecuaciones de propagacio´n
en electrofisiolog´ıa son:
Me´todo de las diferencias finitas. Las derivadas espaciales se aproximan
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por expresiones de diferencias finitas [100, 34, 123, 88], se destaca por su
sencillez en la implementacio´n, as´ı como por los bajos requisitos de memoria,
pero tiene como contrapartida que su aplicacio´n es muy dif´ıcil en el caso de
geometr´ıas reales.
Me´todo de elementos finitos. Es una formulacio´n integral del problema
donde se aproxima la solucio´n usando una combinacio´n lineal de funciones de
prueba que son generalmente polinomios y la aproximacio´n temporal es hecha
por diferencias finitas [21, 22, 120]. Este me´todo se destaca por su robustez y
por poder tratar cualquier tipo de geometr´ıa.
Me´todo de volu´menes finitos. Similar al me´todo de los elementos finitos,
pues tambie´n parte de una formulacio´n integral y al igual que este puede ser
usado en geometr´ıas arbitrarias. Una caracter´ıstica adicional es la conservati-
vidad nume´rica local, es decir, el flujo nume´rico se conserva de una ce´lula de
discretizacio´n a su ce´lula vecina [52, 61].
1.9. Motivacio´n
En los u´ltimos an˜os , se han mejorado mucho las te´cnicas de observacio´n celular
y molecular, lo cual nos permite descubrir y entender mecanismos de los organismos
vivos. Tambie´n se dispone de te´cnicas no invasivas para obtener informacio´n cl´ınica,
como son el ECG, MRI, ultrasonido, etc.
A pesar de todos estos avances hay infinidad de cosas sin entender au´n y ah´ı es
donde interviene la simulacio´n por ordenador, la cual se esta´ convirtiendo en una
herramienta importante en la investigacio´n cardiovascular y biof´ısica.
Los modelos matema´ticos de ce´lulas card´ıacas se pueden acoplar en un tejido
y ser utilizadas para simular el corazo´n bajo determinadas condiciones normales y
patolo´gicas, as´ı como bajo los efectos de medicamentos. Actualmente, el desarrollo
de una droga a menudo cuesta cientos de millones de do´lares [28] y las afecciones
card´ıacas son unas de las principales causas de muerte en todo el mundo [95]. Uno de
los objetivos de la simulacio´n es reproducir los experimentos, entender los feno´me-
nos f´ısicos involucrados que no pueden ser observados a trave´s de ellos y lo mas
importante de todo es poder predecir los feno´menos.
Los modelos electrofisiolo´gicos del corazo´n describen de que´ manera se propaga
la onda ele´ctrica a trave´s del tejido card´ıaco. Los modelos que tratamos en estas tesis
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consisten en un sistema de ecuaciones diferenciales ordinarias (EDO) que modelan la
electrofisiolog´ıa de una ce´lula, y un sistema de ecuaciones diferenciales en derivadas
parciales (EDP) que gobiernan la propagacio´n de la onda a trave´s del tejido. Todo
ello se describe con detalle en el cap´ıtulo 2.
Los modelos electrofisiolo´gicos de las ce´lulas card´ıacas se basan en los formalismos
de los trabajos publicados por Hodgkin y Huxley [58]. Cada vez se dispone de ma´s
datos experimentales los cuales se van incorporando en los modelos matema´ticos, lo
que permite obtener modelos fisiolo´gicamente ma´s reales. El incremento en el detalle
fisiolo´gico y la necesidad de simular o´rganos completos, como el corazo´n, hace que
sea todo un desaf´ıo computacional.
Un obsta´culo importante para la obtencio´n de los datos u´tiles es la de llevar
a cabo simulaciones de manera eficiente en un tiempo razonable. Para obtener si-
mulaciones en un tiempo razonable, con frecuencia, la exactitud de los modelos
matema´ticos debe ser sacrificada para que la simulacio´n sea posible [118, 12] debido
al gran costo computacional.
Los sistemas de EDOs que describen la dina´mica celular son no lineales y r´ıgidos
[30, 116]. Esto trae como consecuencia la limitacio´n en el paso de tiempo debido
a consideraciones de estabilidad nume´rica y no de precisio´n. Por lo antes dicho,
los pasos de tiempo deben ser muy pequen˜os y para tener una buena precisio´n
hace falta una discretizacio´n espacial muy pequen˜a. Adema´s, la pared ventricular
presenta heterogeneidades transmurales, como as´ı lo demuestran los trabajos [7, 114].
Las ce´lulas del endocardio, miocardio y endocardio tienen diferente potencial de
accio´n, lo cual influye en los patrones de conduccio´n, aparte de tratarse de un medio
fuertemente aniso´tropo.
La resolucio´n de cualquiera de los modelos representa un reto desde un punto de
vista computacional debido a las diferentes escalas de tiempo y espacio existentes
en el problema. Mientras que las dimensiones del tejido card´ıaco son del orden de
cent´ımetros, el frente de despolarizacio´n se desarrolla en una capa de cerca de un
mil´ımetro, requiriendose taman˜os de elemento del orden de de´cimas de mil´ımetro.
Tal y como se dijo anteriormente, la escala de tiempo es otro de los aspectos funda-
mentales dentro de la resolucio´n de los modelos de electrofisiolog´ıa. Las constantes
de tiempos que intervienen en la cine´ticas de los modelos io´nicos var´ıan desde 0,1
a 400 mseg, requiriendo, por lo tanto, en algunas etapas del proceso de pasos de
tiempo del orden de cente´simas de milisegundo. De esta manera, cuando se simula
un latido card´ıaco, que tiene una duracio´n cercana a los 800 mseg, en una geometr´ıa
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real de corazo´n humano, es posible tratar con problemas con cerca del orden de
107 grados de libertad y simulaciones que pueden requerir miles de pasos de tiempo
[89, 85, 21].
1.10. Objetivo
El objetivo principal de esta tesis doctoral es el desarrollo de algoritmos eficientes
para la resolucio´n del problema de electrofisiolog´ıa card´ıaca empleando el modelo
monodominio en una arquitectura en paralelo para ca´lculo de altas prestaciones.
Tambie´n se plantean tres objetivos secundarios relacionados con la aplicacio´n de
la herramienta nume´rica desarrollada:
Estudiar el efecto de la zona isque´mica (taman˜o y localizacio´n) y la arquitec-
tura muscular del corazo´n sobre la vulnerabilidad del tejido a reentradas y los
patrones de reentrada en preparaciones de miocardio de cobaya.
Caracterizar el comportamiento de los recientes modelos io´nicos de cardiomio-
citos humanos ante condiciones de isquemia.
Estudiar los patrones de despolarizacio´n y mecanismos de reentrada en un
corazo´n humano realista sujeto a una isquemia regional aguda.
1.11. Hipo´tesis de trabajo y metodolog´ıa.
En el desarrollo de los algoritmos y posterior estudio de las patolog´ıas card´ıacas
se seguira´n las siguientes hipo´tesis:
El tiempo de ca´lculo se puede reducir, disminuyendo el nu´mero de grados de
libertad a resolver en cada iteracio´n.
El tiempo de ca´lculo se puede reducir mediante la o´ptima implementacio´n
de algoritmos de integracio´n temporal de paso adaptativo para el te´rmino
reactivo.
La paralelizacio´n masiva de los algoritmos es clave para disminuir los tiempos
de ca´lculo.
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Es posible encontrar una correlacio´n entre las observaciones obtenidas en el
estudio computacional sobre modelos animales y las patolog´ıas humanas.
La metodolog´ıa seguida en el desarrollo de los algoritmos nume´ricos ha sido la
siguiente:
Diferencias Finitas. Se ha desarrollado un me´todo de diferencias finitas com-
pacto de alto orden (HOC) [14] para materiales aniso´tropos, que tiene gran
exactitud en los puntos de la malla y usa la misma cantidad de puntos que
un esquema cla´sico de segundo orden. Este alto orden es alcanzado usando
un desarrollo de Pade´ para aproximar las derivadas cuartas del error de trun-
camiento de un esquema de diferencias centrales. La mayor precisio´n espacial
del me´todo permite trabajar con sistemas reducidos en comparacio´n con los
me´todos tradicionales de segundo orden con un ahorro significativo de recursos
computacionales (memoria RAM).
Elementos finitos inmersos. En este tipo de esquema se logra una malla
adaptativa en espacio sin la necesidad de remallar el dominio en cada paso
temporal. La estrategia de ca´lculo es construir una malla lo suficientemente
fina sobre todo el dominio, de manera que se obtiene el taman˜o del elemento
deseado o necesario con uno o dos niveles de refinamiento dentro de cada
macro elemento (ME). Dentro de cada ME se hace una malla ma´s fina, pero
de manera que no se modifica la cantidad de nodos en el contorno de dicho
ME. Una vez elegida la estructura interna de nuestro ME, todos los grados
de libertad internos son condensados esta´ticamente. Con lo cual se reduce el
taman˜o del sistema global y el coste computacional de invertir y precondicionar
la matriz de rigidez.
Optimizacio´n temporal. El te´rmino reactivo es calculado en cada nodo
dentro del ME, dependiendo del valor de la derivada temporal, con lo cual se
tiene un esquema adaptativo en tiempo que permite reducir considerablemente
el tiempo total de simulacio´n.
Paralelizacio´n. Para escribir el co´digo de ca´lculo se ha usado el lenguaje
de programacio´n FORTRAN 95/2003 [16] y para paralelizar el mismo se han
usado las librer´ıas MPI, METIS [66] y como librer´ıas para la solucio´n del
sistema de ecuaciones, las PSBLAS [13].
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En lo referente a las aplicaciones que involucran la isquemia aguda regional, la
metodolog´ıa seguida ha sido la siguiente:
Se generaron modelos de preparaciones de tejido card´ıaco en el que se varia-
ron el taman˜o de la zona isque´mica (radio), y su posicio´n dentro del miocardio
(desde el mid-miocardio hacia el epicardio), estudiando los patrones de reen-
trada y el taman˜o de la zona isque´mica.
Caracterizar los modelos io´nicos humanos a cambios metabo´licos producidos
principalmente por hipoxia, aumento de la concentracio´n de K+ extracelular
(hiperkalemia), aumento de las concentraciones de Na+, y Ca2+ intracelu-
lar, disminucio´n de la concentracio´n de Na+ extracelular, reduccio´n de ATP
intracelular aumento del ADP intracelular y la acidosis [94].
Adaptacio´n del modelo humano a condiciones de isque´mica mediante la in-
corporacio´n de una corriente io´nica que se activa en presencia de isquemia
(IK(ATP )). La adaptacio´n se ha llevado a cabo correlacionando los datos co-
nocidos sobre esta corriente io´nica, as´ı como de observaciones experimentales
sobre corazo´n humano en condiciones isque´micas.
La generacio´n de modelos realistas del corazo´n humano han sido desarrollados
a partir de ima´genes de resonancia magne´tica de tensor de difusio´n que no solo
permite definir la geometr´ıa, sino tambie´n la estructura muscular del corazo´n
(direccio´n de fibras).
Se definieron zonas isque´micas en el corazo´n en zonas sen˜aladas por exper-
tos cl´ınicos obedeciendo a taman˜os y formas sugeridos por estos cl´ınicos y
observaciones experimentales sobre corazo´n humano y de cerdo [24].
Las arritmias sera´n inducidas siguiendo un protocolo de excitacio´n S1-S2 [36],
observando los patrones generados.
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CAP´ITULO 2
Ecuaciones que gobiernan la actividad ele´ctrica del corazo´n
El Corazo´n exhibe dos tipos de comportamiento, uno ele´ctrico y uno meca´nico.
Todas las ce´lulas mioca´rdicas desde el punto de vista de la funcio´n meca´nica son
similares. En cambio, desde un punto de vista ele´ctrico, e´stas pueden ser de varios
tipos. Los impulsos ele´ctricos que se transmiten a trave´s del corazo´n son los respon-
sables de la contraccio´n r´ıtmica del mu´sculo card´ıaco. Cuando este sistema funciona
normalmente, las aur´ıculas se contraen aproximadamente un sexto de segundo antes
que los ventr´ıculos, lo que permite el llenado de los mismos antes de que bombeen la
sangre a los pulmones y a la circulacio´n perife´rica [49]. Otro aspecto importante del
sistema es que los ventr´ıculos se contraen sincronizadamente para generar un bom-
beo adecuado de la sangre. Para ello, es necesario que todas las ce´lulas desarrollen
un potencial de accio´n de una manera ordenada, para lo cual, las mismas deben ser
excitadas convenientemente a lo largo del ciclo card´ıaco. Con la finalidad de com-
prender mejor estos feno´menos, en este cap´ıtulo se describe como se desarrolla la
actividad ele´ctrica en el corazo´n, como se sincroniza y las ecuaciones matema´ticas
que la gobiernan.
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2.1. Ecuaciones de propagacio´n
En esta´ seccio´n se desarrolla el modelo matema´tico para el estudio de la propa-
gacio´n del impulso ele´ctrico en el corazo´n.
2.1.1. Modelo bidominio
El acoplamiento ele´ctrico de los cardiomiocitos y la conduccio´n a trave´s de los
ventr´ıculos esta´ matema´ticamente descrita por el modelo bidominio [121]. En e´ste,
el tejido cardiaco es representaso por dos dominios continuos que comparten el es-
pacio, esto es, el dominio intracelular y el extracelular coexisten espacialmente. Esto
contrasta con la realidad ya que cada uno de ellos ocupa f´ısicamente un fraccio´n del
volumen total. En este modelo, cada dominio actu´a como un volumen conductor con
distinto tensor de conductividad y distinto potencial, y las corrientes io´nicas fluyen
de un dominio a otro a trave´s de la membrana celular que actu´a como capacitor.
Las corrientes en los dos dominios vienen dadas por la Ley de Ohm:
Ji = −Mi∇Vi, (2.1)
Je = −Me∇Ve, (2.2)
donde Ji es la corriente intracelular, Je es la corriente extracelular, Mi yMe son los
tensores de conductividades y Vi, Ve son los potenciales en ambos dominios.
La membrana celular actu´a como un capacitor y debido a su pequen˜o espesor la
carga que se acumula de un lado es compensada inmediatamente del otro lado, por
lo cual la acumulacio´n de carga en cualquier punto es cero, esto es:
∂
∂t
(qi + qe) = 0, (2.3)
donde qi y qe son las cargas en el espacio intracelular y extracelular respectivamente.
En cada dominio, el flujo de corriente en un punto debe ser igual a la tasa de
acumulacio´n de carga ma´s la corriente io´nica saliendo del punto, esto es
−∇ · Ji = ∂qi
∂t
+ χIion, (2.4)
−∇ · Je = ∂qe
∂t
− χIion, (2.5)
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donde Iion es la corriente a trave´s de la membrana. Como la corriente io´nica es
medida por unidad de a´rea de membrana celular, mientras que la densidad de carga
y el flujo de corriente son medidas por unidad de volumen, la constante χ representa
la relacio´n de a´rea de membrana celular por unidad de volumen. Por otro lado, el
signo de la corriente io´nica se define positivo cuando la corriente abandona el espacio
intracelular y penetra al extracelular.
Introduciendo (2.4) y (2.5) en (2.3) llegamos a la ecuacio´n de conservacio´n de la
corriente:
∇ · Ji +∇ · Je = 0. (2.6)
Reemplazando las ecuaciones (2.1) y (2.2) en (2.6) llegamos a:
∇ · (Mi∇Vi) +∇ · (Me∇Ve) = 0. (2.7)
La carga en la membrana celular depende directamente de la diferencia de po-
tencial de membrana, V = Vi − Ve y la capacitancia de la membrana
V =
q
χCm
, (2.8)
donde Cm es la capacitancia de la membrana y
q =
qi − qe
2
. (2.9)
Combinando las ecuaciones (2.8) y (2.9) y tomando la derivada con respecto al
tiempo tenemos:
χCm
∂V
∂t
=
1
2
∂(qi − qe)
∂t
.
Empleando la ecuacio´n (2.3) llegamos a la relacio´n:
∂qi
∂t
= −∂qe
∂t
= χCm
∂V
∂t
.
Reemplazando esta u´ltima expresio´n en la ecuacio´n (2.4) y utilizando la ecuacio´n
(2.1) se obtiene
∇ · (Di∇Vi) = Cm∂V
∂t
+ Iion, (2.10)
donde Di =Mi/χ.
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Las ecuaciones (2.7) y (2.10) dependen de tres potenciales Vi, Ve y V . Eliminando
Vi de de las ecuaciones (2.7) y (2.10) obtenemos finalmente las ecuaciones que definen
el modelo bidominio introducida por L. Tung [121]:
∇ · (Di∇V ) +∇ · (Di∇Ve) = Cm∂V
∂t
+ Iion, (2.11)
∇ · (Di∇V ) +∇ · ((Di +De)∇Ve) = 0. (2.12)
Suponiendo que el corazo´n esta´ rodeado de un medio no conductor, la compo-
nente normal de ambas corrientes, (intracelular y extracelular) debe ser cero en el
contorno, con lo cual tenemos:
n · Ji = 0,
n · Je = 0
(2.13)
donde n es la normal exterior. Empleando las expresiones para ambas corrientes y
eliminando Vi se obtienen las condiciones de contorno del modelo
n · (Di∇V +Di∇Ve) = 0, (2.14)
n · ∇ (De∇Ve) = 0. (2.15)
2.1.2. Modelo monodominio
Como se puede observar, el modelo bidominio representa las corrientes ele´ctricas
tanto en el medio intracelular como en el extracelular, y consiste de una ecuacio´n
parabo´lica no lineal acoplada con una ecuacio´n el´ıptica, lo cual es dif´ıcil de resolver
y analizar.
Suponiendo que los tensores de conductividad tienen igual variacio´n en la aniso-
trop´ıa, esto es De = λDi, donde λ es un escalar, entonces De puede ser eliminado
de las ecuaciones (2.11) y (2.12), resultando:
∇ · (Di∇V ) +∇ · (Di∇Ve) = Cm∂V
∂t
+ Iion, (2.16)
∇ · (Di∇V ) + (1 + λ)∇ · (Di∇Ve) = 0. (2.17)
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De la ecuacio´n (2.17) tenemos
∇ · (Di∇Ve) = − 1
1 + λ
∇ · (Di∇V ) ,
reemplaza´ndola en la ecuacio´n (2.16) y operando llegamos a la formulacio´n esta´ndar
de monodominio:
∇ · (D∇V ) = Cm∂V
∂t
+ Iion (2.18)
donde D = λ
1+λ
Di. Con la siguiente condicio´n de contorno:
n · ∇ (D∇V ) = 0, (2.19)
El modelo monodominio lleva asociado una complejidad nume´rica y computacio-
nal menor que el bidominio. Es por esto que, a menudo, se suele emplear este modelo
para el estudio de la propagacio´n del potencial de accio´n con modelos celulares ma´s
detallados.
La ecuacio´n (2.18) es una ecuacio´n en derivadas parciales parabo´lica que modela
un feno´meno de reaccio´n-difusio´n. La parte asociada a la reaccio´n esta´ determinada
por el te´rmino Iion que viene gobernado por el modelo celular. La parte difusiva
modela la propagacio´n del potencial de accio´n en el medio.
2.2. Anisotrop´ıa. Tensor de Conductividad
La organizacio´n de la fibras en el mu´sculo card´ıaco es cr´ıtica para el estudio
de los problemas en electrofisiolog´ıa ya que la conduccio´n ele´ctrica es ma´s ra´pida
a lo largo de la fibra. Las fibras esta´n organizadas transmuralmente y su a´ngulo
var´ıa de −60o (con respecto al eje circunferencial) a +60o de epicardio a endocardio
[109]. Solo hay dos formas de obtener la direccio´n de las fibras en el miocardio, ya
sea por reconstruccio´n a partir de histolog´ıa (la cual requiere semanas de diseccio´n
y procesamiento de datos[107]) y la imagen del tensor de difusio´n de resonancia
magne´tica conocido por su siglas en ingle´s como DTMRI (Diffusion Tensor Magne-
tic Resonance Imaging) [54]. Usando DTMRI, la estimacio´n de la direccio´n de las
fibras se pueden lograr en ciento de miles de localizaciones dentro del miocardio en
unas pocas horas. La te´cnica se basa en que las sen˜ales MRI (Magnetic Resonan-
ce Imaging) son atenuadas por la difusio´n del agua dentro del tejido en presencia
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de un campo magne´tico, y que la difusio´n es ma´s ra´pida a lo largo del eje de la
fibra. Por lo tanto, el vector propio que corresponde al valor propio ma´s grande del
tensor de difusio´n define la direccio´n del eje de la fibra [54]. Son estos los datos de
los que disponemos para hacer nuestras simulaciones en tejido card´ıaco humano1.
Adema´s hay que aclarar que el tejido card´ıaco se supone transversalmente iso´tropo,
con la direccio´n de ma´xima conduccio´n correspondiente a la direccio´n de las fibras
card´ıacas. En el sistema material de la fibra, el tensor de conductividad es
D = do
 1 0 00 r 0
0 0 r
 , (2.20)
donde do representa la conductancia en la direccio´n de las fibras y r ≤ 1 la razo´n
entre la conduccio´n en la direccio´n transversal y la direccio´n longitudinal de la fibra.
En coordenada cartesianas, bajo condiciones de anisotrop´ıa transversal, el tensor de
difusio´n puede ser escrito como:
D = do [(1− r)f ⊗ f + rI] , (2.21)
donde f es la orientacio´n de la fibra, I es el tensor identidad de segundo orden y
⊗ indica el producto tensorial ((a⊗ b)ij = aibj). Expresando la ecuacio´n (2.21) en
componentes se tiene:
D = do (1− r)
 f1 f1 f1 f2 f1 f3f2 f1 f2 f2 f2 f3
f3 f1 f3 f2 f3 f3
+ do r
 1 0 00 1 0
0 0 1
 . (2.22)
2.3. Modelos de potencial de accio´n
Hodking y Huxley [58] en 1952 presentaron el primer modelo matema´tico para
reproducir los potenciales de accio´n en la membrana celular. Desde entonces, se han
desarrollado muchos modelos ce´lulares card´ıacos siguiendo el formalismo establecido
por dichos investigadores. Los modelos de potencial de accio´n pueden dividirse en
las siguientes clases:
1http://gforge.icm.jhu.edu/gf/project/dtmri data sets/
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1. Modelos fenomenolo´gicos. Reproducen macrosco´picamente el comporta-
miento de la ce´lula. So´lo utilizan el conjunto mı´nimo de las corrientes fenome-
nolo´gicas necesarias para reproducir las caracter´ısticas de la dina´mica celular,
tales como el potencial de accio´n, velocidad de conduccio´n [33], etc..
2. Modelo de primera generacio´n. Estos modelos no solo reproducen el com-
portamiento macrosco´pico de la ce´lula sino tambie´n los comportamientos fi-
siolo´gicos fundamentales mediante la descripcio´n de las corriente io´nicas ma´s
importantes para la generacio´n del potencial de accio´n. Dentro de esta cate-
gor´ıa se encuentran los modelos de Luo-Rudy-I [79], Beeler-Reuter [10], entre
otros.
3. Modelos de segunda generacio´n. Estos modelos ofrecen una descripcio´n
detallada de la fisiolog´ıa celular. No so´lo incluyen ma´s corrientes, sino tambie´n
bombas e intercambiadores, as´ı como dina´micas internas. Dentro de este tipo
de modelos se incluyen el de DiFrancesco-Noble [27] para fibras de Prukinje,
el de Luo-Rudy-II [77, 78] para ventr´ıculo de cobayas, y el de Ten-Tusscher
[116, 117] para ventr´ıculo humano entre otros.
En esta tesis se tratan dos modelos de segunda generacio´n: el modelo de Luo-
Rudy 2000 [77, 78, 30] y el modelo de Ten-Tusscher [116, 117], que esta´n basados en el
formalismo de Hodgkin-Huxley (HH), en el cual el potencial de accio´n es calculado
en base a la utilizacio´n de compuertas activadas por potencial para describir el
comportamiento de los canales io´nicos. La seccio´n siguiente describe brevemente las
caracter´ısticas principales de los modelos referidos anteriormente.
2.4. Estructura de un modelo de segunda genera-
cio´n
Como sabemos, es posible reproducir las caracter´ısticas de PA con modelos sen-
cillos. Sin embargo, una objetivo importante en la modelizacio´n de los feno´menos
fisiolo´gicos es investigar como afectan los cambios en la fisiolog´ıa celular al tejido y
finalmente al o´rgano en estudio. Para ello es necesario que los modelos contemplen
la fisiolog´ıa celular desde la membrana hasta los canales io´nicos que establecen las
puertas de intercambio entre los medios intra- y extracelular, incluyendo mecanismos
dina´micos en el mioplasma.
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2.4.1. Membrana Celular
La membrana celular separa el medio extracelular del citoplasma. Esta´ formada
por una fin´ısima capa de mole´culas lip´ıdicas y proteicas, que se mantienen unidas
fundamentalmente por interacciones no covalentes [2]. Las mole´culas lip´ıdicas esta´n
dispuesta en forma de doble capa continua de unos 5 nm de espesor, ver Figura
2.1. Esta bicapa constituye la estructura ba´sica y actu´a de barrera relativamente
impermeable al paso de la mayor´ıa de mole´cula hidrosolubles.
Medio extracelular
Citoplasma
Colesterol
Glicoproteína
Glicolípido Proteína de superficie
Filamentos del 
citoesqueleto
Proteína canal
(proteína de transporte)
Proteína
globular
Carbohidrato
Cabezas hidrófílicas
Bicapa de
fosfolípidos
Molécula de
fosfolípido
Colas hidrofóbicasProteína integral
(proteína en alfa−hélice)
Proteína integral
(proteína globular)
Proteína periférica
Figura 2.1: Detale de la membrana celular.
Las mole´culas proteicas que se hallan disueltas en la bicapa lip´ıdica, constitu-
yen una conexio´n entre el interior y exterior de la ce´lula. Estas mole´culas forman
canales a trave´s de la membrana por donde los iones pueden pasar. En la Figura
2.1 se muestra de manera esquema´tica la estructura de la membrana celular con las
prote´ınas de transporte embebidas. Algunas prote´ınas forman bombas e intercam-
biadores io´nicos, necesarios para mantener la correcta concentracio´n de iones en la
ce´lula. Tanto las bombas como los intercambiadores tienen la habilidad de trans-
portar iones en direccio´n opuesta al gradiente generado por la concentracio´n ionica
(gradiente ele´ctrico). Este proceso es logrado usando el gradiente de un io´n diferente
(intercambiadores) o bien consumiendo energ´ıa qu´ımica almacenada en forma de
ATP (bombas). A este tipo de transporte se lo denomina activo.
Adema´s de las bombas e intercambiadores, ciertas prote´ınas forman canales en
la membrana a trave´s de los cuales lo iones pueden fluir. El flujo de iones a trave´s
de esos canales es pasivo y esta´ gobernado por los gradientes de concentracio´n y los
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campos ele´ctricos. La mayor´ıa de los canales son altamente selectivos con respecto al
tipo de io´n que puede pasar a trave´s de ellos. Adema´s, los canales tienen la habilidad
de abrir o cerrar en respuesta a cambios en el campo ele´ctrico y concentracio´n de
iones. Esta caracter´ıstica es fundamental para que se propague la sen˜al en un tejido
excitable.
2.4.2. Ecuacio´n de Nernst
El equilibrio electroqu´ımico entre las fuerzas debido al gradiente de concentra-
ciones y al gradiente de potencial para un io´n particular se puede describir a trave´s
de la ecuacio´n de Nernst-Planck-Einstein:
E =
RT
z F
ln
(
ce
ci
)
(2.23)
donde R, F , T son: la constante de los gases, la constante de Faraday, y la tem-
peratura absoluta respectivamente, E es el potencial de equilibrio de Nernst, z la
valencia del io´n en estudio y ce, ci son las concentraciones del io´n fuera y dentro de
la ce´lula respectivamente.
2.4.3. Ecuacio´n Goldman-Hodgkin-Katz
Cuando una membrana es permeable a varios tipos de iones, el potencial de
difusio´n que se genera depende de tres factores: i) la polaridad de la carga ele´ctrica
de cada uno de los iones, ii) la permeabilidad de la membrana a cada uno de los iones
y iii) las concentraciones de los respectivos iones en el interior y el exterior de la
membrana. Bajo estas condiciones, el potencial de membrana viene gobernado por
la bien conocida ecuacio´n de Goldman-Hodgkin-Katz. Para el caso de N especies
io´nicas monovalentes positivas y M especies io´nicas monovalentes negativas se tiene
E = −RT
F
log
(∑N
j=1 Pj[c
+
j ]i +
∑M
j=1 Pj [c
−
j ]e∑N
j=1 Pj[c
+
j ]e +
∑M
j=1 Pj [c
−
k ]i
)
(2.24)
donde, [cj ]i, [cj ]e son las concentraciones dentro y fuera de la ce´lula para el io´n j, Pj
es la permeabilidad de la membrana al io´n j y E es el potencial de membrana. La
permeabilidad de la membrana al io´n j se puede expresar como:
Pj =
Dj βj
h
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donde h es el espesor de la membrana Dj es el coeficiente de difusio´n y βj es el
coeficiente de particio´n de agua de la membrana. TantoDj como βj son dependientes
del tipo de io´n y del tipo de membrana.
2.4.4. Compuertas
El comportamiento de un canal io´nico puede ser modelado con funciones que
describan la transicio´n entre sus estados. En el caso ma´s simple existen dos estados,
abierto y cerrado. Asignado a estos estados hay una probabilidad de apertura O y
una probabilidad de cierre C, siendo la transicio´n entre estados estoca´stica. Sea [O]
la densidad de canales abiertos y [C] la densidad de canales cerrados. Supongamos
adema´s que la densidad de canales, [O]+[C], es constante. El cambio entre el estado
cerrado y abierto puede ser escrito como:
C
α
⇄
β
O, (2.25)
donde α es la tasa de apertura de los canales y β las tasa de cierre. Estas tasas
dependen del potencial de membrana V . Por la ley de accio´n de masas la velocidad
de cambio del estado abierto al cerrado es proporcional a la concentracio´n de canales
en estado abierto, similarmente la tasa de cambio de canales cerrado a abierto es
proporcional a la concentracio´n de canales cerrados. Por lo tanto tenemos:
d[O]
dt
= α(V ) [C]− β(V ) [O].
Dividiendo esta ecuacio´n por la densidad total [O] + [C] tenemos:
dg
dt
= α(V )(1− g)− β(V )g, (2.26)
donde g = [O]/([O] + [C]) es la proporcio´n de canales abiertos.
Puesto que α y β dependen de V , no es posible usar una solucio´n general de al
ecuacio´n (2.26).La ecuacio´n (2.26) puede ser escrita como:
dg
dt
= (g∞(V )− g)/τg(V ), (2.27)
con g∞ = α/(α + β) y τg = 1/(α + β). Con g∞ y τg constantes, la solucio´n a la
ecuacio´n (2.28) es:
g(t) = g∞ + (go − g∞) e−t/τg (2.28)
donde go es el valor inicial de g, y g∞ es el estado estable.
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Figura 2.2: Circuito equivalente de la membrana celular
2.4.5. Canales io´nicos
El flujo io´nico o densidad de corriente del io´n i a trave´s de la membrana resulta
de la diferencia de potencial a trave´s de la membrana V y el potencial de Nernst Ei,
esto es:
Ii = g (V − Ei)
donde g es la permeabilidad de la membrana al io´n i. Dependiendo del tipo de io´n, g
puede ser constante o una funcio´n del tiempo y del potencial de membrana, as´ı como
de las concentraciones io´nicas.
2.4.6. Modelo de la membrana celular
Como hemos visto en esta seccio´n, la membrana celular es un elemento semi-
permeable que contiene un nu´mero de canales espec´ıficos a trave´s de los cuales
fluyen diferentes tipos de iones, actuando e´sta a su vez como un capacitor debido a
sus caracter´ısticas diele´ctricas. En la Figura 2.2 se puede apreciar el circuito equi-
valente de la membrana celular, en donde se muestra la corriente capacitiva y los
distintos canales ionicos. A partir del circuito de la Figura 2.2 obtenemos la siguiente
expresio´n para la corriente a trave´s de la membrana
Im = Cm
d V
d t
+
n∑
j=1
gj(V − Ej), (2.29)
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donde Cm es la capacitancia de membrana, V el potencial de membrana, y gj y Ej
la conductancia y el potencial de Nernst para el io´n j respectivamente.
2.5. Modelos de potencial de accio´n
Los modelos de potencial de accio´n de segunda generacio´n incorporan muchas
de las caracter´ısticas descritas anteriormente y su formulacio´n se reduce la ecuacio´n
(2.29) en adicio´n a las ecuaciones diferenciales (2.27)que gobiernan la dina´mica de
las compuertas y de las concentraciones io´nicas en el citoplasma. La formulacio´n de
estos modelos se basa en datos experimentales sobre miocitos de diferentes especies
animales y son generalmente muy costosos desde el punto de vista computacional.
A continuacio´n se describen los dos modelos de potencial accio´n que se utilizaron en
este trabajo, el modelo de Luo-Rudy para cobayas y el modelo de ten Tusscher para
miocitos humanos. Las ecuaciones de ambosl modelo se ofrecen en los Ape´ndices D
y E.
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Figura 2.3: Modelo de Luo-Rudy fase II (LR-II) tras la modificacio´n introducida por
Faber y Rudy [30].
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2.5.1. Modelo de Luo Rudy
La primera versio´n del modelo de Luo-Rudy data de 1991 (LR-I) [79]. Con-
siderado un modelo de primera generacio´n, inclu´ıa las corrientes principales y una
descripcio´n de la dina´mica del calcio intracelular. En el an˜o 1994, Luo y Rudy publi-
caron una versio´n ma´s avanzada de su modelo original, normalmente conocido como
modelo de Luo-Rudy fase II (LR-II) [77, 78]. Este modelo, mucho ma´s completo que
el LR-I, incluye un total de 12 corrientes, incluyendo la bomba Sodio-Potasio y el
intercambiador Sodio-Calcio. Tambie´n toma en cuenta los cambios en sodio y pota-
sio intracelular, estableciendo una descripcio´n ma´s precisa del potencial de reposo,
as´ı como del flujo io´nico en el citoplasma.
Este modelo, adema´s de incluir una descripcio´n ma´s detallada de las corrien-
tes, incorpora un modelo de la dina´mica de calcio bastante ma´s complejo que el
del original LR-I. En el modelo de 1994, se incorpora un compartimento interno
de almacenamiento de calcio, el ret´ıculo sarcopla´smico (SR) donde se almacena el
calcio del citoplasma y que luego se libera nuevamente al citoplasma en respuesta a
la activacio´n de la ce´lula. El SR esta´ a su vez dividido en dos copartimentos, la red
del ret´ıculo sarcopla´smico (NSR) que recoge el calcio del citoplasma, y el ret´ıculo
sarcopla´smico de unio´n (JSR) que libera el calcio del ret´ıculo nuevamente al citoplas-
ma (ver Figura 2.3). En total, tres concentraciones describen la dina´mica del calcio
en este modelo, la concentracio´n de calcio intracelular [Ca2+]i, la concentracio´n de
calcio en el NSR, [Ca2+]NSR, y la concentracio´n de calcio en el JSR, [Ca
2+]JSR, y
cuatro corrientes, Iup, que transporta el calcio del citoplasma al NSR, Ileak que libera
calcio del NSR al citoplasma, Jtr, que transfiere calcio del NSR al JSR, y Jrel que
libera el calcio del JSR al citoplasma. Para una completa descripcio´n del modelo,
referimos a las publicaciones originales[77, 78] y el Ape´ndice D.
Este modelo ha sufrido subsiguientes mejoras mediante la inclusio´n de nuevas
corrientes [136, 35, 124, 125], as´ı como una mejora en la formulacio´n de la dina´mica
del calcio intracelular [30] mediante la introduccio´n de almacenamientos intermedios
(buffers) de calcio debido a la calmodulina y troponina, as´ı como la introduccio´n
de un mecanismo adicional de liberacio´n de calcio debido a la sobrecarga de calcio
en el SR. En el presente trabajo, se ha empleado la u´ltima versio´n del modelo de
Luo-Rudy 2000 (LR-2000), incorporando la formulacio´n de la corriente de potasio
sensible a ATP de Ferrero et al.[35] para la simulacio´n del efecto de isquemia sobre
el potencial de accio´n. El Ape´ndice D tiene un listado completo de las ecuaciones
que definen el modelo de Luo-Rudy2000 junto a la formulacio´n de IKATP de Ferrero
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2.5.2. Modelo de ten Tusscher
El modelo de ten Tusscher representa el modelo de segunda generacio´n para tejido
ventricular humano ma´s avanzado hasta el momento. En estructura y complejidad,
el modelo de tenTusscher es similar al modelo de Luo-Rudy. El modelo tiene dos
versiones. En la primera versio´n del an˜o 2004 [116], el modelo contempla los tres
tipos de ce´lulas cardiacas (endocardio, mid-miocardio y epicardio), as´ı como las
principales corrientes presentes en el modelo LR-II. La segunda versio´n del modelo
corresponde al an˜o 2006 [117] en la que se introduce una mejora en el modelo de
la dina´mica del Calcio mediante la introduccio´n de un subespacio para describir la
liberacio´n de calcio inducida por calcio (CICR por su acro´nimo en ingle´s). La Figura
2.4 muestra un esquema detallado del modelo de tenTusscher 2006.
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Figura 2.4: Modelo de ten Tusscher de 2006[30].
La mayor novedad de la modificacio´n del 2006, es la modificacio´n de la dina´mica
del calcio y de la corriente de Calcio a trave´s de los canales tipo L. En la dina´mica del
calcio se ha incluido un subespacio, SS, entre el SR y la membrana celular desde el
cual se lleva a cabo la liberacio´n del Calcio al citoplasma. Por su parte, la liberacio´n
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del calcio desde el SR al SS se lleva a cabo a trave´s de un mecanismo controlado
por los receptores de Ryanodina cuya dina´mica esta´ gobernada por una cadena de
Markov de cuatro estados (ver Figura 2.4). Sin embargo, en la implementacio´n de
2006, la dimensionalidad de la cadena de Markov es reducida a dos estados con
la finalidad de reducir el coste computacional del modelo. Con la introduccio´n del
SS, la corriente de Calcio a trave´s de los canales tipo L inyecta Calcio en el SS,
siendo e´sta inactivada ahora por la concentracio´n de calcio en el SS, [Ca2+]SS, en
lugar de, [Ca2+]i. Adicionalmente, la nueva formulacio´n incluye dos compuertas de
inactivacio´n dependientes del potencial, una lenta y una ra´pida.
En esta tesis se ha empleado el modelo de ten Tusscher 2006 para estudiar
la actividad ele´ctrica del corazo´n humano en condiciones normales considerando
heterogeneidad transmural (diferentes proporciones de ce´lulas de epicardio, mid-
miocardio y endocardio). Tambie´n se ha caracterizado su respuesta bajo condiciones
de isquemia (hiperkalemia, acidosis e hipoxia). Para el estudio del efecto de hipoxia
se ha introducido un modificacio´n del modelo de IKATP de Ferrero [35]. Finalmente,
este modelo modificado ha sido empleado para el estudio de la respuesta ele´ctrica del
corazo´n bajo condiciones de isquemia regional aguda. Las ecuaciones que gobiernan
las diferentes corrientes y dina´micas se han detallado en el Ape´ndice E.
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CAP´ITULO 3
Resolucio´n nume´rica de las ecuaciones de actividad ele´ctrica
Como se ha visto en el cap´ıtulo anterior, los problemas en electrofisiolog´ıa vie-
nen gobernados por la conservacio´n de carga intracelular e intersticial que dan lugar
a un sistema de ecuaciones en derivadas parciales (EDP) con un te´rmino reactivo
compuesto por un sistema de ecuaciones diferenciales ordinarias (EDO) no lineales,
es decir una ecuacio´n de reaccio´n-difusio´n. Para resolver este tipo de problemas se
emplean principalmente diferencias finitas de segundo orden o elementos finitos li-
neales para la discretizacio´n espacial y un me´todo expl´ıcito o semi-impl´ıcito para la
parte temporal, es decir impl´ıcito en el termino difusivo y expl´ıcito en el te´rmino
reactivo. Adema´s, estos me´todos pueden ser de paso temporal fijo o adaptativo. Los
pasos de discretizacio´n espacial y temporal deben ser lo suficientemente pequen˜os
para que el esquema nume´rico sea capaz de capturar los ra´pidos cambios en el po-
tencial de accio´n de la ce´lula. Esto conlleva un enorme coste computacional, sobre
todo en simulaciones multidimensionales, el cual se ve incrementado por la com-
plejidad del modelo celular empleado ya que e´ste debe ser evaluado en cada nodo
de la malla. En este cap´ıtulo introduciremos un me´todo para resolver este tipo de
ecuaciones originalmente propuesto por Qu y Garfinkel [89], y se hara´ una sintesis
de los me´todos cla´sicos de resolucio´n, diferencia finitas y elementos finitos.
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3.1. Particio´n del Operador con paso de tiempo
adaptativo.
La resolucio´n nume´rica de la ecuacio´n de reaccio´n-difusio´n antes mencionada,
requiere un gran nu´mero de grados de libertad y pasos de tiempo muy pequen˜os
debido a las constantes de tiempo de las EDOs del te´rmino reactivo. El PA card´ıaco
tiene un depolarizacio´n muy ra´pida (elevado gradiente) y una repolarizacio´n por
el contrario lenta. Los me´todos de paso de tiempo adaptativos son ampliamente
empleados en la integracio´n de las ecuaciones diferenciales unicelulares, pero no es
as´ı en modelos unidimensionales, bidimensionales o tridimensionales. La mayor´ıa usa
un me´todo explicito (Euler) para integrar las EDPs utilizando un paso de tiempo
muy pequen˜o para asegurar la estabilidad nume´rica y la exactitud. Esto hace que
el ca´lculo sea lento. En esta seccio´n describiremos el algoritmo propuesto por [89]
para el estudio de las ecuaciones de reaccio´n difusio´n, el cual acelera la simulacio´n
sin perder exactitud. Las te´cnicas ba´sicas que usan estos autores son el me´todo de
Particio´n del operador (operator splitting) en conjuncio´n con un paso de tiempo
adaptativo.
3.1.1. Algoritmo
La ecuacio´n de reaccio´n-difusio´n que define el modelo monodominio para la con-
duccio´n ele´ctrica en ce´lulas card´ıacas en un dominio Ω es:
Cm Vt = ∇ · (D∇V )− Iion(V, t),x ∈ Ω, t > 0, (3.1)
donde, V es el potencial de accio´n, Cm es la capacidad, D es el tensor de conduc-
tividad, e Iion(V, t) es la corriente io´nica que depende del modelo celular elegido.
El sub´ındice t indica derivacio´n parcial con respecto al tiempo. La ecuacio´n (3.1)
esta´ sujeta a las siguientes condiciones inicial y de contorno
V (x, 0) = f(x), x ∈ Ω, t = 0,
n · (D∇V ) = 0, x ∈ ∂Ω, t > 0 (3.2)
donde f(x) son las condiciones iniciales y n la normal en el contorno, ∂Ω.
La corriente io´nica Iion(V, t) es funcio´n del potencial V , de las compuertas Yi(t)
y de las concentraciones Zi(t). En general las compuertas obedecen al siguiente tipo
de EDO:
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(Yi(t))t = αi (1− Yi(t))− βi Yi(t), (3.3)
donde, αi = αi(V ), βi = βi(V ). Las concentraciones Zi, satisfacen el siguiente tipo
de EDO:
(Zi(t))t = fi (IZi, V, Zi) , (3.4)
donde, IZi es la corriente del ion Zi. Para integrar las ecuaciones (3.1), (3.3) y (3.4)
usando un me´todo expl´ıcito se requiere un paso de tiempo muy pequen˜o para que
el algoritmo sea estable y los suficientemente exacto. Para lograr una mayor eficacia
en la integracio´n de estas ecuaciones, una alternativa es la aplicacio´n de la particio´n
del operador y un me´todo de paso de tiempo adaptativo.
Conside´re una ecuacio´n diferencial del tipo:
dV
dt
= (L1 + L2)V, (3.5)
donde, L1 y L2 son operadores diferenciales.De t a t+∆T , la ecuacio´n (3.5) puede
integrarse como:
V (t+∆T ) = e(L1+L2)∆T V (t), (3.6)
la cual puede ser aproximada como:
V (t+∆T ) = eL2
∆T
2 eL1∆T eL2
∆T
2 V (t) +O(∆T 3). (3.7)
E´ste es el me´todo de particio´n del operador (operator slitting) [108, 80]. Para aplicar
este me´todo a la integracio´n de las ecuaciones (3.1), (3.3) y (3.4), elegimos L1 como
el operador asociado con el te´rmino reactivo y L2 como el operador asociado con el
te´rmino difusivo, con lo cual el algoritmo de ca´lculo nos queda como:
Paso 1: Se utiliza el resultado en el tiempo t como condicio´n inicial para
integrar la siguiente EDP:
Cm Vt = ∇ · (D∇V ), para ∆t = ∆T/2 (3.8)
el cual se corresponde con la aplicacio´n del operador eL2
∆T
2 a V (t) en (3.7)
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Paso 2: Se emplean los resultados del Paso 1 como condicio´n inicial para
integrar las ecuaciones diferenciales ordinarias siguientes:
Cm Vt = −Iion(V, t),
(Yi(t))t = αi (1− Yi(t))− βi Yi(t), i = 1, · · · ,M,
(Zi(t))t = fi (IZi , V, Zi) , i = 1, · · · , N,
para ∆t = ∆T (3.9)
lo cual equivale a aplicar el operador eL1∆T al te´rmino eL2
∆T
2 V (t) en la ecuacio´n
(3.7), ma´s la integracio´n de todas las otras EDOs.
Paso 3: Usando los resultado del Paso 2 como condicio´n inicial, integramos
nuevamente la ecuacio´n:
Cm Vt = ∇ · (D∇V ), para ∆t = ∆T/2 (3.10)
el cual se corresponde con la aplicacio´n del operador eL2
∆T
2 a
eL1∆T [eL2
∆T
2 V (t)] en (3.7). Este paso completa el intervalo de integracio´n [t, t+
∆T ] y se obtiene el resultado en t+∆T .
Pra´cticamente los pasos 1 y 3 se pueden fusionar en uno, excepto en el primer
paso de ejecucio´n del algoritmo. Por lo tanto tenemos solo 2 pasos, el Paso I que
implica la integracio´n de las EDOs (Paso 2) y el Paso II que implica la integracio´n
de la ecuacio´n de difusio´n (Paso 1 y 3). De esta manera, el procedimiento de ca´lculo
consiste en la integracio´n de las EDOs y luego la integracio´n de la ecuacio´n parabo´lica
homoge´nea.
La ventaja de este me´todo radica en que podemos ahorrar mucho tiempo ha-
ciendo una integracio´n de las EDOs con un paso de tiempo adaptativo; en este paso
integramos las compuertas usando el algoritmo de Rush y Larsen [98]. Este me´todo
se basa en que las ecuaciones de las compuertas pueden ser vistas como lineales si
suponemos que α y β cambian lentamente, mientras que para el resto de las EDOs
podemos utilizar un me´todo expl´ıcito o algu´n otro me´todo. Los pasos de tiempo son
elegidos en funcio´n del valor de la derivada temporal Vt, ya que ella nos indica en
que´ parte del PA nos encontramos.
3.2. Aproximacio´n temporal. Formulacio´n theta
Para obtener la respuesta transitoria, las EDPs deben ser integradas con respecto
al tiempo. Los me´todos ma´s comunes de integracio´n temporal de la ecuacio´n (3.1)
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pertenecen a una familia de un para´metro
Vn+1 = Vn + τ
[
(1− θ) V˙n + θV˙n+1
]
. (3.11)
Independientemente del me´todo nume´rico para la discretizacio´n de las EDPs de
reaccio´n difusio´n en espacio (discutido en las secciones subsiguientes) la derivada
temporal en cada punto del dominio puede ser escrita como:
V˙ =M−1 (F−KV) . (3.12)
Particularizando la ecuacio´n (3.12) para los tiempos n y (n+ 1) y reemplazando en
la ecuacio´n (3.11) obtenemos:
KˆVn+1 = Fˆn+1, (3.13)
donde:
Kˆ =M+ τθK, (3.14)
Fˆn+1 = [M− τ(1− θ)K]Vn + τ [Fn + θ(Fn+1 − Fn)] . (3.15)
Para diferentes valores del para´metro θ, se obtienen diferentes esquemas de in-
tegracio´n temporal, siendo estos:
θ = 0 Esquema expl´ıcito (condicionalmente estable).
θ = 0,5 Esquema de Crank-Nicolson (incondicionalmente estable).
θ =
2
3
Esquema de Galerkin (incondicionalmente estable).
θ = 1 Esquema totalmente impl´ıcito (incondicionalmente estable).
Los esquemas de Crank-Nicolson y Galerkin tienen un orden dos en tiempo, mientras
que los otros dos solo tienen orden uno en tiempo. Para θ > 0,5 los esquemas son
estables y para θ 6 0,5 son condicionamente estables. Esto implica que los pasos
de tiempo deben cumplir ciertas restricciones[90], este no es un inconveniente en
nuestro sistema de reaccio´n difusio´n porque el paso de tiempo viene acotado por el
termino reactivo que es integrado de manera expl´ıcita.
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3.3. Aproximacio´n espacial
En la seccio´n anterior se han discutido diferentes alternativas para tratar el
te´rmino temporal en la ecuacio´n de reaccio´n difusio´n. Esta seccio´n se centrara´ en la
discusio´n de dos alternativas para aproximar el te´rmino espacial de (3.1), la apro-
ximacio´n por diferencias finitas y la aproximacio´n por elementos finitos, haciendo
hincapie´ en las ventajas y desventajas ofrecidas por cada me´todo.
3.3.1. Formulacio´n por diferencias finitas
En el me´todo de diferencias finitas, el dominio continuo se discretiza de tal mane-
ra que las variables dependientes existen so´lo en puntos discretos, las derivadas son
reemplazadas por aproximaciones en diferencias, convirtiendo el problema de ecua-
ciones diferenciales parciales (EDPs) en uno algebraico, el cual se resuelve usando
a´lgebra matricial. La naturaleza del sistema algebraico depende del tipo de EDPs
originales, estas pueden ser de evolucio´n o de equilibrio. El problema planteado en
forma de diferencias finitas con sus condiciones de contorno tambie´n recibe el nombre
de formulacio´n fuerte del problema, porque impone las condiciones ma´s exigentes a
la funcio´n, en cuanto al orden de derivabilidad y en cuanto al cumplimiento de la
ecuacio´n y de las condiciones de contorno. Dichas condiciones son impuestas punto
a punto dentro del dominio de ca´lculo y en el contorno del mismo.
Las aproximaciones a las derivadas pueden ser alcanzadas usando interpolacio´n
o series de Taylor [17, 38, 59]. Estos esquemas adema´s, se diferencian por la cantidad
de nodos que intervienen y el orden de aproximacio´n alcanzado. En las Tablas 3.1,
3.2 y 3.3 podemos ver la aproximacio´n a las derivadas primera, segunda y cruza-
da mediante series de Taylor respectivamente. Adema´s, en dichas Tablas podemos
apreciar el orden de aproximacio´n de cada una de ellas y como se expresan dichas
derivadas usando operadores.
Pasos a seguir para resolver un problema usando diferencias finitas
Los pasos para resolver un sistema de EDPs usando el me´todo de diferencias
finitas son:
Discretizacio´n espacial del dominio. Malla de diferencias finitas.
Aproximacio´n en diferencias finitas de las derivadas de las EDPs.
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Esquema Derivada primera Operador
Central Vα =
Vi+1 − Vi−1
2 hα
+O(h2α) Vα = δαV +O(h2α)
Adelantada Vα =
Vi+1 − Vi
hα
+O(hα) Vα = δ+α V +O(hα)
Atrasada Vα =
Vi − Vi−1
hα
+O(hα) Vα = δ−α V +O(hα)
Tabla 3.1: Aproximacio´n a una derivada primera gene´rica para una malla uniforme
Esquema Derivada Segunda Operador
Central Vαα =
Vi+1 − 2 Vi + Vi−1
h2α
+O(h2α) Vαα = δ2αV +O(h2α)
Adelantada Vαα =
Vi − 2 Vi+1 + Vi+2
h2α
+O(hα) Vαα = δ2+α V +O(hα)
Atrasada Vαα =
Vi−2 − 2 Vi+1 + Vi
h2α
+O(hα) Vαα = δ2−α V +O(hα)
Tabla 3.2: Aproximacio´n a una derivada segunda gene´rica para una malla uniforme
Obtencio´n de la ecuacio´n nodal, sustituyendo las aproximaciones de las deri-
vadas en las EDPs.
Condiciones de contorno.
Ensamble del sistema de ecuaciones algebraicas.
Solucio´n del sistema de ecuaciones.
Visualizacio´n de los resultados.
Discretizacio´n espacial. En diferencias finitas la malla es estructurada o estruc-
turada en bloques. Cada nodo puede ser considerado el origen de un sistema de
coordenadas local cuyos ejes coinciden con las l´ıneas de la malla. Esto implica que
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Esquema Derivada Segunda/Operador
Central
Vαβ =
Vi+1,j+1 − Vi−1,j+1 − Vi+1,j−1 + Vi−1,j−1
4 h2α h
2
β
+O(h2α, h2β)
Vαβ = δαδβV +O(h2α, h2β)
Central α y Vαβ =
Vi+1,j+1 − Vi−1,j+1 − Vi+1,j + Vi−1,j
2 h2α hβ
+O(h2α, hβ)
adelantada β Vαβ = δαδ
+
β V +O(h2α, hβ)
Tabla 3.3: Aproximacio´n a una derivada cruzada gene´rica para una malla uniforme
dos l´ıneas de malla de la misma familia (es decir, l´ıneas horizontales) no se intersec-
tan y que dos o tres l´ıneas de malla de diferente familia se intersectan solo una vez.
En la Figura 3.1 se muestra ejemplos de mallas cartesianas unidimensionales (1D),
bidimensionales (2D) y tridimensionales (3D).
1 i−1 i i+1 Ni
1 i−1 i i+1 Ni
1
j−1
j
j+1
Nj
(i, j)
(a)
1 i Ni
1
j
Nj
1
k
Nk
(i, j, 1)
(c)
(b)
Figura 3.1:Malla cartesiana de diferencias finitas en (a) una, (b) dos y (c) tres dimensiones
(los c´ırculos llenos denotan condiciones de contorno y los vac´ıos denotan nodos de ca´lculo)
Aproximacio´n en diferencias finitas de las derivadas de las EDPs. La
aproximacio´n a las derivadas fue especificada en las Tablas 3.1, 3.2 y 3.3. En la
Tabla 3.3 solo se han reproducido algunos de los tipos de derivadas cruzadas usadas,
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pero usando operadores de primer orden se pueden construir cualesquier tipo de
aproximacio´n [17], por ejemplo:
Vα,β = δ
+
α δ
−
β V +O(hα, hβ)
= δ+α
{
Vi,j − Vi,j−1
hβ
}
+O(hα, hβ)
=
Vi+1,j − Vi,j + Vi,j−1 − Vi+1,j−1
hα hβ
+O(hα, hβ)
(3.16)
Para los puntos interiores de la malla se emplea la aproximacio´n cruzada central dada
en la Tabla 3.3, mientras que las otras formas de la derivada cruzada se utilizan en
la aproximacio´n de las condiciones de contorno del problema.
Obtencio´n de la ecuacio´n nodal. La ecuacio´n nodal es la resultante de la dis-
cretizacio´n espacial y temporal de la EDP. Los te´rminos diferenciales son sustituidos
por su aproximacio´n discreta. En general, el tipo de derivadas espaciales y temporales
presentes en la EDP, condicionan el nu´mero de te´rminos intervinientes en la ecuacio´n
nodal. Estas ecuaciones pueden ser simplificadas enormemente si la malla es orto-
gonal, h-espaciada (es decir, igual discretizacio´n espacial en todas las direcciones) y
el medio es iso´tropo. Si el dominio de ca´lculo no tiene un forma geome´trica simple
(recta´ngulo, paralelep´ıpedo, etc. ) hay que aplicar transformaciones matema´ticas
para transformar el dominio de ca´lculo a una forma geome´trica sencilla, lo cual
conlleva una complicacio´n de los te´rminos intervinientes en la EDP discreta.
A modo de ejemplo vamos a discretizar la ecuacio´n de reaccio´n difusio´n unidi-
mensional,
Cm Vt = DVxx − Iion(V, t), 0 < x < L, t > 0
V (x, 0) = f(x), 0 < x < L, t = 0
Vx = 0. x = 0, x = L, t > 0
 (3.17)
Particularizando los operadores de las Tablas 3.1 y 3.2 con hα = hx obtenemos
la ecuacio´n correspondiente al nodo i.
Cm δ
+
t Vi = D δ
2
xVi − Iion(V ni , tn+1). (3.18)
Como podemos ver en la ecuacio´n (3.18), tenemos primer orden en tiempo y un
segundo orden en el espacio, y al te´rmino reactivo lo tratamos expl´ıcitamente. Desa-
rrollando los te´rminos correspondientes, tenemos:
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Cm
τ
(V n+1i − V ni ) =
D
2h2x
(V n+1i−1 − 2V n+1i + V n+1i+1 )− Iion(V ni , tn+1) (3.19)
Operando y reagrupando te´rminos llegamos a la siguiente ecuacio´n:
−α V n+1i−1 + (1 + 2α)V n+1i − αV n+1i+1 = V ni −
τ
Cm
Iion(V
n
i , t
n+1), (3.20)
donde α = Dτ
2h2x
. Esta es la ecuacio´n que se debe cumplir en cada punto del dominio
y es la llamada ecuacio´n nodal.
Condiciones de contorno. Nuestro sistema de ecuaciones tiene condiciones de
contorno de Neumann en todo el contorno. Siguiendo con el ejemplo unidimensional
discretizado por la ecuacio´n (3.20), tenemos que la condicio´n de contorno Vx = 0
que debe cumplirse en x = 0 y x = L. Discritizando dicha ecuacio´n obtenemos:
Vx = 0⇒
V n+1i+1 − V n+1i−1
2hx
= 0⇒ V n+1i+1 = V n+1i−1 . (3.21)
Como se puede observar, se ha empleado un esquema de segundo orden centrado
para aproximar la derivada primera. Esto se hace as´ı para no perder el orden de
aproximacio´n espacial que tenemos en (3.20) y tener por otro lado, una mole´cula
compacta (se entiende por mole´cula la dependencia espacial de un nodo de la malla).
Ensamble del sistema. La ecuacio´n (3.20) se debe de cumplir en cada punto del
dominio y en el contorno. Adema´s de la ecuacio´n (3.20) se debe cumplir la ecuacio´n
(3.21). Teniendo en cuenta ambos ecuaciones en el contorno, el sistema global de
ecuaciones a resolver es el siguiente:

1 + 2α −2α · · · · · · · · ·
−α 1 + 2α −α · · · · · ·
...
...
. . .
...
...
· · · · · · −α 1 + 2α −α
· · · · · · · · · −2α 1 + 2α


V1
V2
...
Vk−1
Vk

=

F1
F2
...
Fk−1
Fk

(3.22)
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donde
Fi = V
n
i − (τ/Cm) Iion(V ni , tn+1).
Este sistema de ecuaciones debe ser resuelto en cada paso de tiempo.
Solucio´n del sistema Para resolver el sistema de ecuaciones de la ecuacio´n (3.22),
se pueden usar me´todos directos o me´todos iterativos, pero haremos referencia a ellos
ma´s adelante en este cap´ıtulo.
Ventajas y desventajas
El me´todo de diferencias finitas tiene como principal ventaja que su concepto
es sencillo ya que se basa en el desarrollo en series de Taylor. Tambie´n presenta
una mole´cula reducida en taman˜o para problemas iso´tropos u orto´tropos, lo cual da
lugar a sistemas de ecuaciones ma´s pequen˜os, y el nu´mero de condicio´n de la matriz
global es pro´ximo a uno. Esto u´ltimo permite que los me´todos de solucio´n iterativos
converjan ra´pidamente sin la necesidad de precondicionadores especiales. Pero por
otro lado tiene como principal inconveniente la dificultad para tratar geometr´ıas
complicadas, as´ı como la imposicio´n de condiciones de contorno cuando el material
es aniso´tropo.
3.3.2. Me´todo de los Elemento Finitos (MEF).
El me´todo de elementos finitos es un procedimiento para resolver nume´ricamen-
te ecuaciones diferenciales y esta´ basado en una aproximacio´n de la solucio´n exacta
por una combinacio´n lineal de funciones de prueba. Estas funciones son t´ıpicamente
polinomios linealmente independientes y que satisfacen las condiciones de contorno.
Matema´ticamente el me´todo del elemento finito puede ser tratado como un proce-
dimiento de residuos ponderados de tipo Galerkin, o como un medio de obtener una
solucio´n aproximada a un problema formulado de manera de´bil. Por u´ltimo, tam-
bie´n puede ser interpretado como un caso de aplicacio´n del me´todo de Ritz, es decir,
como una forma aproximada de obtener la solucio´n de problemas que responden a
un principio variacional.
El me´todo de los residuos ponderados para el problema de reaccio´n difusio´n
unidimensional consiste en encontrar una funcio´n V (x, t) : Ω× ]0, T [−→ ℜ, con
Ω = [0, L] y t =]0, T [ , tal que:
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Cm Vt = DVxx − Iion(V, t), (3.23)
donde Iion : Ω×]0, T [−→ ℜ es una funcio´n continua. La solucio´n debe, a su vez,
cumplir las condiciones iniciales y de contorno
V (x, 0) = f(x), 0 < x < L, t = 0
Vx = 0, x = 0, x = L, t > 0.
(3.24)
Como se vio anteriormente, la solucio´n por diferencias finitas se basa en una
aproximacio´n por puntos a la funcio´n inco´gnita y la aproximacio´n se extiende a
todo el dominio de ca´lculo por interpolacio´n entre los valores obtenidos en esos
puntos.
En el me´todo de residuos ponderados se piensa en una funcio´n extendida a todo
el dominio, definida en funcio´n de coeficientes inco´gnita. El procedimiento podr´ıa
ser:
1. Aproximar la solucio´n V en todo el dominio de ca´lculo mediante:
V h = No +
n∑
j=1
cj Nj , (3.25)
donde cj ∈ ℜ×]0, T [ son coeficientes inco´gnita, No : Ω×]0, T [−→ ℜ es una
funcio´n conocida que satisface las condiciones de contorno e iniciales del pro-
blema (ecuacio´n (3.24) y NjΩ×]0, T [−→ ℜ son funciones tambie´n conocidas
pero que cumplen las condiciones de contorno homoge´neas.
2. Determinar los coeficientes inco´gnita cj de modo que la ecuacio´n diferencial
(3.23) se cumpla de forma ponderada en todo el dominio Ω.
3. Una forma de realizarlo es tomar n funciones wk, k = 1, · · · , n (funciones de
ponderacio´n) y plantear las n ecuaciones:
∫ L
0
wk
(
Cm V
h
t −DV hxx + Iion
)
dx (3.26)
Este sistema de ecuaciones proporciona un medio para determinar los coefi-
cientes inco´gnita cj , j = 1, · · · , n
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Este procedimiento se conoce con el nombre del me´todo de los residuos pondera-
dos, ya que el segundo factor de la cantidad subintegral recibe el nombre de funcio´n
residuo. El me´todo de los residuos ponderados es muy general y muy potente. Se
trata de una te´cnica que engloba procedimientos tan dispares a primera vista como
el MEF, el me´todo de los elementos de contorno (MEC) o el ajuste por mı´nimos
cuadrados. La generalidad estriba en que hay muchas posibilidades para elegir las
funciones de aproximacio´n Nj y las funciones de ponderacio´n wk.
El me´todo de Galerkin es el me´todo de residuos ponderados que corresponde
a la formulacio´n ma´s cla´sica del MEF. Segu´n este me´todo, la aproximacio´n V h se
construye como:
V h = gh +
n∑
j=1
cj Nj (3.27)
donde: cj ∈ ℜ, son coeficientes inco´gnita, gh : Ω×]0, T [−→ ℜ es una funcio´n que
cumple la condicio´n de contorno, Nj : Ω −→ ℜ son funciones que son cero en
el contorno. Las funciones de ponderacio´n wk : Ω −→ ℜ, se eligen iguales a las
Nj : wj = Nj, j = 1, · · · , n. En el me´todo de Galerkin se utiliza como espacio de
funciones de ponderacio´n el mismo espacio que las funciones de aproximacio´n.
Por simplicidad, agrupando en F (V, t) el termino reactivo y el capacitivo, la
ecuacio´n (3.26) de residuos ponderados queda como:∫ L
0
Nk
[
F (V, t)−DV hxx
]
dx︸ ︷︷ ︸
ponderacio´n en el dominio
= 0. (3.28)
Integrando por partes y teniendo en cuenta que tenemos condiciones de contorno
de Neumann homoge´neas, obtenemos:∫ L
0
[
Nk F (V, t) + (Nk)xDV
h
x
]
dx = 0 (3.29)
donde la fo´rmula de integracio´n por partes es
∫ L
0
w dv = − ∫ L
0
v dw + [w v]L0
A partir de la ecuacio´n (3.29) se obtiene un sistema de n ecuaciones lineales con
n inco´gnitas que permite determinar los coeficientes cj de la ecuacio´n (3.25).
El me´todo de Galerkin data de 1915 y constituye una primera manera de justificar
el MEF desde el punto de vista matema´tico. La aportacio´n del MEF moderno al
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me´todo de Galerkin consiste en una forma sistema´tica, fa´cilmente automatizable, de
construir las funciones Nj y gh a partir de funciones definidas localmente.
Pasos para resolver un problema usando el me´todo de los elementos fini-
tos.
En el MEF se divide el dominio en un nu´mero finito de subdominios, llamados
elementos y se le aplica el me´todo de Galerkin a cada elemento. La solucio´n global es
obtenida ensamblando todos los elementos. Al igual que el me´todo de DF, el MEF
puede ser subdividido en los siguientes pasos:
Discretizacio´n espacial del dominio
Funciones de interpolacio´n o de aproximacio´n a la solucio´n.
Determinacio´n de la ecuacio´n elemental.
Ensamble del sistema de ecuaciones algebraicas.
Solucio´n del sistema de ecuaciones.
Visualizacio´n de los resultados.
Discretizacio´n espacial. La discretizacio´n espacial o mallado en el MEF consiste
en subdividir el dominio de ca´lculo Ω con un nu´mero finito de elementos de taman˜o
Ωe que ocupen todo el dominio:
Ω =
⋃
e∈{1,··· ,Nelm}
Ωe
donde Nelm es el nu´mero de elementos. Adema´s debemos agregar que los elementos
no se solapan o intersectan. La forma de los elementos es muy simple y solo var´ıan en
forma y taman˜o. En 2D los elementos ma´s comunmentes utilizados son el tria´ngulo y
el cuadrila´tero, mientras que en 3D se usan los tetraedros y hexaedros. Las distintas
formas de elementos implementados esta´n listados en el Ape´ndice A.
La discretizacio´n espacial es muy importante en la exactitud del ana´lisis por el
MEF, cuanto ma´s pequen˜o es el elemento ma´s exacta es la solucio´n. Cuando se
agregan elementos para aumentar la exactitud se llama refinamiento y este tipo de
refinamiento se llama h.
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Funciones de interpolacio´n. Las funciones de interpolacio´n permiten determi-
nar la solucio´n en un punto arbitrario de la malla. En el MEF e´stas son locales y
esta´n solo definidas dentro del dominio del elemento Ωe y pesadas por los valores de
las variables nodales. La eleccio´n de las funciones de forma esta´ supeditada al orden
de aproximacio´n deseado y a la dimensio´n espacial del problema. Las funciones de
interpolacio´n o de forma deben cumplir las siguientes condiciones:
El valor de la funcio´n de forma en su nodo debe ser uno, esto es:
N ei (x) = δi,j =
{
1⇒ x = xi
0⇒ x = xj , j 6= i.
La suma de la funciones de forma en un nodo arbitrario es uno, esto es:
N∑
i
N ei (x) = 1
De esta manera, para un espacio de dimensio´n 1, i.e., Ω = [−1, 1], las funciones
de forma lineales son:
{Ψe} = 1
2
{
1− x
1 + x
}
Ecuacio´n elemental. Considerando nuevamente el problema unidimensional, la
formulacio´n de´bil de la ecuacio´n (3.17) en un elemento Ωe es obtenida multiplicando
dicha ecuacio´n por la funcio´n de peso we e integrando sobre el elemento∫
Ωe
we [(Cm Vt + Iion)−DVxx] dx = 0. (3.30)
Integrando por partes, obtenemos la formulacio´n de´bil de la ecuacio´n (3.30)∫
Ωe
[we (Cm Vt + Iion) +Dw
e
x Vx] dx−
∮
Γe
Dwe Vx ds = 0, (3.31)
La discretizacio´n de la ecuacio´n (3.31) se obtiene sustituyendo la aproximacio´n
de V
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V (x, t) ≃
ne∑
j=1
N ej (x)V
e
j (t) (3.32)
donde ne es el nu´mero de nodos por elemento. En forma matricial, esta aproximacio´n
puede escribirse como:
V (x, t) = (Ne)T Ve.
Sustituyendo la aproximacio´n de V en (3.31) y haciendo wej = N
e
j se obtiene la
forma discretizada en el tiempo t para el nodo i del elemento
ne∑
j=1
(
Mei,jV˙
e
j +K
e
i,jV
e
j
)
= Qei . (3.33)
En forma matricial tenemos
[Me]
{
V˙e
}
+ [Ke] {Ve} = Qe (3.34)
donde:
Meij =
∫
Ωe
CmNiNj dx (3.35)
Keij =
∫
Ωe
D (Ni)x (Nj)x dx (3.36)
Qei =
∫
Ωe
Ni Iion dx (3.37)
El te´rmino debido a la integral de contorno en (3.31) no se ha incluido en las
ecuaciones discretizadas ya que no contribuye en el sistema ensambaldo. No´tese
que este te´rmino se anula entre elementos que comparten caras y es exactamente
satisfecho en contornos con condiciones de Neumann homoge´neas, como es el caso
bajo consideracio´n.
Ensamble del sistema de ecuaciones. Las matrices y vectores elementales se
ensamblan para generar un sistema de ecuaciones que describa todo el dominio. Las
matrices ensambladas se representan como:
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M =A
Nelm
e=1 M
e K =A
Nelm
e=1 K
e F =A
Nelm
e=1 Q
e (3.38)
donde Nelm es el nu´mero de elementos. La ecuacio´n ensamblada toma la siguiente
forma:
MV˙+KV = F (3.39)
Solucio´n del sistema Para resolver el sistema de ecuaciones de la ecuacio´n 3.39,
se pueden usar me´todos directos o me´todos iterativos, pero haremos referencia a
ellos ma´s adelante en este cap´ıtulo.
Ventajas y desventajas
Una de las mayores ventajas del MEF es que puede usar mallas no estructura-
das, con lo cual el tiempo de generacio´n de una malla se reduce considerablemente.
Por otro lado, el taman˜o del elemento no necesita ser uniforme. Esto u´ltimo es im-
portante cuando existen regiones con grandes gradientes donde es necesario utilizar
elementos pequen˜os, mientras que en las regiones con gradientes suaves se pueden
utilizar elementos de mayor taman˜o. Otra ventaja adicional y muy importante es
que no se necesitan hacer transformaciones cuando la geometr´ıa es irregular y com-
pleja. Adema´s el me´todo es ma´s exacto cuando se tienen problemas con gradientes
irregulares, ya que se puede aprovechar lo antes mencionado.
Una desventaja es que al ser la malla no estructurada el me´todo requiere una
mayor uso de memoria para el almacenaje de los datos, lo cual repercute en los
tiempos de CPU por la no localidad de los datos. Por otro lado, cuando se compara
el sistema de ecuaciones algebraico obtenido con MEF con el obtenido con DF, se
observa que el primero tiene un peor nu´mero de condicio´n y un mayor ancho de
banda. Ambas cosas implican un coste computacional mayor para un problema con
el mismo nu´mero de grados de libertad.
3.4. Resolucio´n del sistema de ecuaciones
Como se ha dicho anteriormente, se pueden usar me´todos directos o me´todos ite-
rativos para la resolucio´n del sistema de ecuaciones. La gran ventaja de los me´todos
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iterativos frente a los directos es que estos necesitan menos espacio para el almace-
naje y resolucio´n del sistema de ecuaciones, y cuando la matriz del sistema esta´ bien
condicionada convergen muy ra´pido hacia la solucio´n, lo cual implica un enorme aho-
rro de operaciones de punto flotante. Por el contrario, los me´todos directos usan del
orden de N2 nu´mero de operaciones para resolver el sistema, donde N es el nu´mero
de grados de libertad. Por ejemplo, para hacer una descomposicio´n Gaussiana con
almacenamiento en banda, el almacenaje necesario es aproximadamente del orden
de N3/2 [111]. Teniendo en cuenta estos datos y sabiendo que en electrofisiolog´ıa los
grados de libertad para un problema real esta´n en el orden de 107, usar un me´todo
directo para resolver un problema de este tipo es impensable por la cantidad de
RAM y operaciones de punto flotante necesarias. Teniendo en cuenta los ordenes
de magnitud antes detallados, resolver un problema con 1,5 · 106 grados de libertad
por un me´todo directo implicar´ıa aproximadamente 2,25 · 1012 operaciones de punto
flotante y unos 15GB de memoria para almacenar la matriz de rigidez del sistema
luego de hacer la descomposicio´n, esto es usando doble precisio´n para almacenar
cada dato. En cambio el mismo problema usando almacenamiento ralo implicar´ıa
aproximadamente 324MB para alamacenar la matriz y un espacio equivalente para
el precondicionador, lo cual equivale solo al 5% de memoria. El nu´mero de operacio-
nes de punto flotante en un me´todo iterativo depende del nu´mero de condicio´n de
la matriz y del precondicionador usado [50], en nuestro caso para un problema 3D
con 1,5 · 106 grados de libertad usando elementos hexae´dricos, el sistema converge
en 8 iteraciones aproximadamente usando un precondicionar ILU(0), lo cual nos da
aproximadamente 324 · 106 operaciones de punto flotante. En el co´digo desarrollado
en esta Te´sis se emplearon los algoritmos iterativos de las librer´ıas PSBLAS [13].
3.5. Problemas nume´ricos asociados
Para visualizar los problemas nume´ricos asociados a los dos me´todos antes des-
critos y a los dos modelos ele´ctricos celulares tratados en esta tesis, resolveremos la
ecuacio´n de reaccio´n difusio´n en un dominio unidimensional. Variaremos el coeficien-
te de difusio´n fijando el taman˜o de malla de tal manera de aproximar la velocidad
del frente tanto en el sentido longitudinal como transversal a la velocidad medida
experimentalmente y con ello podremos ver la influencia que tiene cada me´todo
sobre el resultado.
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Modelo de Ten Tusscher Para tejido card´ıaco humano se sabe que la veloci-
dad del frente de onda en sentido longitudinal esta´ comprendida entre 65cm/seg y
70cm/seg y en sentido transversal entre 45cm/seg y 50cm/seg [115]. En la Tabla
3.4 y las Figuras 3.2 y 3.3 se muestran los resultados para una malla de h = 0,04cm
y h = 0,01cm usando el me´todo de elementos finitos y diferencias finitas respectiva-
mente.
MEF, lineal DF 2do
h [cm] σl[mS] σt[mS] σl[mS] σt[mS]
0.04 1.16E-3 6.4E-4 1.740E-3 9.6E-4
0.03 1.13E-3 5.5E-4 1.574E-3 8.2E-4
0.02 1.16E-3 4.8E-4 1.437E-3 7.2E-4
0.01 1.25E-3 4.2E-4 1.330E-3 6.2E-4
Tabla 3.4: Coeficiente de difusio´n longitudinal y transversal para distintos taman˜os
de malla para el modelo de Ten Tusscher. Se ha respetado una velocidad longitudinal
y transversal de 69[cm/seg] y 47[cm/seg] respectivamente
a b a b
(A)-MEF (B)-DF-2do Orden
(a)En sentido longitudinal, (b) En sentido transversal
Figura 3.2: Forma del potencial de accio´n en el modelo de Ten Tusscher, para un
taman˜o de malla de h = 0,04cm, usando FEM y DF.
Como podemos observar en la Tabla 3.4 y las Figuras 3.2 y 3.3 tenemos dos
inconvenientes con los me´todos nume´ricos disponibles para resolver este tipo de pro-
blema, ellos son: i) Se debe variar la difusio´n para poder mantener constante la
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a b a b
(A)-MEF (B)-DF-2do Orden
(a)En sentido longitudinal, (b) En sentido transversal
Figura 3.3: Forma del potencial de accio´n en el modelo de Ten Tusscher, para un
taman˜o de malla de h = 0,01cm, usando FEM y DF.
velocidad con los distintos taman˜os de malla, ii) En ambos me´todos, si el taman˜o de
malla no es lo suficientemente pequen˜o, aparecen oscilaciones espurias localizadas.
Estas oscilaciones son ma´s pronunciadas cuando usamos elementos finitos esta´ndar
(con matriz de masa consistente), y como observamos en la Figura 3.2 (A), las osci-
laciones ocurren cuando comienza la despolarizacio´n y cuando el potencial de accio´n
alcanza su valor ma´ximo. Cuando se usan diferencias finitas, por el contrario, solo
aparecen las oscilaciones en el ma´ximo del potencial de accio´n, pero estas son de
mayor taman˜o que para el caso de elementos finitos. Estas oscilaciones van desapare-
ciendo cuando disminuimos el taman˜o de malla. Para este modelo celular, podemos
decir que en sentido longitudinal desaparecen las oscilaciones con un taman˜o de
malla de h = 0,02cm, y en sentido transversal para h = 0,01cm aproximadamente.
Modelo de Luo Rudy Para tejido card´ıaco de cobaya se sabe que la velocidad
del frente en sentido longitudinal esta´ comprendida entre 40cm/seg y 45cm/seg y en
sentido transversal entre 12cm/seg y 15cm/seg [19]. En la Tabla 3.5 y las Figuras
3.4 y 3.5 se muestran los resultados obtenidos para una malla de h = 0,04cm y
h = 0,01cm usando elementos finitos y diferencias finitas.
Como podemos observar en la Tabla 3.5 y las Figuras 3.4 y 3.5 tenemos los
mismos inconvenientes que con el modelo celular de Ten Tusscher, estos son: i) Va-
riacio´n de la difusio´n con el taman˜o de malla y ii) Oscilaciones espurias. Al igual
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a b a b
MEF DF-2do Orden
(a)En sentido longitudinal, (b) En sentido transversal
Figura 3.4: Forma del potencial de accio´n en el modelo de Luo Rudy fase II, para
un taman˜o de malla de h = 0,04cm, usando FEM y DF.
a b a b
MEF DF-2do Orden
(a)En sentido longitudinal, (b) En sentido transversal
Figura 3.5: Forma del potencial de accio´n en el modelo de Luo Rudy fase II, para
un taman˜o de malla de h = 0,01cm, usando FEM y DF.
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MEF, lineal DF 2do
h [cm] σl[mS] σt[mS] σl[mS] σt[mS]
0.04 0.6450E-3 1.416E-4 1.0150E-3 2.5200E-4
0.03 0.5526E-3 1.113E-4 0.8450E-3 1.9000E-4
0.02 0.4857E-3 0.810E-4 0.6903E-3 1.3260E-4
0.01 0.4890E-3 0.510E-4 0.5780E-3 0.7863E-4
Tabla 3.5: Coeficiente de difusio´n longitudinal y transversal para distintos taman˜os
de malla para el modelo de Luo Rudy. Se ha respetado una velocidad longitudinal
y transversal de 42,5[cm/seg] y 12,5[cm/seg] respectivamente
que en el caso anterior estas oscilaciones van desapareciendo cuando se disminuye
el taman˜o de malla. Para este modelo celular, podemos decir que en sentido longi-
tudinal desaparecen las oscilaciones con un taman˜o de malla de h = 0,015cm, y en
sentido transversal para h = 0,008cm aproximadamente.
3.5.1. Origen de la vibracion
Como hemos dicho anteriormente en ambos modelos y con ambos me´todos
nume´ricos hay oscilaciones espureas si la discretizacio´n espacial no es lo suficien-
temente pequen˜a. Desde el punto de vista fisico, como lo veremos en la seccio´n
siguiente es una deficiencia en la corriente axial, ahora lo trataremos de explicar
desde un punto de vista nume´rico. Si solo discretizamos la ecuacio´n de difusio´n en
un dominio unidimensional
Cm Vt = D Vxx, (3.40)
por un me´todo explicito usando diferencias finitas, tenemos:
Cm
V n+1i − V ni
τ
=
D
h2
(
V ni−1 − 2 V ni + V ni+1
)
(3.41)
donde, Cm.es la capacitancia de la membrana y D la difusividad , h el taman˜o de
la discretizacio´n espacial y τ el paso temporal. Si llamamos
d =
D τ
Cm h2
=
τ
Cm h2
D
,
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reemplazando este valor en la ecuacio´n (3.41) y despejando V n+1i tenemos:
V n+1i = d V
n
i−1 + (1− 2 d)V ni + d V ni+1 (3.42)
El parametro d es el cociente entre el paso de tiempo τ y el tiempo caracteris-
tico de difusio´n Cm h
2
D
, que es aproximadamente el tiempo necesario para que una
perturbacio´n que se transmite por difusio´n recorra una distancia h.
h[cm] Cm[µF/cm
2 D[mS] V el[cm/seg] Cm h
2
D
0.04 1.0 6.0010−4 32.70 2.667
0.01 1.0 3.3210−4 32.83 0.300
Tabla 3.6: Tiempo caracteristico de difusio´n, para el modelo de ten Tusscher en
sentido tranversal
Analizando los datos de la Tabla 3.6 vemos que para recorrer una longitud de L
de 0.04 cm en la malla mas grosera se tardan 2.667 unidades de tiempo en cambio
en la malla mas fina solo se tardan 1.2 unidades de tiempo, esto nos hace ver que el
coeficiente de difusio´n relativo a ese taman˜o de malla (h=0.04 cm) es muy pequen˜o,
es por ello que ocurre el sobrepico (Ver Figura 3.2 y 3.4) y el cambio inicial en la
pendiente.
3.6. Alternativas para mejorar los problemas nume´ri-
cos.
Antes de discutir algunas alternativas debemos analizar la propagacio´n de un
PA. En un continuo de ce´lulas, la corriente fluye desde una ce´lula despolarizada a
una ce´lula vecina menos despolarizada a trave´s de unas resistencias conocida como
discos intercalares o “gap junctions”. Esta situacio´n es muy diferente a la generacio´n
de PA en una ce´lula aislada. Matema´ticamente se tiene para una ce´lula aislada:
Cm Vt = −Iion(V, t), (3.43)
en este caso la corriente io´nica solo es usada para cambiar la carga de la membrana
celular de capacitancia Cm. En cambio en un continuo tenemos una ecuacio´n de
reaccio´n-difusio´n como:
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Cm Vt + Iion(V, t) =
a
2ri
Vxx, (3.44)
donde, a es el radio de la fibra y ri es la resistencia axial por unidad de longitud.
Adema´s de la corriente a trave´s de la membrana, ahora aparece una corriente axial
[70]. As´ı, V es funcio´n del tiempo y del espacio. El te´rmino izquierdo de 3.44 es la
corriente capacitiva ma´s la corriente io´nica y el te´rmino derecho es la corriente axial.
La corrriente axial es la que fluye de ce´lula a ce´lula y propaga la sen˜al. La ecuacio´n
3.44 establece un principio de conservacio´n en el que la corriente axial se debe a la
corriente que atraviesa la membrana celular.
En una ce´lula aislada la corriente io´nica Iion es utilizado para descargar la capa-
citancia de membrana y por lo tanto determina la velocidad de despolarizacio´n, Vt.
En esta situacio´n, Vt es una medida del flujo de corriente a trave´s de la membrana.
Por ejemplo, el flujo ma´ximo de INa ocurre justo cuando Vt es ma´xima (ma´xima
pendiente del PA). En cambio en un tejido multicelular la carga entregada por el
Iion durante la despolarizacio´n se divide entre la descarga capacitiva de la membrana
y la despolarizacio´n de la membrana celular a trave´s de la corriente axial. En este
caso, el flujo ma´ximo de INa ocurre en el trazo ascendente del PA y no cuando Vt
es ma´ximo.
Por lo antes expuesto llegamos a la conclusio´n de que la variacio´n del coeficiente
de difusio´n es debido a una falta de discretizacio´n espacial, y la vibracio´n que aparece
en el PA es debido a una entrega no continua de corriente axial, debido a su vez, a
una falta de discretizacio´n espacial.
Como podemos apreciar con los resultados expuestos, la manera ma´s sencilla
de resolver el problema es refinando la malla, lo cual en muchos casos (i.e para
problemas multidimensionales) es inviable ya que los grados de libertad exceden las
capacidades de los superordenadores medianos. Por ejemplo para un corazo´n humano
con una discretizacio´n espacial de h = 0,015cm usando elementos hexae´dricos la
malla resultante tiene aproximadamente 50 · 106 nodos y 48 · 106 elementos, en este
caso solo para la matriz de rigidez, un precondicionador ILU y el modelo ele´ctrico
de ten Tusscher se necesitan aproximadamente 40GB de memoria. Incluso cuando
se emplea programacio´n en paralela, la sola particio´n de la malla (generacio´n del
grafo de la malla) requerir´ıa de cerca de 6GB, lo cual implica que para cargar la
malla y dividirla no se puede hacer en un nodo normal de un cluster, ya que dichos
nodos tienen aproximadamente 2GB de RAM.
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Para eliminar las vibraciones que aparecen en el MEF cuando comienza la de-
polarizacio´n se propone usar una matriz de masa condensada como se describe en
el Ape´ndice B, y para disminuir las vibraciones superiores se propone un algoritmo
de correccio´n del potencial entregado por la ecuacio´n parabo´lica de manera que le
llegue la corriente axial correcta al te´rmino reactivo (Iion).
Para corregir la exactitud de los me´todo analizados (variabilidad de los coeficien-
tes de difusio´n) se han desarrollado en esta tesis dos me´todos para mejorar los pro-
blemas antes expuestos: i) Diferencia finitas de alto orden, para tejidos aniso´tropos,
descrito en el cap´ıtulo 4, y ii) Un novedoso me´todo de Elementos Finitos inmersos
descrito en el cap´ıtulo 5. Este u´ltimo mejora enormemente la exactitud y la eficiencia
computacional en paralelo.
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CAP´ITULO 4
Esquemas compactos de cuarto orden
Como hemos visto en el cap´ıtulo anterior, los problemas de electrofisiolog´ıa esta´n
gobernados por una ecuacio´n de reaccio´n-difusio´n donde el te´rmino reactivo lo com-
ponen un sistema de ecuaciones diferenciales ordinarias r´ıgido. Esta particularidad
da lugar a ondas con altos gradientes que se propagan en el espacio. Cuando se
emplean me´todos tradicionales, es necesario el uso de mallas finas a fin de capturar
el frente de onda de manera precisa, eliminando las inestabilidades nume´ricas que
se suceden en el mismo. Por esta razo´n, se han desarrollado esquemas compactos de
cuarto orden para ecuaciones monodominio de reaccio´n-difusio´n con aplicaciones en
electrofisiolog´ıa. El esquema toma en cuenta la anisotrop´ıa del tejido e incorpora un
algoritmo de paso temporal adaptativo. El esquema permite una solucio´n precisa
del potencial y el flujo. La formulacio´n de alto orden permite, a su vez, trabajar el
medio con mallas ma´s gruesas que aquellas requeridas por los me´todos de diferen-
cias finitas de segundo orden o elementos finitos lineales, a fin de obtener la misma
precisio´n y estabilidad del frente de despolarizacio´n. Este aspecto del me´todo per-
mite reducir el tiempo de ca´lculo y el uso de memoria cuando se emplean modelos
celulares complejos, con respecto a me´todos de segundo orden. El esquema ha sido
implementado y aplicado a simulaciones de tejido aniso´tropo isque´mico empleando
el modelo de Luo-Rudy II.
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Este me´todo de diferencias finitas compacto de alto orden (HOC) tiene gran
exactitud en los puntos de la malla y solo usa la misma cantidad de puntos que un
esquema cla´sico de segundo orden. El alto orden es alcanzado usando el desarrollo de
Pade´ para aproximar las derivadas cuartas del error de truncamiento de un esquema
de diferencias centrales.
El esquema propuesto posee ventajas con respecto al me´todo HOC cla´sico [105,
53] (que usan la ecuacio´n diferencial que gobierna el feno´meno para aproximar el
error de truncamiento). Estos beneficios son:
Se puede usar un esquema expl´ıcito en los problemas de evolucio´n, al costo de
resolver tres sistemas tridiagonales independientes.
No se necesita aproximar las derivadas de los coeficientes de difusio´n ma´s que
lo necesario para un esquema de segundo orden.
La anisotrop´ıa del medio no altera la compacticidad de la mole´cula (la mole´cula
sigue siendo compacta).
Se puede bajar el orden del me´todo, no considerando la correccio´n introducidas
por el error de truncamiento, en zonas de gradiente suave.
En las secciones siguientes se desarollara´ el me´todo compacto de cuarto orden
para el modelo monodominio considerando la anisotrop´ıa del tejido, generalizan-
do el me´todo propuesto por Heidenreich et al. [53] para problemas orto´tropos. Las
mole´culas sera´n desarroladas para el caso tridimensional. Sin embargo, el tratamien-
to de las condiciones de contorno y la implementacio´n nume´rica solo contempla el
caso bidimensional.
4.1. Diferencias finitas de cuarto orden
Considere un dominio Ω y el modelo monodominio, ecuacio´n (2.18), para la des-
cripcio´n de la actividad electrofisiolo´gica del medio. Sin pe´rdida de generalidad, con-
sideraremos como dominio computacional un paralelep´ıpedo, Ω = (0, Lx)× (0, Ly)×
(0, Lz). Desarrollando los operadores espaciales en (2.18), se obtiene:
Cm Vt =AVxx +B Vyy + C Vzz +DVxy + E Vxz + F Vyz
+ P Vx +QVy +RVz − Iion,
(4.1)
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donde:
A = D1 1, D = 2D1 2, P = (D1 1)x + (D1 2)y + (D1 3)z ,
B = D2 2, E = 2D1 3, Q = (D1 2)x + (D2 2)y + (D2 3)z ,
C = D3 3, F = 2D2 3, R = (D1 3)x + (D2 3)y + (D3 3)z
(4.2)
y (·)α = ∂/∂α, α = x, y, z. La idea ba´sica para lograr un esquema compacto de
cuarto orden, teniendo en cuenta la anisotrop´ıa del medio, es aplicar un esquema de
diferencias centrales de segundo orden a (4.1) y emplear (4.1) para reemplazar las
derivadas de alto orden en el error de truncamiento por expresiones que involucran
derivadas de menor orden que pueden ser posteriormente diferenciadas.
Para lograr lo antes expuesto, aproximemos en forma gene´rica una derivada de
cada orden de las que intervienen en la ecuacio´n (4.1), esto es:
Vα = δαV − h
2
α
6
Vααα +O(h4α), (4.3)
Vαα = δ
2
αV −
h2α
12
Vαααα +O(h4α), (4.4)
Vαβ = δαβV − h
2
α
6
Vαααβ −
h2β
6
Vβββα +O(h4α + h4β), (4.5)
donde los operadores de las derivadas esta´n expresados en la tabla 4.1.
Operador Ecuacio´n Orden de aproximacio´n
δαφi
φi+1 − φi−1
2 h
O(h2)
δ2αφi
φi+1 − 2φi + φi−1
h2
O(h2)
δαβφi,j
φi+1,j+1 − φi−1,j+1 − φi+1,j−1 + φi−1,j−1
4 h2
O(h2)
Tabla 4.1: Definicio´n de los operadores de las derivadas para una malla uniforme, hasta
un orden de aproximacio´n O(h2)
Como se observa en las ecuaciones (4.3-4.5) el error de truncamiento es una
funcio´n de las derivadas terceras y cuartas del potencial. Usando los operadores
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de las derivadas (Tabla 4.1), las derivadas terceras y cuartas que aparecen en las
ecuaciones (4.3-4.5) se pueden expresar en funcio´n de las derivadas segundas. Estas
expresiones toman la forma siguiente:
Vα = δαV − h
2
α
6
.δαVαα +O(h4α), (4.6)
Vαα = δ
2
αV −
h2α
12
.δ2αVαα +O(h4α), (4.7)
Vαβ = δαβV − h
2
α
6
.δαβVαα −
h2β
6
.δαβVββ +O(h4α + h4β), (4.8)
con lo que el error de truncamiento es ahora de cuarto orden. Observando las ecua-
ciones (4.6-4.8) notamos que para que el error sea de cuarto orden, la aproximacio´n
mı´nima para las derivadas segundas debe ser de segundo orden.
Particularizando las ecuaciones (4.6-4.8) con respecto a las coordenadas x, y, z
y reemplazando en la ecuacio´n (4.1), obtenemos la siguiente expresio´n:
Cm Vt =
(
Aδ2x +Bδ
2
y + Cδ
2
z +Dδxy
+Eδxz + Fδyz + Pδx +Qδy +Rδz)V
− h
2
x
12
(
Aδ2x + 2Dδxy + 2Eδxz + 2Pδx
)
Vxx
− h
2
y
12
(
Bδ2y + 2Dδxy + 2Fδyz + 2Qδy
)
Vyy
− h
2
z
12
(
Cδ2z + 2Eδxz + 2Fδyz + 2Rδz
)
Vzz − Iion.
(4.9)
Como vemos en la ecuacio´n (4.9), el nu´mero de inco´gnitas se ha incrementado,
ahora aparte de tener el potencial, V , tenemos las derivadas segundas, Vxx, Vyy, Vzz,
tambie´n como inco´gnitas. Para poder calcular estas derivadas segundas usaremos
un esquema compacto de Pade´.
4.2. Esquemas compactos de Pade´
Los esquemas compactos de Pade´ pueden ser derivados ajustando un polinomio.
Los coeficientes de dicho polinomio pueden ser calculados usando el valor de la fun-
cio´n en los nodos, aunque nada impide usar tambie´n el valor de las derivadas en
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dichos nodos [73]. La idea es utilizar la informacio´n contenida en los nodos adya-
centes de manera de hacer al sistema compacto. Esto resulta beneficioso porque nos
reduce la cantidad de te´rminos de cada ecuacio´n en los puntos interiores del domi-
nio, y en el contorno simplifica las ecuaciones, evitando as´ı el empleo de complicadas
extrapolaciones. Usaremos el valor de la variable en el nodos i − 1, i e i + 1 y el
valor de derivada segunda en el nodo i+ 1 e i − 1, para obtener una aproximacio´n
de cuarto orden de la derivada segunda en el nodo i. Para alcanzar nuestro objetivo
propondremos un polinomio de cuarto orden definido en la vecindad del nodo i de
la forma
φ = a+ b (α− αi) + c (α− αi)2 + d (α− αi)3 + e (α− αi)4. (4.10)
Los coeficientes a, b, c, d y e se pueden encontrar imponiendo el valor de la
funcio´n en los nodos i− 1, i e i+ 1 y la derivada segunda en los nodos i+ 1 e i− 1,
es decir:
φαα = 2 c+ 6 d (α− αi) + 12 e (α− αi)2, (4.11)
con lo cual el sistema de ecuaciones a resolver resulta:
φ(αi−1) =φi−1,
φ(αi) =φi,
φ(αi+1) =φi+1,
φαα(αi−1) =(φαα)i−1,
φαα(αi+1) =(φαα)i+1.
(4.12)
Suponiendo que los intervalos son h-espaciados, es decir αi+1−αi = h, la solucio´n
del sistema (4.12) queda:
a = φi,
b =
6(φi+1 − φi−1)− h2 ((φαα)i+1 − (φαα)i−1)
12 h
,
c =
12(φi+1 − 2φi + φi−1)− h2((φαα)i+1 + (φαα)i−1)
20 h2
,
d =
(φαα)i+1 − (φαα)i−1)
12 h
,
e =
−2(φi+1 − 2φi + φi−1) + h2((φαα)i+1 + (φαα)i−1)
20 h4
.
(4.13)
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Particularizando la ecuacio´n (4.11) para αi da lugar a la siguiente ecuacio´n para
las derivadas segundas:
(φαα)i−1 + 10 (φαα)i + (φαα)i+1 =
12
h2
(φi−1 − 2φi + φi−1). (4.14)
En general, el error de truncamiento en la derivada segunda es el grado del
polinomio interpolante menos uno (primer orden para para´bolas, segundo orden
para cu´bicas, etc). Se gana un orden cuando el espaciado es uniforme y se emplean
polinomios de orden par, por ejemplo un polinomio de cuarto orden que pasa a trave´s
de 5 puntos nos da una aproximacio´n de cuarto orden sobre una malla uniforme
[38, 103]. Por lo tanto el orden que se obtiene para la derivada segunda en nuestro
caso (malla h-espaciada) es cuatro.
4.3. Condiciones de Contorno
Por simplicidad en la implementacio´n, las condiciones de contorno para el sistema
de ecuaciones (4.9) fue planteado solo de segundo orden. Se ha adoptado esta opcio´n
con la finalidad de evitar el uso de nodos ficticios en el contorno y para no perder la
compacticidad del esquema. Por otro lado, los experimentos nume´ricos demuestran
que, para el rango de valores de conduccio´n encontrados en fisolog´ıa cardiaca, la
solucio´n se degrada tan solo en las tres primeras celdas desde el contorno. Para el
caso bidimensional, las condiciones de contorno de Neumann (2.19) se reducen a:
D11 Vx +D12 Vy = 0, (4.15)
D21 Vx +D22 Vy = 0. (4.16)
Debido a que el resto de condiciones son ana´logas, solo se deducira´n las condicio-
nes de contorno para el borde x, donde la normal es nˆ = −e1. Para este contorno,
emleando el operador central para la primera derivada (ver Tabla 4.1) en (4.15) da
lugar a la siguiente ecuacio´n en diferencias
D11
2hx
(Vi+1,j − Vi−1,j) + D12
2hy
(Vi,j+1 − Vi,j−1) = 0, (4.17)
de donde podemos despejar Vi−1,j. De esta manera, los operadores para las derivadas:
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primera, segunda y cruzada para una normal positiva segu´n x vienen dadas por:
δxVi,j =
1
2hy
(
D12
D11
)
i,j
(Vi,j−1 − Vi,j+1), (4.18)
δ2xVi,j =
2
h2x
(Vi+1,j − Vi,j) + 1
hxhy
(
D12
D11
)
i,j
(Vi,j+1 − Vi,j−1), (4.19)
δxyVi,j =
1
4h2x
[(
D12
D11
)
i,j−1
(Vi,j − Vi,j−2) +
(
D12
D11
)
i,j+1
(Vi,j − Vi,j+2) ,
]
(4.20)
Sin embargo, la aproximacio´n para la derivada mixta en (4.20) no es va´lida en los
ve´rtices, donde se requiere un tratamiento especial. Para las condiciones de contorno
en las esquinas, se empleara´ la siguiente aproximacio´n [17]:
[
δ+x δ
+
y + δ
−
x δ
−
y
]
Vi,j =
Vi+1,j+1 − Vi+1,j − Vi,j+1
2hxhy
+
+Vi−1,j−1 − Vi−1,j − Vi,j−1 + 2 Vi,j
2hxhy
,
(4.21)
[
δ+x δ
−
y + δ
−
x δ
+
y
]
Vi,j =
Vi+1,j − Vi+1,j−1 − Vi,j+1
2hxhy
+
Vi,j−1 − Vi−1,j+1 + Vi−1,j − 2 Vi,j
2hxhy
.
(4.22)
Estas mole´culas esta´n esquematizadas en la figura 4.1. Sin embargo, debido a
la anisotrop´ıa del tejido, adema´s de utilizar las ecuaciones (4.21) y (4.22) deben de
emplearse las condiciones de contorno (4.15) y (4.16).
Despue´s de algunos pasos de a´lgebra, las siguientes expresiones para las derivadas
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(i,j)
2
1
1
−1 −1
−1
−1
(a) Ecuacio´n 4.21
(i,j)
−2
−1
−1
1 1
1
1
(b) Ecuacio´n 4.22
(2,2)(1, 2)
(1, 3)
(2, 1)(1, 1) (3, 1)
(c) Nodos en δxyV1,1
Figura 4.1: Mole´cula para las derivadas cruzadas en los ve´rtices y Nodos que inter-
vienen en la derivada cruzada del nodo (1,1)
mixtas en los cuatros ve´rtices del cuadrado quedan:
δxyV1,1 =
V1,2 − V2,2 + V2,1
hxhy
−
(
D12
D11
)
1,2
V1,3
2h2y
−
(
D21
D22
)
2,1
V3,1
2h2x
+
[
1
2h2x
(
D21
D22
)
2,1
− 1
hxhy
+
1
2h2y
(
D12
D11
)
1,2
]
V1,1,
(4.23)
δxyVn,1 =
−Vn,2 − Vn−1,2 − Vn−1,1
hxhy
+
(
D12
D11
)
n,2
Vn,3
2h2y
+
(
D21
D22
)
n−1,1
Vn−2,1
2h2x
+
[
1
2h2x
(
D21
D22
)
n−1,1
+
1
hxhy
+
1
2h2y
(
D12
D11
)
n,2
]
Vn,1,
(4.24)
δxyVn,n =
Vn,n−1 − Vn−1,n−1 + Vn−1,n
hxhy
+
(
D12
D11
)
n,n−1
Vn,n−2
2h2y
+
(
D21
D22
)
n−1,n
Vn−2,n
2h2x
−
[
1
2h2x
(
D21
D22
)
n−1,n
− 1
hxhy
+
1
2h2y
(
D12
D11
)
n,n−1
]
Vn,n,
(4.25)
δxyV1,n =
−V2,n − V2,n−1 − V1,n−1
hxhy
−
(
D12
D11
)
2,n
V3,n
2h2y
−
(
D21
D22
)
1,n−1
V1,n−2
2h2x
+
[
1
2h2x
(
D21
D22
)
1,n−2
+
1
hxhy
+
1
2h2y
(
D12
D11
)
2,n
]
V1,n.
(4.26)
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Como se puede observar en estas ecuaciones, la mole´cula se reduce a cinco puntos.
La Figura 4.1c muestra los nodos involucrados en la mole´cula para el ve´rtice (1,1).
Ahora solo nos queda por especificar la condicio´n de contorno de Dirichlet para
los sistemas tridiagonales (4.14). Al igual que el caso anterior, solo se especificara´ la
condicio´n de contorno para la direccio´n x, ya que los dema´s casos son ide´nticos.
Como se ha discutido en secciones anteriores, para que la aproximacio´n sea de cuarto
orden, la aproximacio´n mı´nima que se requiere en la derivada segunda es de segundo
orden. De esta manera, se plantea una aproximacio´n expl´ıcita de segundo orden en
el contorno con cuatro puntos. Estas aproximaciones, para un contorno con normal
positiva y negativa en sentido x, son:
δ+xxVi,j =
2Vi,j − 5Vi+1,j + 4Vi+2,j − Vi+3,j
h2x
, (4.27)
δ−xxVi,j =
−Vi−3,j + 4Vi−2,j − 5Vi−1,j + 2Vi,j
h2x
, (4.28)
respectivamente. Para las restantes condiciones de contorno las expresiones resul-
tantes son ana´logas.
4.4. Sistema de ecuaciones a resolver
En las secciones previas se han establecido los diferentes elementos que componen
el esquema de integracio´n. En esta seccio´n se describe el algoritmo de integracio´n
resultante.
Particularizando la expresio´n para las derivadas segundas (4.14) para las coor-
denadas espaciales (x, y, z), junto a (4.9) resulta en:
Cm (Vt)i,j,k =
(
Aδ2x +Bδ
2
y + Cδ
2
z +Dδxy
+Eδxz + Fδyz + Pδx +Qδy +Rδz)Vi,j,k
− h
2
x
12
(
Aδ2x + 2Dδxy + 2Eδxz + 2Pδx
)
(Vxx)i,j,k
− h
2
y
12
(
Bδ2y + 2Dδxy + 2Fδyz + 2Qδy
)
(Vyy)i,j,k
− h
2
z
12
(
Cδ2z + 2Eδxz + 2Fδyz + 2Rδz
)
(Vzz)i,j,k
− Iion(Vi,j,k, t),
(4.29)
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(Vxx)i−1,j,k + 10 (Vxx)i,j,k + (Vxx)i+1,j,k = 12 δ
2
xVi,j,k, (4.30)
(Vyy)i,j−1,k + 10 (Vyy)i,j,k + (Vyy)i,j+1,k = 12 δ
2
yVi,j,k, (4.31)
(Vzz)i,j,k−1 + 10 (Vzz)i,j,k + (Vzz)i,j,k+1 = 12 δ
2
zVi,j,k. (4.32)
Como se puede apreciar en las ecuaciones (4.29) a (4.32) el nu´mero de inco´gnitas
en cada nodo es de cuatro y el taman˜o del sistema a resolver se multiplica por
cuatro con respecto a uno de segundo de orden. Sin embargo, el taman˜o del sistema
a resolver va a depender del algoritmo de integracio´n temporal, tal y como se explica
a continuacio´n.
Debido a las caracter´ısticas del te´rmino reactivo, el paso temporal exigido por
el sistema de EDOs que lo define es muy pequen˜o. Este paso de tiempo es, por lo
general, menor al l´ımite de estabilidad de la ecuacio´n parabo´lica (al menos que se
emplee una malla muy fina). Por esta razo´n, bajo estas condiciones, es posible adop-
tar un esquema de integracio´n temporal semi-impl´ıcito para resolver (4.29)-(4.32).
Es decir, se trata expl´ıcitamente el te´rmino reactivo y los te´rminos que involucran
derivadas segundas de la ecuacio´n (4.29), as´ı como los sistemas tridiagonales (4.30)-
(4.32), mientras que V se resuelve de manera impl´ıcita en (4.29). De esta manera,
el sistema resultante queda:[
Cm −∆t
(
Aδ2x +Bδ
2
y + Cδ
2
z +Dδxy + Eδxz + Fδyz+
+Pδx +Qδy +Rδz)]V
k+1
i,j,k = Rhs
k,
(4.33)
donde
Rhsk = V ki,j,k −∆t
[
h2x
12
(
Aδ2x + 2Dδxy + 2Eδxz + 2Pδx
)
(Vxx)
k
i,j,k+
− h
2
y
12
(
Bδ2y + 2Dδxy + 2Fδyz + 2Qδy
)
(Vyy)
k
i,j,k+
− h
2
z
12
(
Cδ2z + 2Eδxz + 2Fδyz + 2Rδz
)
(Vzz)
k
i,j,k − Iion(Vi,j,k, t)
] (4.34)
y tres sistemas de ecuaciones tridiagonales,
(Vxx)
k
i−1,j,k + 10 (Vxx)
k
i,j,k + (Vxx)
k
i+1,j,k = 12 δ
2
xV
k
i,j,k, (4.35)
(Vyy)
k
i,j−1,k + 10 (Vyy)
k
i,j,k + (Vyy)
k
i,j+1,k = 12 δ
2
yV
k
i,j,k, (4.36)
(Vzz)
k
i,j,k−1 + 10 (Vzz)
k
i,j,k + (Vzz)
k
i,j,k+1 = 12 δ
2
zV
k
i,j,k. (4.37)
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resueltos simultaneamente para el tiempo k.
Un aspecto importante a ser considerado cuando se resuelven problemas de elec-
trofisiolog´ıa con modelos celulares complejos, es decir, modelo de Luo-Rudy, es una
eficiente evaluacio´n del te´rmino reactivo, Iion, ya que e´ste conlleva un considerable
coste computacional. En e´ste y otros algoritmos planteados en este trabajo, se em-
plea una integracio´n temporal con paso adaptativo para el Iion en cada nodo (i, j, k)
de acuerdo a el procedimiento mostrado en la Figura 4.2
procedure evaluateIion(t,V ,Vt,N
cel
inc,Iion)
{
for i = 1, . . . , Lx/hx + 1
for j = 1, . . . , Ly/hy + 1
if |(Vt)ij | > η and t > tstim y (N celinc)ij == 5 then
Actualizar Iion de acuerdo al modelo celular empleado
(N celinc)ij := 0
else
(N celinc)ij := (N
cel
inc)ij + 1
end if
end for
end for
}
Figura 4.2: Procedimiento para evaluar la corriente io´nica, Iion, con un paso de
tiempo adaptativo.
En la Figure 4.2, η es un para´metro particular a cada modelo celular empleado.
Para el modelo de Luo-Rudy fase II, se ha empleado η = 5. Con el procedimiento
de actualizacio´n del Iion as´ı definido, el algoritmo de alto orden para el modelo
monodominio viene dado en la Figura 4.3.
4.5. Experimentos nume´ricos
En esta seccio´n se demuestra la efectividad del me´todo. Primero se considera
un caso unidimensional en el que se demuestra el orden de convergencia del esque-
ma, seguido de dos ejemplos bidimensionales sobre un tejido cardiaco aniso´tropo.
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Inicializacio´n: t := 0, V = V (0), V
(0)
t = 0, N
cel
inc = 0.
Entrada: tmax, ∆t, Lx, Ly, hx, hy, D, Istim
while t ≤ tmax
evaluateIion(t,V ,Vt,N
cel
inc,Iion)
Resuelva los sistemas tridiagonales (4.35-4.37)
Calcule RHS dado por (4.34)
Resuelva (4.33)
Actualice V (t), y V
(t)
t
t := t+∆t
end while
Figura 4.3: Algoritmo de alto orden con aproximacio´n de Pade´ para el modelo mo-
nodominio.
En el primero de los ejemplos bidimensionales se compara el me´todo propuesto con
un esquema de diferencias finitas de segundo orden, atendiendo a la manera como
aproxima la anisotrop´ıa, la exactitud de cada esquema y eficiencia computacional.
El segundo caso bidimensional corresponde a un tejido cardiaco aniso´tropo con is-
quemia regional aguda en donde se prueba el me´todo en un problema heteroge´neo y
aniso´tropo. Todas las simulaciones se llevaron a cabo en un AMD 4x opteron a 2Gz
con 16M RAM en un solo procesador.
4.5.1. Ejemplo unidimensional
Considere el siguiente problema de reaccio´n difusio´n en una dimensio´n:
Cm Vt = D
∂2V
∂x2
− Iion(V, t), 0 < x < L, t > 0
V (x, 0) = f(x), 0 < x < L, t = 0
∂V (x, t)
∂x
= 0. x = 0, x = L, t > 0
(4.38)
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Discretizando el sistema de acuerdo al procedimiento descrito se tiene:[
Cm −∆t Aδ2x
]
V k+1i = Rhs
k,
(Vxx)
k
i−1 + 10 (Vxx)
k
i + (Vxx)
k
i+1 = 12 δ
2
xV
k
i ,
(4.39)
donde:
Rhsk = V ki −∆t
[
h2x
12
Aδ2x(Vxx)
k
i − Iion(V ki , t).
]
(4.40)
Para comprobar el orden del esquema, considere un problema de valor inicial
con el te´rmino reactivo nulo (problema homoge´neo) y la siguiente solucio´n exacta,
V = 10 e−pi
2tcos(pix). La derivada segunda se aproxima de manera expl´ıcita en el
contorno con un esquema de segundo orden [17, 59], con lo cual se tiene una condicio´n
de Dirichlet para los sistemas tridiagonales, mientras que para el potencial se ha
impuesto una condicio´n de Neumann en el contorno. Con dichas condiciones el
esquema propuesto reporta un orden cuarto, tal y como se puede apreciar en la
Tabla 4.2.
Segundo Orden Cuarto Orden
h ∆t error errorh
error(h/2)
∆t error errorh
error(h/2)
0,05 0,16 1,82062 0,16 1,81267
0,025 0,04 0,58225 3,12 0,01 0,15658 11,5
0,0125 0,01 0,15686 3,71 0,000625 0,01005 15,5
0,00625 0,0025 0,03999 3,92 0,000039 0,00062 16,0
Tabla 4.2: Orden de convergencia para un esquema de segundo y cuarto orden con
condiciones de contorno de Neumann. Para el me´todo de 4o orden se explicito´ la
derivada segunda en el contorno (condicio´n de Dirichlet).
4.5.2. Ejemplos bidimensionales
Tejido cad´ıaco aniso´tropo homogeneo.
Este ejemplo consiste en un tejido rectangular de 5,5× 5,5 cm2 con un taman˜o
de malla de h = 0,02 cm. El tensor de conductividad en las direcciones principales
del material, DM , viene dado por
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(a) Segundo orden (b) Cuarto orden
Figura 4.4: Comparacio´n de la aproximacio´n de un esquema de 2◦ y 4◦ orden, para
una malla de h = 0,02 cm.
DM =
(
6,03 · 10−4 0
0 1,1 · 10−3
)
,
mientras que el modelo celular usado es el de Luo-Rudy fase II [79, 77, 78]. La
integracio´n temporal se ha realizado con un paso temporal ∆t = 0,02 mseg. La
velocidad longitudinal y transversal para este modelo es de 42,5 cm/seg y 12,5
cm/seg respectivamente.
Para demostrar la efectividad del esquema en el manejo de la anisotrop´ıa, se
resolvio´ un problema con las fibras orientadas a 45◦. Para esta orientacio´n, el tensor
de difusio´n es
D =
(
8,47 · 10−3 2,53 · 10−3
2,53 · 10−3 8,47 · 10−3
)
.
La Figura 4.4a muestra el patro´n de despolarizacio´n obtenido con un esquema de
segundo y cuarto orden cuando el tejido es estimulado en el punto central. La figura
muestra como el esquema de alto orden reproduce un frente de depolarizacio´n ma´s
suave, as´ı como evidencia un pequen˜o retraso en la solucio´n obtenida con el me´todo
de segundo orden. Este retraso es debido a la pe´rdida de exactitud del me´todo
de segundo orden el cual, requiere una malla ma´s fina a fin de obtener la misma
velocidad de propagacio´n para el tenor de difusio´n dado anteriormente. Este aspecto
es ma´s evidente en la Figura 4.5 donde se muestra un frente plano propaga´ndose en
un tejido orto´tropo (D = DM). Note el claro retraso de la solucio´n obtenida con
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(a) Segundo orden (b) Cuarto orden
Figura 4.5: Frente plano en tejido orto´tropo para una malla de h = 0,02 cm. Efecto
del orden de aproximacio´n en el contorno
el esquema de segundo orden con respecto al de cuarto orden. La figura tambie´n
muestra el efecto de la aproximacio´n en las condiciones de contorno (ver inserto en
Figura 4.5). El inserto muestra, como la solucio´n obtenida con el esquema de cuarto
orden se degrada a media que nos acercamos al contorno debido a que aqu´ı se ha
empleado una aproximacio´n de segundo orden. Note sin embargo, que el efecto de
borde solo se propaga en tres celdas, atenua´ndose ra´pidamente hacia el interior del
dominio. Los experimentos nume´ricos realizados han demostrado un impacto menor
de esta aproximacio´n sobre el orden de convergencia global del esquema.
El efecto del orden de aproximacio´n puede caracterizarse de una manera ma´s
cuantitativa observando el valor del coeficiente de difusio´n en la direccio´n longitu-
dinal y transversal para diferentes taman˜os de malla. La Tabla 4.3 y la Figura 4.6
muestran el valor de los coeficiente de difusio´n en ambos esquemas para diferentes
taman˜o de malla. Como se puede observar, el esquema de segundo orden requiere
siempre un coeficiente de difusio´n mayor que el esquema de cuarto orden para alcan-
zar la misma velocidad de propagacio´n para el mismo taman˜o de malla, excepto para
taman˜os de malla lo suficientemente pequen˜os donde ambos esquemas convergen al
mismo valor del coeficiente. La figura tambie´n muestra como el caso ma´s restrictivo
corresponde siempre a la direccio´n transversal para el cual la velocidad de propa-
90
Algoritmos para Ecuaciones de Reaccio´n Difusio´n
Elvio A. Heidenreich
T. Malla Orden DL [mS] DT [mS]
h = 0.04 cm
2 1.015·10−3 2.520·10−4
4 8.523·10−4 2.012·10−4
h = 0.03 cm
2 8.450·10−4 1.900·10−4
4 7.165·10−4 1.548·10−4
h = 0.02 cm
2 6.903·10−4 1.326·10−4
4 6.025·10−4 1.100·10−4
h = 0.01 cm
2 5.780·10−4 7.863·10−5
4 5.390·10−4 6.680·10−5
Tabla 4.3: Coeficiente de difusio´n en sentido longitudinal y transversal respetando un
velocidad longitudinal y transversal de 42,5 cm/seg y 12,5 cm/seg respectivamente.
gacio´n es menor. De esta manera, si se define la equivalencia de mallas en base al
coeficiente de difusio´n necesario para obtener la misma velocidad de propagacio´n,
una malla de h = 0,01 cm resuelta con un esquema de segundo orden se corresponde
con una malla de h = 0,016 cm resuelta con un me´todo de cuarto orden.
En lo referente a la eficiencia nume´rica del me´todo, el hecho de tener que resolver
dos sistemas tridiagonales adicionales se traduce en un incremento en el tiempo de
CPU de un 60% para el esquema de alto orden con respecto al de segundo orden
para el mismo taman˜o de malla. Sin embargo, tomando en cuenta que un esquema
de cuarto orden requiere taman˜os de malla cerca de un 45% ma´s pequen˜as (en lo
referente al nu´mero de nodos en la malla) que un esquema de segundo orden para
lograr la misma precisio´n en el resultado, da como resultado una reduccio´n en tiempo
de ca´lculo de cerca de un 15% (Compare el tiempo de ca´lculo para h = 0,03 para el
me´todo de cuarto orden con h = 0,02 para el me´todo de segundo orden). Hay que
destacar, sin embargo, que la reduccio´n en el tiempo de ca´lculo sera´ ma´s importante
para el caso de problemas tridimensionales donde se esperan reducciones de hasta
un 60%. Adicionalmente, tambie´n hay que mencionar que, el hecho de trabajar
con un nu´mero menor de nodos implica un ahorro significativo en memoria cuando
se emplea un me´todo de alto orden. Este hecho se hace ma´s apreciable cuando se
trabaja con modelos celulares complejos que involucran un nu´mero importante de
variables de estado (ODEs) que han de almacenarse en cada nodo de la malla para
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Figura 4.6: Coeficiente de difusio´n en sentido longitudinal y transversal respetando
un velocidad longitudinal y transversal de 42,5 cm/seg y 12,5 cm/seg respectiva-
mente, para un esquema de 2◦ y 4◦ orden.
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h
Nodos
Tiempos [seg]
[cm] 2◦ O. 4◦ O.
0,015 136161 (3692) 0,26000 0,41833
0,020 76729 (2772) 0,12233 0,23667
0,030 34225 (1852) 0,06333 0,10700
0,040 19321 (1392) 0,03567 0,05967
Figura 4.7: Tiempos por iteracio´n de un esquema en diferencias finitas de 2◦ y 4◦
orden, para diferentes taman˜os de malla.
Isquemia aguda regional con fibras a 80 grados.
Al igual que el caso anterior, el dominio computacional es un tejido card´ıaco
cuadrado de 5,5 × 5,5 cm2 pero con fibras a 80◦ y sujeto a una isquemia aguda
regional , tal y como se muestra en la Figura 4.8. La isquemia regional aguda produce
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heterogeneidades electrofisiolo´gicas en el tejido que afectan el te´rmino reactivo. Sin
embargo, estos trastornos en el tejido no afectan al tensor de difusio´n. Tal y como
sucedio´ en el ejemplo anterior, las corrientes io´nicas Iion en el modelo monodominio
corresponden al modelo de Luo-Rudy fase II, mientras que el modelo de isquemia
corresponde al propuesto en el trabajo de Ferrero et al. [36]. Los ca´lculos se han
llevado a cabo en una malla de h = 0,015 cm con un total de 369 × 369 nodos. El
paso temporal ha sido fijado en ∆t = 0,02 mseg. El coeficiente de difusio´n a lo largo
de las fibras ha sido fijado en 8,84 · 10−4 mS lo cual da lugar a una velocidad de 42,5
cm/seg. En la direccio´n transversal el coeficiente difusivo ha sido fijado en 5,71 ·10−4
mS con el cual se obtiene una velocidad de conduccio´n de 12,5 cm/seg.
Figura 4.8: Esquema de las tres zonas en isquemia regional aguda, zona central (CZ),
zona de borde (BZ) y zona normal (NZ) y la variacio´n de los parametros isque´micos
en dichas zonas.
El protocolo de est´ımulo consistio´ en un per´ıodo de estabilizacio´n de 75 mseg tras
el cual se aplicaron dos pulsos de 2 mseg de duracio´n y 350 mA de amplitud en la
base del cuadrado con un intervalo de acoplamiento de 190 mseg (ver la Figura 4.8).
El per´ıodo de estabilizacio´n es necesario para que las compuertas del modelo tomen
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los valores adecuados en la zona normal e isque´mica. El primer est´ımulo condiciona
el tejido y el segundo est´ımulo, el extra-est´ımulo, da lugar a la actividad reentrante.
La Figura 4.8 muestra un esquema con el tejido simulado con el detalle de la zona
isque´mica y el valor de los para´metros ma´s relevantes del modelo io´nico afectados por
la isquemia. Una descripcio´n ma´s detallada del modelo isque´mico empleado puede
encontrarse en [36].
La Figura 4.9 muestra una secuencia de fotogramas del proceso de reentrada que
ocurre en el tejido. El ejemplo demuestra la capacidad del esquema propuesto para
tratar un tejido heteroge´neo y aniso´tropo. Para lograr el mismo resultado con un
esquema de segundo orden es necesario emplear una malla con h = 0,01 cm dando
lugar a 551× 551 nodos, o lo que es equivalente a 2,23 veces ma´s grados de libertad
que para el esquema de cuarto orden. Con este incremento en los grados de libertad
y un modelo celular complejo como el de Luo Rudy, con ma´s de 34 variables de
estado, la memoria requerida por el esquema de 2◦ orden es 1,92 veces mayor que la
requerida por el esquema de 4◦ orden (ver Tabla 4.4).
2◦ Orden 4◦ Orden
Sist. de ecuaciones 9(5512) 9(3692)
Modelo Cel. de L-Rudy 34(5512) 34(3692)
Sist. Tridiagonales 0(5512) 6(3692)
Cociente (9+34)(551
2)
(9+34+6)(3692)
= 1,92
Tabla 4.4: Relacio´n de grados de libertad entre mallas de diferente orden.
4.6. Conclusiones
Se ha desarrollado un esquema compacto de cuarto orden en diferencias finitas
para ecuaciones parabo´licas. El esquema toma en cuenta la anisotrop´ıa del tejido e
incorpora un algoritmo de paso temporal adaptativo. El orden de aproximacio´n ha
sido demostrado nume´ricamente en problemas con solucio´n anal´ıtica y su eficacia ha
sido demostrada en la solucio´n de un problema de reaccio´n-difusio´n no lineal. Para
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75 mseg 150 mseg 225 mseg 300 mseg
375 mseg 450 mseg 525 mseg 600 mseg
675 mseg 750 mseg 825 mseg 900 mseg
975 mseg 1050 mseg 1125 mseg 1200 mseg
Figura 4.9: Potencial de accio´n a diferentes tiempos en un tejido bidimensional con
un a´ngulo de la fibra de 80o con respecto a la horizontal
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este u´ltimo caso se ha considerado un problema de despolarizacio´n card´ıaca de un
tejido aniso´tropo isque´mico. El te´rmino reactivo asociado a las corrientes io´nicas ha
sido definido por el modelo de Luo-Rudy II que involucra ma´s de 30 variables de
estado y ma´s de 20 ecuaciones diferenciales ordinarias a ser resueltas en cada punto
del dominio para cada tiempo t.
De acuerdo a los experimentos nume´ricos realizados con el problema de reaccio´n
difusio´n no lineal, el esquema de cuarto orden permite emplear mallas un 45% ma´s
pequen˜as (de acuerdo al nu´mero de nodos que la definen) que los esquemas de
segundo orden en problemas planos (en el caso tridimensional este porcentaje puede
llegar a ser incluso mayor). Sin embargo, la complejidad an˜adida en el esquema
compacto de tener que resolver dos sistemas tridiagonales (tres en 3D) da lugar tan
solo a una reduccio´n de un 15% en el tiempo total de ca´lculo. Cabe destacar que
para problemas en 3D, las reducciones en el tiempo de ca´lculo se reduzcan en cerca
a un 60%. Tambie´n hay que mencionar que el hecho de emplear un me´todo de paso
de tiempo adaptativo para integrar las EDOs, favorece al me´todo de segundo orden
que de lo contrario se ver´ıa ma´s penalizado al tener un mayor nu´mero de nodos en
el modelo. La diferencia ma´s significativa entre el esquema de segundo orden y el de
cuarto orden se encontro´, sin embargo, en los recursos de uso de memoria requeridos
por ambos me´todos. Para el caso particular considerado en este estudio, el esquema
de cuarto orden requiere un 50% menos memoria que el esquema cla´sico de segundo
orden (ver Tabla 4.4).
Adicionalmente a los aspectos antes mencionados, cuando este me´todo se compa-
ra con otras te´cnicas similares como el me´todo del elemento finito, segu´n Spotz [106],
para lograr la misma aproximacio´n que un esquema de cuarto orden con elementos
finitos, en un caso bidimensional se necesitar´ıan funciones bi-cu´bicas. Esto implica
una matriz de rigidez con un ancho de banda de 49, comparados con los solo 9 del
esquema HOC con un plus de dos sistemas tridiagonales. Por otro lado, el nu´mero de
condicio´n de la matriz de rigidez obtenida con el esquema HOC es cercano a uno, lo
cual evita el uso de precondicionadores cuando se emplean me´todos iterativos para
resolver el sistema de ecuaciones, as´ı como un menor nu´mero de iteraciones a la hora
de resolver el sistema de ecuaciones. En general, los resultados sen˜alan a los esque-
mas compactos de diferencias finitas como alternativas va´lidas para la resolucio´n de
problemas de reaccio´n difusio´n aniso´tropos no lineales. Como principal desventaja
encontramos la dificultad de manejar las condiciones de contorno cuando se tienen
geometr´ıas complejas como sucede en el caso de un corazo´n humano.
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CAP´ITULO 5
Elementos finitos inmersos
En el cap´ıtulo anterior se ha introducido un algoritmo en diferencias finitas de al-
to orden para la solucio´n del problema de electrofisiolog´ıa cardiaca capaz de manejar
la anisotrop´ıa y heterogeneidad del tejido. En este cap´ıtulo introducimos un nuevo
algoritmo basado en elementos finitos. Tal y como se discutio´ en cap´ıtulos anteriores,
la mayor parte de los inconvenientes al resolver este problema de reaccio´n-difusio´n
viene de la fina discretizacio´n espacio-temporal requerida. La idea detra´s del me´todo
introducido en este cap´ıtulo es la de emplear mallas pseudo-adaptables en tiempo
y espacio. Para ello se han desarrollado elementos finitos inmersos que permiten
definir mallas jera´rquicas esta´ticamente reducibles logrando as´ı mantener el coste
computacional de invertir el sistema de ecuaciones en un mı´nimo, incrementando la
resolucio´n espacial con la que se resuelve el problema.
5.1. Mallas jera´rquicas y macroelementos.
La metodolog´ıa propuesta de mallas adaptativas en espacio esta´ basada en el
concepto de mallas jera´rquicas. La Figura 5.1 demuestra este concepto. El elemento
rectangular exterior representa la malla de ma´s alto nivel, la cual se ha refinado
en dos niveles diferentes (Figura 5.1a y Figura 5.1c), y que han sido, a su vez,
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enriquecidos con la adicio´n de ma´s nodos interiores a los diferentes subelementos,
asociados a funciones burbujas subelementales [57] (Figura 5.1b y Figura 5.1d).
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Figura 5.1: Macroelementos cuadrila´teros
Las caracter´ısticas ma´s significativas de esta clase de mallas jera´rquicas es el
hecho de que los nodos internos no modifican el nu´mero de nodos en el contorno de la
malla del nivel inmediatamente superior, permitiendo as´ı una condensacio´n esta´tica
de los nodos internos. Esto trae como consecuencia que el taman˜o del sistema de
ecuaciones a resolver en cada iteracio´n es siempre el correspondiente a la malla de
ma´s alto nivel y con un menor nu´mero de grados de libertad, DOF. Adicionalmente,
el proceso de condensacio´n esta´tica tambie´n precondiciona la matriz de rigidez. Por
otro lado, la localizacio´n de los nodos internos puede ser tal que, se toma ventaja de
la direccio´n de anisotrop´ıa local, pudiendo as´ı alargar el subelemento en la direccio´n
de la fibra, aplicando una te´cnica similar al “stretching”.
La estrategia adoptada para generar las mallas pseudo-adaptables se puede re-
sumir en los siguiente pasos:
1. Se construye una malla lo suficientemente fina sobre todo el dominio, de ma-
nera de obtener el taman˜o del elemento deseado. Llamaremos a este elemento
macroelemento (ME).
2. Dentro de cada ME se hace una malla ma´s fina, pero de manera tal que no
modifique la cantidad de nodos en el contorno de dicho elemento (solo se
generan nodos internos al elemento). En la implementacio´n se han considerado
elemento lineales, elementos con burbuja, o una mezcla de ambos.
3. Dentro de cada ME se pude explotar el conocimiento de la direccio´n de fibra y
hacer un alargamiento de los elementos en la direccio´n de la fibra.
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h [cm] Elementos Nodos, DOF
Refinamiento
Elementos DOF-L DOF-B
0,05 1288846 1433953 9021922 11744721 20766643
0,04 2528063 2754864 17696441 22979368 40675809
0,03 5960505 6362839 41723535 54046879 95770414
Tabla 5.1: Nu´mero de nodos y elementos de una malla de voxels de un corazo´n de
diferentes taman˜os, h. Con un solo nivel de refinamiento usando elementos hexae´dri-
cos lineales y con burbuja. (DOF: grados de libertad, DOF-L: DOF macroelemento
con hexaedros lineales, DOF-B: DOF macroelemento con hexaedros con burbuja)
Lo que se gana al usar condensacio´n esta´tica es reducir dra´sticamente el taman˜o
del sistema de ecuaciones a resolver. Adema´s, al usar computacio´n paralela se reduce
la comunicacio´n entre procesos. Por ejemplo, para una malla de un corazo´n [54] con
un taman˜o de voxel de h = 0,04 cm, usando hexaedros embebidos dentro de ME
hexae´dricos con y sin burbuja, independiente del nu´mero de grados de libertad
reales definidos en el problema, en cada iteracio´n se resuelve siempre un sistema de
2754864 inco´gnitas (ver Tabla 5.1). Como se puede observar, el sistema de ecuaciones
se reduce en un 834% si se usan elementos hexae´dricos lineales y en un 1608%
si usamos elementos hexae´dricos con burbuja. Esto implica que suponiendo que
el solver escala linealmente, la reduccio´n en el tiempo de ca´lculo para resolver el
sistema es en el primer caso de aproximadamente 8 veces y en el segundo caso de 16
veces. Cabe destacar, que en la resolucio´n nume´rica del problema de electrofisiolog´ıa
con un modelo complejo (i.e., Luo Rudy II o ten Tusscher), el 80% del tiempo de
ca´lculo es consumido en la resolucio´n del sistema de ecuaciones.
5.2. Construccio´n de las mallas jera´rquicas
Un paso importante en el trabajo con elementos inmersos es justamente la ge-
neracio´n de las mallas jera´rquicas, i.e., la generacio´n de los nodos internos. A conti-
nuacio´n se describen los aspectos ma´s relevantes de la generacio´n de los elementos
inmersos implementados en esta tesis. Para un mayor detalle referentes a los esque-
mas de adaptatividad de acuerdo a la dimensio´n del problema, se referencia al lector
al Ape´ndice A de la tesis.
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Figura 5.2: Elementos unidimensionales. a) Elemento lineal sin refinamiento. b) Primer
nivel de refinamiento, elemento lineal con burbuja cuadra´tica (nodo de la burbuja locali-
zado en el centroide del elemento). c) Segundo nivel de refinamiento, el macroelemento es
dividido en dos elementos lineales (el nodo interior se ubica en el centroide del elemento).
d) Tercer nivel de refinamiento, se an˜ade una funcio´n burbuja cuadra´tica a cada subele-
mento (nodos interiores asociados a la funcio´n burbuja localizados en el centroide de cada
subelemento).
5.2.1. Caso unidimensional
Para este caso, en el primer nivel de refinamiento, el nodo interior se genero´ en el
centroide del macroelemento, dando lugar a dos elementos lineales. El segundo nivel
de refinamiento consistio´ en la inclusio´n de un nuevo nodo interno en el centroide de
cada subelemento. Para este caso sin embargo, los nodos internos fueron asociados
a funciones burbuja cuadra´ticas dentro de cada subelemento en lugar de dos nuevos
elementos lineales. La Figura 5.10 muestra el elemento lineal con los dos niveles de
refinamiento anteriormente descritos.
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Figura 5.3: Elementos triangulares. a) Elemento triangular lineal sin refinamiento. b)
Primer nivel de refinamiento, elemento triangular con burbuja. c) Segundo nivel de refina-
miento, el macroelemento es dividido en tres elementos lineales (nodo interior localizado
en el centroide del elemento). d) Cuarto nivel de refinamiento, se an˜ade una funcio´n de
burbuja cuadra´tica a cada subelemento (nodos interiores asociados a la funcio´n burbuja
localizados en el centroide de cada subelemento).
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5.2.2. Caso bidimensional
En el caso bidimensional se tratan mallas de elementos triangulares y mallas de
elementos cuadrangulares.
Para el caso de las mallas triangulares se han implementado tres niveles de
refinamiento. El primer nivel de refinamiento consiste en la adicio´n de una funcio´n
burbuja cuadra´tica en el elemento cuyo grado de libertad se ubica en el centroide
del tria´ngulo. El segundo nivel de refinamiento consiste en generar tres elementos
lineales dentro del tria´ngulo empleando el centroide del macroelemento como ve´rtice
comu´n. El tercer nivel de refinamiento consiste en la adicio´n de una funcio´n burbuja
a cada subelemento con los nodos interiores localizados en el centroide de cada
subelemento. La Figura 5.3 detalla los cuatro tipos de mallas jera´rquicas
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Figura 5.4: Elementos cuadrangulares. a) Elemento cuadrangular bilineal sin refinamiento.
b) Primer nivel de refinamiento, elemento con burbuja. c) Segundo nivel de refinamiento,
el macroelemento es dividido en cuatro elementos lineales (el nodo interior se ubica en el
centroide del elemento). d) Cuarto nivel de refinamiento, se an˜ade una funcio´n burbuja
cuadra´tica a cada subelemento (nodos interiores asociados a la funcio´n burbuja localiza-
dos en el centroide de cada subelemento). e) Refinamiento con elementos bilineales. f)
Refinamiento con elementos bilineales enriquecidos con burbujas cuadra´ticas.
Para los elementos cuadrangulares, el refinamiento es similar al seguido con los
elementos triangulares, iniciando con una funcio´n burbuja, para luego continuar con
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una subdivisio´n en elementos triangulares y posteriormente en subelementos trian-
gulares con funcio´n burbuja (ver Figura 5.4a-d). Adicionalmente a este refinamiento,
para los elementos cuadrangulares se incluye una subdivisio´n en elementos bilineales
(cuadrangulares) con y sin burbuja, tal y como se muestra en la Figura 5.4e-f.
Los nodos interiores en el refinamiento con elementos bilineales se hace en el
sistema natural del elemento (ξ, η), donde ξ, η var´ıan entre −1 y 1. En este sistema,
la localizacio´n de los nodos interiores en el primer nivel de refinamiento (ver Figura
5.4e) se escoge de tal manera que, la longitud de todas las aristas interiores, l, sea
constante (ver Figura 5.5). De esta manera, para el caso bidimensional la longitud
de la arista toma el valor l =
√
2/(2 +
√
2). Las coordenadas de los nodos internos
en el sistema cartesiano del modelo se obtiene a trave´s de las funciones de forma
del elemento bilineal sin refinamiento (Figura 5.4a). A igual que para los casos
anteriores, este refinamiento es ulteriormente enriquecido con una funcio´n burbuja
cuadra´tica con el nodo localizado en el centroide de cada uno de los subelementos
bilineales (Figura 5.4f).
l l
l
l l
l
l
l
21
34
5
67
8
η
ξ
Figura 5.5: Esquema de un elemento cuadrangular con refinamiento de elementos bilinea-
les en el sistema natural del elemento. La localizacio´n de los nodos interiores es tal que,
longitud de las aristas interiores l es constante.
Cabe mencionar, que a pesar de que en la implementacio´n se ha hecho una
distribucio´n sime´trica de los nodos interiores, tal y como se menciono´ en la seccio´n
anterior, estos nodos pueden generarse de acuerdo a la anisotrop´ıa del material
(nodos ma´s cercanos en la direccio´n de menor conductividad) para favorecer la
captura del frente de depolarizacio´n dentro del elemento.
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5.2.3. Caso tridimensional
Para el caso tridimensional, se han implementado dos tipos ba´sicos de elemen-
tos, el tetraedro lineal y el hexaedro trilineal. Los niveles de refinamiento de estos
elementos siguen el mismo esquema empleado con los elementos triangulares y cua-
drangulares. Sin embargo, el hexaedro trilineal, solo ha sido refinado con subelemen-
tos trilineales y con subelementos trilineales con burbuja. La Figura 5.6 muestra el
conjunto de elementos tetraedrales implementados.
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Figura 5.6: Elementos Tetraedrales. a) Elemento tetraedral lineal sin refinamiento. b)
Primer nivel de refinamiento, elemento con burbuja. c) Segundo nivel de refinamiento, el
macroelemento es dividido en cuatro elementos lineales (el nodo interior se ubica en el
centroide del elemento). d) Cuarto nivel de refinamiento, se an˜ade una funcio´n burbuja
cuadra´tica a cada subelemento (nodos interiores asociados a la funcio´n burbuja localizados
en el centroide de cada subelemento).
La Figura 5.7 muestra el conjunto de elementos hexaedrales implementados. Al
igual que para el caso bidimensional, la localizacio´n de los nodos interiores para el
caso del refinamiento con elementos trilineales se realiza en el sistema de coordenadas
natural del elemento, obedeciendo al hecho que la longitud de las aristas interiores,
l, sea una constante. Para este caso, la longitud de la arista resulta l =
√
3/(2+
√
3)
(en el sistema natural del elemento). Al igual que en el caso bidimensional, las
coordenada de los nodos en el sistema de coordenadas del elementos se encuentra
a trave´s de las funciones de interpolacio´n del elemento base (Figura 5.7a). Para
el caso del enriquecimiento con funcio´n burbuja, el nodo asociado a la funcio´n se
localizo´ siempre en el centroide del elemento/subelemento considerado.
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Figura 5.7: Elementos Hexaedrales. a) Elemento hexaedral trilineal sin refinamiento. b)
Primer nivel de refinamiento, elemento con burbuja. c) Segundo nivel de refinamiento, el
macroelemento es dividido en siete elementos trilineales. d) Cuarto nivel de refinamiento,
se an˜ade una funcio´n burbuja cuadra´tica a cada subelemento (nodos interiores asociados
a la funcio´n burbuja localizados en el centroide de cada subelemento).
5.3. Formulacio´n en elementos finitos
Tal y como se describio´ en el Cap´ıtulo 3, la formulacio´n del modelo monodominio
en elementos finitos, luego de aplicar el me´todo de particio´n del operador (“operator
splitting”) [89], se reduce a la siguiente ecuacio´n unicelular a nivel nodal
V∗ = Vk −∆t Iion(V k, t), (5.1)
y al sistema de ecuaciones lineal a nivel global
(M+ θ∆tK)Vk+1 =MV∗ − (1− θ)∆tKVk, (5.2)
o alternativamente
KˆgV
k+1 = Bˆ, (5.3)
donde, M y K son la matriz de masa y de rigidez del sistema respectivamente, ∆t
el incremento temporal, Vk+1 el potencial en el paso k + 1, Vk el potencial en el
paso k, y V∗ el potencial en los nodos del dominio calculados a partir de la ecuacio´n
unicelular (5.1). El para´metro θ define el tipo de integracio´n temporal empleado en
la ecuacio´n parabo´lica (ver Cap´ıtulo 3), i.e., θ = 1 implica una integracio´n impl´ıcita,
θ = 0 implica una integracio´n expl´ıcita.
Las matricesM yK se obtienen a partir del ensamble de las matrices elementales.
Cuando la formulacio´n se realiza en base a macroelementos, las matrices elementales
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corresponden a las matrices esta´ticamente condensadas. En un macroelemento, los
DOF los podemos clasificar en dos grupos [131, 32]: i.-) DOF externos y ii.-) DOF
internos. Los DOF externos corresponden a nodos conectados a otros ME y que esta´n
en la periferia del mismo. El nu´mero de DOF externos sera´ de aqu´ı en adelante
m. Los DOF internos son, por el contrario, los grados de libertad correspondiente
a nodos que no esta´n conectados con otro ME, i.e., nodos internos del elemento. El
nu´mero de DOF internos sera´ de aqu´ı en adelante (n −m), donde n es el nu´mero
de grados de libertad total del ME.
El objetivo es eliminar los DOF internos de todos los ME y operar u´nicamente con
los DOF externos, y una vez resuelto el problema global, recobrar la informacio´n de
los DOF interiores. Considere la ecuacio´n (5.3) a nivel elemental
Kˆme (Vme)k+1 = bˆme (5.4)
donde, Kˆme = Kme + θ∆tMme, se calcula a partir del ensamble de las matrices de
masa y rigidez subelementales, bˆme =M
me (Vme)∗−(1−θ)∆tKme(Vme)k, el te´rmino
derecho elemental, se obtiene a partir de los te´rminos derechos de los subelementos,
y (Vme)k+1 es el potencial en los nodos del ME. En forma gene´rica esta ecuacio´n
puede escribirse como:
KˆmeXme = bˆme =⇒
[
Kˆmecc Kˆ
me
ci
Kˆmeic Kˆ
me
ii
]
·
[
Xmec
Xmei
]
=
[
bˆmec
bˆmei
]
(5.5)
donde los sub´ındices c e i se refieren a grados de libertad que esta´n sobre el contorno
e interior del ME respectivamente. De la segunda fila de la ecuacio´n (5.5) se puede
despejar Xmei como:
Xmei =
(
Kˆmeii
)−1 (
bˆmei − Kˆmeic Xmec
)
. (5.6)
Reemplazando la ecuacio´n (5.6) en la primera fila de (5.5) se obtiene:
K¯mecc X
me
c = b¯
me
c , (5.7)
donde:
K¯mecc = Kˆ
me
cc − Kˆmeci
(
Kˆmeii
)−1
Kˆmeic , (5.8)
b¯mec = bˆ
me
c − Kˆmeci
(
Kˆmeii
)−1
bˆmei . (5.9)
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La matriz y el vector de fuerzas condensados se ensamblan en el sistema global junto
a todos los dema´s ME condensados para dar lugar al sistema (5.3).
Como el problema de electrofisiolog´ıa es un problema de evolucio´n, hay que
ensamblar el termino derecho y recuperar los DOF internos en cada paso de tiempo.
Por lo cual, si se emplea un me´todo impl´ıcito, θ = 1, es necesario guardar de cada ME
la matriz de masa Mme y las submatrices (Kˆmeii )
−1 y Kˆmeci o Kˆ
me
ic (solo es necesario
guardar una u otra porque la matriz elemental es sime´trica). Cabe destacar que,
como (Kˆmeii )
−1 es sime´trica solo se guarda una matriz triangular. Por otro lado, si se
usan voxels ide´nticos, solo hace falta guardar una matriz de masa (Mme) para todo el
dominio, y en lugar de almacenar todas las matrices Kˆmeci , e´sta se puede calcular como
la suma ponderada de nmatrices, con el factor de poderacio´n dependientes del tensor
de conductividad y el paso temporal (n es igual a 1 para el caso unidimensional, 3
para el caso bidimensional y 6 para el caso tridimensional). Si en cambio se utiliza
una integracio´n expl´ıcita, θ = 0, entonces las matrices Mme y Kme deben de ser
guardadas, as´ı como (Mmeii )
−1. Los mismo argumentos de simetr´ıa anteriormente
descritos aplican a este caso.
Uno de los aspectos importantes en la implementacio´n desde el punto vista de
eficiencia nume´rica, as´ı como de optimizacio´n a nivel memoria esta´ relacionado con
la integracio´n de la matriz de masa a nivel elemental. El siguiente apartado describe
el tratamiento dado a la matriz de masa en la implementacio´n del me´todo llevado a
cabo en la tesis.
5.4. Integracio´n de la matriz de masa
La matriz de masa a nivel elemental, tal y como se define en (3.34), tiene la
forma
Meij =
∫
Ωe
CmNiNjdx,
donde de ahora en adelante y sin pe´rdida de generalidad supondremos Cm = 1.
Cuando las funciones de forma empleadas para integrar Me son las mismas em-
pleadas para aproximar V , se obtiene una matriz llena denominada matriz de masa
consistente. En elementos finitos, estas matrices no son M-matrices (la suma de los
elementos fuera de la diagonal es mayor que el elemento de la diagonal) lo cual puede
dar lugar a problemas de oscilaciones espu´reas en problemas transitorios [138]. Para
prevenir o ayudar reducir este tipo de problemas, una de las opciones es emplear
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matrices de masa diagonalizadas. Para diagonalizar una matriz de masa existen tres
procedimientos principales, i.-) El me´todo de sumatoria por filas, ii.-) el escalado dia-
gonal y, iii.-) evaluar Me utilizando una cuadratura nodal. En todo caso, cualquier
me´todo de diagonalizacio´n debe de satisfacer el principio de conservacio´n∑
i
M˜ii =
∫
Ωe
dx,
En la diagonalizacio´n de la matriz de masa adoptada en el co´digo, se ha empleado una
cuadratura nodal basada en funciones de forma diferentes que aquellas empleadas
para determinar la matriz de rigidez. Como en la definicio´n de M no aparecen
derivadas, se pueden usar funciones de forma continuas a trozos dentro del elemento
y entre elementos. Si las funciones de forma son continuas a trozos, esto es Ψ = I
en un entorno del nodo i y un valor igual a cero en el resto del elemento, y si los
te´rminos distintos de cero pertenecientes a cada nodo no se superponen, claramente
la matriz M es diagonal nodalmente:∫
Ω
ΨiΨjdΩ =
{ ∫
Ωi
dΩ, i = j
0 i 6= j (5.10)
Esta aproximacio´n con diferentes funciones de forma es permisible, ya que satis-
face los criterios de integrabilidad y completitud [138]. En el ape´ndice B se listan
los pesos correspondientes a los diferentes elementos implementados en la Tesis y
descritos en el apartado anterior.
5.5. Algoritmo de ca´lculo
La Figura 5.8 muestra el algoritmo de ca´lculo de elementos finitos con elementos
inmersos.
El algoritmo mostrado en la Figura 5.8 es semi-impl´ıcito ya que el modelo ce-
lular resuelto en cada nodo del dominio en el Paso 1 se hace de manera expl´ıcita,
mientras que la ecuacio´n parabo´lica homoge´nea resuelta en el Paso 4 se hace de
manera impl´ıcita (ecuacio´n 5.2) en el Paso 4. El algoritmo puede plantearse como
totalmente expl´ıcito modificando la matriz, haciendo θ = 0 en (5.2). Esta alterna-
tiva evitar´ıa tambie´n el tener que resolver el sistema de ecuaciones si la matriz de
masa es diagonalizada. La otra alternativa es plantear el algoritmo como totalmente
108
Algoritmos para Ecuaciones de Reaccio´n Difusio´n
Elvio A. Heidenreich
Inicializacio´n. Geometr´ıa, propiedades nodales, elementales y
para´metros de solucio´n. Inicializar los modelos ce-
lulares en cada nodo del dominio.
Ensamble. Ensamblando Kˆg
Kˆg =A
N
me=1K¯
me
cc
guardando a nivel elemental Mme,
(
Kˆmeii
)−1
, y
Kˆmeci .
Ciclar de 1 a Ninc
Paso 1: Resolver la ecuacio´n unicelular
V ∗i = V
n
i −∆t Iion(V ni , t),
Paso 2: Calcular el te´rmino derecho en cada ME
bˆme =
[
bˆmec
bˆmei
]
=Mme (Vme)∗
Paso 3: Ensamblar el te´rmino derecho global
Bˆ∗ =A
N
me=1b¯
me
c
Paso 4: Resolver el sistema global
KˆgV
k+1 = Bˆ∗.
Paso 5: Recuperar el potencial en los nodos internos (Ec. 5.6).
Paso 6: Incrementar tiempo
Fin ciclar
Figura 5.8: Algoritmo de ca´lculo por elementos finitos con elementos finitos inmersos
impl´ıcito. Para esto es necesario integrar la ecuacio´n celular de manera impl´ıcita en
cada nodo en cada paso de tiempo, lo cual implica resolver una ecuacio´n no lineal en
cada nodo. En el Ape´ndice C se describe un procedimiento de Newton Rapson para
integrar el modelo io´nico impl´ıcitamente en el Paso 1. Adicionalmente a la forma de
integrar el modelo io´nico, al algoritmo puede incorporarse un esquema de paso de
tiempo adaptativo dentro de cada ME como el descrito en el Cap´ıtulo 4 en la Figura
4.2.
A pesar que la metodolog´ıa de elementos finitos inmersos propuesta permite re-
ducir el coste computacional mediante la resolucio´n de un sistema de ecuaciones
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reducido, existe un coste extra en el ca´lculo del te´rmino derecho, Bˆ∗ en relacio´n a
un elemento finito esta´ndar. Esto se debe a que en cada paso de tiempo es nece-
sario recobrar el potencial en los nodos internos, actualizar las corrientes io´nicas y
finalmente actualizar Bˆ∗. En este sentido, para reducir el costo computacional se ha
adoptado la siguiente heur´ıstica:
Dependiendo de la derivada temporal del potencial en los nodos internos y
del contorno del ME, se actualiza la matriz Bˆ∗ o se usa la calculada en el paso
anterior hasta un ma´ximo de cinco incrementos.
Luego de la resolucio´n del sistema, si la derivada temporal del potencial en los
nodos del contorno no supera un valor ma´ximo, el valor del potencial en los
nodos internos del ME se interpola.
5.6. Adaptacio´n a ca´lculo de grandes prestacio-
nes, paralelizacio´n.
Adaptar el algoritmo a plataformas de grandes prestaciones requiere no solo
incorporar los protocolos de pasaje de mensajes (MPI), sino tambie´n preparar los
datos para tal fin. Como primer paso se requiere la divisio´n del dominio de ca´lculo
en subdominios entre los que se reparte la evaluacio´n del te´rmino reactivo en los
nodos en cada iteracio´n del algoritmo, as´ı como para la resolucio´n del sistema de
ecuaciones. La Figura 5.9 muestra un ejemplo de un corazo´n voxelizado dividido en
8 dominios de ca´lculo.
En la implementacio´n de elementos finitos, para subdividir el dominio se ha hecho
uso de las librer´ıas METIS [66], para lo cual ha sido necesario la construccio´n de un
grafo de elementos. Un grafo de elementos consiste en todos aquellos elementos que
comparten una cara, una arista o un ve´rtice o nodo. Una vez construido este grafo
se etiquetan los nodos pertenecientes a cada dominio as´ı como aquellos nodos que se
encuentran en ma´s de un dominio. Esta informacio´n es empleada por el solver en la
solucio´n del sistema de ecuaciones en paralelo. En la implementacio´n del algoritmo
llevada a cabo en esta Tesis, se empleo´ la librer´ıa PSBLAS [13] como solver iterativo.
En este sentido, el programa puede utilizar diversos tipos de precondicionadores y
tipos de algoritmos iterativos de resolucio´n del sistema de ecuaciones. Las pruebas
nume´ricas realizadas con los modelos de Luo-Rudy II y ten Tusscher en diferentes
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Figura 5.9: Corazo´n Humano, dividido en 8 dominios.
geometr´ıas, han dado los mejores rendimientos cuando se ha empleado el me´todo de
Gradiente Conjugado (GC) con un precondicionador ILU.
5.7. Pruebas nume´ricas
En esta seccio´n se resumen algunas pruebas nume´ricas realizadas con los ele-
mentos finitos inmersos en problemas unidimensionales y tridimensionales. En los
cap´ıtulos siguientes se detallan dos aplicaciones en isquemia aguda regional en las
que se ha empleado esta metodolog´ıa. De todos los tipos de ME desarrollados (Ver
Ape´ndice A) solo se evaluaron los elementos cuadrila´teros para el caso bidimensional
y los hexae´dricos para el caso tridimensional.
La primera prueba tuvo como objetivo el cuantificar el nivel de precisio´n de ca-
da macroelemento contra su equivalente lineal. En este caso se considero´ el modelo
io´nico de ten Tusscher, calcula´ndose el taman˜o adecuado de los ME para alcanzar
la misma velocidad de conduccio´n con el mismo coeficiente de difusio´n que para
un taman˜o de elemento lineal de h = 0,01 cm (para este taman˜o de elemento no
existen oscilaciones espu´reas en el frente de despolarizacio´n). El segundo ejemplo
consistio´ en una prueba de escalabilidad considerando la propagacio´n en un parale-
lep´ıpedo aniso´tropo. En el tercer y u´ltimo ejemplo se considera la propagacio´n en un
corazo´n humano normal (empleando el modelo io´nico de ten Tusscher) en el que se
compara el rendimiento de la formulacio´n de elementos inmersos contra elementos
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finitos esta´ndar (trilineales).
Pruebas de precisio´n
Se consideraron dos casos, uno bidimensional y otro tridimensional. Para el ca-
so bidimensional se considero´ un recta´ngulo de 5,5 × 5,5 cm2 de tejido card´ıaco
orto´tropo, mientras que para el caso tridimensional se considero´ un paralelep´ıpedo
de 5,5 × 5,5 × 2,0 cm3 de tejido card´ıaco transversalmente iso´tropo. Para ambos
casos se determino´ el coeficiente difusivo necesario para obtener una velocidad de
conduccio´n VL = 69,0 [cm/seg] en la direccio´n longitudinal y VT = 48,0 [cm/seg] en
la direccio´n transversal [115].
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Figura 5.10: Coeficiente de difusio´n en sentido longitudinal para diferentes taman˜os
de malla y diferentes tipos de elementos bidimensionales y tridimensionales. El coe-
ficiente corresponde a la misma velocidad longitudinal y transversal.
La Figura 5.10 muestra los resultados obtenidos para ambas direcciones (longitu-
dinal y transversal), para los casos bidimensional y tridimensional. Como se puede
observar, para los elementos enriquecidos (con refinamiento, funciones burbuja, o
ambos), el coeficiente difusivo necesario para cualquier taman˜o de malla es menor
que para el elemento trilineal. Para el elemento con refinamiento enriquecido con
funcio´n burbuja, este resultado es particularmente remarcable, ya que incluso para
un taman˜o de malla de h = 0,05, el valor del coeficiente difusivo es pra´cticamente el
valor asinto´tico alcanzado con el elemento trilineal. En la direccio´n transversal ocurre
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tambie´n una situacio´n similar, el coeficiente difusivo efectivo para los elementos en-
riquecidos es siempre menor que para el elemento trilineal para el mismo taman˜o de
malla. Sin embargo, a medida que la malla se reduce de taman˜o, el coeficiente difusi-
vo en la direccio´n transversal para los elementos enriquecidos y el elemento trilineal
no converge al mismo valor asinto´tico como en el caso de la direccio´n longitudinal.
La razo´n para este comportamiento crea que se deba a un mayor acoplamiento entre
las dos direcciones de anisotrop´ıa debido al enriquecimiento del elemento. Es decir,
el enriquecimiento incrementa la precisio´n pero suaviza la anisotrop´ıa del tejido.
Esta situacio´n es aparentemente mayor para el modelo de Luo-Rudy para el que
las velocidades de conduccio´n son considerablemente menores a las del modelo de
tenTusscher. El Ape´ndice A resume las tablas con los valores nume´ricos obtenidos
para los diferentes casos analizados.
5.7.1. Escalabilidad del co´digo, curvas de rendimiento.
El me´todo de elementos finitos es dif´ıcil de paralelizar por la forma irregular
del dominio (malla), lo cual implica una no localidad de los datos, esto trae como
consecuencia una dif´ıcil tarea a la hora de balancear la carga de cada proceso.
Para poder ver el rendimiento y escalabilidad del co´digo, se ha tomado como
ejemplo un paralelep´ıpedo de 5,5×5,5×2,0 cm3 de tejido cardiaco, el cual se ha dis-
cretizado con un taman˜o de malla de h = 0,05 cm con un total de 484000 elementos
y 505161 nodos. El modelo io´nico empleado fue el de ten Tusscher con optimizacio´n
temporal. Para resolver el sistema de ecuaciones se empleo´ el me´todo de gradiente
conjugado implementado en las librer´ıas PSBLAS con precondicionado ILU. Para
calcular el tiempo de una iteracio´n se han toma como base 10000 iteraciones, en el
tiempo total se ha contabilizado el tiempo de lectura de datos, particio´n de domi-
nios, ensamblado del sistema y descomposicio´n ILU para el precondicionado. En el
ca´lculo del Iion se ha usado la optimizacio´n temporal sugerida por [116] y descrita
en el Cap´ıtulo 4.
La Tabla 5.2 muestra el tiempo de CPU empleado en el ca´lculo para cuatro
tipos de elementos hexae´dricos, i.e., elemento trilineal esta´ndar, elemento trilineal
enriquecido con burbuja, macroelemento hexae´drico con subelementos trilineales, y
macroelemento hexae´drico con subelementos trilineales enriquecidos con burbuja.
Como es de esperarse, los elementos inmersos consumen un importante tiempo de
CPU debido a las operaciones propias del elemento (recuperacio´n de grados de li-
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bertad internos y condensacio´n esta´tica). Sin embargo, a pesar de estar resolviendo
un mayor nu´mero de grados de libertad (15 veces ma´s entre el macroelemento en-
riquecido con burbuja y el trilineal esta´ndar), el tiempo empleado en la solucio´n
del sistema de ecuaciones es pra´cticamente el mismo en todos los casos, gracias a
la condensacio´n esta´tica. Esto se traduce en que el tiempo efectivo por grado de
libertad se reduce para los macroelementos a medida que incrementa el nu´mero de
procesos.
Elemento
Tiempos Procesos
[seg] 4 8 16
Hexaedro Iion 0,0798 0,041 0,021
Lineal Sist. Ecu. 0,172 0,125 0,082
505161 GDL
Total 0,263 0,169 0,107
tGDL 5,203 · 10−7 3,358 · 10−7 2,118 · 10−7
Hexaedro Iion 0,137 0,069 0,041
Lineal con Sist. Ecu. 0,181 0,151 0,079
Burbuja Op. ME 0,197 0,113 0,061
989161 GDL
Total 0,523 0,337 0,184
tGDL 0,528 · 10−6 0,341 · 10−6 0,186 · 10−6
Macroelemento Iion 0,551 0,277 0,142
con elementos Sist. Ecu. 0,188 0,138 0,082
trilineales Op. ME 0,390 0,238 0,143
4377161 GDL
Total 1,154 0,669 0,374
tGDL 0,264 · 10−6 0,15277 · 10−6 0,855 · 10−7
Macroelemento Iion 0,955 0,478 0,236
con elementos Sist. Ecu. 0,239 0,182 0,107
trilineales y Op. ME 0,709 0,447 0,258
burbuja Total 1,945 1,134 0,621
7765161 GDL tGDL 0,250 · 10−6 0,146 · 10−6 0,799 · 10−7
Tabla 5.2: Tiempo de CPU para diferentes elementos para diferente nu´mero de
procesos.
La Figura 5.11 muestra los resultados de la Tabla 5.2 en te´rminos de aceleracio´n
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del ca´lculo a medida que se incrementa el nu´mero de procesos. El ca´lculo e la co-
rriente io´nica, Iion, es pra´cticamente lineal en todos los casos, mientras que lo ma´s
costoso resulta siempre la solucio´n del sistema de ecuaciones donde la escalabilidad
resulta ma´s afectada, sin embargo, a medida que mejoren las librer´ıas del solver,
estos resultados tambie´n lo hara´n. Note sin embargo, que la aceleracio´n del co´digo
es mayor cuando se utilizan los elementos enriquecidos y ME que cuando se emplean
el elemento trilineal. Esto se debe a que el costo relativo de resolver el sistema de
ecuaciones con los elementos enriquecidos y ME es cada vez menor, tal y como se
muestra en la Tabla 5.3. Esto tambie´n indica que una mayor optimizacio´n de las
operaciones elementales se traducir´ıa en una mejora de la escalabilidad del co´digo.
5 10 150
1
2
3
4
5
Procesos
Ac
ele
rac
ión
 
 
Iion
Sist. Ecu.
Total
5 10 150
1
2
3
4
5
Procesos
Ac
ele
rac
ión
 
 Iion
Sist. Ecu.
Op. ME
Total
5 10 150
1
2
3
4
5
Procesos
Ac
ele
rac
ión
 
 Iion
Sist. Ecu.
Op. ME
Total
5 10 150
1
2
3
4
5
Procesos
Ac
ele
rac
ión
 
 
Iion
Sist. Ecu.
Op. ME
Total
Elemento con BurbujaElemento Lineal
Macroelemento con subelementos trilineales con BurbujaMacroelemento con subelementos trilineales
Figura 5.11: Curvas de aceleracio´n del co´digo para diferentes tipos de elementos.
Para poder apreciar la escalabilidad que poseen los ME desarrollados en esta
tesis, se ha ejecutado un ejemplo con un corazo´n humano voxelizado con 1289000
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Porcentaje de tiempo
Procesos
Elemento GDL 4 8 16
Lineal 505161 65.58 73.62 77.06
Burbuja 989161 34.61 44.66 42.87
MEL 4377161 16.25 20.62 21.81
MEB 7765161 12.27 16.07 17.21
Tabla 5.3: Porcentaje de tiempo consumido por el solver en una iteracio´n, para
los distintos tipos de elementos, para un paralelep´ıpedo de 5,5 x 5,5 x 2,0 cm3 de
h = 0,05 cm.
elementos y 1434129 nodos, usando elementos hexae´dricos lineales, elementos he-
xae´drico con burbuja, ME hexae´drico con subelementos trilineales y ME hexae´dricos
con subelementos trilineales con burbuja. En todos los casos se usaron 32 procesos
en el Cluster ALTIX XE 130, el cual esta´ compuesto por 4 “Dual Intel Xeon 5355
Quad Core con 16 Gb RAM y 500 Gb de disco duro”, adema´s el Cluster tiene un
nodo master con las siguiente caracter´ısticas Xeon 5150 Dual Core 2.66GHz, 4 Gb
RAM y 500 Gb de disco duro. Todos estos nodos esta´n conectados con una red
Infiniband. En este caso para calcular el tiempo de una iteracio´n se toma como base
60000 iteraciones.
Lineal Burbuja ME lineal ME con burbuja
GDL 1434129 2723159 11746369 20769579
Iion [seg] 0,029 0,057 0,206 0,360
Sist.Ecu. [seg] 0,241 0,219 0,229 0,232
Op.ME [seg] 0,117 0,308 0,526
Total [seg] 0,277 0,400 0,769 1,160
tGDL [seg] 1,93× 10−7 1,47× 10−7 6,54× 10−8 5,58× 10−8
Tabla 5.4: Corazo´n Voxelizado. (GDL: grados de libertad, Op. ME: operaciones en
el macro elemento.)
La Tabla 5.4 muestra los resultados de la simulacio´n del corazo´n humano. Al
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igual que para el caso del paralelep´ıpedo, el tiempo por iteracio´n se incrementa por
iteracio´n para los elementos enriquecidos y ME debido a las operaciones elementales,
a razo´n de 4:1 para el ME con subelementos trilineales con burbuja con respecto
al elemento trilineal. Sin embargo, la razo´n del nu´mero de grados de libertad entre
estos dos tipos de elementos es de 14:1, lo cual indica un incremento sustancial en
la eficiencia del ca´lculo. Siendo ma´s expl´ıcito, la u´ltima fila de la Tabla 5.4 indica
el tiempo promedio por grado de libertad del modelo. De esta manera se observa
que, el ME enriquecido con burbuja es aproximadamente 1,93×10
−7
5,58×10−8
= 3,46 veces
ma´s ra´pido que el elemento trilineal, el ME con subelementos trilineales (ME lineal)
es aproximadamente 1,93×10
−7
6,54×10−8
= 2,95 veces ma´s ra´pido que el elemento trilineal y
elemento con burbuja es aproximadamente 1,93×10
−7
1,47×10−7
= 1,32 veces ma´s ra´pido que el
elemento trilineal. Estos cocientes que se han sacado son como mı´nimo los factores de
multiplicacio´n del tiempo de ca´lculo si se usase un elemento lineal para los mismos
grados de libertad, es decir que el co´digo escala linealmente.
CAP´ITULO 6
Simulacio´n de un tejido isque´mico tridimensional utilizando el
modelo de Luo-Rudy II.
En este cap´ıtulo estudiaremos un tejido tridimensional con isquemia aguda regio-
nal utilizando el modelo de Luo-Rudy II (Para ma´s detalles sobre el modelo io´nico
ver Ape´ndice D). La isquemia aguda regional es el mayor causante de arritmias
y fibrilacio´n ventriculares que pueden dar lugar a muerte su´bita. En las secciones
siguientes se estudia la vulnerabilidad a la reentrada del tejido cardiaco bajo condi-
ciones de isquemia aguda regional, considerando la influencia de:
A´ngulo de imbricacio´n de las fibras musculares.
Ubicacio´n de la zona isque´mica.
Taman˜o de la zona isque´mica
6.1. Introduccio´n
La taquicardia y la fibrilacio´n ventricular esta´n entre las principales causas de
muerte su´bita [97]. A pesar de que las arritmias pueden estar asociadas a diferentes
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condiciones cl´ınicas, la isquemia es uno de sus principales causantes. Durante la
isquemia, la interrupcio´n del flujo sangu´ıneo tiene como consecuencia una reduccio´n
en los niveles de ox´ıgeno y sustratos metabo´licos. Adema´s, origina un de´ficit en el
drenaje venoso y linfa´tico de los metabolitos to´xicos que se acumulan en el espacio
extracelular, produciendo un deterioro progresivo de la actividad ele´ctrica y una
perdida de la funcio´n [67].
Los cambios metabo´licos producidos durante la isquemia son principalmente la
hipoxia, aumento de la concentracio´n de K+ extracelular (hiperkalemia), aumento
de las concentraciones de Na+, y Ca2+ intracelular, disminucio´n de la concentracio´n
de Na+ extracelular, reduccio´n de ATP intracelular, aumento de ADP libre intra-
celular y la acidosis [15, 94]. Adema´s, debido a la difusio´n, durante la isquemia el
tejido se estratifica dando al tejido cardiaco un alto grado de heterogeneidad. En un
corazo´n con isquemia aguda regional se distinguen tres zonas. Una zona isque´mica
central (ZC), una zona normal (ZN) en la que el tejido no ha sido afectado por la
lesio´n, y situada entre ellas una zona de borde (ZB) [64, 24]. Estas heterogeneidades
no son so´lo superficiales sino tambie´n transmurales, esto es, a trave´s del espesor del
miocardio. Desde un punto de vista electrofisiolo´gico, estos cambios implican altera-
ciones en la forma del potencial de accio´n debido, en parte, al efecto de los canales
de K+ sensibles a ATP, IK(ATP ) [35]. Estos cambios en la biof´ısica de la ce´lula no
solo alteran la morfolog´ıa del potencial de accio´n (acortan la duracio´n, reducen la
velocidad de depolarizacio´n y el ma´ximo del potencial de accio´n), sino que tambie´n
reducen la excitabilidad del tejido, reducen la velocidades de conduccio´n y alteran
el per´ıodo refractario entre otros. Todos estos factores favorecen enormemente las
arritmias y la aparicio´n de fibrilacio´n [64, 36, 119].
Debido a que las mediciones directas de la actividad ele´ctrica son complicadas
y en muchos casos esta´n limitadas a la actividad superficial, acoplar estudios expe-
rimentales a modelos nume´ricos resulta una alternativa atractiva. En este sentido,
las simulaciones nume´ricas permiten obtener informacio´n de la actividad ele´ctrica
no solo en la superficie, pero tambie´n en el interior del miocardio, ayudando a me-
jorar a entender la relacio´n entre los diferentes para´metros del problema[94]. De
aqu´ı la necesidad de desarrollar algoritmos eficientes para la solucio´n del problema
de electrofisiolog´ıa cardiaca.
Para la isquemia cardiaca, los modelos nume´ricos han permitido analizar las
anomal´ıas isque´micas en el comportamiento electrofisiolo´gico del corazo´n [119, 36].
Sin embargo, la mayor parte de estas simulaciones han sido realizadas en 2D [36,
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119] o simulaciones 3D en un corazo´n con isquemia total [93]. En este cap´ıtulo,
como ejemplo de aplicacio´n de la metodolog´ıa nume´rica desarrollada, se estudiara´ el
mecanismo de reentrada en una preparacio´n tridimensional de tejido cardiaco de
cobaya sujeto a isquemia aguda regional. El modelo io´nico empleado en el estudio es
el de Luo-Rudy fase II. Se investigara´ el efecto de la localizacio´n y taman˜o de la zona
isque´mica, as´ı como de la orientacio´n de las fibras musculares sobre los patrones de
reentrada y la ventana vulnerable del tejido (rango de tiempo dentro del cual una
excitacio´n ecto´pica puede causar una reentrada en el tejido isque´mico).
6.2. Materiales y Me´todos
6.2.1. Modelo Matema´tico
El comportamiento electrofisiolo´gico del tejido se ha simulado empleando el mo-
delo monodominio [46].
∇(D∇V ) = CmVt + Iion + Istm (6.1)
donde V es el potencial, D es el tensor de conductividad, Cm es la capacidad de
membrana, Iion, es la corriente io´nica, e Istm, es la corriente de est´ımulo. La ecuacio´n
(6.1) tiene como condicio´n de contorno
n · (D∇V ) = 0 (6.2)
la cual implica flujo cero.
El modelo io´nico de la ce´lula vienen dado por la dina´mica de Luo-Rudy fase II
[77, 30] con la formulacio´n de la corriente IK(ATP ) propuesta por Ferrero et al., [35].
6.2.2. Modelo de isquemia aguda regional
En la Figura 6.1 se esquematiza la estructura electrofisiolo´gica del tejido, en la
cual se pueden apreciar las distintas zonas. El taman˜o de cada zona, los valores de
los para´metros isque´micos y el gradiente espacial de los mismos han sido tomados
de datos experimentales [23] y adaptado de otras investigaciones nume´ricas [36]. La
situacio´n descrita en la Figura 6.1 corresponde al minuto ocho tras la oclusio´n de
la arteria coronaria. El tejido modelado esta´ compuesto por una zona normal (ZN),
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Figura 6.1: Representacio´n tridimensional de las zonas isque´micas, zona isque´mica
central (ZC), zona de borde (ZB) y zona normal (ZN) y los taman˜os y localizacio´n
de las mismas.
una zona de transicio´n (ZB) que conecta la zona normal con la zona central (ZC) y
una zona delgada lavada por la sangre sobre el endocardio.
La hiperkalemia fue modelada mediante el incremento de la concentracio´n de
potasio extracelular, [K+]o, desde el valor normal de 4,5 mmol/L en la ZN hasta
12,5 mmol/L en la ZC [128] a trave´s de una zona de transicio´n de 10 mm en la
cual la variacio´n de dicha concentracio´n es lineal [23]. El efecto de la acidosis fue
tomado en cuenta mediante una reduccio´n en las corrientes de sodio, INa, y de
calcio, ICaL, a trave´s de un factor de escalado de la conductancia ma´xima del canal.
Este factor parte de la unidad en la ZN y disminuye linealmente (en un espesor
de 5 mm) hasta llegar a 0,8625 en la ZC [135, 60]. Para reproducir la hipoxia se
activaron parcialmente los canales de la corriente de potasio sensible al ATP, IKATP ,
disminuyendo linealmente los niveles de ATP intracelular de 6,8 mmol/L en la ZN
a 4,6 mmol/L en la ZC, en 1 mm de espesor, y aumentando el ADP intracelular de
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(c) Caso 3: ZC de radio
12.5 mm, localizada sobre
el epicardio.
Figura 6.2: Morfolog´ıa de la zona isque´mica.
15 µ mol/L en la ZN a 99 µmol/L en la ZC [126, 127]
6.2.3. Morfolog´ıa de la zona Isque´mica
La morfolog´ıa de la zona isque´mica esta representada por tres zonas geome´tricas
bien diferenciadas, estas son la zona isque´mica central (ZC), la zona de borde (ZB)
y la zona normal (ZN). Los taman˜os de dichas zonas dependen del momento trans-
currido tras la oclusio´n. Las cotas gene´ricas que definen la localizacio´n y taman˜o de
cada una de estas zonas esta´n esquematizadas en la Figura 6.1, y los valores nume´ri-
cos esta´n listados en la Tabla 6.1. La Figura 6.2 representa un corte transversal del
paralelep´ıpedo de los tres casos tratados en este cap´ıtulo. En el caso 1 se considera
una ZC de 10 mm de radio centrada en el mid miocardio, en el caso 2 se considera
una ZC del mismo taman˜o que en el caso 1 pero centrada en el epicardio, y el caso
3 contempla una ZC de 12.5mm de radio centrada en el epicardio.
6.2.4. Modelo nume´rico
El dominio de ca´lculo es una regio´n aniso´tropa de miocardio de 55 × 55 × 20
mm3 sujeta a isquemia aguda regional (ver Figura 6.1). La orientacio´n de las fibras
musculares var´ıa linealmente desde el epicardio (−60◦) al endocardio (+60◦) con un
a´ngulo de imbricacio´n que puede tambie´n variar linealmente desde 0◦ en el epicardio
a 10◦ en el endocardio. El centro de la zona isque´mica esta´ ubicada en Zc, y la zona
de lavado, tejido que no esta´ afectado por la isquemia por estar en contacto con la
sangre, tiene un espesor Zw. La Figura 6.3 muestra el dominio computacional para
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Caso Dim dCZ dBZ dNH dNZ ZC ZW
[mm] [mm] [mm] [mm] [mm] [mm]
0 2D 20.0 30.0 38.0 40.0 — —
1 20.0 30.0 38.0 40.0 10.0 2.0
2 3D 20.0 30.0 38.0 40.0 20.0 2.0
3 25.0 35.0 43.0 45.0 20.0 2.0
Tabla 6.1: Posicio´n del centro y taman˜o de la zona isque´mica, de los casos de isquemia
aguda regional considerados.
el caso 2, en donde se puede ver la zona isque´mica y la orientacio´n de las fibras a
trave´s del miocardio.
La ecuacio´n (6.1) fue resuelta por medio del me´todo de los elementos finitos
usando particio´n del operador con elementos trilineales. Las ecuaciones diferenciales
ordinarias que definen el te´rmino reactivo han sido integradas empleando el algorit-
mo de Rush y Larsen [98], con un paso temporal de 0,02 ms, siendo este necesario
para asegurar la estabilidad de las EDO, mientras que el te´rmino difusivo se integra
con un me´todo de Euler impl´ıcito. El tejido fue dividido en 980000 elementos he-
xae´dricos cu´bicos de 400 µm de taman˜o y 1013931 nodos. La orientacio´n de la fibra
se define en el centroide del elemento, y se supone constante en el mismo. El tensor
de conductividades es ajustado de tal manera que la velocidad en la direccio´n de
las fibras es de 40 cm/seg y en la direccio´n transversal en la ZN es de 12 cm/seg
aproximadamente [19].
El tejido fue estimulado de acuerdo a un protocolo S1-S2 que consiste en dos
pulsos rectangulares de 2 ms de duracio´n y de una amplitud del doble del umbral
diasto´lico aplicados en el plano yz (ver Figura 6.1). El primero se aplica a 75 ms de
iniciada la simulacio´n (para permitir la estabilizacio´n del modelo) y el segundo pulso,
se aplica con un intervalo de acoplamiento (IA) variable. La ventana vulnerable (VV)
se compone de aquellos IAs que dan lugar a actividad reentrante.
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Figura 6.3: Dominio computacional, usado en el ca´lculo. La figura detalla la zona
isque´mica y la direccio´n de las fibras musculares, en endocardio, midmiocardio y
epicardio.
6.3. Resultados y conclusiones
Primero se compararon los resultados obtenidos con un modelo bidimensional
orto´tropo y los obtenidos con un modelo tridimensional sin imbricacio´n de fibras
(plano medio del modelo). Para ello se midio´ la velocidad de conduccio´n en las tres
zonas isque´micas. Como se puede ver en la Tabla 6.2, no hay una diferencia signi-
ficativa en la velocidad de conduccio´n en las diferentes zonas entre ambos modelos.
No´tese sin embargo como el incremento de la corriente difusiva incrementa la ve-
locidad de conduccio´n en la zona normal y a la reduccio´n de la misma en la zona
de borde y zona isque´mica, con respecto a los resultados obtenidos en simulaciones
bidimensionales. Este resultado para la ZC es esperable debido a que una mayor
corriente difusiva en la direccio´n ortogonal a las fibras, reduce la energ´ıa disponible
de la ce´lula en la direccio´n de propagacio´n.
Adicionalmente al caso de imbricacio´n nula, se analizaron los casos para a´ngulos
de imbricacio´n de 2◦, 4◦, 6◦, 8◦ y 10◦, tomando los datos del plano medio como en
el caso de a´ngulo de imbricacio´n 0◦. Para los diferentes casos considerados, no se
observo´ una influencia apreciable del a´ngulo de imbricacio´n sobre la velocidad de
conduccio´n en las tres zonas isque´micas. Estos resultados indican que la imbricacio´n
de las fibras en el plano transmural no tiene una influencia significativa sobre la
velocidad del frente de onda.
El efecto de la arquitectura muscular resulta ma´s evidente sobre los patrones de
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Velocidad [cm/seg]
ZN ZB ZC
2D 39.1 47.7 22.2
3D 39.6 46.5 21.5
Tabla 6.2: Velocidad en las diferentes zonas para el caso 2D y los casos 3D
propagacio´n. En la Figura 6.4 se han representado los resultados obtenidos en el
tejido bidimensional orto´tropo, as´ı como los resultados en el tejido tridimensional
con un a´ngulo de imbricacio´n de 0◦ y para dos zonas isque´micas, una centrada en el
espesor del paralelep´ıpedo y otra centrada sobre la superficie del epicardio. Para el
caso de la zona isque´mica centrada en el espesor del paralelep´ıpedo, se han repre-
sentado los planos correspondientes al epicardio, endocardio y plano medio. Para la
zona isque´mica centrada en la superficie del epicardio, los planos corresponden al
plano medio y al plano donde ocurre la reentrada.
Los resultados de la figura reflejan claramente el efecto de la orientacio´n de fibras
sobre el patro´n de propagacio´n, as´ı como el plano en el que tiene lugar la reentrada.
Para el caso de la zona isque´mica centrada en el medio del espesor, el plano de reen-
trada es el plano medio, y los patrones de depolarizacio´n se corresponden con los del
caso bidimensional hasta el momento en que ocurre la reentrada, en el que el patro´n
para el caso 3D dejar de ser sime´trico Esto se debe a la interaccio´n de otras capas
de tejido con diferente orientacio´n de fibras. Sin embargo, tal y como se muestra
en la Tabla 6.3, la ventana vulnerable no se ve significativamente afectada con res-
pecto al caso bidimensional. Cabe destacar tambie´n que los patrones de reentradas
observados fueron siempre figuras de ocho, tal y como se muestran en la Figura 6.4,
coincidiendo con observaciones experimentales [64]. Con esto podemos concluir que
para este caso la anisotrop´ıa del tejido no tiene una influencia significativa sobre la
vulnerabilidad del tejido ni sobre los patrones de reentradas obtenidos.
La existencia de actividad reentrante dentro de la pared mioca´rdica invisible
desde el epicardio ha sido observada en diversos estudios experimentales en los que se
ha monitorizado la actividad en el midmiocardio utilizando electrodos transmurales.
Por ejemplo, Janse y colaboradores [63] encontraron en corazones de cerdo sujetos a
isquemia aguda regional actividad reentrante en un plano medio midmioca´rdico que
no era visible desde el epicardio (ver Figura 12 de la referencia [63]). En el epicardio,
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t 2D 3D ZW = 1 [cm] 3D ZW = 2 [cm]
[ms] Endo Mid Epi P. Medio P. Reen.
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Figura 6.4: Potencial de accio´n a diferentes tiempos en un tejido 2D y 3D. En el tejido
3D que posee el centro de la zona isque´mica en el plano medio del paralelep´ıpedo
(ZC de 20 mm) la reentrada se produce en el plano medio (IA de 168 ms), en cambio
en el que tiene el centro de la zona isque´mica sobre el epicardio (ZC de 25 mm) la
reentrada se produce aproximadamente a 4 mm de la superficie del epicardio (IA de
187 ms).
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Caso 0 1 2 3
Dim 2D 3D
V V [ms] 24.0 25.0 19.0 24.0
Tabla 6.3: Ventana vulnerable para el caso 2D y los casos 3D con 0◦ de imbricacio´n
para los casos tratados.
la actividad reentrante emerg´ıa asemeja´ndose a actividad focal. De este modo, de
no ser por la observacio´n directa de la reentrada transmural, la actividad reentrante
podr´ıa confundirse con actividad focal.
De una manera similar, ten Tusscher y colaboradores demostraron, utilizando
un modelo de corazo´n humano 3D (no isque´mico), que el nu´mero real total de
filamentos (lugar geome´trico de los puntos singulares de un rotor) en un corazo´n con
actividad fibrilatoria es superior al de puntos singulares registrados en el epicardio
[117], significando esto que una parte de las reentradas no se observan desde el
epicardio
Las nuevas te´cnicas de mapeo o´ptico parcialmente transmural desarrollados en
los u´ltimos meses en la Universidad de Leeds [56, 137] podr´ıan evitar la invisibilidad
epica´rdica de las reentradas midmioca´rdicas, habida cuenta de que permiten obser-
var por me´todos o´pticos la actividad intramural con una profundidad de algunos
mil´ımetros.
El hecho de que los resultados para la zona isque´mica centrada sean tan similares
a los obtenidos en el caso 2D, se debe en parte a que la orientacio´n de las fibras en el
plano medio coincide con la direccio´n de propagacio´n del frente de excitacio´n (plano
de ma´xima velocidad de conduccio´n) y en donde las condiciones de conduccio´n
son bastante cercanas al caso orto´tropo (acoplamiento de´bil de la conduccio´n en
la direccio´n transmural). Cabe destacar tambie´n que a pesar de que los patrones
observados se corresponden con observacines experimentales, las figuras en ocho se
han observado en la superficie del epicardio y no transmural.
Para estudiar la posibilidad de aparicio´n de planos de reentrada en la superficie el
epicardio, se cambio´ la localizacio´n de la zona isque´mica a la superficie del epicardio.
Para este caso se obtuvo una ventana vulnerable menor a la obtenida en el caso
centrado (19 mseg, ver Tabla 6.3). Por otro lado, el plano de reentrada en este caso
no es el epicardial, sino que se encuentra desplazado 4 mm en la direccio´n transmural.
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Sin embargo, al igual que en el caso anterior, los patrones de reentrada encontrados
se correspond´ıan a figuras de ocho al igual que las observaciones experimentales. El
cambio en la ventana vulnerable se debe a un factor netamente geome´trico, porque
en este caso las tres zonas isque´micas tienen un factor extra que es la orientacio´n
de las fibras que en este caso es 60◦, lo cual dificulta la reentrada debido a la
pe´rdida en velocidad de conduccio´n en este plano en el que la zona isque´mica resulta
ahora demasiado grande para dar lugar a una reentrada. No´tese sin embargo, que
a medida que nos movemos en la direccio´n transmural, la velocidad de conduccio´n
se incrementa al igual que se reduce el taman˜o de la zona isque´mica, favoreciendo
as´ı las condiciones para que se de lugar una reentrada. En los caso analizados,
el plano de reentrada se ubico´ entre 2 y 4 mm de la superficie del epicardio. El
u´ltimo caso mostrado en la Tabla 6.3 corresponde a una zona isque´mica centrada
en el epicardio pero de mayor taman˜o. En este caso se ha tomado una ZC de 25
mm, manteniendo la zona de borde de 10 mm como en los casos anteriores. Los
resultados obtenidos muestran una ventana vulnerable mayor que para el caso de
correspondiente a una zona isque´mica con ZC de 20 mm. Sin embargo, el plano de
reentrada se encontro´ nuevamente transmuralmente, entre 2 o 3 mm de la superficie
del epicardio. Cabe destacar que el l´ımite inferior que define la ventana vulnerable
resulto´ el mismo para todos los casos analizados (167 ms) y resulto´ independiente
del a´ngulo de imbricacio´n de la fibras en el tejido.
Las observaciones experimentales corroboran las figuras de ocho obtenidas en las
simulaciones. Sin embargo, en los casos analizados, la reentrada siempre ocurrio´ en
planos sub-epicardiales. Aparte de las razones geome´tricas esgrimidas en el pa´rrafo
anterior que explican los patrones obtenidos, esta´ el hecho de no haber considera-
do heterogeneidad transmural en lo referente al tipo de ce´lula cardiaca (Epicardial,
tipo M, o Endocardial). El considerar diferentes tipos de ce´lula introduce una he-
terogeneidad en la repolarizacio´n del tejido y en el per´ıodo refractario, incluso en
condiciones no patolo´gicas, que afectan significativamente los patrones de actividad
reentrante. En el cap´ıtulo siguiente se estudia el efecto de la heterogeneidad sobre
un corazo´n humano bajo condiciones normales y patolo´gicas y donde se da respuesta
a alguna de estas inquietudes.
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CAP´ITULO 7
Corazo´n humano en condiciones normales y patolo´gicas
7.1. Descripcio´n del modelo
En esta seccio´n se presenta la metodolog´ıa que se uso´ para generar el modelo de
ca´lculo del corazo´n. La geometr´ıa y la direccio´n de las fibras se definieron a partir
de ima´genes de resonancia magne´tica de tensor de difusio´n (DTMRI) ya que e´sta
permite obtener la estructura interna del mu´sculo cardiaco [122]. La heterogeneidad
transmural fue hipotetizada de acuerdo a los trabajos de Antzelevitch y coloborado-
res [104, 134, 76, 6]. Los puntos de est´ımulo fueron extra´ıdos del trabajo de Durrer
[42] y los puntos en donde se toma el ECG son los puntos precordiales esta´ndar
propuestos por Wilson.
7.1.1. Geometr´ıa
La geometr´ıa se extrajo directamente de ima´genes de MRI que corresponden a un
corazo´n humano adquiridas en la universidad de John Hopkins [54]. La resolucio´n de
las ima´genes corresponde a una discretizacio´n de 256×256×144 celdas (“voxels”) con
un taman˜o de 0,4297×0,4297×1,0 mm3, lo cual resulta suficiente para la realizacio´n
de la segmentacio´n y extraccio´n de informacio´n anato´mica. La geometr´ıa es extra´ıda
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directamente de la imagen de MRI mediante la segmentacio´n del miocardio. Para la
segmentacio´n se emplearon me´todos cla´sicos de valor umbral de contraste junto a
segmentacio´n manual para separar elementos anato´micos no deseados (por ejemplo,
mu´sculos papilares y va´lvulas). Los ficheros resultantes de esta segmentacio´n son
cuatro ficheros en formato “VTK”. El primero contiene unos y ceros, los cuales nos
indican si el voxel correspondiente tiene tejido o no; los otros 3 ficheros contienen
las direcciones de las fibras, y cada uno de ellos contiene una componente del vector.
Estos archivos contienen una cabecera comu´n con la cantidad de celdas que contiene
la malla y el espaciado en X, Y , Z.
Luego de la segmentacio´n, se regularizo´ la malla generando nuevas celdas cu´bicas.
Se generaron mallas con un taman˜o de 0,5×0,5×0,5× mm3 , de 0,4×0,4×0,4 mm3
y de 0,3×0,3×0,3 mm3 . Esta operacio´n se realizo´ calculando en cada momento las
coordenadas del centro geome´trico de cada celda, el cual heredaba las propiedades
correspondientes a la celda de la segmentacio´n original.
7.1.2. Fibras
La microestructura del miocardio desempen˜a un papel fundamental en la funcio´n
meca´nica y ele´ctrica de los ventr´ıculos. Los patrones de activacio´n ele´ctrica dependen
de la distribucio´n espacial de las fibras [92, 113]. La direccio´n de las fibras fue
obtenida usando la imagen del tensor de difusio´n de resonancia magne´tica conocido
como DTMRI (Diffusion Tensor Magnetic Resonance Imaging). El DTMRI permite
cuantificar el grado de anisotrop´ıa de los protones de agua en los tejidos. Este tipo
de imagen me´dica realiza una medida de la difusio´n de las mole´culas de agua en los
tejidos al aplicar un gradiente de campo ele´ctrico. La medida de la difusio´n es un
tensor de segundo orden (3× 3) sime´trico y semidefinido positivo. Los tres vectores
propios asociados a los valores propios del tensor de difusio´n nos dan la direccio´n de
la fibra (valor propio ma´ximo), el a´ngulo de la la´mina, y un vector perpendicular a
ambos.
De los datos obtenidos de [54] solo se dispone del valor del autovector principal,
esto es la direccio´n de la fibra, y por ende el corazo´n es considerado transversalmente
iso´tropo con respecto a la fibra. En la Figura 7.1 y 7.2 se puede ver la orientacio´n
de las fibras en la superficie y la orientacio´n de la componente z de la direccio´n de
la fibra. Adema´s en al Figura 7.3 se puede ver el trazado tridimensional de la fibra,
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donde se aprecia la estructura de doble he´lice 1.
La variacio´n transmural del a´ngulo de inclinacio´n en la direccio´n de las fibras
var´ıa de aproximadamente −60◦ sobre el epicardio a +40◦, +60◦ sobre el endocardio
[54].
Figura 7.1: Vista tridimensional de la orientacio´n de las fibras en la superficie.
7.1.3. Heterogeneidad
Hace unos 20 an˜os se pensaba que el miocardio ventricular era homoge´neo con
respecto a sus propiedades ele´ctricas y respecto a la sensibilidad a las drogas. Di-
1http://www.ccbm.jhu.edu/research/dSets.php
Circunferencial
Axial
Circunferencial
Axial
Figura 7.2: El a´rea coloreada muestran la componente Z del Vector Propio corres-
pondiente a la direccio´n principal (direccio´n de la fibra).
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Figura 7.3: Vista tridimensional de las fibras en ambos ventr´ıculos. Imagen tomadada
de la pagina de Patric Helm.
ferentes estudios han demostrado que el miocardio ventricular esta´ compuesto elec-
trofisiolo´gicamente de tres distintos tipos de ce´lulas: epicardial, M y endocardial [7]
Estas ce´lulas posen diferencias en la morfolog´ıa de su potencial de accio´n, en espe-
cial en la forma marcada de espiga y domo presente en ce´lulas M y del epicardio, y
casi ausente de las ce´lulas de endocardio. Esta morfolog´ıa presente en la fase 1 del
potencial de accio´n es debida principalmente a la corriente transitoria de salida, Ito.
Esta diferencia regional ha sido demostrada en miocitos ventriculares de dife-
rentes especies animales (perros [76], gatos [44], conejos [31], ratas [18] y humanos
[129, 83]). Existen diferencias importante en la magnitud y en la forma de espiga y
domo causada por la Ito, entre el epicardio sobre el ventr´ıculo derecho e izquierdo
y las ce´lulas M. Las diferencias transmurales e interventriculares de la Ito crean un
gradiente transmural, el cual se cree es responsable de la onda J en el ECG. La forma
caracter´ıstica de espiga y domo del potencial se ha validado de manera experimen-
tal utilizando la te´cnica de fijacio´n de potencial dina´mico, que permite inyectar una
corriente simulada (Ito) bajo diferentes valores de voltaje fijo, en miocitos dializados
de ventr´ıculos caninos [110].
Las ce´lulas M se pueden distinguir de otros tipos de ce´lula debido a que pre-
sentan una corriente rectificadora lenta corta y retardada, IKs, una fuerte corriente
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transitoria de salida, Ito, y una corriente electroge´nica relativamente grande del in-
tercambiador Sodio-Calcio, INaCa.
La ra´pida activacio´n del rectificador retardado, IKr y las corrientes rectificadoras
de entrada, IK1 son similares en los tres tipos de ce´lulas. Estas diferencias io´nicas
son responsables del alargamiento de APD y de la gran rapidez en la elevacio´n del
potencial.
Las caracter´ısticas histolo´gicas de las ce´lulas M son similares a las epica´rdicas y
las endoca´rdicas, pero su electrofisiolog´ıa y su comportamiento farmacolo´gico apa-
rece como un h´ıbrido entre ce´lulas de Purkinje y ventriculares [6]. Sin embargo, a
diferencia de las fibras de Purkinje, e´stas no se encuentran en paquetes discretos. La
ce´lulas M que presenta los potenciales de accio´n de ma´s larga duracio´n esta´n loca-
lizadas en lo profundo de la pared anterior entre sub-endocardio y mid-miocardio,
inmersas entre el sub-endocardio y el mid-miocardio en la pared lateral y a trave´s
de toda la pared en el tracto de flujo de salida del ventr´ıculo derecho. Las ce´lu-
las M tambie´n esta´n presentes en los mu´sculos papilares, trabe´cula y en el septum
interventricular. [5].
7.1.4. Puntos de est´ımulo
Es muy importante conocer la distribucio´n espacial y el tiempo de la excitacio´n
del endocardio para entender y obtener un complejo QRS correcto de un corazo´n
sin patolog´ıa. Adema´s es importante para poder estudiar la taquicardia y fibrilacio´n
ventricular.
En este trabajo nos basamos en los trabajos de Durrer et al. [42], para determi-
nar la localizacio´n o´ptima de los puntos de est´ımulo. Segu´n este trabajo, al inicio
del latido se estimulan tres zonas endocardiales sobre el ventr´ıculo izquierdo, esti-
mula´ndose e´stas de manera s´ıncrona dentro de la ventana de 0 a 5 ms despue´s del
inicio de la actividad ele´ctrica en dicho ventr´ıculo. Estas a´reas van aumentando en
taman˜o ra´pidamente durante los pro´ximos 5 a 10 ms y confluyen entre los 15 y 20
ms. Estas zonas son:
1. un a´rea proximal en la zona paraseptal anterior, justo debajo de la fijacio´n de
la va´lvula Mitral,
2. un a´rea central, en la pared del septum interventricular, sobre la superficie
izquierda,
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Figura 7.4: Figura tomada de [42], en el que se le han agregado los nu´meros para
identificar los puntos de activacio´n
3. un a´rea a un tercio de la distancia del a´pex a la base en posicio´n paraseptal
posterior.
4. un a´rea en la zona de insercio´n del mu´sculo papilar anterior.
Las u´ltimas partes del ventr´ıculo izquierdo que se activan son por lo general las
zonas posterobasal, la lateral media y la apical anterior. La activacio´n endoca´rdica
en el ventr´ıculo derecho empieza de 5 a 10 ms despue´s del inicio de la excitacio´n en el
ventr´ıculo izquierdo, cerca de la insercio´n del mu´sculo papilar anterior. La activacio´n
septal se inicia en el tercio medio de la parte izquierda del septo interventricular,
algo anterior, y en el tercio inferior en la unio´n del septo y la pared posterior. La
Figura 7.4, tomada de [42], esquematiza la secuencia de activacio´n con las zonas
anteriormente descritas, en la cual se han agregado los nu´meros que identifican la
localizacio´n aproximada de los puntos de activacio´n.
7.1.5. Derivaciones en electrocardiogra´ficas.
El corazo´n genera un campo ele´ctrico que, de forma aproximada, se puede repre-
sentar matema´ticamente por un vector (dipolo) con una magnitud y una direccio´n
Cap´ıtulo 7. Corazo´n humano en condiciones normales y patolo´gicas 135
que va cambiando a lo largo del ciclo card´ıaco. Para registrar las diferentes pro-
yecciones de este vector card´ıaco, se fijan al cuerpo varios electrodos en distintas
localizaciones, dando lugar a diferentes sen˜ales ele´ctricas conocidas como derivacio-
nes. Debido a que cada derivacio´n mide el potencial ele´ctrico del corazo´n entre dos
puntos desde direcciones distintas, las amplitudes, polaridades, tiempos y duraciones
de los distintos componentes del ECG var´ıan entre derivaciones, por lo que e´stas se
han normalizado. Las combinaciones de electrodos para formar el ECG esta´ndar de
12 derivaciones utilizado en cardiolog´ıa cl´ınica se describen en la Tabla 7.1
Tipo de derivacio´n Electrodos Definicio´n
I = LA− RA
Bipolares de extremidades LA, RA, LL, RL II = LL− RA
III = LL− LA
aV R = RA− LA+LL
2
Aumentadas LA, RA, LL, RL aV L = LA− LL+RA
2
aV F = LL− LA+RA
2
V1, V2
V1 = v1 − LA+RA+LL3
V2 = v2 − LA+RA+LL3
Unipolares precordiales V3, V4
V3 = v3 − LA+RA+LL3
V4 = v4 − LA+RA+LL3
V5, V6
V5 = v5 − LA+RA+LL3
V6 = v6 − LA+RA+LL3
Tabla 7.1: Definicio´n del ECG de 12 derivaciones
Las tres primeras derivaciones propuestas por Einthoven se conocen como deri-
vaciones bipolares I, II y III. E´stas se obtienen a partir de los potenciales del brazo
izquierdo (LA), brazo derecho (RA) y pierna izquierda (LL), y se forman por las
posibles combinaciones entre pares. La pierna derecha (RL) sirve como referencia
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de tensio´n. Las derivaciones unipolares aumentadas aVR, aVL y aVF propuestas
por Goldberger se forman a partir de los puntos anteriores (LA, RA y LL), pero la
tensio´n se mide entre una extremidad y el terminal central de Goldberger (CTg). El
CTg consiste en unir mediante resistencias las otras dos derivaciones de extremida-
des a un punto comu´n de modo que se obtiene un promedio de los dos potenciales.
Estas seis derivaciones miden la actividad ele´ctrica card´ıaca en el plano frontal.
Las derivaciones unipolares precordiales V1 a V6 propuestas por Wilson recogen
la actividad ele´ctrica card´ıaca en el plano transversal. En estas derivaciones la ten-
sio´n se mide entre seis posiciones en el pecho preestablecidas, V1 a V6, y el terminal
central de Wilson (CTw). El CTw se forma conectando los electrodos de las extre-
midades LA, RA y LL mediante resistencias iguales a un punto comu´n, de modo
que se obtiene un promedio de los tres potenciales. En la Figura 7.5 se muestra la
localizacio´n sobre el to´rax de los electrodos de las derivaciones precordiales, tambie´n
empleadas en este trabajo.
V1 V2
V3
V4 V5
V6
Línea
axilar
media
Línea
axilar
anterior
Línea
medio
clavicular
R
R
R
LA
LL
RA
Figura 7.5: Localizacio´n de los electrodos de las derivaciones precordiales.
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7.2. Corazo´n normal, estudio de heterogeneidad
7.2.1. Heterogeneidad, casos de estudio
La heterogeneidad de la pared mioca´rdica se ha cuantificado de manera experi-
mental por Drouin [29] utilizando microelectrodos en porciones de tejido ventricular
humano; la distribucio´n presentada muestra que el epicardio ocupa de manera apro-
ximada el 15% de la pared. Las ce´lulas del mid-miocardio se han encontrado distri-
buidas en bandas verticales (capas de mu´sculos discretas) en la pared lateral, detra´s
del sub-epicardio [104], y en la pared anterior en lo profundo del sub-endocardio de
corazones caninos [134]. Esta distribucio´n en bandas es tan dispar que pueden ocu-
par desde el 20% hasta el 70% del volumen total transmural de la pared cardiaca
[8]. En un estudio posterior, utilizando inmunoetiqueta de la prote´ına Conexin 43
para preparaciones de ventr´ıculos caninos, sugieren que aproximadamente el 20% de
la pared es ocupada por epicardio, el endocardio ocupa el 50% del a´rea y las ce´lu-
las M se redistribuyen entre estas dos capas no de forma muy uniforme [86]. Otro
estudio basado en me´todos o´pticos en el que se midio´ la duracio´n de la repolariza-
cio´n del potencial de accio´n, se utilizo´ para localizar topogra´ficamente las ce´lulas
M en porciones de pared ventricular de corazones caninos con s´ındrome de LQT
[1]. La distribucio´n muestra una configuracio´n de bandas con bordes redondeados o
tambie´n islotes dispersos de diferente taman˜o que comprometen toda la estructural
transmural de la pared.
En realidad, todav´ıa hoy no se sabe con certeza co´mo es la distribucio´n de las
ce´lulas M en la pared del miocardio, aunque s´ı se sabe que existen y que son muy
importantes en el feno´meno de repolarizacio´n ventricular. En el presente trabajo se
han definido diferentes distribuciones de tipos celulares siguiendo una distribucio´n
en capas [104, 134], a fin de estudiar su efecto sobre el patro´n de repolarizacio´n
ventricular. En la Tabla 7.2 y en la Figura 7.6 se muestra el disen˜o de la configuracio´n
en capas que se ha adoptado. Para lograr dichas configuracio´n se decapo´ el modelo
del corazo´n hasta obtener los porcentajes en volumen listados en la Tabla 7.2.
En el Caso 1 se extrajo una capa de endocardio con lo cual se alcanzo el 7% en
volumen. Luego se completaron varias capas de epicardio hasta completar el 22%
y por u´ltimo lo que queda es mid-miocardio. Para los dema´s casos se procedio´ de
manera ana´loga siempre desde las capas externas hacia las del mid-miocardio. De-
bido al procedimiento de decapado y la no uniformidad en espesor de las distintas
paredes del miocardio hay zonas en que quedan islotes de ce´lula M, dichos islotes se
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pueden observar en la Figura 7.6d.
Caso Endocardio% Mid Miocardio% Epicardio%
1 7 71 22
2 0 67.5 32.5
3 17 41 42
Tabla 7.2: Heterogeneidad celular transmural. Porcentaje en volumen de los diferen-
tes tipos de ce´lulas.
(a) Vista 3D con
cortes
(b) Caso 1 (c) Caso 2 (d) Caso 3
Figura 7.6: Heterogeneidad celular transmural. En los cortes se representa en color
el a´rea ocupada por endocardio, mid-miocardio y epicardio para cada caso, el corte
mostrado corresponde a una distancia de 81 mm desde el a´pex. Los porcentajes en
volumen de cada caso esta´n listados en la Tabla 7.2.
7.2.2. Protocolo de excitacio´n
En el modelo de corazo´n se han tomado tres zonas de est´ımulo sobre la pared del
endocardio en el ventr´ıculo izquierdo, y una cuarta zona sobre el ventr´ıculo derecho
(ver Figura 7.7 de acuerdo al trabajo de Durrer et al. [42]. Los puntos estimulados
pertenecen al endocardio y la cantidad de puntos estimulados es de aproximada-
mente 800 en ambos ventr´ıculos, 200 en cada zona. La corriente de est´ımulo en cada
punto fue de 60 mA y para hacer el estudio del ECG solo se aplico´ un solo est´ımulo
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Figura 7.7: Zonas de est´ımulo.
a los 0 ms en las zonas sobre el ventr´ıculo izquierdo y a los 15 ms sobre la zona del
ventr´ıculo derecho.
7.2.3. Estudio del pseudo ECG
De acuerdo con el modelo bidominio, en el miocardio coexisten dos zonas bien
diferenciadas: el dominio intracelular y el dominio extracelular, separados ambos
por la membrana celular, por lo que el miocardio puede considerarse como una
u´nica ce´lula por la cual se propaga tridimensionalmente el potencial de accio´n. De
esta manera, los resultados obtenidos con el modelo monodomino pueden aplicarse
para obtener de forma aproximada el campo de potenciales extracelular. Hay que
hacer una salvedad adicional: debido al hecho de que el volumen total ocupado por
el mu´sculo es mayor que el volumen intracelular de las fibras reales, el potencial
estracelular dado para una ce´lula debera´ multiplicarse por un factor de escala γ
menor que la unidad. El potencial extracelular sera´ entonces:
Ve(r) = − γ
4pi
σi
σe
∫
Ω
∇V (r′).∇
[
1
|r′ − r|
]
dΩ (7.1)
donde σi y σe son las conductividades intracelular y extracelular, V el potencial de
membrana, r la posicio´n en donde se quiere calcular el potencial extracelular y la
integral esta extendida a todo el volumen del miocardio.
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V5
V2
V3
V4
V6
V1
Figura 7.8: Ubicacio´n del corazo´n en el torax, y puntos precordiales en donde se
recoge la sen˜al del electrocardiograma.
En nuestro caso, para calcular el ECG se hizo un programa de elementos finitos
para posprocesar esta sen˜al luego de tener los resultados del potencial de membrana
en cada nodo del dominio en funcio´n del tiempo. Durante el ca´lculo del potencial de
accio´n en el mu´sculo cardiaco se guarda el potencial en cada nodo del dominio cada 1
ms, y a continuacio´n como posproceso en cada paso de tiempo guardado se calcula el
gradiente del potencial en el centro de cada elemento de la malla, tambie´n se calcula
el radio vector entre el centro del elemento y el punto en donde se quiere calcular
el potencial extracelular (ECG), con dicho radio vector se calcula ∇
[
1
|r′−r|
]
. Por
u´ltimo se hace la sumatoria del producto del gradiente del potencial por el gradiente
de la inversa del radio vector y el volumen del elemento. Con esto se obtiene un
punto del ECG en el tiempo considerado. Procediendo de manera ana´loga durante
el tiempo que dura un latido, obtenemos la sen˜al completa del ECG reconstruido.
Los puntos donde se reconstruye las sen˜ales generadas por el mu´sculo card´ıaco
esta´n representadas en la Figura 7.8. Para poder ubicar en forma correcta estos
puntos se tuvo que segmentar un torso. En dicho torso se segmentaron en forma
automa´tica las costillas, columna vertebral y el corazo´n (ver Figura 7.8) y en el sitio
que ocupaba el corazo´n se ubico´ el modelo. De esa manera se pudieron ubicar los
puntos precordiales del ECG.
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7.2.4. Resultados y conclusiones
En esta seccio´n analizaremos los efectos de los puntos de est´ımulo y la heteroge-
neidad transmural sobre las iso´cronas y el ECG en un corazo´n no patolo´gico.
Iso´cronas
Al estimular nuestro modelo en cuatro a´reas pequen˜as (ver Figura 7.7), las iso´cro-
nas resultantes, mostradas en la Figura 7.9a no son comparables a las obtenidas ex-
perimentalmente por Durrer (ver Figura 7.4). Esta diferencia se debe principalmente
a que en el modelo no se han tenido en cuenta las fibras de Purkinje ni los mu´sculos
papilares. La presencia de la fibras de Purkinje extender´ıa la zona de est´ımulo a
casi toda la pared interior de los ventr´ıculos, ya que e´stas forman una red super-
ficial, como se observa en la Figura 7.10. La presencia de los mu´sculos papilares
acelerar´ıa la excitacio´n en diferentes a´reas de los ventr´ıculos ya que e´stas son fibras
unidireccionales parecidas a las ce´lulas M y la unidireccionalidad nos asegura que la
conduccio´n en ellas es de ma´xima velocidad.
(a) 4 Zonas de est´ımulo (b) 20 Zonas de est´ımulo
Figura 7.9: Iso´cronas con distintas zonas de est´ımulo.
Para tratar de corregir la ausencia de fibras de Purkinje en el modelo se ha
intentado estimular el corazo´n en zonas ma´s amplias en ambos ventr´ıculos. Para
definir esas zonas se han tomado las iso´cronas hasta los 50 ms. Tomando solo los
nodos sobre el endocardio se definieron 20 zonas de est´ımulo, abarcando cada una de
estas zonas un a´rea correspondiente a 2 ms de las iso´cronas de las zonas de est´ımulo
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Figura 7.10: Imagen histolo´gica de un ventr´ıculo izquierdo de corazo´n de vaca mos-
trando los mu´sculos papilares y el sistemas de excitacio´n/conduccio´n. Tomado del
[74].
originales. Luego, se aplicaron los 20 est´ımulos secuencialmente con un intervalo de
1 ms.
El procedimiento antes descrito mejora de manera significativa las iso´cronas ob-
tenidas (patro´n de despolarizacio´n del corazo´n), tal y como se aprecia en la Figura
7.9b (comparar con la Figura 7.4). Sin embargo, los ECG resultantes fueron muy
poco realistas, tanto en la progresio´n del QRS en las diferentes derivaciones como en
su morfolog´ıa, debido a la falta de sincronizacio´n en la excitacio´n. Con esto podemos
concluir que, para lograr un ECG y unas iso´cronas realistas, hace falta introducir
las fibras de Purkinje y los mu´sculos papilares con la finalidad de no solo obtener la
correcta zona de excitacio´n, sino tambie´n una apropiada sincronizacio´n del est´ımulo
de excitacio´n. En todos los casos considerados no se observo´ una influencia de la
heterogeidad transmural sobre las iso´cronas; es por ello que solo se muestran los
resultados correspondientes al Caso 1 (Ver Tabla 7.2).
ECG para diferentes casos de heterogeneidad transmural
En esta seccio´n determinaremos los pseudo ECG en las 6 derivaciones precor-
diales de un corazo´n normal con las heterogeneidades transmurales detalladas en
la seccio´n 7.2.1. Estos pseudo ECG sera´n comparados con los proporcionados por
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Guyton en su Tratado De Fisiolog´ıa Me´dica [49], y reproducidos en la Figura 7.11.
V1 V2 V3 V4 V5 V6
Figura 7.11: Electrocardiogramas normales tomados en las seis derivaciones tora´cicas
esta´ndar [49]
Caso 1 (22% de epicardio, 71% de mid-miocardio y 7% de endocardio).
Como se aprecia en la Figura 7.12(a), la progresio´n del complejo QRS es correcta en
todas las derivaciones, pero el ancho del mismo (aproximadamente 130 ms) es mayor
al esperado para un corazo´n normal, cercano a los 100 ms. La onda T esta´ invertida
en la derivacio´n V1 y es bifa´sica en las derivaciones V3 a V6 lo cual no es correcto si
se compara con [49]. Si observamos con detenimiento la secuencia de despolarizacio´n
y repolarizacio´n mostrada en la Figura 7.12(b) se puede ver que la repolarizacio´n
no es correcta, ya que ella debe ocurrir de epicardio a endocardio y en este caso
comienza en ambos sitios casi a la vez. Esta puede ser la razo´n de que la onda T sea
bifa´sica en muchas derivaciones, as´ı como de la inversio´n de la misma en la primera
y segunda derivacio´n.
Caso 2 (32.5% de epicardio, 67.5% de mid-miocardio y 0% de endocar-
dio). Como se ve en la Figura 7.13(a), la progresio´n del complejo QRS es correcta
en todas las derivaciones, pero el ancho del mismo presenta las mismas particulari-
dades que el caso anterior. La onda T es bifa´sica en las derivaciones V1, V3, V4 y
V5 pero se aproxima ma´s al signo que deber´ıa de tener. En la derivacio´n V2 la onda
T tiene el mismo sentido que el complejo QRS, mientras que, en la derivaciones V3
y V4 la onda es bifa´sica. En las derivaciones V5 y V6 la magnitud de la onda T es
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similar es similar al de la onda R. Si se observa con detenimiento la secuencia de
despolarizacio´n y repolarizacio´n mostrada en la Figura 7.13(b) se puede ver que la
repolarizacio´n en muchas zonas ocurre de epicardio a endocardio, lo cual es correc-
to. Esto es debido a que no hay ce´lulas endocardiales y en su lugar hay ce´lulas M
que tienen un APD mas largo. Sin embargo, a pesar de observarse una evolucio´n
correcta de la onda T, la misma no es correcta en todas las derivaciones. Una de
las explicaciones a esta observacio´n se encuentra en el hecho que la activacio´n no ha
ocurrido en la secuencia correcta en el endocardio, lo cual da lugar, a su vez, a una
secuencia incorrecta de repolarizacio´n causante de la forma irregular de la onda T.
Caso 3 (42% de epicardio, 41% de mid-miocardio y 17% de endocardio).
En la Figura 7.14(a) se ve la secuencia en el complejo QRS la cual se comporta
en forma correcta en todas las derivaciones, pero al igual que en los casos anterio-
res el ancho del mismo (aproximadamente 130 ms) es mayor al esperado para un
corazo´n normal. La onda T esta´ invertida en la derivacio´n V1 y es bifa´sica en las
derivaciones V3 a V6 lo cual no es correcto si se compara con [49]. Si se observa con
detenimiento la secuencia de despolarizacio´n y repolarizacio´n mostrada en la Figura
7.12(b) se puede ver que la repolarizacio´n ocurre de endocardio a epicardio, y como
se sabe, para que la onda T tenga el sentido correcto la repolarizacio´n debe ocurrir
de epicardio a endocardio.
Los mecanismos a trave´s de los cuales la despolarizacio´n determina el sentido de
la repolarizacio´n, se conoce como Modulacio´n Electroto´nica (ME). Estos son feno´me-
nos electro´nicos pasivos que ocurren sobre la superficie de la membrana celular e
influyen, modifican y modulan las caracter´ısticas del PA de las diversas estructu-
ras card´ıacas, cuando estas funcionan interrelacionadamente. Un mecanismo de ME
conocido es que, el tejido mioca´rdico ventricular tiende a mantener o prolongar la
duracio´n del estado en que se encuentra. En este sentido, la estimulacio´n cardiaca
ocurre simulta´neamente en un gran nu´mero de puntos del endocardio a trave´s de las
fibras de Purkinje. Por su parte, la duracio´n del PA de las ce´lulas de Purkinje se en-
cuentra entre los 400-450 ms [68], siendo e´ste el tipo celular que presenta el PA ma´s
prolongado, con lo cual puede suponerse que las terminales de Purkinje modulan al
mu´sculo endoca´rdico, alargando la duracio´n de su PA. Como consecuencia de este
hecho el PA endoca´rdico tendra´ una duracio´n mayor que el epica´rdico en el corazo´n
real.
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(a) ECG en las 6 derivaciones precordiales
25 ms 50 ms 75 ms 100 ms
125 ms 150 ms 175 ms 200 ms
225 ms 250 ms 275 ms 300 ms
325 ms 350 ms 375 ms 400 ms
(b) Potencial a distintos tiempos
Figura 7.12: ECG y PA a distintos tiempos para la relacio´n de EPI=22%,
MID=71%, ENDO=7% (Caso 1).
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(a) ECG en las 6 derivaciones precordiales
25 ms 50 ms 75 ms 100 ms
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(b) Potencial a distintos tiempos
Figura 7.13: Potencial a distintos tiempos para la relacio´n de EPI=32.5%,
MID=67.5%, ENDO=0% (Caso 2).
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(a) ECG en las 6 derivaciones precordiales
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(b) Potencial a distintos tiempos
Figura 7.14: Potencial a distintos tiempos para la relacio´n de EPI=42%, MID=41%,
ENDO=17% (Caso 3).
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Como conclusio´n, podemos decir que es a trave´s de dos mecanismos de ME que se
produce una marcada prolongacio´n de la duracio´n del PA endoca´rdico. Uno a trave´s
del cual el miocardio tiende a mantener en forma homoge´nea y estable la actividad
ele´ctrica de todas las ce´lulas (efectos polarizantes o despolarizantes respectivamen-
te), y un segundo mecanismo, basado en la influencia ejercida entre tejidos que man-
tienen relacio´n de vecindad y que poseen caracter´ısticas electrofisiolo´gicas diferentes.
Es decir, entre ce´lulas vecinas, con caracter´ısticas electrofisiolo´gicas diferentes, el po-
tencial de accio´n observado sera´ un intermedio entre el de ambas como consecuencia
de la interaccio´n. Con estas hipo´tesis aceptamos que la onda T es consecuencia de
gradientes ele´ctricos entre dos PA que ocurren durante la repolarizacio´n.
Por lo anterior, resulta entonces fundamental incluir en el modelo del corazo´n
las fibras de Purkinje, si se quiere conseguir una secuencia de despolarizacio´n y
repolarizacio´n correcta. De las simulaciones resulta claro que la heterogeneidad juega
un papel secundario en la definicio´n del complejo QRS. Sin embargo, sera´ necesario
modificar la heterogeneidad transmural para poder modular en forma correcta la
repolarizacio´n. Teniendo en cuenta ambos efectos, ser´ıa posible lograr una onda T
monofa´sica y en el sentido correcto en todas las derivaciones. La inclusio´n de un
torso modificar´ıa la magnitud de la sen˜al reconstruida mas no la tendencia de la
misma que depende principalmente de la estructura del miocardio y de la secuencia
de despolarizacio´n y repolarizacio´n.
7.3. Corazo´n isque´mico
Esta seccio´n esta´ dedicada al estudio del corazo´n humano con isquemia aguda
regional. El estudio se focalizara´ en una isquemia aguda regional causada por una
oclusio´n de la arteria Circunfleja. El modelo contempla las heterogeneidades elec-
trofisiolo´gicas causadas por la isquemia, as´ı como la existencia de la zona de lavado
endoca´rdica no afectada por la isquemia. Se ha incorporado, tambie´n, heterogenei-
dad transmural en el modelo. La seccio´n siguiente describe la caracterizacio´n del
modelo de potencial de accio´n humano ante condiciones de isquemia y la adapta-
cio´n de un modelo de corriente de potasio sensible al ATP, IK(ATP ) heteroge´neo a
dicho modelo de potencial de accio´n humano. Las secciones subsiguientes presentan
el modelo de corazo´n isque´mico y los resultados ma´s relevantes.
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7.3.1. Caracterizacio´n del modelo de potencial de accio´n ba-
jo condiciones de Isquemia
El primer paso para estudiar un corazo´n isque´mico, o bajo isquemia aguda re-
gional, es comprender los efectos que tienen sobre los mecanismos de conduccio´n y
la excitabilidad las condiciones de hiperkalemia, acidosis e hipoxia, presentes en el
proceso de isquemia. En este sentido, se llevaron a cabo simulaciones unidimeniso-
nales empleando una versio´n modificada del modelo de potencial de accio´n card´ıaco
humano propuesto por ten Tusscher [116, 117]. El modelo fue completado con la for-
mulacio´n de la IKATP descrita por Ferrero et al. [35] para contemplar los efectos de
hipoxia. Se determino´ la duracio´n del potencial de accio´n (APD), el per´ıodo refrac-
tario efectivo (ERP) y la velocidad de conduccio´n (VC), para diferentes niveles de
potasio extracelular (hiperkalemia), acidosis, e hipoxia. En hipoxia, se estudio´ una
u´nica situacio´n.
Las condiciones de hiperkalemia fueron simuladas incrementando la concentra-
cio´n de [K+]o desde 4,0 mmol/L a diferentes valores de acuerdo al grado de hiper-
kalemia. La hipoxia se incorporo´ mediante la activacio´n parcial de los canales de
IKATP (un 0,55% de su valor ma´ximo) de tal manera que se induce un acortamiento
de un 50% en el APD, correspondientes a 10 minutos de isquemia en ce´lulas epi-
cardiales [127]. La acidosis se simulo´ variando al conductancia de las corrientes de
sodio, INa, y calcio, ICa(L) en un amplio rango, dependiendo del grado de severidad
de la acidosis [101]. En el caso de acidosis, no se considero´ el desplazamiento en el
potencial de la cine´tica de la INa.
El protocolo de est´ımulo correspondio´ de un tren de diez est´ımulos ba´sicos (S1)
a intervalos de 1 seg, seguido de un extra-est´ımulo (S2) a diferentes intervalos sepa-
rados 1 mseg, con la finalidad de determinar el periodo refractario efectivo (ERP).
El APD se midio´ en el de´cimo est´ımulo ba´sico, y se definio´ como el 90% del tiempo
de despolarizacio´n. El ERP se definio´ como el intervalo S1S2 ma´s corto para el cual
el est´ımulo S2 propaga a lo largo de la fibra. Los est´ımulos consistieron en pulsos
rectangulares de 3ms de duracio´n y una amplitud 1,5 veces el umbral diasto´lico.
La Figura 7.15 muestra la VC para condiciones de hiperkalemia, hiperkalemia
+ hipoxia (Figure 7.15a), y acidosis (Figure 7.15b). La figura muestra que las tres
condiciones de isquemia reducen la VC. Sin embargo, el incremento en la concentra-
cio´n de [K+]o tiene la influencia ma´s marcada. Uno de los aspectos ma´s interesantes
es que el modelo no muestra “conduccio´n supernormal” para valores de [K+]o cer-
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Figura 7.15: Efecto de las condiciones de isquemia en la velocidad de conduccio´n.
Las tres condiciones de isquemia fueron aplicadas con diferentes niveles de severidad,
excepto para la anoxia donde se considero´ una u´nica condicio´n para diferentes niveles
de hiperkalemia.
canos a valores fisiolo´gicos, un hecho observado en otros modelos de potencial de
accio´n [101]. Los resultados tambie´n muestran que la hipoxia no afecta de manera
significativa a la conduccio´n bajo condiciones de hiperkalemia. Sin embargo, la hi-
poxia adelanta la aparicio´n del boqueo de conduccio´n con respecto a las condiciones
puramente hiperkale´micas ([K+]o = 10 mmol/L para hipoxia+hiperkalemia contra
[K+]o > 15 mmol/L para condiciones puramente hiperkale´micas). Por su parte, la
acidosis decrece la conduccio´n de manera monoto´nica. A un 60% de reduccio´n de INa
e ICa(L), la VC decrece un 28,7%, de 71,3 cm/s a 50,9 cm/s, obtenie´ndose bloqueo
total para una reduccio´n de un 90% en ambas INa e ICa(L).
La Figura 7.16 muestra los resultados del APD y ERP para la ce´lula epicardial
u´nicamente (un comportamiento similar se observa para ce´lulas endocardiales y ti-
po M). La Figure 7.16a muestra el APD del u´ltimo est´ımulo ba´sico para diferentes
grados de hiperkalemia. Las l´ıneas so´lidas corresponden a condiciones hiperkale´mi-
cas u´nicamente (IKATP = 0), mientras que las l´ıneas a trazos corresponden con la
condicio´n de hyperkalemia + hipoxia. La Figure 7.16b muestra el APD y ERP bajo
condiciones de acidosis.
La Tabla 7.3 muestra los valores de ADP y ERP para los tres tipos celulares
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Figura 7.16: a) APD y ERP para diferentes niveles de hiperkalemia. La l´ınea so´lida
corresponde a la condicio´n de normoxia, y la linea a trazos a la condicio´n de hipoxia.
b) APD y ERP para diferentes niveles de acidosis.
bajo las tres condiciones estudiadas y graficadas en la Figura 7.16.
Los resultados demuestran que todos los componentes de isquemia causan refrac-
tariedad por post-repolarizacio´n. Para el caso de hiperkalemia e hiperkalemia+hipoxia,
la diferencia entre el APD y el ERP permanece aproximadamente constante para
[K+]o ≤ 7 mmol/L, incrementa´ndose esta diferencia ra´pidamente para [K+]o > 7
mmol/L. Sin embargo, esta diferencia crece ma´s ra´pidamente para el caso de hiper-
kalemia+hipoxia, hasta alcanzar el bloqueo en la conduccio´n para valores de [K+]o
cercanos a 10,0 mmol/L. Bloqueo en la conduccio´n a estos valores de [K+]o bajo
condiciones de isquemia aguda regional han sido observados experimentalmente en
cerdos [24]. Hay que destacar tambie´n que, para estos valores de [K+]o, el ERP para
la condicio´n de hipoxia es mayor que para la condicio´n de normoxia. Para la condi-
cio´n de normoxia, el ERP muestra un comportamiento no lineal con el [K+]o. Esto
se debe a que el mecanismo de conduccio´n y excitacio´n pasa de estar sostenido por
sodio a estar sostenido por la corriente de calcio. Este feno´meno ha sido tambie´n ob-
servado (experimentalmente y teo´ricamente) en el modelo de cobayas [71, 101, 102],
pero no de una manera tan determinante como el observado en el modelo de cardio-
micito humano. Por su parte, la condicio´n de acidosis tambie´n incrementa el ERP
de manera significativa para reducciones en INa e ICa(L) por encima de un 60%,
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Normoxia Hipoxia Acidosis
[K+]o ENDO MID EPI ENDO MID EPI %g ENDO MID EPI
5.4
296 375 295 149 151 145
80
277 340 276
322 401 320 174 175 169 305 369 303
6.9
292 366 291 145 146 141
60
252 295 249
345 420 344 199 201 193 284 327 280
8.4
288 360 287 142 144 138
40
221 236 218
419 495 417 280 292 276 261 278 258
9.9
284 353 282 140 145 137
20
179 185 176
750 870 754 776 890 782 252 262 250
11.2
257 304 254 - - -
12
165 175 163
656 754 686 - - - 334 361 334
Tabla 7.3: Valores de ADP (valor superior) y ERP(valor inferior) en mseg para
los tres tipos celulares para las tres condiciones de isquemia estudiadas. Los valores
para [K+]o, han sido limitados hasta aquellos valores en los que no ocurre el bloqueo
debido a la hipoxia.
obtenie´ndose bloqueo en la conduccio´n para reducciones en la conductancia de un
90%. Sin embargo, valores de acidez para los que se alcanza este nivel de reduccio´n
no son fisiolo´gicos, por lo que podemos concluir que la acidosis en general no juega
un papel tan determinante como lo son la hiperkalemia y la hipoxia.
7.3.2. Adaptacio´n de la corriente de IKATP a la heterogenei-
dad
Uno de los aspectos ma´s importantes al simular el corazo´n isque´mico es la in-
corporacio´n de la corriente de repolarizacio´n sensible al ATP, IKATP . Los canales
KATP han sido investigados en diversas regiones del corazo´n incluyendo el ventr´ıcu-
lo, la aur´ıcula, as´ı como los nodos sinoauricular y atrioventricular. Sin embargo, los
datos experimentales disponibles sobre el comportamiento de la corriente IKATP en
diferentes capas de tejido ventricular es muy escasa, y en el caso de tejido humano,
inexistente. Furukawa et al [43] caracterizo´ los canales de KATP en ce´lulas aisladas
del endocardio y epicardio en gato. Los experimentos de Furukawa et al. [43] sugieren
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que la probabilidad de apertura de los canales KATP se reduce con la concentracio´n
de [ATP ]i para ambos tipos de ce´lulas. Sin embargo, la concentracio´n de [ATP ]i
que produce un bloqueo del 50% en los canales es aproximadamente 4 veces menor
en endocardio que en epicardio. Observaciones similares han sido hechas por Light
et al. [75] en conejo, y por Nichols et al. [84] y Weiss et al. [127] en epicardio de
cobaya.
La Figura 7.17 muestra resultados experimentales correspondientes a la probabi-
lidad de apertura del canalKATP para diferentes tipos de ce´lulas en diversas especies
animales. Esta Figura muestra una mayor asociacio´n de los datos con respecto al
tipo de ce´lula que con respecto a la especie involucrada. En otras palabras, los datos
sugieren una baja especificidad a especie para este tipo de canales podr´ıa ser razona-
ble, aunque si que una alta diferenciacio´n hacia el tipo celular. Esta hipo´tesis se ha
tomado como base para hacer la adaptacio´n del modelo de IKATP de Ferrero et al.,
[35] para cobayas al modelo de potencial de accio´n humano de ten Tusscher. Cabe
mencionar que una hipo´tesis similar ha sido hecha en el trabajo de Michailova et
al. [81] en el desarrollo de un modelo heteroge´neo de IKATP para conejo. Por estas
razones se decidio´ ajustar las curvas de fATP para el modelo humano a aquellas
encontradas para otras especies animales.
10−3 10−2 10−1 100 101
0.0
0.2
0.4
0.6
0.8
1.0
ATPi, mol/L
f AT
P
 
 
Nichols et al., (1991) EPI
Furukawa et al., (1991) EPI
Light et al., (1991) ENDO
Furukawa et al., (1991) ENDO
Weiss et al., (1992) EPI
EPI
ENDO
Figura 7.17: Fraccio´n de canales abiertos para los diferentes modelos celular y dife-
rentes especies animales. Las lineas han sido colocadas para facilitar la visualizacio´n
De esta manera, el procedimiento seguido consistio´ en modificar la formulacio´n
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de fATP del modelo de Ferrero et al. [35] con la finalidad de ajustar los datos de la
Figura 7.17 para los diferentes tipos celulares. La conductancia ma´xima del canal
fue ajustada a fin de que los efectos de la IKATP sobre el potencial de accio´n se
ajusten a las observaciones experimentales de Furukawa et al., [43] (una reduccio´n
de un 50% en el APD en condiciones de hipoxia e hiperkalemia para el epicardio
y de un 10% para el endocardio). Para el caso de mid-miocardio, no existen datos
experimentales sobre el comportamiento de los canales KATP de este tipo celular
en ninguna especie animal. Para este caso se decidio´ ajustar el valor de fATP de
tal manera que se obtuviese la misma reduccio´n en el APD90 que en las ce´lulas
del epicardio sin modificar la conductancia ma´xima del canal. Sin embargo Gima
y Rudy [47] sugieren que el la constante de semi-inhibicio´n del canal (Km, ver
ma´s adelante para su significado) en el mid-miocardio es aproximadamente un 50%
menor que en el epicardio, hipo´tesis adoptada en el trabajo de Michailova et al.
[81]. Finalmente, para todos los modelos celulares, a valores fisiolo´gicos de [ATP ]i
y [ADP ]i la duracio´n del potencial de accio´n y potencial de reposo no deber´ıan de
verse afectados por la activacio´n de la corriente IKATP .
El modelo de IKATP desarrollado por Ferrero et al.[35], ha sido ligeramente mo-
dificado a la forma
IKATP = g0
(
[K+o ]
5,4
)0,24
fMfNfTfATP (V − EK), (7.2)
donde g0 define la conductancia ma´xima del canal en ausencia de Na
+, Mg2+ y
ATP , [K+]o es la concentracio´n de potasio extracelular, fM , fN y fT son factores
de correccio´n, fATP es la fraccio´n de canales abiertos (corriente relativa), V es el
potencial de membrana, y EK es el potencial de inversio´n del canal. La fraccio´n de
canales abierto, o corriente relativa, viene dada por la siguiente expresio´n
fATP =
1
1 + ([ATP ]i/Km)H
, (7.3)
donde [ATP ]i es la concentracio´n de ATP intracelular y Km (en µmol/L) y H (-)
vienen dados como
Km = α(35,8 + 17,9[ADP ]
0,256
i , (7.4)
H = 1,3 + 0,74β exp(−0,09[ADP ]i), (7.5)
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donde [ADP ]i es la concentracio´n de ADP intracelular en µmol/L, y α, β son cons-
tantes de ajuste introducidas para tomar en cuenta al heterogeneidad celular. Los
valores de α y β se obtuvieron a partir del ajuste de los datos de la Figura 7.17.
Por su parte, para ajustar g0, se aplicaron protocolos de est´ımulo esta´ndar en el
modelo celular para determinar la duracio´n del potencial de accio´n en condiciones
normales y patolo´gicas. El protocolo de estimulacio´n seguido en las pruebas fue el
de aplicar 10 est´ımulos de -14 mA por 2 ms a una frecuencia de 1Hz. La duracio´n y
amplitud del potencial de accio´n, velocidad de despolarizacio´n y potencial de reposo
fueron medidos en el est´ımulo 10 tras el cual se ha supuesto el modelo alcanza va-
lores estacionarios. Los valores fisiolo´gicos y patolo´gicos de [K+]o, [ATP ]i y [APD]i
adoptados en el ajuste de g0 se muestran en la Tabla 7.4
Condicio´n [K+]o [ATP ]i [ADP ]i
mmol/L mmol/L µmol/L
Normoxia 5.4 6.8 15.0
Isquemia 9.9 4.6 99.0
Tabla 7.4: Valores de concentraciones io´nicas en condiciones normales e isque´micas
empleadas en las simulaciones
La Tabla 7.5 resume los valores de los para´metros obtenidos en el ajuste del
modelo, as´ı como los valores de duracio´n del potencial de accio´n en condiciones
normales y de anoxia+hiperkalemia. La tabla tambie´n muestra el valor de la duracio´n
del potencial de accio´n sin la activacio´n de la corriente IKATP . La conductancia
ma´xima de la Tabla 7.5 corresponde a un valor de p0 = 0,15 en el modelo original de
Ferrero et al. [35]. Por su parte, los para´metros α y β esta´n relacionados con el ajuste
de la curva de fATP como funcio´n del [ATP ]i para valores de [ADP ]i fisiolo´gicos
encontrados experimentalmente. En particular, el valor de β se ajusto´ con la finalidad
de que para valores fisiolo´gicos de [ATP ]i y [ADP ]i, el APD fuese el mismo que se
obtiene en el caso de inactivacio´n de la IKATP en condiciones fisiolo´gicas. En general,
el ajuste es bastante bueno y los valores de APD90 predichos por el modelo en
condiciones normales y de anoxia + hiperkalemia son razonables y van de acuerdo a
las observaciones experimentales de Furukawa et al. [43] en endocardio y epicardio.
La Figura 7.18 muestra la variacio´n de fATP con [ATP ]i ([ADP ]i = 15,0 µmol/L)
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Tipo Para´metros IKATP activa IKATP inactiva
de g0 α β APD
Nor
90 APD
Isq
90 APD
Nor
90
Ce´lula mS - - ms ms ms
EPI 2,01 1,0 6,0 294,2 148,6 294,6
ENDO 1,92 0,32 6,0 294,0 257,4 294,0
MID 2,01 0,86 6,0 374,8 189,2 375,2
Tabla 7.5: Para´metros modificados de la corriente IKATP para los diferentes modelos
de ce´lula y valor de la duracio´n del potencial de accio´n en condiciones normales e
isque´micas obtenidos con el modelo
para los diferentes tipos de ce´lulas junto a resultados experimentales reportados en
diferentes especies animales. Cabe destacar que para el caso del mid-miocardio, si
se sigue la hipo´tesis de Gima y Rudy [47], la curva de fATP para el mid-miocardio
queda desplazada a la izquierda de aquella mostrada en la figura 7.18 con α = 0,5
y APD90 = 265,6 ms (reduccio´n de un 30% en el APD), con un comportamiento
ma´s cercano al de las ce´lulas endocardiales.
7.3.3. Modelo de corazo´n isque´mico
En el modelo geome´trico de corazo´n humano descrito en las secciones anteriores
se definio´ una zona isque´mica correspondiente a la oclusio´n de la arteria Circunfleja.
El origen de la zona afectada fue definido con la colaboracio´n de cl´ınicos del grupo
de cardiolog´ıa del Hospital Cl´ınico de Valencia. La geometr´ıa de la zona isque´mica
se definio´ de acuerdo a la descrita en el cap´ıtulo anterior, distinguiendo una zona
central y una zona normal, con una zona de borde entre ambas. Para el caso el
corazo´n humano, en lugar de definir una geometr´ıa idealizada, la geometr´ıa de la
zona isque´mica se definio´ a partir de la solucio´n de un problema de reaccio´n difusio´n
en el corazo´n, cuya ecuacio´n viene dada como:
∂u
∂t
=∇(D ·∇u)−Au(u− 1,0)
(
u− uth
up
)
, (7.6)
donde, 0 ≤ u ≤ 1, D es un tensor de difusio´n de segundo orden, y A, uth, y up
son para´metros. La ecuacio´n (7.6) esta´ sujeta a condiciones de contorno de flujo
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Furukawa et al., (1991) ENDO
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ENDO: α = 0.32, β=6.0
EPI: α = 1.0, β=6.0
MID: α = 0.86, β=6.0
Figura 7.18: Fraccio´n de canales abiertos para los diferentes modelos celular del
modelo ajustado. Se han dibujado tambie´n los resultados experimentales en otras
especies animales
nulo (condiciones de Neumann homoge´neas). La solucio´n de (7.6) es un frente que
se propaga en el tiempo, con la solucio´n u variando entre 0 y 1. Los para´metros
presentes en (7.6) fueron fijados en: A = 5,764 1/min, uth = 0,13, y up = 1,0, y
el tensor D se definio´ como transversalmente iso´tropo, con conductividades en la
direccio´n de la fibra de DL = 0,1 cm
2/min y DT = 0,025 cm
2/min, manteniendo la
misma razo´n de anisotrop´ıa que para las simulaciones electrofisiolo´gicas ya que se
supone que la difusio´n ocurre a lo largo de las fibras musculares. Estos para´metros
dan como resultado que el frente se propague a una velocidad aproximada de 0,35
cm/min. Bajo estas condiciones, en un corazo´n humano, tras ocluir la Circunfleja, se
tiene una zona isque´mica de cerca de 7,5 cm de dia´metro a los 10 min de isquemia,
en conformidad con los resultados reportados por Coronel et al., [24] en corazo´n de
cerdo. De esta manera, el valor de u producto de la simulacio´n ha sido utilizado para
definir las diferentes zonas de la isquemia aguda regional, con u = 1 indicando la
zona central (ZC), u = 0 indicando al zona normal (ZN), y los valores intermedios
determinando la zona de borde. La Tabla 7.6 resume los valores de los para´metros
electrofisiolo´gicos modificados dentro de la zona isque´mica. La concentracio´n de
[K+]o en la zona central, corresponde a los valores obtenidos por Coronel et al.,
[24] en corazones de cerdo para 10 minutos de isquemia, un valor muy cercano al
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correspondiente a bloqueo total dentro del tejido isque´mico (tambie´n observado en
el trabajo de Coronel). Los valores de la ma´xima conductancia de las corrientes
de sodio y calcio tipo L corresponden a reducciones del 25% con respecto al valor
normal, mientras que los valores de ATPi y ADPi han sido adoptados a partir de
estudios previos en modelos de cobayas [37].
Para´metro Normal Isque´mico
[K+]o, [mmol/L] 5,4 9,9
gNa, [µA] 14,84 11,13
gCaL, [µA] 3,98 · 10−5 2,92 · 10−5
ATPi, [µmol/L] 6,80 4,60
ADPi, [ mmol/L] 1,50 99
Tabla 7.6: Para´metros de isquemia utilizados en la simulacio´n nume´rica.
La Figura 7.19 muestra un detalle de la zona isque´mica obtenida en el corazo´n
humano considerado en este estudio donde se detallan las heterogeneidades electro-
fisiolo´gicas. La distribucio´n de ADPi no se muestra en la figura; sin embargo, es
similar a la correspondiente a la de ATPi.
Figura 7.19: Heterogeneidad electrofisiolo´gica en el corazo´n con isquemia aguda re-
gional. La distribucio´n del ADPi es similar a la mostrada para el caso del ATP.
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Figura 7.20: Localizacio´n de los focos ecto´picos para las simulaciones del corazo´n
isque´mico. El punto P1 se localiza en la zona que primero despolariza dentro de la
zona isque´mica. Los puntos P2 y P3 se localizan dentro de la zona de borde y en las
proximidades de la misma respectivamente, alineados con la direccio´n de las fibras
en el epicardio de la zona isque´mica.
7.3.4. Protocolo de estimulacio´n
En el estudio del corazo´n isque´mico se siguio´ un protocolo S1S2. El intervalo S1
correspondio´ a un tren de cinco est´ımulos aplicados cada 800 mseg (equivalente a
75 latidos por minuto) en las cuatro zonas descritas anteriormente y mostradas en
la Figura 7.7. Este tren de est´ımulos tiene como finalidad estabilizar el comporta-
miento de las compuertas del modelo electrofisiolo´gico en la zona isque´mica. Tras
llevar a cabo el precondicionado del tejido, y con la finalidad de de observar los
patrones resultantes, as´ı como la aparicio´n de actividad reentrante en el miocardio,
se aplicaron est´ımulos ecto´picos en tres zonas diferentes cercanos a la zona de borde,
a diferentes intervalos de acoplamiento (CI): 418, 422 y 428 mseg. La Figura 7.20
muestra los tres focos ecto´picos analizados junto a la orientacio´n de fibras en la zona
de isquemia. El punto P1 se localiza en la zona que primero despolariza dentro de
la zona isque´mica durante una estimulacio´n normal. Los puntos P2 y P3 se localizan
dentro de la zona de borde y en las proximidades de la misma respectivamente,
alineados con la direccio´n de las fibras en el epicardio de la zona isque´mica.
En las simulaciones previas solo se estudio´ el efecto del est´ımulo ecto´pico sobre
la actividad reentrante en el endocardio. Para el caso del tercer foco ecto´pico, el
est´ımulo ecto´pico fue seguido de dos est´ımulos aplicados a intervalos de 750 mseg
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Figura 7.21: ECG en todas las derivaciones precordiales para el corazo´n isque´mico
(EPI=22%, MID=71%, ENDO=7%). Quinto est´ımulo normal.
(equivalente a 80 pulsaciones por minuto) para observar la capacidad de recuperacio´n
del corazo´n o la vulnerabilidad de generar una fibrilacio´n ventricular por la colisio´n
entre los est´ımulos sinusales normales y los frentes de onda reentrantes. En todos
los est´ımulos se empleo´ un corriente de est´ımulo en cada punto de 60 mA aplicada
en pulsos de 2 mseg de duracio´n.
7.3.5. Resultados
Tras la aplicacio´n del estimulo S1, los patrones de despolarizacio´n obtenidos
muestran una propagacio´n con velocidad de conduccio´n deprimida a trave´s de la zona
isque´mica, y con una conduccio´n normal en la zona de lavado (no mostrado). Las
simulaciones muestran tambie´n un ra´pida adaptacio´n del modelo a las condiciones
isque´micas que no solo se refleja en el patro´n de despolarizacio´n y repolarizacio´n,
pero tambie´n a nivel del ECG donde se observa la elevacio´n del segmento ST en las
derivaciones V5 y V6, t´ıpico de una zona isque´mica aguda regional epicardial [67]
(ver Figura 7.21).
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4100 ms 4150 ms 4200 ms
4220 ms 4225 ms 4250 ms
Figura 7.22: Patro´n de despolarizacio´n transmural para el punto P3 (EPI=22%,
MID=71%, ENDO=7%). Ecto´pico con CI=418 ms.
Para los diferentes focos ecto´picos investigados se obtuvo bloqueo en la zona
de borde, cercana a la zona central con la onda de despolarizacio´n envolviendo la
zona isque´mica a la altura de la zona de borde, y con patrones de despolarizacio´n
similares para las tres localizaciones de est´ımulo. Las Figura 7.23 y la Figura 7.24
muestran la secuencia de despolarizacio´n al aplicar el est´ımulo ecto´pico en el punto
P3 para un CI de 418 mseg y 428 mseg respectivamente. Cabe destacar que en todos
los casos en los que se produjo conduccio´n retro´grada dentro de la zona isque´mica,
la misma se produjo en el epicardio y a lo largo de las fibras.
Para el rango de CI estudiado, siempre tuvo lugar una actividad reentrante no
sostenida y con patrones de despolarizacio´n diferentes, especialmente al final del
per´ıodo de conduccio´n retro´grada. Para los casos de CI=418 mseg y CI=428 mseg,
la excitacio´n ecto´pica es bloqueada en la zona isque´mica con el frente de despola-
rizacio´n envolviendo la totalidad de la misma para reentrar nuevamente realizando
una conduccio´n retro´grada en el epicardio a lo largo de las fibras, mientras el mid-
miocardio se mantiene en per´ıodo refractario y el endocardio conduce normalmente
debido a la presencia de la zona de lavado (no isque´mica) tal y como se muestra en
la Figura 7.22. Sin embargo, para el caso de CI=428 mseg, el frente retro´grado no
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logra salir de la zona isque´mica al final de la conduccio´n retro´grada. Al contrario,
el frente se transforma en un rotor que se propaga dentro de la zona isque´mica y
eventualmente decae al encontrar zonas inexcitables dentro del per´ıodo refractario.
3650 ms 3700 ms 3750 ms 3800 ms
3850 ms 3900 ms 3950 ms 4000 ms
4050 ms 4100 ms 4150 ms 4200 ms
4250 ms 4300 ms 4350 ms 4400 ms
Figura 7.23: Potencial a distintos tiempos para la relacio´n de EPI=22%, MID=71%,
ENDO=7%. Ecto´pico con CI=418ms
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3650 ms 3700 ms 3750 ms 3800 ms
3850 ms 3900 ms 3950 ms 4000 ms
4050 ms 4100 ms 4150 ms 4200 ms
4250 ms 4300 ms 4350 ms 4400 ms
Figura 7.24: Potencial a distintos tiempos para la relacio´n de EPI=22%, MID=71%,
ENDO=7%. Ecto´pico con CI=428ms
Para el caso de CI=418 mseg, el frente que propaga en conduccio´n retro´grada
logra atravesar la zona isque´mica reexcitando nuevamente los ventr´ıculos y comple-
tando la figura de ocho. La Figura 7.22 muestra esta situacio´n. A los 4100 mseg, el
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frente reentrante sale de la zona isque´mica reexcitando el ventr´ıculo nuevamente. Es-
ta nueva excitacio´n se propaga alrededor de la zona isque´mica, a lo largo de la zona
de borde, como en el caso de la excitacio´n ecto´pica, as´ı como a trave´s del endocardio.
La excitacio´n del endocardio se propaga ra´pidamente envolviendo la zona isque´mica
por la zona subendoca´rdica (secuencia a los 4100 mseg). Adicionalmente, este frente
excita el tejido del midmiocardio que hab´ıa permanecido inactivado durante la con-
duccio´n retro´grada y que ha salido del per´ıodo refractario (Figura 7.23 secuencias
4000-4100 mseg), manifestado esta actividad en la zona central de la zona isque´mica
(Figura 7.23 secuencia 4150 mseg). La despolarizacio´n subendoca´rdica, causa, por
otro lado, el cierre prematuro del circuito alrededor de la zona isque´mica (Figura
7.23 secuencia 4300 mseg) que previene que la actividad reentrante se perpetu´e den-
tro de la zona isque´mica, ya que el frente se encuentra con tejido inexcitable dando
lugar a un doble bloqueo y el cese de la actividad ele´ctrica.
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Figura 7.25: ECG en derivaciones V1 y V5. Ecto´pico con CI=418 ms con est´ımulo
normal a los 3950 ms
Las secuencias descritas anteriormente corresponde a la actividad generada por
un foco ecto´pico en ausencia de una excitacio´n continuada del ritmo del corazo´n.
En la realidad, la actividad ecto´pica se superpone al ritmo normal del corazo´n lo
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que da lugar a complejas interacciones ele´ctricas que se reflejan en el ECG y en los
patrones de despolarizacio´n del corazo´n. La Figura 7.26 muestra una secuencia de
despolarizacio´n del corazo´n con isquemia aguda regional sujeto a un ritmo de 75
a 80 pulsaciones por minuto y tras sufrir una excitacio´n ecto´pica con un intervalo
de acoplamiento de CI=418 mseg. Como se puede observar en la figura, el frente
reentrante de la zona isque´mica colisiona con el frente proveniente del ritmo normal.
Cabe destacar que para este caso, debido a el foco ecto´pico, solo uno de los cuatro
puntos de excitacio´n, el correspondiente a la regio´n paraseptal anterior (Figura 7.7),
ha logrado excitarse debido a que el resto de las zonas se encontraban en per´ıodo
refractario. Los patrones de despolarizacio´n resultantes son similares a los mostrados
en la Figura 7.23, solo que adelantados en tiempo (cerca de 50 mseg), lo que da como
consecuencia que se produzca un segundo bloqueo del frente previniendo la reentrada
en la zona isque´mica. La consecuencia final en este caso es que el corazo´n recupera
su ritmo normal patolo´gico tal y como lo refleja la sen˜al de ECG de las derivaciones
V1 y V5 en la Figura 7.25.
7.3.6. Discusio´n
Los resultados principales de las simulaciones realizadas y descritas en pa´rrafos
anteriores pueden resumirse en los siguientes puntos:
1. Como consecuencia de la aplicacio´n del extraest´ımulo que da lugar al latido
ecto´pico, se inicia la actividad reentrante en todos los casos ensayados. Dicha
actividad reentrante se corresponde con un patro´n de figura de ocho en algunos
casos, mientras que en otros se asemeja a un rotor.
2. La actividad reentrante iniciada en los primeros instantes tras la aplicacio´n
del extraest´ımulo cesa por completo en todos los casos estudiados, debido a
su interaccio´n con los frentes de onda que emergen desde la zona de lavado no
isque´mica.
En los trabajos experimentales cla´sicos de Janse y colaboradores [63, 64], los
focos ecto´picos que dan lugar a la actividad reentrante se encontraron en la zona
normal ma´s pro´xima a la zona de borde, y por esa razo´n hemos situado en ese lugar
el foco en nuestras simulaciones. El mecanismo exacto responsable de la aparicio´n
del extraest´ımulo es todav´ıa debatido; segu´n algunas teor´ıas, e´ste podr´ıa originar-
se en las terminaciones de las fibras del Purkinje en el plano subendoca´rdico [65],
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aunque Janse advierte que no se observaron diferencias entre los tiempos de acti-
vacio´n endoca´rdicos y epica´rdicos [63], de modo que puede pensarse que la zona
del miocardio donde se localiza el foco de extraest´ımulo tiene cara´cter transmural .
Otras teor´ıas sugieren que el foco de extraest´ımulo podr´ıa deberse a la aparicio´n de
post-despolarizaciones tempranas (EADs) o postdespolarizaciones tard´ıas (DADs),
mientras que el mismo Janse sugiere que los focos podr´ıan deberse a las corrientes
de lesio´n [63]. En nuestro trabajo no se intento´ arrojar luz sobre esta controversia,
por lo que los diferentes focos de extraest´ımulo se simularon mediante la simple es-
timulacio´n directa y externa de las ce´lulas de una determinada zona (marcadas con
c´ırculos en la Figura 7.20).
As´ı co´mo la cuestio´n del origen del foco de extraest´ımulo no se ha abordado,
s´ı se han pretendido investigar los factores que influyen sobre la aparicio´n o no
de actividad reentrante y la autoperpetuacio´n de e´sta en caso de que aparezca. Si
el intervalo de acoplamiento (CI) del extraest´ımulo es demasiado pequen˜o, no se
obtiene actividad reentrante (como era de esperar), al estar todav´ıa refractario el
tejido normal (no mostrado). Por el contrario, si el CI es demasiado grande, no se
produce bloqueo en la zona isque´mica y tampoco se obtiene actividad reentrante
(no mostrado). So´lo CIs intermedios (dentro de la ventana vulnerable) son capaces
de generar actividad reentrante.
Cuando e´sta se inicia, puede dar lugar a dos patrones diferentes. En unos casos,
el patro´n de reentrada inicial corresponde a una figura de ocho (ver Figuras 7.24 y
7.26), de un modo similar a lo que se observa en las simulaciones 2D (ver Figura 4.9)
y 3D en paralelep´ıpedo (ver Figura 6.4). El mecanismo de ge´nesis de la reentrada es
similar al caso 2D: el frente de onda se bloquea al tratar de invadir la zona central
isque´mica en sentido antero´grado, mientras que es capaz de rodear la zona isque´mica
utilizando tejido normal, reinvadiendo a continuacio´n la zona isque´mica en sentido
retro´grado dando lugar as´ı a un primer ciclo de reentrada. Sin embargo, en el caso del
paralelep´ıpedo 3D la reentrada se gesta, mediante un mecanismo similar al descrito,
en un plano midmioca´rdico y no en la superficie epica´rdica. De hecho, en la Figura
6.4 no se observa actividad reentrante en el epicardio, asemeja´ndose la actividad
ele´ctrica que sigue a la aplicacio´n del extraest´ımulo a una actividad focal que, sin
embargo, esta´ originada por una entrada que ocurre dentro de la pared. Esto se
discutio´ con detalle en el cap´ıtulo correspondiente.
En las simulaciones de las Figuras 7.24 y 7.26, por el contrario, la figura de
ocho s´ı se observa en el epicardio. De hecho, el ana´lisis de la actividad transmural
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muestra que el plano midmioca´rdico no es estimulado en primera instancia como
consecuencia de la aplicacio´n del extraest´ımulo debido al hecho de que las ce´lulas M
que pueblan dicho plano esta´n refractarias en el momento en el que el frente de onda
intenta invadir el plano midmioca´rdico. Sin embargo, las ce´lulas del subendocardio
y el subepicardio s´ı esta´n excitables, debido a la menor duracio´n de su APD (y,
por ende, del per´ıodo refractario). El hecho de que esto no ocurra en las simula-
ciones en paralelep´ıpedo 3D (Figura 6.4) no es relevante, y se debe u´nicamente al
hecho de que en aquel modelo de tejido no exist´ıan ce´lulas M (todo el tejido se
considero´ homoge´neo).
En otros casos (como por ejemplo el mostrado en la Figura 7.24 ), el patro´n del
primer ciclo de reentrada es un rotor u´nico y no una figura de ocho. En efecto; aunque
la actividad ele´ctrica rodea la zona isque´mica tras el bloqueo antero´grado utilizando
dos caminos especulares (fotogramas correspondientes a los instantes 3750 ms a
3950ms de la Figura 7.24), uno de los brazos de la incipiente figura de ocho se bloquea
al intentar invadir retro´gradamente la zona isque´mica (fotograma correspondiente
al instante 4100ms de la Figura 7.24), por lo que el u´nico brazo superviviente (el
inferior) inicia un rotor u´nico (fotogramas correspondientes a los instantes 4100 ms
y 4150ms). Sin embargo, el rotor no es capaz de perpetuarse y es definitivamente
bloqueado instantes ma´s tardes (fotograma del instante 4250ms).
Ambos patrones descritos (inicio de la reentrada en figura de ocho y en rotor,
respectivamente) se corresponden con los patrones observados experimentalmente
por Janse y colaboradores en corazones de conejo [63, 64]. Por ejemplo, en la Figura
3 de la referencia [64] se observa claramente una figura de ocho (paneles A y B), uno
de cuyos brazos se bloquea de forma similar a como lo hace nuestra simulacio´n de
la Figura 7.24, mientras que 1 segundo ma´s tarde la reentrada se sostiene en forma
de rotor de un u´nico brazo (panel X). Por otro lado, en la Figura 8 de la referencia
[63] se observan figuras de ocho en algunos instantes (panel 31 y 32), uno de cuyos
brazos de nuevo se bloquea (panel 32).
Sin embargo, a diferencia de los casos experimentales de Janse descritos (y de
otros existentes en la literatura), ninguno de los casos estudiados dio lugar a activi-
dad reentrante autosostenida. En todas las simulaciones realizadas (que correspon-
den a tres localizaciones distintas del foco de extraest´ımulo y a seis CIs diferentes),
la incipiente actividad reentrante no duro´ ma´s de tres ciclos (ver, por ejemplo, las
Figuras 7.23 7.24 y 7.26). La razo´n principal de la terminacio´n de las reentradas
radica en el hecho de que la zona de “lavado” (esto es, no isque´mica) del endocar-
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3650 ms 3700 ms 3750 ms 3800 ms
3850 ms 3900 ms 3950 ms 4000 ms
4050 ms 4100 ms 4150 ms 4200 ms
4250 ms 4300 ms 4350 ms 4400 ms
Figura 7.26: Potencial a distintos tiempos para la relacio´n de EPI=22%, MID=71%,
ENDO=7%. Ecto´pico con CI=418 ms con est´ımulo normal a los 3950 ms
dio mantiene una actividad ele´ctrica no deprimida que termina por re-emerger en
el epicardio, colisionando con los frentes de onda reentrantes y terminando con la
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actividad ele´ctrica que hab´ıa sido inducida por el foco de extraest´ımulo.
En efecto; el modelo de isquemia construido incluye una zona de borde suben-
doca´rdica que no esta´ afectada por la isquemia. La existencia de esta zona “lavada”
fue puesta de manifiesto en los experimentos de Wilensky y colaboradores [130]. Es-
tos investigadores observaron que los potenciales de accio´n de la zona endoca´rdica
en septum de conejo no ten´ıan caracter´ısticas isque´micas, aun cuando la preparacio´n
se somet´ıa a condiciones de isquemia regional mediante la ligadura de las arterias
coronarias. La inmunidad de una capa subendoca´rdica de unas 500 micras de espesor
a las condiciones isque´micas se justifica por el contacto directo del endocardio con la
solucio´n Tyrode (con la sangre, en condiciones in vivo), lo que hace que las ce´lulas
endoca´rdicas de esta capa tengan garantizado el suministro de ox´ıgeno y glucosa
manteniendo, por ello, potenciales de accio´n similares a los de la zona normal [130].
Los resultados de nuestras simulaciones muestran que la existencia de la zona de
lavado es esencial para evitar la perpetuacio´n de la actividad reentrante. En efecto,
en todos los casos estudiados, la colisio´n de frentes de onda epica´rdicos provenientes
de la zona de “lavado” subendoca´rdico con los frentes reentrantes provoco´ la extin-
cio´n de estos. En la Figura 6.4, en cuya presentacio´n se ha eliminado la zona apical
del corazo´n (con el fin de poder visualizar simulta´neamente la actividad ele´ctrica
del epicardio, el endocardio y el midmiocardio), se observa claramente como la ac-
tividad ele´ctrica del subendocardio “lavado” (no isque´mico por la presencia de la
sangre intracavitaria) posee, como era de esperar, caracter´ısticas propias de tejido
no isque´mico. En los fotogramas correspondientes al instante 4150ms y siguientes
se puede observar una velocidad de conduccio´n alta (en comparacio´n con el tejido
isque´mico) y una pendiente de despolarizacio´n igualmente elevada (lo que puede
inferirse de la pequen˜a dimensio´n transversal del frente de onda e, indirectamente,
de la alta velocidad de conduccio´n). Por ello, el factor de seguridad es alto, no se
genera bloqueo y la actividad ele´ctrica es capaz de atravesar la pared y re-emerger
en el epicardio, colisionando con los frentes de onda isque´micos presentes en el epi-
cardio y evitando que la actividad ele´ctrica se perpetu´e. En el fotograma del instante
4150ms, la “isla” que aparece en el epicardio corresponde a la erupcio´n de la acti-
vidad subendoca´rdica en pleno centro de la zona isque´mica. Ma´s importante au´n,
por ser la causa del cese de la actividad reentrante, es el “istmo” que se forma en
la parte izquierda de la zona de borde (muy aparente en el fotograma del instante
4225ms): la despolarizacio´n de las ce´lulas de este “istmo” es consecuencia de la co-
rriente axial transmural proveniente del endocardio “lavado”. De este modo, estas
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ce´lulas se despolarizan antes de lo que lo hubiesen hecho de no haber existido la
zona de “lavado” (en cuyo caso, su despolarizacio´n hubiese seguido al cierre de los
dos brazos de la figura de ocho visibles en el fotograma del instante 4220ms). Como
consecuencia del adelanto en su despolarizacio´n, el frente de onda retro´grado invade
la zona isque´mica cuando e´sta todav´ıa esta´ refractaria, generando as´ı un bloqueo
bidireccional que termina con la actividad reentrante y evita que e´sta se perpetu´e.
Este efecto anti-reentrada de la zona de “lavado” subendoca´rdica se observo´ en
todas las simulaciones realizadas, por lo que podemos concluir que la existencia de la
zona de “lavado” subendoca´rdica ejerce un fuerte efecto antiarr´ıtmico en el corazo´n
sujeto a isquemia aguda regional.
Por otro lado, los frentes de onda reentrantes que surgieron como consecuencia
de la aplicacio´n del extraest´ımulo no se fraccionaron en ningu´n caso para dar lugar
a mu´ltiples frentes de onda del tipo de las encontradas en fibrilacio´n ventricular. Si
bien este hecho puede deberse al poco tiempo de supervivencia de las reentradas,
tambie´n puede estar causado por la ausencia de fibras de Purkinje en el modelo. En
un trabajo de Janse y colaboradores, la destruccio´n f´ısica de la red de Purkinje (de
hecho, de todo el subendocardio) provoco´ la desaparicio´n de la actividad fibrilatoria
en corazones de cerdo y de perro sujetos a isquemia aguda regional [65]. Esta razo´n,
entre otras ya comentadas con anterioridad, aconseja la introduccio´n de fibras de
Purkinje en el modelo en trabajos futuros.
CAP´ITULO 8
Conclusiones y Trabajos Futuros
8.1. Conclusiones
Las principales conclusiones de la Tesis Doctoral se pueden resumir en los si-
guientes aspectos:
1. Los me´todos compactos de cuarto orden ofrecen una alternativa va´lida pa-
ra la solucio´n del problema de electrofisiolog´ıa monodominio aniso´tropo. Es-
tos esquemas relajan las restricciones en el taman˜o de malla para prevenir la
aparicio´n de vibraciones espu´reas en el frente de depolarizacio´n. Estas carac-
ter´ısticas permiten reducir los tiempos de ca´lculo en un 20% para probelmas
bidimensionales, estima´ndose reducciones de cerca de un 40% para problemas
tridimensionales. Por otro lado, el esquema reduce la cantidad de memoria
requerida para la resolucio´n de un problema con igual grado de precisio´n que
un esquema tradicional de segundo orden.
2. Los elementos finitos inmersos y el uso de mallas jera´rquicas permiten resol-
ver un problema de la actividad ele´ctrica del corazo´n hasta cuatro veces ma´s
rapido que los elementos trilineales esta´ndar gracias a la reduccio´n esta´ticas
de los nodos internos al elemento. Adicionalmente, desde un punto de vista
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de su implementacio´n en infraestructuras para ca´lculo de altas prestaciones,
los elementos inmersos presentan una escalabilidad superior a los elementos
lineales con el mismo nu´mero de grados de libertas debido al menor peso que
tiene la resolucio´n del sistema de ecuaciones en el tiempo total de ca´lculo.
3. Los resultados nume´ricos indican que la vibracio´n espu´rea que aparece en el
frente de propagacio´n cuando no se emplea una discretizacio´n espacial adecua-
da, se debe a una pe´rdida de corriente axial o difusiva (debida a la pobre dis-
cretizacio´n espacial). Una correccio´n adecuada basada en la pe´ndiente ma´xima
de repolarizacio´n puede eliminar esta vibracio´n del frente de despolarizacio´n.
Sin embargo, la correccio´n de la vibracio´n espu´rea no complementa la pe´rdida
de precisio´n en la resolucio´n espacial del problema (patro´n de propagacio´n).
4. Los resultados de las simulaciones unicelulares utilizando el modelo de poten-
cial de accio´n ventricular humano formulado por Ten Tusscher y colaboradores
sugieren que dicho modelo es apropiado para simular isquemia aguda siempre
que se incluye en el mismo una formulacio´n de la corriente de potasio sensible a
ATP adaptada a ce´lulas humanas, puesto que tal modelo modificado es capaz
de reproducir correctamente todas las caracter´ısticas de los potenciales de ac-
cio´n isque´micos (incluyendo la refractareidad post-repolarizacio´n), a pesar de
que el modelo no reproduce la conduccio´n supernormal encontrada en ce´lulas
sometidas a hiperkalemia moderada.
5. Los resultados de las simulaciones en corazo´n humano tridimensional, geome´tri-
ca y estructuralmente realista sugieren que la inclusio´n de la red de fibras de
Purkinje en el modelo es imprescindible para poder simular de manera realista
los patrones de despolarizacio´n ventricular y las sen˜ales de ECG en las deri-
vaciones precordiales, en el sentido de que la eleccio´n de la situacio´n o´ptima
de los focos de excitacio´n que proporcionan una secuencia de despolarizacio´n
realista conduce a un ECG no realista, y viceversa.
6. Los resultados de las simulaciones en corazo´n humano tridimensional, geome´tri-
ca y estructuralmente realista, sometido a condiciones de isquemia aguda re-
gional causada por la ligadura de la arteria circunfleja proximal sugieren que la
existencia de subendocardio “lavado” (esto es, inmune a la isquemia por estar
en contacto con la sangre intracavitaria) protege al corazo´n de sufrir arritmias
por reentrada. Esto es debido a que los frentes de onda que se propagan a
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alta velocidad y sin depresio´n por el subendocardio lavado re-emergen en el
epicardio, colisionando con los frentes de onda reentrantes y favoreciendo la
aparicio´n de bloqueos bidireccionales.
8.2. Contribuciones originales
Esta Tesis Doctoral tiene aportaciones en dos a´rea diferentes, i.) Me´todos Nume´ri-
cos y ii.) Electrofisiolog´ıa. A continuacio´n se enumeran las diferentes aportaciones
por a´reas:
Me´todos Nume´ricos
1. Esquemas compactos. Se ha desarrollado un esquema de diferencias fini-
tas compacto de alto orden que tiene en cuenta la anisotrop´ıa del tejido e
incorpora un algoritmo de paso temporal adaptativo. El esquema permite una
solucio´n precisa del potencial y el flujo y reduce la restriccio´n del taman˜o de
malla, permitiendo trabajar con un menor nu´mero de grados de libertad que
los requeridos por los me´todos de diferencias finitas de segundo orden o ele-
mentos finitos lineales. En consecuencia, con este esquema se reduce el tiempo
de ca´lculo y los requerimientos de memoria y almacenamiento de datos para
modelos celulares complejos. El esquema propuesto tambie´n posee ventajas
con respecto al me´todo HOC cla´sico [14, 53] debido a su capacidad de tratar
problemas aniso´tropos.
2. Esquema de elemento finitos inmersos. Se ha desarrollado un esquema de
elementos finitos inmersos que permite definir mallas jera´rquicas esta´ticamen-
te reducibles del problema. Este esquema permite resolver eficientemente un
problema con un gran nu´mero de grados de libertad (con alta resolucio´n espa-
cial) manteniendo el coste computacional de invertir el sistema de ecuaciones
en un mı´nimo. Con este esquema se ha desarrollado un co´digo de elementos
finitos en paralelo para la resolucio´n del problema de electrofisiolog´ıa con el
modelo monodominio. El co´digo incorpora diferentes modelos de comporta-
miento celular animal y humano, as´ı como ventricular y auricular. Con los
elementos finitos inmersos se ha obtenido una escalabilidad mejor que para
los elementos lineales, con una aceleracio´n efectiva de hasta cuatro veces con
174
Algoritmos para Ecuaciones de Reaccio´n Difusio´n
Elvio A. Heidenreich
respecto a los elementos lineales para la resolucio´n de un problema con igual
nu´mero de grados de libertad.
Electrofisiolog´ıa
1. Estudio de heterogeneidad transmural en un corazo´n normal. En
una geometr´ıa realista de corazo´n se han introducido ce´lulas epicardiales, M
y endocardiales. Considerando los tres tipos de ce´lulas se han propuesto tres
distribuciones de las mismas a trave´s del miocardio y se ve como estas influyen
en las derivaciones precordiales del ECG.
2. Caracterizacio´n nume´rica de la Isquemia en tejido humano. Se ha ca-
racterizado la respuesta de un reciente modelo de potencial de accio´n humano
ante condiciones de hiperkalemia, acidosis e hipoxia para los tres tipos de car-
diomiocitos. Los resultados indican que el modelo predice la no existencia de
conduccio´n supernormal para valores de [K+]o cercanos a valores fisiolo´gicos.
El estudio tambie´n ha identificado un cambio en los mecanismos que sostienen
la conduccio´n bajo condiciones de hiperkalemia en los cuales la conduccio´n
esta´ sostenida por el calcio para valores de [K+]o > 12 mmol/L.
3. Isquemia aguda regional en un corazo´n humano. En una geometr´ıa
cardiaca humana se ha definido una zona isque´mica producida por una dismi-
nucio´n del flujo sanguineo aportado por la arteria coronaria izquierda, rama
Circunfleja. A partir de esa geometr´ıa isque´mica se han estudiado los patro-
nes de reentradas y la forma como se alteran los ECG en las derivaciones
precordiales.
El desarrollo del software antes citado nos ha llevado a participar en distintos
proyectos e ir publicando resultados parciales de la tesis, los proyectos y publicacio-
nes en los que se ha participado esta´n listados a continuacio´n.
Proyectos
1. Proyecto intra e ı´nter a´rea CIBER-BBN. 2008-2009 Grupo coordinador del pro-
yecto: Computational Imaging Lab (UPF). PI: Alejandro Frangi, co-investigador
principal coordinador: Ignacio Larrabide.
Grupos Participantes:
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Tecnolog´ıa de las comunicaciones (UNIZAR) PI: Pablo Laguna
Meca´nica estructural y modelado de materiales (UNIZAR), PI: Manuel
Doblare´
Bioingenier´ıa y telemedicina (UPM), PI: Francisco del Pozo
Aplic. Biome`diques de la Ressona`ncia Magne`tica Nuclear (UAB) PI: Car-
les Aru´s
Aplicaciones Biof´ısicas y Biome´dicas de la RMM, PI: Bernardo Celda
Sen˜ales y Sistemas Biome´dicos (SISBIO - UPC - IBEC), PI: Raimon
Jane´ Campos
Imagen Biome´dica (GIB - UB), PI: Javier Pav´ıa Segura
E.T.S.I. Telecomunicacio´n (BIT - UPM), PI: Andre´s Santos Lleo´
Desarrollo del co´digo de elementos finitos en paralelo para la propagacio´n de
la onda ele´ctrica en el corazo´n.
2. Modelos multiresolucio´n del miocardio personalizado a pacientes para el apo-
yo al diagno´stico de cardiopat´ıas. FINANCIAMIENTO: Delegacio´n de Go-
bierno de Arago´n. participantes: I3A (Universidad de Zaragoza). 2005-2007.
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8.3. Trabajos futuros
Esta tesis doctoral deja abiertas lineas de investigacio´n futuras muy importan-
tes en el campo de los me´todos nume´ricos aplicados a las ecuaciones de reaccio´n-
difusio´n y en el campo de aplicaciones de modelos isque´micos a geometr´ıas reales.
En las secciones siguientes tratamos de enumerar los que para el autor son los mas
importantes.
8.3.1. Nume´rico
Mejora del co´digo actual haciendo un ana´lisis de rendimiento de cada subru-
tina/funcio´n del co´digo.
Disminuir el error de discretizacio´n espacial haciendo una deformacio´n (”Stre-
ching”) en las mallas bidimensionales y tridimensionales.
Investigar la influencia de otra formulacio´n de funciones de forma con burbujas
que tengan en cuenta la anisotrop´ıa del tejido.
Investigar el deformacio´n (”Streching”) en las mallas bidimensionales y tridi-
mensionales usando Macro elementos, de manera de tener en cuenta la aniso-
trop´ıa.
Desarrollo de un co´digo en diferencias finitas de alto orden totalmente aniso´tro-
po, que maneje geometr´ıa de voxels. Y hacer un ana´lisis comparativo, diferencia
finitas elementos finitos en mallas de voxels.
Incorporar nuevas tecnolog´ıas en el ca´lculo del te´rmino reactivo y en solvers
expl´ıcitos/impl´ıcitos.
Incorporar al co´digo actual el modelo bidominio, propuesto por Sundness [112]
y capacidad multif´ısica.
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8.3.2. Electrofisiolog´ıa
Incorporar las fibras de Purkinje, de manera de obtener un complejo QRS
realista en todas las derivaciones, usando un modelo celular simple del tipo
propuesto por Bueno-Orovio en su tesis [11].
Plantear un problema inverso, sectorizando el corazo´n con distintos tipos de
ce´lulas y ver como obtener una onda T realista en todas las derivaciones del
ECG.
Estudiar las morfolog´ıas isque´micas ocasionadas por la obstruccio´n de la Co-
ronarias Izquierda rama descendente anterior y Coronaria Derecha.
Estudiar el efecto de la zona de lavado y la localizacio´n del foco ecto´pico.
Estudio del origen del foco ecto´pico como interaccio´n de las fibras de Purkinje
y la zona isque´mica.
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APE´NDICE A
Librer´ıa de elementos y “macroelementos”
En este ape´ndice se detallan todos los elementos usados y los macroelementos
desarrollados en esta tesis. Se entiende por macroelemento un grupo de elementos
dispuestos en forma contigua y que pueden ser ensamblados en su conjunto, consi-
dera´ndolo como un solo elemento al momento del ensamble y resolucio´n del sistema.
A lo largo del ape´ndice, en lo referente a los macroelementos, n corresponde a el
nu´mero total de nodos en el macroelemento, m es el nu´mero de nodos en el contorno
del elemento, y n−m son los nodos internos al elemento.
A.1. Elementos Unidimensionales
Los elementos que vamos a esquematizar esta´n definidos en el elemento de refe-
rencia {-1,1}.
A.1.1. Elemento lineal
La nomenclatura usada para este elemento en el co´digo desarrollado esHT1DL02.
Este es un elemento lineal de dos nodos con dos grados de libertad. Para integrar la
matriz de rigidez elemental con este tipo de elemento se usan dos puntos de Gauss.
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En la figura A.1 se esquematizan el elemento con su numeracio´n local y las funciones
de forma, las cuales tienen la siguiente expresio´n:
{Ψe} = 1
2
{
(1− ξ)
(1 + ξ)
}
(A.1)
Figura A.1: Numeracio´n Local y funciones de forma elemento lineal
A.1.2. Elemento con burbuja
En este caso la nomenclatura usada es HT1DL02B. Este es un elemento de
dos nodos con burbuja y con tres grados de libertad. El tercer grado de libertad es
condensado esta´ticamente a nivel elemental, antes de ensamblar el sistema global.
Para integrar la matriz de rigidez elemental con este tipo de elemento se usan tres
puntos de Gauss. En la figura A.2 se esquematizan el elemento con su numeracio´n
local y las funciones de forma, las cuales son:
{Ψe} = 1
2

(1− ξ)− (1− ξ2)
(1 + ξ)− (1− ξ2)
2(1− ξ2)
 (A.2)
en este caso las funciones de forma coinciden con las del elemento cuadra´tico (ele-
mento P2)
Figura A.2: Numeracio´n Local y funciones de forma del elemento unidimensional con
burbuja
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A.1.3. Macroelementos
En nuestro co´digo tenemos disponibles dos tipos de macro elementos, estos son:
ML02HT1DL02 esta´ compuesto por dos elementos lineales (HT1DL02) ver
figura A.3-(a). Este macroelemento tiene tres grados de libertad. El tercer
grado de libertad es condensado esta´ticamente, a nivel de ensamble del macro
elemento y antes de ensamblar el sistema global. Para integrar la matriz de
rigidez elemental de cada sub-elemento son usados dos puntos de Gauss. Las
dimensiones de las submatrices elementales son n = 3 y m = 2 (ver ecuacio´n
(5.5)).
ML02HT1DL02B esta´ formado por dos elementos unidimensionales con bur-
buja (HT1DL02B) ver figura A.3-(b). Este macro elemento tiene cinco grados
de libertad. Los tres grados de libertad interiores son condensados esta´tica-
mente a nivel de ensamble del macro elemento y antes de ensamblar el sistema
global. Para integrar cada matriz de rigidez elemental son usados tres pun-
tos de Gauss. Las submatrices a nivel de la condensacio´n esta´tica tienen las
siguientes dimensiones n = 5 y m = 2. (ver ecuacio´n (5.5))
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Figura A.3: Macroelementos unidimensionales
A.2. Elementos bidimensionales
En el co´digo se han implementado tanto elementos triangulares como cuadrila´te-
ros. Los elementos triangulares que vamos a esquematizar esta´n definidos en el ele-
mento de referencia {0, 1}, usando coordenadas de a´rea, y los elementos cuadrila´teros
esta´n de definidos en el elemento de referencia ξ, η ∈ [−1, 1].
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A.2.1. Tria´ngulo Lineal
A este elemento lo hemos denominado HT2DT03, en nuestro co´digo. Es un
tria´ngulo de tres nodos y tres grados de libertad. Para integrar la matriz de rigidez
elemental con este tipo de elemento se usa un punto de la cuadratura de Dunavant.
En la figura A.4 se esquematiza el elemento con su numeracio´n local y dos funciones
de forma, las cuales en su conjunto son:
{Ψe} =

(1− L1 − L2)
L1
L2
 (A.3)
Figura A.4: Numeracio´n local y vista en perspectiva de la funcio´n de forma 1 y 3, para
un tria´ngulo lineal
A.2.2. Tria´ngulo con burbuja
El nombre que le hemos dado a este elemento en nuestro co´digo es HT2DT03B.
Es un elemento triangular de tres nodos con burbuja, tiene cuatro grados de libertad.
El grado de libertad interno es condensado esta´ticamente a nivel elemental, antes
de ensamblar el sistema global. Para integrar la matriz de rigidez elemental con este
tipo de elemento se usan tres puntos de la cuadratura de Dunavant. En la figura A.5
se muestran, el elemento con su numeracio´n local y dos de sus funciones de forma.
Estas pueden ser escritas de la siguiente manera:
{Ψe} =

(1− L1 − L2)− 9L1L2(1− L1 − L2)
L1 − 9L1L2(1− L1 − L2)
L2 − 9L1L2(1− L1 − L2)
27L1L2(1− L1 − L2)
 (A.4)
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Figura A.5: Numeracio´n local y la funcio´n de forma 1 y 4 para un elemento triangular
con burbuja
A.2.3. Cuadrila´tero Lineal
A este elemento lo hemos designado HT2DQ04 en nuestro co´digo. Este es un
elemento cuadrila´tero de cuatro nodos y con cuatro grados de libertad. Para integrar
la matriz de rigidez elemental con este tipo de elemento se usan cuatro puntos de
Gauss. En la figura A.6 se esquematizan, el elemento y dos de sus funciones de
forma. Las funciones de forma para este elemento son:
{Ψe} = 1
4

(1− ξ)(1− η)
(1 + ξ)(1− η)
(1 + ξ)(1 + η)
(1− ξ)(1 + η)
 (A.5)
Figura A.6: Numeracio´n local y vista en perspectiva de las funciones de forma 1 y 3 del
elemento cuadrila´tero lineal
A.2.4. Cuadrila´tero con burbuja
La nomenclatura usada para este elemento esHT2DQ04B. Este es un elemento
cuadrila´tero de cuatro nodos con burbuja y cinco grados de libertad, el quinto grado
de libertad es condensado esta´ticamente a nivel elemental, antes de ensamblar el
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sistema global. Para integrar la matriz de rigidez elemental con este tipo de elemento
se usan nueve puntos de Gauss. En la figura A.7 se puede ver el elemento con su
numeracio´n local y las funciones de forma 1 y 5. La funciones de forma tienen la
siguiente expresio´n:
{Ψe} = 1
4

(1− ξ)(1− η)− (1− ξ2)(1− η2)
(1 + ξ)(1− η)− (1− ξ2)(1− η2)
(1 + ξ)(1 + η)− (1− ξ2)(1− η2)
(1− ξ)(1 + η)− (1− ξ2)(1− η2)
4(1− ξ2)(1− η2)

(A.6)
Figura A.7: Numeracio´n local y vista de las funciones de forma 1 y 5 del elemento cua-
drila´tero con burbuja
A.2.5. Macroelementos
Se dispone de dos familias de macroelementos. La familia que es generada a
partir de mallas con elementos triangulares y la que es generada a partir de malla
con elementos cuadrila´teros. Estas familias son:
1. Malla con elementos triangulares.
MT03HT2DT03 esta´ compuesto por tres tria´ngulos lineales (HT2DT03)
ver figura A.8-(a). Este macroelemento tiene cuatro grados de libertad. El
cuarto grado de libertad es condensado esta´ticamente a nivel de ensamble
del macroelemento y antes de ensamblar el sistema global. La matriz de
rigidez elemental de cada subelemento es integrada con un punto de de
la cuadratura de Dunavant. Las submatrices a nivel de la condensacio´n
esta´tica tienen las siguientes dimensiones n = 4 y m = 3. (ver ecuacio´n
(5.5))
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MT03HT2DT03B esta´ compuesto por tres tria´ngulos con burbuja (HT2DT03B)
ver figura A.8-(b). Este macroelemento tiene siete grados de libertad de
los cuales son condensados esta´ticamente los cuatro grados de libertad in-
teriores. Esta operacio´n se hace a nivel de ensamble del macroelemento,
antes de ensamblar el sistema global. Para integrar la matriz de rigidez
de cada subelemento se usan tres puntos de la cuadratura de Dunavant.
Las submatrices a nivel de la condensacio´n esta´tica tienen las siguientes
dimensiones n = 7 y m = 3. (ver ecuacio´n (5.5))
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Figura A.8: Macroelementos triangulares
2. Malla con elementos cuadrila´teros.
MQ04HT2DT03 esta´ compuesto por cuatro tria´ngulos lineales (HT2DT03)
ver figura A.9-(a). Este macroelemento tiene cinco grados de libertad. El
quinto grado de libertad es condensado esta´ticamente a nivel de ensamble
del macroelemento y antes de ensamblar el sistema global. La matriz de
rigidez de cada subelemento es integrada con un punto de la cuadratura
de Dunavant. Las submatrices a nivel de la condensacio´n esta´tica tienen
las siguientes dimensiones n = 5 y m = 4.(ver ecuacio´n (5.5))
MQ04HT2DT03B esta´ compuesto por cuatro tria´ngulos con burbuja
(HT2DT03B) ver figura A.9-(b). Este macroelemento tiene nueve grados
de libertad, los cinco grados de libertad interiores son condensados esta´ti-
camente a nivel de ensamble del macroelemento y antes de ensamblar el
sistema global. Cada matriz de rigidez subelemental es integrada con un
tres puntos de la cuadratura de Dunavant. Las submatrices a nivel de la
condensacio´n esta´tica tienen las siguientes dimensiones n = 9 y m = 4.
(ver ecuacio´n (5.5))
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MQ05HT2DQ04 esta compuesto por 5 elementos cuadrila´teros lineales
(HT2DQ04) ver figura A.9-(c). Este macroelemento tiene 8 grados de li-
bertad, de los cuales cuatro son internos y son condensados esta´ticamente
a nivel de ensamble del macroelemento y antes de ensamblar el sistema
global. Cada matriz de rigidez elemental es integrada con cuatro puntos
de Gauss. Las submatrices a nivel de la condensacio´n esta´tica tienen las
siguientes dimensiones n = 8 y m = 4. (ver ecuacio´n (5.5))
MQ05HT2DQ04B esta compuesto por 5 elementos cuadrila´teros con
burbuja (HT2DQ04B) ver figura A.9-(d). Este macroelemento tiene trece
grados de libertad, de los cuales nueve son internos y son condensados
esta´ticamente a nivel de ensamble del macroelemento y antes de ensam-
blar el sistema global. Cada matriz de rigidez elemental es integrada con
nueve puntos de Gauss. Las submatrices a nivel de la condensacio´n esta´ti-
ca tienen las siguientes dimensiones n = 13 y m = 4. (ver ecuacio´n (5.5))
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Figura A.9: Macroelementos cuadrila´teros
A.3. Elementos tridimensionales
Los elementos tetrae´drico que vamos a esquematizar esta´n definidos en el elemen-
to de referencia {0, 1}, usando coordenadas de volumen, y los elementos hexae´dricos
esta´n de definidos en el elemento de referencia ξ, η, ζ , ∈ [−1, 1].
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A.3.1. Tetraedro lineal
A este elemento lo hemos llamado HT3DT04. Es un elemento tetrae´drico de
cuatro nodos y con cuatro grados de libertad. Para integrar la matriz de rigidez
elemental se usan cuatro puntos de la cuadratura de Keast. En la figura A.10-(a) se
esquematizan el elemento con su numeracio´n local. Las funciones de forma son:
{Ψe} =

1− L1 − L2 − L3
L1
L2
L3
 (A.7)
A.3.2. Tetraedro con burbuja
La nomenclatura usada para este elemento esHT3DT04B. Este es un elemento
tetrae´drico de cinco nodos y cinco grados de libertad, el quinto grado de libertad
se condensa esta´ticamente a nivel elemental, antes de integrar la matriz de rigidez
global. Para integrar la matriz de rigidez elemental con este tipo de elemento se usan
cinco puntos de la cuadratura de Keast. Las submatrices a nivel de la condensacio´n
esta´tica tienen las siguientes dimensiones n = 5 y m = 4. (ver ecuacio´n (5.5)). En
la figura A.10-(b) se muestra el elemento con su numeracio´n local. Las funciones de
forma tienen la siguiente expresio´n:
L5 = 64(1− L1 − L2 − L3)L1L2 L3 (A.8)
{Ψe} =

(1− L1 − L2 − L3)− L5
L1 − L5
L2 − L5
L3 − L5
4L5
 (A.9)
A.3.3. Hexaedro lineal
A este elemento lo designamos HT3AH08. Es un elemento hexae´drico de ocho
nodos y ocho grados de libertad. Para integrar la matriz de rigidez elemental con
este tipo de elemento se usan ocho puntos de la cuadratura de Gauss. En la figura
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Figura A.10: Elementos tridimensionales
A.10-(c) se esquematizan el elemento con su numeracio´n local. La funciones de forma
quedan expresadas como:
{Ψe} = 1
8

(1− ξ)(1− η)(1− ζ)
(1 + ξ)(1− η)(1− ζ)
(1 + ξ)(1 + η)(1− ζ)
(1− ξ)(1 + η)(1− ζ)
(1− ξ)(1− η)(1 + ζ)
(1 + ξ)(1− η)(1 + ζ)
(1 + ξ)(1 + η)(1 + ζ)
(1− ξ)(1 + η)(1 + ζ)

(A.10)
A.3.4. Hexaedro con burbuja
El nombre que le hemos dado a este elemento es HT3AH08B. Es un elemento
hexae´drico de nueve nodos y nueve grados de libertad. El noveno grado de libertad
se condensa esta´ticamente a nivel elemental, antes de integrar la matriz de rigidez
global. Para integrar la matriz de rigidez elemental con este tipo de elemento se
usan veintisiete puntos de la cuadratura de Gauss. Las submatrices a nivel de la
condensacio´n esta´tica tienen las siguientes dimensiones n = 9 ym = 8. (ver ecuacio´n
(5.5)). En la figura A.10-(d) se esquematizan el elemento con su numeracio´n local.
La funciones de forma tienen la siguiente expresio´n:
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Ψe =
1
8

(1− ξ)(1− η)(1− ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1 + ξ)(1− η)(1− ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1 + ξ)(1 + η)(1− ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1− ξ)(1 + η)(1− ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1− ξ)(1− η)(1 + ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1 + ξ)(1− η)(1 + ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1 + ξ)(1 + η)(1 + ζ)− (1− ξ2)(1− η2)(1− ζ2)
(1− ξ)(1 + η)(1 + ζ)− (1− ξ2)(1− η2)(1− ζ2)
8(1− ξ2)(1− η2)(1− ζ2)

(A.11)
A.3.5. Macroelementos
Al igual que en el caso bidimensional aqu´ı tenemos disponibles dos familias de
macroelementos. La familia generada a partir de mallas con elementos tetrae´dricos
y la generada a partir de mallas con elementos hexae´dricos. Estas son:
1. Malla con elementos tetrae´dricos.
MT04HT3DT04 esta´ compuesto por cuatro tetraedros lineales (HT3DT04)
ver figura A.11-(a). Este macroelemento tiene cinco grados de libertad.
El quinto grado de libertad es condensado esta´ticamente a nivel de en-
samble del macroelemento y antes de ensamblar el sistema global. Cada
matriz de rigidez elemental es integrada con cuatro puntos de la cuadra-
tura de Keast. Las submatrices a nivel de la condensacio´n esta´tica tienen
las siguientes dimensiones n = 5 y m = 4. (ver ecuacio´n (5.5))
MT04HT3DT04B esta´ compuesto por cuatro tetraedros con burbuja
(HT2DT03B) ver figura A.11-(b). Este macroelemento tiene nueve grados
de libertad de los cuales son condensados esta´ticamente los cinco grados
de libertad interiores a nivel de ensamble del macroelemento y antes de
ensamblar el sistema global. Para integrar cada matriz de rigidez elemen-
tal se usan cinco puntos de la cuadratura de Keast. Las submatrices a
nivel de la condensacio´n esta´tica tienen las siguientes dimensiones n = 9
y m = 4. (ver ecuacio´n (5.5))
2. Malla con elementos hexae´dricos.
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Figura A.11: Macroelementos tridimensionales
MH07HT3AH08 esta´ compuesto por siete elementos hexae´dricos linea-
les (HT3AH08) ver figura A.11-(c). Este macroelemento tiene diecise´is
grados de libertad, de los cuales ocho son internos y son condensados
esta´ticamente a nivel de ensamble del macroelemento y antes de ensam-
blar el sistema global. Cada matriz de rigidez elemental es integrada con
ocho puntos de Gauss. Las submatrices a nivel de la condensacio´n esta´tica
tienen las siguientes dimensiones n = 16 y m = 8. (ver ecuacio´n (5.5))
MH07HT3AH08B esta´ compuesto por siete elementos hexae´dricos con
burbuja (HT3AH08B) ver figura A.11-(d). Este macroelemento tiene vein-
titre´s grados de libertad, de los cuales quince son internos y son conden-
sados esta´ticamente a nivel de ensamble del macroelemento y antes de
ensamblar el sistema global. Cada matriz de rigidez elemental es integrada
con veintisiete puntos de Gauss. Las submatrices a nivel de la conden-
sacio´n esta´tica tienen las siguientes dimensiones n = 23 y m = 8. (ver
ecuacio´n (5.5))
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A.4. Ajuste de los Coeficiente de Difusio´n
En esta seccio´n hemos ajustado los coeficiente de difusio´n para distintos taman˜os
de malla, conservando las velocidades en sentido longitudinal y transversal medidas
experimentalmente.
h [cm]
Elementos Macroelementos
lineal c/burbuja lineal c/burbuja
0.05
D[mS] 1,88 · 10−3 1,50 · 10−3 1,43 · 10−3 1,25 · 10−3
r 0,55 0,425 0,375 0,27
VL[cm/seg] 69,20 68,96 69,12 68,18
VT [cm/seg] 45,45 45,60 46,36 45,95
0.04
D[mS] 1,70 · 10−3 1,42 · 10−3 1,35 · 10−3 1,23 · 10−3
r 0,550 0,450 0,400 0,375
VL[cm/seg] 69,28 68,80 68,65 68,38
VT [cm/seg] 46,80 47,24 46,65 48,23
0.03
D[mS] 1,50 · 10−3 1,35 · 10−3 1,30 · 10−3 1,20 · 10−3
r 0,53 0,45 0,40 0,40
VL[cm/seg] 68,80 69,28 69,28 68,65
VT [cm/seg] 46,65 47,46 46,36 47,69
0.02
D [mS] 1,35 · 10−3 1,30 · 10−3 1,25 · 10−3 1,25 · 10−3
r 0,525 0,465 0,45 0,40
VL[cm/seg] 67,56 68,65 68,33 69,30
VT [cm/seg] 47,00 47,09 47,24 46,30
Tabla A.1: Elemento y macro elemento cuadrila´tero. Modelo de Ten Tuchsser
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h [cm]
Elementos Macroelementos
lineal c/burbuja lineal c/burbuja
0.05
D[mS] 1,87 · 10−3 1,60 · 10−3 1,45 · 10−3 1,30 · 10−3
r 0,575 0,375 0,425 0,375
VL[cm/seg] 69,13 68,18 68,96 68,96
VT [cm/seg] 46,95 46,44 47,00 47,85
0.04
D [mS] 1,70 · 10−3 1,50 · 10−3 1,40 · 10−3 1,30 · 10−3
r 0,56 0,40 0,42 0,375
VL[cm/seg] 69,13 68,49 69,45 69,28
VT [cm/seg] 47,39 47,24 46,80 46,60
0.03
D [mS] 1,52 · 10−3 1,40 · 10−3 1,30 · 10−3 1,28 · 10−3
r 0,525 0,40 0,425 0,40
VL[cm/seg] 69,30 68,96 68,96 69,44
VT [cm/seg] 46,73 46,80 46,40 46,44
0.02
D[mS] 1,4 · 10−3 1,33 · 10−3 1,30 · 10−3 1,27 · 10−3
r 0,50 0,425 0,43 0,45
VL[cm/seg] 68,97 68,65 69,44 68,96
VT [cm/seg] 46,66 46,51 46,37 47,00
Tabla A.2: Elemento y macro elemento hexae´drico. Modelo de Ten Tuchsser
APE´NDICE B
Influencia de la matriz de masa en el coeficiente de difusio´n
En este ape´ndice se resumen los resultados de la condensacio´n de la matriz de
masa para los diferentes elementos listados en el Ape´ndice A. Tambie´n se compa-
ran los valores del coeficiente de difusio´n efectivo obtenidos para diferentes tipos
de elementos empleando una matriz de masa consistente y una matriz de masa
condensada.
B.1. Condensacio´n de la matriz de masa
La matriz de masa a nivel elemental puede ser escrita como:
Me =
∫
Ω
ΨT cΨdΩ, (B.1)
donde c en nuestro caso es una constante que depende de la capacitancia y del
esquema de integracio´n usado y se supondra 1 sin pe´rdida de generalidad, y Ψ
son las funciones de forma. Cuando Me se calcula empleando las mismas funciones
de forma que para la matriz de rigidez, se denomina forma consistente. La forma
consistente es una matriz llena. La forma diagonalizada de la matriz de masa se
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define con respecto a los nodos del elemento y por lo tanto tiene solo un te´rmino
distinto de cero en la fila correspondiente.
En la diagonalizacio´n de la matriz de masa adoptada en el co´digo, se han emplea-
do funciones de forma diferentes que aquellas empleadas para determinar la matriz
de rigidez. Se han empelado funciones continuas a trozos dentro del elemento y entre
elementos. Para estas funciones de forma se tiene Ψ = I en un entorno del nodo i y
un valor igual a cero en el resto del elemento. Como los te´rminos distintos de cero
pertenecientes a cada nodo no se superponen, la matriz de masa tiene la forma:∫
Ω
ΨiΨjdΩ =
{ ∫
Ωi
dΩ, i = j
0 i 6= j (B.2)
Este tipo de aproximacio´n con diferentes funciones de forma es permisible, ya
que satisface los criterios de integrabilidad y completitud [138]
B.2. Diagonalizacio´n de la matriz de masa
En esta seccio´n se lista la diagonalizacio´n de la matriz de masa para los diferentes
elementos y macroelementos descritos en el Ape´ndice A.
B.2.1. Elementos unidimensionales
Elemento Nodos
Exterior Interior Burbuja
HT1DL02 1/2 - -
HT1DL02B 1/4 - 1/2
ML02HT1DL02 1/4 1/2 -
ML02HT1DL02B 1/8 1/4 1/4
Tabla B.1: Elementos unidimensionales. Contribucio´n a la matriz de masa de ca-
da uno de los elementos. La fraccio´n corresponde a la longitud total del elemen-
to/macroelemento
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B.2.2. Elementos bidimensionales
La Tabla B.2 y la Tabla B.3 detallan las contrbuciones nodales para cada uno
de los elementos triangulares y cadrila´teros respectivamente.
Elemento Nodos
Exterior Interior Burbuja
HT2DT03 1/3 - -
HT2DT03B 1/6 - 1/2
MT03HT2DT03 2/9 1/3 -
MT03HT2DT03B 1/9 1/6 1/6
Tabla B.2: Elementos triangulares. Contribucio´n a la matriz de masa de cada uno
de los nodos. La fraccio´n corresponde al a´rea total del elemento/macroelemento
Elemento Nodos
Exterior Interior Burbuja
HT2DQ04 1/4 - -
HT2DQ04B 3/16 - 1/4
MQ04HT2DT03 1/6 1/3 -
MQ04HT2DT03B 1/12 1/6 1/6
MQ05HT2DQ04 0.1465 0.1035 -
MQ05HT2DQ04B 0.1165 0.071
9-12: 0.052
13: 0.043
Tabla B.3: Elementos cuadrila´teros. Contribucio´n a la matriz de masa de cada uno
de los nodos. La fraccio´n corresponde al a´rea total del elemento/macroelemento
Para el macroelemento cuadrila´tero con refinamiento de elementos bilineales,
MQ05HT2DQ04, y su versio´n enriquecida con burbuja, MQ05HT2DQ04B, la cua-
dratura nodal ha sido ligeramente modificada para tomar en cuenta la ditorsio´n del
elemento interno de acuerdo a lo propuesto por Zienkiewickz y Taylor [138].
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B.2.3. Elementos tridimensionales
La Tabla B.4 y la Tabla B.5 detallan las contrbuciones nodales para cada uno
de los elementos tetrae´dricos y hexae´dricos respectivamente.
Elemento Nodos
Exterior Interior Burbuja
HT3DT04 1/4 - -
HT3DT04B 1/8 - 1/2
MT04HT3DT04 3/16 1/4 -
MT04HT3DT04B 3/32 1/8 1/8
Tabla B.4: Elementos tetrae´dricos. Contribucio´n a la matriz de masa de cada uno
de los nodos. La fraccio´n corresponde al volumen total del elemento/macroelemento
Elemento Nodos
Exterior Interior Burbuja
HT3AH08 1/8 - -
HT3AH08B 1/16 - 1/2
MH07HT3AH08 0.05625 0.06875 -
MH07HT3AH08B 0.0765625 0.0171875
17-22: 0.0375
23: 0.025
Tabla B.5: Elementos hexae´dricos. Contribucio´n a la matriz de masa de cada uno
de los nodos. La fraccio´n corresponde al volumen total del elemento/macroelemento
B.3. Resultados Nume´ricos
Ahora comparemos ambos esquemas de integracio´n de la matriz de masa usando
los modelos electrofisiolo´gicos tratados en esta tesis. En la Tabla B.6 se pueden
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apreciar los resultados nume´ricos obtenidos con el modelo de ten Tusscher para
diferentes taman˜o de malla. Las velocidades longitudinal y transversal han sido
fijadas a VL = 70 cm/seg y VT = 35 cm/seg respectivamente, procediendo a ajustar
los coeficientes de difusio´n para cada taman˜o de malla. La Figura B.1 muestra los
coeficientes de difusio´n obtenidos para cada taman˜o de malla y los dos esquemas
de integracio´n de matriz de masa. De igual manera, la Tabla B.7 y Figura B.2
resumen los resultados para el modelo de Luo Rudy II. Para este modelo io´nico, las
velocidades longitudinal y transversal han sido fijadas a VL = 70 cm/seg y VT = 35
cm/seg respectivamente.
h[cm] DL[mS]
h2
∆tDL
DT [mS]
h2
∆tDT
Matriz de masa consistente
0,04 1,1728 · 10−3 68,21 3,8657 · 10−4 206,95
0,03 1,1400 · 10−3 39,47 3,3330 · 10−4 135,01
0,02 1,1670 · 10−3 17,14 2,9330 · 10−4 68,19
0,01 1,2750 · 10−3 3,92 2,9800 · 10−4 16,78
Matriz de masa con integracio´n nodal
0,04 1,7357 · 10−3 46,09 6,3900 · 10−4 125,20
0,03 1,5800 · 10−3 28,48 5,3180 · 10−4 84,62
0,02 1,4410 · 10−3 13,88 4,3540 · 10−4 45,93
0,01 1,3330 · 10−3 3,75 3,6100 · 10−4 13,85
Tabla B.6: Modelo de ten Tusscher con ∆t = 0,02 mseg, VL = 70 cm/seg y VT = 35
cm/seg
Como se puede apreciar en las Tabla B.6 y la Tabla B.7 existe una diferencia
importante entre los coeficientes de difusio´n efectivos obtenidos para los diferentes
esquemas de integracio´n de la matriz de masa. Para el modelo de ten Tusscher, en
sentido longitudinal, la diferencia entre los coeficientes de difusio´n para ambos es-
quemas es de aproximadamente un 4% para h = 0,01 cm. Esta diferencia aumenta
con el taman˜o de malla alcanzando una diferencia de un 32% para h = 0,04 cm.
En el sentido transversal es tienen una diferencia del 17% para h = 0,01 cm, in-
crementa´ndose hasta alcanzar un 39% para h = 0,04 cm. Para el modelo de Luo
Rudy la situacio´n es similar. En el sentido longitudinal la diferencia en el coeficiente
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Figura B.1: Variacio´n del coeficiente de difusio´n para el modelo de ten Tusscher. Matriz
de masa, MC consistente, ML integracio´n nodal
h[cm] DL[mS]
h2
∆tDL
DT [mS]
h2
∆tDT
Matriz de masa consistente
0,04 6,2800 · 10−4 127,39 1,3850 · 10−4 577,62
0,03 5,3600 · 10−4 83,95 1,0870 · 10−4 413,98
0,02 4,6800 · 10−4 42,73 7,9000 · 10−5 253,16
0,01 4,6800 · 10−4 10,68 4,9370 · 10−5 101,28
Matriz de masa con integracio´n nodal
0,04 9,8870 · 10−4 80,91 2,4562 · 10−4 325,71
0,03 8,1900 · 10−4 54,94 1,8578 · 10−4 242,22
0,02 6,7000 · 10−4 29,85 1,2940 · 10−4 154,56
0,01 5,5675 · 10−4 8,98 7,6530 · 10−5 65,33
Tabla B.7: Modelo de Luo Rudy con ∆t = 0,02 mseg, VL = 42,5 cm/seg y VT = 12,5
cm/seg
de difusio´n varia entre un 15% para h = 0,01 cm y un 36% para h = 0,04 cm
respectivamente, mientras que en el sentido transversal la variacio´n es de aproxima-
damente un 35% para h = 0,01 cm y un 43% para h = 0,04 cm respectivamente. En
general se observa cambios ma´s exagerados con el taman˜o de malla para la direccio´n
longitudinal que para direccio´n transversal.
La diferencia observada entre los coeficientes de difusio´n obtenidos con ambos
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Figura B.2: Variacio´n del coeficiente de difusio´n del modelo de Luo Rudy. Matriz de masa,
MC consistente, ML integracio´n nodal
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Figura B.3: PA del modelo de ten Tusscher. Matriz de masa, MC consistente, ML inte-
gracio´n nodal. Las curvas esta´n desplazadas para su visualizacio´n.
esquemas de integracio´n de la matriz de masa es debida a que ninguno de los dos
me´todos nume´ricos aproxima en forma precisa la solucio´n, i.e., un problema de
discretizacio´n espacial. Si se tomara una malla ma´s fina, ambos me´todos dar´ıan
el mismo resultado (el mismo coeficiente de difusio´n dar´ıa la misma velocidad de
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propagacio´n de la onda). Adicionalmente, resulta claro que es necesaria una mayor
discretizacio´n espacial en el sentido transversal que en el longitudinal, debido a que
el gradiente del potencial de accio´n es mayor.
Cuando se emplea una discretiazacio´n pobre, aparecen oscilaciones espurias en
el frente de depolarizacio´n. La Figura B.3 muestra el potencial de accio´n en una
ce´lula de un problema resuelto con diferentes resoluciones espaciales con el modelo
de tenTusscher. Observe la aparicio´n de la oscilacio´n espuria para un taman˜o de
malla de h = 0,04 cm. Para el caso de la matriz de masa consistente aparecen ma´s
oscilaciones en el potencial de accio´n que cuando se usa una integracio´n nodal. Esto
es debido a que la matriz de masa consistente no es una m-matriz 1. Estas oscilaciones
van en aumento cuando se aumenta el taman˜o de la malla. Estos feno´menos tambie´n
se observan para el caso del modelo de Luo Rudy donde las oscilaciones es posible
observarlas para taman˜os de malla ma´s pequen˜os que el modelo de ten Tusscher
debido a las menores velocidades de propagacio´n tal y como se observa en la Figura
B.4.
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Figura B.4: PA del modelo de Luo Rudy. Matriz de masa,MC consistente,ML integracio´n
nodal. Las curvas esta´n desplazadas para su visualizacio´n.
1http://planetmath.org/encyclopedia/MMatrix.html
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Tambie´n se puede agregar que el me´todo de Galerkin [41, 39, 40] esta´ndar no
resuelve este´ tipo de problemas adecuadamente, apareciendo oscilaciones espurias, si
el parametro h2/(∆tD)≫ 1. Los valores nume´rico de este para´metro esta´ calculado
en la tercera y la quinta columna de las tablas (B.6) a (B.7).
B.4. Conclusiones
Basandonos en los resultados presentados en la seccio´n anterior podemos decir
que es ma´s conveniente usar una integracio´n nodal por las siguientes razones:
1. Desaparece la oscilacio´n en la base del potencial de accio´n.
2. Disminuye el nu´mero de oscilaciones espurias en la zona del ma´ximo del po-
tencial de accio´n, ver figuras B.3 y B.4, cuando se emplean taman˜os de malla
relativamente grandes.
3. La variacio´n del coeficiente de difusio´n con la discretizacio´n espacial es pra´cti-
camente lineal en el rango de taman˜os de malla de intere´s, haciendo fa´cil la
tarea de ajustar el mismo para taman˜os de malla intermedios.
4. No afecta la respuesta del modelo ya que elDPA90 es igual por ambos me´todos,
tanto para el modelo de Luo Rudy como para el de ten Tusscher.
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APE´NDICE C
Me´todo de Newton Raphson para el Iion
C.1. Discretizacio´n de la Ecuacio´n
La discretizacio´n por elementos finitos o diferencias finitas tratando en forma
explicita al termino difusivo y en forma impl´ıcita al termino reactivo, nos conduce
a la siguiente ecuacio´n a resolver:
V n+1 = V n − dt ·M−1 ·K · V n − dt ·M−1 · M˜ · Iion(V n+1, t), (C.1)
donde, M es la matriz de masa, K es la matriz de rigidez, M˜ simboliza el esquema
de integracio´n usado con el termino fuente e Iion es el termino reactivo.
Si se discretiza de la misma manera el te´rmino de masa y el te´rmino reactivo la
ecuacio´n se reduce a:
V n+1 = K˜r · V n − dt · Iion(V n+1, t) (C.2)
donde, K˜r es I−M−1 ·K · dt.
El termino derecho esta compuesto por un te´rmino constante y una funcio´n no
lineal, para poder resolver esta ecuacio´n tenemos que recurrir a algunas de las te´cnica
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de resolucio´n de ecuaciones no lineales de manera de poder aproximar la solucio´n
de dicha ecuacio´n.
C.2. Me´todo de Newton Raphson
Para formular el problema necesitamos la ecuacio´n del residuo, la cual se puede
expresar como:
R(V ) = V − K˜r · V n + dt · Iion(V, t), (C.3)
el me´todo consiste en hacer cero el residuo construyendo un modelo linea de R(V ).
Para ello hacemos un desarrollo de Taylor del residuo como:
R˜(V ) = R(V k) +
∂R
∂V
· (V − V k) = R(V k) +RV ·∆V, (C.4)
como nuestra hipo´tesis es que el residuo sea nulo (R˜(V ) = 0), de la ecuacio´n (C.4)
podemos despejar ∆V , la cual tiene la siguiente expresio´n:
∆V = −R(V
k)
RV
, (C.5)
como podemos apreciar en (C.5) debemos de calcular RV . Usando la ecuacio´n del
residuo (C.3), tenemos:
RV = 1 + dt · ∂(Iion)
∂V
, (C.6)
en forma discreta la ecuacio´n anterior puede ser escrita como:
RV = 1 + dt · Iion(V
k)− Iion(V k−1)
V k − V k−1 (C.7)
con lo cual el valor de nuestra inco´gnita para el pro´ximo paso de tiempo es:
V k+1 = V k +∆V = V k − R(V
k) · (V k − V k−1)
(V k − V k−1) + dt · (Iion(V k)− Iion(V k−1)) . (C.8)
El me´todo de Newton Raphson tiene orden de convergencia 2 pero en cada
iteracio´n tenemos que calcular ∂R/∂V .
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C.2.1. Algoritmo de Ca´lculo
1. Con V n y Iion(V
n), se hace una prediccio´n V · usando la ecuacio´n (C.1).
2. Con el potencial predicho V ·, calculo Iion(V
·).
3. Verifico el residuo usando la ecuacio´n (C.3).
4. Si el |R| ≤ tol, se toma la solucio´n como buena. Fin.
5. Si el |R| ≥ tol. Se calcula el incremento dV , calculando previamente ∂R/∂V
6. Actualizamos la solucio´n usando la ecuacio´n (C.8)
7. Volver a 2.
Observaciones
1. El me´todo de Newton Raphson tiene orden de convergencia 2, esto es ||xk+1−
α|| ≤ λ · ||xk − α||2, donde λ ≥ 0.
2. El orden de convergencia no es el u´nico para´metro a tener en cuenta en la selec-
cio´n del me´todo, a veces es preferible un orden menos que implique simplicidad
en cada iteracio´n.
3. En general los me´todos lineales son ma´s flexibles en la seleccio´n del valor inicial
4. Los me´todos de orden 2 son exigentes con el valor inicial, esto es que debemos
dar valores pro´ximos a la solucio´n.
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APE´NDICE D
Modelo Ventricular de Luo Rudy II
Este ape´ndice recoge las ecuaciones del modelo de potencial de accio´n ventricular
en miocitos de cobaya de Luo-Rudy desarrollado entre los an˜os 1991 y 2000 [79, 77,
78, 136, 125, 30].
D.1. Preliminares
D.1.1. Potenciales Io´nicos
EX =
RT
zF
log
[X]o
[X]i
para X = Na+, K+, Ca2+, (D.1)
EKs =
RT
F
log
[K+]o + pKNa[Na
+]o
[K+]i + pKNa[Na+]i
, (D.2)
donde R = 8,3143 JK−1mol−1, F = 96485,3 C/mol, T = 310 K, [Na+]o = 140 mM,
[K+]o = 5,4 mM, [Ca
2+]o = 2 mM, pKNa = 0,01833.
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D.1.2. Ecuaciones de las compuertas
Las compuertas de los canales io´nicos vienen descritas por ecuaciones de primer
orden del tipo
ds
dt
= −s∞ − s
τs
, (D.3)
donde s es la compuerta, s∞ es el valor de estado estable de s, y τs es la constante
de tiempo de la compuerta.
D.2. Corriente ra´pida de sodio (INa)
INa = GNam
3 h j (V −ENa) (D.4)
donde GNa = 16 mS/µF.
αm =
0,32 (V+47,13)
1−e−0,1 (V+47,13)
, βm = 0,08e
− V
11 ,
con τm = 1/(αm + βm) y m∞ = αm/(αm + βm).
αh =
{
0,135 e−
(80+V )
6,8 si V < −40 mV,
0 si V ≥ −40 mV.
βh =

3,56 e0,079V + 3,1 · 105 e0,35V si V < −40 mV,
1
0,13(1 + e
V+10,66
−11,11 )
si V ≥ −40 mV,
con τh = 1/(αh + βh) y h∞ = αh/(αh + βh).
αj =
{
(V+37,78)(−1,2714·105e0,2444V −3,474·10−5e−0,04391V )
1+e0,311(V+79,23)
si V < −40, mV
0 si V ≥ −40 mV.
βj =

0,3 e(−2,535·10
−7 V )
1 + e−0,1 (V+32)
si V < −40 mV,
0,1212 e−0,01052V
1 + e−0,1378 (V+40,14)
si V ≥ −40 mV,
con τj = 1/(αj + βj) y j∞ = αj/(αj + βj).
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D.3. Corriente de calcio a trave´s de los canales
tipo L (ICa,L)
ICa,L = ICa + ICa,K + ICa,Na (D.5)
donde:
ICa = d f fCa ICa; ICa,K = d f fCa ICa,K ; ICa,Na = d f fCa ICa,Na
ICa = PCa Z
2
Ca
V F 2
RT
[γCa]i [Ca
2+]i e
( ZCa V FRT ) − [γCa]o
[
Ca2+
]
o
e( ZCa
V F
RT ) −1
(D.6)
donde PCa = 5,4 · 10−4 cm/s, [γCa]i = 1, ZCa = 2, [γCa]o = 0,341.
ICa,Na = PNaZ
2
Na
V F 2
RT
[ γNa]i
[
Na+
]
i
e( ZNa
V F
RT ) − [ γNa]o
[
Na+
]
o
e( ZNa
V F
RT ) −1
(D.7)
donde PNa = 6,75 · 10−7 cm/s, [γNa]i = 0,75, ZNa = 1, [γNa]o = 0,75.
ICa,K = PK Z
2
K
V F 2
RT
[γK ]i [K
+]i e
(ZK V FRT ) − [γK ]o [K+]o
e(ZK
V F
RT ) − 1
(D.8)
donde PK = 1,93 · 10−7 cm/s, [γK]i = 0,75, ZK = 1, [γK ]o = 0,75.
d∞ =
1
1+e
−(V+10)
6,24
; τd = d∞
1−e
−(V+10)
6,24
0,035 (V+10)
αd =
d∞
τd
; βd =
1−d∞
τd
f∞ =
1
1+e
(V+32)
8
+ 0,6
1+e
(50−V )
20
, τf =
1
0,0197 e{−[0,0337 (V+10)]
2}+0,02
,
αf =
f∞
τf
, βf =
1−f∞
τf
.
fCa =
1
1 +
(
[Ca2+]i
Km,Ca
) ,
donde Km,Ca = 0,6 µmol/L.
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D.4. Corriente de Calcio a trave´s de los canales
tipo T (ICa,T)
ICa,T = GCa,T b
2 g (V − ECa) (D.9)
donde: GCa(T ) = 0,05 mS/µF.
b∞ =
1
1 + e−
V+14
10,8
, τb = 3,7 +
6,1
1 + e
(V+25)
4,5
.
g∞ =
1
1 + e
(V+60)
5,6
, τg =
{
12− 0,875 V si V ≤ 0 mV
12 si V > 0 mV.
D.5. Componente rapida de la corriente diferida
rectificadora de potasio (IKr)
IKr = GKr
√
[K+]o
5,4
Xr R (V −EK) , (D.10)
donde GKr = 0,02614 mS/µF.
Xr∞ =
1
1 + e−
(V+21,5)
7,5
, τXr =
1
0,00138(V+14,2)
1−e−0,123(V+14,2)
+ 0,00061(V+38,9)
e0,145(V +38,9)−1
.
R =
1
1 + e(
(V+9)
22,4 )
.
D.6. Componente lenta de la corriente diferida
rectificadora de potasio (IKs)
IKs = GKs
1 + 0,6
1 +
(
3,8·10−5
[Ca2+]i
)1,4
Xs1Xs2 (V − EKs) , (D.11)
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donde GKs = 0,433 mS/µF.
Xs1∞ =
1
1 + e−
V−1,5
16,7
, τxs1 =
1
7,19·10−5(V+30)
1−e−0,148(V+30)
− 1,31·10−4(V+30)
1−e0,0687(V +30)
.
Xs2∞ = Xs1∞, τxs2 = 4 τxs1.
D.7. Corriente de potasio independiente del tiem-
po (IK1)
IK1 = GK1
√
[K+]o
5,4
K1∞ (V − EK) , (D.12)
donde GK1 = 0,75 ms/µF.
αk1 =
1,02
1 + e0,2385 (V−EK−59,215)
,
βk1 =
0,49124 e0,08032 (V−EK+5,476) + e0,06175 (V−EK−594,31)
1 + e−0,5143 (V−EK+4,753)
,
K1∞ =
αk1
αk1 + βk1
.
D.8. Corriente de meseta de potasio (IpK)
IpK = GpKKp (V − EK), (D.13)
donde GpK = 0,0183 mS/µF.
Kp =
1
1 + e
(7,488−V )
5,98
.
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D.9. Corriente del intercambiador sodio-calcio (INaCa)
INaCa = C1
eγ
V F
RT [Na+]3i [Ca
2+]o − e(γ−1)V FRT [Na+]3o [Ca2+]i
1 + C2 e
(γ−1) V F
RT
(
e
V F
RT [Na+]3i [Ca
2+]o + [Na+]3o [Ca
2+]i
) , (D.14)
donde C1 = 0,00025, C2 = 0,0001, y γ = 0,15.
D.10. Corriente de la bomba sodio-potasio (INaK)
INaK = INaK fNaK
1
1 +
(
Km,Nai
[Na+]i
)2 [K+]o[K+]o +Km,Ko , (D.15)
donde INaK = 2,25 µA/µF, Km,Nai = 10 mmol/L, KmKo = 1,5 mmol/L.
fNaK =
1
1 + 0,1245 e−0,1
V F
RT + 0,0365 σ e
−V F
RT
,
con
σ =
1
7
[
e
[Na+]o
67,3 − 1
]
.
D.11. Corriente no especifica activada por calcio
(InsCa)
InsCa = Ins,K + Ins,Na. (D.16)
Ins,K =
Ins,K
1 +
(
Km,ns(Ca)
[Ca2+]i
)3 , (D.17)
Ins,K = Pns(Ca) Z
2
K
V F 2
RT
[γK ]i [K
+]i e
(ZK V FRT ) − [γK ]o [K+]o
e(ZK
V F
RT ) − 1
,
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donde [γK ]i = 0,75, [γK ]o = 0,75 y ZK = 1.
Ins,Na =
Ins,Na
1 +
(
Km,ns(Ca)
[Na+]i
)3 , (D.18)
Ins,Na = Pns(Ca) Z
2
Na
V F 2
RT
[ γNa]i [Na
+]i e
(ZNa V FRT ) − [ γNa]o [Na+]o
e(ZNa
V F
RT ) − 1
,
donde [γNa]i = 0,75 , [γNa]o = 0,75, ZNa = 1, Pns(Ca) = 1,75 · 10−7 cm/s, y
Km,ns(Ca) = 1,2 mol/L.
D.12. Corriente de potasio sensible a ATP (IKATP)
Esta corriente es importante en condiciones patolo´gicas como la inhibicio´n me-
tabo´lica, hipoxia e isquemia. La formulacio´n matema´tica que se ha utilizado es la
propuesta por Ferrero [35].
IKATP = σ g0 p0 fATP (V −EKATP ) (D.19)
donde: IKATP es la densidad de corriente por el canal
σ es la densidad de canales
g0 es la conductancia unitaria, que depende de
las concentraciones de K, Mg y Na, de V , de
la temperatura y del pH
p0 es la ma´xima probabilidad de apertura
fATP es la fraccio´n de canales abiertos, funcio´n de
ATP y ADP
V es el potencial de membrana
EKATP potencial de equilibrio
Los diferentes componentes de la corriente de potasio dependiente de ATP se
detallan a continuacio´n:
g0 = λ0 fM fN fT
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Conductancia ma´xima del canal (λ0). Corresponde a conductancia ma´xi-
ma del canal cuando los dema´s factores son iguales a la unidad y ella varia
con la concentracio´n de potasio como:
λ0 = 35,375
(
[K+]o
5,4
)0,24
en las que λ0 esta´ en pS y [K]o en mM
Factor de bloqueo de ion Magnesio (fM). El magnesio provoca un bloqueo
del canal dependiente de voltaje y su formulacio´n se basa en la ecuacio´n de
Hill.
fM =
1
1 +
(
[M+2g ]i
Kh,Mg
)n n = 1
Kh,Mg = K
0
h,Mg e
−
2δMgF
RT
V
0,31
√
[K+]o + 5
δMg es la distancia ele´ctrica y su valor es 0.32 y el para´metro K
0
h,Mg
es 2.1
mM .
Factor de bloqueo de ion Sodio (fN). El sodio provoca un bloqueo del
canal dependiente de voltaje y su formulacio´n obedece la ecuacio´n de Hill.
fN =
1
1 +
(
[N+2a ]i
Kh,Na
)n n = 2
Kh,Na = K
0
h,Na e
−
2δNa F
RT
V
δNa es la distancia ele´ctrica y su valor es 0.352 y el para´metro K
0
h,Na
es 25.9
mM
Factor de dependencia de la temperatura (fT ). La temperatura afecta
la activacio´n de los canales de potasio dependientes de ATP y su formulacio´n
es debida a Horie con ajustes a valores experimentales [Horie et al. 1987].
fT = Q
T−To
10
10
donde Q10 = 1,3 y To = 35,5
o.
Cap´ıtulo D. Modelo Ventricular de Luo Rudy II 217
La ma´xima probabilidad de apertura del canal p0 es de 0.91.
La fraccio´n de canales abiertos (fATP ) oscila entre cero y uno y se ve afectada por la
concentracio´n del ion Magnesio, de lactato, del pH intracelular pero esencialmente de
las concentraciones de ADP y ATP. La influencia del ATP intracelular es gobernada
por una ecuacio´n tipo Hill.
fM =
1
1 +
(
[ATP ]i
Km
)H
H es el exponente de Hill y Km es la constante de semisaturacio´n, los cuales adoptan
diferentes valores en funcio´n de la concentracio´n de ADP (en mM)
Km = 35,8 + 17,9[ADP ]
0,256
i
H = 1,3 + 0,7 e−0,09 [ADP ]i
Finalmente el potencial de equilibrio del canal de potasio dependiente de ATP viene
dado por la ecuacio´n de Nernst para el ion potasio, puesto que es el u´nico io´n al que
es permeable el canal en miocitos ventriculares y su relacio´n es:
EKATP =
RT
F
ln
(
[K+]o
[K+]i
)
D.13. Corriente de la bomba de calcio (IpCa)
IpCa = IpCa
[Ca2+]i
Km,pCa + [Ca2+]i
, (D.20)
donde IpCa = 1,15 µA/µF y Km,pCa = 0,5 µmol/L.
D.14. Corriente de fondo de calcio (ICa,b)
ICa,b = GCa,b (V − ECa), (D.21)
donde GCa,b = 0,003016 mS/µF.
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D.15. Corriente de fondo de sodio (INa,b)
INa,b = GNa,b (V −ENa), (D.22)
donde GNa,b = 0,00141 mS/µF.
D.16. Dina´mica del Sodio y Potasio
d[Na+]i
dt
= −INa + INa,b + 3ICaNa + 3INaK + ICa,Na + Ins,Na
LcF
, (D.23)
d[K+]i
dt
= −IKr + IKs + IK1 + IpK + 2INaK + ICa,K + Ins,K + IKATP
LcF
, (D.24)
donde Lc = 16,849 µm.
D.17. Dina´mica del Calcio
D.17.1. Almacenes de Calcio en el mioplasma (Troponina
[TRPN] y Calmodulina [CMDN])
TRPN = TRPN
[Ca2+]i
[Ca2+]i +Km,TPRN
, (D.25)
donde TRPN = 70 µM y Km,TPRN = 0,5 µM.
CMDN = CMDN
[Ca2+]i
[Ca2+]i +Km,CMDN
, (D.26)
donde CMDN = 50 µM y Km,CMDN = 2,38 µM.
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D.17.2. Corriente de calcio en el Ret´ıculo Sarcopla´smico
Liberacio´n de calcio del JSR inducida por calcio Las siguientes relaciones
modelan el vaciado de calcio desde el ret´ıculo Sarcopla´smico inducido por la concen-
tracio´n de calcio intracelular. El modelo considera que la cantidad de calcio liberado
desde el JSR depende de la cantidad de Calcio que entra en la ce´lula durante los
dos primeros ms tras la despolarizacio´n de la membrana
(Irel)JSR−OV = Grel
(
[Ca2+]JSR − [Ca2+]i
)
(D.27)
Si ∆[C2+a ]i,2 > ∆[C
2+
a ]i,th, 2 ms despue´s del instante de alcanzar la derivada ma´xima
del potencial de accio´n,
Grel = Grel
(∆[C2+a ]i,2 −∆[C2+a ]i,th)
Km,rel +∆[C2+a ]i,2 −∆[C2+a ]i,th
(
1− e tτon
)
e
t
τoff
donde ∆[C2+a ]i,th = 0,18 µM, τon = τoff = 2 ms, Km,rel = 0,8 µM, Grel = 60 ms
−1.
Si ∆[C2+a ]i,2 < ∆[C
2+
a ]i,th, 2 ms despue´s del instante de alcanzar la derivada
ma´xima del potencial de accio´n,
Grel = 0.
Almace´n de calcio en JSR La Calsecuestrina almacenada en el JSR se modela
mediante:
CSQN = CSQN
[Ca2+]JSR
[Ca2+]JSR +Km,CSQN
(D.28)
donde CSQMs = 10 mM y Km,CSQN = 0,8 mM.
Liberacio´n de calcio del JSR bajo condiciones de sobrecarga de calcio
El modelo considera un mecanismo adicional de liberacio´n de calcio desde el JSR.
Cuando la concentracio´n de calcio almacenado por calsecuestrina supera un valor
umbral (8,25 mM), se produce la liberacio´n de calcio [30]
(Irel)CICR = grelRyRopenRyRclose
([
Ca2+
]
JSR
− [Ca2+]
i
)
. (D.29)
grel =
grel
1 + e
ICa(L)+ICa,b+Ip(Ca)+ICa(T )−2 INaCa+5
0,9
,
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RyRopen =
1
1+e
−
t−4
τopen
, RyRclose = 1− 1
1+e
−
t−4
τclose
,
donde τopen = τclose = 0,5 y grel = 150. El valor para t es establecido en cero en el
tiempo para el que dV/dt es ma´xima.
Corriente de calcio en el NSR
Iup−leak = Iup − Ileak. (D.30)
Iup = Iup
[Ca2+]i
[Ca2+]i +Km,up
, (D.31)
donde Iup = 0,00875 mM/ms y Km,up = 0,92 mM.
Ileak = Kleak
[
Ca2+
]
NSR
, (D.32)
Kleak =
Iup
[Ca2+]NSR
,
donde [Ca2+]NSR = 15 mM.
Flujo de calcio del NSR al JSR
Itr =
[Ca2+]NSR − [Ca2+]JSR
τtr
, (D.33)
donde τtr = 180 ms.
APE´NDICE E
Modelo Ventricular de ten Tusscher
Este ape´ndice describe las ecuaciones ba´sicas que gobiernan el modelo ventricular
humano formulado por tenTusscher en las versiones de 2004 y 2006 [116, 117].
E.1. Preliminares
E.1.1. Potenciales Io´nicos
EX =
RT
zF
log
[X]o
[X]i
para X = Na+, K+, Ca2+, (E.1)
EKs =
RT
F
log
[K+]o + pKNa[Na
+]o
[K+]i + pKNa[Na+]i
, (E.2)
donde R = 8,3143 JK−1mol−1, F = 96485,3 C/mol, T = 310 K, [Na+]o = 140 mM,
[K+]o = 5,4 mM, [Ca
2+]o = 2 mM, pKNa = 0,03.
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E.1.2. Ecuaciones de las compuertas
Las compuertas de los canales io´nicos vienen descritas por ecuaciones de primer
orden del tipo
ds
dt
= −s∞ − s
τs
, (E.3)
donde s es la compuerta, s∞ es el valor de estado estable de s, y τs es la constante
de tiempo de la compuerta.
E.2. Corriente ra´pida de sodio (INa)
INa = GNam
3 h j (V −ENa) (E.4)
donde, GNa = 14,838 nS/pF es la conductancia ma´xima del canal de sodio. Para las
compuertas se tiene:
m∞ =
1
[1 + e(−56,86−V )/9,03]2
,
αm =
1
1 + e(−60−V )/5
,
βm =
0,1
1 + e(V+35)/5
+
0,1
1 + e(V−50)/200
,
con τm = αmβm.
h∞ =
1
[1 + e(V +71,55)/7,43]2
,
αh =
{
0,057e−(V+80)/6,8 si V < −40 mV,
0 si V ≥ −40 mV,
βh =

2,77e0,079V + 3,1 · 105e0,3485V si V < −40 mV,
0,77
0,13[1 + e−(V +10,66)/11,1]
si V ≥ −40 mV,
con τh = 1/(αh + βh).
j∞ =
1
[1 + e(V +71,55)/7,43]2
,
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αj =

0
@ −2,5428 · 104e0,2444V−6,948 · 10−6e−0,04391V
1
A (V + 37,78)
1 + e0,311(V +79,23)
si V < −40 mV,
0 si V ≥ −40 mV,
βj =

0,02424e−0,01052V
1 + e−0,1378(V +40,14)
si V < −40 mV,
0,6e0,057V
1 + e−0,1(V +32)
si V ≥ −40 mV,
con τj = 1/(αj + βj).
E.3. Corriente de calcio a trave´s de los canales
tipo L (Ica,L)
ICa,L = GCaLdff2fcass
(V − 15)F 2
RT
[Ca2+]sse
2(V −15)F/RT − 4[Ca2+]o
e2(V −15)F/RT − 1 , (E.5)
donde GCaL = 3,98 · 10−5 cm ·ms−1 · µF−1.
d∞ =
1
1 + e−(8+V )/7,5
,
αd = 0,25 +
1,4
1 + e−(35+V )/13
,
βd =
1,4
1 + e(V+5)/5
,
γd =
1
1 + e(50−V )/20
,
con τd = αdβd + γd.
f∞ =
1
1 + e(V+20)/7
,
αf = 1102,5e
−(V+2715 )
2
,
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βf =
200
1 + e(13−V )/10
,
γf = 20 +
180
1 + e(V+30)/10
,
con τf = αf + βf + γf .
f2∞ = 0,33 +
0,67
1 + e(V+35)/7
,
αf2 = 600e
−
(V+25)2
170 ,
βf2 =
31
1 + e(25−V )/10
,
γf2 =
16
1 + e(V+30)/10
,
con τf2 = αf2 + βf2 + γf2.
fcass∞ = 0,4 +
0,6
1 +
(
[Ca2+]ss
0,05
)2 ,
τfcass = 2 +
80
1 +
(
[Ca2+]ss
0,05
)2 .
E.4. Corriente transitoria de salida (Ito).
Ito = Gtors(V − EK), (E.6)
donde
Gto =
{
0,294 nS/pF para epi y mid
0,073 nS/pF para endo.
r∞ =
1
1 + e(20−V )/6
,
τr = 0,8 + 9,5e
−(V+40)2/1800.
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Para ce´lulas epicardiales y del mid-miocardio se tiene
s∞ =
1
1 + e(20+V )/5
,
τs = 3 + 85e
−(V+45)2/320 +
5
1 + e(V−20)/5
.
Para ce´lulas endocardiales se tiene
s∞ =
1
1 + e(28+V )/5
τs = 8 + 1000e
−(V+67)2/1000.
E.5. Componente rapida de la corriente diferida
rectificadora de potasio (IKr)
IKr = GKr
√
[K+]o
5,4
xr1xr2 (V − EK), (E.7)
done GKr = 0,153 nS/pF.
xr1∞ =
1
1 + e−(26+V )/7
,
αxr1 =
450
1 + e−(45+V )/10
,
βxr1 =
6
1 + e(V+30)/11,5
,
con τxr1 = αxr1βxr1.
xr2∞ =
1
1 + e(88+V )/24
,
αxr2 =
3
1 + e−(60+V )/20
,
βxr2 =
1,12
1 + e(V −60)/20
,
con τxr2 = αxr2βxr2.
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E.6. Componente lenta de la corriente diferida
rectificadora de potasio (IKs)
IKs = GKs x
2
s(V − EKs), (E.8)
donde
GKs =
{
0,392 nS/pF para endo y epi
0,098 nS/pF para mid.
xs∞ =
1
1 + e−(5+V )/14
,
αxs =
1400√
1 + e(5−V )/6
,
βxs =
1
1 + e(V−35)/15
,
con τxs = αxsβxs + 80.
E.7. Corriente de potasio independiente del tiem-
po (IK1)
IK1 = GK1
√
[K+]o
5,4
xK1∞(V − EK), (E.9)
donde GK1 = 5,405 nS/pF.
αK1 =
0,1
1 + e0,06(V −EK−200)
,
βK1 =
3e0,0002(V −EK+100) + e0,1(V −EK−10)
1 + e−0,5(V−EK)
,
con xK1∞ = αK1/(αK1 + βK1).
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E.8. Corriente del intercambiador sodio-calcio (INaCa)
INaCa = kNaCa
eγV F/RT [Na+]3i [Ca
2+]o − e(γ−1)V F/RT [Na+]3o[Ca2+]iα
(K3mNai + [Na
+]3o)(KmCa + [Ca
2+]o)(1 + ksate(γ−1)V F/RT )
, (E.10)
donde kNaCa = 1000 pA/pF, ksat = 0,1, γ = 0,35, α = 2,5, KmNai = 87,5 mM,
KmCa = 1,38 mM.
E.9. Corriente de la bomba sodio-potasio (INaK)
INaK = PNaK
[K+]o[Na
+]i
([K+]o +KmK)([Na+]i +KmNa)(1 + 0,1245e−0,1V F/RT + 0,0353e−V F/RT )
,
(E.11)
donde PNaK = 2,724 pA/pF, KmNa = 40 mM, y KmK = 1 mM.
E.10. Corriente de meseta de potasio (IpK)
IpK = GpK
V − EK
1 + e(25−V )/5,98
, (E.12)
donde GpK = 0,0146 nS/pF.
E.11. Corriente de meseta de calcio (IpCa)
IpCa = GpCa
[Ca2+]i
KpCa + [Ca2+]i
, (E.13)
donde GpCa = 0,1238 nS/pF y KpCa = 0,0005 mM.
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E.12. Corriente de fondo de calcio (ICa,b)
ICa,b = GCa,b (V −ECa), (E.14)
donde GCa,b = 0,000592 nS/pF.
E.13. Corriente de fondo de sodio (INa,b)
INa,b = GNa,b (V −ENa), (E.15)
donde GNa,b = 0,000290 nS/pF.
E.14. Dina´micas de Sodio y Potasio
d[Na+]i
dt
= −INa + INa,b + 3INaK + 3INaCa
VcF
, (E.16)
d[K+]i
dt
= −IK1 + Ito + IKr + IKs − 2INaK + IpK + IKATP + Istim − Iax
VcF
, (E.17)
donde Vc = 16,404 µm
3.
E.15. Dina´mica del Calcio
En lo que sigue, [Ca2+]itotal es la concentracio´n total de Ca
2+ en el citoplasma
(libre y almacenado); [Ca2+]SRtotal es la concentracio´n total de Ca
2+ en el Ret´ıculo
Sarcopla´smico (RS); [Ca2+]SStotal es la concentracio´n total de Ca
2+ en el Subespacio
(SS); [Ca2+]i is la concentracio´n de Ca
2+ libre en el citoplasma; [Ca2+]SR es la
concentracio´n de Ca2+ libre en el RS; [Ca2+]SS es la concentracio´n de Ca
2+ libre en
el SS; Irel es la corriente de fuga de Ca
2+ del RS; Ixfer es la corriente difusiva de
Ca2+ entre el SS y el citoplasma; O es la proporcio´n de canales abiertos de Irel; y
R es la proporcio´n de canales cerrados de Irel.
Ileak = Vleak([Ca
2+]SR − [Ca2+]i), (E.18)
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donde Vleak = 0,00036 mM/ms.
Iup =
Vmaxup
1 +K2up/[Ca
2+]2i
, (E.19)
donde Vmaxup = 0,006375 mM/ms, Kup = 0,00025 mM.
Irel = VrelO([Ca
2+]SR − [Ca2+]SS), (E.20)
donde Vrel = 40,8 mM/ms.
Ixfer = VxferO([Ca
2+]SS − [Ca2+]i), (E.21)
donde Vxfer = 0,0038 mM/ms.
O =
k1[Ca
2+]2SSR
k3 + k1[Ca2+]2SS
, (E.22)
dR
dt
= −k2[Ca2+]SSR + k4(1−R), (E.23)
k1 =
k′1
kcasr
, k2 = k
′
2kcasr,
kcasr = maxsr − maxsr −minsr
1 + (EC/[Ca2+]SR)2
,
donde k′1 = 0,15 mM
−2ms−1, k′2 = 0,045 mM
−2ms−1, k3 = 0,06 ms
−1, k4 = 0,000015
ms−1 , maxsr = 2,5, minsr = 1, EC = 1,5 mM.
[Ca2+]ibufc = [Ca
2+]itotal − [Ca2+]i = [Ca
2+]i · Bufc
[Ca2+]i +Kbufc
, (E.24)
d[Ca2+]itotal
dt
= −ICa,b + IpCa − 2INaCa
2VcF
+
Vsr
Vc
(Ileak − Iup) + Ixfer, (E.25)
[Ca2+]srbufsr = [Ca
2+]SRtotal − [Ca2+]sr = [Ca
2+]sr · Bufsr
[Ca2+]sr +Kbufsr
, (E.26)
d[Ca2+]SRtotal
dt
= (Iup − Ileak − Irel) (E.27)
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[Ca2+]ssbufss = [Ca
2+]SStotal − [Ca2+]ss = [Ca
2+]ss · Bufss
[Ca2+]ss +Kbufss
, (E.28)
d[Ca2+]SStotal
dt
= − ICaL
2VssF
+
Vsr
Vss
Irel − Vc
Vss
Ixfer, (E.29)
donde Bufc = 0,2 mM, Bufsr = 10 mM, Bufss = 0,4 mM, Kbufc = 0,001 mM,
Kbufsr = 0,3 mM, Kbufss = 0,00025 mM, Vsr = 1,094 µm
3, Vss = 0,05468 µm
3.
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