We present sufficient conditions, in terms of the jumping kernels, for two large classes of conservative Markov processes of pure-jump type to be locally square integrable martingales. As an application, we establish the law of the iterated logarithm for sample paths of the associated processes.
Introduction
It is well known that any symmetric Lévy process with finite first moment possesses the martingale property because of the independent increments property. Apart from Lévy processes, the martingale property was studied for a one-dimensional diffusion process with natural scale (see [11, 19] and references therein). Note that this process is a time changed Brownian motion and thus possesses the local martingale property (see, e.g., [15, Proposition 1.5] ). In [11, 19] , a necessary and sufficient condition is given for this process to be a martingale by adopting the Feller theory.
To the best of our knowledge, except for these Markov processes mentioned above, answers are not available in the literature to the following "fundamental"question -when does a Markov process become a martingale? The aim of this paper is to present explicit sufficient conditions for two large classes of jump processes to be locally square integrable martingales in terms of jumping kernels. As an application, we show Khintchine's law of the iterated logarithm (LIL) for two classes of non-symmetric jump processes. We also provide examples of non-symmetric jump processes which are locally square integrable martingales and satisfy the LIL.
To derive the martingale property for a jump process, we shall make full use of its generator and the associated martingale characteristics. More precisely, by the expression of the generator and the semimartingale theory ([8, Theorems 2.34 and 2.42 in Chapter II]), we can get the componentwise decomposition of the process, which along with some mild conditions in turn yields the martingale property of the corresponding process. For example, condition (2.1) (or (3.4) ) means the existence of the second moment for the jumping kernel (which seems to be necessary for the LIL), while condition (2.4) (or (3.3)) roughly indicates that there is no drift arising from jumps of the process.
Our motivation lies in the fact that the LIL holds for square integrable Lévy processes with zero mean as proved by Gnedenko [7] (see also [16, Proposition 48.9] ). J.-G. Wang [24] established this kind of result for locally square integrable martingales and obtained Gnedenko's result as a corollary ( [24, Corollary 2] ). For a symmetric jump process generated by non-local Dirichlet form, we provided in [22] a sufficient condition, in terms of the jumping kernel, for the long time behavior of the sample path being similar to that of the Brownian motion. This condition implies the existence of the second moment for the jumping kernel. Our approach in [22] was based on the long time heat kernel estimate. Recently, it is proved in [1] that for a special symmetric jump process, the second moment condition on the jumping kernel is equivalent to the validity of the LIL. The approach of [1] is based on the two-sided heat kernel estimate for full times. See [9, 21] for related discussions on this topic. In contrast with [1, 9, 21, 22] , our result is applicable to nonsymmetric jump processes. Moreover, our approach is elementary in the sense that we use the martingale theory of stochastic processes.
The rest of this paper is organized as follows. In Section 2, we first consider the martingale property of a class of Feller processes of pure-jump type, and then prove the LIL. Some new examples including jump processes of variable order are also presented at the end of this section. The corresponding discussions for non-symmetric Hunt processes generated by lower bounded semi-Dirichlet forms of pure-jump type are considered in Section 3.
Throughout this paper, the letters c and C (with subscript) denote finite positive constants which may vary from place to place. For x ∈ R d , let x (i) be its ith coordinate; that is, x = (x (1) , . . . , x (d) ) ∈ R d . We denote by ·, · the standard inner product on R d . 
Then, (T t ) t≥0 is a Feller semigroup on C ∞ (R d ); that is, it satisfies the following properties:
• (Feller property) for any u ∈ C ∞ (R d ) and t > 0, T t u ∈ C ∞ (R d );
• (strong continuity) for any
and
The pair (L, D(L)) is called the Feller generator of a Feller semigroup (T t ) t≥0 . Throughout this section, we always suppose that C ∞ c (R d ) ⊂ D(L), and that there exists a non-negative kernel N(x, dz) on (R d , B(R d )) such that
(2.1)
• for any u ∈ D(L),
See [4, Theorem 2.21] for the general form of the Feller generator. It is well known that under some mild assumptions, Feller processes enjoy an analogous Lévy-Itô decomposition, see e.g. [17, Theorem 3.5] or [4, Theorem 2.44 ]. Since the generator L in (2.2) only consists of the jump part, the associated process is of pure-jump type; that is, there is no continuous part in the decomposition (i.e., no diffusion term involved). We also note that X is conservative, T t 1 = 1 for any t ≥ 0, by (2.1) and [4, Theorem 2.33]. The kernel N(x, dz) is called the jumping kernel of X. By [4, Theorem 1.36], we see that for any u ∈ D(L),
is a martingale with respect to the natural filtration F X t = σ(X s , s ≤ t). On the other hand, according to [4, Theorem 2 .37], the operator L has a unique extension to C 2 b (R d ), and the representation (2.2) remains valid for this extension. We use the same notation L for this extension. We can also extend the notation (M
t ) t≥0 is a local martingale as we see in the proof of [4, Theorem 2.37, f)].
Local martingale property of Feller processes
The main result of this part is as follows. 
Then, X is a locally square integrable and purely discontinuous martingale such that the predictable quadratic variation is given by
Here X s− = lim u→s−0 X u and ∆X s = X s − X s− . If ν X (dt, dz) denotes the compensator (or the dual predictable projection) of µ X , then
Then by [8, Theorems 2.34 and 2.42 in Chapter II], X is a semimartingale and has the following componentwise decomposition:
Here W (i) * (µ X − ν X ) is a stochastic integration; that is, it is a locally square integrable and purely discontinuous martingale such that 
is a locally square integrable and purely discontinuous martingale. Furthermore, since (2.4) yields that
we obtain by [8, Proposition 1.28 in Chapter II],
Hence X is a locally square integrable and purely discontinuous martingale such that
In the same way, we have
which implies that
Therefore, the proof is complete.
In this remark, we will briefly present another proof of Proposition 2.1 under the additional condition that
This proof implies that X is a martingale. Note that, according to (2.1) and (2.4), the generator L given by (2.2) can be written as
We recall the notion of the extended generator from [13, p. 521 ]. Denote by D e (L) the set of all functions V :
We write L e V = U and call L e the extended generator of the process (X t ) t≥0 . In particular, by (2.8) and the Markov property,
is a martingale. Now, we are back to our setting. Let V (x, t) = V 1 (x) = x (i) for any 1 ≤ i ≤ d. It follows from (2.1), (2.4) and (2.7) that V 1 ∈ D e (L) and
for 3n ≤ |x| ≤ 4n, and V 1,n (x) = 0 for all |x| ≥ 4n. Then, by (2.3), for any x ∈ R d with |x| ≤ n and t > 0,
Note that, for any |x| ≤ n and y ∈ B(x, n),
where the last inequality follows from (2.1). Hence, for any x ∈ R d with |x| ≤ n and t > 0,
On the other hand, following the standard argument as for [3, Proposition 3.1], and using (2.1), we know that there is a constant c 3 > 0 such that for all x ∈ R d and t > 0,
This along with the definition of V 1,n gives us that
where we also used the dominated convergence theorem and the fact that E x |X t | 2 < ∞ for any x ∈ R d and t > 0 under (2.1) (which can be verified by the proof of [4, Theorem 5.11] or [10, Lemma 12] ). Combining all the conclusions above, we arrive at for any x ∈ R d and t > 0,
Thanks to (2.1) and (2.7) again, we can follow the argument above and use (2.6) to obtain that V 2 ∈ D e (L) and
Hence, according to (2.9),
is a martingale. By [8, Theorems 4.2 in Chapter I], the predictable quadratic variation of (X t ) t≥0 is given by
Application: law of the iterated logarithm
In this subsection, let X be the Feller process as in Proposition 2.1. In particular, (2.4) is satisfied. Then X is a conservative Markov process, and is a locally square integrable and purely discontinuous martingale. Hence, for any unit vector r = (r (1) , . . . , r (d) ) ∈ R d , X r := ( X t , r ) t≥0 is a locally square integrable and purely discontinuous martingale such that for any t ≥ 0,
where the last equality follows from Proposition 2.1. We will further impose the following assumption on the jumping kernel N(x, dz).
and for any x ∈ R d and A ∈ B(R d ),
Then there exist positive constants λ and Λ with λ ≤ Λ such that for any x, ξ ∈ R d , (1) For every x ∈ R d and every unit vector r ∈ R d , P x lim sup t→∞ X r t 2 X r t log log X r t = 1 = 1.
(2) For every x ∈ R d ,
Proof. We first prove (1) by applying [24, Theorem 1] to X. To do so, we see that X satisfies Assumption 1 (i) and (ii) of [24] . Let
Then by Assumption (A) (i), c 1 and c 2 are finite positive constants, and
Hence if we define
then (C t ) t≥0 is a predictable increasing process such that
Then
If we let Λ 1 := Λ/c 1 and λ 1 := λ/c 2 , then Assumption (A) implies that Λ 1 I − S t and S t − λ 1 I are nonnegative matrices, where I is a d × d-unit matrix. Combining this with (2.13), we have verified Assumption 1 (i) of [24] for X. By (2.11), we have for any t > 0 and A ∈ B(R d ),
This implies that X satisfies also Assumption 1 (ii) of [24] . Let r be a unit vector in R d . Since (2.10) and Assumption (A) (ii) yield that
we obtain P x lim t→∞ X r t = ∞ = 1.
(2.15) Therefore, (1) follows by applying [24, Theorem 1] to X. We next prove (2) in the same way as for the law of the iterated logarithm for the multidimensional Brownian motion (see, e.g., [23, Exercise 1.5.17]). Since (2.10) and Assumption (A) (ii) imply that
Then by (1),
Let {r n | n ≥ 1} be a family of unit vectors in R d forming a dense set in the unit sphere S d−1 . Then for any ε ∈ (0, 2C), there exists l ≥ 1 such that
Hence if we let
then there exists j ∈ {1, . . . , l} for any ε > 0 such that for all t ≥ 1, a.s.
which shows that for t ≥ 1, |R t − R t , r j r j | ≤ ε, a.s. 
Since this inequality implies that
Hence the proof is complete by (1).
Remark 2.4. We do not know the zero-one law for the tail events of X (see [9, Theorem 2.10] and references therein for symmetric jump processes with heat kernel estimates). In particular, it is not clear whether lim sup t→∞ |X t |/ √ 2t log log t in (2) takes a nonrandom constant almost surely or not.
On the other hand, since
it follows from the same argument as for the proof of (2) that
Examples
In this subsection, we provide a class of Feller processes which satisfy Khintchine's law of the iterated logarithm. For any u
Bu
Here, c(x) and α(x) are positive measurable functions on R d , and n 0 (x, z) is a non-negative Borel measurable function on R d × R d . We will impose the following conditions on α(x), c(x) and n 0 (x, z), respectively.
(1) The index function α(x) satisfies (2) The coefficient c(x) is continuous, and there exist positive constants c 1 and c 2 such that (ii) For almost every z ∈ R d , the function x → n 0 (x, z) is continuous on R d ;
Then, we have Proposition 2.5. Under the assumptions above,
and its closure is the generator of a Feller semigroup.
Furthermore, let X = {(X t ) t≥0 , (P x ) x∈R d } be the Feller process on R d associated with the closure of (L, C ∞ c (R d )). Then, X is a locally square integrable and purely discontinuous martingale, and satisfies Khintchine's law of the iterated logarithm.
To prove Proposition 2.5, we start from the following operator (A, C ∞ c (R d )):
By [2, Theorem 2.2] (see also [4, Theorem 3 .31] or [12, Theorem 5.2]), there exists a Feller
is the core of the Feller generator of Y .
Indeed, as Bass [2] proved the existence and uniqueness of the (A, C 2 b (R d ))-martingale problem, Y is called the stable-like process in the sense of Bass in the literature. Let (A, D(A) ) be the Feller generator of Y . If we define L 1 = c(·)C −1 α(·) A and D(L 1 ) = D(A), then the operator (L 1 , D(L 1 )) is also a Feller generator because c(x)C −1 α(x) is a continuous function on R d bounded from above and below by positive constants (see, e.g., [4, Theorem 4.1] ).
Next, we consider the following operator (B 1 , C ∞ (R d )):
We can claim that Lemma 2.6. The operator B 1 is a bounded linear operator on C ∞ (R d ).
Then, we will prove that both B and B 2 are bounded linear operators on C ∞ (R d ). If it holds, then we can prove the assertion. For simplicity, we verify the conclusion only for the operator B.
First, by Assumption (3)(i), there is a constant C > 0 such that for any u ∈ C ∞ (R d ), Bu ∞ ≤ C u ∞ ; according to Assumption (3)(i)-(ii) and the dominated convergence theorem, the function Bu is continuous on R d . To complete the proof, it is enough to show that Bu(x) → 0 as |x| → ∞. For any ε > 0, there exists a constant R > 1 such that for any x ∈ R d with |x| ≥ R, |u(x)| ≤ ε. By Assumption (3)(i), we can also assume that {|z|≥R} n 0 (x, z) dz ≤ ε. Now, assume that |x| ≥ 2R. We write
which yields the desired assertion.
Proof of Proposition 2.5. According to all the conclusions above, we know that (L 1 , C ∞ c (R d )) is closable on C ∞ (R d ), and B 1 is bounded on C ∞ (R d ) by Lemma 2.6. Since L = L 1 + B 1 ,
is also closable on C ∞ (R d ). As L satisfies the positive maximum principle, the closure of (L, C ∞ c (R d )) is the generator of a Feller semigroup by [20, Proposition 2.1]. Let X = {(X t ) t≥0 , (P x ) x∈R d } be the Feller process on R d associated with the closure of (L, C ∞ c (R d )), and let N(x, dz) be the jumping kernel of X. Then N(x, dz) is absolutely continuous with respect to the Lebesgue measure and the density function n(x, z) is given by
Since N(x, dz) fulfills Assumption (2.4) and Assumption (A), X is a locally square integrable and purely discontinuous martingale, and satisfies Khintchine's law of the iterated logarithm, respectively, by Proposition 2.1 and Theorem 2.3.
At the end of this section, we present two examples of n 0 (x, z) such that Assumption (3) is satisfied. For n ∈ N and u, v ∈ C ∞ c (R d ), we define
Note that by (3.1), the right hand side of the equality above is absolutely convergent. Let
Then, by (3.1) again, (D, D(D)) is a symmetric Dirichlet form on In what follows, let X = {(X t ) t≥0 , (P x ) x∈R d \N } be a Hunt process on R d associated with (η, F ), where N is an properly exceptional set for (η, D(η)) (see [6, p.874] for definition). According to the Beurling-Deny type decomposition for semi-Dirichlet forms (see [14, Theorem 5.2.1] ), there are no local part and no killing term in the lower bounded semi-Dirichlet form (η, F ) given above, and so the associated process X is also of pure-jump type. In order to present sufficient conditions on the jumping kernel J(x, y) such that X itself is a locally square integrable martingale, we will make use full of the expression for the generator associated with (η, F ). For this purpose, we suppose that the following three conditions hold: Lemma 3.1. Assume that J(x, y) satisfies all the assumptions above. Let (L, D(L)) be the (L 2 -)generator of (η, F ). Then
Moreover, (L, C 2 c (R d )) extends to C 2 b (R d ) and the expression above remains valid for any u ∈ C 2 b (R d ).
(2) There exists a Borel properly exceptional set N 0 ⊃ N such that for any
Proof. According to (3.3), for any n ≥ 1,
Let L be as in (3.5) . It is obvious that, under assumption (ii), Lu is pointwisely well defined for any u ∈ C ∞ c (R d ). Moreover,
Then, by assumption (ii) again and the dominated convergence theorem, for any f, g ∈
Lf (x)g(x) dx.
In particular, the equality above shows that the operator L is the generator of (η, F ). Following the argument in step 2 of [18, Theorem 2.2] and using (3.1) and assumption (iii), we know that L maps C ∞ c (R d ) into L 2 (R d ; dx). We also note that the operator (L, C ∞ c (R d )) extends to C 2 b (R d ) in a similar way as in [6, Section 5] or [4, Theorem 2.37 ]. Hence we arrive at the assertion (1) .
Applying [6, Theorem 4 .3] to (L, C 2 b (R d )), we can obtain the second assertion. We note that, even though [6, Theorem 4.3] requires the continuity of Lu for any u ∈ C ∞ c (R d ), the proof of this theorem is still true without this assumption.
According to (3.3) and Lemma 3.1, we obtain the statement below in a similar manner as for the proofs of Proposition 2.1 and Theorem 2.3. (1) The assertion of Proposition 2.1 is valid with respect to P x for every x ∈ R d \ N 0 .
(2) If N(x, dz) satisfies Assumption (A), then the assertion of Theorem 2.3 is valid for every x ∈ R d \ N 0 .
Let J(x, y) be a non-negative Borel function on R d × R d given by
such that the following two conditions hold. (2) c(x) is a function on R d bounded from below and above by positive constants, and Then, the jumping kernel J(x, y) above generates a lower-bounded regular semi-Dirichlet form (η, F ) on L 2 (R d ; dx), and satisfies assumptions (i)-(iii) and Assumption (A). Therefore, the statement of Theorem 3.2 holds for the Hunt process X generated by (η, F ). In particular, the process X is a locally square integrable and purely discontinuous martingale, and satisfies the law of the iterated logarithm.
Indeed, by definition,
we also obtain (3.2). On the other hand, it is obvious that assumption (i) holds. By (3.7) and the calculations above, one can see that assumptions (ii) and (iii) are satisfied. We also see that J(x, y) fulfills Assumption (A). Combining all the conclusions above, we can get the desired assertion.
The concrete example for α(r) and c(x) satisfying the conditions above is as follows. Let α(r) be a positive measurable function on [0, ∞) such that sup 0<r<R 1 α(r) < 2, inf r≥R 2 α(r) > 2, sup R 1 ≤r≤R 2 α(r) < ∞ for some constants 0 < R 1 < R 2 < ∞ . Let c(x) be a Lipschitz continuous function on R d such that it is bounded from below and above by positive constants. We shall mention that, to the best of our knowledge, the well-posedness of the martingale problem for the operator (L, C ∞ c (R d )) with the jumping kernel J(x, y) given by (3.6) is still not available in the literature. In particular, we do not know whether (L, C ∞ c (R d )) can generate a Feller semigroup or not. Roughly speaking, given a function J(x, y), it is relatively easy to construct Hunt processes by using Dirichlet forms. Even though it is difficult in general to show the existence of an associated Feller process, it can start from every point in R d if exists.
We further present examples of the jumping kernels J(x, y) such that the statement of Theorem 3.2 is valid for the associated Hunt processes. These examples can be regarded as variants of the jumping kernels given in [5, Subsection 6.2, (9) and (13) ]. (i-b) for any (x (1) , . . . , x (d) ) ∈ A and for any permutation {i 1 , . . . , i d } of {1, . . . , d}, (x (i 1 ) , . . . , x (i d ) ) ∈ A.
Let J(x, y) be a non-negative Borel function on R d × R d given by J(x, y) = c(x) |x − y| d+α(|x−y|) 1 {y−x∈A} .
Suppose that the functions α(r) and c(x) satisfy (1) and (2) as these in the beginning of this subsection. Then, in the same manner as for (3.6), we can show that the statement of Theorem 3.2 is true for the Hunt process generated by a lower bounded semi-Dirichlet form with the jumping kernel J(x, y). 
