We propose a generic light cone phase diagram for chaotic long-range r −α interacting systems, where a linear light cone appears for α ≥ d + 1/2 in d dimension. Utilizing the dephasing nature of quantum chaos, we argue that the universal behavior of the squared commutator is described by a stochastic model, for which the exact phase diagram is known. We provide an interpretation in terms of the Lévy flights and show that this suffices to capture the scaling of the squared commutator. We verify these phenomena in numerical computation of a long-range spin chain with up to 200 sites.
Introduction:
The speed of light is a strict upper bound for the rate of transmission of quantum information. In many laboratory settings, however, the natural dynamical timescales are sufficiently slow compared to the system size that the speed of light can be treated as effectively infinite and the system can be approximated as having instantaneous long-range interactions. Common examples include partially screened Coulomb interactions and electric and magnetic dipolar interactions. Such nonlocal interactions have the potential to allow rapid information transfer between distant locations, making them attractive for quantum information processing. On the other hand, from the study of the spreading in space of local perturbations in quantum chaotic systems, it is known that stricter speed limits can sometimes emerge from complex dynamics [1] . It is important to determine under what conditions such effective speed limits exist on the motion of quantum information in these systems.
Here we focus on the case of long-range systems with power-law interactions, where terms in the Hamiltonian fall off with some power of the distance between the interacting particles. In this setting, there is a rich history of investigations including Refs. 2-16. In particular, starting from a long-range version of the Brownian circuit model [34] , Chen and Zhou [13] were able to give strong evidence for a complex phase diagram in which an effective limiting velocity could emerge even with a rather slow fall-off of the interactions. In their analysis, dephasing due to averaging over random time-dependent Hamiltonians gave a simple stochastic picture of information spreading. Assuming that quantum chaos generically leads to an effective dephasing of the dynamics, their work raised the natural conjecture that their phase diagram was generic for chaotic power-law interacting systems.
In this work, we articulate this conjecture in detail and provide substantial evidence for it. First, we further analyze the Brownian circuit model in Ref. [13] and rigorously locate the aforementioned phase boundaries that delineate the regions of ballistic, super-ballistic, and exponential growth. Second, we study a chaotic long-range interacting spin chain using matrix product state techniques-specifically a novel TDVP-MPO method (timedependent variational principle of the matrix product representation [19, 20] in operator space)-which is suitable for dealing with long-range interactions [21] [22] [23] . We find approximate agreement with the Brownian circuit phase diagram. Our theoretical picture is that dephas-ing due to quantum chaos leads to an effective stochastic description from which a universal phase diagram follows.
To set the stage, we will consider a system of N qubits governed by a Hamiltonian with two-qubit interactions with strength decaying as r −α , where r is the separation between the interacting qubits. Our universal phase diagram will be phrased in terms of the parameter α, with α → 0 the all-to-all limit and α → ∞ the local limit. We focus on one-dimensional (1D) systems but comment on the general case in the discussion. We diagnose information propagation using the squared commutator which is familiar from the study of many-body quantum chaos. Specifically, given a local operator W , its Heisenberg form W (t) = e iHt W e −iHt , and a local operator V a distance x from W , we define the infinitetemperature squared commutator (out-of-time-ordered commutator [24] [25] [26] , or OTOC):
where Tr(I) is the dimension of the total Hilbert space. By analyzing the spacetime contours of constant C, one can diagnose the spreading of local perturbations using a generalization of the scaling form proposed in Ref. 27 and 28. The resulting phase diagram for the Brownian circuit model and the chaotic spin chain are shown in Fig. 1 . We propose that this phase diagram is generic for chaotic power-law interacting systems and provide both analytical and numerical evidence to support this conjecture.
Operator spreading: In general, chaotic time evolution will increase the support and complexity of W (t), a process known as operator spreading. In the Brownian circuit model, dephasing causes the operator spreading dynamics to become effectively stochastic. We propose that the resulting dynamics can be approximated by a model that generates the universal phase diagram.
We use a height representation introduced in Ref. 13 and 29 to describe the operator spreading, but there are many other approaches [28, [30] [31] [32] [33] [34] . In a 1D chain of spin-1 2 particles of length L, we expand W (t) into Pauli string basis {B µ }:
With the normalization tr(W † (t)W (t)) = 1, the coefficients |a µ (t)| 2 give a normalized probability distribution over {B µ }.
Each basis operator has a height as follows: the ith component h i for operator B µ is 0 if B µ is identity on site i and 1 otherwise. Together these h i form an L-component vector h ∈ {0, 1} L . The height representation does not distinguish different Pauli operators, so many operators have the same height. If the distribution over operators of a given height h is more-orless random, then the chaotic operator dynamics is succinctly represented by the height probability distribution
Since the commutator [W (t), V ] can only be non-zero if W (t) is not the identity at the location of V , it follows that C(x, t) is proportional to the mean height of W (t) at site x (again provided the distribution over operators of a given height is uniform).
The distribution f is defined on the space of 2 L height states. We refer to sites with h i = 1 as occupied, and otherwise as unoccupied. Initially, a simple local operator W (0) only has one site occupied and the distribution f is concentrated on that height vector. Time evolution generally expands the operator, and the height distribution is correspondingly spread over more height configurations. Due to the decaying strength of the interaction, sites closer to W (0) are more likely to increase their height earlier. As a result, the dynamics of the height distribution encodes the light cone structure. The height picture is particularly useful for chaotic systems because their pseudo-random character implies that the evolution of f (h, t) is often approximately Markovian. This observation has been made in many studies of local systems [28, [30] [31] [32] [33] , where an additional site can become occupied only if it is next to an occupied site. Long-range interactions relax this constraint.
We postulate the following effective Markovian transition rates for the f dynamics. For definiteness, suppose the Hamiltonian is H = ν J ν H ν where the H ν are Pauli strings with non-identity elements on only two sites a distance r(H ν ) apart and the couplings J ν scales as r(H ν ) −α . If the model is chaotic, then it will exhibit an effective loss of coherence on a time-scale τ coh . The Markovian transition rates are then estimated to be of order J 2 ν τ coh ∝ r −2α . This estimate leads to a probability of jumping from the top configuration to the bottom configuration in Fig. 2(a) that goes like r −2α . Hence, the stochastic height dynamics of Model 1 is:
1. Initially only one site is occupied.
2. Each occupied site contributes a transition rate proportional to r −2α to occupy an empty site a distance r away.
The assumption of effective dephasing and the stochastic rate estimate above are our key assumptions to understanding the light cone structure. The resulting Model 1 can be exactly realized in an idealized model called a Brownian circuit [13, 29, 34] . Instead of relying on the assumed pseudo-randomness of chaos, the Brownian circuit puts time-dependent randomness by hand in the Hamiltonian, which contains all possible two-body interactions with independent Brownian motions for each coupling.
The Brownian circuit can be defined on q−dimensional spins on each site and the random average results in a series of stochastic model parameterized by q. The q → ∞ limit gives Model 1. The finite-q model contains an additional rule that makes an occupied site empty with rate q −2 r −2α for separation r. At large q, this shrinking process is suppressed by q −2 and operators tend to always spread. Previous numerical simulations gave strong evidence that even q = 2 is qualitatively similar to the q = ∞ limit [13] , so this further justifies focusing on Model 1.
As discussed above, we define the light cone structure by first computing the squared commutator and then studying its level sets. The curve parameterized by t = t LC (x) with C(x, t LC (x)) = defines the light cone contour with threshold . The contour is expected to depend strongly on α. In the local limit, α → ∞, the leading behavior is t LC (x) ∼ x, i.e. a linear light cone. When α = 0, Model 1 completely loses locality, and t LC (x) → 0 when L → ∞. The general phase diagram has been obtained exactly in Ref. 17 and 18 in a different language; translating it to our setting yields Fig. 1 .
There are four different phases characterized by different light cone scalings. In 1D, α < 0.5 is the completely non-local phase. The transition occurs at the threshold below which the jump rate ∼ r −(2×0.5) in Model 1 becomes un-normalizable in an infinite chain. On a finite chain, the operator spreading is similar to that of the Sachdev-Ye-Kitaev model [13, 25, 29, 35, 36] that scrambles within log L time. As α increases, one finds a phase with t LC (x) ∼ (log x) 1 η (0 < η ≤ 1) for 0.5 ≤ α < 1 and a power-law light cone phase for 1 < α < 1.5. Finally, when α ≥ 1.5, a linear light cone emerges.
A Faster Model: Model 1 + . To better understand these results, and to learn more about the shape of the contours, we study an even simpler model that still captures much of the physics. We term the model "Model 1 + " and illustrate it in Fig. 2 
(b). Its modified transition rule is:
2 Make a transition (as in Model 1) and then fill in all the empty sites "behind" the newly occupied site.
Clearly, Model 1 + spreads faster than Model 1, so its value for C(x, t) will upper-bound that of Model 1. However, Model 1 + is simpler to analyze because its state is completely determined by the motion of the outermost point, thus reducing it to a single particle problem. In 1D, the dynamics can be sped up by taking all the sites with x ≤ 0 to be occupied in the initial height state. The motion of the outer-most point becomes Markovian, and the rate to move forward r sites is then
. Such a long-range random walk is called a Lévy flight (see Refs. [37] [38] [39] , where the displacement of each jump X t (at time t) is an independent random variable with distribution f jump (x) that scales as x −(1+α Lévy ) when x → ∞. According to the generalized central limit theorem (see the Appendix), the total displacement will converge to a Lévy stable distribution L α Lévy ,β Lévy . For the present case, α Lévy = 2α − 2. The distribution f jump (r) is completely asymmetric towards r > 0, so the skewness parameter is β Lévy = 1. The distribution for the right-most occupied site ρ(r, t) scales as
where L α,β is the Lévy stable distribution ζ = 2α−2 and v B and D are the first and second moments of f jump (x) when they exist. The probability for site x to be occupied is equal to
ρ(x , t) in Model 1 + , which leads to the following light cones in Table I : Model 1 + is not meaningful when α < 1, where f jump (x) is not normalizable, so this sets one phase boundary. The existence of the mean velocity v B and variance D of the jump distribution f jump (x) mark the other two transition points.
Since the velocities for Model 1 + are faster than those of Model 1 and since the light cone of Model 1 + is linear for α > 1.5, Model 1 must also have a linear light cone in this regime. We further expect Model 1 to form a domain of occupied sites within the light cone, leading to qualitatively similar predictions for C(x, t). For 1.5 < α < 2 the front broadens as t 1/(2α−2) and for α ≤ 2 as √ t. This has been verified in the classical simulation of Model 1 (see the Appendix).
For 1 < α < 1. + thus fails to make predictions about 0.5 < α < 1 for Model 1.
It is also useful to analyze the wavefront's spatial dependence at fixed time. We refer to the large-x limit of C(x, t) at fixed time as the tail. For small t in Model 1, the tail should be roughly equal to the probability of a rare jump from the initial seed at site 0, i.e. as x −2α . When α > 1.5, a domain of occupied sites within the light cone implies that Model 1 is qualitatively similar to Model 1 + . Typical configurations beyond the light cone will be contiguous domains as in Model 1 + . Hence the tail scaling should be closer to Model 1 + which is x −2α+2 for 1.5 < α < 2 and Gaussian for α ≥ 2. The latter is the same as systems with local interactions [31, 33] . When 0.5 < α < 1.5, the profile of C(x, t) is scalefree and a domain will not exist. Within a mean-field approximation (see the Appendix), we find the tail scaling to be x −2α , which is further numerically verified in Model 1 and a long-range spin chain discussed below.
We briefly comment on the situation in higher dimensions. The transition rate r −α is normalizable in ddimension only when α > Numerical results: We test the dephasing mechanism and other predictions mentioned above in a longrange mixed field Ising model with Hamiltonian
where J is set to 1 as the energy unit, and the fields h z and h x are set to 0.5 and 1.05, respectively.
We implement the TDVP algorithm in operator space, which treats the operator as a matrix-product state and optimizes within the space of matrix-product representations [19, 20, 40] . Even with long-range interactions, the operator representation of the "super" Hamiltonian H = H ⊗I −I ⊗H * can still be explicitly constructed and then used as input into the standard state-based TDVP algorithm [20] . We expect that information far ahead of the wave front can be extracted with relatively low bond dimension, enabling us to simulate up to 200 sites.
In Fig. 3 , we present the contour plots of C(x, t) for α = 2.2 and α = 1.2, which demonstrate the linear and power-law light cones respectively. The insets show the contours for different values of the threshold, . Eq. (3) predicts that the contours will follow the relations (x − v B t)/ √ t ∼ constant and x ∼ t 1 ζ for the linear and polynomial light cones respectively. The former gives convex curves that become parallel asymptotically, while the latter gives concave curves that disperse. These features are reflected in Fig. 3(a) and Fig. 3(b) .
A precise verification of the phase boundary is computationally challenging. We instead measure the spatial dependence of the power-law tail to verify the proposed dephasing scheme. Fig. 4(a) shows the tail of the front for a point initial condition with α = 1.2. The decay exponent remains close to 2α even at late times, consistent with the mean field argument (see the Appendix). In contrast, a domain wall initial condition with h = 1 for x < 0 will generate a tail that scales as x −2α−1 at early times. In Fig. 4(b) , we fit the decay while taking into account the finite size of the domain and show that the fit parameter α fitted is fairly close to α. Discussion and conclusion: We studied information propagation in chaotic long-range interacting systems via an analysis of the light cone structure of the squared commutator. Invoking a dephasing mechanism, we proposed a general phase diagram for such chaotic We fit the decay to a two-parameter function C = a x 1−2α fitted − (x + x0) 1−2α fitted , where x0 is the domain wall length. We observe that α fitted ≈ α, which confirms the Lévy flight at short times.
systems that generalizes the one proposed in Ref. [13] and exhibits logarithmic, power-law and linear light cone regimes. In particular, we analytically compute and numerically confirm the emergence of a linear light cone when the power-law exponent of the interaction strength α ≥ 1.5.
A further simplification of the model yields a simple Lévy flight picture (Model 1 + ) that describes the operator spreading in generic long-range interacting systems. It is remarkable that we can determine all the phase transition points at where the moments of Lévy flight diverge, as well as the OTOC scaling close to the light cone. Both Model 1 and the associated arguments are also generalizable to systems with large number of on-site degrees of freedom. We leave the small-N to large-N crossover behaviors of OTOC as a future work.
Recently, Ref. [15] gave a proof of a general LiebRobinson-type bound with a linear light cone for α > 3 in 1D. We here have a smaller threshold at α = 1.5. This is in accordance with folklore that chaos usually prevents a system from achieving the optimal rate of propagation. Thus, we anticipate that the critical α for the systems we consider will generally be smaller than those of theoretical bounds (note however the noisy coupling in the Brownian circuit can violate the strict assumption J ν ≤ r(H ν ) −α commonly assumed for the LiebRobinson bound).
We note that a similar Lévy flight picture was heuristically proposed to study the transport properties of longrange interacting systems with conservation law [41] , where the amplitude rather than the probability undergoes a symmetric Lévy flight. It would be interesting to understand the connection to the Lévy flight in our framework.
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If the second moment of the distribution exists (α > 2), then according to the central limit theorem the total displacement rescaled by
will converge to a standard normal distribution with mean v B t, where v B is the first moment.
The generalized central limit covers the case when the second moment does not exist. Specifically, let {x 1 , x 2 , · · · , x t } to be the independent displacements of the Lévy flight, then 1 the rescaled displacement Y = , σ 0 ).
1 When α = 2, Y should be defined as L α,β (x; µ, σ) is the Lévy stable distribution defined through its characteristic function
Here µ is the first moment (equals v B in our case), σ is the scale parameter (a generalization of variance), −1 ≤ β = c+−c− c++c− ≤ 1 is the skewness parameter defined by the asymptotic decays of the distribution, and
Through change of variable, the total displacement
) (when α < 1, we can set v B = 0). The Lévy stable distribution decays as x −(1+α) , i.e. the same scaling as those long jumps. The Lévy distribution we use in the text has power law exponent 2α − 2 and skewness parameter 1.
The tail scaling analysis for Model 1 and Model 1
+
In the main text, we discussed the asymptotic distributions of the out-most point in Model 1 + . The Lévy flight has the same tail distribution as the jump distribution f jump (x). We then know how the tail of ρ(x, t) behaves. Finally C(x, t) is the probability for site x to be occupied, and hence is the cumulant distribution of the ρ(x, t)
We therefore obtain the detail distribution of Model 1 in Tab. II
Gaussian Gaussian Table II . Tail scalings of Model 1 + and Model 1. For 1 < α < 2, the Lévy flight has tail ρ(x , t) ∼
ρ(x , t)dx has tail 1 x 2α−2 . Model 1 has identical data except that the tail for 1 < α < 1.5 scales as 
The tails of Model 1 and Model 1
+ will have the same scaling when a domain of occupied sites exist.
So we only expect their behaviors to differ for 0.5 < α < 1.5. Taking a point x far away from the light cone, for 0.5 < α < 1.5, this means x/x LC (t) 1. One expect that the occupied sites in each instance of Model 1 are scattered outside the light cone rather than forming a contiguous domain. Hence C(x, t) should be roughly the jump rate within the light cone to the site at x. On large scales, we use the mean field approximation to estimate
C(x , t).
(9)
In this regime, the Log 1 η and power-law light cone suggest that C(x, t) is scale free. We thus use a power-law
when plugging in, in other words α tail = 2α. The scaling
is indeed consistent with the previous numerical study of Model 1 [13] for 0.5 < α < 1.5.
Master Equation of height in Brownian circuit
In this section, we give a detailed derivation of the master equation in Brownian circuit.
We allow the Hamiltonian to have general two-body interaction in a local q-dimensional Hilbert space
where we label each spin by lowercase roman index i, j, k.
Here σ µi i are set of Hermitian basis for ith spin, which are chosen to be
T a are the standard SU(q) generators. They are q 2 − 1 traceless Hermitian matrices normalized as
so that
For time-dependent noisy dynamics, we should expand the evolution to second order (cf. Lindblad equation) and apply the Itô formula,
where in the last line we have used the following contraction identities:
We are interested in the operator content of evolved operator O(t). More precisely, let B µ be the operator basis consisting of tensor products of σ ν on each spin degree of freedom. Letting O(t) = µ α µ (t)B µ , we inspect the dynamical expansion coefficient
Its time evolution is given by:
The first term is a noise term, whereas the second term is deterministic. Define f (B µ , t) to be the average probability at time t
the evolution is given by
After doing the average, only the deterministic term will survive in the first differential and noisy term in the second differential. We have
where the dots represent r 0 −q 4 Bµ is I on i,j A 2 ij . In a stochastic equation, this term can also be fixed by probability conservation, so we will not keep track of it. We can further reduce second term to other average probabilities
At this point, the derivation is completely general about the spatial structure and the interaction types between those q-spins. Now we specify the spatial structure and height variable. We use upper case roman index I, J, K to label spatial sites. Each spatial site I host N spins. We define height variable on each site, the joint height probability function f (h, t), where the vector h host height on each site. We assume equal partition on each local basis σ µ , then for any basis B µ having height vector h
We find that the 2-body interaction terms can only change the height by ±1, so can further restrict B ν to B + µ and B − ν . Thus we can multiply C h on both sides of Eq. (21) df (h,
where
Notice that in the actual process, the transition from state h − e I to h I induces a height increase rather than decrease. Our notation here refers to height decrease from basis B µ to B − µ
We now calculate the terms that change the height by ±1. First consider height increase. Then one leg of the interaction must be inside the basis and one outside, see left of Fig. 5 . We focus on one such interaction term, thus restricting to fixed spin i and j 
where we have used the SU(N ) identity
There are (N − h I )h J choices to create this type of interactions between site I and J, if we assume A ij = J IJ for all i ∈ I and j ∈ J, then each choice contributes equally. The height increasing term becomes
For height decrease, both legs of the interaction must touch the non-identities in B µ , see right of Fig. 5 . Again we reduce to two sites
In the figure, we restrict site I to host T g in B µ and T h in the interaction term. In order for the height to decrease at site I, we must have g = h. Hence
Again, we assume the all interactions contribute to these two sites contributes equally. Then there are h I h J choices. The height decreasing term becomes
(31) Therefore overall we have (32) In the text we take
The Brownian Circuit and its numerical data
The Brownian circuit is a model that contains only noisy interactions [13, 29, 34, 42] . Hence the evolution of f (h) is a Markov process. In 1D, we have the following master equation [13, 29, 34] 
(34) The first two terms describe the transition rates from a height configuration h ± e i to h, where the component of e i is 1 at site i and 0 elsewhere. The coefficients D ij = 1 |i−j| 2α is proportional to the square of the quantum interaction strength -dephasing mechanism is at work here. If we take the local Hilbert space to be qdimensional, then the transition rate should be replaced by 4(1 − Refs. [17, 18] proved the asymptotic light cone structures of Model 1. In one dimension, they read:
The power-law light cone regime between 1 and 1.5 is the same as that for Model 1 + .
We numerically check the power-law light cone scalings. In Fig. 6(a) , the data collapse of the mean height h(x, t) with the scaling arguments x/t 1/(2α−2) is very successful for α = 1.4. However, as emphasized by Ref. [18] , it converges very slowly to the power-law light cone when α → 1. In fact, when log t ≤ 2d |α−1| , the light cone scaling will flow to the marginal case of α = 1. We hence collapse the α = 1.2 case with scaling argument x/ exp a log 2 (t) in Fig. 6(b) .
Finally, we numerically check the shape of the front. Starting from an initial condition which takes nonzero value only in the middle of system, we have h(x) ∼ 1/x 2α ahead of the light cone, as shown insets of Fig. 6(a) and Fig. 6(b) . Additionally starting from a domain wall initial condition, we observe the crossover from 1/x 2α−1 scaling to 1/x 2α scaling (see Fig. 7 ). In the long time limit, we always have 1/x 2α scaling behavior.
(a) (b) Figure 6 . The data collapse of h(x, t) for various α with L = 100, 000. The mean height h(x, t) is obtained after taking average over 20,000 simulations. The initial condition is taken as the Kronecker delta function h(x, t) = δ x,L/2 with x1 ≡ x − L/2. (a) When α = 1.4, we take the scaling argument to be x1/t 1.25 , consistent with the theoretical prediction in Eq. (35) . (b) When α = 1.2, we choose the scaling argument to be x1/ exp a log 2 (t) , which is supposed to be working for α = 1. Here we take a = 0.42 which is larger than 1/4 log(2). Figure 7 . The height dynamics with the domain wall initial condition: h(x < 1000, t = 0) = 1 and h(x > 1000, t = 0) = 0. As time evolves, the exponent of the power law tail changes from 1.4 to 2.4. Here the mean height is obtained after taking average over 20,000 simulations and the total system size is L = 100, 000.
TDVP Method for Numerical Simulation
Consider the following generic long-range Hamiltonian, 
The corresponding super-Hamiltonian that describes the operator dynamics is H = H ⊗ I − I ⊗ H * . In order to study the operator dynamics within the tensor-network framework, we need to write the super-Hamiltonian in a matrix-product form,
where V l/r is the boundary vector of operators (each element of the vector is an operator) and M s are the matrices of operators defined on each site. The boundary vector, and operator matrices can be constructed explicitly for the long-range super Hamiltonian given in Eq. 
which is ready to be used as the input in the time-dependent variational principle (TDVP) algorithm. Compression of the MPO, for example, via Smith decomposition, maybe required to reduce the memory usage.
