Let G(O S ) be an S-arithmetic subgroup of a connected, absolutely almost simple linear algebraic group G over a global function field K. We show that the sum of local ranks of G determines the homological finiteness properties of G(O S ) provided the K-rank of G is 1. This shows that the general upper bound for the finiteness length of G(O S ) established in an earlier paper is sharp in this case.
Introduction
Let K be a global function field and suppose G is a connected, noncommutative, absolutely almost simple K-group. Let S be a finite, nonempty set of pairwise inequivalent valuations on K. We let O S be the ring of S-integers in K. We denote the completion of K with respect to v ∈ S by K v . We let k(G, S) = v∈S rank Kv (G).
In [BW07] , we proved:
Theorem 1.1. Suppose K, S, and G are as above. If rank K (G) > 0, then
G(O S ) is not of type F k(G,S) .
Recall that a group Γ is of type F m if there exists an Eilenberg-Mac Lane complex K(Γ, 1) with finite m-skeleton. It follows that such a group has finitely generated homology and cohomology groups up to dimension m. Theorem 1.1 leads to the natural question of whether the groups from Theorem 1.1 are of type F k(G,S)−1 . Several results show that for special cases, the answer is yes. For example, Stuhler [Stuh80] proved that the answer is yes for groups of the form SL 2 (O S ). And independent work of Abels [Abel91] and Abramenko [Abra96] has shown that the answer is yes for some higher rank examples. In particular, the answer is yes if G is a classical K q -group and O S = F q [t] where q is large depending on the rank of G.
In this paper, we add to the evidence above by proving: 
Background
See the introduction of [BW07] for more on the background of this problem.
Outline of the proof of Theorem 1.2
The group G(O S ) acts on the Euclidean building for v∈S G(K v ) , which we denote by X. Since rank K (G) = 1 > 0, the group G(O S ) does not act cocompactly on X. Nor does G(O S ), nor any finite index subgroup of G(O S ), act freely on X, although G(O S ) does act on X with finite cell stabilizers.
We apply reduction theory to obtain a subspace X 0 ⊆ X on which G(O S ) acts with compact quotient. The space X 0 is obtained from X by removing an infinite family of pairwise disjoint horoballs.
We use piecewise linear Morse theory to prove that horospheres -the boundaries of horoballs -appearing in the construction of X 0 are k(G, S) −2 connected. It follows that X 0 is k(G, S) − 2 connected, so G(O S ) is of type F k(G,S)−1 .
Our proof that the horospheres used to define X 0 are k(G, S) − 2 connected makes essential use of a result of Schulz [Schu05] that analyzes connectivity properties of certain subsets of links in X.
We remark that unlike previous work on the positive direction for finiteness properties of arithmetic groups over function fields, our argument does not need assumptions on the geometry of the building X neither with regard to type, nor degree of thickness, nor the dimensions of irreducible factors.
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Reduction Theory
Let K be a global function field and suppose G is a connected, noncommutative, absolutely almost simple K-group. We assume that rank K (G) = 1, we let A ≤ G be a maximal K-split torus, and we choose a minimal K-parabolic subgroup P ≤ G containing A.
Note that the group of K-characters of P is infinite cyclic. Let χ be the generator for this group that is a positive multiple of the simple root associated with P in the root system of G with respect to A.
Let S be a finite, nonempty set of pairwise inequivalent valuations on K. Any v ∈ S gives a norm | · | v on K, and we let K v be the completion of K with respect to this norm. For any K-group H, we put
The statement of the next result below requires the definition of two sets. The first is the group
Second, for any q > 0, we put:
We let O S be the ring of S-integers in K and we recall that G(O S ) is a discrete subgroup of G S via the diagonal embedding. The following theorem is a well known result from reduction theory.
Theorem 2.1. There is a finite set of representatives F ⊂ G(K) for the double coset space G(O S ) \G(K) /P(K) . Furthermore, for any such set F , there is some number q > 0 and some compact set C ⊆ G S such that
Proof. The finiteness of the double coset space The formula
. Again, Behr uses a technical hypothesis, which has been subsequently removed. In this case, in addition to Harder's version of Behr's Satz 5, one needs to use a version of Behr's Satz 6 free from technical assumptions. This version is the main result of [Spri94] . Using these replacements, Behr's proofs apply.
We also remark that the discussion in [Hard69, page 52] implicitly contains a derivation of Theorem (2.1) in the context of Harder's version of reduction theory in positive characteristic.
q.e.d.
In the following section, F , q, and C are fixed and satisfy Theorem 2.1.
Horoballs
We denote the Euclidean building corresponding to G(K v ) by X v and we let X = v∈S X v . We also fix a vertex e ∈ X. Let ρ : R ≥0 → X be the geodesic ray with ρ(0) = e and such that ρ(∞) is the center of mass of the cell corresponding to P S in the Tits boundary of X. Recall that this cell is the spherical join of the cells in the boundaries of the factors X v corresponding to P(K v ).
Let β ρ : X → R be the Busemann function induced by ρ normalized so that β(e) = 0. Sets of the form β −1 ρ (R ≥t ) are called horoballs -or even horoballs based at P S -in analogy with symmetric spaces. The next couple of lemmas explain how Theorem 2.1 naturally identifies a collection of horoballs that cover X.
Lemma 3.1. For some t ∈ R, we have
Proof. Let x ∈ P 0 S A(q) C · e. Note that β ρ (e) = 0 and since C is compact, C · e ⊆ β −1 ρ ([−t 0 , t 0 ]) for some t 0 > 0. Furthermore, P 0 S A(q) ⊆ P S fixes ρ(∞) and it follows from the definition of P 0 S and the fact that χ is a positive multiple of the simple root associated with P that P 0 S stabilizes horospheres based at P S , i.e., sets of the form β −1 ρ (r) . Similarly, the definition of A(q) implies that there is a constant L q ≥ 0 such that for any g ∈ A(q) , we have
Lemma 3.2. There is a T ∈ R such that
Proof. Combining Theorem 2.1 with Lemma 3.1 shows that
for some t ∈ R. The claim follows for some T ≤ t since any point in X is a uniform bounded distance from a point in the orbit G S · e. q.e.d.
We have identified a cover of X by horoballs. That is not a very interesting fact on its own, but we will use it to help us prove our ultimate goal in this section, which is to identify a pairwise disjoint collection of horoballs in X with G(O S )-invariant, cocompact complement. These pairwse disjoint horoballs will be retracts of the horoballs identified in Lemma 3.2, so we will want to know that any such horoball with its retract horoball removed has a precompact image in G(O S ) \X. That is the goal of the corollary of the following:
Lemma 3.3. For r ∈ R, any finite index subgroup of the discrete group P ρ (r) and let Σ v ⊆ X v be an apartment corresponding to a maximal K v -split torus A v in P containing A. Let R u be the unipotent radical of P. Recall that R u (K v ) acts transitively on the set of apartments in X v whose boundary sphere contains the chamber corresponding to
. We have shown that P 0 S acts cocompactly on the horosphere β −1 ρ (r) . Now, we observe that P q.e.d.
Corollary 3.4. For any f ∈ F and any R ≥ 0, the quotient
Proof. For f = 1, the claim is immediate from Lemma 3.3. If f = 1, we replace the role of P
We let β f ·ρ : X → R be the Busemann function for the geodesic ray f · ρ.
and let M r be the Hausdorff distance between the orbit Γ f f ·ρ(r) and the horosphere β
Let a ∈ A S be defined by a = (a v ) v∈S where a v ∈ A(K v ) is such that |χ(a v )| v > 1, and let a f = f af −1 . Since f a v f −1 acts by translations on f · Σ v , we have β f ·ρ a n f · e = nL + β f ·ρ (e) for some L > 0. Note that for
We let d > 0 be the maximum of the distances from points in the horosphere β −1 f ·ρ (R f ) to the orbit G(O S ) · e as f ranges through F . Note that d is finite by Lemma 3.3.
Lemma 3.6. Let γ ∈ G(O S ) and suppose
, and f =f , and
Proof. Let Σ ⊆ X be an apartment whose boundary sphere at infinity contains the cells corresponding to γf
implies that these are opposite cells at infinity, and thus the triple intersection
is contained in a metric neighborhood of a hyperplane in Σ.
We choose
It follows from the choice of d that there is some y ∈ G(O S ) · e such that d(x, y) ≤ d. Therefore, β γf ·ρ (y) ≥ R f which contradicts Lemma 3.5. Hence γf P S f −1 γ −1 =f P Sf −1 which is to say that f =f and γ ∈ (f P S f −1 ) (O S ) . Furthermore, γ preserves distances from G(O S ) · e, so the result follows.
q.e.d. Proof. The result follows from the definition of H, Lemma 3.6, and Corollary 3.4.
Connectivity of Horospheres in General Position
Let ∆ be a spherical building. We consider ∆ as a metric space with the angular metric d, i.e., every apartment is a unit sphere. For any point x ∈ ∆, we define the closed hemisphere complex ∆ , and we define the the equator as the set of points ∆
. Recall that ∆ decomposes uniquely as the spherical join of irreducible factors
where the decomposition is determined by the geometry of chambers as follows:
Lemma 4.1. In an irreducible spherical building, every edge has angular length strictly less than Proof. We start with the following observation from spherical geometry: suppose all edges and angles in a spherical triangle are at most
; if one edge has length exactly π 2 then so has at least one of the other edges (in fact, also at least two of the angles will be right angles).
We apply this observation to the vertices of a chamber C. Let v 1 , v 2 , . . . , v k be a maximal collection of vertices that have pairwise distance
. Then every other vertex has distance strictly less than π 2 to at least one of them (by maximality of the collection) and therefore to exactly one of them (by the observation). It follows that being of distance strictly less than π 2 is an equivalence relation on the set of vertices of C with k equivalence classes. This defines a decomposition of the underlying Coxeter complex as a spherical join and induces a decomposition of the building into irreducible factors.
Let ∆ hor (x) be the join of all irreducible factors completely contained in the equator, and let ∆ ver (x) be the join of the other factors. Clearly ∆ = ∆ hor (x) * ∆ ver (x) . 
The simplex τ has Hausdorff distance
π 2 from any non-equatorial vertex in ∆.
π 2 from any non-equatorial vertex in C.
Proof. The implications (1)⇒(2) and (2)⇒(3) are obvious. It remains to show that (3) implies (1).
We will show that v ∈ ∆ ver for each vertex v ∈ τ . This implies that all vertices of τ belong to ∆ hor and thus proves the claim.
Let v be a vertex of τ and let ∆ i be a vertical irreducible factor of ∆. Note that a chamber in ∆ i cannot have all its vertices in the equator. It follows that C ∩ ∆ i contains a non-equatorial vertex. Since this vertex is connected to v by an edge of length π 2 , it follows from Fact (4.1) that v ∈ ∆ i . Since the same argument proves that v is not in any irreducible factor of ∆ ver , we have v ∈ ∆ ver .
Connectivity properties of hemisphere complexes are given by the following:
The open hemisphere complex ∆
As a first application, we shall deduce the connectivity of horospheres "in general position".
Proposition 4.4. Let X be a thick Euclidean building and let
Before we embark on the proof, we need to state a version of the MorseLemma that fuels Bestvina-Brady type combinatorial Morse-theory as introduced in [BeBr97] . Let X be a piecewise Euclidean complex and let h : X → R be a function that is affine on cells and non-constant on edges.
The descending link Lk ↓ (v) of a vertex v ∈ X is the subcomplex of Lk(v) defined by all cells c in X containing v as the point where h attains its maximum on c. Since there are no horizontal edges, the open hemisphere complex and the closed hemisphere complex coincide. It follows that descending links are (dim(X) − 2)-connected. It follows form Observation (4.6) that there is a constant ε > 0 so that for any two vertices v, w ∈ X joined by an edge, we have |β(v) − β(w) | > ε.
Our choice of ε ensures that no preimage β −1 ([s, s + ε]) contains a complete edge. Thus, the Morse-Lemma implies that, for any s ∈ R,
is homotopy equivalent to β −1 ((−∞, s]) with descending links conned off. As descending links are (dim(X) − 2)-connected, we find that the inclusion
induces isomorphisms in π n for n ≤ dim(X) − 2. Iterating, we obtain that for any s > r the inclusion
induces isomorphisms in π n for n ≤ dim(X) − 2. Since X is contractible, it follows that sublevel sets are (dim(X) − 2)-connected. q.e.d.
Toward a Secondary Morse Function
Ultimately, we want to deal with horospheres that are not necessarily in general position, i.e., the corresponding Busemann function might be constant on some edges. To overcome this obstacle, we construct a secondary Morse function that will allow us to break ties. Let X be an irreducible Euclidean building. The link of any simplex τ , is the union of all those simplices σ disjoint from τ such that σ ∪ τ is a simplex. This link, Lk(τ ) is a spherical building, and we may alternatively think of its points as directions issuing from the barycenterτ of τ that are perpendicular to τ -one way to make sense of perpendicularity is to recall that X is a CAT(0) space and that τ is a convex subset. We note that this way the link Lk(τ ) is endowed with an angular metric so that each apartment in Lk(τ ) is a unit sphere.
Let β : X −→ R be a Busemann function on X corresponding to a point e ∞ at infinity. We call a simplex τ ⊆ X horizontal if β restricts to a constant map on τ . For a horizontal simplex τ , the unique geodesic ray from the barycenterτ to the end e ∞ is perpendicular to τ and thus determines a direction ∇β ∈ Lk(τ ), to which we refer as the gradient of β.
For a horizontal simplex τ with link ∆ := Lk(τ ) 2. There is a decomposition Lk(τ ) = ∆ 1 * ∆ 2 of the link as a spherical join so that σ 1 ⊆ ∆ 1 and σ 2 ⊆ ∆ 2 .
3. The orthogonal projection proj τ ∪σ 1 (σ 2 ) is contained in τ . (The orthogonal projection can be carried out in any Euclidean apartment containing σ 1 , σ 2 , and τ . The result is independent of which apartment was chosen.)
Proof.
(1)=⇒(2) This follows from Lemma (4.1).
(2)=⇒(3) clear. 
More precisely, using any chamber C containing τ , the face τ min can be described as the smallest face of τ containing the set
Proof. Note that uniqueness of τ min is obvious. It remains to show that for any choice of the chamber C the face τ min defined above satisfies
Let σ be a face of τ . Note that in any Euclidean apartment containing τ , the orthogonal projection onto the affine subspace spanned by σ factors through the orthogonal projection onto the subspace spanned by τ . It is now easy to make the following:
Proof. Let C be a chamber containing τ . Then, for any vertex v ∈ C not on the level of τ , we have
since proj τ (v) ∈ τ min ⊆ σ by hypothesis. q.e.d.
We now define two relations on horizontal simplices. We define going up as σ ր τ :⇐⇒ σ = τ min = τ and going down as
We define a move as either going up or going down and write τ 1 → τ 2 if there is a move from τ 1 to τ 2 . The main result of this section is the following Proposition 5.4. There is a uniform bound, depending only on the dimension of X, on the length of any sequence of moves.
Thus, we can define the depth dp(τ ) of a simplex as the length of a longest sequence of moves starting at τ . Assuming for a moment that the depth is well defined, we have the following:
Observation 5.5. If there is a move from τ 1 to τ 2 , then dp(τ 1 ) > dp(τ 2 ) since we can put the move from τ 1 to τ 2 in front of a sequence starting at τ 2 and obtain a longer chain starting at τ 1 . q.e.d.
The remainder of this section is entirely devoted to the proof of Proposition (5.4) and independent of the other parts of the paper. Let us begin by collecting some elementary properties of the two types of moves. We begin with transitivity.
Lemma 5.6. It never happens that τ 1 ր τ 2 ր τ 3 . In particular, the symmetric closure of ր is transitive for silly reasons. = τ 2 contradicting τ 1 < τ 2 .
Lemma 5.7. The relation ց is transitive.
Proof. Suppose τ 1 ց τ 2 ց τ 3 . Then τ min 1 ≤ τ 2 < τ 1 and τ min 2 ≤ τ 3 < τ 2 . It follows immediately that τ 3 < τ 1 . Also, τ min 1 ≤ τ 2 and τ 3 ≤ τ 2 imply that τ min 1 ≤ τ 3 . Thus, τ 1 ց τ 3 .
The next batch of lemmata deals with chains of simplices σ 1 ր τ 1 ց σ 2 ր τ 2 ց · · · alternatingly going up and down.
Lemma 5.8. If some horizontal simplices satisfy
then we have
In particular, we have σ 1 ր σ 1 ∪ σ 2 ց σ 2 unless σ 1 ց σ 2 .
Proof. From Observation 5.3, we deduce σ 1 = (σ 1 ∪ σ 2 ) min . On the other hand, σ 1 = τ min 1 ≤ σ 2 , whence σ 2 < σ 1 ∪ σ 2 and σ 1 ∪ σ 2 ց σ 2 .
Lemma 5.9. Let σ 1 and σ 2 be two simplices whose union is a horizontal simplex. Let v ∈ Lk(σ 1 ∪ σ 2 ) be a vertex, and let σ ⊆ σ 1 ∪ σ 2 be the carrier of proj σ 1 ∪σ 2 (v) , i.e., the smallest face of σ 1 ∪ σ 2 containing proj σ 1 ∪σ 2 (v) . Then proj σ 2 ∪{w} (v) ∈ σ 2 for every vertex w ∈ σ \ σ 2 . In particular, v and w are in the same irreducible factor of Lk(σ 2 ).
Proof. The point proj σ 2 ∪σ 1 (v) is a convex combination of the vertices in σ 2 ∪ σ 1 . Since w lies in the carrier of proj σ 2 ∪σ 1 (v) , we can infer that the wcoordinate of proj σ 2 ∪σ 1 (v) is non-zero. From proj σ 2 ∪{w} (w) = w we can now deduce that proj σ 2 ∪{w} (v) = proj σ 2 ∪{w} proj σ 2 ∪σ 1 (v) still has a non-zero wcoordinate, whence it cannot lie in σ 2 . q.e.d.
Lemma 5.10. Let σ 1 and σ 2 be two simplices whose union is a horizontal simplex. Suppose
min . It follows that there is a vertex v ∈ Lk(σ 1 ∪ σ 2 ) with β(v) = β(σ 1 ∪ σ 2 ) that is a witness for w ∈ σ 1 = (σ 1 ∪ σ 2 ) min , i.e., w belongs to the smallest simplex containing proj σ 1 ∪σ 2 (v) . It then follows from Lemma (5.9) that w belongs to the same irreducible factor of Lk(σ 2 ) as v. As v ∈ Lk ver (σ 2 ) , we have w ∈ Lk ver (σ 2 ) .
Corollary 5.11. Let σ 1 ր τ 1 ց σ 2 ր τ 2 be horizontal simplices. Then τ 2 ∪ σ 1 is a horizontal simplex.
Proof. Note that σ 1 ∪σ 2 is a horizontal simplex and (σ 1 ∪ σ 2 ) \σ 2 is a simplex in the vertical link of σ 2 by Lemma (5.10).
On the other hand, τ 2 \ σ 2 is a simplex in the horizontal link of σ 2 as σ 2 ր τ 2 . It follows that (σ 1 ∪ σ 2 ) \ σ 2 and τ 2 \ σ 2 span a simplex in Lk(σ 2 ). The claim follows.
q.e.d. Now, we are ready to discuss shortening of alternating chains and to rule out the existence of cycles. We start by ruling out cycles of length 2.
Observation 5.12. There do not exist horizontal simplices σ and τ with σ ր τ and τ ց σ since σ ր τ implies σ = τ min whereas τ ց σ implies τ min ≤ σ. q.e.d.
Lemma 5.13. Given an alternating chain
by Observation (5.3) and Lemma (5.8).
Shortening Lemma 5.14. Any alternating chain
can be shortened to
In the second case, one actually has a shorter chain σ 1 ց τ 2 . For technical reasons, however, it is more convenient to keep the chain going up initially.
Proof. By Lemma (5.13), we have σ 1 = (σ 1 ∪ τ 2 ) min . Also, by Observation (5.12), we have σ 1 = σ 2 = τ min 2
If σ 1 = σ 1 ∪ τ 2 , we find τ 2 < σ 1 < τ 1 and therefore τ 1 ց τ 2 . q.e.d.
As a consequence, we can rule out cycles of arbitrary length.
Corollary 5.15. No sequence of moves enters a cycle.
Proof. Since ր and ց are both transitive (Lemmata (5.6) and (5.7)), any minimum length cycle has to alternate between ր and ց. By the Shortening Lemma (5.14), a minimum length cycle can go up at most once. Thus, a minimum length cycle is alternating of length two. This, however, is ruled out by Observation (5.12). q.e.d.
Lemma 5.16. Let
be an alternating chain of horizontal simplices. Then
Proof. First, we use induction to show that σ 1 ∪ σ k is a simplex. The case of a length two chain
is obvious. For longer chains, we can use the transitivity of ց and the Shortening Lemma (5.14) to argue that
is a shorter alternating chain from σ 1 to σ k , whence σ 1 ∪ σ k is a simplex by induction hypothesis. Now, we apply this argument to subsequences
and find that σ i ∪ σ j is a simplex for any two indices, i and j. Since the Euclidean building X is a flag complex, it follows that
Proof of Proposition (5.4). By Lemma (5.16), for any strictly alternating chain there is a simplex that contains its lower terms (i.e., the elements to which the move is going down or from where the move is going up). This simplex has at most 2 dim(X)+1 − 1 faces. Since Corollary (5.15) rules out any repetitions in a chain, the length of any strictly alternating chain is therefore bounded by 2(2 dim(X)+1 − 1) + 1 which accounts for a possible move down in the beginning and a move up at the end. Also note that the longest possible sequences of moves going down have length ≤ dim(X), and there are no ր-chains of length 2 or longer by Lemma (5.6).
It follows that we can take the uniform upper bound to be dim(X) 2(2 dim(X)+1 − 1) + 1 . q.e.d.
Descending Links: the Irreducible Case
We retain hypotheses, notation, and terminology from the previous section.
In particular, the Euclidean building X is still assumed to be irreducible. We subdivide X as follows. Each horizontal simplex is barycentrically subdivided. Note that any simplex can be written as the join of its maximal horizontal faces. Thus, each simplex has an induced subdivision. Also note that the subdivision rule is compatible with face relations. Thus, we have defined a subdivision of X, which we will denote byX. Note that the vertices ofX are in 1-1-correspondence with the horizontal simplices of X. We denote byτ the vertex inX corresponding to the horizontal simplex τ in X.
Simplices inX correspond to sets of chains
. . , τ l are horizontal faces (of different β-heights) of a common simplex τ . We infer:
Observation 6.1. The link of a vertexτ ∈X decomposes as a join
where the face part Lk ∂ (τ ) is the barycentric subdivision of the boundary ∂(τ ) and the coface part Lk δ (τ ) is Lk(τ ) ⊆ X with the induced subdivision.
Observe that β and dp are well-defined on vertices ofX. Also, each vertex τ (corresponding to the horizontal simplex τ ) has a dimension dim(τ ) := dim(τ ). We define the Morse function
In order to meaningfully talk about its sublevel sets, we need to endow R×R with an order relation. We do so by lexicographic order, i.e., (s 1 , s 2 ) ≤ (t 1
In other words, if β decides, we follow that decision; but if β yields a tie, we use dp to break it; and if dp still does not allow us to make a decision, we resort to dim. Observation 6.3. Note that (dim(X) + 1) dp(τ ) + dim(τ ) is uniformly bounded from above by a constant, say, N. Then the sublevel complex in X spanned by the vertex set {τ h(τ ) ≤ (r, N )} is a subdivision of the sublevel complex in X spanned by the vertex set {v β(v) ≤ r} . In particular, both sublevel complexes have the same connectivity. q.e.d.
Since we put have an order on the range R × R of the Morse function, we can define descending links Lk ↓ (τ ) as usual as the part of the link arising from those cells that containτ as their unique highest vertex. 
It follows that the descending links inherits a decomposition from the link as a join parts
Lk
Lemma 6.5. Let τ be a horizontal simplex with τ min = τ . Then Lk ↓ (τ ) is contractible.
Proof. Since the descending link decomposes as a join Lk
, it suffices to show that the descending face part Lk ↓ ∂ (τ ) is contractible. Recall that the face part Lk ∂ (τ ) is just the barycentric subdivision of the sphere ∂(τ ).
Since τ min = τ , we have τ min ր τ whence dp τ min > dp(τ ) . Consequently, Lk ↓ ∂ (τ ) misses the vertexτ min . On the other hand, for any proper face σ < τ with τ min ≤ σ we have τ ց σ, whence dp(σ) < dp(τ ) , i.e., the descending face part contains all verticesσ for τ min ≤ σ < τ. Note that we cannot say anything about the depth of simplices σ with τ min < σ < τ. Nonetheless, the information we have is enough to deduce that Lk 
Proof. Again, we use the decomposition Lk
. First note that for each proper face σ < τ , we have τ = τ min ≤ σ < τ, i.e., τ ց σ. Hence, dp(σ) < dp(τ ) . It follows that Lk ↓ ∂ (τ ) = Lk ∂ (τ ) , which is homeomorphic to the sphere ∂(τ ) .
We now have to understand the descending coface part Lk ↓ δ (τ ) . Recall that Lk δ (τ ) is just a subdivision of Lk(τ ) = Lk hor (τ ) * Lk ver (τ ) where the subdivision of a simplex σ := σ hor * σ ver ⊂ Lk hor (τ ) * Lk ver (τ ) is induced by the barycentric subdivisions of all its maximal horizontal faces. In particular, if σ ver does not contain any equatorial vertices then σ hor is a maximal horizontal face and the subdivision of σ is given as the join of the subdivisions of σ hor and σ ver .
In general, σ ver might contain equatorial vertices. In that case, the subdivision of σ = σ hor * σ ver might not naturally split as a join of a vertical and a horizontal part. However, we shall see that under the assumption τ = τ min , the descending coface part Lk ↓ δ (τ ) does decompose as a join of a horizon-tal and a vertical component: each simplex will factor as described in the previous paragraph.
The key observation is that the descending link does not contain any equatorial barycenters from the vertical link Lk ver (τ ) , provided τ min = τ . To see this, consider a horizontal coface ξ of τ so that ξ \ τ does not contribute to the horizontal link. By Lemma (5.2), this means ξ min ≤ τ, which implies ξ ց τ, whence dp(ξ) > dp(τ ) . Thus,ξ is not in the descending link ofτ .
With this decomposition of Lk ↓ δ (τ ) , we are ready to determine its connectivity. The horizontal link Lk hor (τ ) (barycentrically subdivided) is fully descending. For each horizontal coface ξ with ξ min ≤ τ < ξ, we have ξ min = τ min = τ by Observation (5.3). Thus, τ ր ξ, whence dp(ξ) < dp(τ ) .
Finally, we consider the vertical part of the descending link of τ . Since we have already seen that no equatorial simplices of Lk ver (τ ) contribute to Lk ↓ (τ ), we see that the Busemann function β decides which vertices contribute. More precisely, let σ be a horizontal simplex in Lk ver (τ ), then σ ∈ Lk Thus,
Descending Links: the General Case
Now, we finally drop the irreducibility hypothesis. However, we add the assumption of thickness. Let
be a thick Euclidean building written as a product of thick irreducible Euclidean buildings X i . Suppose we are given a function
as a positive (a i > 0) linear combination of Busemann functions β i : X i → R. We subdivide all X i as in Section 6 and put
Note thatX is a poly-simplicial complex, i.e., each cell is a product of simplices. In particular, we can regardX as a piecewise Euclidean complex. Also, we extend β to a Morse function
Note that edges inX =X 1 × · · · ×X k always arise from an edge in a single factor. Therefore, there are no edges inX horizontal with respect to h. The descending link Lk ↓ (τ ) of a vertexτ ∈X is defined as the subcomplex of the link Lk(τ ) induced by all those poly-simplices τ containingτ as the unique point in τ where h is maximal. Since addition
is strictly monotonic in each of the k arguments, we deduce the following two observations, the first of which strengthens slightly the statement that there are no h-horizontal edges.
Observation 7.1. Every cell inX has a unique h-highest vertex.
The second observation nails the structure of descending links. They decompose as joins of descending links taken in the factorsX i .
Observation 7.2. For each vertexτ = (τ 1 ,τ 2 , . . . ,τ k ) ∈X, we have
Remark 7.3. In the more general case where we allow some of the coefficient a i to vanish, the descending links inX are joins of descending links in those X i where a i = 0.
Proposition 7.4. For any vertexτ = (τ 1 , . . . ,τ k ) ∈X, the descending link
. By Lemmata (6.5) and (6.6), the factor Lk ↓ (τ i ) is (dim(X i ) − 2)-connected. The claim now follows since the join of an m-connected space and an n-connected space is (m + n + 2)-connected.
We shall now adapt Morse theory to our situation. In order to do so, we pass to a subdivision once more. 
Proof.
We proceed by induction on skeleta. We do not need to subdivide the 1-skeleton. So assume that the (n − 1)-skeleton is already subdivided. To subdivide an n-cell, cone off the subdivision of its boundary from the unique top vertex. It is clear that this subdivision rule does not introduce new vertices. Since we used the top vertex as the cone point, it also does not change (but subdivides) sublevel sets and descending links.
Going back to the special situation at hand, recall how in the the proof of Proposition (4.4), the main point was to find a number ε so that for each level r,
induces isomorphisms in homotopy groups π n for n ≤ dim(X) − 2. Back there, we noted that by Observation (4.6), there is an ε so that β −1 ([r, r + ε]) does not contain complete edges. In the presence of horizontal edges, this is blatantly false. However, it still follows by the same argument that we can choose ε, independent of r, so that every edge contained in β −1 ([r, r + ε]) must be horizontal. For this ε, we have: Lemma 7.6. For each level r ∈ R, the inclusion induces isomorphisms in homotopy groups π n for n ≤ dim(X) − 2.
Proof. First, we replace X by its subdivisionX. Note that this does not affect sublevel sets. Second, letX r be the subcomplex ofX spanned by all vertices in the sublevel set β −1 ((−∞, r]) and note thatX r is a deformation retract of the sublevel set (by pushing in free faces). Thus, it suffices to show that the inclusionX r ֒→X r+ε induces isomorphisms in homotopy groups π n for n ≤ dim(X) − 2.
We shall use regular Bestvina-Brady Morse theory to accomplish this remaining task. We use Observation (7.1) and Lemma (7.5) to simplicially subdivideX without changing descending links or sublevel sets and without introducing new vertices. Since nothing changed, we will keep the notation X. Now, define a new height function on the sublevel complexX r+ε as follows
ifτ ∈X r i (dim(X i ) + 1) dp i (τ i ) + dim(τ i ) otherwise
Note that every vertexτ ∈X r+ε \X r has the same descending link with respect toh as it has with respect to h. To see this letσ be a vertex in the link ofτ . Ifσ also belongs toX r+ε \X r the edge connectingσ andτ is β-horizontal by our choice of ε. It follows that whetherσ is descending is determined by the secondary Morse function. Ifσ ∈X, it is clearly descending with respect to both Morse functions. We putX(n) :=h −1 ([−1, n]) . Note thatX r =X(−1) andX r+ε =X(n) for large n. By [BeBr97, Lemma 2.5], passing fromX(n) toX(n + 1) changes the homotopy type exactly by coning off descending links of all verticesτ withh(τ ) = n + 1. By Proposition (7.4), descending links are (dim(X) − 2)-connected and the claim follows.
We obtain the following theorem as an easy corollary:
Theorem 7.7. Let X = X 1 × · · · × X k be a thick Euclidean building written as a product of irreducible Euclidean buildings. Then the spherical building at infinity decomposes as a join ∂ ∞ (X) = ∂ ∞ (X 1 ) * · · · * ∂ ∞ (X k ) . Thus, we can think of points in ∂ ∞ (X) as convex linear combinations of points in the ∂ ∞ (X i ). Let e ∞ ∈ ∂ ∞ (X) be a point at infinity with non-trivial coordinates in each ∂ ∞ (X i ). Equivalently, assume that e ∞ is not contained in any subspace ∂ ∞ (X 1 ) * · · · * ∂ ∞ (X i−1 ) * ∂ ∞ (X i+1 ) * · · · * ∂ ∞ (X k ) . Then complements of horoballs centered at e ∞ are (dim(X) − 2)-connected.
follows that we can subdivide X so that all horoballs in H become subcomplexes of the CW-complex X.
Let Y := X \ H∈HH denote the complement of the open horoballs. This is a CW-subcomplex of X containing the horospheres ∂(H) . By Theorem 3.7, the group G(O S ) acts cocompactly on Y . Cell stabilizers are finite. By [Bro87, Propositions 1.1 and 3.1], it suffices to show that Y is (m − 2)-connected.
We have seen in Theorem 7.7, that each horosphere ∂(H) is (m − 2)-connected. Let Z denote Y with the horospheres in {∂(H) H ∈ H} collapsed. Collapsing disjoint n-connected subcomplexes independently does not affect homotopy groups in dimensions up to n. It follows that π n (Y ) = π n (Z) for n ≤ m − 2.
On the other hand, Z can also be obtained from X by collapsing independently the horoballs H ∈ H. Since collapsing contractible subcomplexes does not affect the homotopy type, we deduce that Z is contractible. Hence Y is (m − 2)-connected.
