Abstract. Let Λ be a basic finite dimensional algebra over an algebraically closed field, with the property that the square of the Jacobson radical J vanishes. We determine the irreducible components of the module variety Rep d (Λ) for any dimension vector d. Our description leads to a count of the components in terms of the underlying Gabriel quiver. A closed formula for the number of components when Λ is local extends existing counts for the two-loop quiver to quivers with arbitrary finite sets of loops.
Introduction
Let Λ be a basic finite dimensional algebra over an algebraically closed field K. It is a fundamental problem to understand the finite dimensional representations of Λ. One strategy for making headway in this direction is to determine the irreducible components of the varieties that parametrize the modules with fixed dimension vector, and to subsequently explore the generic structure of the modules corresponding to each of the components. Investigations of this type were initiated by Kac in the hereditary case (where the parametrizing varieties Rep d (Λ) are irreducible to begin with) and continued by Schofield, Crawley-Boevey, Schröer, Carroll, Weyman, Babson, Thomas and the third author, among others. The goal of the present paper is to advance this program for algebras with vanishing radical square.
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Typeset by A M S-T E X 1 Given any algebra Λ and a dimension vector d = (d 1 , . . . , d n ), two types of parametrizations of the Λ-modules with this dimension vector are under consideration. One is by the classical affine variety, Rep d (Λ), equipped with its GL(d)-action. The other is by a projective variety, GRASS d (Λ), consisting of submodules of specified dimension of a suitable projective Λ-module P, and endowed with the canonical Aut Λ (P)-action. For a brief outline of these varieties and their relevant subvarieties, see Section 2 below.
Without loss of generality, we may assume that Λ = KQ/I for a quiver Q and an admissible ideal I of the path algebra KQ. In the hereditary case, that is for I = 0, the parametrizing varieties Rep d (Λ) and GRASS d (Λ) are always irreducible. Work of Gabriel, Gelfand-Ponomarev, Kac, Ringel, Schofield, and many others led to a substantial theory relating the quiver Q to generic features of the finite dimensional KQ-modules with fixed dimension vector. Prominently, this work addresses decomposition properties shared by the modules in a suitable dense open subset of Rep d (Λ), as recorded by Kac's canonical decomposition of the dimension vector d. Even when Λ has wild representation type, the Kac decompositions of dimension vectors are fully understood (see [15] , [16] , [21] ).
In attempts to extend results of this kind to the case where the ideal I of relations is nonzero, one of the first hurdles encountered is the fact that the parametrizing varieties, Rep d (Λ) and GRASS d (Λ), split into a plethora of irreducible components in general. Hence, one of the goals singled out as crucial early on -in the 1980's by Kraft at the latest (see [17] ) -is to determine the irreducible components of the parametrizing varieties in terms of the quiver Q and the relations in I. This task is equivalent for the two types of varieties, affine and projective, but each offers methodological advantages over the other in certain situations; so it is advantageous to study them in parallel. In the affine scenario, the task amounts to understanding the components of varieties consisting of finite sequences of matrices which satisfy certain relations. Interest in such problems is classical and precedes our present representation-theoretic focus; see e.g., [9] , [8] , [10] .
We next review some existing work regarding the nonhereditary case. Results by Crawley-Boevey and Schröer (see [5] ) target the components C ⊆ Rep d (Λ) whose representations are generically decomposable, relating them to components encountered for smaller dimension vectors. Here "generically decomposable" means that the modules corresponding to the points in some dense open subset of C are decomposable. Moreover, in [2] , Babson, Thomas and the third author have shown the component problem for the subvarieties GRASS S of GRASS d (Λ) (cf. Section 2) to be comparatively accessible; see Theorem 3.2. Typically, this approach yields a finite collection of irreducible closed subsets of GRASS d (Λ) which includes the irreducible components of the big variety. Hence the task of identifying the components of GRASS d (Λ) may be reduced to filtering them out of a larger collection of irreducible closed subsets. Beyond these inroads into the problem, there are full descriptions of the irreducible components for a few special types of algebras, including the Gelfand Ponomarev algebras K[X, Y ]/(XY, X s , Y t ) (see [22] ), the algebra K[X, Y ]/(X 2 , Y 2 ) (see [19] ), and some other special biserial algebras (see [4] ).
In this paper, we settle the component problem for the lowest interesting Loewy length, namely for vanishing radical square. The main results in this connection are Theorem 3.6, Corollary 3.7, and Proposition 3.9. As a consequence, we obtain a closed formula for the number of irreducible components of Rep d (Λ) in case Λ is local (Theorem 3.12); the number is given as a function of d and the dimension r of the radical. Our formula subsumes existing computations for r = 2 (see [7] and [18] ). Returning to arbitrary algebras with vanishing radical square, we proceed to study generic aspects of the representation theory supported by the individual components. In particular, we explore the Kac decomposition of a dimension vector d relative to an irreducible component of Rep d (Λ), as well as generic submodule lattices and tops. The main results along this second line are Proposition 5.3 and Theorem 5.6. They are first illustrated by way of local algebras, then applied to a problem of Chindris, Kinser, and Weyman.
More detailed outline of the paper. Given a subset U of Rep d (Λ) or GRASS d (Λ), we refer to the modules that correspond to the points in U as the modules "in" U. When U is an irreducible subvariety, the modules in U are said to generically have a property ( * ) in case all modules in some dense open subset of U have property ( * ). Let J denote the Jacobson radical of Λ. Two generically constant features of an irreducible component C of Rep d (Λ), which will play a pivotal role in the sequel, are the tops, M/JM , and socles, soc M , of the modules M in C. We systematically identify isomorphic semisimple modules.
In this outline only, we tacitly assume that J 2 = 0. Section 2 assembles prerequisites concerning the parametrizing varieties. The main results of Section 3 characterize the irreducible components C of the varieties Rep d (Λ) (equivalently, those of the GRASS d (Λ)). These components are in one-to-one correspondence with the generic tops. More precisely: For any component C of Rep d (Λ), there exists a semisimple module T with the property that C coincides with the closure of Rep
is the subvariety of Rep d (Λ) that consists of the points corresponding to modules with top T ; it is always irreducible, as is explained in Section 3.A. In Corollary 3.7, we single out the generic tops, i.e., we determine those semisimple modules T for which Rep T d is maximal among the irreducible subvarieties of Rep d (Λ). The theoretical description of the irreducible components of Rep d (Λ) has an algorithmic counterpart based on Proposition 3.9. Indeed, the semisimple modules T which identify the irreducible components of Rep d (Λ) can readily be determined from the quiver Q, as is illustrated by Example 3.11. Theorem 3.12 applies the preceding results to the local case.
In Section 4, the Λ-modules that belong to an irreducible component C with generic top T are characterized. This characterization, in turn, leads back to geometric information on the irreducible components of the affine, as well as the projective, parametrizing varieties. In the affine case, the components of Rep d (Λ) are "essentially" affine spaces, while the irreducible components of GRASS d (Λ) are "close to" direct products of classical vector space Grassmannians.
In Section 5, we provide a geometric counterpart to the well-known fact that any algebra Λ with vanishing radical square is stably equivalent to a hereditary algebra Λ. More specifically, we exhibit a strong link between certain parametrizing varieties over Λ and their analogues over Λ (Proposition 5.3). Subsequently we exploit this link to transfer information from the thoroughly studied hereditary case to the case J 2 = 0. This connection appears to have been overlooked in the past, probably due to the fact that it cleanly surfaces only in the context of the varieties Grass . We give two kinds of applications. One is to Kac decompositions of dimension vectors and related generic features of the irreducible components (Theorem 5.6). It is illustrated in the local case (Section 6). The other addresses a question which was raised and extensively studied by Chindris, Kinser and Weyman in [6] (Section 7). They say that Λ has the dense orbit property if each irreducible component of any of the varieties Rep d (Λ) contains a dense GL(d)-orbit. Clearly, finite representation type implies the dense orbit property. The converse is known to fail in general (see [6, Section 4] ), but we will find it to be true whenever J 2 = 0 (Theorem 7.2).
Further conventions:
The set Q 0 = {e 1 , . . . , e n } of vertices of the quiver Q will be identified with a full set of primitive idempotents of Λ. The Cartesian product (N 0 ) n is equipped with the componentwise partial order
For a Λ-module M , we denote by top M its top, and by S(M ) its radical layering
, where L is maximal with J L = 0. We continue to identify isomorphic semisimple modules, unless we wish to distinguish among different embeddings. The radical layerings are examples of semisimple sequences, i.e., sequences S = (S 0 , . . . , S L ) of semisimples S l in Λ-mod. The top of S is S 0 , the dimension vector of S, denoted dim S, is the dimension vector of the direct sum 0≤l≤L S l of the entries. Moreover, a top element of M is any element z ∈ M \ JM which is normed by one of the primitive idempotents in Q 0 , i.e., e i z = z for some i ≤ n. A full sequence of top elements of M is any generating set of M consisting of top elements which are K-linearly independent modulo JM .
Prerequisites on parametrizing varieties
We start with an overview, Diagram 2.1, of the relevant varieties (slightly modifying the notation of [12] , where more detail can be found). Then we recall how information is transferred among these varieties along the horizontal two-way arrows. Let d = (d 1 , . . . , d n ) be a dimension vector with d = |d| = i d i and P = 1≤r≤d Λz r a projective Λ-module such that dim(top P) = d; here z 1 , . . . , z d is a full sequence of top elements of P. In other words, P is a projective cover of 1≤i≤n S d i i . For a semisimple Λ-module T with dim T = (t 1 , . . . , t n ) and total dimension t = i t i , we fix a projective cover P = 1≤r≤t Λz r of T ; here the z r constitute a full sequence of top elements of P . Observe that any Λ-module with dimension vector d arises as a factor module of P and every module with top T arises as a factor P/C for a suitable submodule C ⊆ JP . The motivation for introducing the "small scenario", based on P instead of P, lies in the fact that all problems concerning the generic behavior of modules can be resolved in the small, much more manageable, setting (see Section 5 for illustration).
Here the horizontal double arrows point to the strong geometric correspondences spelled out in Proposition 2.1. We follow with definitions of the entries. The varieties in the leftmost column of Diagram 2.1 are subvarieties of the classical vector space Grassmannian Gr(dim P − d, P) consisting of the (dim P − d)-dimensional K-subspaces of P; those in the right-most column are subvarieties of the Grassmannian Gr(dim P − d, P ). We introduce "big" scenario "small" scenario
the displayed varieties from top to bottom, moving from right to left in each row. Let T be a semisimple Λ-module with dimension vector ≤ d, and (S 0 , . . . , S L ) a semisimple sequence with top T and dimension vector d.
(1) Rep d (Λ): This is the classical affine variety parametrizing the left Λ-modules with dimension vector d, namely
where Q 1 is the set of arrows of the quiver Q. As usual, we endow Rep d (Λ) with the conjugation action of GL(d) :
, the orbits of which are in bijective correspondence with the isomorphism classes of modules that have dimension vector d.
is the closed subvariety of the Grassmannian Gr(a, P) ⊆ P(Λ a P) consisting of those a-dimensional K-subspaces C ⊆ P which are Λ-submodules of P such that dim(P/C) = d. In particular, GRASS d (Λ) is a projective variety. Note, moreover: The linear algebraic group Aut Λ (P) acts morphically on GRASS d (Λ), and the orbits of this action are, in turn, in 1-1 correspondence with the isomorphism classes of left Λ-modules having dimension vector d. (3) Grass T d denotes the closed subvariety of the Grassmannian Gr(dim P − d, P ) consisting of those K-subspaces C ⊆ P which are Λ-submodules of JP , with the additional properties that P/C has top T and dim(P/C) = d. Clearly, Grass T d carries a morphic action of the smaller automorphism group Aut Λ (P ). This time, the orbits of our group action are in 1-1 correspondence with the isomorphism classes of left Λ-modules with top T and dimension vector d. Without loss of generality, we may identify z r with z r for r ≤ t, which yields an embedding P ⊆ P via C → C ⊕ t+1≤r≤d Λz r . This embedding makes Grass The various settings were connected by Bongartz and the third author in [3, Proposition C]. We only quote the transfer of information that is relevant here. 
are upper semicontinuous. Here M (x) denotes the K-space 1≤i≤n K d i with the Λ-module structure induced by the linear maps x α : Every finite dimensional basic algebra with J 2 = 0, as well as any hereditary algebra, is a truncated path algebra in the following sense: There exist a quiver Q and an integer L ≥ 1 such that Λ = KQ/I, where I is the ideal generated by all paths of length L + 1. In this situation, the key ingredients in the quest for the irreducible components of the Rep d (Λ) are the semisimple sequences S with dimension vector d. Suppose S is an arbitrary semisimple sequence with dimension vector d over a truncated path algebra Λ such that Rep S = ∅. Clearly, the irreducible subvariety Rep S may fail to be maximal among the irreducible subsets of Rep d (Λ). Indeed, if we take S to be of the form (S 0 , 0, . . . , 0) with dim
Theorem 3.2 pinpoints a special feature of truncated path algebras. Even for a monomial algebra Λ, there are typically multiple irreducible components of Rep d (Λ) whose modules have the same generic radical layering: For a small example, consider the quiver Q with 3 vertices, and 4 arrows, α 1 , α 2 from e 1 to e 2 and β 1 , β 2 from e 2 to e 3 . Let I be the ideal generated by the single relation β 2 α 2 . For d = (1, 1, 1), the variety Rep d (Λ) has two irreducible components, both of which have generic radical layering S = (S 1 , S 2 , S 3 ); generically, the modules in these components have graphs of the form
and 2
In light of Theorem 3.2, the task of determining the irreducible components of Rep d (Λ) for a truncated path algebra Λ translates into the problem of sifting out those semisimple sequences S which have the property that the closure Rep S in Rep d (Λ) is maximal irreducible. This is a very challenging problem in general. However, it becomes quite accessible if one restricts to algebras with Loewy length 2.
(B) Focus on algebras with vanishing radical square
We adopt the following blanket hypothesis for the remainder of this section:
In this case, the relevant semisimple sequences S have only two entries, S = (S 0 , S 1 ), and for fixed dimension vector d, we obtain
Consequently, determining the radical layerings S that are generic for the irreducible components of Rep d (Λ) amounts to pinning down the tops T that are generic for the components. The following terminology will be convenient in this connection.
Definition and Comments 3.3. Let d be a dimension vector, and let T ∈ Λ-mod be semisimple.
• T will be called realizable with respect to d in case Rep
where P is the projective cover of T .
• T will be called a generic top of
In that case, the generic socle of the modules in Rep T d will also be referred to as a generic socle of Rep d (Λ).
• The partially ordered set Top-Soc(d): Define the following set of pairs
It is equipped with the componentwise partial order on pairs in (N 0 ) n × (N 0 ) n , based on our partial order of (N 0 ) n (cf. conventions).
The upcoming remarks are straightforward. For later reference, we compute the set Top-Soc(d) in a specific instance.
Example 3.5. Let Λ = KQ/I, where Q is the quiver with a single vertex and 3 loops, and I = all paths of length 2 . Take d = d = 13. Moreover, denote by S the unique simple left Λ-module. Given that the smallest possible top of a module with dimension d is S 4 and the largest is S 13 , we find Top-Soc(d) to consist of the following pairs: (4, 9), (4, 10), (5, 8) , (5, 9) , (5, 10) , (6, 7) , (6, 8) , . . . , (6, 10), (7, 6) , (7, 7), . . . , (7, 11) , (8, 5) , (8, 6) , . . . , (8, 11) , (9, 4) , (9, 5) , . . . , (9, 11), (10, 4) , (10, 5) , . . . , (10, 12), (11, 7) , (11, 8) , . . . , (11, 12) , (12, 9), (12, 10), . . . , (12, 12), (13, 13). In particular, the minimal pairs are precisely those pairs (a, b) for which 4 ≤ a ≤ 9 with a + b = 13.
We present sample arguments indicating the method: Suppose that dim M = 13, and let M = M 0 ⊕M 1 be as in Observation 3.4(a) . Clearly, dim top M ≥ 4, since for dim top M ≤ 3, we obtain dim JM ≤ 9, which would entail dim M < 13. Now we focus on two specific values of dim top M . First consider the case dim top M = 7. Then dim JM = dim JM 0 = 6, and the possible choices for dim top M 0 are precisely S 7 , S 6 , . . . , S 2 , with S 2 the smallest due to
We demonstrate the dual argumentation for dim top M = 11. In that case, the injective envelope of JM = S 2 has top dimension 6 whence dim top M 0 ≤ 6. So M 1 contains S 5 , and the smallest occurring socle is S 7 ; on the other extreme, the smallest possible top of M 0 is S, in which case M 1 = S 10 and soc M = S 12 .
The main results of this subsection give two equivalent characterizations of the generic tops of Rep d (Λ). The second, obtained by way of the first, facilitates the assembly of the list of generic tops from the quiver Q. These characterizations, in turn, lead to an explicit description of the irreducible components of Rep d (Λ). Theorem 3.6. Suppose that J 2 = 0. Let T 1 , T 2 ∈ Λ-mod be semisimple modules, both realizable with respect to d. Moreover, let U i be the generic socle of the modules in Rep
Proof. The implication " =⇒ " is clear from Observation 2.3. For the converse, suppose
Then T 1 T 2 by the definition of the U i , say T 1 = T 2 ⊕V , where V is a nonzero semisimple module. Let X be any module in Rep 
by our convention of identifying isomorphic semisimple modules. This means that the annihilator of J in X contains JX ⊕V . Therefore X ∼ = X ′ ⊕V , where top X ′ = T 2 = top Y and JX = JX ′ . Let P be a projective cover of X ′ , and thus also of Y . It is harmless to assume
. . , w n ) and, for each i ∈ {1, . . . , n}, pick a K-basis c i1 , . . . , c i,w i for e i C ′ . Due to semisimplicity of JP , each of the one-dimensional spaces Kc ij is a direct summand of JP which is isomorphic to S i . In light of
This allows us to define a submodule C of C ′ as follows:
Note that dim C = (w 1 − v 1 , . . . , w n − v n ). Setting Z = P/C, we thus find: dim Z = d, top Z = T 2 , and C ′ /C is a semisimple submodule of Z with dimension vector (v 1 , . . . , v n ). The short exact sequence
This places X into the closure Rep 
While Corollary 3.7 provides us with an algorithm to compute the irreducible components of the varieties Rep d (Λ), the road by way of a full calculation of the set Top-Soc(d) is unnecessarily labor-intensive. In a nutshell, the upcoming, far more convenient, approach to the components may be paraphrased as follows: A semisimple module T is a generic top of Rep d (Λ) precisely when no simple summand S of T may be shifted into the radical of a module with top T /S.
For a given dimension vector d, generic modules with, resp. without, simple direct summands will usually coexist in Rep d (Λ). Here is an illustrative example of low dimension: Let Λ = KQ/ paths of length 2 , where Q is the quiver 1 
There exists a Λ-module M with top T and dimension vector d having the following property: Whenever S ∈ Λ-mod is a simple direct summand of M , say M = M ′ ⊕ S, and
To show that M has the property specified under (b), let S be a simple direct summand of M , say M = M ′ ⊕ S, and P ′ a projective cover of
, which contradicts our choice of M . Now suppose that M is a module satisfying condition (b). To deduce (a), we will show that top M = top N for some module N with the property that (dim top N, dim soc N ) is minimal in Top-Soc(d), and then apply Corollary 3.7. Indeed, choose a minimal element (dim top N, dim soc N ) in Top-Soc(d), subject to the inequality
and let U be semisimple such that top N ⊕ U = top M . In light of dim M = dim N , we deduce JN = JM ⊕ U ⊆ soc N ⊆ soc M . Consequently, U is (isomorphic to) a direct summand of M , say M ∼ = M ⊕ U . Let P be a projective cover of M , which also makes P a projective cover of N . In light of our hypothesis on M , the inclusion JM ⊕ U = JN ⊆ J P then forces U to be zero. In other words, we conclude top M = top N as desired.
Note that Corollary 3.8 is in turn subsumed in Proposition 3.9 as an obvious special case. The easy proofs of the following remarks -helpful in applying Proposition 3.9 -are left to the reader. We follow with an example to illustrate the extra computational edge we gain from Proposition 3.9. 
e e Using Proposition 3.9, one finds that, for d = (3, 3, 3) , the variety Rep d (Λ) has precisely 16 irreducible components with generic tops as follows:
First, we indicate how to prune the set of semisimple modules
with 0 ≤ i, j, k ≤ 3 by discarding those that fail to be realizable with respect to d. Then we give a few sample arguments for the decision process, whether a given realizable semisimple module is a generic top of Rep d (Λ). One readily extrapolates to obtain an algorithm.
For i = 0, i.e., T = S j 2 ⊕ S k 3 , the projective cover P of T contains the simple S 1 with multiplicity k and the simple S 2 with multiplicity j. Thus T = S 
Now suppose that Λ is local, meaning that the quiver Q consists of a single vertex and r loops: Proof. We start by observing that the pairs (t, d − t), where t ∈ N ∩ [u, d − u] are precisely those pairs (a, b) ∈ N × N with a + b = d such that a ≤ r · b and b ≤ r · a. In the following, let P be a projective cover of S t and E an injective envelope of S d−t . First suppose that T = S t with t ∈ [u, d − u]. Since dim JP = r · t ≥ d − t, we find that T is realizable with respect to d. Moreover, from dim(E/ soc E) = r · (d − t), we infer that E contains a submodule M with S(M ) = (S t , S d−t ). This shows that, generically, the modules with top T embed into E, which in turn implies that, generically, they are free of simple direct summands. Therefore, T is a generic top of Rep Proof. This is an immediate consequence of Theorem 3.12, since the displayed value just counts the natural numbers in the interval [u, d − u].
Example 3.14. For r = 3 and d = 8, the generic radical layerings which bijectively tag the five irreducible components of Rep d (Λ) may be visualized as follows. Here each bullet stands for a composition factor S.
•
The modules parametrized by the irreducible components of Rep d (Λ). Geometry of the components
We continue to restrict to basic finite dimensional algebras with J 2 = 0. In this brief section, we explicitly describe the modules parametrized by the closure of Rep 
is a degeneration of some module in Rep T d if and only if X decomposes in the form
where X ′ has top T and U is a nonzero semisimple module.
Proof. We will first show that every module X which belongs to Rep 
the equalities follow from Observation 3.4, and Observation 2.3 yields the final inclusion. We infer that X contains a copy V of the semisimple module U ⊕ N 1 which meets JX trivially and conclude that V is a direct summand of X, say X ∼ = X ′′ ⊕ V . Consequently, X ∼ = X ′ ⊕U , where X ′ = X ′′ ⊕N 1 has top T by construction. In particular, this shows that every non-top-stable degeneration X of some module in Rep To complete the proofs of (a) and (b), it now suffices to check that every module X = X ′ ⊕ U as specified in ( ‡) is a degeneration of some module M in Rep T d . Let P be a projective cover of T and hence also of X ′ ; say X ′ = P/D for some submodule D ⊆ JP . Realizability of T with respect to d implies that D ⊕U embeds into JP . Choose a Λ-direct complement C of D⊕U in JP , and note that X is a degeneration of the module M = P/C, the latter being an object of Rep We start by decomposing T into its homogeneous components: T = 1≤i≤n T i , where
. Then the closure of Rep 
Next we focus on the map, induced by this parametrization, from C(T, d) to the set of isomorphism classes of Λ-modules with dimension vector d. As is evidenced by Corollary 4.2, the image of this map consists precisely of the isomorphism classes of modules in Rep
In addition, we consider the reductive group
and let it act on C(T, d) via
The original affine parametrization of Rep T d can thus be whittled down to a parametrization by a comparatively small affine space. We record this fact as It is well-known that the algebras with vanishing radical square are stably equivalent to hereditary algebras. However, while for any hereditary algebra Λ the module varieties We still let T be any semisimple module which is realizable with respect to d and, as usual, we identify isomorphic semisimple modules. To take full advantage of the increased transparency of the "small" Grassmannians Grass For every submodule U ⊆ 1≤i≤n S
, we consider the set of isomorphism classes
here [X] stands for the isomorphism class of a module X. Note that the special case U = 0 takes us back to the modules in GRASS 
C → the class of (P/C) ⊕ U, for C ∈ Grass
where P is the distinguished projective cover of T (cf. Section 2)
The parametrizing varieties Grass 
The following is an immediate consequence of [11, Corollary 4.5] . For background on fine/coarse moduli spaces, we refer to [13] . 
, and suppose M is a set of isomorphism classes represented by a subvariety of GRASS d (Λ), with the property that M(d, T, U ) ⊆ M.

If the objects in M possess a coarse moduli space classifying them up to isomorphism, then M does not intersect any
Proof. Let X be the union of those Aut Λ (P)-orbits in GRASS d (Λ) which correspond to the isomorphism classes in M, and X (d, T, U ) the union of the orbits corresponding to the classes in M(d, T, U ). If M is classifiable by a coarse moduli space, then all orbits contained in X are relatively closed in X . First suppose that
is a degeneration of some module in M(d, T, U ) -this follows from Proposition 4.1, with T is replaced by T ⊕ U -we deduce from the inclusion
, we arrive at the same conclusion.
Relating the module varieties of Λ to those of a stably equivalent hereditary algebra
Throughout this section we assume that Λ is an algebra with vanishing radical square. In other words, Λ = KQ/I where I = all paths of length 2 for some quiver Q.
In Section 3, we saw how to determine the tops T which are generic with respect to any given dimension vector d, which allows us to identify the irreducible components GRASS
T d of the variety GRASS d (Λ). (Recall that this is equivalent to identifying the components of Rep d (Λ)
.) The next step in our program is to explore generic data regarding the Λ-modules encoded by the components. Clearly, this amounts to assembling generic information on the modules in GRASS T d or, in other words, assembling generic information on the modules in Grass T d . It will turn out that this second task may be tackled by tapping into the solidly developed theory of hereditary algebras.
In fact, we will establish a geometric counterpart to the well-known fact that any algebra with vanishing radical square is stably equivalent to a hereditary algebra Λ. There is a network of bridges, each connecting varieties which parametrize modules with fixed dimension vector and fixed top over the algebras we are comparing. These bridges thus provide exactly the logistics required for our purpose.
Following standard practice, we choose Λ to be K Q, where Q is the separated quiver of Q = (Q 0 , Q 1 ); see [1, p. 350] . Recall the definition: Q = ( Q 0 , Q 1 ), where Q 0 is the disjoint union of Q 0 = {e 1 , . . . , e n } and a duplicate of Q 0 , written as { e 1 , . . . , e n }, so that the vertex set Q 0 has cardinality 2n. The set Q 1 of arrows duplicates Q 1 ; it is written in the form { α | α ∈ Q 1 }, where α is an arrow from the vertex e i to the vertex e j of Q, provided that α ∈ Q 1 is an arrow from e i to e j .
Clearly, the vertices e j are all sinks of Q, whence Q has no paths of length larger than 1. In particular, Λ is a finite dimensional hereditary algebra whose radical J in turn has vanishing square. Note that the indecomposable projective modules Λ e i , for 1 ≤ i ≤ n, are simple. We will continue to write the simples in Λ-mod as S i ; the simples in Λ-mod which correspond to the "old" vertices e 1 , . . . , e n are denoted by S(e i ) = Λe i / Je i , those corresponding to the "new" vertices e 1 , . . . , e n , by S( e j ) = Λ e j . In order to obtain dimension vectors of Λ which transparently relate to those of Λ, we order the vertices in Q (and accordingly the simple Λ-modules) as follows: e 1 , . . . , e n , e 1 , . . . , e n .
Instead of using the standard triangular matrix functor, employed in [1] to show that the categories Λ-mod and Λ-mod are indeed stably equivalent, it will for our purposes be preferable to specify correspondences between sets of isomorphism classes of Λ-resp. Λ-modules set apart by their projective presentations. These correspondences will parallel our description of isomorphisms linking suitable pairs of parameter varieties for Λ-and Λ-modules.
The Λ-modules of interest are those induced from Λ in the following sense.
Definition 5.1 of induced modules. A Λ-module N will be called induced from Λ (or simply induced ) in case the top N/ JN is a direct sum of copies of the simples S(e i ),
The following remarks are obvious:
Lemma 5.2.
• For every Λ-module N , the radical JN is a direct sum of copies of the S( e j ).
• Every Λ-module N is (uniquely) a direct sum of a module induced from Λ and a direct sum of copies of projective simples S( e j ). In particular, every non-simple indecomposable Λ-module is induced from Λ.
(A) A two-way shift of geometric information Λ-mod ↔ Λ-mod.
We begin with a precise description of the matchup between (isomorphism classes of) Λ-modules and (isomorphism classes of) induced Λ-modules. To that end, we introduce some further notation, guided by the intuitive picture. We start with a semisimple Λ-module T with dimension vector (t 1 , . . . , t n ) of total dimension t. As in the definition of the projective variety Grass T d in Section 2, we fix a projective cover P = 1≤r≤t Λz r of T , where z r = e(r)z r are top elements of P . We will write z r = e(r), so as to emphasize the norming idempotent e(r) ∈ {e 1 , . . . , e n }. Moreover, we consider the twin projective Λ-module P = 1≤r≤t Λe(r) with top elements e(r) normed by the analogous idempotents e(r), now viewed as elements of Λ. It is obvious that the nonzero elements αe(r) ∈ P , where α traces the (I-residue classes of) arrows in Q 1 , form a K-basis for JP , the analogous statement being true for the nonzero αe(r) ∈ J P . Note that αe(r) = 0 precisely when αe(r) = 0.
For any element c ∈ JP , that is, for any K-linear combination c of such basis elements αe(r) of JP , we let c be the corresponding K-linear combination of the elements αe(r) in J P . In case M = P/C, where C is a submodule of JP , we define C to be the Λ-submodule of J P consisting of the elements c for c ∈ C, and set M = P / C. Evidently, the Λ-module M is then induced from Λ. For the semisimple module T = 1≤i≤n S t i i , the corresponding induced module T = 1≤i≤n S(e i ) t i is in turn semisimple. We thus obtain a well-defined assignment of isomorphism classes
Our setup entails that any Λ-module M which is induced from Λ is isomorphic to P / C for some projective Λ-module P and submodule C ⊆ JP . As we will ascertain, the above assignment gives rise to a well-defined bijection between the set of isomorphism classes of Λ-modules with top T = P/JP on one hand and the set of isomorphism classes of Λ-modules with top T = P / J P on the other. This pairing of isomorphism types of modules is paralleled by a family of isomorphisms connecting the pertinent parametrizing varieties, the latter isomorphisms well behaved relative to the acting groups, Aut Λ (P ) and Aut Λ ( P ). Clearly, Aut Λ (P ) will have higher dimension than Aut Λ ( P ) in general, but the difference is erased as far as the effect of the action is concerned. For more precision, see Proposition 5.3 below.
It will be convenient to identify the factor group Aut Λ (P )/(Aut Λ (P )) u of Aut Λ (P ) modulo its unipotent radical with Aut Λ (P/JP ) = Aut Λ (T ); this is harmless in light of the fact that Aut Λ (P ) ∼ = Aut Λ (T ) ⋉ (Aut Λ (P )) u . The automorphism group Aut Λ (T ) of the top may in turn be identified with 1≤i≤n GL r∈I i Ke(r) , where I i = {r ≤ t | e i e(r) = e(r)}. Applying the same considerations to Aut Λ ( P / J P ), we thus obtain a natural isomorphism ψ : Aut Λ (T ) → Aut Λ ( T ) of algebraic groups. Retaining the above 3 can be pieced together so as to yield a bijection F from the isomorphism classes of (finitely generated) Λ-modules to the isomorphism classes of (finitely generated) induced Λ-modules. Since the only indecomposable Λ-modules which fail to be induced are the simples S( e i ) (see Lemma 5.2), we re-encounter the well-known fact that finiteness of the representation type of Λ is equivalent to finiteness of the representation type of Λ (cf. [1, Chap. X, Theorem 2.6 ], for instance). The map F does not extend to an equivalence between Λ-mod and the full subcategory of Λ-mod consisting of the induced modules, however, as Λ-mod and Λ-mod are no more than stably equivalent in general; indeed, compare the endomorphism rings of paired objects M and M in the presence of loops in Q.
We note moreover that the image of the restriction of We refer to the above decomposition of d as the Kac decomposition relative to C (suppressing reference to ∆ when there is no danger of ambiguity). In the situation where ∆ = KQ is hereditary, Schofield provided an algorithm for finding the Kac decomposition of any dimension vector (see [21] ). As we will deduce from Proposition 5.3, this algorithm carries over from Λ to Λ.
We will say that a dimension vector d ′ is attained on the submodule lattice of a module
Moreover, we will refer to the submodule lattices of the modules in a subvariety U ⊆ Rep d (Λ) as the submodule lattices parametrized by U. By [2, Theorem 4.3] , the (full) sets of dimension vectors attained on the submodule lattices parametrized by Rep 
is the Kac decomposition of d, and
In particular, the following are equivalent:
• The modules in C are generically indecomposable.
• d is a Schur root of Q (i.e., Rep d ( Λ) contains a module whose endomorphism ring is isomorphic to K). If Λ has wild representation type, one would like to at least obtain a classification of the representations in some dense open subset of each irreducible component of Rep d (Λ), resp., of GRASS d (Λ). Theoretically, this is possible, provided one does not place any demands of concreteness on the open subset and the modalities of the classification. Namely, as was shown by Rosenlicht in [20] , any irreducible variety X which carries a morphic action by an algebraic group G contains a G-stable dense open subset which admits a geometric quotient modulo G. However, invoking this existence statement relative to the irreducible components C of Rep d (Λ) is of limited value, unless one is able to specify an appropriate open subset of C in representation-theoretic terms and relate the structure of the encoded modules to the points of the geometric quotient.
We suggest the following loosely phrased guidelines for a concrete approach to the problem (we believe them to have useful applications only in favorable situations, however): Structurally describe the modules in a representation-theoretically specified dense open subset of the considered irreducible component; in particular, provide a normal form pinning them down up to isomorphism. Optimally, the parameters appearing in the normal form trace an algebraic variety X which indexes a universal family that makes X a fine moduli space for the pertinent modules.
The class of examples discussed in Illustration 6.1 below provides a good venue for implementing these guidelines; see Generic Classification 6.2.
As in Section 3(C), we take Λ to be KQ/ all paths of length 2 ,
where Q is the quiver with a single vertex and r loops, α 1 , . . . , α r . In particular, the dimension vector d agrees with its absolute value d. Note: Already in the tame (biserial) case r = 2, there are irreducible components C of Rep d (Λ) containing indecomposable modules, although, generically, the modules in C decompose. Given a dimension d ≥ 2, we know from Section 3(C) that the irreducible components of Rep d (Λ) are in 1-1 correspondence with the positive integers t < d such that
We label these components by the corresponding pairs (t, d − t): Thus C t,d−t denotes the component of Rep d (Λ) whose modules have generic radical layering (S t , S d−t ). The hereditary algebra Λ we paired with Λ is a generalized Kronecker algebra. Indeed, Λ = K Q, where Q is the quiver with two vertices, e 1 , e 1 , and r arrows from e 1 to e 1 . By Theorem 5.6, the Kac decomposition of d relative to C t,d−t is available if we know the Kac decomposition of the dimension vector d = (t, d − t) for the corresponding Kronecker algebra Λ: Namely, if
2 ) is the Kac decomposition relative to the irreducible variety 
where N is the generic module for the component C r,r 2 −1 . In particular, the orbit of M is dense in C t,rt−1 , and the Kac decomposition of d relative to
Proof. We consider the dimension vector d = (t, rt − 1) for the generalized Kronecker algebra Λ, and denote by −, − the Euler form of Q. First let t ≤ r. To prove the claim concerning generic submodule dimensions of the modules in C = C t,rt−1 , we use Schofield's Theorem 3.2 in [21] . It tells us that, generically the Λ-modules with dimension vector d have a submodule with dimension vector
Clearly, the only proper indecomposable submodules that occur generically in the Λ-modules with dimension vector d are either simple, or have dimension vector (1, r), or else a dimension vector (a, ra − 1) for some positive integer a with a < t. To exclude the occurrence of the latter dimension vectors, we compute (a, ra − 1) , d − (a, ra − 1) to be strictly negative, whence, by [21, Theorem 5 .4], we find that ext (a, ra − 1) , d − (a, ra − 1) > 0. Given that generic decomposability of the modules in Rep d ( Λ) would amount to a generic summand with dimension vector (a, ra − 1) for some positive a < t, we conclude that the Λ-modules with dimension vector d are generically indecomposable. Moreover, we glean that the only non-simple indecomposable Λ-module generically arising in the submodule lattices parametrized by Rep d ( Λ) is Λ. Finally, we apply Theorem 5.6 to deduce the corresponding statements for Λ.
(I.a). t < r. In this case, one finds 1 − d, d to be strictly positive. Consequently, C t,rt−1 fails to contain a dense orbit by Theorem 5.6(c). Given that the orbit dimension is lower semi-continuous, irreducibility of C t,rt−1 therefore yields an infinite number of distinct orbits of maximal dimension.
(I.b). t = r. We compute (r, r 2 − 1) , (r, r 2 − 1) = 1 and apply Theorem 5.6(c) to conclude that C r,r 2 −1 contains a dense orbit. It is, moreover, readily checked that the displayed module N satisfies End Λ (N )/ Hom Λ (N, JN ) ∼ = K and hence represents the indecomposable module with dense orbit.
(II). Now suppose t > r. As we saw above (r, r 2 − 1) is a Schur root of Q, and evidently so is (1, r). Therefore, verifying the Kac decomposition d = t , rt − 1 = r , r So we assume t < r, in which case C = C t,rt−1 contains infinitely many orbits of maximal dimension. Generically, the modules in C have top T = S t and are of the form P/U (c) with P = In fact, if X is the subvariety of C consisting of the matrices in normal form, then the (informally presented) family P/U (c) c∈X has the universal property showing X to be a fine moduli space for the modules isomorphic to some P/U (c) with c ∈ C. Clearly, dim X = t(r − t), whence the members of the universal family depend on a non-redundant collection of t(r − t) parameters.
Proof of the claims for t < r. Let T = S t as before, and let D be the irreducible component of Grass ′ consists of the submodules U (w · c) ⊆ P , with w ∈ GL t (K). In fact, on identifying Aut Λ (T ) with GL t , we readily obtain an equivariant isomorphism of varieties D ′ ∼ = C. In particular, this shows every Aut Λ (T )-orbit of D ′ to contain precisely one element in normal form. Moreover, we see that a geometric quotient of D ′ by Aut Λ (T ), if existent, coincides with a geometric quotient of the variety C by its left GL t -action. To confirm existence, one checks that the morphism C → X, which sends any matrix (a|b) in C (where a has size t × t) to the matrix a −1 (a|b) in X, is indeed a geometric quotient of C by GL t . It is now routine to verify that the obvious bundle of Λ-modules in D ′ which is parametrized by X -it formalizes the family P/U (c) c∈X -satisfies the universal property making X a fine moduli space for the modules in D ′ (cf.
[13]).
7. The dense orbit property for J 2 = 0
In this section, we give another application of the geometric link, exhibited in Section 5, between algebras with vanishing radical square and hereditary algebras.
It is readily verified that any finite dimensional algebra Λ of finite representation type satisfies the following dense orbit property (terminology of [6] ): Namely, for any dimension vector d, each of the irreducible components of Rep d (Λ) is the closure of a single orbit. Chindris, Kinser and Weyman posed the following problem: For which classes of algebras does the converse hold as well, i.e., for which algebras does the dense orbit property imply finite representation type? While this is well known to be true for hereditary algebras, they demonstrated failure in general. Among the classes of algebras for which they showed the converse to be true are the string algebras and the algebras admitting a preprojective component (see [6, Sections 3, 4] ).
We will invest the geometric Q-Q connection of Section 5 to add the algebras with vanishing radical square to the list of positive instances. For our notation, we refer to Section 5. Proof. Suppose that M is as in the claim, say M ∼ = P / C with C ∈ Grass T d . We apply Proposition 5.3 to deduce that then M = P/C (where P is the projective cover of T and C = Φ Proof. The implication "(3) =⇒ (1)" is known, and "(1) =⇒ (2)" is trivial. To prove that (2) implies (3), suppose that (2) holds. We will deduce that then also Λ satisfies ( Thus the Tits form of Λ is positive definite, meaning that Λ has finite representation type. Finally, we use the well-known fact that finite representation type is passed on from Λ to Λ (see Remark 5.4) to find that Λ indeed satisfies (3).
