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Abstract
Corrections to scaling in the two–dimensional scalar ϕ4 model are studied based
on non–perturbative analytical arguments and Monte Carlo (MC) simulation data
for different lattice sizes L (4 ≤ L ≤ 1536) and different values of the ϕ4 coupling
constant λ, i. e., λ = 0.1, 1, 10. According to our analysis, amplitudes of the nontrivial
correction terms with the correction–to–scaling exponents ωℓ < 1 become small when
approaching the Ising limit (λ→∞), but such corrections generally exist in the 2D ϕ4
model. Analytical arguments show the existence of corrections with the exponent 3/4.
The numerical analysis suggests that there exist also corrections with the exponent 1/2
and, very likely, also corrections with the exponent about 1/4, which are detectable at
λ = 0.1. The numerical tests clearly show that the structure of corrections to scaling
in the 2D ϕ4 model differs from the usually expected one in the 2D Ising model.
Keywords: ϕ4 model, corrections to scaling, Monte Carlo simulation
1 Introduction
The ϕ4 model is one of the most extensively used tools in analytical studies of critical
phenomena – see, e. g.,[1–7]. These studies have risen also a significant interest in nu-
merical testing of the theoretical results for this model. Recently, some challenging non–
perturbative analytical results for the corrections to scaling in the ϕ4 model have been
obtained [8], which could be relatively easily verified numerically in the two–dimensional
case. Therefore, we will further focus just on this case. Although the analytical studies
are based on the continuous ϕ4 model, its lattice version is more convenient for Monte
Carlo (MC) simulations. Earlier MC studies of the 2D lattice model go back to the work
by Milchev, Heermann and Binder [9]. The continuous version has been simulated, e. g.,
in [10]. In [9], effective critical exponents ν ≈ 0.8 for correlation length and γ ≈ 1.25
for susceptibility have been obtained, based on the simulation data for lattices sizes up
∗
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to L = 20. The considered there a scalar 2D ϕ4 model should belong to the 2D Ising
universality class with the exponents ν = 1 and γ = 7/4, so that these effective expo-
nents point to the presence of remarkable corrections to scaling. A later MC study [11]
of larger lattices, up to L = 128, has supported the idea that this model belongs to the
2D Ising universality class, stating that the asymptotic scaling is achieved for L & 32.
Apparently, numerical studies cause no doubts that the leading scaling exponents for the
two–dimensional scalar ϕ4 model and the 2D Ising model are the same. However, it is still
important to refine further corrections to scaling. Indeed, the 2D ϕ4 model can contain
nontrivial correction terms, which do not show up or cancel in the 2D Ising model. We
will focus on this issue in the following sections.
2 Analytical arguments
In [8], a theorem has been proven concerning corrections to scaling in the continuous ϕ4
model, based on a set of assumptions, i. e., certain conditions stated in the theorem. Based
on this theorem, it has been argued in [8] that the two–point correlation function contains
a correction term with the correction–to–scaling exponent θℓ = γ−1 if γ > 1 holds for the
susceptibility exponent γ. Here we reconsider these non–perturbative analytical arguments
by proving a new theorem, leading to the same conclusions at even better (softer) natural
assumptions, which have been verified numerically.
We consider the continuous ϕ4 model in the thermodynamic limit of diverging volume
V →∞ with the Hamiltonian H given by
H
kBT
=
∫ (
r0ϕ
2(x) + c(∇ϕ(x))2 + uϕ4(x)) dx , (1)
where the order parameter ϕ(x) is an n–component vector with components ϕi(x), de-
pending on the coordinate x, T is the temperature, and kB is the Boltzmann constant. It is
assumed that there exists the upper cut-off parameter Λ (a positive finite number) for the
Fourier components of the order-parameter field ϕi(x). Namely, the Fourier–transformed
Hamiltonian reads
H
kBT
=
∑
i,k
(
r0 + ck
2
) | ϕi,k |2 + uV −1 ∑
i,j,k1,k2,k3
ϕi,k1ϕi,k2ϕj,k3ϕj,−k1−k2−k3 , (2)
where ϕi,k = V
−1/2 ∫ ϕi(x) exp(−ikx) dx and ϕi(x) = V −1/2 ∑
k<Λ
ϕi,k exp(ikx). Moreover,
the only allowed configurations of ϕi(x) are those, for which ϕi,k = 0 holds at k ≡| k |> Λ
(therefore we set ϕi,k = 0 at k > Λ in (2)). This is the limiting case m → ∞ of the
model where all configurations are allowed, but Hamiltonian (2) is completed by the term∑
i,k (k/Λ)
2m | ϕi,k |2.
We define the temperature–dependence of the Hamiltonian parameters in vicinity of
the critical temperature Tc by a linear relation
r0 = r0c + a(T − Tc) , (3)
where r0c is the critical value of r0 and a is a constant. The parameters c and u are
assumed to be T–independent. For simplicity, we will consider only the case T > Tc (or
r0 > r0c).
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Using (1) or (2), we can easily calculate the derivative
∂
∂r0
(
F
kBT
)
= −∂ lnZ
∂r0
= V
〈
ϕ2(x)
〉
= n
∑
k<Λ
G(k) , (4)
where F = −kBT lnZ is the free energy, Z =
∫
exp[−H/(kBT )]Dϕ is the partition func-
tion and G(k) = 〈| ϕi,k |2〉 (for any i = 1, 2, . . . , n) is the Fourier–transformed two–point
correlation function. In the thermodynamic limit at T > Tc, the sum over k in (4) is
replaced by the integral according to the well known rule
∑
k
→ V (2π)−d ∫ dk (the term
with k = 0 has to be separated at T < Tc), where d is the spatial dimensionality. The
internal energy U = −T 2 (∂(F/T )/∂T )V , calculated from (3) and (4), therefore is
U = −akBT 2nV (2π)−d
∫
k<Λ
G(k)dk . (5)
Consider now the singularity of U and the related singularity of specific heat CV in
vicinity of the critical point at t→ 0, where t = (T − Tc)/Tc is the reduced temperature.
We assume that the singular part of CV has the form ∝ (ln t)st−α at t → 0. According
to the thermodynamic relation CV = (∂U/∂T )V , the corresponding singular part of U is
∝ (ln t)st1−α at t → 0. Further on, we will consider the normalized quantities U/V and
CV /V and represent the singularities in terms of the correlation length ξ, assuming the
power–law scaling ξ ∝ t−ν at t → 0. The latter is known to be true for the ϕ4 model
in three dimensions at any n ≥ 1, as well as at d = 2 and n = 1. The above relations
imply CsingV ∝ ξ1/νU sing, where U sing and CsingV are the leading singular parts of U/V and
CV /V , represented in powers of ξ and ln ξ at ξ →∞. Using (5), it yields
CsingV = Bξ
1/ν
(∫
k<Λ
[G(k) −G∗(k)]dk
)sing
, (6)
where G∗(k) is the value of G(k) at the critical point and B is a nonzero constant. The
superscript “sing” implies the leading singular contribution in terms of ξ. Since the
singular part does not include a constant contribution, it is subtracted in brackets of (6).
Let us denote by CsingV (Λ
′) the contribution of the integration region 0 < k < Λ′
to (6), where 0 < Λ′ ≤ Λ. Note that G(k) and G∗(k) always correspond to the true
upper cut-off Λ. Based on the idea that the short–wavelength contribution is irrelevant,
it has been assumed in [8] that CsingV (Λ
′) is independent of Λ′. To the contrary, here we
allow that the amplitude of the leading singularity depends on Λ′. Namely, it is assumed
that CsingV (Λ
′) = A(Λ′) (ln ξ)λξα/ν holds with λ = 0 corresponding to the usual power–
law scaling. In addition, we assume that limΛ′→0A(Λ′) 6= 0 holds, implying that the
long–wavelength (small k) contribution to the integral in (6) is relevant. Note that the
amplitude A(Λ′) is determined, considering the limit ξ →∞ at a fixed Λ′. It means that,
even at Λ′ → 0, the limit ξ → ∞ is considered first and, therefore, the relevant region of
small wave vectors k ∼ 1/ξ is always included. The above mentioned assumptions have
been tested numerically in Sec. 5, clearly showing that they hold in the 2D model with
Λ′–dependent amplitude A(Λ′).
Since we consider the limit Λ′ → 0, it is naturally to use the scaling hypothesis for the
correlation function, which is valid for small k and large ξ. Namely, we have
G(k) =
∑
i≥0
ξ(γ−θi)/νgi(kξ) , (7)
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where gi(kξ) are continuous scaling functions, which are finite for 0 ≤ kξ < ∞. Here
θ0 = 0 holds and the term with i = 0 describes the leading singularity, whereas the terms
with i ≥ 1 represent other contributions with correction exponents θi > 0. The critical
correlation function
G∗(k) =
∑
i≥0
bik
(−γ+θi)/ν (8)
is obtained at ξ →∞, so that there exists a finite limit
lim
z→∞ z
(γ−θi)/νgi(z) = bi , (9)
where bi are constant coefficients. We allow that some of these coefficients are zero.
Since we consider only the leading singularity of CV and the small–k contribution, it is
also naturally to assume that only a finite number of correction terms is relevant in our
calculations. The assumed validity of (7) and (8) implies that the values of the exponents
ensure the convergence of the integral (6) at zero lower integration limit. It means that
d− γ/ν > 0 must hold at θi ≥ 0.
Based on the discussed here scaling assumptions, we have obtained an important and
challenging result for correction–to–scaling exponents by proving the following theorem.
Theorem. If the leading singular part of specific heat CsingV (6) has the form
CsingV ∝ (ln ξ)λξα/ν and the contribution of the region k < Λ′ has the form CsingV (Λ′) =
A(Λ′) (ln ξ)λξα/ν with limΛ′→0A(Λ′) 6= 0, if correct result in the limΛ′→0 limξ→∞ limit
(considering ξ → ∞ at a fixed Λ′ first) is obtained using (7) –(8) (at the conditions of
validity d − γ/ν > 0 and θi ≥ 0, gi(z) being continuous and finite for 0 ≤ z < ∞ and
limz→∞ z(γ−θi)/νgi(z) being finite) with a large enough finite number of terms included,
and if γ + 1− α− dν > 0 holds, then
1. limΛ′→0 | A(Λ′) |6=∞;
2. the two–point correlation function contains a correction–to–scaling term with expo-
nent
θℓ = γ + 1− α− dν , (10)
corresponding to a certain term with i = ℓ ≥ 1 in (7).
Proof. Since the correlation function in (7) – (8) is isotropic, CsingV (Λ
′) can be
written as
CsingV (Λ
′) = B S(d) ξ1/ν
 Λ′∫
0
∑
i≥0
[
ξ(γ−θi)/νgi(kξ)− bik(−γ+θi)/ν
]
kd−1dk
sing , (11)
where S(d) = 2πd/2/Γ(d/2) is the surface of unit sphere in d dimensions. For any finite
number of summation terms included, the integration and summation can be exchanged,
since the integral exists and converges for each of the terms separately, according to the
conditions of validity and properties of scaling functions, mentioned in the theorem, and
the fact that Λ′ is finite. Then, changing the integration variable to y = kξ, we obtain
CsingV (Λ
′) = B S(d)
∑
i≥0
ξ−d+(1+γ−θi)/νFi(Λ′ξ)
sing , (12)
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where
Fi(z) =
z∫
0
yd−1g˜i(y)dy with g˜i(y) = gi(y)− biy(−γ+θℓ)/ν . (13)
First we will prove that only one term in (12) gives the leading singular contribution
in the limit limΛ′→0 limξ→∞. Since C
sing
V (Λ
′) ∝ (ln ξ)λξα/ν holds, only those terms can
give the leading singularity at ξ →∞, which are proportional to (ln ξ)λξα/ν in this limit.
It implies that
Fi(Λ
′ξ) ∝ [ln(Λ′ξ)]λ (Λ′ξ)µi (14)
must hold for these terms at Λ′ξ →∞ with
− d+ (1 + γ − θi)/ν + µi = α/ν , i ∈ Ω . (15)
Here Ω is the subset of indices i, labeling these terms. According to the conditions of the
theorem, Ω contains a finite number of indices. If there exist several terms with i ∈ Ω,
then they all have different exponents µi because θi in (15) are different by definition. In
the limit limΛ′→0 limξ→∞, these terms give contributions ∝ (Λ′)µi (ln ξ)λξα/ν , as consistent
with (12) and (14) – (15). Consequently, at Λ′ → 0, the amplitude is
A(Λ′) ∝ (Λ′)µℓ , (16)
where µℓ = min
i∈Ω
µi. Thus, we have proven the statement that only one of the terms
in (12) with certain index i = ℓ gives the leading singularity at limΛ′→0 limξ→∞. This
is not necessarily the leading term with ℓ = 0, since the integration over k can give a
vanishing result due to the cancellation of positive and negative contributions. Formally,
there is also a possibility that some terms give analytic contributions, which are constant
or proportional to an integer power of t (integer power of ξ−1/ν). By definition, such terms
are considered as non-singular and not contributing to CsingV (Λ
′).
In the following we will prove the statement limΛ′→0 | A(Λ′) |6= ∞ by assuming the
opposite and deriving a contradiction. Thus, let us assume that A(Λ′) diverges at Λ′ → 0.
According to (16), it is possible only for µℓ < 0. Hence, from (13) and (14) we find that
Fℓ(z) =
z∫
0
yd−1g˜ℓ(y)dy = cℓ (ln z)λzµℓ (17)
holds at µℓ < 0 for large z = Λ
′ξ → ∞, corresponding to the considered here limit
limΛ′→0 limξ→∞. Here cℓ is a nonzero constant, and (17) holds asymptotically with relative
error tending to zero at z →∞. The derivation with respect to z in (17) yields
g˜ℓ(z) = cℓ
[
λ(ln y)−1 + µℓ
]
(ln z)λzµℓ−d at z →∞ . (18)
Consequently, the integrand function with i = ℓ in (13), i. e., f(y) = yd−1g˜ℓ(y), converges
to fas(y) at y →∞ in such a way that (f(y)− fas(y))/fas(y)→ 0, where
fas(y) = cℓ
[
λ(ln y)−1 + µℓ
]
(ln y)λyµℓ−1 (19)
is the asymptotic form of f(y). It implies that, for any given finite ε > 0, there exists
a finite y0 > 0, such that | f(y) − fas(y) | / | fas(y) |< ε holds for y > y0. Since
| f(y) | − | fas(y) |≤| f(y)− fas(y) | always holds, we have also
| f(y) | − | fas(y) |
| fas(y) | < ε for y > y0 . (20)
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At this condition, the integral (13) with i = ℓ converges at z → ∞. To prove this
statement, the integral at z →∞ is written as ∫∞0 f(y)dy = ∫ y00 f(y)dy+ ∫∞y0 f(y)dy. The
first integral
∫ y0
0 f(y)dy exists and it has a finite value because the scaling function gℓ(y)
is continuous and finite within 0 ≤ y ≤ y0, as well as d− γ/ν > 0 and θℓ ≥ 0 hold for the
exponents. Using (20), the second integral can be evaluated as∣∣∣∣∣∣
∞∫
y0
f(y)dy
∣∣∣∣∣∣ ≤
∞∫
y0
| f(y) | dy <
∞∫
y0
| fas(y) | (1 + ε)dy . (21)
The latter integral in (21) converges according to (19), since µℓ < 0 holds. Consequently,
the integral limz→∞ Fℓ(z) =
∫∞
0 f(y)dy also converges. It means that Fℓ(z) tends to a
constant at z →∞ and, according to (12), the amplitude A(Λ′) is constant at Λ′ → 0. It
contradicts the initial assumption that A(Λ′) diverges at Λ′ → 0, so that this assumption
is false, i. e., limΛ′→0 | A(Λ′) |6=∞.
Finally, we will prove the relation (10). Since limΛ′→0A(Λ′) 6= 0 holds according
to the conditions of the theorem, we have µℓ ≤ 0 in (16). On the other hand, since
limΛ′→0 | A(Λ′) |6= ∞, we have µℓ ≥ 0. Consequently, µℓ = 0 holds. Eq. (15) with
i = ℓ ∈ Ω then leads to (10). The condition γ + 1 − α − dν > 0 of the theorem implies
that (10) is satisfied with θℓ > 0, which corresponds to a correction term with i = ℓ > 0
in (7) (the term with i = 0 gives no contribution to CsingV (Λ
′) at limΛ′→0 limξ→∞). 
One has to note that, according to the self–consistent scaling theory of logarithmic
correction exponents in [12], logarithmic corrections can generally appear in ξ as function
of t, as well as in G(k). Nevertheless, our consideration covers the usual case of λ = 0,
where no logarithmic corrections are present, as well as the important particular case of
α = 0 and λ = 1, where the logarithmic correction appears only in specific heat [12].
The considered here scaling forms appear to be general enough for our analysis of the ϕ4
model below the upper critical dimension d < 4, where ξ and G(k) have no logarithmic
corrections according to the known results, except only for the case of the Kosterlitz–
Thouless phase transition at n = 2 and d = 2. According to the current knowledge about
the critical phenomena, the used here scaling forms, as well as the assumed relations for
the exponents d−γ/ν > 0 and γ+1−α−dν > 0 hold for d = 3, n ≥ 1 and also for d = 2,
n = 1. The other conditions of the theorem are satisfied in these cases, according to the
provided here general arguments and numerical tests in Sec. 5.
The existence of a correction with exponent θℓ = 3/4 in the scalar (n = 1) 2D ϕ
4
model follows from this theorem, if γ = 7/4 and ν = 1 hold here, as in the 2D Ising
model. It corresponds to a correction exponent ωℓ = θℓ/ν = 3/4 in the critical two–
point correlation function, as well as in the finite–size scaling. Since this exponent not
necessarily describes the leading correction term, the prediction is ω ≤ 3/4 for the leading
correction–to–scaling exponent ω. An evidence for a nontrivial correction with non–integer
exponent (which might be, e. g., 1/4) in the finite–size scaling of the critical real–space
two–point correlation function of the 2D Ising model has been provided in [13], based on
an exact enumeration by a transfer matrix algorithm. This correction, however, has a
very small amplitude and is hardly detectable. Moreover, such a correction has not been
detected in susceptibility. Usually, the scaling in the 2D Ising model is representable by
trivial, i. e., integer, correction–to–scaling exponents when analytical background terms
or “short–distance” terms (e. g., a constant contribution to susceptibility) are separated
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– see, e. g., [14–16] and references therein. The discussions have been focused on the
existence of irrelevant variables [17, 18]. In particular, the high–precision calculations
in [18] have shown that the conjecture by Aharony and Fisher about the absence of such
variables [19, 20] fails.
The above mentioned theorem predicts the existence of nontrivial correction–to–scaling
exponents in the 2D ϕ4 model. It can be expected that the nontrivial correction terms
of the ϕ4 model usually do not show up or cancel in the 2D Ising model. This idea is
not new. Based on the standard field–theoretical treatments of the ϕ4 model, ω = 4/3
has been conjectured for the leading nontrivial scaling corrections at n = 1 and d = 2
in [3, 21]. However, it contradicts our theorem, which yields ω ≤ 3/4. This discrepancy is
interpreted as a failure of the standard perturbative methods — see [7] and the discussions
in [8]. One has to note that the alternative perturbative approach of [6], predicting ωℓ = ℓη
(where ℓ ≥ 1 is an integer) with η = 2− γ/ν = 1/4 for n = 1 and d = 2, is consistent with
this theorem.
3 Monte Carlo simulation of the lattice ϕ4 model
We have performed MC simulations of the scalar 2D ϕ4 model on square lattice with
periodic boundary conditions. The Hamiltonian H is given by
H
kBT
= −β
∑
〈ij〉
ϕiϕj +
∑
i
(
ϕ2i + λ
(
ϕ2i − 1
)2)
, (22)
where −∞ < ϕi < ∞ is a continuous scalar order parameter at the i-th lattice site, and
〈ij〉 denotes the set of all nearest neighbors. This notation is related to the one of [22] via
β = 2κ and ϕ = φ. We have denoted the coupling constant at ϕiϕj by β to outline the
similarity with the Ising model.
Swendsen-Wang and Wolff cluster algorithms are known to be very efficient for MC
simulations of the Ising model in vicinity of the critical point [23]. However, these algo-
rithms update only the spin orientation, and therefore are not ergodic for the ϕ4 model.
The problem is solved using the hybrid algorithm, where a cluster algorithm is combined
with Metropolis sweeps. This method has been applied to the 3D ϕ4 model in [22]. In
our simulations, we have applied one Metropolis sweep after each NW Wolff single clus-
ter algorithm steps. Following [22], a new value of the order parameter is chosen as
ϕ′i = ϕi + s(r − 1/2) in one Metropolis step (this value being either accepted or rejected,
as usually) where s is a constant and r is a random number from a set of uniformly dis-
tributed random numbers within [0, 1]. Here NW and s are considered as optimization
parameters, allowing to reach the smallest statistical error in a given simulation time. We
have chosen NW such that NW 〈c〉/L2 is about 2/3 or 0.6, where 〈c〉 is the mean cluster
size. The optimal choice of s depends on the Hamiltonian parameters. Our simulations
have been performed at λ = 0.1, λ = 1, λ = 10 and at such values of β, which correspond
to U = 〈m4〉/〈m2〉2 = 1.1679229 ≈ U∗ and U = 2, m being the magnetization per spin.
Here U∗ is the λ–independent (universal) critical value of U , which has been evaluated as
U∗ = 1.1679229± 0.0000047 in [17]. At U = 1.1679229, we have chosen s = 4 for λ = 0.1,
s = 4 for λ = 1 and s = 3 for λ = 10. At U = 2, the corresponding values are s = 3.5,
s = 3 and s = 2. For comparison, s = 3 has been used in [22].
We have used the iterative method of [24] to find β, corresponding to certain value of
U , as well as a set of statistical averaged quantities at this β, called the pseudo-critical
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coupling β˜c(L). We have performed high statistics simulations for evaluation of the deriva-
tive ∂U/∂β and the susceptibility χ = N〈m2〉, where N = L2 is the total number of spins.
According to the Boltzmann statistics, the derivative with respect to β for any quantity
〈A〉 is calculated as
∂
∂β
〈A〉 = N [〈A〉〈ε〉 − 〈Aε〉] , (23)
where ε = −N−1∑〈ij〉 ϕiϕj .
For each lattice size L, the quantities χ and ∂U/∂β have been estimated from 100 iter-
ations (simulation bins) in vicinity of β = β˜c(L), collected from one or several simulation
runs, discarding first 10 iterations of each run for equilibration. One iteration included
106 steps of the hybrid algorithm, each consisting of one Metropolis sweep and NW Wolff
algorithm steps, as explained before. To test the accuracy of our iterative method, we
have performed some simulations (for U = 2 and λ = 0.1) with 2.5×105 hybrid algorithm
steps in one iteration, and have verified that the results well agree with those for 106 steps.
Moreover, we have used two different pseudo-random number generators, the same ones
as in [25], to verify that the results agree within the statistical error bars.
Note that the quantity U is related to the Binder cumulant B = 1 − U/3 [9]. In the
thermodynamic limit, we have B = 0 (U = 3) above the critical point, i. e., at T > Tc or
β < βc, and B = 2/3 (U = 1) at T < Tc or β > βc. Thus, the pseudo-critical coupling
β˜c(L), corresponding to a given U in the range of 1 < U < 3, tends to the true critical
coupling βc at L→∞. The iterative algorithm of [24] is valid for any 1 < U < 3. However,
it can be useful to choose U ≈ U∗ for MC analysis. In particular, it allows us to obtain
β˜c(L) values closer to the true critical coupling βc. On the other hand, it is crucial for our
MC analysis in Sec. 6 to have the data for at least two remarkably different values of U .
Therefore, we have chosen one U value, U = 2, in the middle of the interval 1 < U < 3
and the other one, U = 1.1679229, close to the critical value U∗ at β = βc and L→∞.
MC simulations have been performed for lattice sizes 4 ≤ L ≤ Lmax whith Lmax = 256
at λ = 10, Lmax = 384 at λ = 1 and Lmax = 1536 at λ = 0.1. This choice of Lmax is
motivated by the fact that at λ = 0.1 we have observed an interesting scaling behavior
and, therefore, the simulations have been extended up to L = 1536 for a refined analysis.
In addition, we have performed some simulations with the hybrid algorithm at certain
fixed values of the reduced temperature t = 1 − β/βc and have evaluated the Fourier–
transformed two–point correlation function G(k) and its derivative ∂G(k)/∂β in order to
test the conditions of the theorem in Sec. 2. These results are discussed in Sec. 5.
A parallel algorithm, similar to that one used in [24], helped us to speed up the
simulations. The Wolff algorithm has been parallelized in this way, whereas the usual
ideas of splitting the lattice in slices [23] have been applied to parallelize the Metropolis
algorithm. In the current application, the parallel code showed a quite good scalability
(for Wolff, as well as Metropolis, algorithms) up to 8 processors available on one node of
the cluster. The simulation results for χ and ∂U/∂β are collected in Tabs. 1 to 6.
4 Estimation of the critical coupling
According to the finite–size scaling theory, U behaves asymptotically as
U = F
(
(β − βc)L1/ν
)
(see, e. g., the references in [22]) for large lattice sizes in vicin-
ity of the critical point, where F (z) is a smooth function of z. Hence, the pseudo-critical
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Table 1: The values of β˜c, as well as χ/L
7/4, and −(∂U/∂β)/L at β = β˜c for λ = 0.1 and
U = 2 depending on the lattice size L.
L β˜c χ/L
7/4 −(∂U/∂β)/L
4 0.549398(42) 0.60791(23) 2.4344(16)
6 0.562326(28) 0.50107(21) 2.5045(17)
8 0.570550(19) 0.44694(19) 2.5492(21)
12 0.580455(14) 0.39460(21) 2.5900(22)
16 0.5861408(94) 0.36991(17) 2.6112(26)
24 0.5924039(62) 0.34936(16) 2.6459(26)
32 0.5957584(45) 0.34116(15) 2.6663(30)
48 0.5992406(34) 0.33538(14) 2.6881(27)
64 0.6010332(23) 0.33412(13) 2.7129(31)
96 0.6028383(15) 0.33359(14) 2.7273(36)
128 0.6037470(11) 0.33396(14) 2.7351(40)
192 0.60465804(69) 0.33486(14) 2.7592(37)
256 0.60511333(60) 0.33537(12) 2.7614(38)
384 0.60556996(40) 0.33648(12) 2.7745(38)
512 0.60579773(41) 0.33701(11) 2.7780(40)
768 0.60602518(20) 0.337618(99) 2.7836(37)
1024 0.60613849(13) 0.33780(13) 2.7827(44)
1536 0.606252278(88) 0.33825(11) 2.7890(40)
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Table 2: The same quantities as in Tab. 1 for λ = 0.1 and U = 1.1679229 ≈ U∗.
L β˜c χ/L
7/4 −(∂U/∂β)/L
4 0.657515(35) 2.34779(47) 0.80400(54)
6 0.631043(25) 1.92047(42) 0.86944(59)
8 0.620578(18) 1.70494(34) 0.91842(62)
12 0.612621(12) 1.49436(34) 0.98840(78)
16 0.6097815(87) 1.39473(29) 1.03343(72)
24 0.6077860(60) 1.30274(25) 1.08458(88)
32 0.6071398(45) 1.26197(23) 1.11290(88)
48 0.6067318(29) 1.22651(20) 1.1405(10)
64 0.6065998(21) 1.21076(20) 1.1527(10)
96 0.6065241(13) 1.19834(18) 1.1662(11)
128 0.60649879(98) 1.19250(16) 1.1691(12)
192 0.60648734(65) 1.18840(17) 1.1773(12)
256 0.60648276(42) 1.18684(16) 1.1821(12)
384 0.60648026(37) 1.18525(16) 1.1827(13)
512 0.60647976(24) 1.18469(14) 1.1826(13)
768 0.60647922(16) 1.18400(15) 1.1824(13)
1024 0.60647921(13) 1.18389(15) 1.1822(15)
1536 0.606479145(90) 1.18358(14) 1.1814(15)
Table 3: The same quantities as in Tab. 1 for λ = 1 and U = 2.
L β˜c χ/L
7/4 −(∂U/∂β)/L
4 0.512944(44) 0.315623(68) 1.27395(46)
6 0.562964(29) 0.285305(62) 1.26851(65)
8 0.590002(23) 0.270748(70) 1.26492(60)
12 0.618562(16) 0.257116(64) 1.25903(71)
16 0.633498(12) 0.251359(59) 1.25682(77)
24 0.6488801(88) 0.246529(69) 1.25454(83)
32 0.6567123(57) 0.244758(59) 1.25660(94)
48 0.6646251(41) 0.243446(55) 1.25736(90)
64 0.6686081(32) 0.243132(52) 1.26232(87)
96 0.6726031(19) 0.242971(54) 1.26114(90)
128 0.6745993(15) 0.242899(53) 1.2624(10)
192 0.6766057(11) 0.243177(58) 1.2653(12)
256 0.67760534(71) 0.243253(50) 1.26330(93)
384 0.67860417(52) 0.243323(53) 1.26412(99)
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Table 4: The same quantities as in Tab. 1 for λ = 1 and U = 1.1679229 ≈ U∗.
L β˜c χ/L
7/4 −(∂U/∂β)/L
4 0.722627(50) 1.04218(11) 0.42994(15)
6 0.697790(35) 0.968521(95) 0.46880(16)
8 0.689603(26) 0.932407(93) 0.48802(19)
12 0.684134(15) 0.898059(93) 0.50719(22)
16 0.682362(13) 0.88219(11) 0.51584(28)
24 0.6812691(70) 0.868287(84) 0.52464(27)
32 0.6809349(57) 0.862141(79) 0.52862(24)
48 0.6807164(37) 0.856758(66) 0.53201(25)
64 0.6806597(26) 0.854718(69) 0.53383(30)
96 0.6806247(19) 0.852876(74) 0.53536(33)
128 0.6806146(16) 0.851979(80) 0.53527(36)
192 0.68060666(96) 0.851343(62) 0.53597(34)
256 0.68060766(79) 0.851228(63) 0.53655(37)
384 0.68060481(50) 0.850877(85) 0.53608(44)
Table 5: The same quantities as in Tab. 1 for λ = 10 and U = 2.
L β˜c χ/L
7/4 −(∂U/∂β)/L
4 0.287517(24) 0.367807(43) 1.53677(43)
8 0.374876(16) 0.332360(53) 1.35076(57)
16 0.4217519(94) 0.314668(54) 1.27009(55)
32 0.4461113(40) 0.305725(47) 1.23283(56)
64 0.4585487(24) 0.301387(50) 1.21446(69)
128 0.4648281(11) 0.299070(47) 1.20451(70)
256 0.46798547(75) 0.297843(55) 1.19889(89)
Table 6: The same quantities as in Tab. 1 for λ = 10 and U = 1.1679229 ≈ U∗.
L β˜c χ/L
7/4 −(∂U/∂β)/L
4 0.465260(24) 1.005811(34) 0.532729(66)
8 0.470103(15) 1.025510(55) 0.51648(13)
16 0.4709851(82) 1.032848(67) 0.50965(18)
32 0.4711260(32) 1.035132(50) 0.50721(14)
64 0.4711546(20) 1.036045(62) 0.50704(20)
128 0.4711559(11) 1.036188(67) 0.50673(23)
256 0.47115644(49) 1.036266(58) 0.50653(21)
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Figure 1: The pseudo-critical coupling β˜c vs 1/L for λ = 0.1 (left), λ = 1 (middle) and
λ = 10 (right). The upper plots (squares) and the lower plots (circles) refer to the cases
U = 1.1679229 ≈ U∗ and U = 2, respectively. Statistical errors are much smaller than the
symbol size.
coupling β˜c behaves as
β˜c = βc + aL
−1/ν (24)
at large L, where the coefficient a depends on U and λ. Since ν = 1 holds in this model,
it is meaningful to plot β˜c vs 1/L as it is done in Fig. 1.
At the critical U value, U = U∗, the coefficient a vanishes and the asymptotic con-
vergence of β˜c to the critical coupling βc is faster than ∼ 1/L. As one can judge from
Fig. 1, it occurs at U = 1.1679229 ≈ U∗ for all λ. In this sense U∗ is universal. The
estimate U∗ = 1.1679229 ± 0.0000047 has been obtained in [17] for the 2D Ising model,
corresponding to the limit λ→∞.
The critical coupling βc can be evaluated by fitting the β˜c data at U = 2 to the
ansatz (24). Alternatively, the data for U = 1.1679229 ≈ U∗ can be used. The coefficient
a in (24) vanishes at U = U∗ and the convergence to βc is very fast in this case. Therefore,
the value of β˜c(L) at the maximal lattice size L = Lmax for U = 1.1679229 can be assumed
as a reasonable estimate of βc, and ± | β˜c(Lmax)− β˜c(Lmax/2) | can be assumed as error
bars for the systematical errors. One has to take into account also the statistical errors
in β˜c(Lmax) and | β˜c(Lmax) − β˜c(Lmax/2) |. The estimates βc = 0.60647915 ± 0.00000035
at λ = 0.1, βc = 0.680605 ± 0.000004 at λ = 1 and βc = 0.4711564 ± 0.0000020 at λ = 10
have been obtained by this method.
These estimates well agree with those obtained by fitting the data for U = 2 to (24).
These fits, however, are somewhat problematic, since it is not possible to fit reasonably
well more than three data points. Since the data for relatively large lattice sizes are
available at λ = 0.1 and U = 2, the problem is resolved by using a refined ansatz
β˜c = βc + a1L
−1/ν + a2L−ω−1/ν . (25)
Here we set ν = 1, as in the 2D Ising model. If corrections to scaling are such as in the 2D
Ising model, then we have ω = 1 in (25). However, according to the analytical arguments
in Sec. 2 and our following numerical analysis, smaller values of ω can be expected, such
as 3/4, 1/2 or even 1/4. Fortunately, the fits within L ∈ [Lmin, 1536] with Lmin = 192
are acceptable and the fitted value of βc is very robust, i. e., it only weakly depends on
ω. Namely, we obtain βc = 0.60647936(24) with χ
2/d.o.f. = 1.18 (where χ2/d.o.f. is
the value of χ2 per degree of freedom of the fit [23, 26]) at ω = 1, βc = 0.60647915(30)
with χ2/d.o.f. = 1.14 at ω = 0.5, and βc = 0.60647897(35) with χ
2/d.o.f. = 1.15 at
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ω = 0.25. Moreover, the fits with Lmin = 256 well confirm these results. Taking into
account the statistical, as well as the systematical errors (due to the uncertainty in ω
and influence of Lmin), our estimate of the critical coupling at λ = 0.1 by this method is
βc = 0.606479 ± 0.000001.
According to (1), the fluctuations of ϕ2i are suppressed at λ → ∞ in such a way
that ϕ2i → 1 holds for relevant spin configurations with finite values of H/(kBT ) per
spin. It means that the actual ϕ4 model becomes equivalent to the Ising model, where
ϕi = ±1, in the limit λ → ∞, further called the Ising limit. Thus, it is not surprising
that βc approaches the known exact value
1
2 ln
(
1 +
√
2
)
= 0.44068679 . . . of the 2D Ising
model [27] when λ becomes large.
It is somewhat unexpected that βc appears to be a non-monotonous function of λ. It
can be explained by two competing effects. On the one hand, fluctuations increase with
decreasing of λ, and therefore βc tends to increase. Indeed, βc at λ = 1 is remarkably
larger than that at λ = 10. On the other hand, an effective interaction between spins
becomes stronger for small λ because 〈| ϕi |〉 and therefore also 〈ϕiϕj〉 for neighboring
spins increases in this case. It can explain the fact that βc at λ = 0.1 is slightly smaller
than that at λ = 1.
5 Numerical test of the conditions of the theorem
Let us consider the quantity
Ψ = 2π
∂
∂β
〈ϕ2〉 = 2π
L2
∑
k
∂
∂β
G(k) (26)
in the scalar 2D lattice ϕ4 model, whereG(k) = 〈| ϕk |2〉 with ϕk = L−1
∑
x
ϕ(x) exp(−ikx)
is the Fourier–transformed two–point correlation function, and the summation in (26) takes
place over wave vectors k = (kx, ky) with components kx = 2πj/L and ky = 2πl/L, j and
l being integers ranging from 1−L+ [L/2] to [L/2], where [L/2] denotes the integer part
of L/2. In the thermodynamic limit L → ∞ above the critical point (β < βc), the sum
in (26) becomes an integral
Ψ =
1
2π
∫
|kx|,|ky|≤π
∂
∂β
G(k)dk = − 1
2πβc
∂
∂t
∫
|kx|,|ky|≤π
G(k)dk (27)
where t = 1 − β/βc is the reduced temperature. The same quantity can be considered
in the continuous ϕ4 model of Sec. 2 in two dimensions with the only difference that the
integration region is k =
√
k2x + k
2
y < Λ and t is defined by (3) there. Moreover, the
small-k contributions are similar in both cases, since the correlation function is isotropic
at k → 0 in both models. According standard universality arguments, these contributions
thus have singularities of the same kind, which are described by the same critical exponents
and logarithmic corrections at t → 0. Moreover, according to (5) and CV = (∂U/∂T )V ,
we have an equivalent to (6) representation of CsingV in the form of
CsingV ∝
 ∂
∂t
∫
k<Λ
G(k)dk
sing , (28)
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so that the small-k contribution to specific heat in the continuous model also has the
singularity of this kind. Since G(k) is isotropic at k → 0, the contribution of a small-k
region k < Λ′ ≪ π, denoted as Ψ(Λ′), can be represented as
Ψ(Λ′) =
Λ′∫
0
k
∂
∂β
G(k) dk =
∑
0<k<Λ′
k
∂
∂β
G(k)∆k at ∆k → 0 (29)
in the thermodynamic limit at Λ′ → 0, where G(k) is the correlation function in the 〈10〉
crystallographic direction, i. e., at k = (k, 0) or k = (0, k), and the summation runs over
k values l∆k with integer l > 0 and ∆k = 2π/L.
In the following we consider the quantity
Φ =
∑
0<k≤π
k
∂
∂β
G(k)∆k , (30)
which has the same small-k contribution as Ψ, but is more convenient for simulations.
The small-k contribution can be calculated from
Φ(Λ′) = Φ(π)−∆Φ(Λ′) , (31)
where Φ(π) ≡ Φ and
∆Φ(Λ′) =
∑
Λ′≤k≤π
k
∂
∂β
G(k)∆k , (32)
is the short-wavelength, i. e., large-k contribution.
The correlation function in the 〈10〉 direction is calculated as 〈| ϕk |2〉 for k = (k, 0),
i. e.,
G(k) =
〈
L−2
(L−1∑
x=0
σ(x) cos(kx)
)2
+
(
L−1∑
x=0
σ(x) sin(kx)
)2〉 , (33)
where σ(x) =
∑L−1
y=0 ϕ(x, y) with ϕ(x, y) = ϕ(r) at r = (x, y). The result for 〈01〉 direction
is obtained by exchanging x and y. We have averaged over both equivalent cases to obtain
more accurate values of G(k) from MC simulations. The derivative ∂G(k)/∂β is calculated
using (23).
We have performed MC simulations for λ = 0.1 at certain values of the reduced tem-
perature, t = 1−β/βc = 0.08, 0.04, 0.02, 0.01, 0.005, assuming βc = 0.606479 in accordance
with the estimation in Sec. 4. The error in this βc value is as small as few times 10
−7 and
therefore is negligible in our analysis. The simulations have been performed for lattice
sizes L = 16, 32, 64, 128, 256, 512, 1024 and 2048 in order to evaluate the quantities Φ and
∆Φ(Λ′) for tL = 1.28, 2.56, 5.12 and 10.24. It corresponds to L/ξ2nd ≈ 6.9, 13.8, 27.6 and
55.2 at the largest L values, where ξ2nd is the second moment correlation length, defined
as in [28], i. e., ξ2nd =
√
[(χ/G(2π/L)) − 1]/[4 sin2(π/L)]. According to this, it can be
expected that the results for tL = 5.12 and tL = 10.24 provide good approximations for
the thermodynamic limit, since L/ξ2nd ≫ 1 holds. It is confirmed by the Φ vs ln t plots in
Fig. 2 and ∆Φ(Λ′) vs ln t plots in Fig. 3, showing a fast convergence to the thermodynamic
limit with increasing of tL at a fixed t.
These plots tend to become linear at large tL and small t values. It indicates that Φ
and ∆Φ(Λ′) have logarithmic singularities in the thermodynamic limit at t → 0. More-
over, it holds for ∆Φ(Λ′) at arbitrary Λ′, implying that ∂G(k)/∂β has the logarithmic
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Figure 2: The Φ vs ln t plots at tL = 1.28 (squares), tL = 2.56 (empty circles), tL = 5.12
(solid circles) and tL = 10.24 (pluses). The dashed straight line shows that the plot at
tL = 5.12 is almost linear within 0.005 ≤ t ≤ 0.04. Statistical errors are smaller than
symbol size.
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Figure 3: The ∆Φ(Λ′) vs ln t plots at tL = 1.28 (diamonds), tL = 2.56 (empty circles),
tL = 5.12 (solid circles) and tL = 10.24 (pluses) for Λ′ = 7π/8 (upper plots), Λ′ = 3π/4
(middle plots) and Λ′ = 5π/8 (lower plots). The dashed straight lines are depicted to
show that the plots at tL = 5.12 are almost linear for small t values. Statistical errors are
smaller than symbol size.
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Figure 4: Q(k) = k ∂G(k)/∂β vs k plots at t = 0.02 (upper curve), t = 0.01 (middle curve)
and t = 0.005 (lower curve). The results for tL = 5.12 are shown by curves, whereas those
for tL = 2.56 – by pluses. The pluses lie practically on the top of curves, showing that
the thermodynamic limit is reached with a high accuracy at tL = 5.12.
singularity at t → 0 for any fixed non-zero k in the thermodynamic limit. Although
we have tested only the 〈10〉 direction, this, obviously, is true also for ∂G(k)/∂β and
∂G(k)/∂t = −βc∂G(k)/∂β at any fixed non-zero wave vector k, since G(k) is a continu-
ous function of k for | k |> 0. Moreover, critical singularities are universal and, therefore,
∂G(k)/∂t exhibits such logarithmic singularity both in the lattice model and in the contin-
uous model. The numerical analysis alone cannot provide a real proof that the discussed
here singularities are exactly logarithmic. On the other hand, the singularity of ∂G(k)/∂t
and the related asymptotic singularities could not be only approximately logarithmic, since
∂G(k)/∂t contributes to specific heat (28) (or (6), where G(k)−G∗(k) = t ∂G(k)/∂t holds
at t→ 0 and k 6= 0), but the singularity of specific heat is known to be exactly logarithmic
for the models of 2D Ising universality class, including the scalar 2D ϕ4 model.
According to the scaling hypothesis (7), the asymptotic small-t behavior of ∂G(k)/∂t
can be reached only at ξ ∼ 1/k, i. e., at t ∼ k in our case. Therefore, the asymptotic
small-t behavior of ∆Φ(Λ′) in the thermodynamic limit is reached with a given accuracy
at t < t∗, where t∗ → 0 at Λ′ → 0. It is consistent with the fact that the linearity of the
∆Φ(Λ′) vs ln t plot is better for Λ′ = 7π/8 and Λ′ = 3π/4 than for Λ′ = 5π/8 in Fig. 3.
The logarithmic singularity of ∂G(k)/∂t implies that ∆Φ(Λ′) = Φ(π)−Φ(Λ′) behaves
as ∼ ln t in the thermodynamic limit at t→ 0, as a result of an integration of k ∂G(k)/∂t
over Λ′ <| k |< Λ (according to (32) at L → ∞). The same is true for ∆CsingV (Λ′) =
CsingV − CsingV (Λ′) with the singular part of specific heat CsingV given by (28), CsingV (Λ′)
being the contribution of the integration region k < Λ′. Hence we find CsingV (Λ
′) ∼ ln t,
using the fact that CsingV ∼ ln t holds in the actual 2D ϕ4 model. Since CsingV (Λ′) in the
theorem is defined as the leading singular contribution of the k < Λ′ region at t → 0,
represented in powers of ξ and ln ξ, we have CsingV (Λ
′) ∝ ln ξ. Consequently, the condition
of the theorem CsingV (Λ
′) = A(Λ′) (ln ξ)λξα/ν is satisfied here with λ = 1 and α = 0.
As discussed before, the long–wavelength (small-k) contributions, i. e., Φ(Λ′) and
CsingV (Λ
′) at small Λ′ values, have similar singularities. The logarithmic singularity of
CsingV (Λ
′) thus means that Φ(Λ′) = B1(Λ′) ln t holds with some coefficient B1(Λ′) for small
cut-off parameter Λ′ in the thermodynamic limit at t → 0. Moreover, since ∂G(k)/∂t
16
has a logarithmic singularity at any fixed positive k in this limit, the asymptotic relation
Φ(Λ′) = B1(Λ′) ln t can be extended (by integrating k∂G(k)/∂β over k) to any finite value
of Λ′ not exceeding Λ. We have also a similar asymptotic relation ∆Φ(Λ′) = B2(Λ′) ln t
for ∆Φ(Λ′), as consistent with our earlier statements. It yields Φ = B ln t with B =
B1(Λ′) + B2(Λ′) for Φ = Φ(Λ′) + ∆Φ(Λ′) in the thermodynamic limit at t → 0. As an
extra argument, the plots in Figs. 2 and 3 provide a direct numerical evidence that these
relations and logarithmic singularities really hold true. It is clear from Fig. 2 that B < 0
holds, since the asymptotic slope of the plot (for tL→∞) is negative. On the other hand,
∂G(k)/∂β is negative at t → 0 for any fixed Λ′ in the thermodynamic limit, according
to the scaling behavior shown in Fig. 4, where ∂G(k)/∂β < 0 holds for k > k∗(t) with
k∗(t) tending to zero approximately as ∝ t at t → 0. It means that B2(Λ′) > 0 holds.
In such a way, we have B1(Λ′) = B − B2(Λ′) < B and thus limΛ′→0 B1(Λ′) 6= 0, i. e., the
long–wavelength contribution to Φ is relevant. Consequently, the corresponding (similar)
long–wavelength contribution to CsingV is also relevant, implying that the condition of the
theorem limΛ′→0A(Λ′) 6= 0 is satisfied.
6 Monte Carlo analysis
6.1 Relations of finite–size scaling
According to the finite–size scaling theory, susceptibility can be represented as
χ = Lγ/ν
(
f0(L/ξ) + f1(L/ξ)L
−ω + · · · )+ χanal(t, L) , (34)
where fi(L/ξ) are scaling functions, ω is the leading correction–to–scaling exponent, and
χanal(t, L) is the analytical background contribution. The singular part of ∂U/∂β can be
represented in a similar way as that of χ with the scaling exponent 1/ν instead of γ/ν.
The scaling argument L/ξ tends to a constant at β = β˜c(L) and L→∞. Consequently, if
the actual ϕ4 model is described by the same critical exponents γ = 7/4 and ν = 1 as the
2D Ising model, then χ/L7/4 and (∂U/∂β)/L at β = β˜c(L) tend to some nonzero constants
at L→∞. The data in Tabs. 1 to 6 are consistent with this idea. The L–dependence of
χ/L7/4 and (∂U/∂β)/L is caused by corrections to scaling, including those coming from
the analytic background term, if it exists. Thus, we have
χ/L7/4 = a0 +
∑
k≥1
akL
−ωk , (35)
1
L
∂U
∂β
= b0 +
∑
k≥1
bkL
−ωk (36)
for large L at β = β˜c(L), where ak and bk are expansion coefficients and ωk are correction–
to–scaling exponents. The existence of trivial corrections to scaling with integer ωk is
expected, since such corrections appear in the 2D Ising model.
The numerical analysis in [15] indicates that the susceptibility of the 2D Ising model
on various lattices contains logarithmic corrections, coming from the “short–distance”
contribution of the form
Blattice =
∞∑
q=0
[
√
q]∑
p=0
b(p,q)(ln | t |)ptq . (37)
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These terms with p > 0 in (37) represent a correction of order O(t ln | t |), which is a
quantity of order O(lnL/L) in the finite–size scaling regime t ∼ 1/L. These are high–order
correction terms, which are not included in our fits, since the leading of them is by a factor
∼ L−11/4 lnL smaller than the susceptibility χ at L→∞.
The singular terms in (34), which are not related to (37), will be further referred as
the “long–distance” singular contributions. According to [15], these are representable by
integer correction exponents in (34) at L/ξ →∞ in the case of the 2D Ising model. This
is usually expected to be true also at finite values of L/ξ. Thus, if corrections to scaling in
the scalar 2D ϕ4 model have such structure, then (35) contains corrections a1L
−1, a2L−7/4,
a3L
−2 and corrections of higher orders. Moreover, in this case we have a2 = χanal(0,∞),
so that the coefficient a2 is independent of the particular choice of β˜c(L), i. e., choice of U .
Following the analogy with 2D Ising model, one can expect that a1 vanishes at β = βc and,
therefore, probably also at U = U∗. In distinction from susceptibility, ∂U/∂β does not
contain such a constant contribution, which comes from an analytical background term,
since U is constant (U = 3 at β < βc and U = 1 at β > βc) at β 6= βc and L → ∞. A
constant contribution can, nevertheless, exist as a correction to the leading singular term.
6.2 Preliminary finite–size scaling analysis of the data
Summarizing the discussion in Sec. 6.1, we conclude that the χ/L7/4 vs 1/L plots are
asymptotically linear at L → ∞ for U 6= U∗ in the case of the Ising scenario, i. e., if
the structure of corrections to scaling in the scalar 2D ϕ4 model is similar to that one
expected in the 2D Ising model. The asymptotic linearity of the χ/L7/4 vs L−7/4 plots
can be expected in the special case of U = U∗. Our MC results support the idea that this
really corresponds to the Ising scenario, since the χ/L7/4 vs L−7/4 rather than χ/L7/4 vs
L−1 plot is almost linear for U = 1.1679229 ≈ U∗ at λ = 10, i. e., close to the Ising limit.
The discussed here plots are shown in Fig. 5, using the 1/L scale for U = 2 and L−7/4
scale for U ≈ U∗. The plots at λ = 0.1 and λ = 1 are remarkably nonlinear, whereas those
at λ = 10 look more linear. The latter, however, is not surprising, since the Ising limit
is approached at large values of λ. The best linearity is observed at λ = 10 and U = 2,
where the χ2/d.o.f. of the linear fit within 8 ≤ L ≤ 256 is 2.33.
The asymptotic (large-L) linearity of the −(∂U/∂β)/L vs 1/L plots can be expected
according to the Ising scenario. However, if the coefficient at 1/L vanishes for U = U∗ (as
it is, probably, true for χ/L7/4 in the 2D Ising model), then the asymptotic linearity of
−(∂U/∂β)/L vs L−2 plots is expected in this particular case. The −(∂U/∂β)/L vs 1/L
plots for U = 2 are shown in Fig. 6, whereas −(∂U/∂β)/L plots depending on 1/L and
1/L2 for U = 1.1679229 ≈ U∗ are shown in Fig. 7. The best linearity is, again, observed
at λ = 10 and U = 2. However, even in this case the quality of the −(∂U/∂β)/L vs 1/L
fit is low: χ2/d.o.f. = 4.24.
The nonlinearity of the plots at λ = 0.1 and λ = 1 in Figs. 5 – 7 indicate that nontrivial
corrections to scaling with different exponents than those expected in the 2D Ising model
could exist. In this case, the approximate linearity of some of the plots at λ = 10 can be
easily explained by the fact that the amplitudes of nontrivial correction terms vanish in
the Ising limit λ→∞. The analysis of this section is preliminary, since it is based only on
the evaluation of linearity of some plots. Nevertheless, we can expect from this analysis
that the data for small values of λ (such as λ = 0.1), where the nonlinearity of these plots
is more pronounced, give the best chance to identify nontrivial correction terms, if they
really exist. Due to this reason, we have extended simulations up to L = 1536 at λ = 0.1
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Figure 5: The χ/L7/4 vs 1/L plots for U = 2 (top) and χ/L7/4 vs L−7/4 plots for U =
1.1679229 ≈ U∗ (bottom) at λ = 0.1 (left), λ = 1 (middle) and λ = 10 (right). The range
of sizes L ≥ 8 is shown. Statistical errors are smaller than the symbol size.
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Figure 6: The −(∂U/∂β)/L vs 1/L plots for U = 2 at λ = 0.1 (left), λ = 1 (middle) and
λ = 10 (right). The range of sizes L ≥ 8 is shown. Statistical errors at λ = 10 are smaller
than the symbol size.
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Figure 7: The −(∂U/∂β)/L plots for U = 1.1679229 ≈ U∗ depending on 1/L2 (top) and
1/L (bottom) at λ = 0.1 (left), λ = 1 (middle) and λ = 10 (right). The range of sizes
L ≥ 8 is shown. Statistical errors at λ = 0.1 and λ = 1 are about the symbol size or
smaller.
and have performed a refined analysis of the data in this case – see Sec. 6.3.
6.3 Estimation of correction exponents
In order to estimate correction–to–scaling exponents, first we are looking for quantities,
which can be well fit over a wide range of sizes to the ansatz of the form A + BL−ω,
including only a single correction exponent ω. Obviously, the most serious estimation
is possible at λ = 0.1, where the data up to L = 1536 are available. We have find
that (∂U/∂β)/L data at λ = 0.1 and U = 2 can be fairly well fit to this ansatz within
L ∈ [Lmin, 1536] for Lmin ≥ 16. These fits give ω = 0.470(27) with χ2/d.o.f. = 1.23 at
Lmin = 16, ω = 0.497(38) with χ
2/d.o.f. = 1.25 at Lmin = 24 and ω = 0.546(52) with
χ2/d.o.f. = 1.19 at Lmin = 32. These values of ω are close to 1/2. Intuitively, the exact
value is expected to be a simple rational number, since all known critical exponents of
the 2D Ising universality class are such numbers. Thus, the leading correction–to–scaling
exponent in the scalar 2D ϕ4 model can be just ω = 1/2. The actual −(∂U/∂β)/L plot
depending on L−1/2 is shown in Fig. 8. This plot is approximately linear within the whole
range of sizes 4 ≤ L ≤ 1536. The fit with fixed exponent ω = 1/2 is fairly good within
16 ≤ L ≤ 1536. This fit with χ2/d.o.f. = 1.22 is shown in Fig. 8 by straight line.
A reasonable explanation of these results is such that (36) contains a term with the
exponent 1/2, which is the leading term within 16 ≤ L ≤ 1536, at least, for the actual
parameters λ = 0.1 and U = 2. According to the analytical arguments in Sec. 2, a
correction term with exponent 3/4 exists in the two–point correlation function. Thus, it
is expected in (35) – (36), as well. As explained in Sec. 2, extra correction terms with
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Figure 8: The (∂U/∂β)/L vs L−1/2 plot for λ = 0.1 and U = 2. The straight line represents
the fit to A+BL−1/2 within 16 ≤ L ≤ 1536.
smaller exponents are also possible. The current analysis provides an evidence for such
a correction with exponent 1/2. According to the predictions of [6], a correction term
with exponent 1/4 is also expected. Our analysis of these data does not provide any
evidence for such a correction. However, there is no contradiction with this conception,
if we assume that the amplitude of the latter correction term is relatively small. In this
case the behavior in Fig. 8 should be changed for large enough lattice sizes to the ∼ L−1/4
asymptotic convergence.
This scenario is supported by the (∂U/∂β)/L data at λ = 0.1 and U = 1.1679229 ≈ U∗.
These data are not well described by A + BL−ω, but can be quite well fit to a refined
ansatz of the form A + BL−ω + CL−2ω. The exponent ω = 1/4 would confirm the
aforementioned scenario. The data for λ = 0.1 and U = 1.1679229 ≈ U∗ are satisfactory
well fit to this ansatz within L ∈ [48, 1536], yielding ω = 0.275(79). The χ2/d.o.f. of this
fit is 1.08, which is the smallest value among all fits within [Lmin, 1536], for which the
number of degrees of freedom exceeds the number of fit parameters (i. e., for Lmin ≤ 96).
This result is well consistent with ω = 1/4. Other estimates are ω = 0.399(22) for
Lmin = 16, ω = 0.436(46) for Lmin = 24, ω = 0.386(59) for Lmin = 32 and ω = 0.26(11)
for Lmin = 64 with χ
2/d.o.f. = 1.24, 1.24, 1.23 and 1.24, respectively. We have performed
also fits within L ∈ [Lmax/32, Lmax] with different maximal lattice sizes Lmax. The results
are ω = 0.477(77) for Lmax = 768, ω = 0.394(78) for Lmax = 1024 and ω = 0.275(79)
for Lmax = 1536 with χ
2/d.o.f. = 1.48, 1.40 and 1.08, respectively. These ω values tend
to decrease when the lattice sizes are increased, showing that ω can be as small as 1/4.
Another possibility is that ω has a larger value, closer to ω = 0.399(22), provided by the
wide–range fit over L ∈ [16, 1536].
As an extra test, we have fit these (∂U/∂β)/L data at λ = 0.1 and U = 1.1679229 ≈ U∗
to the ansatz A+BL−1/2 + CL−ω, where one of the correction exponents is set equal to
1/2, in agreement with the behavior in Fig. 8. The fit within L ∈ [48, 1536] is fairly good
(χ2/d.o.f. = 1.07) and gives ω = 0.34(26). It is consistent with our previous estimations,
although the error bars are larger.
The analysis of corrections to scaling contained in χ/L7/4 is a more difficult problem
than the actual analysis of the (∂U/∂β)/L data, since the susceptibility χ contains a
constant background contribution. The necessity to consider several correction terms
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Table 7: The fit parameters a1 and a2 in (38) depending on the fit interval L ∈ [L¯/8, 8L¯]
for the χ/L7/4 data with U = 1.1679229 ≈ U∗ in Tab. 2. The values of a2 for the data
with U = 2 in Tab. 1 are denoted by a∗2, and ∆a2 is the difference a2 − a∗2. The values
of χ2/d.o.f. of the fits are shown in columns No. 4 and 7 for U = 1.1679229 and U = 2,
respectively.
L¯ a1 a2 χ
2/d.o.f. a∗2 ∆a2 χ
2/d.o.f.
64 0.239(26) 59.16(69) 3.99 30.31(46) 28.84(82) 3.06
96 0.104(37) 64.6(1.3) 1.60 33.95(88) 30.6(1.6) 2.29
128 0.065(45) 66.5(2.0) 1.43 37.9(1.4) 28.6(2.4) 0.96
192 0.039(65) 68.8(3.8) 1.45 40.8(2.8) 28.0(4.7) 0.90
makes the estimation of correction exponents ambiguous. Due to this reason, we have
only performed some consistency tests with fixed exponents for χ, as described in Sec. 6.4.
6.4 Test of the Ising scenario
We have fit our susceptibility data for λ = 0.1 within L ∈ [L¯/8, 8L¯] at different values of
L¯, using the ansatz
χ
L7/4
= a0 + a1L
−1 + a2L−7/4 + a3L−2 (38)
in order to test the consistency of the coefficients a1 and a2 with the Ising scenario discussed
in Secs. 6.1 and 6.2. Namely, if corrections to scaling have the same structure as expected
in the 2D Ising model, then (38) holds at L → ∞ with U–independent value of a2. The
results depending on L¯ are collected in Tab. 7. As we can see, a1 for U ≈ U∗ tends to
zero with increasing of the lattice sizes used in the fit, i. e., with increasing of L¯. It can
be, indeed, expected in the Ising scenario. The coefficient a2 is slightly varied with L¯ for
both U = 1.1679229 ≈ U∗ and U = 2. The difference ∆a2 between the values of a2 in
these two cases, however, is rather stable and clearly inconsistent with zero. Thus, the
Ising scenario, where ∆a2 → 0 at L¯→∞, is not confirmed.
We have performed also the tests at λ = 1. In this case, the data are fairly well fit
within L ∈ [8, 384], yielding a1 = 0.036(10) and a2 = 8.10(26) with χ2/d.o.f. = 1.26
for U = 1.1679229 ≈ U∗, and a2 = 5.11(18) with χ2/d.o.f. = 1.17 for U = 2. The fits
within L ∈ [12, 384] yield a1 = 0.028(18) and a2 = 8.37(59) with χ2/d.o.f. = 1.40 for
U = 1.1679229, and a2 = 5.75(40) with χ
2/d.o.f. = 0.87 for U = 2. As we can see, the
coefficient a1 is marginally well consistent with zero, whereas the values of the coefficient
a2 for U ≈ U∗ and U = 2 are inconsistent, as in the case of λ = 0.1.
If the singular “long–distance” terms in susceptibility (34) (see the discussion in
Sec. 6.1) contain only integer correction–to–scaling exponents, then a2 comes from the
analytical background contribution and, thus, must be U–independent. Consequently, the
failure in our consistency tests strongly suggests that theses singular terms contain non-
trivial corrections to scaling, described by non–integer correction–to–scaling exponents. If
the expansion of χ/L7/4 contains all positive integer powers of L−1/4, then both singular
and analytical parts of susceptibility χ contribute to the coefficient at L−7/4 and, therefore,
this coefficient is U–dependent.
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Table 8: The fitted values of the exponent ω in (39) depending on Lmin for fits within
L ∈ [Lmin, 1536]. The quality of the fits is characterized by quantities χ2/d.o.f. (χ2 per
degree of freedom) and Q (goodness of the fit).
Lmin ω χ
2/d.o.f. Q
6 1.188(15) 4.11 0.00000074
8 1.299(25) 1.67 0.066
12 1.373(48) 1.50 0.123
16 1.418(81) 1.60 0.099
24 1.40(14) 1.78 0.066
We have performed one more test of the Ising scenario, using the ∂U/∂β data at
U = 1.1679229 ≈ U∗. According to this scenario, a non-vanishing term ∝ L−2 is always
expected in (36). Therefore we have fit these data to
1
L
∂U
∂β
= A+BL−2 +CL−ω (39)
to test how well the extra exponent ω is consistent with an integer value, which is different
from 2, as it must be true if the Ising scenario holds. The results for ω depending on the
fit interval L ∈ [Lmin, 1536] are collected in Tab. 8. The values of χ2/d.o.f., as well as
the values of the goodness Q of the fit [26] in Tab. 8, show that these fits have a rather
low quality. In fact, only the fits with Q > 0.1 are normally accepted [26], so that only
the fit with Lmin = 12 is more or less acceptable, and ω = 1.373(48) is the best estimate
in Tab 8. We have skipped the results for Lmin > 24, since these fits are not better and
have remarkably larger statistical errors. The low quality of the fits indicate that (39),
probably, is not the correct asymptotic ansatz. Moreover, the estimated values of ω and
the best estimate ω = 1.373(48) are inconsistent with any integer value. Thus, the Ising
scenario is, again, not confirmed.
7 Summary and conclusions
Corrections to scaling in the scalar 2D ϕ4 model have been studied based on non-
perturbative analytical arguments and Monte Carlo analysis. The analytical results are
based on certain scaling assumptions and the theorem proven in Sec. 2. Important con-
ditions of the theorem have been numerically tested and confirmed in Sec. 5, using the
Monte Carlo results described in Secs. 3 and 4.
Our analysis supports the finite–size corrections near criticality, representable by an
expansion of a correction factor in powers of L−1/4. Following [15], we allow that some
of high–order expansion terms in the scalar 2D lattice ϕ4 model can be modified to in-
clude logarithmic factors. Analytical arguments show the existence of corrections with
the correction–to–scaling exponent 3/4. A brief review of finite–size scaling relations and
preliminary MC analysis of the data are provided in Secs. 6.1 – 6.2. The MC analysis
of the (∂U/∂β)/L data in Sec. 6.3 provides an evidence that there exist corrections with
the exponent 1/2 and, very likely, also corrections with the exponent about 1/4. The
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numerical tests in Sec. 6.4 clearly show that the structure of corrections to scaling in the
2D ϕ4 model differs from that one expected in the 2D Ising model.
The overall behavior of the (∂U/∂β)/L and χ/L7/4 data can be interpreted in such a
way that nontrivial corrections in the form of the expansion in powers of L−1/4 generally
exist, although corrections with ωk < 1 in (35) and (36) can be well detectable only for
small values of λ, such as λ = 0.1, since the amplitudes of these correction terms decrease
with increasing of λ and approaching the Ising limit λ→∞. It naturally explains the fact
that some of the plots at λ = 10, discussed in Sec. 6.2, are almost linear, as it is expected
in the 2D Ising model.
Apart from corrections to scaling, we have estimated the critical coupling βc depending
on λ in Sec. 4 and have discussed an interesting phenomenon that the critical temperature
(1/βc) appears to be a non-monotonous function of λ.
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