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Using an ensemble of atoms in an optical cavity, we engineer a family of nonlocal Heisenberg
Hamiltonians with continuously tunable anisotropy of the spin-spin couplings. We thus gain access
to a rich phase diagram, including a paramagnetic-to-ferromagnetic Ising phase transition that
manifests as a diverging magnetic susceptibility at the critical point. The susceptibility displays
a symmetry between Ising interactions and XY (spin-exchange) interactions of the opposite sign,
which is indicative of the spatially extended atomic system behaving as a single collective spin.
Images of the magnetization dynamics show that spin-exchange interactions protect the coherence
of the collective spin, even against inhomogeneous fields that completely dephase the non-interacting
and Ising systems. Our results underscore prospects for harnessing spin-exchange interactions to
enhance the robustness of spin squeezing protocols.
Models of quantum magnetism capture the physics of
diverse systems ranging from ferromagnets to resonating
valence bond solids [1] and quantum spin liquids [2]. Im-
plementing such models using cold atoms or molecules
[3–10] opens pathways both for elucidating the physics
of materials and for accessing new quantum many-body
phenomena [11–25]. Several prospects, including simu-
lating spin glasses [15–17] or information scrambling in
black holes [18–20], require exotic non-local interactions.
Non-local spin-spin couplings can also aid in combinato-
rial optimization [26, 27], investigating new forms of in-
tegrability [22] or non-equilibrium phase transitions [28–
30], and preparing entangled states [31–38].
Nonlocal spin models are naturally realized in cavity-
QED experiments, where the cavity mediates interac-
tions among distant atoms [30–34, 39–44]. For atoms
coupled to a single cavity mode, the dynamics are often
approximated by viewing the system as a single collec-
tive spin [45–47]. In practice, spatial inhomogeneities
interfere with this approximation. For studies of many-
body physics, inhomogeneities facilitate access to a larger
Hilbert space compared with that of a spatially uniform
system [20, 22]. In the context of quantum state engineer-
ing, however, inhomogeneities adversely impact metro-
logical protocols that benefit from maximizing spin co-
herence [32, 46–48].
A demonstrated approach to protecting spin coher-
ence is to harness suitably designed interactions [49–52].
Examples include collisional spin self-rephasing in Bose-
Einstein condensates [49, 50] and temporal ordering in
disordered dipolar materials [51]. In the cavity-QED con-
text, spin-exchange interactions [40, 42] have been pro-
posed as a mechanism for preventing dephasing during
spin squeezing protocols [37], by providing an energy gap
between manifolds of different total spin [40]. While Ref.
[40] has shown spectroscopic evidence of this energy gap,
an observation of enhanced spin coherence—or a com-
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FIG. 1. Experimental scheme for engineering Heisenberg in-
teractions. (a) Atomic spins in optical cavity precess about
magnetic field B at angle Θ from cavity axis zˆc. Zoom shows
spin texture with three distinct regions A, B, C as starting
point for Hamiltonian tomography. (b) Atom-induced bire-
fringent splitting ωc+ − ωc− = 2ΩF · zˆc of σ± cavity modes.
(c) Effect of precessing spins on intracavity intensities of σ±
light: projection of static z-component (green) shifts DC level
to generate Ising interactions, while oscillating projections of
transverse components (red) modulate the intensities to gen-
erate spin-exchange interactions.
parison with Ising interactions employed for squeezing to
date [31–33]—has hitherto been lacking.
Here, we report on realizing and probing a family of
tunable nonlocal Heisenberg models for spins encoded in
Zeeman states of atoms in an optical cavity (Fig. 1). The
strengths and signs of spin-exchange (XY) and Ising cou-
plings mediated by the cavity are fully controlled by mag-
netic and optical fields. We demonstrate this tunability
by Hamiltonian tomography and by probing the magnetic
susceptibility. The susceptibility reveals a paramagnetic-
to-ferromagnetic phase transition arising in both the fer-
romagnetic Ising and antiferromagnetic XY models. Yet
comparing effects of Ising and spin-exchange interactions
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FIG. 2. Hamiltonian tomography for determining (a) Ising and (b) XY couplings. (i) Schematic of initial state and its evolution,
showing probe spins precessing about mean field along (a) −zˆ or (b) −yˆ. (ii) Representative measurements at Θ ≈ 53◦ with
|B| = 3 G, showing (a) phase φ, with opacity indicating transverse spin length, or (b) magnetization 〈fz〉. We measure with
both signs of drive detuning δ to compare antiferromagnetic (AFM) [(a) δ = 2pi×7.5 MHz, (b) 2pi×5.5 MHz] and ferromagnetic
(FM) [(a) δ = −2pi×5.5 MHz (b) −2pi×5.5 MHz] couplings. (iii) Cuts through the regions initially polarized along xˆ (crimson)
and −xˆ (pink) showing (a) φ(t) with linear fits and (b) 〈fz(t)〉 with sinusoidal fits. Crosses/triangles are for AFM/FM couplings.
(c) Jz (blue circles) and Jxy (green squares) vs Θ. Dark/light markers are for blue/red drive detuning δ = ±2pi× 5.3(4) MHz.
on spin coherence reveals a striking difference, with XY
interactions protecting against inhomogeneous fields that
otherwise completely dephase the system.
The interactions that we engineer are described by a
Hamiltonian [22]
HXXZ/~ = Jxy(Θ)
[F2x + F2y ]+ Jz(Θ)F2z . (1)
Here F ≡∑i cifi is a weighted collective spin vector that
accounts for non-uniform couplings to the cavity mode,
parameterized by ci for atom i with spin fi. The weights
ci are normalized such that they average to one. The rela-
tive strength of the spin-exchange coupling Jxy and Ising
coupling Jz is governed by the angle Θ between the cav-
ity axis and an external magnetic field B, which defines
the quantization axis zˆ = B/B for the spins [Fig. 1(a)].
We view the system in a frame rotating about B at the
Larmor frequency (Zeeman splitting) ωZ = µBB/2.
The underlying mechanism for the tunable interac-
tions is the Faraday effect [53]: the atomic magnetization
generates circular birefringence for the intracavity light,
which acts back on the atoms via a vector light shift.
Specifically, the magnetization component along the cav-
ity axis zˆc couples to the light, introducing a birefringent
splitting ωc+−ωc− = 2ΩF · zˆc between the frequencies of
the σ± cavity modes [Fig. 1(b)], where Ω parameterizes
the average birefringence per atom. Driving the cavity
with linearly polarized light of frequency ωd injects σ+
and σ− photons into the cavity. For large drive detun-
ing δ = ωd − ω0 from cavity resonance, the birefringence
unbalances the σ± intracavity intensities [Fig. 1(c)], pro-
ducing a vector light shift.
Ising interactions arise when the applied magnetic field
B is oriented along the cavity axis, i.e., zˆ = zˆc. The
Faraday effect then yields a vector light shift ∝ Fz, pro-
ducing the F2z terms in the Hamiltonian, akin to Refs.
[31–33]. XY interactions arise when B has a component
orthogonal to the cavity axis [42]. In the lab frame, the
transverse spin components (x, y) then have oscillating
projections along the cavity axis that modulate the po-
larization of the intracavity light at the Larmor frequency
ωZ [Fig. 1c]. This polarization modulation acts as a ro-
tating transverse field that drives spin flips. Provided
that the drive is detuned from resonance for Raman pro-
cesses that flip a single spin [54], the lowest-order reso-
nant process is pairwise spin-exchange [42].
Our experiments employ the f = 1 hyperfine spins
of 87Rb atoms, which interact via a near-concentric op-
tical cavity (Fig. 1). A cloud of N = 1 × 105 laser-
cooled atoms is trapped in a 1560-nm intracavity lattice.
The cloud length is comparable to the Rayleigh range
zR = 1.4 mm of the cavity. Interactions are mediated by
a 780-nm TEM00 mode of linewidth κ = 2pi×200 kHz, de-
tuned by ∆ = −2pi × 11 GHz from the ∣∣5S1/2, f = 1〉→∣∣5P3/2〉 transition. The vacuum Rabi frequency 2g =
2pi × 2.5 MHz on the cycling transition produces a max-
imal vector light shift Ω0 = −g2/6∆ = 2pi × 23 Hz per
circularly polarized intracavity photon. This value is re-
duced to Ω = 2pi×7(1) Hz for an average atom due to the
rms transverse cloud size of 13 µm and to displacement
from cavity center [55].
We benchmark our implementation of the tunable
Heisenberg Hamiltonian (Eq. 1) by extracting the Ising
and XY couplings Jz,xy from quench dynamics. We de-
sign initial states such that Jz or Jxy can be transpar-
ently extracted from the rate and direction of probe spins
in regions B and C precessing about an effective field
due to the spins in region A [Fig. 1(a)]. By scanning a
focused Raman beam across the cloud, we prepare initial
3states of the form |ψα〉 = |αˆ〉A |xˆ〉B |−xˆ〉C , where |uˆ〉R
denotes a spin-polarized state along uˆ in region R [55].
To measure the Ising or XY couplings [Fig. 2(a-b)], we
orient the spins in region A along αˆ = −zˆ or αˆ = −yˆ,
respectively. We prepare equal and opposite probe spin
vectors FB ,FC that produce no net mean field.
After initializing the desired spin texture, we switch
on the drive field to induce evolution under HXXZ. Rep-
resentative measurements are shown in Fig. 2(a-b) for
a field angle Θ ≈ 53◦, where we expect both the Ising
and XY couplings Jz,xy to be nonzero. We extract Jz
from the phase φ ≡ arg[〈fx〉 + i〈fy〉] of spins in regions
B and C precessing about FA ∝ zˆ in Fig. 2a. We
extract Jxy analogously from measurements of the mag-
netization 〈fz〉 = |〈f〉| cos θ of spins in regions B and C
rotating about FA ∝ yˆ in Fig. 2b. In each case, we com-
pare red and blue drive detunings δ and find opposite
signs of the spin rotation, indicating opposite signs of in-
teraction [42, 55]. The spatial gradient in rotation rates
arises from the dependence of atom-cavity coupling c(ζ)
on distance ζ ≡ zc/zR from cavity center [55].
The tunability of the interactions via the field angle Θ
is illustrated in Fig. 2c. For each angle, we obtain the
spin-spin couplings Jxy,z from fits to the local time evo-
lution φ(t) or θ(t) at two positions with local couplings
c, as in Fig. 2(a-b.iii). Specifically, we plot the aver-
age spin-spin coupling per intracavity photon Jz/n =
φ˙/ncFz (blue circles) and Jxy/n = θ˙ cosφ/ncFy (green
squares), measured with typical intracavity photon num-
ber n ≈ 5000. We fit the data with functional forms
Jz(Θ) = Jz(0) cos2 Θ and Jxy(Θ) = Jxy(pi/2) sin2 Θ.
The results are consistent with the model of the Fara-
day interaction, in which the couplings approach Jz(0) =
2Jxy(pi/2) = nΩ2/δ in the large-detuning limit |δ| 
ωZ , κ [55]. The tomography thus confirms that we have
successfully engineered HXXZ.
The Hamiltonian can additionally be characterized by
its low-energy states and their broken symmetries. To
gain intuition for the phase diagram, we first consider
the case where the cavity couples to a uniformly weighted
collective spin F =
∑
i fi. The total spin F is then con-
served, and the relation |F|2 − F 2z = F 2x + F 2y reveals
that any accessible Hamiltonian is equivalent to an Ising
model with modified Jzeff ≡ Jz − Jxy. With an added
transverse field hxxˆ, the system can undergo a phase
transition from a paramagnet to an Ising ferromagnet
with broken Z2 symmetry as a function of the effective
Ising coupling Jzeff . Remarkably, in the collective spin
picture we expect the ferromagnetic Ising phase also to
exist in a system with antiferromagnetic XY interactions.
To test whether this prediction extends to our system
with non-uniform interactions, we generate Hamiltonians
of the generic form (with ~ = 1)
Htot ≈ HXXZ + hxFx + hzFz (2)
by adding a global Raman coupling of Rabi frequency hx
c d
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FIG. 3. Magnetic susceptibility of Ising and XY models. (a)
Phase diagram of HXXZ + hxFx for collective spin model in
large-F limit. Color shows prediction for log[χ], which di-
verges at transition between paramagnetic (PM) and ferro-
magnetic (FM) phases. Data for (b, c, d) and corresponding
theory curves were taken along blue, green, and orange cuts.
(b) Representative measurements of 〈fz〉 vs hz at points i,
ii, iii in phase diagram; χ(Jz) is extracted from spatially
averaged data (left subplots with dark blue fit curves) [55].
(c) Susceptibility χ vs Jz (blue circles) and vs Jxy (green
squares). Dashed gray line indicates maximum detectable
slope. (d) Susceptibility vs. Θ at fixed drive power. For
non-interacting spins, χ = 1 (black lines in c and d).
and detuning hz. Here, HXXZ is the Hamiltonian of Eq. 1
with non-uniform couplings ci, whereas the Raman cou-
pling and detuning are approximately uniform. We pre-
pare the paramagnetic ground state of H0 = hxFx+hzFz
by adiabatically sweeping the detuning of the Raman
beam from far off resonance to a final value hz, at fixed
Rabi frequency hx = 2pi × 2 kHz. We then ramp on in-
teractions HXXZ over 5 ms to prepare a low-energy state
of Htot and image the resulting magnetization.
Representative images of the magnetization vs the
symmetry-breaking field hz are shown in Fig. 3b for dif-
ferent values of the Ising coupling, with Jxy = 0. In
the absence of interactions (Jz = 0), the measured mag-
netization matches the prediction 〈fz〉 = hz/
√
h2z + h
2
x
[Fig. 3(b.i)]. Antiferromagnetic Ising interactions push
the spins towards the equator of the Bloch sphere
[Fig. 3(b.ii)], thereby suppressing sensitivity to changes
in hz. By contrast, ferromagnetic interactions force the
spin vector towards a pole determined by the sign of hz
[Fig. 3(b.iii)]. We summarize this behavior by plotting
the magnetic susceptibility
χ ≡ ∂ cos θ/∂(hz/hx)|hz=0 (3)
4as a function of Jz in Fig. 3(c) (blue circles).
Comparing the magnetic susceptibility in the Ising
model with analogous measurements for pure XY in-
teractions [green squares in Fig. 3(c)], we observe a
striking symmetry under Jz ↔ −Jxy. In both cases,
the susceptibility rises sharply to the maximum value
allowed by our resolution in hz (gray line) at a criti-
cal value of the collective interaction parameter Λz,xy ≡
Jz,xy|F |. The data are consistent with a classical model
χ = 1/(2Λzeff/hx + 1), valid in the large-F limit, which
predicts a diverging susceptibility at the critical point
−2Λzeff = hx of the paramagnetic-to-ferromagnetic phase
transition. The model also agrees with measurements ob-
tained by varying Λzeff via the tuning angle Θ [Fig. 3(d)],
which traces out the orange cut in the phase diagram of
Fig. 3(a).
Notably, the collective-spin approximation describes
the magnetic susceptibility well despite spatial inhomo-
geneities. In addition to the variation in atom-cavity
coupling c(ζ), a magnetic field gradient and inhomo-
geneous ac Stark shifts from the trapping lattice re-
sult in non-uniform hz. The non-uniformity, evident
in the magnetization of the non-interacting system [Fig.
3(b.i)], is suppressed by the ferromagnetic Ising interac-
tions [Fig. 3(b.iii)], which tend to align the spins. How-
ever, even for antiferromagnetic interactions (both Ising
and XY), the collective-spin model describes the data
well, which we attribute to the spin-polarization of the
initial state and the aligning effect of the field hx.
In principle, XY interactions can protect the spin co-
herence even without the aligning field. The XY Hamil-
tonian H ∝ −(F2x + F2y ) = F2z − |F |2 has an energy
gap ∼ |F | between manifolds of different total spin that
the analogous Ising model H ∝ F2z lacks. This gap is
expected to protect against dephasing from inhomoge-
neous fields Hinh =
∑
i hi,zfi,z [40]. To test this predic-
tion, we directly compare the impact of inhomogeneous
fields on systems with ferromagnetic XY and antiferro-
magnetic Ising interactions, which are equivalent except
for the energy gap.
To probe the robustness to inhomogeneous fields, we
first adiabatically prepare a low-energy state of the
Hamiltonian Htot = HXXZ + hxFx + Hinh, where Hinh
consists of zˆ-fields hi,z . hx. We then quench off the
aligning field hx and image the subsequent dynamics. To
calibrate the inhomogeneous field Hinh, we first perform
this quench without interactions and image the dephas-
ing of the spins, as shown in Fig. 4(a) for tuning angle
Θ = pi/2. We plot the total phase winding φL(t) across
a length L = 1 mm for Θ = pi/2 (green dashed line) and
Θ = 0 (blue dashed line) in Fig. 4(c), observing simi-
lar magnitudes of the gradient µ = L−1dφL/dt for both
angles. Whereas introducing Ising interactions has no
effect on the dephasing (blue circles), XY interactions
completely suppress the phase winding (green squares).
The onset of protected spin coherence is summarized
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FIG. 4. Protection against dephasing. (a-b) Phase φ and
global contrast Cg at Θ = pi/2 for (a) no interactions and (b)
XY interactions [Λxy/µL = −0.43(4)], in magnetic field gra-
dient |µ| = 2pi × 2.1(1) kHz/zR. Opacity indicates length of
transverse spin component. (c) Phase winding φL(t) for fer-
romagnetic XY interactions (squares, Θ = pi/2) or antiferro-
magnetic Ising interactions (circles, Θ = 0) of equal strength.
Dashed lines show φL in non-interacting systems at Θ = 0
(blue) and Θ = pi/2 (green). (d) Global contrast Cg vs collec-
tive interaction strength |Λxy,z| for XY (green squares) and
Ising (blue circles) interactions, at t = 0.5 ms. Solid (dot-
ted) curves show mean-field model with (without) free-space
scattering. Dashed gray line indicates initial contrast C0.
in Fig. 4(d), where we plot the global contrast Cg ≡
1
N
√
F 2x + F
2
y vs interaction strength. We find an increase
in contrast, indicating phasing of the spins, when the XY
interaction strength becomes comparable to the gradient
across the cloud, i.e., Λxy ∼ µL. This condition can be
understood in a mean-field picture by noting that the
interactions produce an effective transverse field Λxyxˆ,
which must overcome the dephasing influence of differen-
tial zˆ-fields of order µL [55]. Equivalently, in a quantum
mechanical description, interactions can protect against
variations in hz that are small compared with the energy
cost to flip a single spin, set by the gap of order Λxy
between sectors of different total spin [55].
Our intuitive understanding of the gap protection is
confirmed by numerical simulations of the mean-field dy-
namics. Both the data and simulations [solid curves
in Fig. 4(d)] show the contrast increasing to a value
Cg ≈ 0.6, limited primarily by imperfect coherence C0 =
0.67(5) of the initial state arising from finite strength of
the aligning field hx. A smaller effect included in the
solid curves is spontaneous emission. Comparing with
an idealized model without spontaneous emission (dot-
ted curves) shows that the interactions enhance coher-
ence with minimal detriment from free-space scattering,
thanks to the strong collective atom-light coupling.
In future work, spin-exchange interactions can be ap-
5plied to maximize coherence in light-induced spin squeez-
ing protocols [31–33, 48, 56, 57], operating either adiabat-
ically or via one-axis twisting dynamics [36, 40]. Gap pro-
tection could suppress even time-varying inhomogeneities
arising from atomic motion, a benefit over spin echo
pulses [58]. Extended to other platforms, gap protec-
tion can aid in preserving global spin coherence while
using local (e.g., dipolar) interactions for entanglement
generation [59–65].
Much territory remains for further exploration of the
nonlocal XXZ model. Perturbations of the antiferromag-
netic Heisenberg model may yield chiral or valance-bond
ground states [66]. The spin-1 structure may enrich the
phase diagram [38, 42, 67, 68], and aid in solving hard
computational problems including balanced partitioning
[69]. Modifying the interaction graph by Floquet driv-
ing [14] or local addressing can enable fast scrambling
[18–20, 23] or simulations of spin glasses [15–17].
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Protecting Spin Coherence in a Tunable Heisenberg Model:
Supplemental Material
(Dated: March 13, 2020)
This supplement provides supporting derivations and details of the experimental methods. In Sec. I, we derive
the implemented Hamiltonian and present a simple toy model for the protection of spin coherence. In Sec. II, we
elaborate on the experimental sequences and calibrations of atom-cavity coupling and atom number. In Sec. III, we
elaborate on the data analysis and modeling.
I. THEORETICAL BACKGROUND
A. Derivation of Tunable Heisenberg Hamiltonian
A theoretical derivation of the cavity-mediated Heisenberg Hamiltonian has been presented in Ref. [1], building on
our implementation and analysis for the special case of the XY model in Ref. [2]. Here, we review and expand upon
the derivation of the effective spin model
HXXZ = J
xy(Θ)
(F2x + F2y )+ Jz(Θ)F2z , (S1)
where F is the weighted collective spin defined in the main text. We focus on the relationship of the couplings Jxy,z
to experimental parameters.
The spin-spin interactions arise from a Faraday interaction between the atoms and the cavity field
HI = Ω
(
a†+a+ − a†−a−
)
F · zˆc, (S2)
where a± represent a pair of circularly polarized cavity modes with respect to the cavity axis zˆc, and Ω is the average
vector ac Stark shift per intracavity photon. Only the spin projection along the cavity axis zˆc interacts with the light
field. For a cavity driven with linearly polarized light at frequency ωd, detuned by δ = ωd−ω0 from cavity resonance,
we can expand the atom-cavity interaction Hamiltonian to first order in fluctuations of the vertically polarized cavity
mode v to obtain:
HI ≈ Ω√
(κ/2)2 + δ2
(
εe−iδtv† + h.c.
) [Fz cos Θ + 1
2
(F+eiωzt + F−e−iωzt) sin Θ] , (S3)
where ε parameterizes the drive strength. Provided the occupation of the v mode remains small, we can adiabatically
eliminate it from the dynamics to arrive at an effective Hamiltonian for the spins:
Heff = Ω
2n
[
FzFz ξ(δ) cos2 Θ + 1
4
F+F− ξ(δ−) sin2 Θ + 1
4
F−F+ ξ(δ+) sin2 Θ
]
(S4)
where n = |ε|2/[δ2 + (κ/2)2] is the average intracavity photon number, δ± = δ ∓ ωZ are the detunings from Raman
resonances at δ = ±ωZ , and ξ(δ) = δ/[δ2 + (κ/2)2].
The effective Hamiltonian Heff in Eq. S4 is related to HXXZ by
Heff = HXXZ +
1
4
Ω2n
∑
i
c2i f
z
i [ξ(δ−))− ξ(δ+)] (S5)
where the second term is negligible for large F and vanishes in the limit of large detuning δ±  ωZ . For arbitrary
detuning, Eq. S4 shows that the couplings Jxy,z take the form
Jxy = nΩ2Ax,y(Θ, δ) (S6a)
Jz = nΩ2Az(Θ, δ). (S6b)
Here, the dependence on tuning angle Θ and detuning δ is captured by the functions
Az(Θ, δ) = ξ(δ) cos2 Θ, (S7a)
Axy(Θ, δ) = sin
2 Θ
4
[ξ(δ−) + ξ(δ+)] . (S7b)
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FIG. S1: Dependence of interactions on detuning for (κ, ωZ) = 2pi× (0.2, 2.1) MHz. (a) The functions Axy(Θ = pi/3, δ) (green)
and Az(Θ = pi/3, δ) (blue) are plotted here at fixed Θ to show that all four relative signs of XY and Ising couplings are
accessible. (b) We zoom in on the functions Axy(Θ = pi/2, δ) (green) and Az(Θ = 0, δ) (blue), which determine the strengths
of XY and Ising couplings, at larger detuning. In the large detuning limit, Az(0, δ)/Axy(pi/2, δ) = 2. Our drive field (purple)
is typically placed around δ/2pi ∼ 5 MHz, where this ratio is 1.6.
They are plotted for Θ = pi/3 in Fig. S1a, illustrating that all four relative signs (++), (−−), (+−), (−+) of the
Ising and XY couplings are achievable by adjusting the drive detuning. The couplings at large detuning δ  κ, ωZ
compared to the cavity linewidth κ and Zeeman splitting ωZ are plotted in Fig. S1b. In this regime, Eq. S5 simplifies
to
Heff =
nΩ2
δ
[
cos2 ΘF2z +
1
2
sin2 Θ
(F2x + F2y )] , (S8)
and Jz(0)/J
xy(pi/2) = 2. For the drive detunings δ ≈ 2pi × 5 MHz used for the measurements in Fig. 2c of the main
text, we expect a ratio of 1.6, consistent with the displayed fits.
B. Model for Dephasing
Here we present an estimate of the critical interaction strength for protecting spin coherence in a simplified system.
We consider a collection of atoms in which the only source of inhomogeneity is a field along zˆ that takes on values
+hz zˆ and −hz zˆ in two different regions of the cloud. We assume that the collective spin vectors S1 and S2 in these
two regions are both initially polarized along xˆ and analyze their response to the inhomogeneous field. The total
Hamiltonian is
HXXZ/~ +Hinh/~ = Jxy(Θ)
[
F 2x + F
2
y
]
+ Jz(Θ)F 2z +
∑
i
hi,zSi,z, (S9)
where F =
∑
i Si is the equally weighted sum of the two collective spin vectors. Fz commutes with the Hamiltonian
and is thus conserved. The system is also invariant under exchange of the two spins followed by a 180 degree rotation
about xˆ. Due to this symmetry, we can describe the whole system with the three components (Sx, Sy, Sz) of a single
collective spin. Ignoring quantum fluctuations, the other spin has components (Sx,−Sy,−Sz) and the total spin is
F = (2Sx, 0, 0).
The dynamics of the spin S are constrained by two more conserved quantities: the length of each collective spin
and the total energy of the system. The equation for each collective spin, S2 = S2x + S
2
y + S
2
z = const, maps out the
surface of a Bloch sphere. The total energy is given by the Hamilitonian, which using the classical expression for the
total spin reduces to 4Jxy(Θ)S2x + 2hzSz = E.
We plot projections of constant energy contours on the surface of the Bloch sphere in the equatorial plane in
Fig. S2. These contours are qualitatively different for values of Jxy above and below the critical point in this model,
Jxyc = 2hz/S. When SJ
xy < 2hz, the contours encircle the north pole of the Bloch sphere, permitting dephasing.
For larger values of Jxy(Θ), the contours break into two disjoint cycles and the two collective spins remain localized,
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FIG. S2: Toy model for critical interaction strength. Contours of constant energy are sketched on the Bloch sphere as
viewed from the north pole, for spins initially aligned with xˆ. The critical interaction strength (thick green curve) is labeled.
Above this critical strength, the phase evolution of a single spin (S1 or S2) along a constant-energy contour remains between
φ± = ±pi/4, bounding the angle between spins S1 and S2 to be at most φ+ − φ− = pi/2.
.
bounding the phase accumulation between them. This approach agrees with the scaling of the estimate based on the
energy gap.
II. EXPERIMENTAL METHODS
A. Preparation and Detection
The atoms are cooled and trapped in a magneto-optical trap in the center of the cavity, and then loaded into the
trapping lattice after an optical molasses cooling stage. In lieu of optical pumping, atoms not in |f = 1,mf = −1〉
are removed by adiabatically sweeping mf = 0, 1 atoms into the f = 2 manifold, then pushing them out of the
trap with resonant light on the
∣∣5S1/2, f = 2〉 → ∣∣5P3/2, f ′ = 3〉 transition. We thus obtain a spin-polarized state in
|f = 1,mf = −1〉, which forms the starting point for preparing any desired spin texture using the focused scanning
Raman beam (Fig. S3). After state preparation, the magnetic field is tuned to the angle Θ, and the drive laser is
then switched on to generate interactions. Throughout the interaction time, the trap depth is h× 5 MHz.
We perform state detection by measuring the three spin components (〈fx〉, 〈fy〉, 〈fz〉) in three separate runs of the
experiment. In order to measure the magnetization 〈fz〉 ≡ ρ1−ρ−1, where ρk is the local atomic density in the mf = k
Zeeman level, we perform state-sensitive imaging in each of the three Zeeman levels mf = ±1, 0. Sequentially, we
transfer each mf population into f = 2 with an adiabatic microwave sweep and perform fluorescence imaging on the∣∣5S1/2, f = 2〉 → ∣∣5P3/2, f ′ = 3〉 transition, simultaneously lowering the trap so the imaged atoms are kicked out of
the trap by the imaging light. In order to measure the transverse spin components 〈fx〉 or 〈fy〉, we image after an
additional global Raman pi/2 pulse with phase 0 or pi/2, respectively, to rotate the transverse spin component into
the z-basis.
We calibrate our imaging pulses by measuring Rabi oscillations induced by a global Raman beam. The distribution
of atoms in the three mf levels during these oscillations reveals systematic errors including atom loss on each imaging
pulse and imperfect removal of previously imaged states, as well as residual atoms initially in mf 6= −1. To characterize
these errors, we optimize a 3× 3 matrix M to minimize ∑t(Mρmeas(t)− ρtheory(t))2. Here, ρ is a vector specifying
the populations in the three Zeeman states and ρtheory describes Rabi oscillations of full contrast, as justified by the
measured Rabi coherence time. Assuming that the imperfections in imaging and state preparation are constant for a
given data run, we then apply M on all measured data to accurately determine the magnetization.
4B. Atom-Cavity Coupling
Here we derive the dimensionless weights c(ζ) parameterizing the spatial dependence of the Faraday coupling of
atoms to the cavity mode. These weights depend both on the position ζ = zc/zR at which the atoms are pinned by
the 1560 lattice and on the temperature, which determines the radial and axial distributions of atoms within each
lattice site.
As a function of distance from cavity center zc and radial distance r from the optical axis, the intensity profiles
(neglecting wavefront curvature) for the two modes are given by
I/Imax = (w0/w)
2e−2r
2/w2 cos2(kzc − ψ), (S10)
where ψ(ζ) = tan−1(ζ) is the Gouy phase shift and w(ζ) = w0
√
1 + ζ2 is the waist. The Rayleigh range zR = 1.4 mm
is determined by the cavity geometry and is the same for both lattices. The wavenumbers and waists for the two
lattices are related by k780 = 2k1560 and w780(ζ) = w1560(ζ)/
√
2.
Atoms imaged at position ζ are trapped around the nearest antinode of the 1560 nm lattice, zpeak = (npi +
ψ(ζ))/k1560. Approximating the trap potential as harmonic near the antinode, the thermal distribution of atoms is
P (∆z, r) ∝ e−(k1560∆z)2/τe−2(r/w1560)2/τ , (S11)
where ∆z ≡ zc−zpeak and τ is the temperature normalized to trap depth at a given position ζ. For the same trapping
site at position ζ, the intensity of the 780 nm drive mode is
I780(∆z, r) =
Imax
1 + ζ2
e−2r
2/w2780 cos2(k780∆z + ψ(ζ)). (S12)
We compute the couplings c(ζ), normalized to the coupling cmax of an atom at cavity center (zc = r = 0), by averaging
the intensity of the light field over the distribution of atoms,
c(ζ)
cmax
=
∫
I780(∆z, r)P (∆z, r)d
3r∫
ImaxP (∆z, r)d3r
=
1
1 + 2τ
[
e−4τ
(1 + ζ2)
2 +
1
2
1− e−4τ
1 + ζ2
]
. (S13)
The factor 1/(1+2τ) comes from comparing the radial distribution to the waist of the drive mode while e−4τ compares
the width of the axial distribution to the lattice spacing. When atoms are warm, they experience an averaged probe
coupling that decays as w−2. When the atoms are cold, coupling to the drive mode at cavity center is higher, but the
offset between the maxima of the trapping lattice and the maxima of the drive mode (due to the Gouy phase shift)
causes coupling to decay more quickly as w−4.
The functional form of the couplings in Eq. S13 is corroborated by spectroscopic measurements of the vector light
shift, similar to the measurement described in Ref. [2]. Fitting the spatial dependence of the vector light shift yields
a temperature parameter τ = 0.3(1). When the couplings are normalized such that their average value is 1, the
maximum coupling becomes cmax = Ω0/Ω. We compute Ω0 from g as in the main text. For a maximally coupled
atom at cavity center, g2 = 6ΓωFSR/(pik
2
780w
2
0) where Γ = 2pi × 6.07 MHz is the linewidth of the transition and
ωFSR = 2pi × 3.0 GHz is the free spectral range of the cavity [3]. The waist of the 780 nm mode is w0 = 18.6 µm,
calculated from the measured transverse mode spacing. These values yield 2g = 2pi × 2.5 MHz corresponding to
Ω0 = 2pi × 23 Hz. We then determine Ω using Eq. S13 with our measured value for τ .
C. Cavity Shift and Atom Number
We calibrate the atom number by measuring the dispersive shift of the cavity resonance frequency, which is pro-
portional to total weighted collective spin. In particular, in addition to the Faraday interaction that generates
birefringence proportional to Fz, the Hamiltonian includes a term
Hs = 4ΩF
(
a†+a+ + a
†
−a−
)
. (S14)
This term describes a common-mode shift of the σ+ and σ− cavity resonances that depends on the number of coupled
atoms
∆ω ≡ ω0(F)− ω0(0) = −4ΩF . (S15)
5In the main text, we let ω0 ≡ ω0(F) represent the atom-shifted cavity resonance frequency for total weighted spin
F . For the measurements in the main text, we typically measure ∆ω ≈ −2pi × 2.5 MHz. In combination with our
determination of the average single-photon vector light shift Ω (Sec. II B), we use ∆ω to calibrate the total atom
number, and to calibrate the number of counts per atom obtained in images of the magnetization.
D. Experimental Sequences
In this section, we give further details describing the experimental sequences used throughout the main text. In
particular, we give numerical values for relevant experimental parameters and provide qualitative illustrations of the
pulse sequences and time-changing parameters for conceptual clarity.
Hamiltonian tomography. The sequences used for Hamiltonian tomography as shown in Fig. 2 of the main text
are illustrated in Fig. S3. These measurements were performed in a 3 G field. To measure the Ising coupling or
XY couplings, the state |ψz〉 or |ψy〉 is prepared via both local and global Raman rotations. The drive laser is then
switched on for tint to generate interactions. A final global pi/2 pulse with phase ϕ = 0 (pi/2) then rotates the desired
quadrature x (y) into the population basis, whence it is measured with the detection sequence described in Sec. II A.
Alternatively, 〈fz〉 can be measured directly without the extra pi/2 rotation.
For measurements of the Ising coupling, an optional spin echo may be performed by adding a global pi pulse halfway
through the interaction time (Fig. S3a). The spin echo ensures that the measured spin precession is solely due to
interactions, and would cancel the effect of any circular polarization of the intracavity light that is independent of the
atomic magnetization. In the main text, all measurements of Jxy,z(Θ) in Fig. 2(c) were performed with spin echo,
and are consistent with the measurement in Fig. 2(a) that is performed without spin echo.
Magnetic susceptibility. The sequence for measuring susceptibility as in Fig. 3 of the main text is illustrated in
Fig. S4a. We prepare the ground state of an effective field H0 = hxFx + hzFz. The interactions are then ramped on,
thus preparing a low-energy state of Htot = HXXZ + H0 (but not the quantum ground state). Finally, the effective
field and interactions are simultaneously quenched off and 〈fz〉 is measured immediately. These measurements were
performed in magnetic fields ranging between 1 and 3 G.
Dephasing and gap protection. The sequence for measuring dephasing as in Fig. 4 of the main text is
illustrated in Fig. S4b. We prepare the ground state of H0 = hxFx +
∑
i hi,zfi,z, where hi,z varies linearly across the
cloud as hz(ζ) = µζ. The interactions are then ramped on, and the spins evolve under HXXZ +
∑
i hi,zfi,z for a time
0 ≤ twait ≤ 1 ms before the measurement of 〈fx〉, 〈fy〉, 〈fz〉. These measurements were performed in a 1 G field.
III. ANALYSIS AND MODELING
A. Mean-Field Simulations of Dynamics under HXXZ
To verify our understanding of the dynamics used for Hamiltonian tomography, we simulate the evolution under
HXXZ in a mean-field approximation. The mean-field dynamics are obtained by computing the Heisenberg equations
of motion dO/dt = i[H,O] and substituting O → 〈O〉, thus ignoring all higher-order correlations. Concretely, we
numerically simulate a system with β spatial modes along the cavity axis by solving 3β coupled differential equations
for (〈fx〉, 〈fy〉, 〈fz〉):
d〈fx(t, ζ)〉
dt
= −2c(ζ) [JzFz(t)〈fy(t, ζ)〉 − JxyFy(t)〈fz(t, ζ)〉] (S16a)
d〈fy(t, ζ)〉
dt
= 2c(ζ) [JzFz(t)〈fx(t, ζ)〉 − JxyFx(t)〈fz(t, ζ)〉] (S16b)
d〈fz(t, ζ)〉
dt
= −2Jxyc(ζ) [Fy(t)〈fx(t, ζ)〉 − Fx(t)〈fy(t, ζ)〉] (S16c)
After plugging in measured values for the relevant quantities Ω, c(ζ),∆ω, δ,Θ, we obtain the dynamics plotted in
Fig. S5. These simulated dynamics, with the intracavity photon number n as the only free parameter, are in good
agreement with the experimental data in Fig. 2 of the main text. Similar equations are used to generate the mean-field
model curves in Fig. 4d of the main text.
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FIG. S3: Sequences for measuring Ising and XY Couplings. (a) To measure the Ising coupling, |ψz〉 is prepared by scanning
a focused Raman beam of variable amplitude and phase (yellow) across the cloud. Locally, it performs a pi/2 rotation with
the desired phase such that the spins point along xˆ (ϕ = 0) or −xˆ (ϕ = pi) in regions B and C. To leave the atoms in region
A pointing down along −zˆ, the Raman amplitude is locally set to zero. The drive laser is then switched on for a time tint
(pink) to generate interactions. The optional spin echo consists of a pi pulse applied with a global Raman beam (orange) in the
middle of tint. A final global pi/2 pulse (orange) then rotates the desired quadrature x (y) into the population basis and the
mf = ±1, 0 populations are measured (black). (b) To measure the XY coupling, the state |ψy〉 is prepared by making |ψz〉 as
in (a). The −zˆ spins are then rotated by a global pi/2 pulse about −xˆ (orange) to point along −yˆ. The drive laser is switched
on for time tint, after which the populations in mf = ±1, 0 are measured (black).
B. Model for Susceptibility
We compare the measured magnetic susceptibility in Fig. 3 of the main text with a mean-field model, in which
we approximate the collective spin vectors F and F by their expectation values. Since the system is initialized in a
spin-polarized state, the weighted and unweighted collective spins initially have the same orientation F ‖ F. Assuming
that this condition remains true throughout the susceptibility measurement, the XXZ Hamiltonian with additional
effective fields
Htot = J
z
effF2z + hxFx + hzFz (S17)
can be expressed in terms of the angle α ≡ arctan(Fz/Fx) of the Bloch vector from the xˆ-axis as
Htot = J
z
effF2 sin2 α+ hxF cosα+ hzF sinα. (S18)
To find the minimum energy configuration for the angle α as a function of the parameters hx, hz, we solve
∂Htot
∂α
= 2JzeffF2 sinα cosα− hxF sinα+ hzF cosα = 0. (S19)
Taking the derivative of Eq. S19 with respect to hz, we solve for the susceptibility, with α(hz = 0) = 0:
χ ≡ ∂ sinα
∂(hz/hx)
∣∣∣∣
hz=0
=
cos2 α
2JzeffF2(2 cos2 α− 1)/hxF + cosα
=
1
2JzeffF2/hxF + 1
(S20)
=
1
2Λzeff/hx + 1
, (S21)
Note that in the main text we equivalently define the susceptibility in terms of the polar angle θ = pi/2− α.
Equation S21 shows that the susceptibility diverges at a critical value Λzeff = −hx/2 of the collective interaction
parameter. The physical meaning of the diverging susceptibility at the critical point can be understood by examining
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FIG. S4: Sequences for susceptibility and dephasing measurements. (a) To measure the magnetic susceptibility, we sweep the
Raman detuning (purple) over a time tsweep = 5 ms from far off-resonance to a final value hz. At fixed Rabi frequency hx (blue),
the angle α = arctan(hz/hx) of the collective spin vector on the Bloch sphere, measured from the xˆ-axis, is thus determined.
The interactions (yellow) are then ramped on over a time tramp = 5 ms to a final value J , after which the effective field and
interactions are simultaneously quenched off and the magnetization is measured immediately. (b) To measure the dephasing
in a magnetic field gradient, the average Raman detuning (purple) is swept during tsweep = 5 ms from far off-resonance to
zero, such that the collective spin vector points on average along xˆ. Interactions are then ramped on to a final value J during
tramp = 5 ms. The spins evolve under HXXZ +Hinh for a time 0 ≤ twait ≤ 1 ms before the measurement is performed.
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FIG. S5: Mean-field simulations corresponding to Fig. 2 of the main text for (a) Ising and (b) XY couplings. With Θ ≈ 53◦,
we plot (a) phase φ, with opacity indicating transverse spin length, or (b) magnetization 〈fz〉. We compare both signs of drive
detuning δ to check the agreement for antiferromagnetic (AFM) [(a) δ = 2pi × 7.5 MHz, (b) 2pi × 5.5 MHz] and ferromagnetic
(FM) [(a) δ = −2pi × 5.5 MHz (b) −2pi × 5.5 MHz] couplings. The intracavity photon number varies from n ≈ 5000 in (b) to
n ≈ 15000 in (a) AFM and 20000 in (a) FM, which agrees within uncertainty with the measured intracavity photon number
for these data.
the energy landscape (Eq. S19) above and below the critical interaction strength, as sketched in Fig. S6. For no
interactions, the minimum energy shifts smoothly as a function of hz, but at the critical point the parabolic landscape
becomes a tilted double well potential, whose minimum jumps between two separate wells as hz is tuned through
zero.
We use the model in Eq. S21 to fit the susceptibility measurements in Fig. 3(c) of the main text. There, the
susceptibility χ is determined from measurements of the magnetization 〈fz〉 as a function of hz/hx. Specifically, we
fit the magnetization data using the the model in Eq. S19 for the angle α as a function of Jzeff , hx, hz, which can in
general be solved numerically to yield curves of the form shown in Fig. S6(c). We calibrate hx using a fit to the
magnetization of the non-interacting system, where α = arctan(hz/hx) [Fig. 3(b.i) of main text]. We then fit Eq. S19
numerically to the data with interactions, such as those shown in Fig. 3(b.ii-iii) of the main text, and determine the
magnetic susceptibility χ from the slope of each fitted curve at hz = 0. The results are plotted in Figs. 3c and 3d of
the main text, showing χ as a function of Λxy,z and of Θ.
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FIG. S6: (a-b) Energy landscape of transverse-field Ising model in the classical limit for three different values of hz: hz < 0
(red), hz > 0 (blue), and hz = 0 (gray). The energy minimum for the non-interacting model (a) varies smoothly with varying
hz. With ferromagnetic Ising interactions (b), the energy minimum instead jumps discontinuously between the two local
minima of a tilted double-well potential. (c) Sample curves of the magnetic susceptibility as a function of hz/hx, plotted for
Λzeff/hx = −0.5 (blue), Λzeff/hx = 0 (black), and Λzeff/hx = 0.5 (orange).
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FIG. S7: (a-b) Phase φ and global contrast Cg at Θ = 0 for (a) no interactions and (b) Ising interactions [J
zF/µL = 0.52(5)],
in magnetic field gradient |µ| = 2pi × 2 kHz/L. Opacity indicates length of transverse spin component.
C. Dephasing Analysis
In addition to the measurements at Θ = pi/2 shown in Fig. 4(a-b) of the main text, we also measure dephasing at
Θ = 0 with and without Ising interactions, as plotted in Fig. S7. We use the data with no interactions to calibrate
the gradient across a region of length L = 1 mm by performing a linear fit to the phase φL(t). In Fig. 4c of the main
text, we plot this fit line together with the phase φL(t) extracted from the data with Ising interactions.
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