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Abstract
We consider spherically symmetric steady states of the Vlasov-
Poisson system, which describe equilibrium configurations of galax-
ies or globular clusters. If the microscopic equation of state, i.e., the
dependence of the steady state on the particle energy (and angular mo-
mentum) is fixed, a one-parameter family of such states is obtained. In
the polytropic case the mass of the state along such a one-parameter
family is a monotone function of its radius. We prove that for the
King, Woolley-Dickens, and related models this mass-radius relation
takes the form of a spiral.
1 Introduction
We consider the stationary Vlasov-Poisson system in the gravitational case:
v · ∇xf −∇U · ∇vf = 0, (1.1)
∆U = 4πρ, lim
|x|→∞
U(x) = 0, (1.2)
ρ(x) =
∫
f(x, v) dv. (1.3)
Here f = f(x, v) ≥ 0, a function of position x ∈ R3 and velocity v ∈ R3, is
the density on phase space of a large ensemble of particles, ρ is the spatial
1
mass density induced by f , and U = U(x) is the gravitational potential. We
assume that all the particles have the same mass, which we normalize to
unity. Solutions of this system can be viewed as equilibrium configurations
of large stellar systems such as galaxies or globular clusters, provided that
short range interactions (collisions) among the stars are sufficiently rare to
be neglected. For mathematical background on this system we refer to [16],
for its astrophysical background we refer to [4]. Clearly, the particle energy
E = E(x, v) :=
1
2
|v|2 + U(x) (1.4)
satisfies the Vlasov equation (1.1). Hence the same is true for any function
of the form
f(x, v) = φ(E0 − E). (1.5)
Here φ : R→ [0,∞[ for the moment is at least measurable with φ(η) > 0 iff
η > 0 so that the parameter E0 < 0 is a cut-off energy: no particles whose
energy exceeds this value exist in the ensemble. With this ansatz,
ρ(x) =
∫
φ
(
E0 − 1
2
|v|2 − U(x)
)
dv =: g(E0 − U(x)), (1.6)
i.e., the spatial density becomes a functional of the potential, and the sta-
tionary Vlasov-Poisson system is reduced to the semilinear Poisson equation
∆U = 4πg(E0 − U), lim|x|→∞U(x) = 0. (1.7)
Gidas, Ni, and Nirenberg prove in [5] that physically relevant solutions
of the latter equation, which in particular must lead to steady states with
finite total mass, are spherically symmetric, i.e., U(x) = U(r) with r = |x|
and f(x, v) = f(Ax,Av) for all A ∈ SO(3). Steady states with this sym-
metry may in addition depend on L = |x × v|2, the modulus of angular
momentum squared, and for any spherically symmetric steady state of the
Vlasov-Poisson system the particle distribution f depends only on the quan-
tities E and L, a fact sometimes referred to as Jeans’ Theorem, cf. [3, 17].
We refer to the functional dependence of f on E (and L) as the microscopic
equation of state. For the present analysis the dependence on L plays no
role and is dropped.
There exist various conditions on φ which guarantee that (1.7) has so-
lutions and that the resulting steady states have finite mass and compact
support, cf. [13] and the references there. A necessary condition for the
latter is the existence of a cut-off energy as implemented in the ansatz (1.5),
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cf. [18, Thm. 2.1]. It is then obvious that the spatial support of a result-
ing steady state is the set where U ≤ E0, and the cut-off energy E0 is
the value of the potential at the boundary of the support of the matter,
provided the matter is compactly supported. On the other hand, we have
the standard boundary condition in (1.2) at infinity, and due to spherical
symmetry it is natural to prescribe the value U(0) of the potential at the
center. Since this is one free parameter respectively one condition too many,
we instead rewrite (1.7) in terms of y = E0 − U with a prescribed value at
the origin, y(0) = γ > 0. Once a solution y with a zero is found we define
E0 := limr→∞ y(r) and U := E0 − y. In this way the cut-off energy E0 is
eliminated as a free parameter and becomes part of the solution.
Keeping an ansatz function (1.5) which guarantees compact support and
finite mass fixed we obtain a one-parameter family of steady states with these
properties, parameterized by γ = U(R) − U(0) where [0, R] is the spatial
support of the steady state. We refer to R as the radius of the steady state,
and we define its mass by
M =
∫∫
f(x, v) dv dx = 4π
∫ ∞
0
r2g(y(r)) dr. (1.8)
The question we study in this paper is how R = R(γ) and M = M(γ)
behave along a family of solutions parameterized by γ.
A well-known microscopic equation of state is the polytropic one:
f(x, v) = (E0 − E)k+. (1.9)
Here the subscript + denotes the positive part, and the resulting equation
(1.7) is the Lane-Emden-Fowler equation. Steady states of finite radius and
finite mass are obtained for −1 < k < 7/2, for k = 7/2 the mass is still finite
but the radius is infinite, and for k > 7/2 the mass is infinite, cf. [3, 19].
If we fix k such that mass and radius are finite, then it is easy to see that
along the corresponding one-parameter family of polytropic steady states,
M =M(R) = C R
2k−3
2k+1 , R > 0, (1.10)
with some positive constant C, provided that k 6= −1/2. A similar result
holds if the polytrope depends also on L, i.e., if the ansatz in (1.9) is multi-
plied by Ll. We will review the simple argument in Appendix B. Depending
on k the functional relation M = M(R) is strictly increasing or strictly
decreasing or constant.
However, monotonicity is by no means a general feature of the relation
between mass and radius, as is illustrated by the King model
f(x, v) = (eE0−E − 1)+. (1.11)
3
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Figure 1: Mass-radius diagram for the King model
This ansatz also leads to steady states of finite mass and radius, since the
criteria in [13] apply. If one numerically computes the corresponding steady
states and their masses and radii depending on γ and plots the results, the
mass-radius diagram in Figure 1 appears: the mass-radius curve spirals into
a center (Rc,Mc) as γ →∞. The purpose of the present paper is to give a
rigorous proof of this fact for the King and related models. In the blow-up
of the central part of the spiral we included the mass-radius curve predicted
by our main result, Theorem 2.1, with a suitable choice of parameters.
Let us put this result into perspective. For the Einstein-Euler system of
general relativity Makino shows in [11] that the mass-radius diagram for
families of spherically symmetric steady states has a spiral structure, given
an up to technical assumptions arbitrary equation of state. It turns out
that isotropic steady states of the Einstein-Vlasov system, which is the cor-
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responding kinetic model and the relativistic analogue of the Vlasov-Poisson
system, induce spherically symmetric steady states of the fluid model. The
same correspondence holds between isotropic steady states of the Vlasov-
Poisson system and those of the corresponding non-relativistic fluid model,
the Euler-Poisson system, cf. [15, Section 4]. In [2] this correspondence
is used to show that for the Einstein-Vlasov system any isotropic and up
to technical assumptions arbitrary equation of state leads to a mass-radius
diagram with a spiral structure. But in the non-relativistic case some (mi-
croscopic) equations of state yield simple, monotone mass-radius diagrams
while others yield a spiral structure, a fact which due to the above corre-
spondence is true both for the kinetic and the fluid models.
The existence of mass-radius spirals bears on at least two broader ques-
tion for the Vlasov-Poisson system and beyond, which to a large extent are
open. Firstly, given a microscopic equation of state of the form (1.5) and
the corresponding one-parameter family of steady states, how many of these
steady states do have a prescribed total mass M or a prescribed radius R?
Does one of these parameters uniquely determine the corresponding steady
state? In the polytropic case (1.9) anyM > 0 is attained by a unique steady
state, provided k 6= 3/2, cf. (1.10). For the King model (1.11) the situa-
tion is very different. There is an upper limit which M can attain, below
this limit there may be several different steady states with the same mass
and different radii, and for M = Mc there are infinitely many such states.
Secondly, when the steady state moves from the right to the left of the first
maximum point along the mass-radius spiral, it is believed to change from
being dynamically stable to being unstable. This so-called Poincare´ turn-
ing point principle is far from being understood, at least in the context of
kinetic equations. For the Einstein-Vlasov system it has been confirmed by
numerical simulations, cf. [1], and also by some partial analytic results [7, 8].
However, the King steady states are non-linearly stable in a precise sense,
cf. [6, 10], no matter where they are situated along the mass-radius spiral.
This points to the Poincare´ turning point principle as being a challenging
open problem for Vlasov type equations.
The paper proceeds as follows. In the next section we make precise
the general framework of our analysis and formulate our main result. This
result is then proved in the following sections. Our analysis owes much to
the paper [11] of Makino. However, we give a complete, self-contained
proof. The main idea is to reformulate the problem in such a way that the
effective potential y = E0 − U becomes the independent variable and the
radius r and the mass within a ball of radius r about the origin are the
dependent variables. This system is then put into a form which depends
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on a parameter ǫγ , the inverse of the central pressure of the steady state,
which is small when γ = y(0) is large. The limiting system with ǫγ = 0 can
be analyzed using techniques for plane dynamical systems, and the result is
derived by a perturbation analysis. The result reported here is part of the
first author’s doctoral thesis [12].
2 The main result
For our main result we require microscopic equations of state (1.5), where
the defining function φ is of the following form:
φ(η) = eη − a− bη for η > 0, φ(η) = 0 for η ≤ 0, with a, b ∈ {0, 1}. (2.1)
The King model (1.11) is obtained for a = 1, b = 0, the choice a = b = 0 is
the Woolley-Dickens model, and a = b = 1 is the Wilson model; our analysis
covers the choice a = 0, b = 1, which as far as we know has not been con-
sidered in the astrophysics literature. This family of admissible microscopic
equations of state can be generalized, cf. the remark after Lemma 4.1 below.
As explained in the introduction, given such an ansatz for f the station-
ary Vlasov-Poisson system is reduced to the semilinear Poisson equation
(1.7) with g defined by (1.6), and due to spherical symmetry the former
equation can be written in terms of y = E0 − U as
1
r2
(
r2y′
)′
= −4πg(y), (2.2)
where we use that
ρ(r) = g(y(r)), (2.3)
with
g(y) := 25/2π
∫ y
0
φ(η)(y − η)1/2dη for y > 0, g(y) := 0 for y ≤ 0. (2.4)
It follows that g ∈ C1(R), cf. [13]. Since in terms of Cartesian variables we
want potentials U ∈ C2(R3), i.e., y ∈ C2(R3), we require that y′(0) = 0.
Integrating (2.2) once, we arrive at the equation
y′(r) = −m(r)
r2
, (2.5)
where
m(r) := m(r, y) = 4π
∫ r
0
s2g(y(s)) ds (2.6)
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is the mass within the ball of radius r about the origin. For any γ > 0 the
equation (2.5) has a unique solution y ∈ C1([0,∞[) with y(0) = γ, cf. [13].
Moreover, the results in that paper imply that in the Woolley-Dickens and
King cases (and also for the case a = 0, b = 1) this solution has a unique
zero at some R = R(γ), which is the radius of the support of the induced
steady state, and the latter also has finite mass M =M(γ); these assertions
hold for any γ > 0. In the Wilson case these assertions are proven in [9] for
small γ, but we are not aware of a proof for large γ. Numerical evidence
suggests that the Wilson model has finite radius and mass also for large γ. If
this should be correct, then the analysis below applies to the Wilson model
as well; we briefly comment on this issue at the end of Appendix B.
In addition to the spatial mass density (1.3) induced by f the radial
pressure
p(x) =
∫ (x · v
r
)2
f(x, v) dv (2.7)
is important for the analysis below. If f is given by an ansatz of the form
(1.5) a short computation shows that
p(r) = h(y(r)), (2.8)
where
h(y) :=
27/2π
3
∫ y
0
φ(η)(y − η)3/2dη for y > 0, h(y) := 0 for y ≤ 0, (2.9)
cf. [13, 18]. In order to formulate our result we define the central pressure
pc := p(0) = h(γ) (2.10)
and introduce the additional parameter
ǫγ :=
1
pc
=
1
h(γ)
. (2.11)
The function h is strictly increasing on [0,∞[ with limy→∞ h(y) = ∞, and
hence ǫγ → 0 as γ →∞, i.e., in our analysis ǫγ will play the role of a small
parameter. In addition, we define the rotation matrix
Ψ(σ) :=
(
cos σ − sinσ
sinσ cos σ
)
, σ ∈ R. (2.12)
The following theorem is the main result of the present paper.
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Theorem 2.1. Consider the one-parameter family of steady states induced
by the Woolley-Dickens or King ansatz respectively. Then there exist pa-
rameters γ¯ > 0 and Rc,Mc > 0, θ˜ ∈ R2 \ {0}, a function θ ∈ C
(
]γ¯,∞[,R2)
with |θ(γ)| < |θ˜|/10, and Θ ∈ GL(2,R) such that for γ > γ¯ the following
identity holds:(
R
M
)
(γ) =
(
Rc
Mc
)
+ ǫ1/4γ ΘΨ
(√
7
4
ln(ǫγ)
)
·
(
θ˜ + θ (γ)
)
. (2.13)
Some comments are in order. Firstly, to increase readability we occa-
sionally use · to indicate products of matrices with vectors or matrices. The
vector θ˜+θ (γ) remains close to the fixed vector θ˜ as γ →∞, i.e., as ǫγ → 0,
indeed it is possible to replace the factor 1/10 by any fixed factor 0 < τ < 1.
Hence as γ → ∞ the vector given by the right hand side in (2.13) spirals
counterclockwise into the center (Rc,Mc). We have stated our main result
for the Woolley-Dickens and King ansatz functions, since these are the main
examples from the astrophysics literature to which it applies. In the remark
after Lemma 4.1 below we point out possible generalizations to other ansatz
functions.
3 Mass and radius as dependent variables
For every γ > 0 there exists a unique solution y ∈ C1([0,∞[) of Eqn. (2.5)
such that y(0) = γ and y′(0) = 0. This solution is strictly decreasing, and
it has a unique zero at some radius R = R(γ), i.e., y(R) = 0, 0 < y(r) < γ
for 0 < r < R, and y(r) < 0 for r > R. This implies that 0 < ρ(r) < ρ(0)
and 0 < m(r) < m(R) = M = M(γ) for 0 < r < R. Moreover, the limit
y¯ := limr→∞ y(r) ∈ ]−∞, 0[ exists, cf. [13]. We denote the inverse function
to y : [0,∞[→]y¯, γ] by
r : ]y¯, γ]→ [0,∞[
and define m(y) := m(r(y)). A short computation shows that the functions
y 7→ (r(y),m(y)) satisfy the system
dr
dy
= −r
2
m
,
dm
dy
= −4πg(y)r
4
m
,
r,m > 0 , (3.1)
together with the end condition
r(γ) = m(γ) = 0. (3.2)
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In terms of the solution of this system the mass and radius of the original
steady state are now given as M = m(0) and R = r(0). For the sake of
completeness we state the following result the proof of which is straight
forward.
Lemma 3.1. For every γ > 0 there exists a unique, left maximal solution
(r,m) ∈ C1(]y¯, γ[)∩C(]y¯, γ]) of (3.1) with y¯ < 0, satisfying the end condition
(3.2). The function r(y) has an inverse y(r), which is the unique solution
to (2.5) with y(0) = γ.
The key element in the proof of our main result is to determine some
y0 > 0 such that for γ > y0 sufficiently large the data
(r0,m0) = (r,m)(y0, γ),
induced by the solutions of (3.1), (3.2) exhibit the desired spiral structure
as γ → ∞. These data are provided by the following result, and the spiral
structure can then be shown to persist up to y = 0.
Proposition 3.2. Let (r,m) = (r,m)(·, γ) denote the maximal solution
of (3.1), (3.2) which corresponds to an ansatz of Woolley-Dickens, King,
or Wilson type respectively. Then there exist parameters γ¯ > y0 > 0 and
r˜0, m˜0 > 0, θ˜ ∈ R2 \ {0}, a function θ ∈ C
(
]γ¯,∞[,R2) with |θ(γ)| < |θ˜|/10,
and Θ ∈ GL(2,R) such that for γ > γ¯ the following identity holds:
(
r
m
)
(y0, γ) =
(
r˜0
m˜0
)
+ ǫ1/4γ ΘΨ
(√
7
4
ln(ǫγ)
)
·
(
θ˜ + θ (γ)
)
. (3.3)
We first show that this result implies our main result. Its proof is then
done in the rest of the paper. It should be noted that Proposition 3.2 holds
also for the Wilson model; its proof will not require that the corresponding
steady states have compact support and finite mass. In what follows, Br(z)
denotes the ball of radius r centered at z in Rn where n will be obvious from
the context.
Proof of Thm. 2.1 We restrict ourselves to the Woolley-Dickens or King
case. For the parameters r˜0, m˜0, y0 > 0 provided by Proposition 3.2
the system (3.1) has a unique solution on the interval [0, y0] satisfying
(r,m)(y0) = (r˜0, m˜0). Let (r,m)(·, r0,m0) denote the solution to (3.1) with
data (r,m)(y0, r0,m0) = (r0,m0) ∈ Bδ ((r˜0, m˜0)). For δ > 0 sufficiently
small this solution exists on the interval [0, y0] as well, and it is continuously
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differentiable with respect to all its variables. We denote the derivative with
respect to (r0,m0) by D(r0,m0)(r,m). We write(
r0
m0
)
=
(
r˜0
m˜0
)
+
(
δr
δm
)
(3.4)
and use Taylor expansion to find that for y ∈ [0, y0],(
r
m
)
(y, r0,m0) =
(
r
m
)
(y, r˜0, m˜0) +D(r0,m0)
(
r
m
)
(y, r˜0, m˜0) ·
(
δr
δm
)
+ o
(∣∣∣∣
(
δr
δm
)∣∣∣∣
)
as (δr, δm) → 0. Let us choose (r0,m0) = (r,m)(y0, γ) provided by Propo-
sition 3.2 for γ > γ¯, which implies that (r,m)(·, r0,m0) is the solution to
(3.1) which satisfies the end condition (3.2). In particular, if we let y = 0
in the above Taylor expansion, the left hand side becomes (R,M)(γ) as de-
sired for Theorem 2.1, while the difference term (δr, δm) by its definition and
Proposition 3.2 takes the form(
δr
δm
)
= ǫ1/4γ ΘΨ
(√
7
4
ln(ǫγ)
)
·
(
θ˜ + θ(γ)
)
.
We define (Rc,Mc) := (r,m)(0, r˜0, m˜0) and incorporate the o-term into the
function θ so that the above Taylor expansion turns into the desired re-
lation (2.13), provided that the matrix D(r0,m0)(r,m)(0, r˜0, m˜0) is regular.
This follows from the fact that D(r0,m0)(r,m)(·, r˜0, m˜0) solves a linear dif-
ferential equation—the variational equation corresponding to the system
(3.1)—with initial condition D(r0,m0)(r,m)(y0, r˜0, m˜0) = id. After redefin-
ing various parameters the proof for the fact that Theorem 2.1 follows from
Proposition 3.2 is complete. ✷
4 Proof of Proposition 3.2
In this section the microscopic equation of state (1.5) should always be of the
form (2.1), which includes the Woolley-Dickens, King, and Wilson ansatz.
We write ǫ for the small parameter ǫγ defined in (2.11). In the system (3.1),
which we need to analyze, the independent variable is y. In view of (2.3)
and (2.8) we write by abuse of notation that
ρ = ρ(y) = g(y), p = p(y) = h(y). (4.1)
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The functions g and h were defined in (2.4) and (2.9), and they are strictly
increasing for y ≥ 0. In the course of the argument the quantities
1
p
=: x =:
X
pc
= ǫX (4.2)
are used as independent variables, where we recall from (2.11) that ǫ = 1/pc;
moving from x to X brings this small parameter into the system of equations
which has to be analyzed. By the strict monotonicity of the functions g and
h for positive arguments we can also write
ρ = ρ(p),
and the properties of this equation of state which are essential for the anal-
ysis below are captured in the following auxiliary result.
Lemma 4.1. Let ρ and p be given by (4.1). Then the function
α : ]0,∞[→]0,∞[, α(ǫX) = α(x) = α
(
1
p
)
:=
p
ρ(p)
, (4.3)
is continuously differentiable, and limx→0 α(x) = 1 =: α(0) so that α is
defined as a continuous function on [0,∞[. Moreover, there exists an in-
creasing function ω ∈ C([0,∞[) such that∫ 1
0
ω(x)
dx
x
<∞
and
|α− 1| ≤ ω.
Proof. The function α is continuously differentiable, since g and h
are and since g is positive for positive arguments. By (4.2) and since
limy→∞ p(y) =∞,
lim
x→0
α(x) = lim
p→∞α
(
1
p
)
= lim
y→∞
p(y)
ρ(p(y))
.
Eqns. (2.4), (2.9), and (2.1) together with an integration by parts imply that
for y > 0,
g(y)− h(y) = 2
5/2π
3
∫ y
0
(eη − a− bη)
(
3(y − η)1/2 − 2(y − η)3/2
)
dη
=
27/2π
3
[
(1− a)y3/2 +
∫ y
0
(a+ bη − b)(y − η)3/2dη
]
.
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Hence there exists a constant C > 0 such that for all y ≥ 1,∣∣∣∣p(y)ρ(y) − 1
∣∣∣∣ =
∣∣∣∣g(y) − h(y)g(y)
∣∣∣∣ ≤ Cy7/2g(y) =: ν(y).
By strict monotonicity the function p = p(y), y ∈ [0,∞[, has an inverse
y = y(p), p ∈ [0,∞[, and we define
ω(x) = ω
(
1
p
)
:= ν(y(p)).
By definition of ν and ω, |α− 1| ≤ ω. For y ≥ 1 it follows that
g(y) + h(y) ≥ C
∫ y−1/2
0
(eη − a− bη) dη ≥ Cey.
This implies that limy→∞ ν(y) = 0 and hence limx→0 α(x) = 1. The inte-
grability condition on ω follows from the estimate∫ 1/p(1)
0
ω(x)
dx
x
=
∫ ∞
p(1)
ω
(
1
p
)
dp
p
= C
∫ ∞
1
y7/2
h(y)
dy <∞,
and the proof is complete. ✷
Remark. (a) Lemma 4.1 captures the properties of the equation of state
which are needed for obtaining the spiral structure in the (R,M) di-
agram. General conditions on the ansatz function φ which guarantee
these properties of α become rather technical. For the ansatz function
φ(η) :=
{
ηk+ , η ≤ 1,
eη−1 , η > 1,
with 0 < k < 3/2 Lemma 4.1 holds as well, and the results in [13]
show that for any γ > 0 the induced steady state has finite mass and
compact support. Hence Theorem 2.1 holds also for such an ansatz,
and the Woolley-Dickens and King models are seen to be members of
a more general class of ansatz functions for which this is true.
(b) As pointed out in the introduction, polytropic ansatz functions yield
a monotone relation between R and M . This corresponds to the fact
that in the polytropic case
α(x) =
p(y)
ρ(p(y))
= C
yk+5/2
yk+3/2
→∞ as y →∞
as opposed to what is required in Lemma 4.1.
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The proof of Proposition 3.2 proceeds in several steps. First we observe
that by the strict monotonicity of h the function X = X(y) = pc/p(y) has
an inverse y = y(X) for 1 ≤ X < ∞, and y(1) = γ. We derive a system of
differential equations for the quantities
v1 =
m
r
, v2 = 4πr
2p (4.4)
as functions of the independent variable X. The right hand side of this
system depends explicitly on the small parameter ǫ, and we then analyze
how solutions behave as ǫ→ 0.
4.1 A reformulation of the system (3.1)
Lemma 4.2. (a) Let α be the function defined in Lemma 4.1, and let
ǫ > 0. The system
X
dv1
dX
=
v2
v1
− α(ǫX),
X
dv2
dX
=
v2
v1
(2α(ǫX) − v1) ,
1 ≤ X <∞,
together with the side conditions
(i) ∀X¯ > 1 ∃c > 0 ∀X ∈ [1, X¯] : |(v1, v2)(X)| ≤ c(X − 1)
(ii) ∀X > 1 : v1(X), v2(X) > 0


(Sǫ)
has a solution V = V (·, ǫ) ∈ C1([1,∞[) ∩ C2(]1,∞[), and
V1(X, ǫ) = 2α(ǫ) (X − 1) +O((X − 1)2),
V2(X, ǫ) = 6α
2(ǫ) (X − 1) +O((X − 1)2),
= 3α(ǫ)V1(X, ǫ) +O(V
2
1 (X, ǫ)),
as X → 1. (4.5)
(b) If V solves (Sǫ) for some ǫ > 0, then the function
r = r(X) =
√
ǫXV2(X)
4π
, X ≥ 1,
has an inverse X = X(r) on some interval [0, R[ with R ∈ ]0,∞]. The
function
y(r) := h−1 (1/(ǫX(r))) , r ∈ [0, R[,
solves the equation (2.5) with initial condition γ = h−1 (1/ǫ), where
m = m(r) = rV1(X(r)) in (2.5). In particular, the solution of (Sǫ) is
unique. Moreover, y(r) → 0 as r → R, and hence R is the radius of
the corresponding steady state of the Vlasov-Poisson system.
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Proof. As to part (a), we fix γ > 0 and define y as the maximal solution
of (2.5) with y(0) = γ and m defined as in (2.6). Also let ǫ = 1/p(γ). We
know that y = y(r) has an inverse function r = r(y) and with y = y(X) it is
straight forward to check that v = (v1, v2)(X) as defined in (4.4) solves the
system of differential equations in (Sǫ), together with the side condition (ii).
The asserted regularity on ]1,∞[ follows from the fact that α ∈ C1(]0,∞[).
Continuity of p and ρ at y = 0 together with the fact that r = r(y)→ 0
as y → γ implies that v(X)→ 0 as X → 1. By the mean value theorem,
v2(X(r))
v1(X(r))
− α(ǫX) = 4πr
3p(r)
m(r)
− p(r)
ρ(r)
→ 2pc
ρc
= 2α(ǫ), r → 0.
Hence by the first equation in (Sǫ),
∀η > 0 ∃δ1 > 0 ∀X ∈ ]1, 1 + δ1[ : Xdv1
dX
∈ Bη(2α(ǫ)). (4.6)
By integration,
v1(X) < (2α(ǫ) + η)(X − 1), X ∈ [1, 1 + δ1[,
and the corresponding result for v2 follows from (Sǫ) for a suitable δ2 > 0.
The functions vi(X)/(X − 1) are continuous on ]0,∞[ for i = 1, 2, and the
side condition (i) is established.
We now turn to the asymptotic behavior in part (a). From (4.6) and the
analogous relation for v2 it follows that
v1(X) = 2α(ǫ) (X − 1) + o(X − 1), X → 1, (4.7)
v2(X) = 6α
2(ǫ) (X − 1) + o(X − 1)
= 3α(ǫ) v1(X) + o(v1(X)), X → 1. (4.8)
To improve these asymptotics we first note that since α ∈ C1(]0,∞[) it holds
that for every ǫ > 0,
α(ǫX) = α(ǫ) + ǫα′(ǫ) (X − 1) + o(X − 1)
= α(ǫ) +O(X − 1), X → 1. (4.9)
We define the asymptotic remainder of v2 in (4.8) as
ξ(X) := v2(X)− 3α(ǫ) v1(X), X ≥ 1.
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The differential equations in (Sǫ) imply that
ξ(X) =
∫ X
1
1
σ
[
v2(σ)
v1(σ)
2α(ǫσ) − v2(σ)− 3α(ǫ)v2(σ)
v1(σ)
+ 3α(ǫ)α(ǫσ)
]
dσ
= O((X − 1)2) +
∫ X
1
[
−α(ǫ)v2(σ)
v1(σ)
+ 3α(ǫ)2
]
dσ
σ
= O((X − 1)2) +
∫ X
1
[
− α(ǫ)
v1(σ)
]
ξ(σ)
dσ
σ
, X → 1;
the second equality follows from (4.8) and (4.9). By (4.7), v1(X) ≥
3
2α(ǫ)(X − 1), 1 ≤ X ≤ X¯ , for some sufficiently small X¯ > 1. Hence
|ξ(X)| ≤ C(X − 1)2 + 2
3
∫ X
1
|ξ(σ)|
σ − 1 dσ
≤ C(X − 1)2 + 2
3
sup
σ∈[1,X]
|ξ(σ)|
σ − 1 (X − 1), 1 ≤ X ≤ X¯,
and therefore
sup
σ∈[1,X]
|ξ(σ)|
σ − 1 ≤ C(X − 1) +
2
3
sup
σ∈[1,X]
|ξ(σ)|
σ − 1 , 1 ≤ X ≤ X¯,
which implies that
|ξ(X)|
X − 1 ≤ supσ∈[1,X]
|ξ(σ)|
σ − 1 ≤ C(X − 1), 1 ≤ X ≤ X¯,
and hence ξ(X) = O((X − 1)2) as X → 1. By definition of ξ,
v2(X) = 3α(ǫ) v1(X) +O((X − 1)2) = 3α(ǫ) v1(X) +O(v21), X → 1.
Together with
X
dv1
dX
(X) =
v2(X)
v1(X)
− α(ǫX) = 2α(ǫ) +O(X − 1), X → 1,
and after integration we find that
v1(X) = 2α(ǫ)(X − 1) +O((X − 1)2), X → 1,
which completes the proof of the asymptotics (4.5) and thus of part (a).
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As to part (b), we fix some ǫ > 0 and consider a solution V of (Sǫ) on
[1,∞[. The function
r = r(X) =
√
ǫXV2(X)
4π
, X ≥ 1,
is strictly increasing since
dr
dX
=
ǫα(ǫX)
4πr(X)
V2(X)
V1(X)
> 0, X > 1,
and hence it has an inverse X = X(r) on some interval [0, R[ with R ∈ ]0,∞].
Clearly, X(0) = 1 and X(r) → ∞ as r → R. If we define m = m(r) :=
rV1(X(r)) and
y(r) = h−1 (1/(ǫX(r))) , r ∈ [0, R[,
then the fact that h′ = g and Lemma 4.1 imply that
dy
dr
= − 1
g(y(r))ǫX2(r)
dX
dr
= − 4πrV1(X(r))
ǫX(r)V2(X(r))
= −m(r)
r2
.
Moreover, the function m(r) defined above satisfies the identity
dm
dr
= V1(X(r)) + r
dV1
dX
dX
dr
= V1(X(r)) +
r
X(r)
[
V2(X(r))
V1(X(r))
− α(ǫX(r))
]
4πr
ǫα(ǫX(r))
V1(X(r))
V2(X(r))
= V1(X(r)) +
4πr2
ǫX(r)α(ǫX(r))
− 4πr
2
ǫX(r)V2(X(r))
V1(X(r)).
In the last line the first and last term cancel by definition of r, and the
definition of the function α implies that
dm
dr
= 4πr2ρ(y(r)).
Hence m coincides with the function defined in (2.6), and y indeed solves
(2.5) on the interval [0, R[ with initial condition γ = y(0) = h−1 (1/ǫ). Since
this solution to (2.5) is unique, the proof is complete. ✷
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4.2 The case ǫ = 0
In order to analyze (Sǫ) for ǫ = 0 we consider the plane, autonomous system
dv
ds
=
(
v2 − v1
v2(2− v1)
)
=: ζ(v), v1, v2 ∈ R. (4.10)
It has the steady states P = (0, 0), which is a saddle, and Q = (2, 2), which
is a stable spiral. The set {v ∈ R2 | v1, v2 > 0} is positively invariant,
and Dulac’s negative criterion shows that it contains no periodic orbits:
a(v) := 1/v2 defines a smooth function on this set with
div(aζ)(v) = −1/v2 < 0
as required. Moreover, along the line L := {(v1, 8 + 2v1) | v1 > 0} it holds
that n · ζ < 0 where n := (−2, 1) is normal to L. This implies that the set
M = {v ∈ R2 | v2 < 8 + 2v1}∩ ]0, 12[2
is positively invariant under the flow of (4.10), and this set contains the
steady state Q. Since the positive v1-axis is a trajectory which is part of the
stable manifold of the saddle P , Poincare´-Bendixson theory implies that Q
is the ω-limit point of all trajectories in M.
Now we observe that the Jacobian Dζ(P ) has the eigenvector (1, 3) cor-
responding to the positive eigenvalue 2. Hence the unstable manifold of P
under the flow of (4.10) contains a trajectory which lies in the set M. Let
V˜ 0 = (V˜ 01 , V˜
0
2 ) denote a solution of (4.10) which has this trajectory. This
solution is global with
V˜ 0(R) ⊂M, V˜ 0(s)→ P as s→ −∞, and V˜ 0(s)→ Q as s→∞. (4.11)
We define
X : R→]1,∞[, s 7→ exp
(∫ s
−∞
V˜ 01 (σ)dσ
)
;
since the solution V˜ 0 runs in the unstable manifold of P with correspond-
ing eigenvalue 2, asymptotically V˜ 01 (s) behaves like e
2s for s → −∞, and
hence the integral in the definition of the function X converges. Moreover,
dX/ds = V˜ 01 (s)X > 0 so that the function X = X(s) is strictly increasing,
X(s) → 1 as s → −∞, and X(s) → ∞ as s → ∞. Let s : ]1,∞[∋ X 7→
s(X) ∈ R denote its inverse. Then the function V 0(X) = V˜ 0(s(X)) is easily
seen to solve the system of differential equations in (Sǫ) for ǫ = 0. The
unstable manifold of the steady state P , in which V˜ 0 runs, is tangential to
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the corresponding eigenvector (1, 3) so that
(
V 02 /V
0
1
)
(X) → 3 = 3α(0) as
X → 1. By the differential equations in (Sǫ), X dV 0/dX(X) = O(1) as
X → 1, and hence V 0(X) = O(X − 1) as X → 1 so that V 0 is the solution
of the problem (Sǫ) with ǫ = 0, and V
0(X)→ Q as X →∞.
As in the proof of Lemma 4.2 we can derive the asymptotic behavior
V 01 (X) = 2(X − 1) +O
(
(X − 1)2) ,
V 02 (X) = 6(X − 1) +O
(
(X − 1)2) ,
= 3V 01 (X) +O
(
(V 01 )
2(X)
)
,
X → 1. (4.12)
4.3 Approximation of the center
Our next aim is to show that as ǫ → 0 the solutions V (·, ǫ) with ǫ > 0
converge to the solution V 0 of (Sǫ) with ǫ = 0, which was obtained in the
previous section, uniformly on every bounded interval [1, X¯ ]. As a matter of
fact it would be sufficient to prove this convergence for X sufficiently large,
but due to the fact that the solutions to (Sǫ) do not satisfy regular initial
conditions but the side condition (i) in (Sǫ), which is singular at X = 1, it
becomes necessary to prove a more specific estimate for X close to 1 first.
Lemma 4.3. Let V (·, ǫ) be the solution to (Sǫ) for ǫ > 0 and V 0(X) the
solution to (Sǫ) for ǫ = 0 which was constructed in Section 4.2. Then the
following holds:
∃ X¯ > 1 ∀κ > 0 ∃ ǫκ > 0 ∀ 0 < ǫ < ǫκ, 1 ≤ X ≤ X¯ :∣∣V (X, ǫ)− V 0(X)∣∣ ≤ κ(X − 1).
Proof. The proof is based on the following idea. The function W :=
V (·, ǫ)−V 0 satisfies a certain system of differential equations. By a suitable
fixpoint problem it is shown that this system has a solution which satisfies
the estimate above, and by uniqueness this solution must be equal to W .
Step 1. Continuity of α and the asymptotic expansions (4.5) and (4.12)
imply that for ǫ > 0 sufficiently small there exists X¯ = X¯(ǫ) > 1 such that
|W (X)| < V 01 (X) for 1 < X < X¯. Using the differential equations in (Sǫ)
for ǫ > 0 or ǫ = 0 respectively the functionW satisfies on ]1, X¯ [ the following
system of equations; for the sake of readability we suppress the arguments
of V = V (X, ǫ) and V 0 = V 0(X), we abbreviate α˜ = α − 1, and we use w
to denote the unknown in this system while W denotes the fixed difference
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function introduced above:
X
dw1
dX
= X
dV1
dX
−XdV
0
1
dX
=
(
V2
V1
− α(ǫX)
)
−
(
V 02
V 01
− 1
)
=
V 02 + w2
V 01 + w1
− V
0
2
V 01
− α˜(ǫX)
=
V 02 + w2
V 01
1
1 + w1/V 01
− V
0
2
V 01
− α˜(ǫX)
=
V 02 + w2
V 01
∞∑
k=0
(
−w1
V 01
)k
− V
0
2
V 01
− α˜(ǫX)
= − V
0
2(
V 01
)2w1 + 1V 01 w2 + ξ˜1(X,w, ǫ), (4.13)
X
dw2
dX
= X
dV2
dX
−XdV
0
2
dX
=
V2
V1
(2α(ǫX) − V1)− V
0
2
V 01
(
2− V 01
)
= 2
(
V 02 + w2
V 01 + w1
− V
0
2
V 01
)
+ 2
V 02 + w2
V 01 + w1
α˜(ǫX)− w2
= 2
(
− V
0
2(
V 01
)2w1 + 1V 01 w2
)
+ ξ˜2(X,w, ǫ), (4.14)
where we used the fact that |W1| < V 01 and defined
ξ˜1(X,w, ǫ) := − 1(
V 01
)2w1w2 + V 02 + w2V 01
∞∑
k=2
(
−w1
V 01
)k
− α˜(ǫX), (4.15)
ξ˜2(X,w, ǫ) := 2ξ˜1(X,w, ǫ) + 2
(
V 02 + w2
V 01 + w1
+ 1
)
α˜(ǫX)− w2. (4.16)
With
Ξ˜(X) :=


− V
0
2(
V 01
)2 1V 01
− 2V
0
2(
V 01
)2 2V 01

 (X)
the system (4.13), (4.14) can be written in the form
X
dw
dX
= Ξ˜(X)w + ξ˜(X,w, ǫ). (4.17)
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Using the asymptotics (4.12) of V 0 we obtain the following asymptotic ex-
pansions for the components of the matrix Ξ˜(X) for X → 1:
V 02 (X)(
V 01 (X)
)2 = 3 +O (X − 1)2(X − 1) +O((X − 1)2) = 32(X − 1)(1 +O(X − 1)),
1
V 01 (X)
=
1
2(X − 1) +O((X − 1)2) =
1
2(X − 1)(1 +O(X − 1)).
Hence with
Ξ =
1
2
(−3 1
−6 2
)
we finally can rewrite (4.17) in the form
X
dw
dX
=
1
X − 1Ξw + ξ(X,w, ǫ), (4.18)
where ξ(X,w, ǫ) = ξ˜(X,w, ǫ) + O(|w|) as w → 0. In view of the next step
we note that for every parameter value ǫ > 0 the function ξ(·, ·, ǫ) is defined
and continuous on the set {(X,w) ∈ ]1, X¯ [×R2 | |w1| < V 01 (X)}.
Step 2. Due to the asymptotic expansion (4.12) we can choose 1 < X¯ < 2
such that 32 (X − 1) ≤ V 01 (X) for 1 ≤ X ≤ X¯. For 0 < κ < 1 we define the
set of functions
Fκ =
{
w ∈ C ([1, X¯]) | |w(X)| ≤ κ(X − 1)} ;
notice that it is sufficient to consider small κ > 0 in the assertion of the
lemma. For w ∈ Fκ the condition |w1(X)| < V 01 (X) holds, and (4.15) and
(4.16) imply the estimate
|ξ(X,w(X), ǫ)| ≤ C (|α˜(ǫX)| + κ(X − 1) + κ2) , 1 ≤ X ≤ X¯, (4.19)
with a constant C > 0 which does not depend on ǫ, X¯ , κ, and w. Using
variation of constants we turn (4.18) into the fixpoint problem
w(X) = Tǫ(w)(X) :=
∫ X
1
Λ(X)Λ(η)−1ξ(η,w(η), ǫ)
dη
η
, X ∈ [1, X¯ ],
where X dΛdX =
1
X−1ΞΛ. The matrix Ξ has the eigenvalues 0 and −1/2, in
particular, it can be diagonalized. For a suitable matrix S ∈ GL(2,R) the
matrix-valued function
Λ(X) = S−1
(
1 0
0
√
X
X−1
)
S
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is a fundamental matrix of the system (4.18), and
|Λ(X)Λ−1(η)| ≤ C, 1 ≤ η ≤ X ≤ X¯, (4.20)
where C > 0 again is independent of ǫ, X¯, κ, and w.
Step 3. Let α˜∞(ǫ) := max1≤X≤X¯ |α˜(ǫX)|. Then the mapping Tǫ satisfies for
w ∈ Fκ the estimate
|Tǫ(w)(X)| ≤
∫ X
1
|Λ(X)Λ−1(η)| |ξ(η,w(η), ǫ)|dη
η
≤ C (α˜∞(ǫ) + κ(X − 1) + κ2) (X − 1)
≤ κ(X − 1), 1 ≤ X ≤ X¯, (4.21)
provided (X − 1) < 1/(3C), i.e., X¯ is sufficiently small so that 1 < X ≤
X¯ < 1 + 1/(3C), κ < min{1/(3C), 1} is arbitrary, and ǫκ > 0 is such that
α˜∞(ǫ) < κ/(3C) for 0 < ǫ < ǫκ. With these choices, Tǫ maps Fκ into itself.
We use Schauder’s theorem to show that for the above choice of param-
eters the mapping Tǫ : Fκ → Fκ has a fixpointW ∗. The set Fκ is closed and
convex in C([0, X¯ ]), so it remains to show that Tǫ is compact. We first show
that Tǫ is continuous. To this end, let (wn)n∈N ⊂ Fκ be a sequence which
converges uniformly to some w ∈ Fκ, and let δ > 0. There exist constants
C1, C2 > 0, which do not depend on X, such that for 1 ≤ X ≤ X¯ ,
|Tǫ(wn)− Tǫ(w)|(X) =
∫ X
1
∣∣Λ(X)Λ−1(η) [ξ(η,wn(η), ǫ) − ξ(η,w(η), ǫ)]∣∣ dη
η
≤ C
∫ X¯
1
|ξ(η,wn(η), ǫ) − ξ(η,w(η), ǫ)| dη
η
≤ C1
(
X˜ − 1
)
+ C2
∫ X¯
X˜
|ξ(η,wn(η), ǫ) − ξ(η,w(η), ǫ)| dη
<
δ
2
+
δ
2
= δ, n > N,
provided that
1 ≤ X˜ < min
{
1 +
δ
2C1
, X¯
}
and N ∈ N is sufficiently large so that
max
η∈[X˜,X¯]
|ξ(η,wn(η), ǫ) − ξ(η,w(η), ǫ)| < δ
2C2(X¯ − 1)
, n > N.
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This proves that Tǫ is continuous.
It remains to show that Tǫ maps bounded sets into relatively compact
ones. Since Fκ itself is uniformly bounded we only need to check for equicon-
tinuity. Thus let w ∈ Fκ and 1 < X1 ≤ X2 ≤ X¯. Then
|Tǫ(w)(X2) − Tǫ(w)(X1)|
≤
∣∣∣∣
∫ X2
X1
Λ(X2)Λ
−1(η)ξ(η,w(η), ǫ)
dη
η
∣∣∣∣
+
∣∣∣∣
∫ X1
1
[
Λ(X2)Λ
−1(η)− Λ(X1)Λ−1(η)
]
ξ(η,w(η), ǫ)
dη
η
∣∣∣∣
≤ C
∫ X2
X1
dη + C
∫ X1
1
∣∣Λ(X2)Λ−1(η)− Λ(X1)Λ−1(η)∣∣ dη
≤ C(X2 −X1) + C
∣∣∣∣∣
√
X2
X2 − 1 −
√
X1
X1 − 1
∣∣∣∣∣
∫ X1
1
√
η − 1 dη
≤ C(X2 −X1),
where the constant C > 0 is independent of X1, X2, and w. Hence the set
Tǫ(Fκ) is equicontinuous, and by Arzela`-Ascoli, it is relatively compact.
By Schauder’s theorem the mapping Tǫ : Fκ → Fκ has a fixpoint W ∗.
This function solves (4.18), and since solutions to (Sǫ) are unique, V (·, ǫ)−
V 0 =W =W ∗. The latter function by construction lies in the set Fκ, which
implies the estimate claimed in the lemma, and the proof is complete. ✷
We need to get rid of the restriction to sufficiently small X¯ > 1. Let X¯
be as obtained in Lemma 4.3, and let X¯ > X¯ be arbitrary. According to
Section 4.2, V 0(X)→ Q as X →∞. Hence
d := dist
(
V 0([X¯,∞[), R× {0} ∪ {0} × R) > 0,
so there exists a compact set K ⊂]0,∞[2 such that
dist
(
V 0([X¯,∞[), ∂K) > d
2
.
On the set {(X, v, ǫ) ∈ R4 | X¯ ≤ X ≤ X¯, v ∈ K, 0 ≤ ǫ ≤ 1} the right hand
side ζǫ of the system in (Sǫ) is Lipschitz continuous with respect to v, and
|ζǫ(X, v) − ζ0(X, v)| → 0, ǫ→ 0,
uniformly in X¯ ≤ X ≤ X¯ and v ∈ K. Continuous dependence on parameters
implies the following result.
Lemma 4.4. Let V (·, ǫ) and V 0 be as in Lemma 4.3, and let X¯ > 1. Then
V (X, ǫ)→ V 0(X) as ǫ→ 0, uniformly in X ∈ [1, X¯ ].
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4.4 A linearization lemma
The final step in the analysis consists in understanding the behavior of
the solutions to (Sǫ) as ǫ → 0. The key to this is the precise relation
between solutions to that equation and those of the initial value problem for
a corresponding linear system of the form
t
du
dt
= Bu, u(t0) = u0. (4.22)
where B ∈ R2×2, t0 > 0, and u0 ∈ R2. We use t and u for the independent
and dependent variable here, in order to make this section notationally inde-
pendent of the rest of the paper and possibly useful also in other situations.
First we collect some obvious facts concerning (4.22). For t > 0 we define
tB := exp(ln(t)B).
Then the function
]0,∞[∋ t 7→ (t/t0)B u0
is the unique, maximal solution of the initial value problem (4.22). Assume
now that B has eigenvalues µ± iν with ν > 0 so that there exists a regular
matrix S ∈ GL(2,R) such that
SBS−1 =
(
µ −ν
ν µ
)
= µE +
(
0 −ν
ν 0
)
.
Then
tB = tµSΨ(ν ln t)S−1 (4.23)
with Ψ defined as in (2.12). There exists a constant C = CB > 0 such that
for all t > 0, ∣∣tB∣∣ ≤ CBtµ, ∣∣t−B∣∣ ≤ CBt−µ; (4.24)
notice that −B has the eigenvalues −µ± iν. We now state our linearization
lemma.
Theorem 4.5. Consider the two dimensional system of ordinary differential
equations
t
du
dt
= a0(t)−A(t)u+ a2(t, u) (4.25)
where a0 ∈ C([0, T ]; R2), A ∈ C([0, T ]; R2×2), a2 ∈ C([0, T ]×Bδ(0);R2), a2
is twice continuously differentiable with respect to u, and T, δ > 0. Moreover,
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let A(0) be regular with eigenvalues µ ± iν, µ, ν > 0, and let a0, A, and a2
satisfy for all t ∈ [0, T ] and u ∈ Bδ(0) the conditions
|a0(t)| ≤ ω(t), (C0)
|A(t)−A(0)| ≤ ω(t), (C1)
|a2(t, u)| ≤ C|u|2, (C2)
with some constant C > 0 and some increasing function ω ∈ C([0, T ]) which
satisfies the integrability condition∫ T
0
ω(σ)
dσ
σ
<∞.
Then there exist 0 < t¯ < T , 0 < δ˜ < δ, and functions γ0 ∈ C([0, t¯ ];R2) ∩
C1(]0, t¯ ];R2), Γ ∈ C([0, t¯ ];R2×2) ∩ C1(]0, t¯ ];R2×2), and γ2 ∈ C1(Ω;R2)
where
Ω := {(t, t0, z0) ∈ ]0, t¯ ]2 ×Bδ˜(0) | t ≥ t0},
such that the following is true: For every choice of data t0 ∈ ]0, t¯[ and z0 ∈
Bδ˜(0) and denoting z(t) := (t/t0)
−A(0) z0, the function
u(t) = γ0(t) + Γ(t) (z(t) + γ2(t, t0, z0)) , t ∈ [t0, t¯ ],
is a solution of (4.25). The functions γ0 and Γ satisfy for 0 ≤ t ≤ t¯ the
estimates
|γ0(t)| ≤ Ct−µ
∫ t
0
σµω(σ)
dσ
σ
,
|Γ(t)−E| ≤ C
∫ t
0
ω(σ)
dσ
σ
with some constant C > 0. The function γ2 has the properties that
|γ2(t, t0, z0)| ≤ C|z0|2 (t/t0)−µ , (t, t0, z0) ∈ Ω
with a constant C > 0 which does not depend on t0 and z0, and
γ2(t0, t0, z0) = 0, (t0, t0, z0) ∈ Ω.
Clearly, γ0(t)→ 0 and Γ(t)→ E as t→ 0, which is what we actually use
in the rest of the paper, but requiring these weaker conditions does not seem
to allow for a simpler proof of Theorem 4.5. The latter is an adaptation of
[11, Thm. 2] to the present situation. The proof in [11] relies on power series
expansions and hence requires high regularity of the given functions. Our
result makes no such demands. Its proof is postponed to Appendix A in
order not to interrupt the line of argument towards our main result.
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4.5 Concluding the proof of Prop. 3.2
We already know that on the one hand, V 0(X) converges to the stable spiral
point Q = (2, 2) as X → ∞. On the other hand, on any given compact
interval [1, X¯ ] the difference V (X, ǫ) − V 0(X) becomes as small as we wish
when ǫ is taken sufficiently small. Hence V (X, ǫ) is close to Q for X large
and ǫ small. To make this precise, the main step will be to use Theorem 4.4
in order to reduce the system obeyed by V = V (x/ǫ, ǫ) for ǫ > 0 to a simpler
system from which the spiral behavior can then be deduced.
Lemma 4.6. Let 0 < τ < 1, Ψ as defined (2.12), and let V (X, ǫ) denote the
unique solution to (Sǫ) with ǫ > 0. Then there exist parameters 0 < ǫ¯ < x¯,
b0 ∈ ]0,∞[2, b2 ∈ R2 \ {0}, bǫ ∈ Bτ |b2|(0) depending continuously on ǫ, and
B ∈ GL(2,R) such that for 0 < ǫ < ǫ¯ the following identity holds:
V
( x¯
ǫ
, ǫ
)
= b0 + ǫ
1/4BΨ
(√
7
4
ln ǫ
)
· (b2 + bǫ) . (4.26)
Proof. As in the proof of Lemma 4.3 we consider for ǫ > 0 the difference
W (x) = V (x/ǫ, ǫ) − Q such that |W1| < 2 on some interval I ⊂]0,∞[. For
x ∈ I the function W satisfies the following system of differential equations,
where we recall the abbreviation α˜ := α− 1:
x
dw1
dx
=
2 +w2
2 +w1
− α(x) = 2 + w2
2
∞∑
k=0
(
−w1
2
)k
− α(x)
= −α˜(x)− 1
2
(w1 − w2)− 1
4
w1w2 +
2 +w2
2
∞∑
k=2
(
−w1
2
)k
, (4.27)
x
dw2
dx
=
2 +w2
2 +w1
(2α(x) − 2− w1)
= 2α˜(x) + (α˜(x)w2 − α(x)w1)
− 1
2
α(x)w1w2 + (2 + w2)α(x)
∞∑
k=2
(
−w1
2
)k
. (4.28)
On the other hand, if w is a solution of this system on some interval ]x1, x2[⊂
]0,∞[, then V (X, ǫ) = Q+w(ǫX) defines for ǫ > 0 a solution to the system of
differential equations in (Sǫ) on ]x1/ǫ, x2/ǫ[, which however need not satisfy
the side conditions in (Sǫ). But if for an ǫ > 0 this function V coincides at
some point with the solution of (Sǫ), then by uniqueness for (Sǫ) this holds
on all of ]x1/ǫ, x2/ǫ[. In what follows, we aim to identify solutions w of the
above system which fit in this sense.
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To this end we define a0 ∈ C([0,∞[;R2), A ∈ C([0,∞[;R2×2), and
a2 ∈ C([0,∞[×B1(0);R2) by
a0(x) =
(−α˜(x)
2α˜(x)
)
, A(x) =
1
2
(
1 −1
2α(x) −2α˜(x)
)
, (4.29)
and
a2(x,w) =


−1
4
w1w2 +
2 + w2
2
∞∑
k=2
(−w1/2)k
−1
2
α(x)w1w2 + (2 + w2)α(x)
∞∑
k=2
(−w1/2)k

 , (4.30)
and the system (4.27), (4.28) can be written as
x
dw
dx
= a0(x)−A(x)w + a2(x,w). (4.31)
We wish to apply Theorem 4.5 to this system. Using (4.29), (4.30), and
Lemma 4.1 one can verify that the functions a0, A, and a2 satisfy the con-
ditions (C0)-(C2) in Theorem 4.5. Moreover, the matrix
A(0) =
1
2
(
1 −1
2 0
)
has the eigenvalues
λ1/2 =
1
4
±
√
7
4
i.
Hence there exists a regular matrix T ∈ R2×2 such that
TA(0)T−1 =
1
4
(
1 −√7√
7 1
)
. (4.32)
Clearly, there exist constants σ1, σ2 > 0 such that
σ1|v| ≤ |Tv| ≤ σ2|v|, v ∈ R2. (4.33)
According to Theorem 4.5 there exist parameters x¯ > 0 and 0 < δ˜ < 1, and
functions γ0, Γ, and γ2 such that for every choice of data x0 ∈ ]0, x¯ [ and
z0 ∈ Bδ˜(0) and with z(x) := (x/x0)−A(0) z0, which is the solution to
x
dz
dx
= −A(0) z, z(x0) = z0, (4.34)
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the definition
w(x) := γ0(x) + Γ(x)
(
z(x) + γ2(x, x0, z0)
)
, x ∈ [x0, x¯ ], (4.35)
yields a solution to (4.31). Moreover, the function γ2 satisfies the estimate
|γ2(x, x0, z0)| ≤ C|z0|2 (x/x0)−1/4 , x ∈ [x0, x¯], (4.36)
with a constant C > 0 which is independent of the data x0 and z0.
The choice z0 = 0 in (4.35) shows that w = γ0 solves (4.31). This implies
that for every ǫ ∈ ]0, x¯[ the function
V s(X, ǫ) := Q+ γ0(ǫX), X ∈ [1, x¯/ǫ],
solves the system of differential equations in (Sǫ), and for fixed X,
V s(X, ǫ) → Q as ǫ → 0, since γ0(x) → 0 as x → 0. In particular,
V s(X, ǫ) ∈ ]0,∞[2 as required for solutions of (Sǫ), provided that x¯ is suffi-
ciently small.
It remains to find, for solutions V (X, ǫ) of (Sǫ) with ǫ > 0 which are
sufficiently close to V s(X, ǫ), suitable data for the initial value problem
(4.34). For σ1 and σ2 as in (4.33), 0 < τ < 1, C > 0 as in (4.36) and
CA(0) > 0 according to (4.24) we define
δ := min
{
δ˜,
σ1τ
2σ2CCA(0)
}
.
By Theorem (4.5), Γ(x)→ E as x→ 0. Hence we can take x¯ > 0 sufficiently
small so that the inverse matrix Γ−1(x) exists and satisfies the estimate
|Γ−1(x)| < 2 for 0 ≤ x ≤ x¯. Next let X∗ > 1 be sufficiently large so that
|V 0(X∗)−Q| < δ
6
,
and let 0 < ǫ¯x¯ be sufficiently small so that ǫ¯X∗ < x¯ and
|V (X∗, ǫ)− V 0(X∗)|, |Q− V s(X∗, ǫ)| < δ
6
, 0 < ǫ < ǫ¯.
Then
|V (X∗, ǫ)− V s(X∗, ǫ)| < δ
2
, 0 < ǫ < ǫ¯.
For 0 < ǫ < ǫ¯ we define
xǫ0 := ǫX
∗, zǫ0 := Γ
−1(ǫX∗) (V (X∗, ǫ)− V s(X∗, ǫ)) , (4.37)
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as the desired data for the initial value problem (4.34); clearly, zǫ0 ∈ Bδ˜(0)).
Moreover
zǫ0 → z˜0 = V 0(X∗)−Q 6= 0 as ǫ→ 0.
For 0 < ǫ < ǫ¯ the function
w(x, ǫ) = γ0(x) + Γ(x)
((
x
xǫ0
)−A(0)
zǫ0 + γ2(x, x
ǫ
0, z
ǫ
0)
)
solves (4.31) on the interval [ǫX∗, x¯], and V (X, ǫ) = Q+ w(ǫX, ǫ) coincides
on [X∗, x¯/ǫ] with the solution to (Sǫ) for ǫ > 0. In particular this implies
that for x = x¯ and 0 < ǫ < ǫ¯,
V
( x¯
ǫ
, ǫ
)
= Q+ γ0(x¯) + Γ(x¯)
(( x¯
ǫX∗
)−A(0)
zǫ0 + γ2(x¯, x
ǫ
0, z
ǫ
0)
)
. (4.38)
With µ = 1/4 and ν =
√
7/4 Eqn. (4.23) implies that
ǫA(0) = ǫµT−1Ψ(ν ln ǫ)T.
We define b0 := Q+ γ0(x¯), B := Γ(x¯)T
−1, b2 := (x¯/X∗)−A(0) z˜0 ∈ R2 \ {0},
and
bǫ := (x¯/X
∗)−A(0) (zǫ0 − z˜0) + ǫ−µΨ(−ν ln ǫ)T γ2(x¯, xǫ0, zǫ0). (4.39)
Then (4.38) turns into the asserted relation (4.26), and it remains to estimate
bǫ against τ |b2|. The first term in (4.39) can be estimated against τ |b2|/3 for
ǫ sufficiently small, since zǫ0 → z˜0 as ǫ→ 0. By (4.24), (4.33), and (4.36),∣∣∣ǫ−µΨ(−ν ln ǫ)T γ2(x¯, xǫ0, zǫ0)∣∣∣
≤ ǫ−µσ2C
( x¯
X∗ǫ
)−µ
|zǫ0|2 ≤ Cσ2δ
( x¯
X∗
)−µ
|zǫ0|
≤ τ
2
σ1
( x¯
X∗
)−µ
|zǫ0| ≤
τ
2
∣∣∣∣T ( x¯X∗
)−A(0)
zǫ0
∣∣∣∣ .
Hence due to the convergence of zǫ0 the second term in (4.39) can be esti-
mated against 2τ |b2|/3 for ǫ sufficiently small, and the proof is complete.
✷
For the proof of Proposition 3.2 we need to transform the dependent variable
v back into (r,m), which are the dependent variables of interest for our
result, i.e., for fixed p we need to solve (4.4) for (r,m).
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Proof of Prop. 3.2. Lemmas 3.1 and 4.2 show that for γ > 0 and ǫγ =
1/h(γ) the system (3.1) with the side condition (3.2) is equivalent to (Sǫ)
for ǫ = ǫγ . For ǫ¯ > 0 as provided by Lemma 4.6 we restrict ourselves to
0 < ǫγ < ǫ¯, i.e., to
γ > γ¯ = h−1 (1/ǫ¯) .
We choose p = 1/x = 1/x¯ in the system (4.4) and solve it for (r,m) so that
r = r(x¯, v) :=
√
x¯v2
4π
, m = m(x¯, v) :=
√
x¯v2
4π
v1.
For an arbitrary, but fixed point v¯ ∈ ]0,∞[2 Taylor expansion implies that(
r
m
)
(x¯, v) =
(
r
m
)
(x¯, v¯) +Dv
(
r
m
)∣∣∣
x=x¯,v=v¯
(v − v¯) + o(|v − v¯|)
=
(
r
m
)
(x¯, v¯) +
√
x¯
4π
(
0 1
2
√
v¯2√
v¯2
v¯1
2
√
v¯2
)
(v − v¯) + o(|v − v¯|)
=
(
r¯
m¯
)
+ J (v − v¯) + o(|v − v¯|), v → v¯,
with the obvious definitions for r¯, m¯ > 0, and J ∈ GL(2,R). If we substitute
v¯ = b0 and v = V (x¯/ǫ, ǫ) as provided by Lemma 4.6, then since V (·, ǫ)
solves (Sǫ), (r,m)(x¯, v) = (r,m)(y0, γ) is a solution of (3.1), (3.2), where
0 < y0 = h
−1(1/x¯) < h−1(1/ǫ¯) = γ¯ as required. Together with (4.26) this
turns the above Taylor expansion into(
r
m
)
(y0, γ) =
(
r¯
m¯
)
+ Jǫ1/4γ BΨ
(√
7
4
ln (ǫγ)
)
· (b2 + bǫγ)+ o(ǫ1/4γ )
for γ → ∞, which up to notation is the desired result, and the proof is
complete. ✷
A Proof of the linearization result
In order to prove Theorem 4.5 we first establish three auxiliary results.
Lemma A.1. Assume that a0, A, and a2 are as in Theorem 4.5, satisfying
the conditions (C0), (C1), and (C2). Then there exist t¯ ∈ ]0, T ] and a
function γ0 ∈ C([0, t¯ ];R2) ∩ C1(]0, t¯ ];R2) which satisfies the estimate
|γ0(t)| ≤ Ct−µ
∫ t
0
σµω(σ)
dσ
σ
, 0 ≤ t ≤ t¯, (A.1)
and solves the differential equation (4.25) on ]0, t¯ ].
29
Proof. First we note that the right hand side in (A.1) converges to 0 as
t→ 0. We define A˜(t) := A(t)−A(0) and a˜(t, u) := a0(t)− A˜(t)u+a2(t, u).
Then the differential equation (4.25) takes the form
t
du
dt
= −A(0)u + a˜(t, u). (A.2)
Motivated by variation of constants we establish a solution ϕ of (A.2) on
]0, t¯ ] with ϕ(t) → 0 as t → 0 by establishing a solution to the integral
equation
ϕ(t) = Tϕ(t) :=
∫ t
0
(
t
σ
)−A(0)
a˜(σ, ϕ(σ))
dσ
σ
, 0 ≤ t ≤ t¯. (A.3)
To this end, we consider the operator T as defined on the set
FΘ,t¯ :=
{
ϕ ∈ C([0, t¯ ]) | |ϕ(t)| ≤ Θt−µ
∫ t
0
σµω(σ)
dσ
σ
, 0 ≤ t ≤ t¯
}
,
Θ > 0 for the moment being arbitrary, and t¯ > 0 sufficiently small so that
Θω(t¯)/µ < δ. Now let ϕ ∈ FΘ,t¯ so that in particular, |ϕ| < Θµω. By
assumption,
|a0(t)| ≤ ω(t), |A˜(t)| ≤ ω(t), |a2(t, u)| ≤ C|u|2
for all 0 ≤ t ≤ t¯ and |u| < δ, where C > 0 is independent of t¯ and Θ. Then
|Tϕ(t)| ≤ C
∫ t
0
(σ
t
)µ [
ω(σ) (1 + |ϕ(σ)|) + |ϕ(σ)|2 ] dσ
σ
≤ Ct−µ
∫ t
0
σµ
[
ω(σ)
(
1 +
(
1 +
Θ
µ
)
|ϕ(σ)|
)]
dσ
σ
≤ C
[
1 +
(
1 +
Θ
µ
)
Θ
µ
ω (t¯ )
]
t−µ
∫ t
0
σµω(σ)
dσ
σ
≤ Θt−µ
∫ t
0
σµω(σ)
dσ
σ
, 0 ≤ t ≤ t¯ ,
i.e., Tφ ∈ FΘ,t¯, where we can choose Θ = 2C and decrease t¯ > 0 further to
make the Θ-dependent term in brackets less than 2; notice that ω is contin-
uous and increasing with ω(0) = 0. Clearly, FΘ,t¯ ⊂ C([0, t¯ ]) is non-empty,
bounded, closed, and convex. Similarly to the analysis of the operator Tǫ in
the proof of Lemma 4.3 one can show that T : FΘ,t¯ → FΘ,t¯ is compact and
by Schauder’s theorem has a fixpoint γ0 ∈ FΘ,t¯. As a solution to (A.3) the
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function γ0 is continuously differentiable on ]0, t¯ ] and satisfies (4.25) there.
The estimate (A.1) follows from the definition of the set FΘ,t¯, and the proof
is complete. ✷
Lemma A.2. Consider a matrix-valued function A with the properties spec-
ified in Theorem 4.5 so that in particular the condition (C1) holds. Then
there exist 0 < t¯ ≤ T , a function Γ ∈ C([0, t¯ ];R2×2) ∩ C1(]0, t¯ ];R2×2), and
a constant C > 0 such that
|Γ(t)− E| ≤ C
∫ t
0
ω(σ)
dσ
σ
, 0 ≤ t ≤ t¯,
and
t
dΓ
dt
= −A(t) Γ + ΓA(0) on ]0, t¯ ]. (A.4)
Proof. If Γ is a complex-valued solution to (A.4) with Γ(0) = id, then
its real part has the same properties. Hence it is sufficient to determine such
a complex valued solution under the assumption that A(0) is diagonal with
eigenvalues λ1/2 = µ± νi, µ > 0. Let
A(t) =
(
λ1 + a11(t) a12(t)
a21(t) λ2 + a22(t)
)
, and Γ =
(
γ11 γ12
γ21 γ22
)
, (A.5)
in particular by (C1), |aij(t)| < ω(t) for i, j = 1, 2 and 0 ≤ t ≤ T . Then
(A.4) takes the form
t
dγ11
dt
= −a11(t)γ11 − a12(t)γ21, (A.6)
t
dγ12
dt
= −(2νi+ a11(t))γ12 − a12(t)γ22, (A.7)
t
dγ21
dt
= −a21(t)γ11 + (2νi− a22(t))γ21, (A.8)
t
dγ22
dt
= −a21(t)γ12 − a22(t)γ22. (A.9)
Since we require that γ11(0) = 1 we assume for the moment that γ11 6= 0.
By (A.6) and (A.8) the function ϕ := γ21/γ11 must satisfy the equation
t
dϕ
dt
= (2νi+ a11(t)− a22(t))ϕ− a21(t) + a12(t)ϕ2 =: b0(t)ϕ+ b1(t, ϕ)
for which we need a solution with ϕ(0) = 0. By variation of constants this
is turned into the integral equation
ϕ(t) = Tϕ(t) :=
∫ t
0
exp
(∫ t
σ
b0(τ)
dτ
τ
)
b1(σ, ϕ(σ))
dσ
σ
. (A.10)
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Consider the set FΘ,t¯ of continuous functions ϕ on [0, t¯ ] which satisfy the
estimate
|ϕ(t)| ≤ Θ
∫ t
0
ω(σ)
dσ
σ
, 0 ≤ t ≤ t¯.
For such a function,
|Tϕ(t)| ≤
∫ t
0
exp
(
2
∫ t
0
ω(τ)
dτ
τ
)
ω(σ)
(
1 +
(
Θ
∫ t
0
ω(τ)
dτ
τ
)2)
dσ
σ
< Θ
∫ t
0
ω(σ)
dσ
σ
, 0 ≤ t ≤ t¯, (A.11)
provided Θ > 0 is sufficiently large and t¯ > 0 is sufficiently small. As before,
Schauder’s theorem applies to the map T : FΘ,t¯ → FΘ,t¯ so that a solution
ϕ ∈ FΘ,t¯ to (A.10) exists. Using this solution, (A.6) turns into the linear
equation
t
dγ11
dt
= −(a11(t) + a12(t)ϕ(t))γ11
for γ11, which together with γ11(0) = 1 is solved by
γ11(t) = exp
(
−
∫ t
0
(a11(σ) + a12(σ)ϕ(σ))
dσ
σ
)
, 0 ≤ t ≤ t¯;
notice that this function is positive everywhere. From (A.11) it follows that
|γ11(t)− 1|, |γ21(t)| < C
∫ t
0
ω(σ)
dσ
σ
.
Analogous arguments applied to (A.7) and (A.9) yield γ12 and γ22. ✷
Lemma A.3. Consider a function a2 with the properties specified in The-
orem 4.5 so that in particular the condition (C2) holds. Then there ex-
ist 0 < δ˜ < δ and a function γ2 = γ2(t, t0, z0) defined on the set
{(t, t0, z0) ∈ ]0, T ]2 × Bδ˜(0) | t ≥ t0} such that the following holds: For all
data t0 ∈ ]0, T [ and z0 ∈ Bδ˜(0) and with z(t) = (t/t0)−A(0)z0, the definition
u := z + γ2(·, t0, z0) yields a solution of the initial value problem
t
du
dt
= −A(0)u+ a2(t, u), u(t0) = z0, (A.12)
which exists on the interval [t0, T ]. Moreover, there exists a constant C > 0
which is independent of t0 and z0 such that
|γ2(t, t0, z0)| ≤ C(t/t0)−µ|z0|2, t ∈ [t0, T ].
For t0 ∈ ]0, T ] and z0 ∈ Bδ˜(0), γ2(t0, t0, z0) = 0.
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Proof. Let 0 < δ˜ < δ for the moment be arbitrary. The initial value
problem (A.12) has a unique solution u which exists on some interval I0 ⊂
[t0, T ] with t0 ∈ I0 and satisfies the estimate |u(t)| < δ there. We choose
this interval maximal and want to show that for δ˜ sufficiently small it equals
[t0, T ]. By variation of constants,
u(t) = z(t) +
∫ t
t0
(
t
σ
)−A(0)
a2(σ, u(σ))
dσ
σ
, (A.13)
for t ∈ I0. With C > 0 denoting the larger of the two constants from (4.24)
and (C2), this yields the estimate
|u(t)| ≤ C
(
t0
t
)µ
|z0|+ C
∫ t
t0
(σ
t
)µ
|u(σ)|2 dσ
σ
≤ C
(
t0
t
)µ
|z0|+ µ
∫ t
t0
(σ
t
)µ
|u(σ)|dσ
σ
,
where we require in addition that δ˜ < µ/C, and the last estimate holds as
long as |u(σ)| < µ/C with the definition of I0 adjusted accordingly. We
apply Gronwall’s lemma to the function tµ|u(t)| to find that
|u(t)| ≤ t−µCtµ0 |z0| (t/t0)µ = C|z0| < Cδ˜ (A.14)
for t ∈ I0. So if we choose 0 < δ˜ < min{δ, δ/C, µ/C2}, then z0 ∈ Bδ˜(0)
implies that I0 = [t0, T ].
The first term in (A.13) has the desired form. We define
γ2(t, t0, z0) := u(t)− z(t), ξ := γ2/|z| = (u− z)/|z|,
provided z0 6= 0 which implies that z 6= 0 on ]0,∞[. Since ξ(0) = 0 it follows
that |ξ| < 1 on some maximally chosen interval I ⊂ [t0, T ] with t0 ∈ I. We
need to estimate ξ against |z0|, and in doing so we assume without loss of
generality that A(0) is diagonal with its eigenvalues µ± iν on the diagonal.
The function ξ satisfies the differential equation
t
dξ
dt
=
1
|z|
(
t
du
dt
− tdz
dt
)
− 1
2|z|3
(
t
dz
dt
· z¯ + z · tdz¯
dt
)
γ2
=
1
|z| (−A(0)u + a2(t, u) +A(0)z) −
1
|z|2Re ((−A(0)z) · z¯) ξ
= (−A(0) + µE) ξ + 1|z|a2(t, u)
=
(−iν 0
0 iν
)
ξ +
1
|z|a2(t, u). (A.15)
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By variation of constants the function ξ satisfies the relation
ξ(t) =
∫ t
t0
(
(t/σ)−iν 0
0 (t/σ)iν
)
1
|z(σ)|a(σ, (z + |z|ξ)(σ))
dσ
σ
.
Since we already know that |u| < δ and also |u| < 2|z| as long as |ξ| < 1, it
follows that
|ξ(t)| ≤
∫ t
t0
C
|z(σ)| |(z + |z|ξ)(σ)|
2 dσ
σ
≤ C
∫ t
t0
|z(σ)| dσ
σ
≤ C|z0|
∫ t
t0
(
σ
t0
)−µ dσ
σ
=
C
µ
|z0| tµ0
(
t−µ0 − t−µ
)
≤ C∗|z0| (A.16)
on I, where C∗ > 0 is independent of t0 and z0. We decrease δ˜ one final time
so that δ˜ < 1/C∗. Then the last estimate implies that for z0 ∈ Bδ˜(0) the
estimate |ξ(t)| < C∗δ˜ < 1 holds on I, which by definition of that interval
implies that I = [t0, T ]. In view of the definition of ξ and the estimates
(A.16) and |z(t)| ≤ C(t0/t)µ|z0| the proof is complete. ✷
Proof of Theorem 4.5. By Lemma A.1 there exists for 0 < t¯ < T
sufficiently small a solution γ0 to (4.25) on the interval ]0, t¯ ]. Now assume
that ∆ solves the equation
t
d∆
dt
= −B(t)∆ + b2(t,∆) (A.17)
on some interval I ⊂ ]0, t¯ ], where for 0 ≤ t ≤ t¯,
B(t) := A(t)− ∂ua2(t, γ0(t)),
b2(t,∆) := a2(t, γ0(t) + ∆)− a2(t, γ0(t))− ∂ua2(t, γ0(t))∆.
Then u = γ0 +∆ is a solution to (4.25) on the interval I:
t
du
dt
= a0(t)−A(t) γ0(t) + a2(t, γ0(t))
− (A(t)− ∂ua2(t, γ0(t))) (u− γ0(t))
+ a2(t, u) − a2(t, γ0(t))− ∂ua2 (t, γ0(t)) (u− γ0(t))
= a0(t)−A(t)u+ a2(t, u).
The assumptions on a2 in Theorem 4.5 imply that |∂ua2(t, γ0(t))| ≤ C|γ0(t)|
so that B satisfies the condition (C1); notice that B(0) = A(0). Let Γ
correspond to B as provided by Lemma A.2. If t¯ > 0 is chosen sufficiently
small, then Γ(t) is invertible for t ∈ [0, t¯ ].
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Assume now that ∆˜ solves the equation
t
d∆˜
dt
= −A(0) ∆˜ + Γ−1(t) b2(t,Γ(t)∆˜) (A.18)
on some interval I ⊂]0, t¯ ]. Then ∆ := Γ ∆˜ solves (A.17) on I:
t
d∆
dt
= t
dΓ
dt
∆˜ + Γ t
d∆˜
dt
= (−B(t) Γ + ΓB(0)) ∆˜ + Γ
(
−A(0) ∆˜ + Γ−1(t) b2(t,Γ(t)∆˜)
)
.
By Taylor expansion we see that the function c2(t, ∆˜) := Γ
−1(t) b2(t,Γ(t)∆˜)
in (A.18) satisfies the condition (C2) for t ∈ [0, t¯ ] and ∆˜ in a suitable
ball about the origin. Hence Lemma A.3 provides a constant δ˜ > 0 and
a function γ2 such that for all data t0 ∈ ]0, t¯[ and z0 ∈ Bδ˜(0) and with
z(t) = (t/t0)
−A(0)z0 the function ∆˜(t) = z(t) + γ2(t, t0, z0) solves (A.18) on
[t0, t¯ ]. This in turn implies that u = γ0 +∆ = γ0 + Γ(z + γ2) solves (4.25),
and the proof is complete. ✷
B The polytropic case
To conclude this paper we quickly give the argument for proving (1.10),
which relies on the scaling property of polytropic steady states. For this
argument we consider the more general ansatz
f(x, v) = (E0 − E)k+Ll. (B.1)
We fix k and l which lead to steady states with finite radius and finite mass,
and we fix one such state (f˜ , U˜) of finite, positive mass and denote its cut-off
energy by E˜0. Then the scaling transformation
f(x, v) = β−
4k+2l
2l+2 f˜
(
β−
2(k+l)+1
2+2l x, βv
)
, (B.2)
E0 − U(x) = β−2
(
E˜0 − U˜
(
β−
2(k+l)+1
2+2l x
))
(B.3)
with β > 0 yields all other polytropic steady states with the same k and
l and finite positive mass and radius. To check this is a straight forward
computation which crucially relies on the fact that for such polytropes,
ρ(x) = c (E0 − U(x))k+l+3/2+ ,
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Figure 2: Mass-radius diagram for the Wilson model
which implies that ρ inherits a corresponding scaling law. In other words,
all the members of the one-parameter family of steady states corresponding
to the fixed choice of k and l are obtained from a fixed one by such a scaling
transformation. If we compute how M and R behave under this scaling and
eliminate the scaling parameter β, the relation
M(R) = C R
2(k−l)−3
2(k+l)+1
pops out, which for l = 0 reduces to (1.10).
Numerically, we have observed a relation between the Woolley-Dickens,
King, or Wilson models on the one hand and certain polytropes on the other
hand, which we want to illustrate for the Wilson case. For η = E0 − E > 0
small, i.e., close to the cut-off energy, the Wilson ansatz satisfies the relation
φ(η) = eη − 1− η = 1
2
η2 +O(η3), η → 0.
In Figure 2 we plot the numerically computed mass-radius spiral for the
Wilson model and the exact curve for the polytrope with k = 2 and a
factor 1/2. We see that the mass-radius spiral for the Wilson model lies
completely below the polytropic curve. In particular, this indicates that for
the Wilson model mass and radius are finite for all γ > 0. The same relation
is numerically observed between the Woolley-Dickens or King model and the
corresponding polytropes with k = 0 or k = 1, respectively, but a rigorous
investigation of this relation must be postponed to future research.
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