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MASON’S THEOREM WITH A DIFFERENCE RADICAL
KATSUYA ISHIZAKI, RISTO KORHONEN, NAN LI, AND KAZUYA TOHGE
Abstract. Differential calculus is not a unique way to observe polynomial
equations such as a+b = c. We propose a way of applying difference calculus to
estimate multiplicities of the roots of the polynomials a, b and c satisfying the
equation above. Then a difference abc theorem for polynomials is proved using
a new notion of a radical of a polynomial. Two results on the non-existence
of polynomial solutions to difference Fermat type functional equations are
given as applications. We also introduce a truncated second main theorem
for differences, and use it to consider difference Fermat type equations with
transcendental entire solutions.
1. Introduction
Mason’s theorem states that if relatively prime polynomials a, b and c, not all
of them identically zero, satisfy
a+ b = c,
then deg c ≤ deg rad(abc)− 1, where the radical rad(abc) is the product of distinct
linear factors of abc [11, 14], see also [13]. An elementary application of Mason’s
theorem is that if x, y and z are non-trivial relatively prime polynomials satisfying
(1.1) xn + yn = zn,
where n ∈ N, then n ≤ 2. Mason’s theorem is a counterpart of the abc conjecture
in number theory, while its consequence described above is Fermat’s last theorem
for polynomials (see, e.g., [8, 9]).
Fermat type functional equations, such as (1.1) and its generalizations have
been studied over many function fields [2, 5, 7] (see also, e.g., [3] and the references
therein). For instance, if
(1.2) fn1 + f
n
2 + · · ·+ fnm = 1
has a solution consisting of m polynomials f1, f2, . . . , fm, then n ≤ m2 − m − 1.
For rational, entire and meromorphic solutions the corresponding bounds are n ≤
m2 − 2, n ≤ m2 − m and n ≤ m2 − 1, respectively [5]. Hayman [6] calls the
problem of finding the smallest m = G0(n) for which a solution of (1.2) exists as
the Super-Fermat problem. A difference analogue of (1.2) was studied by the third
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author [10], who obtained similar bounds for a difference counterpart of (1.2) under
certain conditions on the value distribution of solutions.
The purpose of this paper is to introduce a difference counterpart of the radical,
and to use it to prove a difference analogue of Mason’s theorem, as well as a
truncated version of the difference second main theorem for holomorphic curves.
As applications we prove two results on the non-existence of polynomial solutions
to difference Fermat type equations, and two non-existence results on difference
Fermat type equations with transcendental entire solutions.
2. Difference radical
Let p 6≡ 0 be a polynomial in C[z], and let κ ∈ C\{0}. We define the κ-difference
radical ra˜dκ(p) of p as
ra˜dκ
(
p(z)
)
=
∏
w∈C
(z − w)dκ(w),
where
dκ(w) = ordw(p)−min{ordw(p), ordw+κ(p)}
with ordw(p) ≥ 0 being the order of zero of the polynomial p at w ∈ C. This
corresponds to the way to define the usual radical rad p as
rad p(z) =
∏
w∈C
(z − w)d(w),
where
d(w) = ordw(p)−min{ordw(p), ordw(p′)} ∈ {0, 1}.
Now, by defining n˜κ(p) = deg ra˜dκ(p), it follows that n˜κ(p) is the number of zeros of
p appearing non-periodically with respect to the constant κ, where the multiplicities
of the zeros are taken into account. In other words,
(2.1) n˜κ(p) =
∑
w∈C
(ordw(p)−min{ordw(p), ordw+κ(p)}) .
For example, if p has zeros of order 2, 1 and 3 at z0, z0+1 and z0+2, respectively,
and no zero at z0+3, then the zero of p at z0 is counted once in n˜1(p) and the zero
at z0 + 2 three times in n˜1(p), while the zero at z0 + 1 is not counted in n˜1(p).
In addition, we define ∆κp = p(z + κ)− p(z), and use the notation gcd(p, q) to
denote the greatest common divisor of p and q over C[z].
Lemma 2.1. Let p 6≡ 0 be a polynomial in C[z]. Then,
p = gcd(p,∆κp) · ra˜dκ(p)
and therefore
deg p = deg gcd(p,∆κp) + n˜κ(p).
Proof. We may write p in the form
(2.2) p(z) = γ
m∏
i=1
li∏
j=0
(z − βi + jκ),
where γ ∈ C and li ∈ N ∪ {0}. Note that the roots of p are repeated in (2.2)
the number of times according to their multiplicity, so the case βi = βk, i 6= k, is
allowed. More precisely, for a zero of p(z), if ordβ(p) > ordβ+κ(p), then β is entered
ordβ(p) − ordβ+κ(p) times as one of the ‘{βi}’ in (2.2). If ordβ(p) ≤ ordβ+κ(p),
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then β is not entered as one of the ‘{βi}’ in (2.2). Moreover, we may assume in
(2.2) that βs 6= βt − (lt + 1)κ for any s, t = 1, 2, . . . ,m, since otherwise, we can
combine two products as
lt∏
j=0
(z − βt + jκ) ·
ls∏
j=0
(z − βs + jκ) =
lt+ls+1∏
j=0
(z − βt + jκ).
Now, by (2.2), the difference radical satisfies the simple representation
ra˜dκ(p(z)) =
m∏
i=1
(z − βi).
In fact, for each i ∈ {1, . . . ,m} we have
dκ(βi − jκ) =
{
1−min(1, 1) = 0 (1 ≤ j ≤ ℓi),
1−min(1, 0) = 1 (j = 0).
From (2.2), we have
p(z + κ) = γ
m∏
i=1
li∏
j=0
(z − βi + (j + 1)κ),
and so
p(z) = gcd (p(z), p(z + κ)) · ra˜dκ
(
p(z)
)
.
Since
gcd (p(z), p(z + κ)) = gcd (p(z), p(z + κ)− p(z)) = gcd (p(z),∆κp(z)) ,
it follows that
p(z) = gcd (p(z),∆κp(z)) · ra˜dκ
(
p(z)
)
.
Therefore,
deg p = deg gcd(p,∆κp) + deg ra˜dκ(p) = deg gcd(p,∆κp) + n˜κ(p).

In what follows we denote n¯(p) = deg rad p for the number of all the distinct
roots of p(z). Then, as Laeng [8] observed, we obtain the following properties for n¯:
(1) n¯(p) ≤ deg p for any p(z) ∈ C[z];
(2) n¯(pm) = n¯(p) for any p(z) ∈ C[z] and m ∈ N;
(3) n¯(pq) ≤ n¯(p) + n¯(q) for any p(z), q(z) ∈ C[z], where the equality holds
exactly when p(z) and q(z) are relatively prime.
Of the κ-difference analogue n˜κ, those properties change slightly but significantly.
In fact, our definition (2.1) of n˜κ(p) implies:
(1˜) n˜κ(p) ≤ deg p for any p(z) ∈ C[z];
(2˜) n˜κ(p
m) = m · n˜κ(p) for any p(z) ∈ C[z] and m ∈ N;
(3˜) n˜κ(pq) ≤ n˜κ(p) + n˜κ(q) for any p(z), q(z) ∈ C[z], where the equality holds
exactly when both ra˜d−κ(p(z + κ)) and ra˜dκ(q(z)), as well as ra˜dκ(p(z))
and ra˜d−κ(q(z + κ)) are relatively prime.
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3. Difference Analogue of Mason’s theorem
The following theorem is a difference analogue of Mason’s theorem, or in other
words, a difference abc theorem for polynomials.
Theorem 3.1. Let a, b and c be relatively prime polynomials in C[z] such that
(3.1) a+ b = c
and such that a, b and c are not all constant. Then,
max{deg a, deg b, deg c} ≤ n˜κ(a) + n˜κ(b) + n˜κ(c)− 1,
where κ ∈ C \ {0}.
Proof. Without loss of generality we may assume that max{deg a, deg b, deg c} =
deg c. From (3.1) it follows that
∆κa+∆κb = ∆κc.
Thus
(3.2) a∆κa+ a∆κb = a∆κc
and
(3.3) a∆κa+ b∆κa = c∆κa.
By subtracting (3.3) from (3.2), we have
a∆κb− b∆κa = a∆κc− c∆κa,
and so gcd(a,∆κa), gcd(b,∆κb) and gcd(c,∆κc) are all factors of a∆κb − b∆κa.
Since a, b and c are relatively prime, it follows that also gcd(a,∆κa), gcd(b,∆κb)
and gcd(c,∆κc) are relatively prime. Therefore,
gcd(a,∆κa) gcd(b,∆κb) gcd(c,∆κc)
is a factor of a∆κb− b∆κa, which implies that
(3.4) deg gcd(a,∆κa) + deg gcd(b,∆κb) + deg gcd(c,∆κc) ≤ deg a+ deg b− 1
provided that a∆κb− b∆κa 6= 0. But if
(3.5) a∆κb− b∆κa = 0,
then a∆κb = b∆κa, and so a is a factor of b∆κa. Since a and b have no common
factors, it follows that a is a factor of ∆κa. This is only possible if ∆κa = 0.
Similarly, under the assumption (3.5) it follows that ∆κb = 0 and ∆κc = 0, which
contradicts the assumption of the theorem. Hence, (3.5) cannot hold and (3.4) is
valid. By adding deg c to both sides of (3.4) and reorganizing the terms, we have
deg c ≤ deg a− deg gcd(a,∆κa) + deg b− deg gcd(b,∆κb)
+ deg c− deg gcd(c,∆κc)− 1.
The assertion follows by Lemma 2.1. 
Example 3.2. We can see that the assertion of Theorem 3.1 is sharp by the
example a(z) = (z + α)(z + α + κ), b(z) = −(z + β)(z + β + κ), and c(z) =
2(α − β)(z + (α + β + κ)/2), where α, β ∈ C such that β 6= α 6= β ± κ. Namely,
then a, b and c are relatively prime polynomials in C[z] such that a + b = c,
and such that none of the differences ∆κa, ∆κb and ∆κc is identically zero. In
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addition, max{deg a, deg b, deg c} = 2, n˜κ(a) = 1, n˜κ(b) = 1, n˜κ(c) = 1 and
n˜κ(a) + n˜κ(b) + n˜κ(c)− 1 = 2.
Example 3.2 shows that Theorem 3.1 is sharp when max{deg a, deg b, deg c} = 2.
The following example demonstrates the sharpness of Theorem 3.1 for the case
max{deg a, deg b, deg c} = 4 and κ = 1.
Example 3.3. Set ν =
1 +
√
3i
2
noting that ν3 = −1, and set α = 1 − ν, β = ν.
Define
a(z) = A(z + α)2(z + α+ 1)2, b(z) = −A(z + β)2(z + β + 1)2,
c(z) = z(z + 1)(z + 2) with A =
i
4
√
3
.
Then a, b and c satisfy (3.1), and max{deg a, deg b, deg c} = 4, n˜1(a) = 2, n˜1(b) =
2, n˜1(c) = 1.
The following result extends Theorem 3.1 for m+ 1 polynomials.
Theorem 3.4. Let a1, . . . , am+1 be relatively prime polynomials in C[z] such that
(3.6) a1 + . . .+ am = am+1,
and such that a1, . . . , am are linearly independent over C. Then,
(3.7) max
1≤i≤m+1
{deg ai} ≤
m+1∑
i=1
n˜[m−1]κ (ai)−
1
2
m(m− 1),
where we denote
(3.8) n˜[m−1]κ (ai) = deg ra˜d
[m−1]
κ (ai) =
∑
w∈C
(
ordw(ai)− min
0≤j≤m−1
{
ordw+jκ(ai)
})
and κ ∈ C \ {0}.
Proof. Now we consider the Casoratian Cκ(z) 6≡ 0 of a1(z), . . . , am(z). Let z0 be a
zero of some ai(z) with 1 ≤ i ≤ m + 1. Then Cκ(z) has also a zero at z = z0 of
multiplicity not smaller than
min
0≤j≤m−1
{ordz0(ai(z + jκ))}.
Therefore, under the assumption of the relative primeness we see that
q(z) :=
m+1∏
i=1
gcd
(
ai(z), ai(z + κ), . . . , ai
(
z + (m− 1)κ))
divides Cκ(z), so that there exists a polynomial p(z) ∈ C[z] satisfying Cκ(z) =
p(z)q(z). Note that the degree of q(z) is not less than
m+1∑
i=1
∑
w∈C
min
0≤j≤m−1
{
ordw(ai(z + jκ))
}
=
m+1∑
i=1
[∑
w∈C
ordw(ai)− n˜[m−1]κ (ai)
]
by means of the notation (3.8).
On the other hand, the degree of Cκ(z) is never beyond any sum of distinct m
of the deg ai(z) (1 ≤ i ≤ m + 1) minus
∑m−1
ℓ=0 ℓ = m(m − 1)/2 as the sum of
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deg
(
∆ℓκaiν
)
for the mutually distinct m integers iν ∈ {1, . . . ,m,m+ 1}. Hence we
obtain
min
1≤k≤m+1
∑
1≤i≤m+1,i6=k
deg ai − 1
2
m(m− 1) ≥
m+1∑
i=1
[∑
w∈C
ordw(ai)− n˜[m−1]κ (ai)
]
=
m+1∑
i=1
deg ai −
m+1∑
i=1
n˜[m−1]κ (ai).
This implies our desired estimate
max
1≤i≤m+1
{deg ai} ≤
m+1∑
i=1
n˜[m−1]κ (ai)−
1
2
m(m− 1).

Note that n˜
[m−1]
κ (ai) in the above estimate cannot be replaced by n˜κ(ai) =
deg ra˜dκ(ai) to obtain
(3.9) max
1≤i≤m+1
{deg ai} ≤
m+1∑
i=1
deg ra˜dκ(ai)− 1
2
m(m− 1).
By definition
n˜[m−1]κ (ai)− n˜κ(ai) =
∑
w∈C
[
min{ordw(ai), ordw+κ(ai)
}− min
0≤j≤m−1
{
ordw+jκ(ai)
]
is always non-negative so that n˜
[m−1]
κ (ai) ≥ n˜κ(ai). Example 3.5 below shows that
(3.9) does not hold in general when m > 2. If one wished to use the radicals
ra˜dκ(ai) in (3.7), it is possible to use such estimates as
n˜[m−1]κ (ai) =
∑
w∈C
{
ordw(ai)−min
{
ordw(ai), ordw+κ(ai), . . . , ordw+(m−1)κ(ai)
}}
=
∑
w∈C
max
{
0, ordw(ai)− ordw+κ(ai), . . . , ordw(ai)− ordw+(m−1)κ(ai)
}
≤
∑
w∈C
max
{
0, ordw(ai)− ordw+κ(ai)
}
+ · · ·
+
∑
w∈C
max
{
0, ordw(ai)− ordw+(m−1)κ(ai)
}
=
∑
w∈C
{
ordw(ai)−min
{
ordw(ai), ordw+κ(ai)
}}
+ · · ·
+
∑
w∈C
{
ordw(ai)−min
{
ordw(ai), ordw+(m−1)κ(ai)
}}
= n˜κ(ai) + · · ·+ n˜(m−1)κ(ai) =
m−1∑
j=1
n˜jκ(ai),
which can be sharp when m = 2 but the following example shows this is a crude
estimate for our purposes.
Example 3.5. Given c ∈ C \ {0}, we have the identity
(z2 − c2){(z + 1)2 − c2}+ (z2 + c2){(z + 1)2 + c2} = 2z2(z + 1)2 + 2c4.
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Thus we have a solution (a1, a2, a3, a4) to the equation
a1 + a2 + a3 = a4
with m = 3, such that {a1, a2, a3} is a linear independent system of relatively prime
polynomials by requiring c 6= 0,±1,±√−1. In fact, we put
p1(z) = z
2 − c2, p2(z) = z2 + c2, p3(z) =
√−2 z2
and
a1(z) = p1(z)p1(z + 1), a2(z) = p2(z)p2(z + 1), a3(z) = p3(z)p3(z + 1),
and a4(z) = 2c
4. Then we have max1≤i≤4{deg ai} = 4 and
3∑
i=1
deg ra˜d1(ai) = 2 + 2 + 2 = 6
by observing the zeros of ai (i = 1, 2, 3), respectively. Hence it is not possible
for us to replace
∑m+1
i=1 n˜
[m−1]
κ (ai) in the above estimate by
∑m+1
i=1 n˜κ(ai), since
1
2m(m− 1) = 3. On the other hand, this example gives
4∑
i=1
n˜
[2]
1 (ai) = 4 + 4 + 4 = 12,
so that this is far from an example to confirm whether our estimate is sharp, un-
fortunately. For this purpose, one needs to consider such an example that the ai(z)
are of the form ai(z) = pi(z)pi(z + κ) · · · pi
(
z + (n − 1)κ) for n ≥ m so that
min0≤j≤m−1
{
ordw+jκ(ai)
}
is positive at a zero of ai(z). Note that this quantity is
always zero when n < m and the zeros of pi(z) appear non-periodically with respect
to κ.
The following example observes the acuity of Theorem 3.4 in the case when
m = 3 with κ = 1.
Example 3.6. Define
a1(z) = A(z + α)(z + α+ 1)(z + α+ 2)
2,
a2(z) = B(z + β)(z + β + 1)(z + β + 2)
2,
a3(z) = −(A+B)z(z + 1)(z + 2)(z + 3).
By simple computations, we see that a1(z) + a2(z)+ a3(z) reduces to a polynomial,
say a4(z), of degree at most 1 when α 6= −1/4 and
(3.10) β =
2α+ 1
8α− 2 , B = −
(4α− 1)2
3
A.
Indeed, we have with (3.10)
a1(z) + a2(z) + a3(z) =
A(8α2 − 4α− 1) (32α3 − 8α2 + 4α− 1)
4(1− 4α)2 z
+
A(8α2 − 4α− 1) (32α4 + 160α3 − 8α2 + 8α− 3)
16(1− 4α)2 .
We can choose α so that aj(z), j = 1, 2, 3, 4 are relatively prime. Then aj satisfy
(3.6), and max
1≤j≤4
{deg aj} = 4, n˜[2]1 (a1) = 3, n˜[2]1 (a2) = 3, n˜[2]1 (a3) = 2. If a4(z) is
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non-constant, then n˜
[2]
1 (a4) = 1 which gives 4 ≤ 6, which is not enough to show
the sharpness of Theorem 3.4 for the case m = 3. Next, we set α =
i
2
√
2
and
A = 2 −
√
2i. Then β = − i
2
√
2
, B = 2 +
√
2i, and a4(z) reduces to a constant
− 9
16
, which gives a somewhat sharper estimate 4 ≤ 5 for Theorem 3.4 when am+1
is a constant.
4. Polynomial solutions of Fermat type difference equations
Factorial polynomial is defined as
tn = t(t+ 1) · · · (t+ n− 1).
We extend this notation for the factorial of a polynomial p in C[z] as
[p]nκ = p(z)p(z + κ) · · · p(z + (n− 1)κ),
where the shift κ ∈ C \ {0}.
As a consequence of Theorem 3.1 we obtain the following result on the non-
existence of polynomial solutions to a difference Fermat equation.
Theorem 4.1. Let κ ∈ C \ {0}, n ∈ N and a, b, c ∈ C[z], not all constant. If [a]n¯κ,
[b]n¯κ and [c]
n¯
κ are relatively prime and satisfy
(4.1) [a]n¯κ + [b]
n¯
κ = [c]
n¯
κ,
then n ≤ 2. If at least one of a, b and c is constant, then n = 1.
Proof. Suppose first that none of a, b and c is constant. If (4.1) holds, then by
Theorem 3.1, we have
deg[a]nκ ≤ max{deg[a]nκ, deg[b]nκ, deg[c]nκ}
≤ n˜κ([a]nκ) + n˜κ([b]nκ) + n˜κ([c]nκ)− 1
≤ deg a+ deg b+ deg c− 1.
Since deg[a]nκ = n deg a, it follows that
(4.2) n deg a ≤ deg a+ deg b+ deg c− 1.
By repeating the same argument for b and c instead of a, we have
(4.3) n deg b ≤ deg a+ deg b+ deg c− 1
and
(4.4) n deg c ≤ deg a+ deg b+ deg c− 1.
By combining (4.2), (4.3) and (4.4), it follows that
n(deg a+ deg b+ deg c) ≤ 3(deg a+ deg b+ deg c)− 3,
and so n ≤ 2.
Assume now that at least one of a, b and c is constant. Then by (4.1) exactly
one of them, say c, is constant. Then, by (4.2) and (4.3), we have
n(deg a+ deg b) ≤ 2(deg a+ deg b)− 2,
which implies that n ≤ 1. 
The following example shows that the assertion of Theorem 4.1 is sharp.
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Example 4.2. Choosing κ = 1 and defining
a(z) = z2,
b(z) = − i
2
(√
2z2 + 2z −
√
2
)
,
c(z) = −1
2
(√
2z2 − 2z −
√
2
)
,
it follows that [a]2¯1, [b]
2¯
1 and [c]
2¯
1 have no common factors, and they satisfy (4.1)
with n = 2.
Remark. The assertions of Lemma 2.1 and of Theorems 3.1 and 4.1 remain
valid in a more general setting where the polynomials are in k[z], where k is any
algebraically closed field.
The following theorem extends Theorem 4.1 to equations with arbitrarily many
terms.
Theorem 4.3. If m ≥ 2 and p1, . . . , pm+1 are non-constant polynomials in C[z]
such that [p1]
n¯
κ, [p2]
n¯
κ , . . . , [pm+1]
n¯
κ are relatively prime and satisfy
(4.5) [p1]
n¯
κ + [p2]
n¯
κ + · · ·+ [pm]n¯κ = [pm+1]n¯κ
for some κ ∈ C \ {0} and n ∈ N, then
(4.6) n ≤ m2 − 1− m(m− 1)
2max1≤i≤m+1 deg pi
.
Proof. We may assume, without loss of generality, that [p1]
n¯
κ , [p2]
n¯
κ, . . . , [pm]
n¯
κ are
linearly independent. For otherwise we may eliminate some of the polynomials from
(4.5) to obtain a shorter equation, which is of the same form, but contains only
linearly independent terms. Suppose first that n ≥ m. By using Theorem 3.4 we
obtain
n · max
1≤i≤m+1
deg pi ≤
m+1∑
i=1
deg ra˜d[m−1]κ ([pi]
n¯
κ)−
1
2
m(m− 1).(4.7)
Further we have
deg ra˜d[m−1]κ ([pi]
n¯
κ) =
∑
w∈C
{
ordw([pi]
n¯
κ)
−min{ordw([pi]n¯κ), ordw+κ([pi]n¯κ), . . . , ordw+(m−1)κ([pi]n¯κ)}}
=
∑
w∈C
{
ordw(pi) + ordw+κ(pi) + · · ·+ ordw+(n−1)κ(pi)
−min{ordw(pi) + ordw+κ(pi) + · · ·+ ordw+(n−1)κ(pi),
ordw+κ(pi) + ordw+2κ(pi) + · · ·+ ordw+nκ(pi), . . . ,
ordw+(m−1)κ(pi) + ordw+mκ(pi) + · · ·+ ordw+(n+m−2)κ(pi)
}}
≤
∑
w∈C
{
ordw(pi) + ordw+κ(pi) + · · ·+ ordw+(m−2)κ(pi)
}
≤ (m− 1) deg pi,
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since, when m ≤ n, it follows
min
{
ordw(pi) + ordw+κ(pi) + · · ·+ ordw+(n−1)κ(pi),
ordw+κ(pi) + ordw+2κ(pi) + · · ·+ ordw+nκ(pi), . . . ,
ordw+(m−1)κ(pi) + ordw+mκ(pi) + · · ·+ ordw+(n+m−2)κ(pi)
}
≥ ordw+(m−1)κ(pi) + ordw+mκ(pi) + · · ·+ ordw+(n−1)κ(pi).
Therefore (4.7) gives
n · max
1≤i≤m+1
deg pi ≤ (m+ 1)(m− 1) max
1≤i≤m+1
deg pi − 1
2
m(m− 1),
which implies the assertion in the case n ≥ m.
Assume now that m > n. Then n ≤ m− 1, and thus we have
deg
(
ra˜d[m−1]κ ([pi]
n¯
κ)
) ≤ n deg(pi) ≤ (m− 1) deg(pi).
Therefore, by using Theorem 3.4, the assertion follows. 
Example 4.4. We consider the sharpness of the inequality (4.6) in the case m = 2.
Let us first look at the case where the maximal degree of the polynomial solutions of
(4.5) is one. In this case it can be seen by a direct substitution of arbitrary linear
polynomials into (4.5) that such solutions are never relatively prime when n = 2.
If the maximal degree of the polynomial solutions is two, then by Theorem 4.3 we
have n ≤ 5/2. In Example 4.2 we have given a solution for the equation (4.5) with
m = 2 and n = 2, which is optimal in this case, since n is an integer.
Theorem 4.3 immediately implies an upper bound for n in (4.5), which only
depends on m as follows.
Corollary 4.5. If the assumptions of Theorem 4.3 are satisfied, then n ≤ m2 − 2.
Choosing m = 2 in Corollary 4.5 implies the first assertion of Theorem 4.1,
namely that n ≤ 2.
The final two results of this section deal with another canonical form of difference
Fermat equations.
Theorem 4.6. If m ≥ 2 and p1, . . . , pm are non-constant polynomials in C[z] such
that [p1]
n¯
κ , [p2]
n¯
κ, . . . , [pm]
n¯
κ are relatively prime and satisfy
(4.8) [p1]
n¯
κ + [p2]
n¯
κ + · · ·+ [pm]n¯κ = 1
for some κ ∈ C \ {0} and n ∈ N, then
n ≤ m2 −m− m(m− 1)
2max1≤i≤m deg pi
.
Proof. From Theorem 3.4 we have
n · max
1≤i≤m
deg pi ≤
m∑
i=1
deg ra˜d[m−1]κ ([pi]
n¯
κ)−
1
2
m(m− 1),
and so a similar discussion as in the proof of Theorem 4.3 implies the assertion. 
Corollary 4.7. If the assumptions of Theorem 4.6 are satisfied, then n ≤ m2 −
m− 1.
If at least one of the polynomials in the equation (4.5) is constant, then (4.5)
reduces into (4.8). In particular, when m = 2, Corollary 4.7 then implies the second
assertion of Theorem 4.1, namely that n = 1.
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5. Transcendental entire solutions of Fermat type difference
equations
In this section we extend the results obtained in Section 4 for the case of entire
solutions of hyper-order strictly less than one. The hyper-order of an entire function
g is defined as
ρ2(g) = lim sup
r→∞
log+ log+ T (r, g)
log r
,
where T (r, g) is the Nevanlinna characteristic function of g. For κ ∈ C \ {0} we
denote by P1κ the field of period κ meromorphic functions of hyper-order strictly
less than one.
In the case of hyper-order ≥ 1, for an arbitrary integer n ≥ 2 there exists
a transcendental entire function f(z) such that [f ]n¯κ reduces to a constant. For
example, consider f(z) = exp
(
π(z)ωz/κ
)
where π(z) is a κ-periodic entire function
of order ρ(≥ 1) and ω 6= 1 is an nth root of unity. Then we have ρ2(f) = ρ and
(5.1)
[f ]n¯κ =
n−1∏
j=0
f(z + jκ) =
n−1∏
j=0
exp
(
π(z)ωz/κωj
)
= exp
π(z)ωz/κ n−1∑
j=0
ωj
 ≡ e0 = 1.
Here we have applied an existence theorem of prime periodic entire functions by
M. Ozawa [12, Theorems 1 and 2], where he proved that for arbitrarily given
κ 6= 0 and ρ (1 ≤ ρ ≤ ∞), there exists a κ-periodic entire function π(z) of order
ρ. Examples of the type (5.1) are in stark contrast to the behavior of polynomials,
and so we want to rule them out in this note.
Proposition 5.1. Let m ≥ 2 and let f1, . . . , fm be non-constant entire functions
such that ρ2(fi) < 1 for all i ∈ {1, . . . ,m}, and such that [f1]n¯κ , [f2]n¯κ , . . . , [fm]n¯κ are
linearly independent over P1κ and furthermore [f1]n¯κ, [f2]n¯κ, . . . , [fm]n¯κ and [fm+1]n¯κ
have no common zeros. If
[f1]
n¯
κ + [f2]
n¯
κ + · · ·+ [fm]n¯κ = [fm+1]n¯κ
for some κ ∈ C \ {0} and n ∈ N, then n ≤ m2 − 1.
In Proposition 5.1 we have assumed that the entire functions [f1]
n¯
κ, [f2]
n¯
κ, . . . , [fm+1]
n¯
κ
do not have common zeros in an analogy of the assumption of relative primeness
of the polynomials in Theorem 4.3.
Proposition 5.2. Let m ≥ 2 and let f1, . . . , fm be non-constant entire functions
such that ρ2(fi) < 1 for all i ∈ {1, . . . ,m}, and such that [f1]n¯κ , [f2]n¯κ , . . . , [fm]n¯κ are
linearly independent over P1κ. If
[f1]
n¯
κ + [f2]
n¯
κ + · · ·+ [fm]n¯κ = 1,
for some κ ∈ C \ {0} and n ∈ N, then n ≤ m2 −m.
Before we can prove Propositions 5.1 and 5.2, we need to introduce tools to
handle entire functions. In particular, we will consider an extension of the notion
of difference radical for entire functions, and define the corresponding Nevanlinna
counting functions.
The order of a holomorphic curve g : C→ Pn is defined by
σ(g) = lim sup
r→∞
log+ Tg(r)
log r
,
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where log+ x = max{0, logx} for all x ≥ 0, and
Tg(r) :=
∫ 2π
0
u(reiθ)
dθ
2π
− u(0), u(z) = sup
k∈{0,...,n}
log |gk(z)|,
is the Cartan characteristic function of g with the reduced representation g = [g0 :
· · · : gn]. Similarly, the hyper-order of g : C→ Pn is
ς(g) = lim sup
r→∞
log+ log+ Tg(r)
log r
.
The following lemma [4, Lemma 8.3] is a useful tool in dealing with shifts in char-
acteristic and Nevanlinna counting functions.
Lemma 5.3 ([4]). Let T : [0,+∞) → [0,+∞) be a non-decreasing continuous
function and let s ∈ (0,∞). If the hyper-order of T is strictly less than one, i.e.,
lim sup
r→∞
log logT (r)
log r
= ς < 1
and δ ∈ (0, 1− ς), then
T (r + s) = T (r) + o
(
T (r)
rδ
)
,
where r runs to infinity outside of a set of finite logarithmic measure.
We denote by D(s, z0) = {z ∈ C : |z − z0| ≤ s} the closed disc of radius s > 0
centred at z0 ∈ C. We define, as in [1], the order ordζ(f) of a meromorphic function
f at ζ ∈ C as the unique µ ∈ Z such that
lim
z→ζ
f(z)
(z − ζ)µ ∈ C \ {0}.
With this notation ordζ(f) > 0 if and only if f has a zero of order ordζ(f) at ζ,
and ordζ(f) < 0 if and only if f has a pole of order −ordζ(f) at ζ. We also adopt
the notation ord+ζ (f) = max{0, ordζ(f)} and ord−ζ (f) = max{0,−ordζ(f)}. Now,
given q ∈ N, we define
n˜[q]κ
(
r,
1
f
)
=
∑
w∈D(0,r)
(
ord+w(f)− min
0≤j≤q
{ord+w+jκ(f)}
)
as a difference analogue of the truncated counting function for the zeros of f . The
corresponding integrated counting function is defined in the usual way as
(5.2) N˜ [q]κ
(
r,
1
f
)
=
∫ r
0
n˜
[q]
κ (t, 1/f)− n˜[q]κ (0, 1/f)
t
dt+ n˜[q]κ (0, 1/f) log r.
Also, by defining
λ2(f) = lim sup
r→∞
log+ log+N
(
r, 1f
)
log r
,
it follows that λ2(f) ≤ ρ2(f). The following lemma demonstrates how the trunca-
tion works with the counting function (5.2).
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Lemma 5.4. Let f 6≡ 0 be entire, let κ ∈ C \ {0} and let n, q ∈ N. If λ2(f) < 1,
then
N˜ [q]κ
(
r,
1
[f ]nκ
)
≤ qN
(
r,
1
f
)
+ o (N(r, 1/f))
as r →∞ outside of an exceptional set of finite logarithmic measure.
Proof. Suppose first that n > q. Then by definition
n˜[q]κ
(
r,
1
[f ]nκ
)
=
∑
w∈D(0,r)
(
n−1∑
i=0
ord+wf(z + iκ)− min
j∈{0,...,q}
{
n−1∑
i=0
ord+w+jκf(z + iκ)
})
=
∑
w∈D(0,r)
(
n−1∑
i=0
ord+w+iκ(f)− min
j∈{0,...,q}
{
n−1∑
i=0
ord+w+(i+j)κ(f)
})
.
(5.3)
Each term in the minimum on the right hand side of (5.3) contains the sum∑n−1
i=q ord
+
w+iκ(f). To see this, we may write
∑n−1
i=0 ord
+
w+(i+j)κ(f) =
∑n+j−1
k=j ord
+
w+kκ(f),
if necessary. Therefore, it follows by (5.3) that
n˜[q]κ
(
r,
1
[f ]nκ
)
≤
∑
w∈D(0,r)
n−1∑
i=0
ord+w+iκ(f)−
n−1∑
i=q
ord+w+iκ(f)

=
∑
w∈D(0,r)
(
q−1∑
i=0
ord+w+iκ(f)
)
=
q−1∑
i=0
n
(
r,
1
f(z + iκ)
)
.
(5.4)
By integrating (5.4) it follows that
(5.5) N˜ [q]κ
(
r,
1
[f ]nκ
)
≤
q−1∑
i=0
N
(
r,
1
f(z + iκ)
)
,
since n > q. If n ≤ q, the inequality (5.5) holds trivially, so in fact we have (5.5)
for all n ∈ N. The assertion now follows by Lemma 5.3. 
The following result is a truncated second main theorem for differences.
Theorem 5.5. Let g1, . . . , gm be m ≥ 2 entire functions with no common zeros,
linearly independent over P1κ, and let gm+1 = g1 + · · · + gm. If the holomorphic
curve g = [g1 : · · · : gm] satisfies ς(g) < 1, then
(5.6) Tg(r) ≤
m+1∑
j=1
N˜ [m−1]κ
(
r,
1
gj
)
+ o
(
Tg(r)
r1−ς(g)−ε
)
,
where κ ∈ C \ {0}, ε > 0, and r → ∞ outside of an exceptional set of finite
logarithmic measure.
Proof. Denote by Cκ(g1 . . . gm) the Casoratian of g1, . . . , gm, and define
G = g1 · · · gm+1/Cκ(g1 . . . gm).
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Suppose w is a zero of G. We assert that
(5.7) ord+w(G) ≤
m+1∑
j=1
(
ord+w(gj)− min
i∈{0,...,m−1}
{ord+w+iκ(gj)}
)
.
To confirm this, we write
1
G
=
ǫ
gl0
·
∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
gl1 (z+κ)
gl1 (z)
gl2 (z+κ)
gl2 (z)
. . .
glm (z+κ)
glm (z)
...
...
. . .
...
gl1 (z+(m−1)κ)
gl1 (z)
gl2 (z+(m−1)κ)
gl2 (z)
. . .
glm (z+(m−1)κ)
glm (z)
∣∣∣∣∣∣∣∣∣∣
,
where ǫ ∈ {±1}, and the indexes {l1, . . . , lm} ⊂ {1, . . . ,m+1} and l0 ∈ {1, . . . ,m+
1} \ {l1, . . . , lm} depend on z so that gl0(z) 6= 0 for all z ∈ C. We see that the zeros
of G are the poles of some of glj(z + iκ)/glj(z), 1 ≤ j ≤ m, 1 ≤ i ≤ m − 1. The
maximal order of pole among the jth column in the determinant above is given by
max
i∈{0,...,m−1}
(
ord+w(glj )− {ord+w+iκ(glj )}
)
= ord+w(glj )− min
i∈{0,...,m−1}
{ord+w+iκ(glj )}.
Since gl0(z) 6= 0 for all z ∈ C, we obtain (5.7), and hence we have
(5.8) n
(
r,
1
G
)
≤
m+1∑
j=1
n˜[m−1]κ
(
r,
1
gj
)
.
The assertion now follows by integrating (5.8) and applying [4, Theorem 2.1]. 
5.1. Proof of Proposition 5.1. By denoting
(5.9) N(r) = sup
j∈{1,...,m+1}
N
(
r,
1
gj
)
,
where gj = [fj ]
n
κ, j = 1, . . . ,m+ 1, and applying (5.6) we have
N(r) ≤
m+1∑
j=1
N˜ [m−1]κ
(
r,
1
[fj ]nκ
)
+ o (Tg(r))
as r →∞ outside of an exceptional set E of finite logarithmic measure. By defining
(5.10) M(r) = sup
j∈{1,...,m+1}
N
(
r,
1
fj
)
,
we have
nM(r − n|κ|) ≤ N(r) ≤ nM(r + n|κ|)
for all r ≥ n|κ|, and so by Lemma 5.3 it follows that
N(r) = nM(r) + o(M(r))
as r →∞ outside of an exceptional set F of finite logarithmic measure. Therefore,
Lemma 5.4 yields
nM(r) = N(r) + o (M(r))
≤
m+1∑
j=1
(m− 1)N
(
r,
1
fj
)
+ o (M(r))
≤ (m+ 1)(m− 1)M(r) + o (M(r))
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as r→∞ outside of E ∪ F , and so n ≤ m2 − 1. 
5.2. Proof of Proposition 5.2. As in the proof of Proposition 5.1, we apply (5.6),
but now with gj = [fj ]
n
κ, j = 1, . . . ,m. Note that then (5.9) reduces into
N(r) = sup
j∈{1,...,m}
N
(
r,
1
gj
)
+O(1),
and we have
N(r) ≤
m∑
j=1
N˜ [m−1]κ
(
r,
1
[fj]nκ
)
+ o (Tg(r))
as r →∞ outside of an exceptional set E of finite logarithmic measure. Similarly,
(5.10) simplifies to
M(r) = sup
j∈{1,...,m}
N
(
r,
1
fj
)
+O(1),
and so
nM(r − n|κ|) ≤ N(r) ≤ nM(r + n|κ|)
for all r ≥ n|κ|. Now Lemma 5.3 yields
N(r) = nM(r) + o(M(r))
as r →∞ outside of an exceptional set F of finite logarithmic measure. Therefore,
by Lemma 5.4, we have
nM(r) = N(r) + o (M(r))
≤
m∑
j=1
(m− 1)N
(
r,
1
fj
)
+ o (M(r))
≤ m(m− 1)M(r) + o (M(r))
as r→∞ outside of E ∪ F , and so n ≤ m2 −m. 
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