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We report on a laboratory X-ray phase-contrast imaging technique based on the edge illumination
principle that substantially relaxes the existing limitations on system set up and data acquisition,
allowing an increase in tolerance of misalignments by at least two orders of magnitude. The robust-
ness of this approach was systematically studied by means of experiments with our prototype.
Numerical simulations were also performed in order to assess the dependence of the image quality
on the data acquisition scheme. The results show that errors in the positioning of the masks within
a 1 range for all the angles, and within 1mm range of translation, do not noticeably affect image
quality. We also show that, if the misalignment does not exceed few tens of micrometers, three in-
tensity projections are sufficient to effectively retrieve the three representations of the sample,
allowing for optimization of dose or time efficiency even with a non-ideal system. VC 2015
AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4931778]
X-ray phase-contrast imaging (XPCI) extends the poten-
tial of conventional radiography by introducing sensitivity
also to the phase-shifts imparted to the X-ray beam when it
passes through the sample,1,2 finding application in areas as
diverse as medicine, materials engineering, security screen-
ing, and quality control in industry. While several
approaches have been developed to perform XPCI,3 one of
the major challenges that still remains open is that of making
the potential of these methods widely available through the
development of techniques that are fast, robust, and reliable.
Edge illumination (EI)4,5 is a non-interferometric XPCI
technique enabling the quantitative retrieval of absorption,
refraction and ultra-small-angle scattering in the sample,
also under weak partial coherence.6–8 The coherence length
is typically around 0.5 lm, much smaller than the character-
istics lengths of the optical masks. The energy distribution is
usually broad, with an energy spread of DE= E ¼ 0:3 0:7.
EI was proven to provide high sensitivity, at synchrotrons as
well as in laboratory-scale implementations,9–11 to efficiently
use the entire spectrum produced by conventional X-ray
tubes12 and to be suitable for quantitative three-dimensional
imaging.13,14
Here, we propose a laboratory-based approach for multi-
modal XPCI, which uses a conventional rotating anode X-
ray source, two partially absorbing optical elements, and a
flat panel sensor. The basic mechanism for generating con-
trast is that of EI; however, the model, data acquisition, and
processing algorithm have been specifically designed to
relax the requirements on the alignment15 by more than two
orders of magnitude. This offers the possibility to overcome
the limitations related to inaccuracies in the spatial position-
ing of the optical elements. Moreover, it also corrects for the
possible errors due the precision and uniformity with which
optical masks, covering several square centimetres of field of
view, can be manufactured. The approach was experimen-
tally tested on a custom built phantom, which was imaged
while gradually degrading the accuracy of the system’s
alignment, without this affecting the resolution or the quality
of the images. A set of numerical simulations was also per-
formed in order to assess within which limits it is possible to
minimize the number of intensity projections and therefore
optimize the dose delivered to the sample.
The typical set-up for an EI experiment is composed of
an X-ray source, a mask that shapes the radiation before it
reaches the sample, and another mask that serves as an ana-
lyser, and it is placed just in front of the detector. When an
X-ray tube with an extended source is used, the very weak
coherence conditions allow for a geometrical optics descrip-
tion of the image formation. When one mask is translated by
a length x with respect to the other, the measured intensity is
given by:7
I xð Þ
I0
¼ L  Oð Þ x  DxRð Þt; (1)
where I0 is the intensity transmitted by the sample aperture,
L is the illumination function that describes how the intensity
detected changes depending upon the relative position of the
two masks, O is the scattering distribution induced by the
sample, DxR is the shift imparted to the beam by refraction, t
is the fraction of intensity transmitted through the sample,
and * indicates convolution. This convolution equation can
be written in the following form:7
I xð Þ
I0
¼ t
X
m
X
n
Amn exp 
x  lmnð Þ2
2r2mn
" #
; (2)
where LðxÞ ¼PnðAn= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2pr2np Þ exp½ðx  lnÞ2=2r2n and the
index n runs between n¼ 1 and n¼N; and OðxÞ ¼Pm
ðAm=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pr2m
p Þ exp½ðx  lmÞ2=2r2m, and the index m runs
between m¼ 1 and m¼M. The parameters are defined as
follows: lmn ¼ lm þ ln; r2mn ¼ r2m þ r2n, and Amn ¼ AmAn
ð1= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2pr2mnp Þ. This provides an analytical function that can
be used to numerically retrieve the unknown parameters, i.e.,
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the properties of the imaged sample. This retrieval approach,
as opposed to that of analytically inverting a simplified ver-
sion of Eq. (2),7 offers several advantages. It can be used
with basically any EI system, the specific parameters of
which (mask aperture, pitch, material, thickness, source size
and shape, etc.) can be unknown. The masks can be non-
ideal, e.g., they can be partially transmitting or imperfectly
regular. The illumination function can be measured experi-
mentally, and this provides a complete characterization of
the imaging system, sufficient to perform the retrieval. The
number of points and the positions at which Eq. (2) is
sampled are arbitrary, offering more flexibility from both the
experimental and the optimization point of view. This option
to choose points arbitrarily, together with the observation
that Eq. (2) holds on a pixel-by-pixel basis, enables a signifi-
cant relaxation of the requirements on system alignment.
This accounts for unavoidable inaccuracies such as the preci-
sion with which the optical elements can be fabricated or the
fact that we are analysing a spherical wavefront with a flat
mask. In addition, it takes into account also errors coming
from sources such as thermal drifts or actual mask
misalignment.
For this experiment, the scattering distribution O is
assumed to be a Gaussian (M¼ 1) while no assumptions are
made on the illumination function L, and we empirically
found that two terms (N¼ 2) are sufficient to accurately
describe it. The illumination function Lij is measured inde-
pendently for each detector pixel (i, j) without sample first.
The properties of the sample are then retrieved by using the
known form of Lij and looking at the changes in terms of
integrated area (attenuation), centre shift (refraction), and
broadening (ultra-small-angle scattering). We implemented
this by solving a non-linear curve-fitting problem, in the
least-squares sense minb
P
p ½Gðb; xpÞ  Ip2, where G is the
model function, b its set of parameters, and Ip are the X-ray
intensities measured at different illumination positions xp,
with p¼ 1…P. In other words, we searched for the set of pa-
rameters b that minimises the squared difference between
the data and the model function. The total area A, centre
position l, and width r of the intensity distribution were ini-
tially estimated directly from the data as A ¼P Ip;
l ¼P Ipxp=P Ip, and r2 ¼P Ipðxp  lÞ2=P Ip, respec-
tively, and these values were used as the initial guess for the
fitting procedure.
In order to demonstrate the robustness of the proposed
approach, we performed several scans by deliberately mis-
aligning the sample mask. With respect to the aligned posi-
tion, we moved the sample mask around all angles in a 1
range [0.5, þ0.5] and along the z axis in a 1mm range
[500 lm, þ500 lm] (see Fig. 1). These four degrees of
freedom have been altered one at a time first, then in combi-
nation. The retrieved images are then compared in terms of
signal and noise. These have been defined in the following
way, for the different types of contrast obtained with the
technique. For attenuation images, the signal is taken as
Sa¼ (Idet – Ibkg)/Ibkg, where Idet indicates the intensity meas-
ured over a detail of interest and Ibkg the intensity in the
background. The noise is measured as the sum in quadrature
of the standard deviations of these two quantities
Na ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2det þ r2bkg
q
. For refraction images, the signal is taken
as the difference between the bright and the dark fringes
occurring at the edge of the detail Sr¼max(R) – min(R),
where R is the refraction angle. The noise is evaluated as the
standard deviation of the background Nr¼ rR. For dark-field
images, the signal is given by the value of the standard devi-
ation of the scattering distribution Sd¼ rM. The noise is
described as the signal fluctuations in a background region
Nd ¼ rSd .
The test sample consists of a perspex tube, with diame-
ter 2 cm and wall thickness 2mm, containing a perspex cyl-
inder of 3mm diameter and an expanded polystyrene
“peanut” commonly used for packing fragile objects. In
order to acquire several intensity projections at different
points along the illumination function, the images were
acquired by shifting the sample mask over 7 positions
(P¼ 7), equally spaced within the mask’s pitch (10 lm
steps). Dithering5 was used to avoid aliasing and improve
the spatial resolution: the sample was scanned in 7 sub-pixel
steps of 11.3 lm.
The influence of the number of intensity projections P is
investigated by means of simulations. A numerical sample is
generated by random extraction of three 100 100 matrices
from the intervals: [0.5, 1] for transmission, [0, 2] lrad for
refraction, and [0, 8] lrad for scattering. For every number
of projections P considered, we simulated that these were
acquired at evenly spaced positions, with a relative distance
of q1/(P þ 1) from one another. The detector is simulated as
an ideal photon counter, and the noise is added according to
Poisson’s statistics. For this set of simulations, the number of
photons going through the sample aperture is kept constant
at 104, and this number is divided among the projections P,
by assuming a constant integration time for the detector at
each position. In a practical situation, this corresponds to
keeping constant the total acquisition time and the dose
delivered to the sample. The misalignment of the sample
mask is simulated by means of a random process. For each
pixel, the relative shift of the illumination function centre is
randomly extracted from a uniform distribution. This was
FIG. 1. Sketch of the degrees of freedom for the pre-sample mask. The
beam propagates along the z axis, the apertures extend along y, and the sys-
tem is sensitive to refraction only along the x direction.
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found to be a good representation of the real experimental
conditions. Three different cases were considered: W¼ 2,
W¼ 20, and W¼ 60lm width, which can be, respectively,
considered as small, mild, and severe misalignment. The
actual values for the masks’ specification, system geometry,
detector, and source characteristics were the same used for
the experiment, described in the following.
The EI imaging system features a sample mask of pitch
q1¼ 79 lm and aperture r1¼ 23 lm, a detector mask with
pitch q2¼ 98 lm and aperture r2¼ 29 lm and a detector
pixel pitch q3¼ 50lm. The source size is 70 lm, and the
sample mask is at 1.6m from the source while the detector
mask is placed a further 0.4m downstream. The source is a
rotating anode molybdenum target and was operated at 40kv/
25mA (Rigaku, MM007), and the detector is a CMOS image
sensor (Hamamatsu, C9732DK-11) and was used with a
line-skipping16 mask design.
A visual comparison of images obtained with a mis-
aligned EI system, against those acquired with an aligned
one, is presented in Fig. 2. Panels 2(a) and 2(e) show the illu-
mination across about 5 5 cm2 field of view. It is apparent
that, in the misaligned case, the illumination is highly non-
uniform while it is approximately flat in the aligned case. In
case 2(e), the sample mask was misaligned by displacing a
combination of degrees of freedom: hx by 0.1, hy by 0.1,
hz by 0.2, and z by 0.1mm; for a combined misalignment
exceeding one pitch of the sample mask. The attenuation and
refraction signals were measured for the plastic cylinder
while the polystyrene was used to measure scattering. Their
values, extracted from a range of images acquired with dif-
ferent misalignment of each degree of freedom, are summar-
ised in Fig. 3. The performance of the imaging system
appears to be consistent across all the situation investigated,
with the attenuation and refraction signals fluctuating by
only few percent. The scattering signal fluctuates more
strongly, around about 20%; however, it does not show any
detectable trend while the sample mask is progressively mis-
aligned. Noise levels were measured at 0.0026, 0.16 lrad,
FIG. 2. Visual comparison between
the images obtained with the system
aligned in panels (b)–(d), and mis-
aligned in panels (f)–(h), for the trans-
mission, refraction, and scattering
images. Although the illumination is
extremely different in the two cases, as
it can be seen by comparing panels (a)
and (e), the retrieved images are very
similar one to each other. For panels
(a)–(d), the system is aligned to within
2 lm while in the (e)–(h) cases the
total misalignment is larger than
80lm. The scale bar is 1 cm.
FIG. 3. Attenuation, refraction, and scattering signals plotted against several misaligned positions, for the four degrees of freedom hz, hy, hx, and z. No clear
trend can be identified as a function of misalignment across all contrast channels.
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and 1.4 lrad for the attenuation, refraction, and scattering
images, respectively. The observation that the refraction
image signal is not reduced indicates that also the spatial re-
solution is preserved, even with the system completely out of
alignment. The signal is measured on a sharp feature such as
the edge of the cylinder, and a degradation of the spatial re-
solution would result in a decreased maximum intensity of
the measured peaks. Since this decrement is not observed,
we can exclude the possibility that a misaligned system leads
to images with degraded spatial resolution.
The results of the numerical simulations investigating
how the sampling along the illumination function affects the
results in various misalignment conditions are reported in
Fig. 4. A large number of intensity projections become im-
portant only when the misalignment of the imaging system is
large, i.e., it becomes comparable to or larger than the pitch
of the sample mask. When the system is moderately out of
alignment (less than 20 lm across the field of view), three
points are sufficient to retrieve the transmission, refraction,
and scattering images. Scattering exhibits a slight degrada-
tion, in the W¼ 20 lm case, in the acquisitions with fewer
projections. This degradation is small; however, it indicates
that scattering is the most sensitive amongst the retrieved
quantities. Besides making the data acquisition procedure
simpler, the collection of fewer points is advantageous in
terms of dose delivery and time efficiency consideration.
We proposed an approach to multi-modal X-ray phase-
contrast imaging which enables the effective retrieval of
attenuation, phase, and dark-field images also with mis-
aligned and/or defective optical elements. Sources of error
which are simultaneously taken into account include both
optical elements imperfections, due to the limits affecting
the manufacturing process, and positioning inaccuracies
such as motor errors and thermal drifts. All these sources of
error are accounted for in the retrieval, resulting in an
extremely robust X-ray phase-contrast imaging method,
which is compatible with laboratory instrumentation. This
was experimentally demonstrated over a range of 1 for all
the angles involved in the alignment of the optical elements,
as well as for a range of 1mm of linear translation along the
X-ray beam axis. In addition, numerical simulations showed
that, for misalignment ranges of few tens of micrometres,
three projections are still sufficient to correctly retrieve the
three multi-modal images of the sample, therefore enabling
dose optimization also when non-optimized imaging systems
are used.
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