Abstract Although there has been much previous research on which bodily features are most important in gait analysis, the questions of which features should be extracted from gait, and why these features in particular should be extracted, have not been convincingly answered. The primary goal of the study reported here was to take an analytical approach to answering these questions, in the context of identifying the features that are most important for gait recognition and gait attractiveness evaluation. Using precise 3D gait motion data obtained from motion capture, we analyzed the relative motions from different body segments to a root marker (located on the lower back) of 30 males by the fixed root method, and compared them with the original motions without fixing root. Some particular features were obtained by principal component analysis (PCA). The left lower arm, lower legs and hips were identified as important features for gait recognition. For gait attractiveness evaluation, the lower legs were recognized as important features.
Gait recognition is a challenging and active research topic. Many prior studies have focused on extracting gait features to identify individuals or explain individual differences in gait pattern. The difficulty is that the dimensionality of the feature space is much higher than the amount of sample space in the database. There have been no conventional ways to extract gait features up to now. In some reported work, features were extracted by mathematical methods, like principal component analysis (PCA) [1] , general tensor discriminant analysis [34] , eigenspace transformation with canonical space transformation [14] , and wavelet based multi-scale analysis [19] . Some other extracted features were from human body segments, for example, leg angles based on regression analysis were used as gait signature [38] . Hip angle and angular velocity between human walking and passive dynamic walking were studied to compare different wavelet features [28] , and seven components (head, arm, trunk, thigh, front-leg, back-leg, and feet) were used as features in silhouette gait recognition [21, 22] . Researchers have investigated soft biometrics, and the relevance to human identification of two novel soft biometric traits, namely weight and color of clothes [10] . Research has shown that PCA combined with LDA (linear discriminant analysis) can increase the accuracy of gait recognition [7] , and DCT (discrete cosine transform) can be used for gait pattern classification [15] .
Previous work has used various features to analyze gait, to classify subjects into different groups, and even to identify individuals. However, the reasons for choosing these features have received very little attention [28] . Answers to the questions of which features should be extracted, and why these features in particular should be extracted, are still not very clear. The goal of this paper is to provide analytical answers to these questions. Obviously, for different purposes, the answers to these questions should be different.
In this paper, we attempt to provide a solution to these questions by analyzing, via PCA, 3D gait data obtained from motion capture. We analyzed the relative motions from different body segments to root marker via the fixed root method (the root marker is located on the walker's lower back at the upper centre of the pelvis; see Fig. 1a , marker 24). We assumed that the root marker was virtually fixed, almost as if subjects were walking on a treadmill (but not exactly the same), and this helped us to analyze the relative motion of body segments, and compare it with the trajectory of whole body movement without fixed root. Based on the distribution of markers in PCA results, features for gait recognition were identified. We also used PCA and linear regression to identify some particular markers as important features in determining the attractiveness value of gait, and we verified the accuracy of these features.
Methods

Subjects and experimental protocol
Thirty male students at a British university (Mean age020.83, SD03.12) were recruited to participate in this study. The motion capture volume was 2 meters wide, 4 meters long and 2.2 meters high. Each subject wore a form-fitting motion capture suit, with 40 reflective markers placed as illustrated in Fig. 1a . Subjects were told to walk freely and naturally at normal speed, from one end of the capture volume to the other, and then walk back. The recorded root marker (on the back at the upper middle of pelvis) speed for 30 subjects ranged from 666.16 mm/s to 1255.48 mm/s with a mean of 1005.84 mm/s. The motion capture system used was from Motion Analysis Corporation, USA. Gait motion data were recorded by an Eagle digital system, which was constructed with seven digital cameras, the Eagle Hub, to which all of the cameras were connected and which uplinks to a computer terminal, and EVaRT Real Time software. This software was used for recording, processing, displaying and post-processing data from the camera system.
Data collection
Gait data were collected in real time by the motion capture system described in Section 2.1 at a rate of 60 frames per second. The recorded data for each subject were 40 markers' coordinates, with an accuracy of less than 0.1 mm, in x, y and z directions in 3D space at each frame during walking inside the capture volume. These data were saved in the computer terminal as .trc files, and could be played back to show the gait motion video within the EVaRT software as 3D point clouds (to display the markers only), or 3D stick figures (to display the markers and the lines which join related markers together). In this research, the 3D stick figures of gait motion video were presented to evaluators to assess the gait attractiveness of each walker. Walkers were presented in random order. The gait motion video was presented on the computer screen with EVaRT software using a 360 degree rotation feature, so that different viewing angles could be viewed by evaluators. The evaluators were 32 female students from a British university (Mean age020.28, SD03.38). They rated the attractiveness of each gait by drawing a line on a 100 mm scale on which 0 indicated "unattractive" and 100 indicated "attractive". Since Cronbach's α (a measure of agreement between raters) was reasonable (0.78), gait attractiveness ratings were averaged as a single value for each walker.
Data analysis
Fixed root method
One of the novelties of this research is that we adopted a fixed root method to analyse gait motion data. We chose this method for several reasons. First, we wanted to eliminate the influence of walking speed. As will be discussed in section 4.1, walking speed has some correlation with gait attractiveness. However, we wanted to find out apart from speed, which aspects of gait motion (which body segments) contributed most to attractiveness. Second, we wanted to use PCA to analyze the relative motion of each body segment to a specific body point, and this has not been done before, although PCA has been applied as a technique in gait analysis on many occasions. The relative motion of different body segments may provide useful information on gait features, that goes beyond tracking the trajectory of whole body motion; relative motion may illuminate some hidden natural gait features that otherwise would not be revealed. Finally, the root marker is the origin (grand-grand-grandparent) for all other markers placed on different body segments in the motion capture skeleton hierarchy. If we want to study the relative motion of each body segment, root is the one that should be fixed in order to preserve the correct relative motion.
This fixed root method allowed us to determine the motions of different body segments relative to the root marker. We denoted M i j t : x; y; z ð Þ as coordinates of number j marker in number i subject in the time of frame number t. Root is the 24th marker for every subject. After obtaining the new coordinates of markers, we calculated speed and acceleration of all 39 markers except root for every frame. Then we averaged the speed and acceleration of all frames for every marker for each subject. We denoted them as Msf i j and Maccf i j , i for subject number, and j for marker number. Then we got two matrixes as follows: 
30Â39
Msf and Maccf are the average speed and average acceleration matrixes of 39 markers (except root) for the 30 subjects. Now we only have 39 markers instead of 40 markers. The 24th marker (root) has been removed because its displacement, speed and acceleration were all zero. An example of subject's gait after fixing the root is shown in Fig. 1b . We also have a data set which contains every subject's gait attractiveness average rating,
The original average speed and average acceleration matrixes of all 40 markers for 30 subjects (without fixed root ) were as follows, and designated as Ms and Macc . 
PCA and linear regression
First, we conducted PCA analysis on 30 subjects to find out which markers are important as features in gait. We analyzed which markers should be extracted as features for gait recognition based on PCA results. Then we calculated the related coefficients between attractiveness attract and markers' speed Msf , and between attractiveness attract and markers' acceleration Maccf .
Second, we used natural logarithm of extracted principal components as independent variables and natural logarithm of attractiveness value as a dependent variable, to build a linear regression equation which can predict a subject's attractiveness value. In this part, two different methods were applied. The first method applied linear regression on the natural logarithm of attractiveness value and the natural logarithm of extracted principal components, which was based on matrix Msf with fixed root. The other method applied linear regression on the natural logarithm of attractiveness value and the natural logarithm of extracted principal components, which was based on matrix Ms without fixed root.
To verify the linear regression results, five subjects were randomly picked out for verification, and the other 25 subjects consisted of the sample database. The accuracy of these linear regression results was assessed by comparing the attractiveness value computed from linear regression equation and the real value. We repeated this random verification procedure eight times to investigate whether there is a systematic relationship between Ms and attractiveness value in gait. After that, we analyzed which markers should be extracted as features for gait attractiveness. Finally, we compared the accuracy of predicting attractiveness values using all markers, versus using extracted feature markers only.
Results
Principal component analysis
We used PCA to find the feature markers among the Msf matrix. Based on markers' speed Msf after fixing the root, we obtained seven principal components. There were three principal components that each accounted for over 10 % of the total variance, and these first three principal components together accounted for 67 % of the total variance.
We compared the ten highest coefficients of the first three principal components, and they were listed as PC1, PC2 and PC3 (Table 1) . Markers with the highest coefficients in PC1 are clearly concentrated around the left lower arm (pinky, wrist and thumb). In the ten highest coefficients of PC2, markers are concentrated around the lower legs, and included all markers on lower legs. In the ten highest coefficients of PC3, all four hip markers appear at the top of the list. This highly concentrated distribution of markers around different body parts with each principal component was extraordinary and very interesting. We also tried PCA on these gait data without fixing the root marker (Ms ) and found that the distribution was not as concentrated as that which is shown in Table 1 . Fixing the root marker seemed to be an effective method of identifying the bodily features that are most important in gait. This PCA analysis was carried out only with respect to subjects' gait data, and it suggested that motions from the left arm, lower legs and hips are important variables for representing overall gait, and can be usefully extracted as features for gait recognition.
Related coefficients
We calculated related coefficients between attractiveness ratings attract and marker speed matrix Msf , and between attractiveness ratings attract and marker acceleration matrix Maccf respectively. The results for the top ten high valued markers are listed in Table 2 . The average related coefficient of speed and attractiveness is 0.349, the maximum is left_heel (0.688), and the minimum is right_shoulder (0.056). The average related coefficient of acceleration and attractiveness is 0.193, the maximum is left_wrist (0.451), and the minimum is low_back (0.002). It is obvious that marker speed is more related to attractiveness than is marker acceleration. Since the highest related coefficient between acceleration and attractiveness is below 0.5, we will not consider marker acceleration in the following analytical sessions. From the left side of Table 2 , it can be seen that markers with higher related coefficients concentrated on lower legs, from knee to toe. This is similar to the distribution of markers on PC2's coefficients (see the middle columns of Table 1 ).
Linear regression
Linear regression based on extracted principal components of Msf with fixed root
In this section, we used 39 markers with fixed root in matrix Msf and extracted seven principal components which occupied 89 % of the total variance. Linear regression was applied on the natural logarithm of attractiveness value and the natural logarithm of these seven principal components. One example of enter method linear regression is below:
We left out randomly five subjects to consist of the testing database, and used the other 25 subjects as the sample database to obtain a linear regression equation similar to the above. We repeated this process eight times. Three times we could not obtain effective linear regression results. Three times we obtained good linear regression results by the stepwise method, shown in Eqs. (2) and (4) (Average error in sample database is 9.68 %, in testing database is 9.97 %.) On all the other occasions, we still obtained linear regression, but errors in the testing database were above 15 %. There were no stable linear relationships between the natural logarithm of principal components and the natural logarithm of attractiveness value after fixing the root marker. On the other hand, although regression results were not good, they still provided some useful clues. When using the stepwise method, all the good linear regression equations were related to PC2 only. This suggested that PC2 might be highly 
Linear regression based on extracted principal components of Ms without fixed root
The only difference between this section and the previous section is that in section 3.3.1 we used 39 markers with fixed root in matrix Msf and in this section we used 40 markers without fixed root in matrix Ms . Two principal components were extracted, which accounted for 95.23 % of total variance. Based on these two principal components, we carried out the linear regression analysis to produce a linear expression of attractiveness value. The linear relationship between Ln(PC1), Ln(PC2) and Ln(attract) was highly significant, with the P (probability) value of regression below 0.001. The regression equation can be expressed as follows,
Next, we verified eight times by swapping the sample database and verification subjects in order to test the robustness of this predicting method. Each time, five subjects were randomly picked out for verification, and the other 25 subjects composed the sample database. After repeating this random verification procedure eight times, we found the regression results to be very similar. Each time, we first extracted two principal components (only two were produced) from the 40 marker speed matrix. The eigenvalues were close to those of the original principal components, and the percentages of total variance explained by these two components were all above 90 %. These results suggest that the markers have stable patterns regardless of sample differences. The resulting linear regression Eqs. (6) The linear regression results are much better than the ones using matrix Msf with fixed root. In this case, we will apply PCA on Ms without fixed root, and then use this type of linear regression equation to predict gait attractiveness values.
Verification of lower legs as features for gait attractiveness
To verify the correlation between lower leg motion and attractiveness values suggested in the previous sections (3.1 and 3.2) , we compared the accuracy of predicting attractiveness values from the motions of all 40 markers as opposed to just ten markers from around the lower legs only. These ten markers were R/L knee, R/L ankle, R/L heel, R/L toe, and R/L mid_foot. The only difference is that we used ten markers on the lower legs without fixing the root marker in matrix Ms10 in this section, whereas we used 40 markers without fixing the root marker in section 3.3.2. This time, we still extracted two principal components which accounted for over 97 % of the total variance, and we then used linear regression on the natural logarithm of these two principal components and the natural logarithm of gait attractiveness. The resulting squared multiple correlation coefficient was 0.546, and the Std error of the estimation was 0.115, so the regression equation was acceptable. The linear relationship between ln(PC1), ln(PC2) and ln (attract) was highly significant, with the P (probability) value of the regression below 0.001. One example of the regression equation is shown below.
Ln attract
To test the robustness of the above regression equation, and make a comparison with the results in section 3.3.2, we verified the equation eight times. Each time, we left out randomly five subjects to constitute the testing database, and used the other 25 subjects as the sample database. Each time, the resulting linear regression equation was very similar to equation (14) . These results suggested that the lower leg markers have stable patterns with gait attractiveness. We compared the results of using lower leg markers with the results of using 40 markers from the whole body, and they are listed in Table 3 .
The left part of Table 3 shows the results of using all 40 markers, and the right part shows the results of using ten markers around the lower legs only. These results show that the error in the testing database was smaller using only lower leg markers, than using 40 markers, for every verification. The average error in predicting attractiveness was only 7.81 % when only 4 Discussion and conclusion
Features for gait recognition
In principal component analysis, the most important criteria for determining the number of components to retain is the interpretability criteria. These criteria evaluate whether the variables in a component share the same conceptual meaning, whether variables in different components seem to be measuring different constructs, and if the results demonstrate a "simple" structure (which means that most variables have relatively large coefficients only for one component, and that most components have relatively large coefficients on some variables and small coefficients for remaining variables). In this research, we fixed the root marker and used PCA to investigate relative motion from different body segments, in order to reveal gait features. Our PCA results meet the above criteria very well. In PC1, the three variables with the largest coefficients were concentrated on the lower left arm. In PC2, all the ten variables based on lower legs and feet were in the list of the top ten largest coefficients. In PC3, all the four variables based on the hips had the largest coefficients, followed by the variable of MidBack_Offset; all remaining variables had coefficients of 0.305 or less and can be ignored. The PCA results in this study provided a simplified structure to reveal the most important features/characteristics for gait analysis. PCA has been used for gait analysis in many occasions, for example in [1, 6, 25, 31] , but to our knowledge, no previous work has applied PCA to study the relative motion of all body segments to a specific body point. Although previous research has applied PCA to gait on a treadmill [11] , the normal gait for people naturally walking on the ground is different from walking on a treadmill. The gait we studied is the absolute relative motion which cannot be achieved by walking on a treadmill because there is no absolutely fixed point on the body. Through the fixed root method, the influence of walking speed was removed, and gait data were fully focused on the relative movement of each body segment, which helped illuminate natural gait features.
Much previous research on gait feature extraction has been based on video images, with features for gait recognition usually based on silhouette movement [4] , for example, using moving shapes to get a sequence of silhouettes of walking subjects [13] . Using 3D motion capture, detailed gait data about body segments' movement and rotation can be obtained, for example, hip-knee angles have been used as features for gait recognition [3, 8] , and hip flexion in swing and lower limb joint angles have been studied [35] . Movements from legs were identified as core features for gait recognition [11] . Movements from arms have received more attention recently, for example, swinging arm regions have been used for gait phase detection [36] , the effect of arm swing on the local and global stability of steadystate gait has been studied [5] , and through extra features produced from the motion of the arms, the discrimination capability of gait recognition has been considerably increased [33] . These features used in previous research are consistent with our findings based on PCA and the fixed root method. Furthermore, our findings provide reasons for choosing the motion of the left lower arm, lower legs and feet, and hips as features for gait recognition.
It is a surprising finding that motion from the left lower arm was identified as a predominant gait feature but motion from the right lower arm was not. The three markers associated with the left lower arm appeared at the top of the list of PC1 coefficients (Table 1) . This is not biased by the starting posture of gait motion, since the gait motion was captured randomly (the subjects started walking in different postures, before they entered the motion capture volume), and different subjects had different starting postures. In an associated study, we normalized the gait data and found that for most subjects, their two arms swung at different amplitude and speed, with one arm as leading swing arm, and the other one as a complementary follower (Hong et al., in preparation). The leading arm, with higher swing amplitude and higher speed, turned out to be the left one in most cases. Identification of the lower arm as a predominant gait feature is a new, interesting finding, which we wish to bring to the attention of researchers in the fields of gait recognition/identification, psychology, and physiology, for further verification and discussion.
Features related to gait attractiveness
Gait attractiveness is a fascinating issue. Although humans probably constantly perceive and evaluate, whether consciously or not, the gait attractiveness of others,, the factors which influence gait attractiveness are not well-understood. In the field of psychology, research suggests that males with a higher social status tend to walk faster [16, 32] . If high status men walk faster, then it follows that faster male gaits should be more attractive to females because social status is one of the most important aspects of what makes a male attractive to females [12] . To verify this, we calculated the correlation coefficient between attractiveness ratings and subjects' average walking speeds (represented by the average speed of root marker for each subject). This coefficient was high and positive (r00.724), indicating that female evaluators did prefer fast gait over slow gait.
In this research, we wanted to investigate gait attractiveness deeply to find out which specific body segment motions make one gait more attractive than another, apart from general walking speed. One possible approach to doing this would have been to normalise the gait data, that is, to make all gait data starting from the same posture and finishing at the same posture, in a complete gait cycle with the same number of frames after interpolation. If normalised gait were presented to evaluators, this approach would be appropriate for further investigation. In our case, the gait motion presented to evaluators was the original, and we employed a novel fixed root method to reveal the relative motion of each body segment. Thus the original relative body segment motion, as the evaluators rated it, was preserved. We applied PCA and linear regression on the original gait data after fixing the root markers.
By PCA and linear regression methods, it was found that PC2 is highly related to gait attractiveness. The ten markers with the highest coefficients of PC2 included all ten makers on the lower legs and feet. This is consistent with the related coefficients between marker speed and gait attractiveness ( Table 2 , left side). Of the listed ten markers with the highest related coefficients, nine of them are from the ten makers on the lower legs and feet. The results from PCA and linear regression, coupled with related coefficients, strongly suggest that the lower legs and feet could be extracted as features for gait attractiveness.
To verify this, we compared the effectiveness of predicting attractiveness by using only lower legs and feet markers as opposed to using all 40 markers in linear regression. This comparative analysis showed that attractiveness could be predicted slightly better by only using legs and feet markers than by using all 40 markers. This means that instead of using 40 markers, ten markers from the lower legs and feet can be used to fully represent and predict attractiveness values. The relationship between the movement from the lower legs and feet and attractiveness could not have been revealed without using the fixed-root method.
Conclusion
The goal of this research was to provide non-subjective, analytical solutions to the problems of which gait features should be extracted, and why those features in particular should be extracted, using accurate 3D gait data obtained from motion capture. A novel fixed root method was employed to reveal the hidden relative motion of each body segment in gait, and then PCA and linear regression were applied to identify the significant gait features. It was found that lower legs are significant features in the evaluation and prediction of gait attractiveness, and that the left lower arm, lower legs and hips could be important features in gait recognition. In addition, this research produced the surprising new finding that the motion of the left lower arm, but not of the right lower arm, constitutes a predominant gait feature. We think that these findings will be of interest to gait researchers in a variety of fields, and hope that they will be subjected to further verification and discussion in future research.
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