Abstract : This paper proposes a method for the detection of critical areas using a monocular camera. In addition to a frontal camera, existing methods have used an additional sensor, such as a laser scanner or stereo camera, in order to detect critical areas. However, this complex system architecture reduces utilization realistically and increases the prices. To overcome these limitations, this paper uses a side-rectilinear image generated from a frontal image, in which the shape distortion of the side of vehicle has been removed. In order to reduce the computational cost, the proposed method omits the verification steps of the tires and vehicles from the general part-based vehicle detection process. Additionally, a single tire-based vehicle candidate generation method is introduced in order to increase the detection rate of the critical areas. Experimental results confirm that the proposed method can successfully detect the critical areas with a performance similar to that of the existing method. 
서 론 1)
최근 능동적 보행자 보호 시스템 
