Abstract-In this paper, we consider a cognitive radio multiinput-multi-output environment, in which we adapt our beamformer to maximize both energy efficiency (EE) and signalto-interference-plus-noise ratio (SINR) metrics. Our design considers an underlaying communication using adaptive beamforming schemes combined with sensing information to achieve optimal energy-efficient systems. The proposed schemes maximize EE and SINR metrics subject to cognitive radio and qualityof-service constraints. The analysis of the proposed schemes is classified into two categories based on knowledge of the secondary-transmitter-to-primary-receiver channel. Since the optimizations of EE and SINR problems are not convex problems, we transform them into a standard semidefinite programming (SDP) form to guarantee that the optimal solutions are global. An analytical solution is provided for one scheme, while the second scheme is left in a standard SDP form. Selected numerical results are used to quantify the impact of the sensing information on the proposed schemes compared to the benchmark ones.
schemes [7] , [8] . Combining the knowledge of PU's existence into the SU's transmission scheme results in an improved performance. Therefore, existing work utilizes the PU's sensing information in single-input single-output systems [9] .
Researchers have been considering optimal energy-efficient systems by minimizing the system energy while preserving its quality-of-service (QoS) parameters, such as rate, delay, etc. [10] [11] [12] . However, it has been indicated in [13] [14] [15] that optimizing the energy per goodbits (EPG) yields to an improved result in terms of energy efficiency (EE) comparing to both minimizing the system energy, subject to QoS and power constraints, and maximizing the rate, subject to power constraint. These results have been supported in our numerical result section. Authors in [16] have tackled the problem of maximizing the EE metric, which is the inverse of EPG, in multi-input-multi-output (MIMO) multi-user environment.
Recent development of MIMO beamforming techniques creates a new dimension for co-channel users to coexist without causing severe interference to each others [17] [18] [19] . In conventional methods, beamforming is obtained by either maximizing the signal-to-interference-plus-noise ratio (SINR), or minimizing the transmission energy subject to a minimum SINR constraint. Authors in [20] formulate the SU beamforming problem as a non-convex optimization problem, under the assumption that the CSI on all links is perfectly known to the SUs. Additionally, authors in [21] considered the opportunistic communication, as they exploit multi-antennas at the secondary transmitter to effectively balance between spatial multiplexing for the secondary transmitter and interference avoidance at the primary receiver. They used algorithms based on singular-value decomposition (SVD) of the SU MIMO channel.
In this paper, we maximize EE and SINR metrics under spectrum sharing MIMO environment utilizing sensing information about PU. The SU's SINR maximization scheme (scheme 1) is constrained with a certain peak power and interference threshold towards the PU. The SU's EE maximization scheme (scheme 2) is constrained with a minimum rate constraint in addition to the constraints stated for scheme 1. While analyzing the above proposed systems, we consider two scenarios of knowledge about the secondary to primary user's channel. In the first scenario, the SU has no knowledge of the secondarytransmitter-to-primary-receiver channel. While in the second scenario, the SU have instantaneous values of the secondary to primary channel information. Note that, as in the second 1536-1276 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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scenario, many work considered the availability of PU perfect or partial CSI or PU signal information through a CR engine or manager [22] , [23] . We assume the availability of a spectrum sensor at the SU. This sensor periodically collects real-time information about PU signals in the surrounding environment. This real-time information assists SU to aggregate the maximum power (using the adaptive beamforming vectors) within the tolerable interference threshold (set by the communication organizations). Unlike the work in [16] , which analyzes the EE metric without considering a PU protection constraint and no utilization of the sensing information, our work protects the PU and utilizes the sensing information. Moreover, authors in [24] did not consider the EE metric in their analysis which makes our system unique in many ways.
Our solution methodology is divided into two parts. In the first part, we introduce the sensing scheme analysis and its impact on the optimal beamformers. The secondary sensor utilizes a blind multi-antenna combining scheme, because we assume no information about the primary transmitter to the sensor channel. In order to characterize the sensor performance and its impact on both maximization problems we have provided analytical expressions for the probability of error performance. In the second part, we tackle distinct optimization techniques used to solve both maximization problems. The problem of scenario 1 in scheme 1 is solved by transforming it into an eigenvalue problem. On the other hand, we transform the problem of scheme 2 into a standard semidefinite programming (SDP) problem to guarantee a global optimal solution. An analytical result is provided for scheme 1, whereas the problem of scheme 2 and the second scenario of scheme 1 are written in a standard SDP form, which can be solved in a polynomial time [25] . Numerical results quantify the improvement gain obtained by the proposed schemes compared to the benchmark ones. Furthermore, we quantify the performance difference between the optimal beamformer which maximizes scheme 1 and the optimal beamformer which maximizes scheme 2 from an EE perspective. This paper is organized as follows. Section II describes the system model with some related background on PU blind multiantenna sensing approach. Section III presents the common constraints and preliminaries for both targeted optimization problems. Section IV tackles the problem of maximizing SINR metric subject to peak power and interference constraints. In Section V we maximize the EE metric subject to minimum rate, peak power, and interference constraints. Finally, some numerical results are presented in Section VI.
II. SYSTEM MODEL AND RELATED BACKGROUND

A. System Model
In this system, we consider a CR environment under MIMO channels. Our design aims to achieve an energy-efficient system that utilizes the sensing information through an adaptive beamforming scheme. We consider the sensing information effect on the following cases. 1) Maximizing the SU's SINR under both a peak power constraint and interference constraints. 2) Maximizing the SU's EE metric (defined in Section V) under peak power, interference, and minimum rate constraints. Fig. 1 shows the system model under the assumption of MIMO channels for ST-SR, PT-SR, and ST-PR, where ST and SR are the secondary transmitter and receiver, respectively. PT and PR are the primary transmitter and receiver, respectively. The SU sensor assumed to be located at the SR, while the sensing information is exchanged between SR and ST through a low-rate error free feedback channel without considerable delay. We assume that ST has N t antennas, SR has N r antennas, PT has M t antennas, and PR has M r antennas. The channels depicted in Fig. 1 
B. Sensing Background
In this section, we outline the sensing approach used in the proposed system. This approach is based on blind combining the primary signal at the secondary sensor, since no knowledge of H ps is utilized. Then, we apply the energy detector to the output of the blind combiner. This sensing scheme have appeared in [26] , we recall it here for self-contentedness of the paper. However, we note that the analytical results derived here have not been reported in [26] . These results characterize the sensor error performance, and thereby allow obtaining the interference threshold of the beam forming weights. The reason behind adopting a blind combining scheme is the assumption of not having prior knowledge about PU signal, H ps and H ps channels information, as in scenario 1. We begin the description of the blind combining sensing scheme by explaining how to obtain the combining weights of the multi-antenna SU sensor. Then we present the analytical results by describing the PDF of the blind sensor output. 
where the upper script (.) † designates the conjugate transpose of its argument.
Using the Eigen-Value-Decomposition (EVD) method, the following statement is true,
where
where r = min(N r , N s ). In (4) 
where y evd ∈ C 1xN s . Note that,
where (a) is obtained because the norm of the combining weights v r is unity. This confirms the fact that the EVD scheme uses combining weights that beamforms the sensing antennas to the largest eigenmode of the SR-PT channel. We apply the conventional energy detector to the combiner output signal y evd . The output of the energy detector before decision making step is as follows,
It follows that the distribution of ζ(N s ) is (up to a scaling) similar to the largest eigenvalue distribution [27] with a probability density function (PDF) as follows,
where r = min(N r , N s ) and t = max(N r , N s ), the function U (.) is a unit step function, note that the output of the unit step is one if the input is positive. The function Γ(.) is the gamma function [28, Sec. 8.31] , the function Φ c (v r ) is an r × r matrix whose entries are given by,
r, where the γ(.) is the incomplete gamma function and |Ψ
Reformulating (7) in terms of PU existence such that,
where H 1 and H 0 are the hypotheses at which the primary user is active and idle, respectively. It follows that f 1 (v r ) and f 0 (v r ) are the corresponding PDF of ζ 1 (N s ) and ζ 0 (N s ), respectively. Note that f 1 (v r ) and f 0 (v r ) have the same distribution as (8) with different parameters v r and σ. Based on the two hypotheses in (9) we divide the output of the SU sensor into four regions as follows, (10) where γ th is the detection threshold. Let us note the probability of each region as,
and Pr{R 00 } = 1−P F A . Our purpose of using the sensing is to link the power allocation scheme to the sensing results. In other word, based on the regions defined in (10) we define, in Section IV, different thresholds for the interference caused to the PR by the ST. In order to achieve more protection for the PR, we divide the regions in (10) into two events. The first event (called A) occurs when the SU sensor declare the existence of PU. We define the probability of event A as follows (knowing that
where the functions F 0 (v r ) and F 1 (v r ) are the corresponding cumulative density functions (CDF) under hypotheses H 0 and H 1 , respectively [27] . Since A c is the event where the SU sensor declares that PU is idle, then Pr{A c } = 1 − Pr{A}. It is known that in the second scenario, SU has knowledge about the secondary to primary channel, the optimal sensing scheme is not a blind sensing, e.g., matched filter can be used. However, to preserve a fair comparison between the first and the second scenarios, it is required to use the same sensing scheme for both of them. Moreover, a sensing scheme that utilizes full knowledge about secondary to primary CSI and PU signal cannot be implemented in the first scenario, no knowledge about secondary to primary CSI. Therefore, the best option is to use a blind sensing scheme for both scenarios, as shown above.
III. PRELIMINARIES AND COMMON CONSTRAINTS
In this section, we present some preliminaries and common constraints that are shared by the maximization of SINR and EE problems. The received signal at SR is expressed as [24] ,
. The vector u s is the beamforming vector of the secondary transmitter, x s is a scaler that represents the secondary transmitted data, without loss of generality we consider E{|x s | 2 } = 1. Note that, x p 2 = P p and u s 2 ≤ P max are the transmission power for both PT and ST, respectively. The received signal after multiplying it by the received beamforming vector is,
where v s is the post-coding vector at SR, note that v s 2 = 1. The first common constraint is the peak power constraint (C 1 ) on the ST transmission power, which is expressed as follows,
where P max is the maximum peak power limit on the secondary transmitter.
The second common constraint is the statistical interference constraint (C 2 ) on the ST interference power affecting the PR, expressed as below,
where the vector v p is the PR weighting vector, v p 2 = 1, the constant P is the interference threshold toward the PR which is decided based on the sensing information, and δ is the probability value with which the ST is allowed to violate the interference threshold P .
IV. MAXIMIZING SINR
In this section, we formulate the problem of maximizing SINR utilizing the sensing information.
Based on the received signal in (13), the corresponding secondary user SINR is [24] , [29] ,
Note that our choice of this SINR formula follows from several facts. This expression is an achievable SINR, since there is interference from the PU and the MIMO system is not a point to point. Moreover, we consider a similar SINR formula in the EE maximization problem for the ease of transformation to an SDP problem. Therefore, in order to preserve fairness in comparison, we use the same SINR formula in maximizing the rate. It is important to note that maximizing the corresponding rate metric, R = log(1 + SINR), is equivalent to the maximization of the SINR metric, since the logarithm is a monotonically increasing function. The maximum SINR optimization problem is formulated as follows,
After incorporating the sensing information in (17c), C 2 is reformulated as follows,
Considering our sensing scheme we split P depending on the occurrence of A or A c , as follows,
Our objective is to tune the interference threshold P depending on the sensing information. Intuitively, if the primary is active, then P is set to the lowest value, otherwise, P can be arbitrary high. It is then clear that Q int ≤ P ave . As discussed in Section II-A we consider two scenarios which affect C 2 based on our knowledge of the H sp channel. 
Note that (20) is nonlinear with no explicit formula for its zero. Thus, only a numerical solution for the zero of the corresponding equality of (20) (20) can be rewritten as follows,
where, F −1
is the inverse function of the left hand side of (20) . Let β 1 be defined as,
Both constraints of problem (17) C 1 and C 2 are reduced to, [30] . Note that to obtain Φ we do not need to know H ps or x p , since we are concerned with the interference plus noise term as a whole quantity, and this can be measured frequently when ST stops transmitting. Using the above expressions of Φ and v s the SINR in (16) is reformulated as follows, (24) where
It follows that problem (17) becomes,
Problem P 1 is known as the eigenvalue problem. Its solution can be derived by finding the largest eigenvalue of matrix B and its associated eigenvector, b m . The solution of P 1 is expressed exactly as √ β 1 b m . Note that there are many methods to numerically find this solution such as, QR, shifted inverse iteration, Rayleigh quotient, and the power iteration methods [31] . It is known that the power iteration method is an algorithm that can quickly compute the largest eigenvalue and its associated eigenvector, provided that the largest eigenvalue is real and distinct. Please note that the convergence rate of this algorithm is decided by the ratio between the second largest eigenvalue and the largest eigenvalue. The smaller the ratio the quicker the convergence rate.
B. Scenario 2: Where Both SR and ST Share Perfect Knowledge of H sp
Under scenario 2, (18) is expressed as,
where u = H sp u s , is a known vector at ST and SR. In order to solve (26), we need to obtain the distribution of v p . In [24] Corollary 1, it has been shown that when the PR is deploying either a Matched-Filter (MF), a ZeroForcing (ZF), or a Minimum-Mean-Squared-Error (MMSE) the distribution of v p follows a normalized complex Gaussian distribution CN (0, I) . Similar to the analysis in Section IV-A, the quantity |v † p u| 2 follows an exponential distribution, with parameter 1/ u 2 . It follows that (26) is reformulated as,
Similarly to (20) , the zero of the corresponding equality of (27) can be obtained numerically. Using a similar derivation method to (21), Inequality (27) can be reformulated as follows,
is the inverse function of the left hand side of (27) .
To solve problem P 1 (under scenario 2 assumptions) we introduce new variables, S = u s u † s , R = H † sp H sp . Then problem P 1 becomes,
where constraint (29d) is a positive semidefinite condition enforced on variable S, the operator Tr[.] is the trace of its argument matrix, and Tr[BS] = u † s Bu s . Constraint (29e) guarantees that the optimization matrix S is rank-1 matrix, interpreted as S = u s u † s . Note that problem P 1 is originally a quadratic problem (which is represented as an SDP with rank-1 constraint problem) with only two quadratic constraints, each is represented as an affine constraints of a positive semidefinite matrices. This setting is similar to the one discussed by Huang, Maio, and Zhang in Chapter 6 of [32] . They proved in Theorem 6.4 of [32] , that solving an SDP problem with this setting after dropping the rank-1 constraint has the same optimal solution of the original problem without dropping the rank constraint, and it is solved in a polynomial time by an interiorpoint method, implemented in e.g., CVX Matlab [25] , [33] .
V. MAXIMIZING EE
In this section, we maximize the EE metric subject to minimum rate, peak power, and interference constraints. The received signal at the SR is defined as in (12) or after postcoding as in (13) . Utilizing the expression of SINR in (16) , the SU rate expression is R = log(1 + SINR), we define the EE as follows [16] , [34] ,
The EE maximization problem is formulated as follows,
where the constant R min is the minimum acceptable rate threshold. The newly introduced constraint (31d) is a minimum rate constraint that aims to secure a certain QoS for the secondary user.
Note that the objective function of problem P 2 is a fractional problem, which is not an obvious concave problem. Therefore, we transform this problem into a SDP problem and hence we guarantee the existence of an optimum solution. Hereafter, we use the definition of equivalence between two problems as in [35] , (i.e., "Two problems are equivalent if from a solution of one, a solution of the other is readily found, and vice versa").
The first step of the SDP transformation is to introduce a new optimization variable t that changes the objective function (31a) into a constraint, log(1 + SINR)/Tr[S] ≥ 1/t, while minimizing a different objective function, i.e., t, [35] . Furthermore, we enforce a new equality constraint as SINR = u s Bu † s = Tr[BS] = γ s , where S = u s u † s . Then, problem P 2 becomes equivalent to the following,
where, in constraint (32e), i = 1 corresponds to scenario 1 (R 1 = I) and i = 2 corresponds to scenario 2 (R 2 = H † sp H sp ). Note that constraints (31b)-(31d) are equivalent to constraints (32d)-(32f), respectively. Constraint (32h) is to guarantee that the optimization matrix S can be written as an outer product of a vector, i.e., S = u s u † s , which is interpreted as S is a rank-1 matrix. Constraint (32c) enforces the newly introduced parameter in (32b), γ s , to be equivalent to the SINR, thus log(1+γ s )/Tr[S] = log(1+SINR)/Tr [S] . This constraint results in transforming constraint (32b) into an affine function of the optimization variables. The equivalence between P 2 and P 2 is proved in two steps, one is showing that the optimal solution of P 2 is optimal for P 2 while the other is showing that the optimal solution of P 2 is optimal for P 2 . First, let u * s be the optimal solution of P 2 that maximizes EE = log 1 + SINR)/ u s 2 under (31b)-(31d . Note that u * 2 satisfies all the constraints (31d)-(31f), and they do not depend on t. Since u * 2 maximizes EE under all constraints of P 2 , thus all constraints of P 2 , then u * 2 maximizes the EE metric in P 2 under the corresponding constraints. Now, assume an optimal solution for P 2 that is better than u * 2 . This solution either violates P 2 's constraints (31b)-(31d) or the optimal pair (S * 2 , t * 2 ) does not maximize EE, which contradicts with the above assumption. From the first and the second steps it is concluded that P 2 is equivalent to P 2 .
Problem P 2 , without considering constraint (32h), is an SDP problem but not in the standard form. Thus we introduce dummy variables for the inequality constraints (32b), (32d)-(32f), under both scenarios, which change them into equality constraints as below.
A. Scenario 1
In this scenario, both SR and ST have no knowledge about H sp , both (32d) and (32e) can be combined as we did in Sections IV-A i.e., Tr[S] ≤ β 1 . Using the fact that Tr[AB] = vec(A T ) T vec(B), where vec(.) is the vectorization operator [36] which converts the matrix into a column vector by stacking the columns of the matrix on top of one another, P 2 can be written as,
The main difference between problem P 2 and P 2a is the introduced three slackness variables r 1 , r 2 , and r 3 to the inequality constraints (33c), (33e), and (33f), respectively. Problem P 2a , without the rank-1 constraint, is already a SDP problem, however, we do some manipulation to reformulate into a standard SDP as follows. By defining a new optimization variable
and new
T , it is possible to rewrite P 2a (33) , after dropping the rank-1 constraint, into standard SDP form as follows,
where, the operator 
transforms the vector x to matrix by aligning the first N t elements of x as the first column in the matrix, and so on. The above problem is recognized as an SDP problem that can be solved by the interior-point method in a polynomial time. It is observed that the rank-1 constraint is dropped in P 2a , which means that problem P 2a is a relaxed version of P 2a . There are several ways to find the optimal solution of P 2a from the optimal solution of P 2a , as follows. One way of finding the optimal solution of the original problem P 2a is to obtain the optimal solution of P 2a , x * , and check the rank-1 constraint as follows,
In case the constraint is satisfied then x * is optimal for both P 2a and P 2a otherwise we declare an outage event. Note that the complexity of finding the optimal solution in this way consists of two parts. The first, is solving the SDP problem, which is done in polynomial time. The second, is checking the matrix rank, which can be done in many methods, such as, rank-revealing QR factorization method, or singular value decomposition method. Another way of finding the optimal solution of problem P 2a , without checking the rank, is to use some randomization methods explained by Luo and Chang in Chapter 4 of [32] .
B. Scenario 2
In this scenario, both SR and ST share perfect knowledge about H sp . Similar to Section V-A we use the fact that
T vec(B), then P 2 becomes, S,t,r 1 ,r 2 ,r 3 ,r 4 t (36b)
Note that (36e) and (36f) are not combined into one constraint, and they are similar to the power constraint in (29b) and interference constraint in (29c), and r 1 , r 2 , r 3 , and r 4 are the corresponding slackness variables to the inequality constraints (36c), (36e)-(36g), respectively. Similarly to Section V-A we can rewrite problem (36) into a standard SDP problem, without rank constraint, and solve it in a similar way, while taking into consideration that constraints (36e) and (36f) are different than (33e).
VI. NUMERICAL RESULTS
In this section, we evaluate the proposed schemes with sensing information versus the same schemes without sensing information which are considered as benchmarks. We consider the parameters mentioned in Table I to evaluate the schemes. The evaluation is done by checking the SU maximum achievable EE metric (in bits/Joule/Hz), the SU rate (in bits/sec/Hz) that corresponds to the maximum SINR, and the outage metric, which is defined as the event where there is no feasible solution of the corresponding optimization problem.
We begin by discussing the results of maximizing the EE metric. Knowing that the maximum EE is resulted from minimizing the power and the corresponding rate. However, note that we have a minimum rate constraint. Therefore, we define the EE outage probability metric, which is the probability of outage that happens because there is no feasible solution that satisfies all the problem's constraints, as follows, "with sensing, scenario 2" scheme achieves the lowest outage probability around 0.12 at Q int = −10 dBm, which outperforms the performance of "without sensing, scenario 2" scheme that achieves 0.28 at Q int = −10 dBm. On the other hand, the margin of outage probability improvement achieved by "With sensing, scenario 1" scheme comparing to "no sensing, scenario 1" scheme is about 0.9 around Q int = −4 dBm. It is observed that by increasing Q int the outage probability decreases for all schemes. Note that the schemes which utilizes sensing outperform the ones without sensing by around 7 dBm for scenario 2 and 9 dBm for scenario 1 at outage probability ≈ 0.1. Fig. 3 , shows the CDF of "with sensing, scenario 2" scheme for different values of Q int . It is observed that increasing the values of Q int results in improving the EE performance of the system. Furthermore, increasing Q int more than a certain value does not improve the performance. Fig. 4 , shows the EE outage probability performance of the proposed schemes versus the parameter α, where α follows a Bernoulli distribution and it expresses the prior probability of PU existence α = Pr{H 1 }. As described earlier, Pr{A} is a function of α and the sensor characteristics P D and P F A . Furthermore, the value of Pr{A} is affected by the change in α. Fig. 4 shows that the "with sensing, scenario 2" scheme outperforms the "with sensing, scenario 1", which is expected since "with sensing, scenario 2" utilizes full knowledge of the ST-PR channel. It is important to note that as α → 1 the performance of "with sensing, scenario 2" scheme degrades until it converges to the performance of "no sensing, scenario 2" scheme. A similar observation can be noted for "with sensing, scenario 1" scheme which converges to "no sensing, scenario 1" scheme as α → 1.
The outage performance of the all schemes versus δ is shown in Fig. 5 . Note that the interpretation of δ reflects on the secondary to primary interference constraint. The higher the value of δ the more relaxed the interference constraints. The lower the value of δ the stricter the interference constraints. From Fig. 5 we note that by increasing δ up to 1 all schemes converges to a zero outage probability. Which means that at δ = 1 the interference constraint has no effect on the problem at all. It is observed that the "with sensing, scenario 2" scheme dominate the outage performance of all schemes. Again, it is clear that the with sensing schemes outperform the without sensing schemes with outage difference varies from ≈ 0 up to ≈ 1. Fig. 6 shows the EE CDF performance of the proposed scheme scenario 2 for severafsl values of δ = 0, δ = 0.1, and δ = 1. It is observed that the "with sensing, scenario 2" scheme improved rapidly by increasing the values of δ. It is important to note that at δ = 1 all proposed and benchmark schemes reach similar CDF performance, which is consistent with the EE outage performance in Fig. 5 . We show the outage probability of the with sensing schemes for both "scenario 2" and "scenario 1" versus P max and different number of antennas, N t , in Fig. 7 . We note the effect of decreasing the P max on degrading the performances of both schemes for different values of N t , namely, N t = 4, N t = 6, and N t = 8. We observe the EE outage improvement by increasing N t . The improvement of scenario 2 comparing to scenario 1 is observed for different values of N t . Furthermore, Fig. 8 shows the EE CDF improvement for scenario 2 with sensing information by increasing N t and P max .
In the next part of this section we discuss the numerical result of maximizing the SINR versus different parameters. The evaluation metric of the SINR is the CDF of the corresponding rate. Fig. 9 shows the performance of the proposed schemes with sensing information under scenario 2 versus Q int . It is observed that the rate performance is improved by increasing the value of Q int .
The performance of the proposed schemes versus δ is shown in Fig. 10 . Note as explained above, that the interpretation of δ reflects on the secondary to primary interference constraint. The higher the value of δ the more relaxed the interference constraints is. Hence, we expect an improved Rate by increasing δ. On the other hand, the lower the value of δ the stricter is the interference constraints. It is observed from Fig. 10 that the CDF performance for all the schemes with and without sensing for both scenarios have exactly the same performance at δ = 1. We note that the CDF performance degrades by decreasing the value of δ for both with and without sensing scenario-2, where δ = 1, 0.3, 0.2, and 0. Fig. 11 . CDF of the rate for all schemes with variable α. Fig. 12 . EE performance comparison between scheme 1 (maximum SINR) and scheme 2 (maximum EE). Fig. 11 , shows the performance of the proposed and benchmark schemes versus α. To emphasize on what described earlier, we know that α is a function of Pr{A}, hence, any change in α results in a change in Pr{A}. It is observed from Fig. 11 that for α = 1 both schemes (with and without sensing) of scenario 1 have exactly the same performance, note that the schemes which do not use the sensing information is not affected by changing α. This result is realistic, since at α = 1 we need to protect the primary at all times, hence the sensing information is not useful. We also note that at α = 0 the schemes that utilize the sensing information under both scenarios 1 and 2 have similar performance. This is a realistic result since whether the ST have knowledge on the ST-PR channel or not, it is always transmitting because the PU is idle. We also note that by increasing α the performance of the both proposed schemes degrades, which is depicted for α = 0, 0.2, and 1, under scenario 2. Fig. 12 shows an EE performance comparison between both scheme 1 (maximizing SINR metric) and scheme 2 (maximizing EE metric). It is observed that scheme 2 achieves better EE performance than scheme 1. Which is expected since scheme 2 maximizes the EE metric, whereas scheme 1 maximizes the SINR metric. This shows that both of the maximization problems are not equivalent as claimed earlier. . 13 shows the power CDF of both the EE maximization problem and the corresponding power minimization problems under N t = N r = 2, M t = M r = 2, and a minimum rate threshold R min = 0.1 bits/sec/Hz. Note that the power minimization problem minimizes the transmission power, u s 2 , subject to similar constraints as in the EE maximization problem. As expected, it is observed that the optimal power needed for the power minimization problem is less than that of the EE maximization problem with probability = 1. It is noted that for a certain power probability ≤ 0.9, the optimal required power of the power minimization problem is about 0.1 Watts, whereas the corresponding power of the EE maximization problem is about 0.75 Watts. The corresponding EE performance for the same settings in Fig. 13 is evaluated in Fig. 14 . It is observed that the EE performance of the EE maximization problem outperforms that of the power minimization problem with probability = 1. For instance, within a certain EE probability ≤ 0.9, the achieved EE of the power minimization problem is about 0.09 bits/Joule/Hz, whereas the EE maximization problem achieves around 0.4 bits/Joule/Hz.
VII. CONCLUSION
This paper proposed two energy-efficient beamforming schemes based on cognitive radio environments. The proposed beamforming schemes utilize the sensing information obtained from the secondary user multi-antenna sensor using a blind combining technique integrated with an energy detector. Furthermore, we investigated the effect of the knowledge of the secondary to primary channel through two scenarios, full knowledge and no knowledge. Some of the optimization problems of the proposed schemes are not a convex problem. Therefore, we convert them to a SDP standard problem to guarantee the global unique solution. We evaluated and analyzed the proposed schemes. The numerical results show a tremendous EE, rate, and outage performance improvement for both scenarios with sensing information compared to the ones without sensing. Furthermore, selected numerical results show a considerable EE gain of scheme 2 compared to scheme 1 and the power minimization problems.
