 Evolutionary analysis usually focuses on traits, such as the beak length of Darwin's finches  However, evolution acts on both who subjects are and whom they are connected with  We analyze the effects of network metrics on traditional evolutionary equations  We derive a formula to compare evolutionary forces for trait and network metrics  Network metrics identify stronger evolutionary natural selection than trait partitions Graphical Abstract:
Introduction
"Strictly speaking, neither genes, nor cells, nor organisms, nor ideas evolve. Only populations can evolve" (Nowak, 2006, p. 14) . The concept of a population implicitly implies a criterion to separate the whole into exclusive and exhaustive parts. In evolutionary theory, these parts are often referred to as species or 'types'. Given the difference in growth rate among different types (i.e., the types' fitness) some increase and others decrease in share, changing the population constitution in relative terms. As a result, the population evolves over time.
Biologists and other taxonomists have long used traits, characteristics, or properties of individuals to define types. For example, Darwin famously used beak length to classify finches. In biology, fields such as phylogenetics, cladistics, and systematics have taken different and sometimes contradictory approaches to the question of what constitutes those shared traits that define a type, including morphological, physiological, molecular, behavioral, ecological, and geographic characteristics. Much more in question are meaningful population definitions in the social sciences. For example, some scholars have suggested that it is important to differentiate among different organizational forms (Hannan and Freeman, 1977; Aldrich and Ruef, 2006) , others to generate a taxonomy to classify human routines , and still others to classify social dynamics according to cultural norms and institutionalized habits (Boyd and Richerson, 2005) . Unlike the beak length of finches, however, the traits of social populations-organizational forms, routines, cultures, etc.-are often not immediately quantifiable. Furthermore, there has been neither agreement norm systematic investigation about which traits should be considered. Indeed, many "official" taxonomies of social populations are rather the result of a political compromise in statistical committees than the result of a substantive discussion. For example, the United Nations Statistical Commission reports working on the basis of 870 different national classifications from 154 countries (UNSD, 2014) . As a result, the evolving population of the global economy is classified into different co-evolving types not necessarily because of any substantive argument, but rather because of a compromise among different classification systems.
It is important to note that the interpretation of evolutionary dynamics of a population heavily depends on the choice of traits for defining types, and more generally, on how to partition a population into distinctive parts. To illustrate, consider the evolution of the global export economy, where countries are classified into three types-the United States, BRIC (Brazil, Russia, India, and China) , and the rest of the words (Figure 1 ). The share of the BRIC countries has grown faster than the other two types, meaning that the BRIC type is fitter than the others (BRIC has tripled, while the other two have grown by a factor of 1.5). This has evolved the constitution of the global export economy. Further, it suggests the outstanding economic growth of the BRIC type.
What if the countries were classified in a different way? An easy answer is that the constitution would have changed differently and suggested a different interpretation, although the overall change of the global total remained the same. In short, the classification criteria that defines the types of any social population also defines the kinds of evolutionary dynamics that can be detected and interpreted. As such, the definition of types has traditionally been subject to "context, intellectual goal and subjective bias about what is ultimately meaningful" (Frank, 2012a, p. 230) . Then, the question becomes: What classification criterion should be adopted, that is, how should a social population should be grouped in order to detect and analyze the evolutionary dynamics in meaningful ways? Figure 1 : Schematization of evolutionary selection among three types of the global export economy (a) historical data for U.S., BRIC (Brazil, Russia, India, and China), and Rest of the world (of a total of 118 countries); (b) schematization among three corresponding illustrative types (for more on the data, see Supporting Information).
Adding a new perspective to this longstanding debate, Monge, Heiss, and Margolin (2008) have suggested that it would be beneficial to switch focus from traits of types to their network properties as the basis for defining evolving populations: "Traditionally, evolutionary theorists and researchers have examined organizational populations that comprise organizational communities by focusing on their properties rather than on the networks that link them. However, a full understanding of the evolution of organizational communities requires insight into both organizations and their networks." (p. 449). Studies have started to explore the evolutionary role of network structures in biology (e.g. Kossinets and Watts, 2006; Palla, Barabási, and Vicsek, 2007; Cantor et al., 2015) and in social evolution (e.g. Hausmann et al. 2011; Lee and Monge, 2011) .This implies that evolutionary selection does not only favor or disfavor certain population types because of who they are, but also because of who they are with. In terms of Darwin's finches, some finches, despite having the same beak length as others, could outbreed because of the relationships in their network. Similarly, could it be that some groups of countries achieve higher fitness in the context of global economy, not just because of their traits like the number of inhabitants or income level, but because of how they connect with others? This article asks if there are differences in the strength of evolutionary forces between when a population is classified according to some common trait and according to network metrics.
Research Question
Increasingly, longitudinal network data have become more available, which has led to different research venues related to dynamics in network analysis (Stokman and Doreian, 1997; 2001; Snijders, 2001) . Much attention has been paid to modelling the formation and/or resolution of network ties over time, such as in stochastic actor-oriented models (Snijders, 1996; Snijders et al. 2010) , relational event frameworks (Butts, 2008) or economic incentives mechanisms (Jackson and Watts, 2002; Jackson 2010) . A major goal of these approaches is to estimate the likelihood of network ties among nodes, p(xij = 1), given either the endogenous or exogenous characteristics of the nodes, or both, and thereby, to identify significant characteristics that contribute to tie formation/resolution. This study also works with longitudinal networks, but does not ask about tie formation. We explore the structure of networks to create groups of nodes that are defined by network links and then use these groups to define types. We then apply these networked types to the analysis of evolutionary dynamics in terms of changes in population fitness. We compare the network-based classification (i.e., to whom they are connected) with the traditional trait-based classification (i.e., who they are) and contrast differences in the involved evolutionary forces of change. In short, we do not ask how the network ties evolve, butfollowing the traditional literature of evolutionary dynamics-we ask about the fitness of the population and how different types contribute to it (given a certain network structure or node trait Ever since the first versions of a "mathematical theory of natural and artificial selection" (Haldane 1924; 1934) , the formal evolutionary analysis in biology, ecology, anthropology, economics and other social sciences has defined fitness in terms of the growth factor of the population. Biologists often refer to it as "the number of offsprings" or the "rate of reproduction", while game theorists refer to it as a "payoff", and economists as a "return on investment" (e.g., Nowak, 2006, pp. 14 & 55) . We follow this "growth factor" interpretation of fitness and use ̅ to denote the fitness of the entire population. It is defined as the number of offspring at the time + 1 divided by the number of ancestors at time ,
. For example, suppose that a population with 8 units at time t grows in size and comes to have 18 offspring units at time t + 1 (Figure 2) . Then, the overall fitness ̅ is equal to 2.25 (= 18/8).
What drives the evolution of the population constitution are differences in type fitness. Types with superior relative fitness gain population share, and will dominate the population in the long run, while types with inferior fitness will be selected against and decline over time. The fitness of each type is denoted by . For example, the type with the trait 'white' in Figure 2a has a type fitness of 3 (growing from a total value of 4 to 12), while the shaded type has a fitness of 1.5. selection favored white and as a result the new population is two thirds white. That is, the group of white units multiplies by a growth factor of 3 on average, while the group of shaded units multiplies by an average fitness of 1.5. A type with a fitness of = 0 would die out and go extinct.
Based on this common logic, the different versions of Figure 2 visualize the basic idea behind this article. All four images show the same population, but the population is classified in four different ways. The Figure visualizes that different ways of classifying populations also changes the respective type fitness
. This is what leads to different strengths in the underlying evolutionary selection pressures. For example, the grouping according to 'shape' in Figure 2b does not imply any selection, as it exhibits a uniformly distributed 50 % -50 % population both before and after updating. Type fitness is equal to 2.25 for both types. Note that the overall fitness ̅ remains the same, regardless of how the population is classified. The population grew, but it did not evolve, as no selection occurred.
In Figures 2a and 2b , the traits that define types are color and shape. In Figure 2c the population is classified in terms of a network partition (grouping those who are more connected to each other and less connected to the others), and Figure 2d defines the population structure in terms of the network metric of degree centrality (grouping those with three degrees or more in one group, and those with less degrees in another). As a result of these different population classifications, the involved fitness levels of the identified types are again distinct, which affects the degree of selection.
The question of the effects of population classification on evolutionary dynamics hinges on the identification of meaningful evolutionary forces. Fisher's fundamental theorem (Fisher, 1930) equates the 6 variance in type fitness with the strength of natural selection Fisher, 1930; . The greater the observed variance in growth rate among the types, the greater the change in the population constitution (as the fitter gain in share), which in turn implies and therefore stronger selection pressures. In Figure 2 , the population definition based on the trait color leads to the strongest force of natural selection among the presented cases, as it distinguishes between growing white types and rather stagnating shaded types (Figure 2a) . Therefore, it can be concluded that the trait 'shaded' is most receptive to environmental incentives. In terms of the evolutionary interpretation of fitness it is taken as a sign that the trait 'color' reveals something about the fit of the population relative to its environment, which is materialized by its 'fitness'. On the contrary, the distinction between round and square types in Figure 2b does not identify any distinction between type fitness. Both types have the same reproduction rate of 2.25. The trait 'shape' seems not to capture or reflect anything important about the environment.
Therefore, while the overall population fitness is the same in all four cases, the strength of natural selection varies depending on the definition of types and how individuals are grouped. This article provides a quantitative criterion to compare evolutionary forces on populations defined differently, and therefore, it provides a method to evaluate the effects of the choice of population structure on evolutionary forces. Eight growth variables of 5 empirically evolving populations are tested. This includes data about the evolution of news, online videos, entrepreneurial fundraising, and whole economies. 
Methods
This section presents the derivation of a formula that allows us to compare the strength of evolutionary forces for different population partitions. As Fisher himself reminded us with the first sentence of his influential 1930 book: "Natural Selection is not Evolution" (Fisher, 1930, p. vii) , it is merely part of evolutionary change. A commonly used complete descriptive decomposition of all evolutionary forces has been proposed by . It contains natural selection as an important part, but additionally considers possible environmental changes 2012b) . Being a mathematical identity, it necessarily holds true. It decomposes the change in population fitness in terms of variances and covariances. With fitness being a growth rate, the change in fitness is essentially the acceleration / deceleration of the population dynamics, ∆ ̅ = +1 ̅̅̅̅̅̅̅ − ̅̅̅̅ , where delta ∆ refers to the difference by subtraction in time. The decomposition includes a multilevel recursion. We work with a modified version of the Price equation 1 (see Supporting Information for the derivation):
In agreement with Fisher's theorem, we refer to the mean-normalized variance in equation (1) as the force of natural selection ( ) . Being a variance, it has a non-negative value, meaning that it monotonically contributes to changes in population fitness. The second term in (1) is the covariance between the relative current fitness and future change in these growth factors. It represents the change of the types' growth factor in relation to the relative type fitness. It therefore represents the relative acceleration (RA) of types. This acceleration (or deceleration, if negative) can stem from changes in the external environment, can be endogenously produced by changes within the population, or be the result of an interaction between the types and its environment (such as in the case of density dependence with an environmental carrying capacity reference?). If current relative 8 fitness of types ( ̅ ) covaries positively with the change in fitness of types (∆ ), it contributes positively to the increase in population fitness. Empirically, it is usually a negative counterpart to the positive contributions of natural selection 2016) .
The sum of these two counterbalancing evolutionary forces ( + ) adds up to the meannormalized covariance between current and future fitness of each type (see equation (2)). This covariance is typically close to 0, implying constant population fitness on average. If negative, types that increase their share at time t decrease their share at time t + 1 on average, contributing to a decrease in population fitness. With ongoing deceleration, such population would quickly go extinct. If positive, the growing shares sustain their superiority in the future and therefore sustainably increase population fitness over both periods. With ongoing acceleration, such population would quickly overrun the planet. In practice, both usually balance each other out. This shows that both evolutionary forces, natural selection ( ) and relative acceleration ( ), are equally important determinants of the change in long term fitness. In the short term, one might dominate the other, but in order to achieve sustainable fitness over the long-term, both are necessary. Therefore, we call the two forces combined Sustainable Selection as represented by the following equation: = + (see equations (1) and (2)).
We refer to the last term [∆ ] in equations (1) and (2) as the multilevel term ( ). It pays tribute to the fact that evolutionary dynamics consist of an "indefinite number of wavelike fluctuations which will roll on simultaneously" (Schumpeter, 1939, p. 169) on multiple levels over "hierarchic complex systems" (Simon, 1962, p. 473) . The change in fitness of a certain type (∆ ) can be decomposed with the same manner the change in population fitness (∆ ̅̅̅ ) was decomposed on the higher population level. What can be applied to the entire population, can also be applied within a specific type. This results in a recursive multilevel equation. The shares on lower levels are conditional on group membership on higher levels. This results in a hierarchic taxonomy. On the lowest level are indivisible units as defined by the most fine-grained level permitted by the available database (see Supporting Information for an application of such multilevel decomposition to Fig. 1 ).
We group the resulting terms of natural selection and relative acceleration over all levels in a multilevel taxonomy = [1,2,3, … ], from the entire population on the highest level ( = 1), down to the lowest possible level of fine-graining permitted by the database ( = ). This results in a multilevel sum of variances from each level, , and a multilevel sum of covariances from each level, (see equation (3)).
For our comparative purposes, it is useful to realize that the multilevel sum of the variance ( ) and covariance terms ( ) add up to the same combined sustainable selection ( ) effect for all different possible ways to identify type membership, as long as this multilevel logic is pursued until the lowest possible level of fine-graining (see Supporting Information). This allows for direct comparisons among quantified evolutionary forces of different structures of the same population, independent from the chosen number of levels and from the number and size of groups on a chosen level:
where K is constant for all possible multilevel partitions.
The number of possible multilevel hierarchies to partition the total population is very large. It is defined by the Bell number (Bell, 1938) , which is the sum of all possible Stirling numbers of the second kind. For example, for a population of only 56 individuals, there are about 10 55 possible multilevel partitions, while a population of 139 individuals can create about 10 172 hierarchical taxonomies (Calcul, 2012) . In comparison, there are estimated to be 10 50 atoms on earth, and some 10 80 atoms in the observable universe. Despite this unfathomable magnitude, we know that all of these possible partitions of a population add up to the same total sustainable selection effect ( ), resulting in the same total change in population fitness. However, some ways to assign type membership result in more extreme forces of natural selection and counterbalancing relative acceleration , while other hierarchical taxonomies result in less extreme evolutionary forces. In terms of equation (4), the positive term and the negative differ in their magnitude, while their sum is constant for all different ways the multilevel group membership can be constructed.
This gives us a meaningful way to compare the strength of evolutionary forces over multiple levels. We, therefore, decompose a population over different hierarchies until the lowest level and compare the strength of the evolutionary forces. We then work with the time average of the forces over a time series. For example, when working with an evolutionary trajectory over 24 points in time, we calculate equation (3) for each of the 23 sliding windows 2 and then build the arithmetic mean of the resulting forces and over the 23 periods. This gives us the time average of the population level evolutionary forces over this period.
Summing up, our method evaluates changes in fitness, which are changes in the population's growth rate. The accelerating or decelerating population dynamic is decomposed into short-term selection (which types grow faster at a certain instance?), quantified by natural selection , and the ongoing trend in fitness (do the fit or the unfit increase fitness?), quantified by relative acceleration . Together they tell us if the ones that are fit right now, will also be the fit in the future, quantified by sustainable selection . If we decompose a certain population classification with different groups until the lowest level of individuals, it turns out that this last quantity is equal for any possible multilevel taxonomy. However the two counterbalancing terms that create this total (equation (4)) can have different values. This allows us to both compare different population taxonomies (they all add up to the same total), while studying differences in the involved evolutionary forces (i.e. natural selection and relative acceleration ).
We apply this method to different ways of structuring the population. Following the logic outlined in Figure 2 , we test for multilevel partitions that follow different node traits (see Figure 2a and 1b) ; different network partitions ( Figure 2c) ; and different network position metrics (Figure 2d ). We hypothesize that network approaches to population clasification result in statistically significant different evolutionary forces across all tests than when traits are used to define multilevel populations. 
Materials and Data
To investigate the effects of different population classification systems, we used diverse social network data, including media-, organizational-, and country-level networks (Table 1) . The current data set includes two hyperlink networks of YouTube videos-one is the network of news clips (Democracy Now); the other is that of scientific documentaries (Nova PBS)--two organizational networks from the microcredit crowdsourcing platform Kiva, and the international trade network among 118 countries (see Supporting Information for details). The number of nodes ranged from 56 to 120 (see Table 1 ). Each network includes evolutionary dynamics over different time periods, from 6 days to 24 years. During these periods each network was recorded at 24 points in time. Each longitudinal network was aggregated, with edges representing the average strengths of connections over the entire time period. As summarized in Table 1 The last column in Table 1 shows the number of traits and networks metrics we used to produce different population classifications. The different traits and network metrics were chosen due to their availability, ease of access, and feasibility of creating multilevel hierarchies. Traits were specific to each case. For example, of the population of YouTube videos can be classified by the number of "Likes" received, forming subgroups of "popular" and "unpopular" types of videos. The population of microcredit fundraising entrepreneurs can be structured according to the default rate of their partner organization (distinguishing between more and less trustworthy partnerships), among others while the evolution of international trade can distinguish between economies with fast-and slow-growing Gross Domestic Product, among others. For each case, we sorted all members according to these criteria and then grouped those that are similar.
The employed network position metrics are more similar among our cases and include the most important centrality metrics (degree, eigenvector, closeness, etc.) and other standard metrics like triad count and Burt's (1992) constraint measure. Additionally, we execute two network partitions, namely Fiedler's spectral partitioning method (Fiedler, 1973 ; see also Newman, 2010 ) and the Kernighan-Lin algorithm (Kernighan and Lin, 1970) . These partitioning algorithms allow us to predefine group size at each level. This is important, because if group size would differ among different cases, this change in structure can affect the variance in fitness and can, therefore, confound the magnitude of natural selection with the choice of group size. Therefore, we use a rigid rules-based approach to creating the same multilevel hierarchy for each case. We use four different rules. Rule 1 refers to a binary split on each level, resulting in a binary tree structure (Rule 1: 2 x 2 x 2 x …). For example, this means that the 56 nodes of the 'Democracy Now' network require 6 levels of bisection until the lowest level.
3 Rule 2 splits the first level into 5 equal sized groups on the first level (uneven cases are decided at random), 4 on the second level, 3 on the third, etc. For example, the 120 nodes of the 'Kiva individual lenders' network results in exactly four levels (Rule 2: 5 x 4 x 3 x 2 = 120). Rule 3 goes the other way around from less to more groups on subsequent lower levels (Rule 3: 2 x 3 x 4…), and Rule 4 refers to an equal-sized quaternary tree structure (Rule 4: 4 x 4 x 4…). It is important to underline that this rigid rule-based population structure puts an artificial constraint on the population structure. However, it puts the same constraint on all population structures (i.e. trait-based and network-based) and allows us to focus on the strength of natural selection and relative acceleration while controlling for the potentially confounding effects of variations in group size.
Results
As a result of the combination of the different traits and network metrics with the four different hierarchies, we obtained 988 different population structures. Given equation (4), it is meaningful to directly compare the evolutionary forces of the same network. As the resulting variances vary in absolute terms among networks, for comparative reasons we rank them as equidistant percentiles from the lowest to the highest and , with percentiles closer to zero representing smaller forces. 12 group memberships, (2) network position based group memberships, and (3) network partitions. It shows that population classifications according to trait metrics generally result in less extreme evolutionary forces than multilevel taxonomies based on network metrics. This finding naturally accounts for both (network metrics result in larger forces of Natural Selection) and its negative counterpart (network metrics result in more negative Relative Acceleration). The exception to this general tendency is the Nova PBS network (see Figure 3 ). As one of our trait metrics, we used the growth rate of the types themselves. This means that we looked at the 24 periods, and then grouped those types that grew fastest and those types that grew slowest (on average over 24 periods). If growth rates would be stationary over the 24 periods, this should clearly identify the fittest and the least fit and, therefore, lead to strong forces of selection. However, type fitness varies between the periods and, therefore, the arithmetic mean of the mean-normalized variance over 24 periods is not automatically maximized. The force of natural selection of the resulting multilevel structure is on average within the 64 % of the strongest forces of average natural selection. This is within the range of the evolutionary force that results when creating group memberships according to network position metrics (see Figure 3) . In other words, network position metrics identify fitter and less fit types on average over longer periods of time just as well as a posthoc grouping of the average fittest.
In addition to this descriptive analysis, we were also interested in whether the different trait and network partitions would be significantly different from random multilevel group memberships. This requires the creation of random partitions. Since the number of possible random partitions is very large (Bell number, see above), we first generated a total of 500,000 random partitions and then increased the sample size 20-fold to 10,000,000 random partitions. Figure 4 shows the resulting sampling distribution for of the 56 members of the 'Democracy Now' network according to division hierarchy Rule 1 (binary split over 6 levels). The resulting distribution is not intuitive, but given that both distributions appear almost identical (see Figure 4) , we consider a sampling size of 10,000,000 to be sufficient (equivalent results are obtained for all other networks). of the 56 members of the 'Democracy Now' network according to hierarchy Rule 1 (binary split over 6 levels) for 50,000 (blue dashed line) and 10,000,000 (black solid line) random partitions. Now, we checked if the values obtained from our non-random trait and network partitioning were statistically significant from this random partitioning. Testing for significance at alpha = .05 (two-tailed), some 16.8 % of all 'trait-based types' are significantly different from random, 19.7 % of all 'network position based types', and 23.5 % of the 'network partitions'. It is important to notice that in this two-tailed test values can be significantly higher or significantly lower than random partitions. Figure 5 shows a striking pattern with regard to the significance on the high and low end. Among all 'trait based types' that show a significantly different from random, more have significantly smaller , while the pattern turns around for network metrics. This reconfirms our previous finding that network metrics tend to identify population structures that exhibit a relatively high force of natural selection. This accounts especially for network position metrics. Some 18.4 % of the population structures based on network position metrics show that are significantly higher than any random type membership, while only 1.3 % of them are significantly lower than random partitioning. Finally, we ask if the difference between the of a pair of two structures is significantly different from random (also from 10,000,000 simulations). This tests whether or not a partitioning method significantly reduces or increases compared to another. We randomly choose 31,832 pairs from the possible 61,552 pairs and test against their respective sampling distributions. The result is in line with our previous finding. Figure 6 shows that in more than 20 % of the comparisons between 'trait based types' and a 'network position based types', the network metric produces a that is significantly higher than the 'trait based' approach. The contrary is true only 3.4 % of the time. Something similar holds for 'network partitions'. Comparing 'network partition' and 'network position' metrics (see schematizations in Figure 2c and 2d), it turns out that 'network position' metrics lead more than 4 times more often to significantly higher multilevel forces of natural selection. 
Conclusions
We linked network structure of the populations in question and evolutionary dynamics of those populations and presented a method to meaningfully compare the magnitude of evolutionary forces over multiple levels. We found that evolutionary forces were more extreme when we structured a multilevel population according to network metrics in comparison to using traits of the population members as criteria. This implies that network metrics are well suited to identify who of the population members are fitter and who are less fit (over changing environmental fitness landscapes). This provides a justification for using network metrics as a basis for the grouping of individuals into types in an evolving population. This perspective on population dynamics suggests that selection might not merely act on who individuals are, but also with whom they are connected. Instead of selecting for a trait, selective pressures acts on groups of individuals that occupy a certain position in the network of the population relative to other members of the population (network position based). Selection also seems to act on groups of individuals that are linked to each other (network partitions).
The reasons behind these findings are not well understood. It is likely that the reason for the strength of evolutionary forces is different when network position metrics are used and when network partitions are used. Network position metrics identify nodes that play a special role in the network structure. These nodes are not necessarily closely connected to each other. Grouping them together often joins nodes from different parts of the network, but with similar network characteristics. In contrast, network partitions join a group of nodes that might be rather diverse, but more closely connected among each other. It might be that network partitions join nodes with complementary characteristics, which are well adapted to varying environmental conditions (more like teams with complementary roles in different environments). Group members that are specialized to specific environmental states might assure that their group achieves a high average fitness over time through these varying environments (some team members help the group thrive in some environments or time periods while others are champions in other environments and time periods). However, these are mere speculations and more in-depth research will be required to understand the reason for our quite pervasive finding.
The presented approach has several limitations that are worth noting. First, one limitation is that we only tested for two network partition algorithms (Fiedler's spectral and Kernighan-Lin), while we test for 30 different trait based types and up to 17 different network position based types per network. This makes our results with regard to network partitions less solid than our results about trait and network position metrics. A related issue that we do not understand yet is the limiting choice to work with rigid network partitions in our multilevel taxonomies. We chose this method to avoid confounding results in the descriptive analysis of the variance in fitness. However, it is very unlikely that natural and social hierarchies employ such mechanistic partitioning logic. It is much more likely that some kind of asymmetrical community structure is employed by evolutionary dynamics. Community structure algorithms (e.g. Girvan and Newman, 2002; Clauset et al. 2004; Bondel et al. 2008 ) detect more natural groups within a network than rigid partition algorithms. However, the result is groups of varying size, which makes them trickier for comparative exercises. We have not yet tested the effects of working with more flexible community detection algorithms to identify network structure.
Digging deeper it would also be interesting to see if different kinds of network metrics seem particularly apt at identifying large evolutionary forces and why. While we have shown that there is a statistically significant difference when thinking about evolutionary selection in terms of network metrics, the details of why which ones have what effect are far from being understood. For example, we find that closeness centrality metrics consistently produce notably extreme evolutionary forces. It might be that nodes that are on average close to all other nodes play a special role in evolutionary dynamics and are therefore subject to more selective pressure. More systematic work will need to be done to confirm and understand such indicative findings. This leads to an open research agenda on the analysis of traditional population dynamics from the perspective of network metrics with the aims of deepening our understanding of both evolutionary dynamics of social networks and the networked nature of evolution.
Supporting Information (A) Notation
We are aware that our notation is rather idiosyncratic, which is the result of deriving our notations from the equations of evolutionary population biology (i.e. Frank, 2012) and standard probability theory (to express multilevel hierarchies through nested conditioning). It is our hope that this compromise spreads the burden of adjustment among readers from different disciplines. At the same time, we are aware that this inevitably also results in the spread of discontent, for which we apologize in advance.
Figure S.1 is a more detailed version of Figure 1a from the main text aimed at illustrating our notation. The example tracks evolutionary updating between times and + 1. We have a random variable (for "groups") with two realizations (' ' and ' '), which has distribution ( ) at time and +1 ( ) at time . 
(B) Multilevel application
Following the multilevel logic outlined in equation (3) of the main article, we now calculate evolutionary forces within each of these groups on the second (more fine-grained) level. We redefine the random variable of the first level as =1 (referring to 'filling') and introduce the additional random variable =2 (referring to 'color'). We then work with conditional probabilities (the lower level conditioned on the higher level in which it is nested). Figure S. 2 shows that the proportion of the red subtype on the second level = 2 at time represents one quarter of the empty types: ( =2 | =1 ) = 0.25 and that it multiplies by a factor of 5 during updating.
The type fitness on the higher level (aggregate coarse-grained) level is the expected value of the conditioned type fitness on the lower (more fine-grained) level. For the empty types: We can now calculate the force of natural selection on the second level within the higher first level group:
For the variance among colors within the empty types, this results in: 
Coincidentally it turns out that likewise
= 0.5. In this case, the second level = 2 within each of the two groups on the higher level = 1 is already the lowest level permitted by the illustrative 'database' of our example. In our notation, this means = 2. We can therefore calculate our metric of (for details see Supporting Information C.3 below). 
(C) Derivation of the multilevel decomposition
We use a three-part decomposition of evolutionary population change inspired by the Price equation . This kind of decomposition is useful in the quantitative comparison of different multilevel population partitions. The traditional Price equation 1972; Frank, 2012) keeps track of a chosen character (often represented by , such as allele, genotype, phenotype, kind of individual or enterprise, etc.) and regresses this characteristic on the growth rate . The selected character has to be a scalar variable and is often subjectively defined by established scientific custom and/or current data availability. Since network groups do not have a quantitative scale and since we question the very nature of this choice of variable (what variable defines groups in populations?), we use the more fundamental version of Price's logic and set the character equal to fitness = . In this form, our decomposition is similar to the formulations used by evolutionary economists (Baily, et al., 1992; Foster, et al., 1998; Metcalfe and Ramlogan, 2006) .
C.1 Three part decomposition: natural selection
We define delta ∆ to be a difference by subtraction in a time series: ∆ = +1 − and ∆ = +1 −
. We decompose the change in population fitness ∆ ̅ (on the highest level). In the following reformulation, we make use of the fact that ( ) +1 = ( ) * 
, refers to natural selection ( ), in line with Fisher's fundamental theorem of natural selection (Fisher, 1930; Lessard, 1997; Edwards, 2002) . The theorem states that the change in average fitness caused by natural selection is proportional to the variance in fitness. Since both, the variance and its normalizing population fitness can only be positive, the corresponding contribution to change in population fitness (left hand side) can only be positive:
Since Fisher's fundamental theorem only refers to the part of the total change that is caused by natural selection, it has been referred to as a "partial change" in fitness by biologists . Economists have referred to this incomplete modeling of evolutionary dynamics as a restricted model of "pure selection" p. 243) .
C.2 Two part decomposition: sustainable selection
Adding up the variance and the covariance terms, we can derive equation (2) As shown by the canceling terms in equation (S.4.1), the Relative Acceleration ( ) term incorporates a negative counterpart of the positive contributions of Natural Selection ( ) to increases in fitness. This is why we see the "mirror result" between these two terms when applied to empirical data , with the Relative Acceleration ( ) being a negative counterpart to Natural Selection ( ).
C.3 Multilevel decomposition: nesting as conditional proportions
We now decompose the multilevel-term ( ) of equation (S.2) through recursion with the same logic, just one level lower. In order to be able to work with an arbitrary number of level, we introduce a scalable notation for levels which is indexes with the subscript . Population fitness on the highest possible level (which is traditionally expressed with an overbar ̅ ) is found on level = 0 in terms of this scalable multilevel notation: ̅ = ( =0 ). The types of the first level are indexed with the subscript = 1. Therefore, ( =1 ) represents a proportion on a first level group within the population (more precise: ( =1 | =0 ), proportion of type, conditioned on the entire population). We define ( =2 | =1 ) as the conditional distribution of a subpopulation on level = 2 conditioned on the higher level group at = 1, which has the same properties as conditional probabilities, with ∑ ( =2 | =1 ) =2 = 1. In other words, the index ( =2 | =1 ) tracks the number of subtypes on level = 2 within a specific higher level type on level on level = 1 (which is implicity understood to be part of the total population on level = 0). Expressing equation (S.2) in this more detailed notation we get: The same holds for the term.
( . 7)
(D) Proof of applicability of comparative method
Here we show the proof of equation (4) from the main article, namely that the sum of the variance ( ) and covariance terms ( ) add up to the same combined sustainable selection ( ) effect for all different possible ways to structure group membership, given the condition that this multilevel logic is pursued until the lowest possible level of fine-graining . The proof follows directly from equation (S.7) from above. Saying that [ + = = ] for all possible partitions is equivalent to saying that the remaining multilevel term on the lowest level is constant for all possible partitions. This is always the case, because partitions on the lowest level have equal proportions. Shares on the lowest level, ( = ), are defined by the permitted level of fine-graining of the database, which is independent from different ways of higher level grouping of this lowest level granularity. For example, in our example of Figure S } (corresponding to the colored second level subtypes from Figure S .2), which is independent from different ways to create first level types, such as done in Figure S .1. In formal terms of our notation:
Summary of datasets
The following ). After testing for several cut-off points, we eliminated those links that did not achieve a tie-strength of 15 and above (the number of nodes in the resulting network stayed the same until a tie-strength of 21 = 87.5 % of the periods, which justifies this cut-off). The resulting network of 148 nodes contains many pendants (nodes only connected to one other node), which leads to confounding results in our evolutionary dynamics, since those video views are influenced by references to videos outside of our sample. After eliminating the pendants we are left with one directed union network of 56 nodes, and reintroduced the full tie-strength between 1 and 24 for those nodes. This includes the 29 most popular videos on the channel (our primary source) + 27 videos that were regularly linked to those popular videos (these videos might or might not be from the DemocracyNow channel and include videos from other news channels, individuals and bloggers, and entertainment provides, among others). The main evolutionary growth variable consists of the number of views of the video. We also collected the number of Likes and Dislikes, the date published and the number of comments. We sum these indicators up for the 24 periods and ranked them from lowest to highest to create one attribute scale for the attribute partitioning. 
KIVA individual lenders: crowed-sourced entrepreneur fundraising
A webscraper was programmed to obtain this dataset from Kiva Microfunds (Kiva.org), a non-profit organization that allows people to lend money via the Internet to underserved entrepreneurs and students in 70 countries: http://www.kiva.org/lend?sortBy=amountLeft . On August 6, 2013 the 189 entrepreneurs with the "largest amount left" (in % of total amount = minimum raised) were selected and the evolution of their fundraising efforts were recorded every 6 hours for the consecutive 6 days at 1am, 7am, 1pm and 7pm, until August 12, 2013, resulting in 24 time steps. The nodes in the networks are the entrepreneurs and we establish an undirected link between two entrepreneurs if the same borrower has lent funds to both entrepreneurs. Each shared lender adds an additional tie-strength of 1. We summed up the resulting 24 networks to create one union network. We kept the nodes that made part of the resulting giant component (largest connected subgraph) and removed pendants, leaving us with a connected subgraph of 120 nodes for the "Kiva lender network". We realize the exercise for two different growth variables: (A) the amount raised as percentage of total fundraising goal; (B) the amount raised in total US$. We collect different attributes of the (teams of) entrepreneurs (for example on the number of borrowers that teamed up for one project and on the characteristics of the field partner of the entrepreneurs, which can be microfinance institutions, social businesses, schools or non-profit organizations). We sum these indicators up for the 24 periods and rank them from lowest to highest to create one attribute scale for the attribute partitioning. KIVA teams: crowed-sourced entrepreneur fundraising Lenders on Kiva.org can also join a team. There are local areas teams (with members from the same country or region), business teams (with members from the same company), religious congregations, sports clubs, or simply friends, etc. We also collected those and created a second Kiva network. In this network the nodes have the same attributes as in the "Kiva lender network", but the network ties are teams, and not individual donors. After removing the pendants we are left with 118 nodes for the "Kiva team network". We summed up the resulting 24 networks to create one union network. The attribute measures are the same as in the KIVA individual lenders network.
Trade: international total trade of goods
The evolutionary growth variable of this dataset consists of Gross National Product (GDP) in constant US $ (of 2005) and for another test in GDP per capita of importing country in constant US $ (of 2005) (World Bank, 2011). We created a network of the sum of all international trade flows for each year between 1987 and 2010 (in current US dollars) (based on UN Comtrade SITIC4rev2, which was cleaned and kindly shared with us by Hausmann, Hidalgo, Bustos, et al., 2011) . We summed up the resulting 24 networks to create one union network. As classifying attribute measures we used several World Development indicators (World Bank, 2011) . We sum them up for the 24 periods and rank them from lowest to highest to create one attribute scale for the attribute partitioning. Given the limitation in available time series for World Development Indicators, we had to reduce the network to 118 country nodes, which represent 97 % of global GDP and 91 % of the global population. 
NOVA: YouTube video views of science videos
The dataset preparation follows the same procedure as for the above described DemocracyNow dataset, being scraped from the YouTube.com video outlet of the program NOVA of U.S.'s Public Broadcasting Service (PBS), during the same period, but collected at 6am and 6pm: http://www.youtube.com/user/NOVAonline/videos?flow=list&view=0&sort=p . Since the link structure was more volatile in this case, we only counted links with a tie-strength of and above 22 (out of 24) in the 31 summed union network.
5 Before the elimination of pendants, the result was a union network of 156 nodes, and we worked with the directed network of 86 nodes that was the result after the elimination of pendants. We then reintroduced the full tie-strength of 1-24 for the identified 86 nodes. 
