Abstract. Let {x n } be a frame for a Hilbert space H. We investigate the conditions under which there exists a dual frame for {x n } which is also a Parseval (or tight) frame. We show that the existence of a Parseval dual is equivalent to the problem whether {x n } can be dilated to an orthonormal basis (under an oblique projection). A necessary and sufficient condition for the existence of Parseval duals is obtained in terms of the frame excess. For a frame {π(g)ξ : g ∈ G} induced by a projective unitary representation π of a group G, it is possible that {π(g)ξ : g ∈ G} can have a Parseval dual, but does not have a Parseval dual of the same type. The primary aim of this paper is to present a complete characterization for all the projective unitary representations π such that every frame {π(g)ξ : g ∈ G} (with a necessary lower frame bound condition) has a Parseval dual of the same type. As an application of this characterization together with a result about lattice tiling, we prove that every Gabor frame G(g, L, K) (again with the same necessary lower frame bound condition) has a Parseval dual of the same type if and only if the volume of the fundamental domain of L × K is less than or equal to 1 2 .
Introduction
A frame for a Hilbert space H is a sequence of vectors {x n } ⊂ H for which there exist constants 0 < A ≤ B < ∞ such that, for every x ∈ H,
The optimal constants (maximal for A and minimal for B) are known respectively as the upper and lower frame bounds. A frame is called a tight frame if A = B, and is called a Parseval frame if A = B = 1. If a sequence {x n } satisfies the upper bound condition in (1.1), then {x n } is also called a Bessel sequence. Frames are generalizations of Riesz bases and were first introduced by Duffin and Schaeffer [9] to deal with some difficult problems in nonharmonic Fourier analysis. The study of frame theory has drawn a lot of attention in recent years, partially because of its applications in signal processing as well as its close connections with other mathematical fields such as wavelet theory, time-frequency analysis, operator and operator algebra theory (cf. [8, 14, 15, 12, 13, 16, 17, 18, 20, 21, 27, 25, 29] ).
DEGUANG HAN
For a Bessel sequence {x n }, the analysis operator Θ is a bounded linear operator from H to 2 (N) defined by Θx = n∈N x, x n e n , where {e n } is the standard orthonormal basis for 2 (N). Clearly, {x n } is a frame for H if and only if its analysis operator Θ is injective and has closed range. In this case, the operator S := Θ * Θ : H → H is invertible and is called the frame operator. It can be easily verified that Θ * e n = x n , ∀n ∈ N and hence
This implies that the lower frame bound is 1 ||S −1 || and the upper frame bound is ||S||. From (1.2), we also obtain a reconstruction formula:
The frame {S −1 x n } is called the canonical dual of {x n }. In general, if a frame {y n } satisfies
x, y n x n , ∀x ∈ H, then {y n } is called an alternate dual frame of {x n }. The canonical and alternate duals are simply referred to as duals. It is well known that a frame has a unique dual if and only if it is a Riesz basis (cf. [23] ). Parseval frames have many nice features. In particular, if {x n } is a Parseval frame, then the canonical dual is itself, which of course is a Parseval frame. This paper is primarily concerned with the existence problem for a general frame or a frame with special structures to have a dual frame which is also a Parseval frame. Such a dual will be called a Parseval dual. We first note that not every frame has a Parseval dual. For instance, if a frame {x n } is a Riesz basis but not Parseval, then its dual (which is unique) also fails to be Parseval. Moreover, if {y n } is a Parseval dual for a frame {x n }, then we have for every x ∈ H that
which implies that
Thus a necessary condition for a frame to have a Parseval dual is that the lower frame bound is greater than or equal to one. This leads to a natural question: Problem 1. Assume that the frame operator S for a frame {x n } has the lower frame bound ≥ 1. Under what conditions does {x n } admit a Parseval dual?
When the lower frame bound is strictly greater than 1, the above question has been answered in [23] 
The dimension of Θ(H)
⊥ is also called the excess [5] of {x n }. We remark that the above excess condition is also sufficient when the lower frame bound is 1. However, it is not a necessary condition in general. For example, any Parseval frame has itself as a Parseval dual. But the excess of a Parseval frame is not necessarily greater than or equal to dim H. In section 2 we will establish the connection between the frame dilations and the existence of Parseval duals, from which we will obtain a complete answer to Problem 1 (Proposition 2.4).
Our main focus will be on those frames with special structures since most of the useful frames in theory and in applications are of this kind (typical examples include Gabor frames and wavelet frames). Therefore, it is natural to ask the question when do we have a Parseval dual with the same structure as the given frame. Our particular interest is in those frames induced by a projective unitary representation of group G. This particular class of frames has close connections with operator algebra theory and has many applications such as in time-frequency analysis, wavelet analysis and shift invariant subspace theory (cf. [16, 17, 18, 22] ).
Recall that a projective unitary representation π for a countable discrete (not necessarily abelian) group G is a mapping g → π(g) from G into the set of unitary operators on a Hilbert space
where µ(g, h) belongs to the circle group T. The mapping (g, h) → µ(g, h) is then called a multiplier of π (cf. [31] ). The image of a projective unitary representation is also called a group-like unitary system since it resembles in many ways a group of unitary operators. A frame projective unitary representation is a projective unitary representation π on H π such that there exists a vector η ∈ H π such that {π(g)η : g ∈ G} is a frame for H π . We will point out in section 3 that, in most cases, if {π(g)η : g ∈ G} is a frame but not a Riesz basis, then it also has a Parseval dual frame which is not necessarily in the form of {π(g)ξ : g ∈ G}. Indeed, there exist many such frames which do not admit a Parseval dual of the same type (see Corollary 3.4) . This leads us to the second question:
Under what condition on the projective unitary frame-representation π of a group G does every frame {π(g)η} have a Parseval dual frame of the same type?
One of our main results of this paper is to answer the above question. Recall that two Bessel sequences {x n } and {y n } are said to be orthogonal if the range spaces of their analysis operators are orthogonal in 2 (N). The concept of orthogonal frames (also called strongly disjoint frames) was introduced and systematically studied by R. Balan in [3, 4] , D. Han and D. Larson in [23] , and has been used in the investigation of orthogonal Weyl-Heisenberg frames, super wavelets and sampling (cf. [1, 10, 11, 32] 
. By using the above theorem and a deep result on lattice tiling (Theorem 4.4) we obtain:
Then the following are equivalent:
2 . The rest of this paper is organized as follows. In section 2 we discuss the connection between the dilation property of frames and the existence problem for Parseval duals. In particular we give a necessary and sufficient condition for the existence of a Parseval dual. Sections 3 and 4 are devoted to proving the two main theorems and to discussing some results related to frame representations and Gabor frames. An essential part in the proof of Theorem 1.3 is a result about lattice tiling in R d which has an independent interest to us. The proof of this tiling result will be given in the appendix section.
Parseval duals and dilations
There is a natural connection between the existence of the Parseval dual and the so-called dilation theorem of frames. Clearly, the image of an orthonormal basis under an orthogonal projection is a Parseval frame for the image space. The converse of this is also very well known in frame theory (cf. [23] ): Proposition 2.1. Let {x n } be a Parseval frame for a Hilbert space H. Then there exist a Hilbert space K ⊇ H and an orthonormal basis {e n } for K such that x n = P e n , where P is the orthogonal projection from K onto H.
In other words, Parseval frames are exactly the orthogonal compressions of orthonormal bases. What about general frames? Is it true that we can "dilate" any general frame to an orthonormal basis? (By "dilate" here we mean that the frame is the image of an orthonormal basis under an oblique projection, which is an idempotent operator but not necessarily orthogonal.) However, this is not true in general; for example, if {x n } is a Riesz basis but not a tight frame, then it can never be the image of an orthonormal basis under an oblique projection. For some more detailed discussion on this problem we refer to [7] and a more recent paper [2] . The following theorem tells us that the dilation result holds for a frame {x n } if and only if {x n } has a Parseval dual. 
Assume (ii) and let y n = P Q * f n , where again P is the orthogonal projection from K onto H. Then clearly y n ∈ H. Note that for each x ∈ H we have Q 2 x = P x = x. Thus
and
So {y n } is a Parseval dual for {x n }.
DEGUANG HAN
Combining the above result with Proposition 
N → H be a fixed unitary operator, and let w n = W Qe n , where Q is the orthogonal projection from 2 (N) onto N . Then {w n } is a Parseval frame for H, which is orthogonal with {x n }.
Then {Bw n } is also orthogonal with {x n }. Let T be the analysis operator for {S −1 x n + Bw n }. Then
where we used the orthogonality between {Bw n } and {x n }. Hence {S −1 x n + Bw n } is a Parseval frame for H. Moreover, for every x ∈ H, we have that
(ii) follows from Theorem 3.4 in [2] and Theorem 2.2.
Proof of Theorem 1.2
From the previous section we have seen that the excess of a frame is associated with the existence of a Parseval dual. So we first take a close look at the excess of the frames associated with projective unitary representations. is defined by
where {χ g : g ∈ G} is the standard orthonormal basis for 2 (G) and µ(·, ·) is the multiplier of π. Then λ(g) is unitary.
Since π is a projective unitary representation, it can be easily verified that Θ(H π ) is invariant under all the operators λ(g), and so is M . In particular M is invariant under λ(g 0 ). Since g 0 has order ∞, we have that λ(g 0 ) has no eigenvalue (i.e. point spectrum). Thus dim M = ∞ since, otherwise, the restriction of λ(g 0 ) to M would have an eigenvalue. So the excess of {π(g)ξ} is ∞.
The idea of proving that the excess is infinite in the above proposition has been used for general frames in [5] by looking at the point spectrum of intertwining operators. In particular, it was proved in [5] that Gabor and wavelet frames all have infinite excess if they are not Riesz bases. Note that Gabor frames (resp. wavelet frames) are frames induced by an ordered product of two unitary operator groups. With a slight modification of the proof, the above proposition can be generalized to the following result, which obviously covers the Gabor and wavelet frame cases. 
Our next result points out that in general a frame {π(g)ξ : g ∈ G} (with the lower frame bound ≥ 1) does not have a Parseval dual of the same type. We say that a frame {π(g)ξ : g ∈ G} has a unique dual of the same type if {π(g)ξ : g ∈ G} has only one dual of the form {π(g)η}. We need the following characterization result for uniqueness of the dual of the same type [18] Proof. Let S be the frame operator for {π(g)ξ}. Then Sπ(g) = π(g)S for all g ∈ G.
Suppose that, besides the canonical dual {π(g)S −1 ξ}, {π(g)η} is another dual frame of {π(g)ξ}. Then
for every x ∈ H π . So
Hence {π(g)S 1/2 η} is a dual frame of the Parseval frame {π( 
]). Let B(H) be the algebra of all bounded linear operators on a separable Hilbert space H. A * -subalgebra M of B(H) is a subalgebra with the property that T
* belongs to M whenever T ∈ M. A * -subalgebra M is called a von Neumann algebra if the identity operator I is in M and if it is closed in the weak operator topology. A von Neumann algebra is called finite if every isometry in the algebra is unitary. Two orthogonal projections P and Q in a von Neumann algebra M are said to be equivalent if there exists a partial isometry T ∈ M such that T T * = P and T * T = Q. Let M be an invariant subspace of a projective unitary representation π. Then the restriction of π to M is also a projective unitary representation of G with the same multiplier, and this representation is called a subrepresentation of π, and is denoted by π P , where P is the orthogonal projection from H π onto M . Two projective unitary representations π and σ are said to be unitarily equivalent if there exists a unitary operator U from H π onto H σ such that
Let π be a projective unitary representation of a group G with multiplier µ. Recall that the left regular unitary representation λ of G on 2 (G) associated with µ is defined by
where {χ g : g ∈ G} is the standard orthonormal basis for 2 (G). Then it can be checked that λ is a projective unitary representation of G with the same multiplier µ.
Let λ(G) := {T ∈ B( 2 (G)) : T λ(g) = λ(g)T, g ∈ G} be the commutant of λ(G). Then λ(G)
is a finite von Neumann algebra. For any orthogonal projection P ∈ λ(G) , the restriction of λ to M := P ( 2 (G)) is always a frame projective unitary representation since M is invariant under λ. It is evident that if we let η = P χ e , then {λ P (g)η} is a Parseval frame for M . That is, every subrepresentation of λ is a frame representation. In fact, the converse is also true:
Lemma 3.5 ([16]). If π is a frame projective unitary representation, then π is unitarily equivalent to a subrepresentation of the associated left regular representation.

Lemma 3.6. Let π be a projective unitary representation of a group G and Q an orthogonal projection in λ(G) . Assume that {π(g)η} is a Parseval frame for H π and P is the orthogonal projection from
2 (G) onto Θ η (H π ). Then the following are equivalent:
Proof. From Lemma 3.5, without loss of the generality, we can assume that π = λ P , H π = P ( 2 (G)), and η = P χ e .
First assume that Q P in λ(G) . Then there exists a partial isometry
, where e is the unit of G. Thus, for any x ∈ H π , we have
where in the last equality we use the fact that V is isometric on P ( 2 (G)). So {π(g)ξ} is a Parseval frame for H. Similarly, for each x ∈ H π we also have
, as expected. Conversely, assume that {π(g)ξ} is a Parseval frame for H π = P ( 2 (G)) such that Q is the orthogonal projection from 2 (G) onto Θ ξ (H π ). Then Q ∈ λ(G) . We define a linear operator V on 2 (G) by letting V = Θ ξ on H π = P ( 2 (G)) and V x = 0 when x is orthogonal to P ( 2 (G)). Clearly V is a partial isometry satisfying V V * = Q and V * V = P . Moreover, it is an easy exercise to verify that V commutes with all λ(g) for every g ∈ G. Hence, Q P in λ(G) .
Lemma 3.7. Let G be a group and let π be a projective unitary representation of G with frame multiplicity greater than or equal to 2. Then for every frame {π(g)η} for H, there exists a Parseval frame {π(g)ξ} such that {π(g)ξ} and {π(g)η} are orthogonal.
Proof. Since π has multiplicity at least 2, there exist two frames {π(g)x : g ∈ G} and {π(g)y : g ∈ G} for H that are orthogonal. Let P and Q be the orthogonal projections onto Θ x (H) and Θ y (H), respectively. Then P, Q ∈ λ(G) and P ⊥ Q. By Lemma 3.6, we also have P Q.
Let {π(g)η} be a frame for H, and R be the orthogonal projections onto Θ η (H). Then, again by Lemma 3.6, we have R P Q. Since λ(G) is a finite Neumann algebra, it follows from the property of finite von Neumann algebras (cf. [28] 
Proof of Theorem 1.2. (i) ⇒ (ii):
Assume that π has frame multiplicity greater than or equal to 2. Let {π(g)ξ} be a frame for H π , and S = Θ * ξ Θ ξ be its frame operator with
Since π has frame multiplicity greater than or equal to 2, it follows from Lemma 3.7 that there exists a Parseval frame {π(g)η} such that {π(g)η} and {π(g)S −1 ξ} are orthogonal. Let Θ η be the analysis operator of {π(g)η}. Then we have Θ *
Bη Θ Bη x holds for every x ∈ H, which implies that
In fact, since {π(g)η} and {π(g)S −1 ξ} are orthogonal, we have that for every x ∈ H,
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Therefore we have
(ii) ⇒ (i): Pick a frame {π(g)ξ} for H such that ||S −1 || < 1, where S = Θ * ξ Θ ξ is the frame operator. Then, by assumption, {π(g)ξ} has a Parseval dual frame,
which implies that {π(g)ξ} and {π(g)h} are orthogonal. Let Θ h and Θ η be the analysis operators for {π(g)h} and {π(g)η}, respectively. Then we have
Therefore {π(g)h} is also a frame for H. Now we have two orthogonal frames {π(g)ξ} and {π(g)h}, which implies that π has frame multiplicity at least 2. Proof. Let {π(g)ξ} be a Parseval frame for H. By Theorem 1.2 and Lemma 3.7, there exists a Parseval frame {π(g)η} such that {π(g)ξ} and {π(g)η} are orthogonal frames. Then, by Theorem 2.9 in [23] , {π(g)ξ ⊕ π(g)η : g ∈ G} is a Parseval frame for H ⊕ H, which implies that ||ξ ⊕ η|| ≤ 1. We recall a fact [16] that ||ϕ|| = ||ψ|| for any two Parseval frames {π(g)ϕ} and {π(g)ψ}. Therefore we have
For some special cases, the condition ||ξ|| 2 ≤ 1/2 for a Parseval frame {π(g)ξ} is also sufficient for π to have frame multiplicity at least 2. . Since λ(G) is a finite factor von Neumann algebra, it follows that there exists a subprojection Q of P ⊥ such that P and Q are equivalent in λ(G) . Hence, by Lemma 3.6, there exists a Parseval frame {π(g)η : g ∈ G} such that θ η (H) = Range(Q). Therefore {π(g)ξ : g ∈ G} and {π(g)η : g ∈ G} are two orthogonal frames, which implies that π has frame multiplicity at least 2.
Proof of Theorem 1.3
In this section we prove our main result about Gabor frames. Let L and K be two full-rank lattices in R d , and
Such a family was first introduced by Gabor [19] in 1946 for signal processing and has recently become an active research topic in time-frequency analysis (cf. [6, 12, 13, 20] 
Let T t and E s be the translation and modulation unitary operators defined by: To prove Theorem 1.3, we need to introduce the concept of tiling for R
. Now we check the orthogonality of the two frames. Let Q be a fundamental domain of
ThenΩ ∩ E has measure zero since (Ω + m) ∩ (E + n) has measure zero for all m, n ∈ Z d . We first prove that
are two orthogonal frames as we claimed, and so the frame representation π associated with the lattice L × K has frame multiplicity at least 2.
Combining the above proof with Corollary 5.4 in the appendix section we have the following more general statement: 
Appendix: Lattice tiling
The main purpose of this appendix is to prove Theorem 4.4. The proof follows the same line as in the proof of Theorem 1.2 in [25] , except for taking care of the volume of K. We include the sketch of the proof for completeness. Without losing generality, we will assume that
). Then Theorem 4.4 holds for A if and only if it holds for P AQ.
Proof. Suppose that there exist Ω and E such that both Ω and E tile R d by K and pack R d by L, and (Ω + ) ∩ (E + ) has Lebesgue measure 0 for any , in L. Then
Thus P (Ω) tiles by K and packs by L. Moreover
2 )] has Lebesgue measure 0 for any , in L. Therefore Theorem 20 holds for P AQ. Conversely, if Theorem 4.4 holds for P AQ, then it follows immediately that it also holds for A = P −1 (P AQ)Q Combining all three cases we complete the proof of Theorem 4.4.
It is not hard to check that the above proof can be easily modified to get the following more general result: 
