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Resumen 
Esta tesis presenta algunos de los diferentes trabajos de aplicación en los que 
he participado para resolver problemas reales de recuperación de información en 
diversos entornos. 
Dichos trabajos se han realizado en colaboración con distintas empresas,  
donde se han implementado diversos prototipos de agentes inteligentes aplicando 
las técnicas de inteligencia computacional que sustentan los métodos de 
recuperación de información desarrollados, con la finalidad de crear agentes 
inteligentes para resolución de problemas en los que se necesita realizar una 
recuperación de información. 
El método de recuperación de información desarrollado da lugar a las 
publicaciones que se adjuntan en el capítulo 8 de esta tesis; y su aplicación propicia 
una entrada en la oficina de registro de la propiedad intelectual y la implementación 
del Agente Inteligente de ayuda a la navegación por el portal web de la Universidad 
de Sevilla. 
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1  Introducción y Objetivos 
1.1 Introducción 
La presente tesis se enmarca en la problemática de la recuperación de 
información. En particular, expone un novedoso sistema, basado en lógica difusa, 
para la implementación de agentes inteligentes en diversos ámbitos.  
Por recuperación de información se entiende buscar, de forma automática, 
todos los documentos, dentro de una colección de documentos diversos 
relacionados, con un cierto grado de relevancia, con una consulta formulada por un 
usuario. La relevancia del documento vendrá dada por la afinidad del mismo a unos 
parámetros especificados. Además, se trata de afinar el proceso para que el número 
de documentos devueltos sea mínimo y corresponda sólo a los similares a la 
consulta. 
 En ocasiones, la consulta puede consistir en uno de los documentos 
pertenecientes a la propia colección con la intención de recuperar todos los otros 
documentos presentes en la colección similares al señalado como muestra.  
El objetivo de esta tesis es el desarrollo y la aplicación de agentes inteligentes 
basados en lógica difusa para recuperación de información heterogénea en ámbitos 
Capítulo 1. Introducción y Objetivos 
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diferentes a los portales web. En concreto, la aplicación de estos agentes se realiza 
en el ámbito de la ayuda a la docencia (proyecto Aulas Virtuales), y en el ámbito de 
los asistentes virtuales para simplificar el uso de aplicaciones de usuario (proyecto 
Asistente SmartCity.Eco) 
Los agentes inteligentes desarrollados utilizan el método de recuperación de 
información, el método de asignación de pesos, y la estructura de almacenamiento 
de información desarrollada en las publicaciones adjuntas. En dichas publicaciones 
se justifica el buen funcionamiento de estos métodos, así como la mejora de 
rendimiento en la recuperación de información contenida en portales web frente al 
modelo de espacio vectorial (Vector Space Model, VSM) y el método de asignación 
de pesos tf-idf. El capítulo 4 resume las pruebas realizadas que avalan el 
rendimiento de los métodos que se utilizan. 
1.2 Estructura de la tesis 
La presente memoria se estructura como sigue: En el capítulo 2 se hace una 
revisión de las técnicas de recuperación automática de información que dan lugar al 
desarrollo del método basado en lógica difusa presentado en las publicaciones 
adjuntas y se describe en detalle el modelo de espacio vectorial de representación de 
documentos y el método de asignación de pesos tf-idf. El capítulo 3 está dedicado a 
la descripción de los desarrollos del método de asignación de pesos basado en 
lógica difusa y al algoritmo de recuperación de información basado en lógica difusa 
aplicados en esta tesis. En el capítulo 4 se hace una descripción de los aspectos 
técnicos más relevantes de las publicaciones que se adjuntan y el capítulo 5 describe 
los resultados de la aplicación en proyectos de investigación y desarrollo de los 
sistemas desarrollados objeto de esta tesis. En este capítulo, mediante el análisis de 
los resultados de aplicación se muestra con detalle el alcance de la investigación 
realizada. Por último, el capítulo 6 recopila las conclusiones alcanzadas. 
1.3 Resumen global de los resultados 
En los últimos años he participado como autor en los dos artículos en revistas 
internacionales, y un capítulo de libro, donde se han expuesto los resultados 
obtenidos con la investigación realizada sobre Recuperación de Información basada 
en métodos de inteligencia computacional y la aplicación en Agentes para 
realizarla. 
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En este apartado se resumen las aportaciones más relevantes realizadas durante 
este tiempo, cuyo texto completo se  incluye en el capítulo 8 de la presente memoria 
de tesis. 
Publicaciones en revistas internacionales en las que soy coautor: 
 A1: A FUZZY LOGIC INTELLIGENT AGENT FOR INFORMATION 
EXTRACTION: INTRODUCING A NEW FUZZY LOGIC-BASED 
TERM WEIGHTING SCHEME 
o Autores: Jorge Ropero, Ariel Gómez, Alejandro Carrasco, y 
Carlos León. 
o DOI:10.1016/j.eswa.2011.10.009 
o Publicación: Expert Systems with Applications, Volume 39, 
Issue 4, March 2012, Pages 4567-4581. 
o Breve descripción: En esta publicación se definen los 
parámetros de un nuevo método de recuperación de 
información al que se accede mediante Lenguaje Natural. 
También se define un método de asignación de pesos a los 
términos-índices. El núcleo de ambos métodos es un motor de 
lógica difusa. Como prueba de funcionamiento, se realizan 
pruebas sobre la recuperación de información aplicada a los 
contenidos del Portal web de la Universidad de Sevilla. Las 
pruebas realizadas demuestran que los portales web 
constituyen un ámbito de aplicación en el que el método de 
recuperación de información desarrollado, basado en lógica 
difusa, ofrece muy buenos resultados. 
o Índice de calidad: La publicación está indexada en el JCR 
con índice de impacto de 1.854 (Q1) y el artículo ha recibido 
6 citas. 
o Mi contribución: Desarrollo del algoritmo de IR, 
implementación del motor difuso para IR mediante Unfuzzy, 
determinación de reglas del motor difuso para IR y TW, 
determinación de los estimadores de calidad (métricas), 
diseño de pruebas de funcionamiento, análisis de resultados, 
optimización del algoritmo de IR, colaboración en la 
redacción del artículo. 
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 A2: SABIO: SOFT AGENT FOR EXTENDED INFORMATION 
RETRIEVAL 
o Autores: Ariel Gómez, Jorge Ropero, Alejandro Carrasco, 
Carlos León, y  Joaquín Luque. 
o DOI: 10.1080/08839514.2013.774204 
o Publicación: Applied Artificial Intelligence, Volume 27, 
Issue 4, 1 April 2013, Pages 249-277.  
o Breve descripción: En esta publicación se describe la 
implementación de un Agente Inteligente para recuperación 
de información utilizando los métodos desarrollados y 
detallados en publicaciones anteriores. Se programa el motor 
difuso, sus reglas, y los algoritmos de recuperación de 
información,  utilizando el entorno Borland C++ Builder. Se 
implementa una base de datos para almacenar el 
conocimiento del Agente y sus parámetros mediante Access. 
Se diseñan pruebas de funcionamiento y se optimiza el 
algoritmo de recuperación mediante análisis de los resultados. 
El resultado de las pruebas señala que la implementación de 
un Agente Inteligente basado en los métodos desarrollados es 
viable y alcanza todos los objetivos inicialmente propuestos. 
De forma general también se comprueba que la 
implementación del motor difuso realizada mantiene la 
funcionalidad del configurado en el desarrollo del método y 
que los coeficientes de peso asignados mediante el Agente 
son muy similares a los propuestos por el Ingeniero de 
Conocimiento. 
o Índice de calidad: La publicación está indexada en el JCR 
con índice de impacto de 0.402 (Q4) y el artículo ha recibido 
1 cita. 
o Mi contribución: Desarrollo de varios motores difusos en 
Unfuzzy, implementación del motor difuso genérico en C, 
definición e implementación de las reglas para el motor 
difuso de IR y TW, implementación del Agente Inteligente 
para IR, optimización del algoritmo de IR programado, 
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implementación del Agente asignador de coeficientes de peso, 
diseño de la estructura e implementación de una Base de 
Datos para almacenamiento del CCA, diseño de pruebas del 
Agente de IR y del Agente asignador de pesos, análisis de 
resultados de las pruebas, redacción del artículo. 
 
Capítulos de libro en los que soy coautor: 
 L1: TERM WEIGHTING FOR INFORMATION RETRIEVAL USING 
FUZZY LOGIC. 
o Autores: Jorge Ropero, Ariel Gómez, Alejandro Carrasco, 
Carlos León, y  Joaquín Luque. 
o DOI:10.5772/37837 
o Publicación: Fuzzy Logic - Algorithms, Techniques and 
Implementations, Prof. Elmer Dadios (Ed.), ISBN: 978-953-
51-0393-6, InTech, DOI: 10.5772/2663 
o Breve descripción: En este capítulo de libro se realiza un 
estudio del rendimiento de un proceso de recuperación de 
información mediante el diseño de unas pruebas y la 
comparación de los resultados obtenidos aplicando un 
método de asignación de pesos basado en lógica difusa 
desarrollado por los autores, y el método clásico tf-idf. En el 
análisis se categorizan los resultados bajo dos criterios 
novedosos. El análisis de resultados constata que el uso de 
lógica difusa en los algoritmos de asignación de pesos y de 
recuperación de información mejora los resultados obtenidos 
respecto al uso del método clásico de tf-idf. 
o Índice de calidad: Este libro está citado 4 veces en su 
conjunto y el capítulo 1 vez más. 
o Mi contribución: Diseño de las pruebas, categorización de 
preguntas-tipo, análisis de resultados y discusión de 
resultados, colaboración en la redacción del capítulo. 
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El contenido de estos artículos y el capítulo de libro se describe en los 
capítulos 3 y 4 de esta tesis y su texto completo se adjunta en el capítulo 8. 
Además, la investigación realizada también ha dado lugar al expediente SE-
984-11 con número de entrada 201199901248860 en el Registro de la Propiedad 
Intelectual de Andalucía, y al Agente Inteligente de ayuda a la navegación por el 
portal web de la Universidad de Sevilla. 
En el capítulo 5 de esta tesis se describen otros resultados de aplicación que 
aún se encuentran en fase de pre-comercialización: agente inteligente tutor virtual, y 
agente recomendador de servicios de la plataforma SmartCity.ECO. 
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2  Técnicas de Recuperación 
Automática de Información 
La problemática de la recuperación de información (Information Retrieval, IR) 
comienza a despertar interés desde la década de los 50 (Luhn, 1953), (Lesk, 1969), 
(Blair, 1979), (Croft, 1986), (Belew, 1989), (Liu, et al., 2001), (Zhao & Karypis, 
2002) y se ha aplicado ampliamente a documentos de texto; pero es con el auge de 
la información disponible en Internet y en las grandes bases de datos de 
documentación cuando su interés crece y se impulsa su desarrollo.  
Esta amplia oferta de información y fácil acceso a la misma, que constituye 
una enorme ventaja para los buscadores de información, también actúa 
frecuentemente en contra de los intereses del usuario debido a que se hace muy 
difícil seleccionar los contenidos realmente interesantes de entre toda la 
información disponible. Esto ocurre, en muchos casos, simplemente por cuestión 
del volumen de la información a revisar. 
Para dar respuesta a esta necesidad, en el campo de las colecciones de 
documentos de texto, surgen varios métodos para implementar la recuperación 
automatizada de la información. Algunas de las propuestas más desarrolladas son: 
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el modelo de espacio vectorial (Vector Space Model, ó  VSM) (Wu & Salton, 
1981), (Salton, et al., 1983), (Yu, et al., 1983), (Wong, et al., 1985), (Croft, 1984), 
(Raghavan & Wong, 1986), (Salton & Buckley, 1988), (Salton, 1989), (Lee, et al., 
1997), (Paijmans, 1999) el método los k-vecinos más próximos (k-Nearest 
Neighbors, ó KNN) (Laha, 2007), los modelos de clasificación Bayesianos (Ruiz & 
Srinivasan, 2002), (Lu, et al., 2002) y las redes neuronales (Artificial Neural 
Network, ANN) (Cummins & O’Riordan, 2006) (Thompson & Croft, 1985). 
Desde el inicio del estudio de la recuperación automática de información se 
consideraba que ciertas palabras extraídas de un documento son capaces de 
identificar, o representar, el significado del texto del que se extraen siendo 
consideradas como los representantes del documento o de la consulta del usuario. 
También se sugería que el proceso de recuperación automática de textos podría 
diseñarse basándose en la comparación de los identificadores presentes en los 
documentos de una colección y los que aparecen en la consulta del usuario.  
Otra alternativa para la representación de un documento consiste en realizar 
una asignación manual de términos (indexación del documento), presentes o no en 
el mismo, por una persona con conocimiento sobre el tema. En general, esta 
persona es conocida como un Ingeniero de Conocimiento (IC). 
De entre todas las técnicas de IR mencionadas, el denominado Modelo de 
Espacio Vectorial (VSM) es el utilizado con mayor frecuencia por su simplicidad y 
su alta velocidad de procesado.  
Debido a este extendido uso y a que es directamente comparable con el 
sistema basado en lógica difusa (Fuzzy Logic, FL) desarrollado, se describen a 
continuación resumidamente sus características. 
En este modelo, cada documento se representa por un vector constituido por 
ciertas palabras, denominadas términos-índice (index terms), contenidas en dicho 
documento a las que se les asigna un coeficiente, denominado de peso (term 
weight), relacionado con la importancia de la presencia de dicha palabra en el 
documento que la contiene. De forma habitual se aplica el método denominado tf-
idf para realizar la asignación de dichos coeficientes de peso, siendo mayor el valor 
asignado cuanto más veces aparezca el término índice en el documento que se está 
caracterizando (term frequency, tf), y disminuyendo dicho valor según la cantidad 
de otros documentos en los que también aparece el término en cuestión (inverse 
document frequency, idf). La semejanza de dos documentos, o de una pregunta y un 
documento, se determina mediante la distancia entre los vectores que los 
representan. Para ello es frecuente usar la medida del coseno que forman ambos 
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vectores en su universo de representación. En el apartado 2.1 se describe este 
modelo y el método tf-idf en detalle. 
En las aplicaciones basadas en VSM cobran importancia conceptos como 
consultas, perfiles de usuario, clustering, o relaciones jerárquicas (Haase, et al., 
2002), (Cordón, et al., 2004), (Mercier & Beigbeder, 2005), (Subasic & Huettner, 
2001), (Horng, et al., 2005), (Rios, et al., 2006), (Moradi, et al., 2008), (Zhang & 
Zhang, 2003). 
El método VSM obtiene en general unos resultados bastante aceptables aunque 
adolece de ignorar algunos aspectos que consideramos de importancia, como se 
justifica en las publicaciones adjuntas.  
El sistema de recuperación de información basado en lógica difusa expuesto en 
esta tesis parte también del concepto de representación de los objetos mediante unos 
términos índices presentes en la descripción textual del objeto. A estos términos 
índices también se les asocia un peso cuyo valor depende directamente de la 
importancia de la relación del término índice con el objeto en cuya representación 
aparece. No obstante, como se describe en el capítulo 3, el valor del peso asignado 
tiene en cuenta los parámetros del método tf-idf y otros dos añadidos, y su valor se 
obtiene mediante aplicación de unas reglas de lógica difusa. 
El método desarrollado mejora los resultados de métodos tradicionales como 
el VSM sobre todo cuando la información a recuperar es vaga, imprecisa, o la 
consulta se hace de forma poco rigurosa. Además, ofrece como respuesta no sólo el 
objeto u objetos que claramente se identifiquen con la consulta recibida sino 
también objetos relacionados con ella. Esto es muy útil en el caso de que el usuario 
no sea muy experto en el tema sobre el que solicita información y por ello no 
incluya elementos claves en su consulta, o incluso que introduzca en ella elementos 
erróneos. 
El método desarrollado también tiene la virtud de ser susceptible de aplicación 
no sólo a colecciones de documentos sino a todo aquello que pueda ser descrito 
verbalmente, característica esencial para el objetivo que se persigue en el trabajo 
desarrollado en esta tesis. 
Hay que considerar que el objetivo de cualquier sistema de acceso a 
información es satisfacer las necesidades de los usuarios que demandan respuesta 
sobre los recursos accedidos por dicho sistema. No obstante, existen diversos 
problemas en el uso de estos sistemas de acceso al conocimiento: 
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• En muchas ocasiones los usuarios no son conscientes de la información que 
verdaderamente necesitan solicitar para satisfacer su necesidad y formulan sus 
consultas de forma vaga o imprecisa.  
• Realizar consultas en algunos sistemas, tales como las bases de datos, no 
suele ser una tarea fácil y puede requerir conocimientos que cualquier usuario 
no posee como sentencias en lenguajes de programación, o uso de una 
determinada sintaxis en la consulta. 
Por tanto, surge la necesidad de buscar metodologías que incorporen la 
capacidad que tienen las personas de tomar decisiones concretas en entornos 
imprecisos o afectados de incertidumbre. Dos de las principales metodologías 
desarrolladas con este propósito son las Redes Neuronales Artificiales y la Lógica 
Difusa. Este conjunto de metodologías se conoce como Soft Computing o 
Inteligencia Computacional (Computacional Intelligence, CI). 
Los motores de búsqueda en portales web y las técnicas clásicas de 
recuperación de documentos suelen consistir en búsquedas de palabras clave dentro 
de su ámbito, generalmente la web. El resultado de estas búsquedas puede consistir 
en miles de elementos siendo, la mayoría de las veces, muchos de ellos irrelevantes 
o incluso incorrectos. 
En la actualidad existen diversos enfoques para manejar la información en un 
sistema de recuperación de información. Uno de ellos está basado en el Modelo de 
Espacio Vectorial y otro está relacionado con los conceptos de ontología y web 
semántica. La información almacenada en textos o documentos no estructurados 
puede ser accedida combinando los datos estructurados con relaciones jerárquicas y 
perfiles de usuario (Abulaish & Dey, 2005), (Quan, et al., 2006), (Zhai, et al., 
2008), (Martin & Leon, 2009). La Figura 1 muestra un esquema conceptual de las 
aplicaciones FL para la recuperación de información.  
Estas aplicaciones coinciden en dos aspectos fundamentales con el método 
desarrollado y aplicado en esta tesis. 
 La información a manejar es muy grande. 
 Se hace necesaria una estructura jerárquica o de agrupamiento para la 
clasificación de la información. 
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Figura 1: Esquema conceptual de aplicaciones FL para IR 
2.1 El Modelo de Espacio Vectorial y el método tf-idf 
En esencia, en el modelo VSM, un documento está representado en un espacio 
multidimensional por un vector, de tal forma que los documentos con significados 
similares se encuentran cercanos en ese espacio. Por tanto, midiendo la distancia 
entre los vectores que constituyen la representación de dos documentos se puede 
inferir la similitud de ambos. 
El proceso de aplicación del método a una colección de documentos constaría 
de tres fases diferentes: en primer lugar, se realizaría una indexación de cada 
documento mediante la extracción de los términos más relevantes presentes en cada 
documento; en segundo lugar se asignarían pesos a dichos términos para ponderar 
la influencia de la presencia de cada uno con el significado del documento en 
concreto; en tercer lugar se clasificaría la relación del documento con el 
requerimiento de búsqueda en base a la medida de semejanza de sus vectores. 
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2.1.1 Indexación del documento mediante los términos más relevantes que 
contiene 
La indexación de un documento consiste en sustituir dicho documento por un 
vector de términos, contenidos en él, que sean representativos del significado del 
documento. 
1 2( , ,..., ,..., )i pD t t t t  
Donde D es el vector que representa al documento y ti el término i-ésimo 
seleccionado de entre su contenido. 
En la indexación automática se suele seguir el criterio de señalar como 
relevantes aquellos términos con una frecuencia de aparición alta así como los de 
frecuencia de aparición baja. No obstante, la determinación automática de los 
términos relevantes de un documento no es una tarea trivial, debido a que muchas 
de las palabras contenidas en el documento no describen su contenido 
(determinantes, artículos, conjunciones, etc). Además, este tipo de palabras suele 
aparecer con una frecuencia elevada por lo que, según los criterios mencionados, 
serían marcadas como relevantes.  
Para evitar este problema, se establecen conjuntos de palabras a excluir, 
denominadas stop-words, de forma que el análisis automático no las considere. Aún 
así, dependiendo del campo al que pertenezca el documento existen determinadas 
palabras que podrían falsear la indexación. Si se conoce el ámbito del documento, 
es posible utilizar tesauros para determinar palabras con significados similares 
específicos a aquellos del ámbito del documento (Croft & Harper, 1979), (Larsen & 
Yager, 1993). 
No obstante lo anterior, esta indexación automática del documento entraría 
bastante en el campo del tratamiento del Lenguaje Natural y podría utilizar técnicas 
de minería de datos, análisis sintáctico, enraizado de palabras, términos 
compuestos, sinonimia, polisemia, y otras técnicas de análisis y comprensión de 
textos (Lesk, 1969), (Larsen & Yager, 1993), (Quan, et al., 2006). 
Otra opción es una indexación parcialmente manual en la que un Ingeniero de 
Conocimiento supervise la indexación automática y modifique los términos 
seleccionados si fuera necesario. 
Para que los vectores sean posteriormente comparables, todos tienen que tener 
la misma longitud, esto es, que deben pertenecer a un mismo espacio 
multidimensional. Para ello, primero es necesario definir dicho espacio 
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multidimensional. Una vez indexados todos los documentos que componen la 
colección, se obtiene un conjunto determinado de términos índices, sean éstos t 
términos. Cada uno de estos términos constituirá una dimensión del espacio de 
representación. Una vez definida la secuencia de estos t autovectores, los vectores 
representativos de los documentos de la colección son reescritos en el formato 
correcto pasando a tener todos un tamaño homogéneo de dimensión t. 
1 2( , ,..., ,..., )i tD t t t t  
2.1.2 Asignación de pesos a los términos índices. Método tf-idf 
Una vez seleccionadas las palabras que constituirán los términos índice que 
representan al documento es necesario asociarles un peso para indicar en que 
medida es determinante su aparición en el texto.  
Uno de los principales retos en la problemática de la IR es el proceso de 
asignar a cada término índice un peso que refleje la importancia de la presencia de 
ese término índice en la identificación del objeto en cuya representación aparece. 
En principio, habría dos posibles formas de asignar a cada término índice un 
valor que represente la importancia de su presencia en la identificación del objeto: 
• Un experto en la materia evalúa intuitivamente dicha importancia. Este 
método es simple pero tiene el inconveniente de depender exclusivamente del 
Ingeniero de Conocimiento que realice la asignación y no puede ser automatizado. 
• Generación de unos pesos mediante un conjunto de reglas. 
Dado que esta tarea es grande si el Conjunto de Conocimiento Acumulado 
(CCA), en este caso la colección de documentos, es grande y que además habría 
que recalcular si se introducen nuevos documentos donde aparecieran términos 
índices diferentes a los ya existentes, sólo se contempla la segunda forma ya que la 
primera no es susceptible de ser automatizada. 
En un principio, el reparto de pesos era realizado de forma puramente 
booleana, si el término aparecía en el vector se le asignaba un valor de 1 y si no 
aparecía el valor era 0.  
Aunque la idea de  construir sistemas de recuperación automática de texto 
basados en los contenidos del texto e identificadores asociados ya surgió a finales 
de 1950 (Luhn, 1953), fue a finales de 1970 y en la siguiente década cuando Gerald 
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Salton sentó las bases de la relación existente entre los identificadores y los textos a 
los que representan (Salton, et al., 1983), (Salton & Buckley, 1988), (Salton, 1989). 
Salton sugirió que cada documento D podría ser identificado por vectores de 
términos tk y un juego de pesos wdk, que representen el peso, es decir su 
importancia, del término tk en el documento D. Así pues, el proceso de 
identificación se mejoró realizando una asignación de pesos de forma continua con 
valores entre 0 y 1 correspondiendo los valores más próximos a 1 a los términos 
más indicativos del significado del documento y los valores más próximos a 0 a 
aquellos menos relevantes. 
Clásicamente, la representación más usada utiliza dos estimadores y es 
denominada tf-idf. En ella el peso del término (wi) se relaciona con la frecuencia de 
ocurrencia de dicho término (ti) en el documento (term frequency, ó tf), y con la 
frecuencia inversa de aparición del término en los documentos de la colección 
(inverse document frequency, ó idf).  
El fundamento de estos estimadores tiene su origen en que cuando 
consideramos un documento de forma individual, un término que aparezca en él con 
una frecuencia elevada suele señalar al documento. Esto se conoce como term 
frequency o tf. Por ello, los términos con mayor tf deberían tener más peso que los 
otros. 
Por otro lado, cuando consideramos un conjunto de documentos, la aparición 
de un mismo término en muchos de ellos lo devalúa para realizar una 
discriminación, luego cuanto menos documentos lo contengan, mayor es la 
importancia del término en la identificación del documento que lo contiene y, por 
ello, el peso que debería asignársele. Esto se conoce como inverse document 
frequency (idf). El valor del parámetro idf  de un término varía inversamente según 
el número n de documentos, de una colección de N documentos, que lo contienen 
en su representación. 
La expresión utilizada para calcular el coeficiente wi correspondiente al 
término ti del vector D que representa al documento d es: 
( , ) ( )i i i iw tf idf tf t D idf t     
Donde tf(ti,D) es la frecuencia  de aparición del término i-ésimo del vector D 
en el documento d; e idf representa un valor asociado al nº de documentos en cuyos 
índices aparece el término i-ésimo y que se calcula como: 
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siendo N el número total de documentos de la colección, y DF(ti) el número de 
documentos de la colección que contienen el término ti. 
Una vez obtenido el coeficiente de peso, el vector representativo del 
documento es: 
1 1 2 2( , ; , ;...; , ;...; , )i i t tD t w t w t w t w  
Una vez escritos todos los vectores en el espacio de dimensión t, ya no son 
necesarios los términos ti permaneciendo sólo los pesos wi. 
Para compensar el efecto de que un documento más extenso asigne unos pesos 
mayores que otro más pequeño, se hace necesaria la inclusión de una modificación 
en los coeficientes. Para ello se introduce un factor de normalización que corrige 
esta disimetría balanceando los pesos, teniendo en cuenta los valores de los 
coeficientes del vector índice y haciendo que el módulo de todos los vectores tenga 
el mismo tamaño, la unidad. 
La expresión normalizada de estos términos es la siguiente: 
 
2
' dkdk
di
vector
w
w
w


 
donde w’dk es el peso normalizado del término k-ésimo del índice del 
documento d. 
2.1.3 Determinación del grado de similitud entre el modelo y cada documento 
Cuando se recibe una solicitud, se sigue un proceso similar de indexación de la 
misma como en el caso de los documentos construyendo un vector Q formado por 
los términos índice que definen la consulta dentro del espacio multidimensional del 
CCA. El vector resultante tendría la siguiente forma: 
1 2( , ,..., ,..., )i tQ q q q q  
Al igual que en el caso de los documentos, el vector de la consulta tiene que 
pertenecer al mismo espacio t-dimensional que los documentos indexados. El valor 
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del vector de consulta es en principio: si un autovector del espacio aparece como 
término índice de la consulta, su valor es 1, y si no aparece entre los términos de la 
consulta se le asigna un valor de 0. 
Al igual que para los vectores de los documentos una asignación de pesos 
continua mejora los resultados del proceso de identificación. En este caso, la 
asignación se realiza de forma estadística. Una expresión habitualmente usada para 
ello es (Salton & Buckley, 1988): 
'
0.5
0.5
max
fk
qk
f
t
w
t
 
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El IC también podría realizar la asignación manualmente. En cualquier caso, 
se obtiene así un vector de t términos que pueden tomar valores de forma continua 
entre 0.5 y 1 para los términos del espacio multidimensional presentes en la 
consulta y de 0 para los que no aparezcan en ella. 
1 2( , ,..., ,..., )i tQ q q q q  
Otra problemática relacionada es la de agrupar los documentos de una 
colección por similitud de contenidos. En este caso, la consulta corresponde al 
vector índice del documento que se toma como modelo. 
Cuando los vectores D y Q tomaban valores discretos 0 ó 1, la función que 
evaluaba la similitud entre la consulta y el documento procedía a multiplicar los 
vectores D y Q correspondiendo su resultado al número de términos que aparecían 
en ambas representaciones. Con esta asignación de pesos lo que se utiliza para 
señalar la similitud de un documento con otro es, en definitiva, el número de 
palabras comunes. 
1
( , )
t
qk dk
k
Similitud D Q w w

   
No obstante, cuando los términos pueden tomar cualquier valor entre 0 y 1 de 
forma continua, la función de uso más extendido para representar la similitud es el 
coseno del ángulo entre ambos vectores. Teniendo en cuenta la normalización de 
coeficientes, dicha función adopta la siguiente expresión: 
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De esta forma, se obtiene un valor relacionado con la similitud de significado 
entre la consulta realizada y cada uno de los documentos de la colección más acorde 
con el significado del contenido de los documentos comparados.  
Definiendo un valor umbral mínimo de similitud para la aceptación de 
documentos es posible recuperar sólo aquellos relacionados con la consulta recibida 
lo que, en definitiva, constituye el objetivo perseguido con la IR. 
2.1.4 Estimadores de la eficacia del método de Recuperación de Información 
En esta problemática se definen clásicamente dos parámetros fundamentales 
para determinar la eficacia del método empleado: recall (memoria) y precision 
(precisión) (Salton & Buckley, 1988). 
El parámetro recall se define como el número de documentos relevantes 
recuperados dividido entre el número total de documentos relevantes existentes en 
la colección. 
númerodedocumentos relevantes recuperados
recall
númerodedocumentos relevantesenlacolección
  
El parámetro precision se define como el número de objetos recuperados que 
realmente son relevantes dividido entre todos los documentos recuperados. 
númerodedocumentos relevantes recuperados
precision
númerototal dedocumentos recuperados
  
En la extensa bibliografía existente, se proponen otras expresiones para el 
cálculo de los coeficientes tf-idf buscando una mejora en el recall y precision 
(Salton & Buckley, 1988), (Paijmans, 1999). Por regla general, son modificaciones 
sobre las enunciadas y si se mejora un parámetro se suele empeorar el otro. 
En el ámbito de estas publicaciones, la pregunta del usuario es un documento 
modelo y lo que busca es recuperar todos los existentes con temática similar. 
También se podría construir una pregunta manualmente, incluyendo  términos y 
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asignándoles pesos a mano. Esto supondría que el usuario tiene un conocimiento 
extenso del sistema y de su funcionamiento. 
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3 Desarrollos de 
investigación en 
Recuperación de 
Información basados en 
Lógica Difusa aplicados en 
esta tesis 
El método tf-idf ofrece unos resultados que funcionan razonablemente bien 
pero, desde nuestro punto de vista, tiene la desventaja de no considerar dos aspectos 
fundamentales.  
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El primero de ellos es tomar en consideración el grado de identificación del 
objeto si sólo se tiene en cuenta el término índice considerado. Si el grado de 
identificación es alto, este parámetro debe influir fuertemente en el valor final del 
peso asignado. Cuanto más claramente identifique al objeto, mayor debe ser el valor 
asignado al peso del término.  
El segundo aspecto no considerado en el método tf-idf está relacionado con los 
términos compuestos. Cuando aparecen conceptos formados por más de una 
palabra, el método tf-idf considera sus componentes por separado pero no el 
término compuesto. El peso de cada término por separado tendría un valor inferior 
al peso del término compuesto. Por ejemplo, el concepto de “Consejo de Gobierno” 
está formado por dos términos índices y tendría un peso más alto si aparecen ambos 
en una consulta que los correspondientes a cada uno por separado. El término 
compuesto puede identificar muy claramente al objeto mientras que sus 
componentes pueden estar presentes en la representación de muchos otros objetos. 
3.1 Método de asignación de pesos basado en Lógica Difusa 
En el método de asignación de pesos basado en FL propuesto, estos dos 
parámetros, junto con un parámetro relacionado con el clásico tf, y otro parámetro 
relacionado con el clásico idf determinarán el peso asignado al término. Su valor, 
que vendrá fijado por la salida que devuelve un motor difuso, se obtiene aplicando 
unas reglas lógicas a los valores proporcionados como entradas. La Figura 2 
muestra el esquema. 
 
 
 
 
 
Figura 2: Asignación de pesos. Método basado en FL 
 
Los valores que se usarán como entradas están relacionados con la respuesta a 
las cuatro preguntas que se formulan a continuación. 
3.1. Método de asignación de pesos basado en Lógica Difusa 
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 P1.- ¿En cuántos subconjuntos diferentes al propio aparece el término 
evaluado? Esta pregunta está relacionada con el concepto clásico de 
idf. 
 P2.- ¿Cuántas veces aparece el término evaluado en su subconjunto? 
Esta pregunta está relacionada con el concepto clásico de tf. 
 P3.- El término evaluado, ¿identifica inequívocamente por si mismo al 
objeto? 
 P4.- ¿A cuantas palabras está unido el término evaluado para formar 
un término compuesto? 
3.1.1 Cálculo de los valores de entrada del motor difuso 
El rango de valores de todas las entradas está comprendido entre 0.0 y 1.0 por 
lo que los valores obtenidos como respuesta de las preguntas deben ser 
normalizados y adaptados al rango.  
Para la pregunta P1, si el término aparece muchas veces, el valor asociado 
debe ser 0 y si no aparece ninguna debe ser 1. Para establecer que se entiende por 
"muchas veces" y la escala intermedia, se considera el número de subconjuntos de 
un nivel en los que aparece el término índice y se ordenan de mayor a menor. 
El método desarrollado en esta tesis propone tomar el valor de la frecuencia de 
aparición del término correspondiente al 1% de los términos que aparecen con 
mayor asiduidad para señalar el valor a partir del cual el coeficiente debe valer 0. 
Teniendo en cuenta que en el caso de aplicación detallado en el apartado 4.1 se 
definieron 1114 términos índices, será la frecuencia del undécimo término de la 
tabla anterior la que debe ser considerada el valor frontera. En el  caso 
correspondiente al análisis realizado, el valor es de 12 apariciones.  
En el apartado 4.1.9 se detalla el universo de discurso y la clasificación del 
valor de las entradas del motor difuso utilizado en 3 conjuntos difusos: BAJO, 
MEDIO, y ALTO. 
De esta forma, si el término índice aparece más de 12 veces en otros 
subgrupos, el valor asignado al parámetro será 0. Si aparece de 0 a 3 veces (3 veces 
corresponde aproximadamente a 1/nº de conjuntos difusos del rango de las 
entradas) se considerará que pertenece al grupo ALTO asignándosele valores entre 
1 y 0.7. Operando de forma análoga, si el término índice aparece de 10 a 13 o más 
veces se considerará que pertenece al conjunto BAJO asignándole valores de 0.3 a 
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0. El resto de valores corresponderán al conjunto MEDIO y se obtienen por 
regresión lineal de los restantes. La Tabla 5 del capítulo 4 muestra los valores 
obtenidos en el caso de aplicación utilizado en las pruebas del método desarrollado.  
Este proceso debe ser calculado para cada nivel ya que la división en 
subconjuntos es diferente, lo que dará lugar a escalas distintas. Para el nivel de 
apartado, hay que considerar el nº de veces que los términos índices aparecen dentro 
de un tema, hacerlo para todos los temas y volver a considerar el valor frontera que 
determina el subgrupo correspondiente al 1% de los términos índices del sistema. A 
continuación se construye la tabla correspondiente.  
De igual forma se procede para el nivel de objeto y se obtiene la tabla 
correspondiente. En el capítulo 4 se desarrolla en detalle un caso de aplicación y se 
obtienen los valores numéricos de las tablas correspondientes. 
Para averiguar el valor asociado a la pregunta P2.- ¿Cuántas veces aparece el 
término evaluado en su subconjunto? El razonamiento es análogo, debiendo 
considerar de nuevo la frontera del 1% de los términos aunque con las siguientes 
particularidades:  
 Cuanto más veces aparece el término en el subconjunto considerado, 
mayor es el valor que debe ser asignado.  
 Este término no tiene sentido en el nivel de objeto dado que todos los 
conjuntos son unitarios y, por tanto, el término sólo aparece una vez.  
En el  caso correspondiente al análisis realizado en la 1ª publicación adjunta, el 
valor es de 12 apariciones. En esas condiciones, la Tabla 6 del apartado 4.1.11 
muestra el coeficiente asignado a cada valor de aparición. 
Para el caso de la pregunta P3.- El término evaluado, ¿identifica 
inequívocamente por si mismo al objeto? La respuesta es completamente subjetiva 
y se proponen tres posibles respuestas: “Sí”, “Algo”, y “No”. La Tabla 9 del 
apartado 4.1.11 muestra los valores asociados.  
El único aspecto que no se ha definido es el valor que toma un coeficiente 
cuando el término aparece varias veces en un mismo subconjunto (tema o apartado) 
con valores diferentes. Por ejemplo, puede ocurrir que la respuesta a la pregunta P3 
sea “Algo” en un caso y “No” en otro. En este caso, el valor asignado se calcularía 
mediante una media ponderada de los valores individuales. 
Por último, en el caso de la pregunta P4.- ¿A cuántas palabras está unido el 
término evaluado para formar un término compuesto? Se consideran cuatro posibles 
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respuestas atendiendo al número de términos a los que esté unido: “A ninguna”, A 
otra”, “A dos”, “A más de dos”. Los valores asociados a cada una de ellas 
corresponderán a 0.0 si está unida a más de 2 términos índices, 1.0 si no está unido 
a ningún otro, y un reparto de los posibles valores según el número de conjuntos 
difusos en los que se clasifique el universo de discurso. Al considerar una división 
del universo de discurso en 3 conjuntos difusos y ser 4 los posibles casos de 
términos relacionados, el valor asignado a este parámetro cuando un término índice 
está asociado a otro es de 0.7, y de 0.3 para el caso de que esté ligado a otros 2.  
La Tabla 10 del apartado 4.1.11 muestra los valores señalados. De nuevo, los 
valores 0.7 y 0.3 son consecuencia de considerar el número de conjuntos difusos en 
los que se clasifica el universo de discurso. 
Los valores de estos 4 parámetros así calculados constituirán las entradas del 
motor difuso el cual devolverá un valor de peso asociado al término-índice 
evaluado en su salida. 
3.2 Normalización de los objetos del Conjunto de Conocimiento 
Acumulado 
Mientras que el modelo VSM nace enfocado a la recuperación de documentos 
de texto, el método desarrollado en esta tesis propone un nuevo enfoque basado en 
inteligencia computacional y que sería aplicable a conjuntos de conocimiento de 
cualquier tipo, documentos, imágenes, diagnósticos, páginas web, sentencias de 
código, enlaces a información, etc, capaces de ser descritos en Lenguaje Natural 
(LN), tratando de emular a una persona conocedora de la materia que interesa al 
usuario, y a la que se le puede preguntar en Lenguaje Natural.  
La generalidad del método deriva de que al inicio del proceso, los objetos 
físicos serán sustituidos por sus representaciones en Lenguaje Natural. Mediante 
este proceso, el sistema ve cada objeto de su Conjunto de Conocimiento Acumulado 
(CCA) como un conjunto de palabras con un peso asociado sirviendo por tanto las 
mismas técnicas descritas sea cual sea la naturaleza de los objetos del CCA. De esta 
forma, la aplicación del sistema desarrollado no queda restringida a CCA de 
documentos de texto, como ocurre con otros métodos de recuperación de 
información. Con el proceso de normalización se trata de realizar dicha sustitución 
de los objetos físicos de cualquier naturaleza por representaciones en Lenguaje 
Natural. 
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3.2.1 Representación en Lenguaje Natural de los objetos. Normalización. 
En los métodos de IR clásicos, los objetos de su conocimiento son 
generalmente colecciones de documentos y sus representaciones se construyen con 
piezas de los objetos mismos, es decir, las palabras contenidas en ellos. En el 
método basado en FL desarrollado, los objetos del CCA no son necesariamente de 
tipo texto. Por lo tanto, los métodos de representación de objetos existentes no son 
directamente aplicables.  
Así como el cerebro humano transforma la información recibida por los 
sentidos y los almacena de forma permanente en el hipocampo y otras estructuras 
(Kandel, 2006), (Sato, et al., 2004), utilizando sus propias células y proteínas, el 
método de IR desarrollado construye la representación de objetos usando elementos 
del propio CCA. Los elementos utilizados por el sistema son los términos-índice 
pertenecientes a su vocabulario siendo el objeto representado por un conjunto de 
tamaño variable de estos términos. 
En adelante denominaremos vocabulario al conjunto de términos-índice 
pertenecientes a la representación de algún objeto del CCA. 
La representación del objeto no está completa hasta añadir un coeficiente de 
peso relacionado con la importancia de cada término-índice presente en su 
representación. 
Como se desprende de lo anterior, es necesario asignar una representación en 
LN a cada objeto del CCA. Esta asignación la realizará la persona experta en la 
materia a clasificar a la que ya denominamos anteriormente Ingeniero de 
Conocimiento. El proceso a seguir consta de 2 pasos. 
Paso 1.- El primer paso consiste en formular una sentencia, generalmente 
interrogativa, en LN cuya respuesta sea el objeto que se quiere representar. 
También es posible utilizar una oración enunciativa correspondiente a una 
definición del objeto. Denominaremos a esta sentencia pregunta-tipo. De forma 
general, se formularán más de una pregunta-tipo asociadas a cada objeto. 
El conocimiento del IC respecto al lenguaje específico del campo relacionado 
con los objetos a clasificar, y respecto al modo en el que solicitan información los 
no expertos, es importante. Cuanto mayor sea su conocimiento, mayor será la 
fiabilidad de las preguntas-tipo propuestas para la representación de ese objeto 
porque serán más parecidas a las consultas reales que harán los usuarios para 
recuperar la información.  
3.2. Normalización de los objetos del Conjunto de Conocimiento Acumulado 
Agente para Recuperación Automática de Información en diversos entornos basado 
en técnicas de Inteligencia Computacional 
31 
 
Paso 2.- El segundo paso consiste en seleccionar, de entre las palabras que 
componen la pregunta-tipo, aquellas cuyo significado se relaciona fuertemente con 
el objeto al que representa. Cada una de estas palabras seleccionadas constituye un 
término-índice Este concepto guarda un fuerte paralelismo con los términos índices 
del modelo VSM.  
El grupo completo de términos-índice extraídos de las preguntas-tipo 
enunciadas será la representación del objeto a nivel de procesamiento de LN. Este 
paso se relaciona con la confección del vector D del método VSM que representaba 
a un documento de la colección aunque con las siguientes dos diferencias 
esenciales: 
 El vector de representación en el método desarrollado no tiene 
dimensión t constante como en el modelo VSM y está compuesto por 
tuplas [a,b] donde "a" es un término-índice y "b" su peso asignado. 
 Los términos-índices que lo forman provienen de la unión de 
términos-índices extraídos de las múltiples preguntas-tipo asociadas 
al objeto, en caso de que hubiera varias. 
Experimentalmente se observa que el cardinal de los grupos de términos-
índice extraídos de una pregunta-tipo que representa a un objeto viene a estar 
comprendido entre dos y seis elementos, esto es, contribuirá a la representación del 
objeto con entre dos y seis términos-índice. 
Con este proceso se realiza una normalización de la naturaleza de los objetos 
del conjunto de conocimiento pasando de un conjunto de objetos de cualquier 
naturaleza física a un conjunto de grupos de términos-índice que los representan 
ante el sistema.  En la Figura 3 se puede apreciar el concepto de normalización de 
un objeto 
Cada objeto físico del CCA es único y diferente de los demás pero, al 
sustituirlo por un grupo de términos-índice, algunos de ellos (o incluso todos) 
aparecerán en las representaciones (grupos de términos-índice) en LN de otros 
objetos haciendo que existan múltiples apariciones del mismo término-índice en el 
CCA. 
En el caso del ejemplo, existen más cuadros de Salvador Dalí en los que 
aparecen relojes blandos (“Reloj blando en el momento de su primera explosión”, u 
“Osificación prematura de una estación ferroviaria”) por lo que en sus respectivas 
representaciones en LN aparecerán muchas de las palabras-clave de este objeto. 
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Figura 3: Proceso de normalización de objetos 
 
Además, el grado de relación del significado del término-índice y el objeto en 
cuyo grupo de términos-índice aparece no tiene por qué ser el mismo en todas las 
representaciones de los objetos por lo que el valor del término "b" de la tupla sería 
diferente. Por ejemplo, en el caso del CCA elegido en las publicaciones del capítulo 
4 para realizar las pruebas del método propuesto, el término “virtual” es 
fundamental para determinar que la consulta realizada corresponde al subgrupo de 
nivel 1 denominado “Universidad Virtual”, mientras que no aporta prácticamente 
información para distinguir un objeto de otro dentro de dicho subgrupo. Por ello, en 
la representación del subgrupo de nivel 1, al término “virtual” se le asignará una 
relación de pertenencia a dicho subgrupo de valor elevado mientras que, al mismo 
término, se le asignará una relación de pertenencia al nivel de objeto de valor bajo. 
De lo anterior se desprende que, en el plano de los objetos físicos, éstos (los 
objetos) pertenecen de forma absoluta (0 ó 1) a los subconjuntos en los que se 
clasifica el CCA, por lo que nos encontramos ante una teoría de conjuntos de 
Cantor; mientras que en el plano de su representación en LN, los términos tienen un 
grado de relación variable con el objeto al que representan, por lo que en este plano 
de representación en LN de los objetos nos encontramos ante una teoría de 
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conjuntos difusos. El valor asociado al grado de pertenencia de un término 
determinado al conjunto de términos-índice que constituyen la representación en 
LN del objeto puede variar de forma continua de 0.00 a 1.00. 
Por ello, la representación en LN del objeto físico no puede estar constituida 
únicamente por un conjunto de términos-índice determinados, sino que la formarán 
el conjunto de tuplas [a,b] donde a es un término-índice y b el coeficiente de peso 
asociado a ese término-índice respecto al subconjunto del CCA en el que se 
encuentra.  
Llegados a este punto, disponemos de una colección de representaciones en 
LN de los objetos físicos, consistentes en grupos de términos-índices extraídos de 
las preguntas-tipo construidas a partir de los objetos físicos, y sus correspondientes 
coeficientes de peso. Estas representaciones que componen el CCA deben ser 
clasificadas para su almacenamiento ordenado y posterior extracción. 
3.2.2 Clasificación de los objetos del conjunto de conocimiento. 
Para determinar con qué objetos se relaciona la consulta realizada, los métodos 
de IR clásicos realizan la evaluación de similitud para cada uno de los objetos del 
CCA, recorriendo todos los documentos de su colección. Este proceso es largo y 
claramente ineficiente. Si partimos de la suposición de que ante una demanda de 
recuperación de información anteriormente almacenada (extracción de un 
recuerdo), el pensamiento humano actúa realizando un proceso similar a la 
aplicación de un filtro paso de banda sobre el conjunto de todos sus recuerdos (todo 
el Conjunto de Conocimiento Acumulado), eliminando toda aquella información 
que estime que no guarda un determinado grado de relación suficiente con el 
recuerdo que se intenta recuperar para concentrar su búsqueda en los recuerdos que 
considere relacionados, podremos intentar que el método de IR desarrollado emule 
el procedimiento supuesto. 
Este enfoque presupone que la información (el conocimiento del individuo) 
que se va adquiriendo se guarda de forma ordenada y se clasifica agrupada 
temáticamente según ciertos parámetros que dependen de lo que resulte 
significativo a cada individuo para que esas características comunes a los recuerdos 
y a la consulta permitan eliminar los recuerdos no relacionados con una futura 
petición de recuerdo. 
La propuesta realizada para implementar esta capacidad de una forma eficiente 
es agrupar los objetos del CCA en subgrupos atendiendo a ciertos criterios que 
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concretaremos más adelante. De esta forma, la evaluación de la relación de la 
consulta del usuario con el subgrupo del CCA considerado permitirá descartar 
múltiples objetos de una vez sin necesidad de compararlos todos.  
Por último, la propuesta incluye un refinamiento de la organización para 
minimizar el número de evaluaciones a realizar y, por consiguiente, el tiempo 
empleado en la determinación. Para ello, se considera una agrupación iterativa de 
subconjuntos del CCA formando subdivisiones de manera que cada nueva 
agrupación contenga más elementos que la anterior. La evaluación se hará 
comenzando por los subconjuntos que contengan mayor número de elementos para 
“dejar pasar” menos elementos a etapas sucesivas de procesado descartando así 
inicialmente el mayor número de objetos posible. 
En definitiva, una vez sustituidos los objetos por sus representaciones en LN 
deberemos clasificarlos (los objetos del CCA) en una estructura de 3 ó 4 niveles 
correspondiendo el nivel más bajo (de mayor número) a la representación individual 
de un objeto (al conjunto de términos-índice que lo representa) y los niveles 
siguientes a grupos de objetos con características similares.  
Dado que la extracción de los objetos se realizará mediante requerimientos en 
LN, la principal característica de agrupación será la aparición de términos-índice 
iguales o relacionados en las representaciones de los objetos. 
En la Figura 4 se pueden apreciar los conceptos de: 
 Conjunto unitario de nivel N: esfera que contiene el conjunto de 
pares ordenados [a,b] correspondientes a las términos-índice y sus 
coeficientes de peso asociados, que constituyen la representación en 
LN de un objeto físico. 
 Agrupación de objetos en un subgrupo de nivel N-1: cada división 
del cajón en el que se encuentran varios objetos con características 
similares. 
 Agrupación de subgrupos de nivel N-1 en grupos de nivel N-2: cada 
cajón en el que se agrupan subgrupos de nivel N-1 con características 
comunes. 
 Agrupación de subconjuntos de nivel N-2 en familias de nivel N-3: 
cada archivador con una serie de grupos de nivel N-2 con 
características comunes. 
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 CCA completo constituido por todas las familias de nivel N-3 al que 
asignaríamos el nivel 0. 
Obsérvese que el número de elementos en los que se divide cada subconjunto 
no tiene por qué ser el mismo. En la Figura 4 se puede apreciar que la subdivisión 
del CCA de nivel 1 más alejado (archivador del fondo) está compuesto por un 
número menor de subdivisiones de nivel 2 (tiene menos cajones) que el más 
cercano. 
 
Figura 4: Subdivisiones del CCA 
 
El método desarrollado realiza una clasificación de los objetos de manera 
completamente vertical, forzando a que cada objeto sólo sea accesible a través de 
un único camino del árbol de clasificación, es decir, clasificándolo bajo un único 
criterio (o grupo de criterios).  
El que el CCA esté muy verticalizado hace que la búsqueda de un elemento 
sea muy simple porque su lugar está perfectamente definido así como la/s familia/s 
Nivel4: Objeto
(Individuo)
Nivel3: Apartado
(división de cajón)
Nivel2: Tema
(Cajón)
Nivel1: Familia
(Archivador)
Nivel0: Conjunto de 
Conocimiento Acumulado
(Archivo)
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a la/s que pertenece. A la hora de definir criterios de búsqueda, típicamente filtros 
en BD, es fácil de hacer, mientras que un conjunto de elementos con relaciones muy 
transversales es de difícil filtrado para encontrar a un individuo concreto. 
La decisión del grupo de entre los posibles al que se asigna cada objeto la 
realiza el Ingeniero del Conocimiento basándose, además de los criterios de 
temática común, en la similitud del grupo de términos-índice que representa a los 
objetos que se agrupan juntos y no en criterios físicos del objeto (color, tamaño, 
material, etc). Naturalmente, los términos-índice presentes en su representación en 
LN podrían corresponder a características físicas del objeto a clasificar, pero la 
clasificación se seguiría haciendo en base a los términos-índice y no directamente a 
las características físicas de los objetos, aunque en ese caso coincidieran.  
De esta forma los objetos quedarán clasificados en una estructura arborescente 
de raíz única en la que se establecerán varios niveles. Cuyos conjuntos del último 
nivel (Nivel N) serán todos de tipo unitario, como ya se ha enunciado, conteniendo 
un grupo de palabras-clave que representen a un único objeto del CCA. 
Figura 5: Agrupación de objetos del CCA 
 
Utilizando el modelo seguido en los libros de texto, en los que su contenido es 
clasificado mediante la estructura de tema y apartado, se asimilan los objetos del 
CCA  a los contenidos de los textos y se agrupan en 3 niveles (Objeto, Apartado y 
Tema). En sistemas que incorporen contenidos pertenecientes a áreas muy alejadas 
entre si, como por ejemplo jardinería y electrónica, se establece un nivel adicional 
de Materia o Familia lo que sería equivalente a distribuir el conocimiento entre 
diferentes libros. Mediante el análisis de los resultados de las pruebas realizadas, se 
constata que con la estructura propuesta de tres o cuatro niveles es posible realizar 
una clasificación suficientemente eficiente para la posterior recuperación de la 
información. 
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La clasificación, o agrupación, de los objetos en subgrupos de nivel N-1 se 
realiza en dos pasadas, en la primera se aplica un método top-down clasificando los 
objetos del CCA en subdivisiones (conjuntos) según las familias temáticas que 
hayan aparecido en la fase de representación en LN de los objetos. Una vez 
realizada la primera clasificación de los objetos, se aplica el criterio de similitud de 
palabras-clave contenidas en los grupos que definen a los objetos de una misma 
familia realizando una pasada bottom-up y reubicando aquellos objetos que encajen 
mejor en otras familias incluso si contravinieran los criterios empleados en la 
clasificación top-down.  
No se debe de perder de vista que el método utilizado por el usuario para la 
recuperación de la información será una consulta en Lenguaje Natural por lo que es 
este criterio el que debe predominar. Para los niveles superiores, sólo se realizará el 
proceso bottom-up utilizando el criterio de similitud de palabras-clave. 
Con la clasificación propuesta, el acceso a cualquiera de los elementos tiene 
una ruta única y de igual longitud que la de los otros.  
No se debe de olvidar que esta clasificación sólo constituye la mitad de las 
representaciones en LN de los conjuntos en los que se agrupan los objetos debiendo 
añadir posteriormente la información de los coeficientes de peso correspondientes a 
la pertenencia de los términos-índice a cada conjunto de cada nivel según se 
describió en el apartado anterior. 
3.3 Método de recuperación de Información basado en Lógica 
Difusa 
En el método VSM y otros métodos clásicos la consulta o el documento 
modelo es comparado con todos los objetos de la colección que constituyen el 
Conjunto de Conocimiento Acumulado, mientras que el método basado en Lógica 
Difusa desarrollado sólo compara unos cuantos de los objetos lo cual mejora 
bastante el rendimiento del proceso de recuperación de la información y disminuye 
la carga computacional que genera la búsqueda. 
Para ello, los objetos deben agruparse en la estructura jerárquica en forma de 
árbol similar a la que adoptaría una ontología propuesta en el apartado anterior. Esta 
estructura consta de varios niveles de forma que cada subgrupo de un nivel contiene 
uno o varios subgrupos del nivel inferior. La Figura 6 muestra la estructura 
propuesta. 
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Figura 6: Estructura del CCA 
3.3.1 Normalización de la consulta recibida. 
La interfaz de usuario del método desarrollado es el Lenguaje Natural. Por 
ello, la consulta de usuario será un texto en LN en el que se demande la información 
deseada como si se le estuviera pidiendo a una persona. 
Es muy probable, casi seguro de hecho, que la consulta recibida formulada por 
el usuario no se corresponda con ninguna de las preguntas-tipo que generó el 
Ingeniero de Conocimiento cuando construyó las representaciones de los objetos 
del CCA. Por ello, será necesario modelar la consulta realizada extrayendo de ella 
aquellas palabras que corresponden a términos-índices presentes en el vocabulario 
del sistema y almacenados en la BD del CCA. Esto es, aquellas palabras que 
"tengan eco en la memoria" del sistema. 
El procedimiento seguido es la simple comparación con los términos 
pertenecientes al vocabulario. De esta comparación se obtiene un array de términos-
índices sin coeficientes de peso. A priori, no es posible saber como de importantes 
son los términos índices presentes en la consulta de usuario porque su valor puede 
variar dependiendo del ámbito al que se refiera. 
3.3.2 Determinación del grado de relación de la consulta con los objetos 
El procedimiento desarrollado parte de la consideración de presuponer que la 
expresión que el usuario ha enviado como consulta podría estar relacionada con un 
determinado objeto del CCA y evaluar la certeza de ello. Sería como si el método se 
preguntara: "Si estuviéramos hablando del objeto x, ¿cuánto sentido tendría lo que 
dice?" 
Para dar respuesta a esta consideración el método toma los valores de peso de 
los términos-índices coincidentes entre la consulta y la representación del objeto 
Familia 1
Objeto 1.1.1.1
Objeto 1.1.1.2
...................
Objeto 1.1.1.N
Conjunto de Conocimiento Acumulado
Tema 1.1
Apartado 1.1.1 Apartado 1.1.2
Objeto 1.1.2.1
Objeto 1.1.2.2
...................
Objeto 1.1.2.M
Tema 1.2
Apartado 1.2.3
Objeto 1.2.3.1
Objeto 1.2.3.2
...................
Objeto 1.2.3.P
Apartado 1.2.2
Objeto 1.2.2.1
Objeto 1.2.2.2
...................
Objeto 1.2.2.O
Apartado 1.2.1
Objeto 1.2.1.1
Objeto 1.2.1.2
...................
Objeto 1.2.1.Ñ
Tema 1.X
Objeto 1.X.1.1
Objeto 1.X.1.2
...................
Objeto 1.X.1.N
Apartado 1.X.1 Apartado 1.X.K
Objeto 1.X.K.1
Objeto 1.X.K.2
...................
Objeto 1.X.K.J
Apartado ....
Nivel 0
Nivel 2
Nivel 3
Nivel 4
Nivel 1 Familia ....
Tema ...
Apartado ..... Apartado ..... 
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con el que se esté determinando el grado de relación y los asigna a la representación 
de la consulta. Si en la consulta aparecieran términos-índice que no existieran en la 
representación del objeto considerada se le asignaría un peso de valor 0. La entrada 
del sistema basado en FL desarrollado serán los pesos asociados a los términos 
índices que coincidan con las palabras extraídas de la consulta. El sistema devolverá 
un valor asociado a la certeza de la relación entre la consulta recibida y el objeto del 
CCA evaluado. 
3.3.3 Algoritmo de recuperación de la información 
En este punto es donde la estructura jerárquica del CCA propuesta en el 
apartado anterior cobra importancia. El nivel 0 del CCA contiene un único conjunto 
donde están englobados (contenidos) todos los objetos del CCA. Estos objetos se 
agrupan en subconjuntos de objetos similares. Los subconjuntos de objetos son 
representados por la unión de sus términos-índices los cuales tienen asociados, 
como ya vimos, unos pesos para este Nivel 1.  
El sistema empezará evaluando la relación de la consulta con los subgrupos de 
Nivel 1 asignando a las entradas los pesos del subgrupo correspondiente como si de 
un objeto se tratara. 
La entrada al sistema FL serán los pesos de los términos índices de cada 
subconjunto en este nivel presentes en la consulta recibida. El sistema devolverá un 
valor para cada subconjunto evaluado. Este valor es el grado de certeza asignado al 
subconjunto evaluado, de que la consulta esté relacionada con algún objeto de este 
subconjunto.  
Si el grado de certeza asignado es inferior a un valor previamente fijado, 
denominado umbral, el subconjunto, y los objetos que contiene, es rechazado.  
El propósito de la estructura jerárquica adoptada es identificar mediante una 
única evaluación grandes grupos de objetos del CCA que no guardan relación con la 
consulta recibida y rechazarlos aligerando la carga computacional del sistema y 
mejorando los tiempos de evaluación. 
Para cada subconjunto cuyo grado de certeza supera el umbral fijado, se 
vuelve a realizar la evaluación usando la subdivisión y los coeficientes del nivel 
siguiente. En este caso, el Nivel 2. De nuevo se rechazan todos aquellos 
subconjuntos cuya certeza no supere el umbral fijado para este nivel y se vuelve a 
aplicar el procedimiento a los que lo superen. En este caso, estamos en el último 
nivel, el Nivel 3, cuyos subconjuntos son los propios objetos.  
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Se realiza una última evaluación y todos aquellos objetos cuya certeza supere 
el umbral fijado para este nivel serán señalados como respuesta a la consulta 
recibida. La Figura 7 muestra gráficamente el proceso descrito. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 7: Proceso de recuperación de la información 
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4 Publicaciones 
En este capítulo se recopilan las publicaciones que sustentan la investigación 
realizada y se realiza un breve resumen de las aportaciones de las mismas 
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4.1 A Fuzzy Logic intelligent agent for Information Extraction: 
Introducing a new Fuzzy Logic-based term weighting scheme. 
Breve descripción: En esta publicación se definen los parámetros de un nuevo 
método de recuperación de información al que se accede mediante Lenguaje 
Natural. También se define un método de asignación de pesos a los términos-
índices. El núcleo de ambos métodos es un motor de lógica difusa. Como prueba de 
funcionamiento, se realizan pruebas sobre la recuperación de información aplicada 
a los contenidos del Portal web de la Universidad de Sevilla. 
Autores: Jorge Ropero, Ariel Gómez, Alejandro Carrasco, y Carlos León.. 
DOI:10.1016/j.eswa.2011.10.009 
Publicación: Expert Systems with Applications, Volume 39, Issue 4, March 
2012, Pages 4567-4581. 
Índice de calidad: La publicación está indexada en el JCR con índice de 
impacto de 1.854 (Q1) y el artículo ha recibido 6 citas. 
Aportación personal: La aportación del doctorando en esta publicación 
consiste en la participación en el desarrollo del algoritmo de IR, la implementación 
del motor difuso para IR mediante el software Unfuzzy, determinación de reglas del 
motor difuso para IR y TW, determinación de los estimadores de calidad (métricas), 
diseño de pruebas de funcionamiento, análisis de resultados de dichas pruebas, 
optimización del algoritmo de IR, y colaboración en la redacción del artículo. 
 
 
 
  
Capítulo 4. Publicaciones 
46 Álvaro Ariel Gómez Gutiérrez 
 
A Fuzzy Logic intelligent agent for Information Extraction: Introducing a new 
Fuzzy Logic-based term weighting scheme. 
4.1.1 Introducción. 
En este artículo se concretan los parámetros de un nuevo método para la 
recuperación de información (IR) en un Conjunto de Conocimiento Acumulado 
(CCA), con el fin de responder a las consultas formuladas en Lenguaje Natural 
(LN) de los usuarios. El núcleo del método es un motor de lógica difusa (Fuzzy 
logic Engine, FE), lo que añade flexibilidad en la exactitud de las consultas y 
tolerancia a fallos en la estructura de almacenamiento de la información. Como 
parte del proceso de indexación, el artículo también propone un método de 
asignación de pesos basado en lógica difusa. 
Como prueba de funcionamiento, el método se aplicó para el caso de 
recuperación de información del portal web de la Universidad de Sevilla. Este 
portal contiene una enorme cantidad de información. 
4.1.2 Objetivos. 
El principal objetivo es especificar los parámetros de un método de 
Recuperación de Información basado en lógica difusa al que se acceda mediante 
Lenguaje Natural, capaz de obtener resultados satisfactorios incluso cuando la 
consulta incluya errores y/o vaguedades, y que mejore los resultados 
comparativamente con otros métodos existentes. 
Un segundo objetivo es especificar un método de asignación de coeficientes de 
peso a los términos índices que representan a los objetos del Conjunto de 
Conocimiento Acumulado que, partiendo del método tf-idf y añadiendo dos nuevos 
parámetros, mejore la caracterización de los objetos de conocimiento y, por ende, 
los resultados de la posterior recuperación de la información.  
Dentro de los objetivos marcados, también se encuentra la optimización del 
algoritmo de búsqueda de los contenidos y a resultas se propone una estructura de 
almacenamiento del CCA que consigue la optimización deseada. 
4.1.3 Desarrollo y resultados. 
Teniendo en cuenta que el propósito del sistema no es identificar sólo la mejor 
respuesta a la pregunta recibida sino devolver también aquellos objetos que se 
relacionen con la consulta, por si no hubiera sido correctamente formulada, parece 
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deseable agrupar los objetos mediante algún criterio de similitud. De esta forma el 
usuario podría recibir no solo el objeto identificado con mayor certeza sino también 
aquellos próximos a él. 
En el caso de aplicación a un Portal web, cada página constituye en si misma 
un objeto aunque es frecuente que la información contenida en una página sea de 
tipo heterogéneo por lo que una misma página podría constituir varios objetos.  
Tanto los objetos (sus representaciones) como la estructura jerárquica en la 
que se clasifican deben ser almacenados en la Base de Datos de su CCA según se 
definió en el apartado 3.3.1. La Figura 8 muestra la tabla de la Base de Datos que 
define la estructura jerárquica del CCA. 
 
 
 
 
 
 
 
 
 
Figura 8: Tabla de definición de la estructura de la Base de Datos del CCA 
 
4.1.4 Construcción del CCA. 
En la construcción del Agente Inteligente, lo primero que hay que tener en 
mente es que las consultas de usuario se realizan en LN. Esta dificultad se convierte 
en una ventaja cuando la representación de los objetos se realiza mediante lo que 
denominamos las preguntas tipo y su agrupación se basa en la existencia de 
términos-índice comunes. 
El primer paso es dividir todo el CCA en objetos y formular en LN una o 
varias preguntas tipo para cada objeto de forma que la respuesta a esas preguntas 
tipo sea el propio objeto a representar. En el caso de estudio, los objetos son los 
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contenidos del Portal web. En este punto, la experiencia del Ingeniero de 
Conocimiento que esté formulando las preguntas es importante, el conocimiento de 
las expresiones con las que los usuarios se refieran a los objetos que tiene que 
representar y la jerga de la temática en la que se encuentran aumentará el 
rendimiento del sistema. Esto no significa que las preguntas tipo sólo deban ser 
formuladas en términos técnicos o precisos, antes al contrario, deben ser incluidas 
todas aquellas formas en las que los usuarios, incluso los inexpertos, pudieran 
referirse al objeto. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 9: Proceso de construcción del CCA 
 
Más adelante, una vez que el Sistema se encuentre en producción, la 
representación de los objetos puede ser redefinida ampliando o refinando las 
preguntas tipo asociadas como fruto de la experiencia de uso y análisis de las 
consultas formuladas por los usuarios. 
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El segundo paso consiste en seleccionar los términos índices que formarán 
parte de la representación del objeto. Estos términos índices serán las palabras o 
conjuntos de palabras contenidas en las preguntas tipo y que guarden una mayor 
relación con el objeto al que van a representar. Como la presencia de un 
determinado término índice no tiene por que ser igual de importante que la de otro, 
es necesario que exista un coeficiente asociado a cada término índice que indique de 
alguna manera el grado de importancia de su presencia en la asociación con el 
objeto. Dado que los objetos se agrupan formando conjuntos afines en diferentes 
niveles, es necesario que exista este coeficiente en cada nivel. 
A dicho coeficiente se le suele denominar peso del término y al proceso 
cálculo de los pesos, o asignación de pesos (term weighting, TW). Para la 
asignación de estos pesos se consideran principalmente 2 métodos. 
 Dejar que un experto en la materia asigne el valor de forma intuitiva 
basándose en su experiencia.  
 Definir una serie de reglas y asignarlo de forma automática.  
El primer método tiene la ventaja de ser muy simple pero es muy dependiente 
del Ingeniero de Conocimiento que lo esté haciendo y no se puede automatizar. 
Debido a la gran cantidad de contenido de un Portal web, proponemos realizar la 
asignación de pesos usando el segundo método.  
El método clásico para la asignación de pesos más extendido es el conocido, y 
anteriormente mencionado, como tf-idf. En este artículo se propone una 
modificación de este método basado en el uso de la FL. Cada término índice tendrá 
asociado un peso en cada nivel de la estructura jerárquica de almacenamiento del 
CCA. El peso tendrá un valor comprendido entre 0 y 1 de forma que cuanto mayor 
es la importancia de la presencia de ese término para distinguir un objeto o grupo de 
objetos de otro en un nivel, mayor es el valor del peso asociado. Debido a que en 
cada nivel la agrupación de objetos es diferente, el peso asociado a un término en 
un determinado nivel puede ser diferente al que tenga en otro. Esto es consecuencia 
de que la presencia del término en un nivel puede ser determinante para la 
identificación y en otro irrelevante. Los términos índices y sus respectivos pesos en 
cada nivel deben ser almacenados en la base de datos de los contenidos del CCA. 
Capítulo 4. Publicaciones 
50 Álvaro Ariel Gómez Gutiérrez 
 
4.1.5 Motor de inferencia. 
El elemento del agente inteligente que determina el grado de certeza de que un 
grupo de términos índices pertenezca o no a un subconjunto de objetos del CCA es 
un motor difuso de inferencia. Este motor de inferencia tiene varias entradas cuyos 
valores corresponderán a los pesos de los términos índices considerados, y una 
salida cuyo valor corresponderá al grado de certeza de que dichos términos índices 
pertenezcan a objetos de ese subconjunto de un determinado nivel. 
Para la definición del motor difuso de inferencia es necesario especificar: 
 El número de entradas. Esto dependerá del número de términos 
índices presentes en la consulta, luego podría ser variable. También 
se podría forzar a que sea un número fijo y evaluar los términos con 
pesos mayores. De esta forma se pueden evitar consultas con pocos 
términos que sean muy vagas y devuelvan muchos objetos (o 
ninguno) como posible respuesta. 
 Los conjuntos difusos de las entradas. Rango de valores de las 
entradas, número de conjuntos del Universo de Discurso, rango de 
cada conjunto, tipo y función de pertenencia. 
 Los conjuntos difusos de la salida. Rango de valores de la salida, 
número de conjuntos del Universo de Discurso, rango de cada 
conjunto, tipo y función de pertenencia. 
 Las reglas difusas. Reglas del tipo “SI … ENTONCES …. “ como 
por ejemplo: 
o “SI todas las entradas son de valor Bajo, ENTONCES el 
valor de la salida es Bajo.” 
o “SI una entrada es de valor Medio y las otras son de valor 
Bajo ENTONCES el valor de la salida es Medio-Bajo.”  
 El método utilizado como difusor de los valores reales. 
 El método utilizado como concresor de los valores lingüísticos. 
Es necesario fijar los valores de todos estos parámetros para obtener una 
optimización en la aplicación del método a los contenidos de un Portal web. 
En este caso, se usan como entradas del sistema de FL los pesos del nivel 
superior de los términos índices iguales a las palabras extraídas de la consulta 
recibida. 
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4.1.6 Caso de aplicación. 
Como caso de aplicación práctica que sirva para realizar la optimización de los 
valores de los parámetros del sistema, se toma el Portal Web de la Universidad de 
Sevilla. 
Según el ranking web de universidades Webometrics, la  Universidad de 
Sevilla se clasifica entre el 17% de las mejores a nivel mundial, ocupando la 
posición 200 entre las más de 11900 universidades consideradas. En la fecha de 
publicación del artículo, los datos consignaban que ocupaba el puesto 223 del 
ranking mundial entre más de 4000 universidades, con 50000 visitas diarias 
(Webometrics, 2009). 
Sobre estos contenidos se realizarán las pruebas y en base a sus resultados se 
determinarán los valores de los parámetros del método general de IR basado en 
lógica difusa que mejor se adapten a este campo de aplicación. 
Como la información contenida en el Portal utilizado como caso de aplicación 
es muy extensa, el CCA utilizado se restringe a los contenidos relacionados en su 
FAQ compuesta por 117 preguntas frecuentes de los usuarios. Usando estas 
preguntas frecuentes como contenido, se identifican 253 objetos. Estos objetos 
pueden corresponder a información contenida en alguna de las páginas web del 
Portal, o la página en si misma. 
El número de preguntas tipo asociadas a cada objeto es variable, dependiendo 
de la cantidad de información contenida en cada página, su relevancia, y el número 
de sinónimos que tengan los términos de la pregunta tipo. Lógicamente, el 
conocimiento del administrador del sistema sobre el lenguaje de la materia es 
bastante importante. Cuanto mayor sea su conocimiento sobre el tema, mayor será 
la fiabilidad de las preguntas tipo propuestas, ya que serán más similares a las 
posibles consultas reales de los usuarios. En el caso de estudio, los 253 Objetos 
generan 2107 preguntas tipo.  
También se mencionó previamente que los objetos del CCA debían ser 
agrupados por afinidad. En nuestro caso, los objetos se clasifican en 12 temas con 
un número variable de apartados por tema formando una estructura jerárquica de 3 
niveles. 
Una vez definidas las preguntas tipo, se extraen las palabras que mejor 
representan, señalan, o identifican a la pregunta tipo que las contiene. Estas palabras 
son los términos índice antes mencionados. Un término-índice también podría estar 
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compuesto por más de una palabra. Si este fuera el caso, se considerarían las 
palabras por separado y también el término compuesto. A continuación, se asocia 
un valor de peso entre 0.0 y 1.0 a ese término-índice de manera que cuanto más 
importante sea la presencia del término-índice para señalar la pregunta tipo, y por 
tanto al objeto, mayor debe ser su valor. Es de señalar que este valor no tiene por 
que ser el mismo en todos los niveles. Es posible que un término-índice sea muy 
determinante para señalar un grupo de objetos en un nivel determinado pero en el 
siguiente nivel no sirva para distinguir un objeto de otro. Por ejemplo en un CCA 
referido a menaje, “plástico” podría servir para distinguir el grupo de objetos de 
este material de todos los metálicos, o de madera, lo que haría que se le asignara un 
valor alto en este nivel de agrupamiento; pero para distinguir un tenedor de una 
cuchara o de un cuchillo todos de plástico, el término no tiene la menor relevancia 
por lo que se le asignaría un valor 0.0. 
Un ejemplo de la metodología seguida se muestra en la Tabla 1 
Tabla 1: Ejemplo del método de generación de términos-índices y pesos asociados 
Step Example 
Step 1: Web page identified by standard 
question/s 
– Web page: 
www.us.es/univirtual/internetwww.us.es/uni
virtual/internet 
Step 2: Locate standard question/s in the 
hierarchic structure. 
Topic 12: Virtual University 
Section 6: Virtual User 
Object 2 
Step 3: Extract index terms Index terms: ‘services’, ‘virtual’, ‘user’ 
Step 4: Term weighting See Section 6 
 
El objetivo perseguido es recuperar el objeto u objetos relacionados con la 
consulta recibida. En el caso del ejemplo, la consulta realizada es “¿A qué servicios 
puedo acceder como usuario virtual de la Universidad de Sevilla?” y corresponde a 
una pregunta-tipo del objeto 12.6.2 (tema 12, apartado 6, objeto 2). Como respuesta 
el Agente identifica ese objeto y otros similares. En la Tabla 2 se muestran los 
resultados de la consulta. 
Es evidente que identifica correctamente el objeto solicitado pero también 
ofrece al usuario otros objetos muy similares. Si recordamos que el usuario podría 
no ser experto en la búsqueda que realiza y preguntar algo aproximado, es posible 
que la respuesta exacta a lo que ha preguntado no satisfaga su necesidad pero que la 
respuesta deseada se encuentre entre alguna de las alternativas presentadas. Hay que 
tener en cuenta también que no es nada probable que el usuario formule una 
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consulta que coincida exactamente con alguna de las preguntas tipo del sistema por 
lo que este comportamiento flexible del sistema, motivado por el uso de la FL, 
responde exactamente a lo deseado. 
Tabla 2: Resultados de la consulta de ejemplo 
Position Object Certainty (%) Associated standard question 
1 12.6.2 74.13 Which services can I access as a virtual user at the 
University of Seville? 
2 12.6.1 60.45 I would like to request for an account as a virtual user at the 
University of Seville 
3 12.6.3 60.05 I do not remember my Virtual User password at the 
University of Seville 
4 12.1.5 54.07 I would like to access the Economic Services at the Virtual 
Secretariat of the University of Seville 
5 12.1.6 54.07 I would like to access the management services at the virtual 
secretariat of the University of Seville 
6 10.4.9 48.96 What services does the service of computers and 
communications offer? 
7 12.1.1 41.04 How can I access the virtual secretariat at the University of 
Seville? 
 
4.1.7 Determinación de los parámetros del motor difuso. 
Como ya se ha mencionado, el núcleo del Método desarrollado es un motor 
difuso de inferencia. En su implementación es necesario determinar parámetros 
tales como el número de entradas y salidas, los conjuntos difusos, y las reglas de 
inferencia. La forma de concretar los valores de estos parámetros es realizando 
pruebas de funcionamiento y concluyendo cuales son los valores que obtienen 
mejores resultados. La implementación del motor difuso sobre la que se realizan las 
pruebas está construida con Matlab y su toolbox de fuzzy logic, y el programa 
Unfuzzy. La primera prueba de funcionamiento es comprobar que el sistema realiza 
una identificación correcta de sus propias preguntas tipo obteniendo un índice de 
certeza no inferior al 0.7.  
En sistemas de recuperación de información, los estimadores recall y precision 
ya descritos en el apartado 2.1.4 son los dos parámetros clásicamente utilizados 
para determinar la eficacia del comportamiento. El parámetro recall se relaciona 
con la cantidad de elementos correctamente identificados respecto al máximo 
número posible, mientras que el parámetro precision se relaciona inversamente con 
el número de elementos señalados como correctos pero que en realidad no lo son 
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(falsos positivos). Cuantos más elementos correctos se identifiquen, mayor es el 
valor del parámetro recall y mejor es el sistema. Así mismo, cuantos menos objetos 
erróneos sean identificados como relacionados con la consulta, mayor es el valor 
del parámetro precision y mejor es el comportamiento del sistema. 
En el caso de nuestro sistema, dado que su objetivo es recuperar lo que 
identifica como relacionado y lo que identifica como similar, las expresiones 
exactas de los conceptos de recall y precision (Ruiz & Srinivasan, 1998) no son 
literalmente aplicables. Por ello, consideraremos los siguientes objetivos como 
estimadores de la calidad del sistema de IR: 
 Como consultas de usuario  usaremos las preguntas tipo que 
representan a los objetos del CCA del Sistema. 
 Determinaremos si el sistema identifica la pregunta tipo con una 
certeza superior a un cierto valor prefijado (0,7). Este resultado está 
relacionado con el concepto de recall. 
 Determinaremos si la pregunta tipo usada como consulta de usuario 
se encuentra entre las 3 identificadas con mayor certeza. Este 
parámetro se relaciona con el concepto de precision aunque no 
coincide exactamente con él. 
De esta manera, establecemos 5 categorías para clasificar los resultados de las 
pruebas: 
 Cat1. La pregunta correcta es la única que se recupera, o es la que se 
identifica con el grado de certeza más alto. 
 Cat2. La pregunta correcta es la respuesta identificada con el segundo 
mayor grado de certeza. 
 Cat3. La pregunta correcta es la respuesta identificada con el  tercer 
mayor grado de certeza. 
 Cat4. La pregunta correcta se identifica como respuesta, pero no 
entre las tres con mayor grado de certeza. 
 Cat5. La pregunta correcta no se encuentra entre las identificadas 
como respuesta. 
Como se ha mencionado, los pesos de los términos índices presentes en la 
consulta recibida serán los valores de entradas del motor difuso. Es evidente que el 
número de estos términos y sus pesos asociados y, por tanto, de entradas del motor 
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difuso, no serán constantes. Analizando las preguntas-tipo del sistema se puede 
observar que la mayoría tienen de 1 a 5 términos índice. Consideraremos que más 
de 5 términos pueden no ser relevantes en la IR. En el estudio se hicieron pruebas 
con 2 motores difusos, uno con 3 entradas, y otro con 5 entradas. 
4.1.8 Resultado de las pruebas y ajuste de parámetros del motor difuso. 
Las pruebas realizadas con la configuración de 3 entradas concluyen que el 
motor satura fácilmente, lo que constituye una desventaja atendiendo al parámetro 
precision. En la Tabla 3 se puede observar que con esta configuración se recupera el 
90% de los objetos correctos pero menos de la mitad son identificados en 1ª opción. 
En las pruebas realizadas con la configuración de 5 entradas se observa que, en 
general, los valores de certeza de la identificación obtenidos son menores que en el 
caso de la configuración de 3 entradas. El parámetro precision aumenta al 55% pero 
disminuye el valor del recall, lo que tampoco es deseable. Estos datos también 
pueden observarse en la Tabla 3. 
Tabla 3: Resultados de las pruebas del motor difuso 
Configuration Cat1 Cat2 Cat3 Cat4 Cat5 
Three-input fuzzy engine results 45% 24% 9% 12% 10% 
Five-input fuzzy engine results. 55% 12% 3% 1% 29% 
Five-input fuzzy engine results with variable output 
thresholds. 
70% 14% 3% 1% 12% 
Five-input fuzzy engine results with variable output 
thresholds and variable input number fuzzy engine. 
77% 16% 4% 1% 2% 
 
Analizando los casos fallidos también se encuentra para ambas 
configuraciones que muchos casos en los que el sistema no devuelve respuesta es 
debido a que, en alguna etapa del proceso, la certeza de los objetos correctos estaba 
por debajo del umbral mínimo de aceptación definido para ese nivel. Como 
solución a este problema, podría disminuirse el valor de los umbrales para que esas 
respuestas los superaran y no fueran descartadas. No obstante, hacer esto también 
conllevaría que en las preguntas correctamente identificadas se dieran por válidos 
objetos actualmente descartados lo que también empeoraría el parámetro precision, 
cosa no deseable. 
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La conclusión extraída de los resultados observados en las pruebas realizadas 
es que configurar el motor difuso con un nº bajo de entradas o bajar el valor de los 
umbrales afecta negativamente al parámetro precision mientras que si se configura 
un valor alto de entradas o se eleva el valor de los umbrales, el parámetro que se ve 
negativamente afectado es el recall.  
Ante estos resultados, la primera acción correctiva adoptada es introducir en el 
algoritmo de recuperación de la información una bajada automática del valor de los 
umbrales en el caso de que ningún objeto supere el valor exigido. Los resultados 
considerados en la Tabla 3 muestran una notable mejora. Considerando los 3 
objetos recuperados con mayor certeza, el objeto correcto aparece el 88% de los 
casos y es la 1ª opción el 70% de las veces. 
De los resultados anteriores también se desprende que unas veces es mejor 
usar la configuración de 3 entradas y otras la de 5 entradas. La siguiente acción 
correctiva introducida es utilizar un motor con 3 entradas cuando el nº de términos 
índices presentes en la consulta recibida sea menor o igual a 3, y un motor de 5 
entradas cuando se identifican más de 3 términos índices. Repitiendo las pruebas 
incluyendo esta segunda acción correctora y volviendo a considerar como objetivo 
que el objeto correcto aparezca entre los 3 identificados con mayor probabilidad, el 
objeto correcto se recupera el 97% de los casos, y es señalado con mayor índice de 
certeza el 77%, como se muestra en la Tabla 3. 
Consideramos en adelante como configuración final la que incorpora los 
umbrales de valor variable de forma automática, y la configuración de un motor 
difuso de 3 ó 5 entradas dependiendo del nº de términos índices identificados en la 
consulta de usuario. 
En las pruebas realizadas se ha considerado 0.5 como valor umbral en todos 
los niveles. 
4.1.9 Conjuntos difusos. 
Como ya se ha mencionado anteriormente, el valor del peso asignado a cada 
término índice se encuentra en el rango de 0.0 a 1.0. Por lo tanto, ese será también 
el rango del valor de las entradas del motor difuso y constituirá el universo de 
discurso de la variable correspondiente.  
Por motivos de minimización del nº de reglas a definir, ya que si aumentamos 
el nº de conjuntos difusos el nº de reglas aumenta exponencialmente, se considera 
inicialmente una división del Universo de Discurso en 3 conjuntos difusos lo que 
arroja para el motor de 5 entradas la necesidad de 35=243 reglas. En el caso de 
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dividir el universo de discurso de las entradas en 4 conjuntos difusos en vez de en 3, 
el nº de reglas necesarias para el motor difuso de 5 entradas pasaría a ser de 
45=1024. Si posteriormente las pruebas indicaran un funcionamiento con pobres 
resultados, se pasaría a aumentar el nº de conjuntos difusos para aumentar la 
granularidad de la respuesta.  
Por todo ello, este Universo de discurso se considera dividido en tres conjuntos 
difusos cuya representación lingüística será BAJO, MEDIO, y ALTO. Inicialmente 
se parte de considerarlos de tipo triangular, también por simplicidad, y más adelante 
se realizarán pruebas comparativas para determinar el tipo de frontera que mejor 
resultados ofrezca.  
Los rangos de valores asignados a cada conjunto difuso de las entradas son los 
siguientes: 
BAJO: de 0.0 a 4.0 con vértice en 0.0 
MEDIO: de 0.2 a 0.8 con vértice en 0.5 
ALTO: de 0.6 a 1.0 con vértice en 1.0 
La Figura 10 muestra el aspecto de estos conjuntos difusos 
 
 
 
 
 
 
 
 
 
 
 
Figura 10: Conjuntos difusos de las entradas 
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La salida, que corresponde al valor de certeza de relación del objeto con la 
consulta recibida, también tendrá un rango de valores entre 0.0 y 1.0. Inicialmente 
su Universo de Discurso también se clasifica en tres conjuntos difusos.  
No obstante, en el caso de la salida, las pruebas iniciales rápidamente indican 
la necesidad de una mayor resolución en la clasificación de sus valores por lo que 
finalmente se opta por dividirlo en 4 conjuntos difusos. La representación 
lingüística será BAJO, MEDIO-BAJO, MEDIO-ALTO, y ALTO 
Los rangos de valores asignados a cada conjunto difuso de la salida son los 
siguientes: 
BAJO: de 0.0 a 4.0 con vértice en 0.0 
MEDIO-BAJO: de 0.1 a 0.7 con vértice en 0.4 
MEDIO-ALTO: de 0.3 a 0.9 con vértice en 0.6 
ALTO: de 0.6 a 1.0 con vértice en 1.0 
4.1.10 Reglas difusas. 
En un motor difuso, una vez conocidos el nº de entradas y salidas, es necesario 
definir las reglas difusas que determinarán los valores de las salidas según los de las 
entradas. Como se comentó anteriormente, el Sistema utilizará un nº de entradas 
variable (3 ó 5) según el número de términos índices identificados en la consulta.  
Las reglas necesarias corresponden al nº de conjuntos difusos del universo de 
discurso de las entradas elevado al nº de entradas.  
Nº Reglas = Nº Conjuntos NºEntradas 
En el caso del motor de 3 entradas es necesario definir 33 = 27 reglas. Para el 
caso del motor de 5 entradas serán 35 = 243 reglas.  
En la práctica esto lleva a la implementación de dos motores de inferencia 
diferentes, uno con 3 entradas y otro con 5. 
A modo de ejemplo, las reglas difusas definidas para el motor difuso de 3 
entradas pueden observarse en la Tabla 4. La concreción de estas reglas da lugar a 
las 27 combinaciones necesarias. 
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Tabla 4: Reglas para el motor de 3 entradas 
Rule number Rule definition Output 
R1 IF one or more inputs = HIGH HIGH 
R2 IF three inputs = MEDIUM HIGH 
R3 IF two inputs = MEDIUM and one input = LOW MEDIUM–HIGH 
R4 IF one input = MEDIUM and two inputs = LOW MEDIUM–LOW 
R5 IF all inputs = LOW LOW 
 
4.1.11 Comparación de ambos métodos de asignación de pesos. 
Para comparar el rendimiento del método desarrollado, se realiza una prueba 
de rendimiento y se compara con el obtenido utilizando el método tf-idf. 
De entre las diversas modificaciones del estimador tf-idf, para nuestro estudio 
elegimos la propuesta por Liu et al., 2001 para calcular el peso Wik asignado a un 
término ti en un subconjunto nk. 
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Donde tfik es la frecuencia de aparición del i-ésimo término en el k-ésimo 
conjunto (tema/apartado/objeto); nk es el número de subconjuntos que contienen el 
término ti, y N es el número total de subconjuntos (en ese nivel). 
Hay que tener en cuenta que un término tik también puede estar contenido en 
otros conjuntos del Nivel. Como ejemplo, consideraremos el término “virtual”. 
En el nivel de tema: 
 Aparece 8 veces en el tema 12 (k = 12, tfik = 8) 
 Aparece 2 veces en otros Temas (nk = 3) 
 Hay 12 Temas (subconjuntos) en este nivel (N = 12) 
 Sustituyendo Wik = 0.20 (para normalizar, es necesario conocer los 
otros tfik, y nk para los otros Temas en los que aparece). 
En el nivel de apartado: 
 Aparece 3 veces en el apartado 6 del tema 12 (k = 6, tfik = 3) 
 Aparece 5 veces en otros apartados del tema 12 (nk = 6) 
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 Hay 6 apartados (subconjuntos) en el tema 12 (N = 6) 
 Sustituyendo Wik = 0.17 (para normalizar, es necesario conocer los 
otros tfik, y nk para los otros apartados en los que aparece). 
En el nivel de objeto: 
 Aparece 1 vez en el objeto 2 del apartado 6 del tema 12 (k = 2, tfik = 
1). Lógicamente, un término sólo aparece una vez en cada objeto. 
 Aparece 2 veces en otros objetos del apartado 6 del Tema12 (nk = 3) 
 Hay 3 objetos (subconjuntos) en el apartado 6 en el tema 12 (N = 3) 
 Sustituyendo Wik = 0.01 (para normalizar, es necesario conocer los 
otros tfik, y nk para los otros apartados en los que aparece). Obsérvese 
que este término es irrelevante para distinguir el objeto de los demás, 
lo cual es lógico ya que, según se desprende de los datos, aparece en 
todos ellos. 
Por ello, se puede concluir que el término “virtual” será relevante para 
determinar que el objeto pertenece al tema 12 y al apartado 6 pero no en la 
determinación del objeto individual. La determinación a nivel de objeto deberá ser 
realizada en base a los otros términos presentes en la consulta. 
Para determinar el peso correspondiente mediante el método FL, es necesario 
contestar a las cuatro preguntas mencionadas en el apartado 3.1 y que se formulan a 
continuación. 
 P1.- ¿En cuántos subconjuntos diferentes al propio aparece el 
término evaluado? Esta pregunta está relacionada con el concepto idf. 
 P2.- ¿Cuántas veces aparece el término evaluado en su subconjunto? 
Esta pregunta está relacionada con el concepto tf. 
 P3.- El término evaluado, ¿identifica inequívocamente por si mismo 
al objeto? 
 P4.- ¿A cuántas palabras está unido el término evaluado para formar 
un término compuesto? 
 Los valores que se usarán como entradas del sistema basado en FL que 
devolverá el peso asignado están relacionados con las respuestas a estas preguntas. 
Es de recordar que el rango de valores de las entradas es 0.0 a 1.0 por lo que los 
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valores obtenidos como respuesta de las preguntas deben ser normalizados y 
adaptados al rango. La Figura 11 muestra el esquema. 
 
 
 
 
 
Figura 11: Asignación de pesos. Método basado en FL 
Para la pregunta P1, si el término considerado aparece muchas veces, el valor 
asociado debe ser 0.0 y si no aparece ninguna debe ser 1.0. Para establecer el valor 
numérico correspondiente al concepto de “muchas veces”, y la escala intermedia, se 
considera el número de subconjuntos de un determinado nivel en los que aparece 
cada uno de los términos-índice del vocabulario del CCA y se ordenan de mayor a 
menor número de apariciones. Por ejemplo, para el nivel de tema, se considera el 
número de apariciones de cada término del CCA en cada tema y se clasifican en 
orden descendente según su frecuencia de aparición: 
1.- Servicio: 31 apariciones 
2.- Servicios: 18 apariciones 
3.- Biblioteca: 16 apariciones 
4.- Investigación: 15 apariciones 
5.- Dirección: 14 apariciones 
6.- Estudiante: 14 apariciones 
7.- Correo: 13 apariciones 
8.- Acceso: 13 apariciones 
9.- Electrónico: 12 apariciones 
10.-Ordenador: 12 apariciones 
11.- Recursos: 12 apariciones 
12.- Centro: 10 apariciones 
13.- Educación: 10 apariciones 
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14.- Registro: 10 apariciones 
15.- Programa: 10 apariciones 
Como ya se enunció en el apartado 3.1.1, el método desarrollado propone que 
la frecuencia de aparición del 1% de los términos-índice del vocabulario que 
aparecen con mayor asiduidad debe señalar el valor a partir del cual el coeficiente 
debe valer 0.0. Teniendo en cuenta que el vocabulario del CCA considerado lo 
forman 1114 términos-índices, la frecuencia de aparición del término-índice que 
ocupe el undécimo lugar en la ordenación anterior establecerá el valor frontera a 
partir del cual se asignará un valor de 0.0 al coeficiente. En nuestro caso 
corresponde a 12 apariciones. La Tabla 5 muestra el coeficiente asignado a cada 
valor de aparición. 
Tabla 5: Valores asignados a la P1 según el nº de apariciones. Nivel de tema 
Times 
appearing 
0 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 ≥13 
Value 1 0.9 0.8 0.7 0.64 0.59 0.53 0.47 0.41 0.36 0.3 0.2 0.1 0 
 
Si el término índice aparece más de 12 veces en otros subgrupos, el valor 
asignado debe ser 0.0. Si aparece de 0 a 3 veces (1/3 aproximadamente del rango) 
se considerará que pertenece al grupo ALTO asignándosele valores entre 0.0 y 1.0. 
Operando de forma análoga para el conjunto BAJO, y dejando el resto de valores 
para el MEDIO, se obtienen los valores de la Tabla 5. 
Este proceso debe ser calculado para cada nivel ya que la división en 
subconjuntos es diferente, lo que dará lugar a ordenaciones distintas. Para el nivel 
de apartado, hay que considerar el nº de veces que los términos índices de ese 
apartado aparecen dentro de su tema, y hacerlo para todos los temas. La lista de los 
términos índices más usados en cada tema se muestra a continuación. 
1.- Servicio en tema 10: 16 apariciones 
2.- Direccion en tema 1: 10 apariciones 
3.- Biblioteca en tema 6: 10 apariciones 
4.- Registro en tema 3: 10 apariciones 
5.- Correo en tema 1: 9 apariciones 
6.- Electronico en tema 1: 9 apariciones 
7.- Virtual en tema 12: 8 apariciones 
4.1. A Fuzzy Logic intelligent agent for Information Extraction: Introducing a new Fuzzy 
Logic-based term weighting scheme. 
Agente para Recuperación Automática de Información en diversos entornos basado 
en técnicas de Inteligencia Computacional 
63 
 
8.- Ordenador en tema 10: 7 apariciones 
9.- Servicios en tema 1: 7 apariciones 
10.- Educación en tema 1: 5 apariciones 
11.- Recursos en tema 12: 5 apariciones 
De igual forma que se procedió en el nivel de tema, usaremos el 1% de las 
apariciones de mayor frecuencia para determinar el valor frontera. En este caso el 
valor corresponde a 5. Si un término aparece más de 5 veces en otros conjuntos, el 
valor asignado será 0. Si un término sólo aparece en su subconjunto (apartado) el 
valor asignado será 1. La tabla que asigna los valores se construye de igual forma 
que en el caso del nivel anterior (tema). Los valores calculados se muestran en la 
Tabla 6. 
Tabla 6: Valores asignados a la P1 según el nº de apariciones. Nivel de apartado 
Times appearing 0 1 2 3 4 5 ≥6 
Value 1 0.7 0.6 0.5 0.4 0.3 0 
 
Para el nivel de objeto se procede de forma análoga y se obtienen los 
resultados mostrados en la Tabla 7. 
Tabla 7: Valores asignados a la P1 según el nº de apariciones. Nivel de objeto 
Times appearing 0 1 2 ≥3 
Value 1 0.7 0.3 0 
 
Para averiguar el valor asociado a la pregunta P2.- ¿Cuántas veces aparece el 
término evaluado en su subconjunto? El razonamiento es análogo debiendo 
considerar de nuevo el 1% de los términos ordenados para establecer el valor 
frontera aunque con las siguientes particularidades:  
 Cuanto más veces aparece el término en el subconjunto considerado, 
mayor es el valor que hay que asignarle.  
 Este término no tiene sentido en el nivel de objeto dado que todos los 
conjuntos son unitarios y, por tanto, el término sólo aparece una vez. 
En este caso, la frecuencia de aparición del término que establece el valor 
frontera es la misma para el nivel de tema y para el de apartado. Este resultado es 
completamente casual. La Tabla 8 contiene los valores propuestos. 
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Tabla 8: Valores asignados a la P2 según el nº de apariciones. Nivel de tema y 
apartado 
Times appearing 0 1 2 3 4 5 ≥6 
Value 0 0.3 0.4 0.5 0.6 0.7 1 
 
Para el caso de la pregunta P3.- El término evaluado, ¿identifica 
inequívocamente por si mismo al objeto? La respuesta es completamente subjetiva 
y se proponen tres posibles respuestas: “Sí”, “Algo”, y “No”. La Tabla 9 muestra 
los valores asociados. 
Tabla 9: Valores asignados a la P3 
Answer to Q3: Does a term deﬁne undoubtedly a 
standard question? 
Yes Rather No 
Value 1 0.5 0 
 
Por último, en el caso de la pregunta P4.- ¿A cuántas palabras está unido el 
término evaluado para formar un término compuesto? Se consideran cuatro posibles 
respuestas atendiendo al número de términos a los que esté unido: “A ninguna”, A 
otra”, “A dos”, “A más de dos”. Los valores asociados a cada una de ellas se 
muestran en la Tabla 10. De nuevo, los valores 0.7 y 0.3 son consecuencia de 
considerar la frontera entre conjuntos difusos. 
Tabla 10: Valores asignados a la P4 
Number of index terms tied to another index term 0 1 2 ≥3 
Value 1 0.7 0.3 0 
 
El único aspecto que no se ha definido es el valor que toma un coeficiente 
cuando el término aparece varias veces en un mismo subconjunto (tema o apartado) 
con valores diferentes. Por ejemplo, puede ocurrir que la respuesta a la pregunta P3 
sea “Algo” en un caso y “No” en otro. En este caso, el valor asignado se calcularía 
mediante una media ponderada de los valores individuales.   
A continuación se muestra un ejemplo de todo el proceso. Usaremos como 
ejemplo el objeto 2 del apartado 6 del tema 12 (objeto 12.6.2). Este objeto está 
definido por la pregunta tipo: “¿A que servicios puedo acceder como usuario virtual 
de la Universidad de Sevilla?” 
Si aplicamos el proceso de asignación de peso al término-índice “virtual”: 
A nivel de tema el término-índice “virtual” aparece 2 veces en otros temas por 
lo que, según la Tabla 5, el valor asociado a P1 es 0.80; y aparece 8 veces en el 
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tema 12 (su tema) por lo que, según la Tabla 8, el valor asociado a P2 es 1. La 
respuesta a la P3 es “Algo” en 5 de las 8 apariciones y “No” en las otras 3 por lo 
que, según la Tabla 9 y considerando la media de los valores individuales, el valor 
asignado a la P3 es de (5*0.5 + 3*0)/8=0.375. El término “virtual” está ligado a otro 
término en 7 de las apariciones y a otros 2 en una ocasión por lo que la media de 
términos ligados es de 1.14. Haciendo una regresión lineal o una media de los 
valores individuales de la Tabla 10, el valor obtenido para el parámetro P4 es de 
0.65. 
Con estos valores en las entradas, el peso que asigna el motor difuso a este 
término es de 0.53. 
Para el nivel de apartado, “virtual” aparece 5 veces en otros apartados del tema 
12 por lo que, según la Tabla 6, el valor asociado a P1 es de 0.30; y aparece  3 veces 
en el tema 12 por lo que, según la Tabla 8, el valor asociado para P2 es de 0.4. La 
respuesta a la pregunta P3 es “Algo” en todo los casos por lo que el valor asociado 
es 0.5. El término “virtual” está asociado al término “usuario” por lo que el valor de 
P4 es 0.7. 
Con estos valores en las entradas, el peso que asigna el motor difuso a este 
término es de 0.45. 
Para el nivel de objeto, “virtual” aparece 2 veces en otros objetos del apartado 
6 del tema 12 por lo que, según la Tabla 7, el valor asociado a P1 es 0.3. La 
respuesta a la pregunta P3 es “Algo” por lo que el valor asociado será de 0.5. El 
término “virtual” está asociado al término “usuario” por lo que el valor establecido 
para P4 es de 0.7. 
Con estos valores en las entradas, el peso que asigna el motor difuso a este 
término es de 0.52. 
Aplicando los estimadores clásicos del método tf-idf se puede observar, como 
era de esperar, que hay una diferencia de valores en el peso asignado mediante el 
método tf-idf y el método basado en FL. Precisamente eso es lo que se pretende 
para que luego el método de recuperación devuelva, no sólo el objeto que mejor 
corresponda, sino  también aquellos relacionados. 
Para realizar la comparación de eficiencia de ambos métodos se categorizan 
los resultados obtenidos por cada uno de ellos según la clasificación en 5 categorías 
especificada en el apartado 0. 
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El resultado idóneo es que la respuesta del método se clasifique en la categoría 
Cat1 aunque los resultados clasificados en Cat2 o Cat3 también son razonablemente 
buenos. Los resultados obtenidos de usar todas las preguntas tipo como consultas de 
usuario se recogen en la Tabla 11. 
Tabla 11: Comparación de resultados aplicando método tf-idf vs FL 
Method Cat1 Cat2 Cat3 Cat4 Cat5 Total 
TF-IDF 466 
(50,98%) 
223 
(24,40%) 
53 
(5,80%) 
79 
(8,64%) 
93 
(10,18) 
914 
(100%) 
FL 710 
(77,68%) 
108 
(11,82%) 
27 
(2,95%) 
28 
(3,06%) 
41 
(4,49%) 
914 
(100%) 
 
Aunque los resultados obtenidos con el método tf-idf son razonablemente 
buenos con un 81.18% de los Objetos identificados en las 3 primeras categorías, y 
la mayoría en Cat1, el método basado en FL propuesto es claramente mejor con un 
92.45% de objetos correctos en las 3 primeras categorías y más del 75% 
identificados como la opción más probable. 
4.1.12 Conclusiones. 
En este artículo se elige el ámbito de un Portal Web como caso de uso de un 
nuevo método de IR basado en FL. 
Se realizan pruebas y del análisis de resultados se concretan los parámetros de 
sistema consiguiendo resultados superiores a los que se obtienen aplicando el 
método clásico de asignación de pesos basada en el método tf-idf. 
La principal conclusión obtenida es que los Portales Web, en los que suele 
haber mucha información heterogénea y en ocasiones confusa, son un ámbito de 
aplicación donde el método desarrollado basado en FL ofrece muy buenos 
resultados. 
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4.2 SABIO: Soft Agent for Extended Information Retrieval. 
Breve descripción: En esta publicación se describe la implementación de un 
Agente Inteligente para recuperación de información utilizando los métodos 
desarrollados y detallados en publicaciones anteriores. Se programa el motor difuso, 
sus reglas, y los algoritmos de recuperación de información,  utilizando el entorno 
Borland C++ Builder. Se implementa una base de datos para almacenar el 
conocimiento del Agente y sus parámetros mediante Access. Se diseñan pruebas de 
funcionamiento y se optimiza el algoritmo de recuperación mediante análisis de los 
resultados. 
Autores: Ariel Gómez, Jorge Ropero, Alejandro Carrasco, Carlos León, y  
Joaquín Luque. 
DOI: 10.1080/08839514.2013.774204 
Publicación: Applied Artificial Intelligence, Volume 27, Issue 4, 1 April 
2013, Pages 249-277. ISSN:0883-9514; EISSN:1087-6545. 
Índice de calidad: La publicación está indexada en el JCR con índice de 
impacto de 0.402 (Q4) y el artículo ha recibido 1 cita. 
Aportación personal: La aportación del doctorando en esta publicación 
consiste en el desarrollo de varios FE en Unfuzzy, implementación del FE genérico 
en C, la participación en la definición e implementación de las reglas para el motor 
difuso de IR y TW, la implementación del Agente Inteligente para IR, optimización 
del algoritmo de IR programado, implementación del Agente asignador de 
coeficientes de peso, diseño de la estructura e implementación de una Base de 
Datos para almacenamiento del CCA del sistema, diseño de pruebas del Agente de 
IR y del Agente asignador de pesos, análisis de resultados de las pruebas, y 
redacción del artículo. 
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SABIO: Soft Agent for Extended Information Retrieval. 
En esta publicación se describe la implementación de un Agente Inteligente 
para la recuperación de Información que utiliza el método de asignación de pesos y 
de recuperación de información desarrollado en esta tesis. 
El método de asignación de pesos y el de recuperación de información, ambos 
basados en lógica difusa, se ha desarrollado y comprobado utilizando el software 
Matlab y su toolbox de lógica difusa, y el programa de libre distribución Unfuzzy 
para la generación de los motores difusos y los juegos de reglas utilizados. 
Una vez llegados a establecer los métodos y configuraciones desarrollados en 
apartados anteriores de esta tesis, se da el paso de implementar estos conceptos 
mediante la programación de una aplicación informática. En esta aplicación, el 
motor de inferencia, las reglas, y los algoritmos de recuperación de información se 
programan utilizando Borland C++ Builder. La base de datos contenedora del CCA 
del sistema se implementa mediante Microsoft Access. 
Además, para la comprobación del correcto funcionamiento del método de 
asignación de pesos basado en lógica difusa desarrollado en esta tesis se construye 
una maqueta del asignador y se comparan los valores propuestos por esta aplicación 
con los inicialmente asignados por el Ingeniero de Conocimiento y que mejoraron 
los resultados de  determinación comparativamente con el método tf-idf, como se 
justifica en el apartado anterior. 
La maqueta realizada mediante Borland C++ Builder también se utiliza para 
realizar las pruebas de funcionamiento del Agente implementado. La última versión 
de esta maqueta es un sistema cliente-servidor que permite realizar la extracción de 
información desde una aplicación cliente ubicada en un PC remoto que conecta vía 
http con la aplicación servidor que constituye el Agente implementado. 
4.2.1 Objetivos. 
El objetivo de este trabajo es comprobar la viabilidad de un Agente Inteligente 
basado en los métodos de TW y recuperación de información desarrollados en 
capítulos previos de esta tesis implementado mediante una aplicación programada 
en Borland C++ Builder y con el que el usuario interactúe en Lenguaje Natural. 
Este objetivo global se puede descomponer en los siguientes objetivos 
parciales: 
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 Implementación de dos motores difusos con configuración de 
parámetros variable. Serán parametrizables el concresor, el difusor, el 
tipo de cada conjunto difuso de entrada, y el tipo de cada conjunto 
difuso de salida.  
 Definición de las reglas de los motores difusos. Se especifican un 
juego de reglas para cada motor desarrollado tanto para cuando se 
utilizan en el cálculo de los valores de los pesos de los términos 
índices como para cuando se utilizan para establecer el grado de 
certeza de la relación de la consulta recibida con los subconjuntos del 
CCA en un nivel determinado.  
 Implementación en C del algoritmo de recuperación de información 
desarrollado en los capítulos anteriores de esta tesis permitiendo 
parametrizar, la elección entre el motor difuso de 3 entradas, el de 5, 
o la configuración dependiente del nº de términos índices 
identificados en la consulta; y el valor del umbral de aceptación de 
cada nivel. 
 Implementación en Microsoft Access de una Base de Datos que 
almacene el CCA del Agente. Esta BD deberá contener el 
vocabulario del Agente categorizado por tipología de términos 
(términos índices, palabras de interés gramatical, términos 
compuestos, palabras soeces, etc), los coeficientes de peso asignados 
a cada término índice para cada nivel, las preguntas-tipo asociadas a 
cada objeto, las respuestas asociadas a cada objeto a entregar al 
usuario, otros datos de configuración general. 
 Acceso de usuario mediante Lenguaje Natural.  
 Estructura cliente-servidor para comprobar el acceso remoto a la 
aplicación mediante un terminal no inteligente. 
4.2.2 Motor Difuso. 
Dado que los métodos desarrollados en esta tesis se basan en razonamientos de 
lógica difusa, el corazón de la aplicación para implementar el Agente Inteligente 
será un motor de lógica difusa que dé soporte a los razonamientos propuestos. 
Para ello, se implementa en la aplicación un motor difuso genérico 
programado en C, basado en el motor difuso desarrollado con Unfuzzy con el cual 
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se realizó gran parte del desarrollo y pruebas de los métodos desarrollados en esta 
tesis. 
Este motor se programa de forma que los parámetros de difusor, concresor, 
tipo de conjuntos difusos de entrada, y tipo de conjuntos difusos de salida, puedan 
ser definidos con posterioridad para que sea posible modificar la configuración y 
buscar la que ofrezca mejores resultados. 
No obstante, en la implementación realizada no es posible parametrizar el 
número de entradas ni el número de conjuntos en los que se divide su universo de 
discurso, por lo que será necesaria una instancia diferente del motor difuso si se 
necesita un número de entradas distinto. El origen de esta falta de flexibilidad reside 
en que la implementación de las reglas difusas genera un número de casos que 
dependen del número de entradas y del número de conjuntos de su universo de 
discurso. 
4.2.2.1 Reglas del motor difuso para el cálculo de los pesos.  
Como ya se mencionó en apartados anteriores, el método de asignación de 
pesos desarrollado en esta tesis introduce dos parámetros de tipo no estadístico cuyo 
valor necesita ser cuantificado por una persona. La inferencia del valor final del 
coeficiente de peso a asociar al término índice no tiene una relación numérica fácil 
de obtener mediante la aplicación de fórmulas matemáticas a los valores de los 
parámetros definidos por el método. Por ello, su valor se obtendrá de la aplicación 
de la lógica difusa. Se utiliza un motor difuso cuyas entradas serán los valores de 
los 4 parámetros especificados, y su salida el valor asignado al coeficiente de peso 
correspondiente.  
Las entradas del motor difuso corresponden a los valores asociados a las 4 
preguntas definidas. Los posibles valores de entrada son: BAJO, MEDIO, o ALTO. 
La salida corresponderá al valor de peso asociado. Los posibles valores de salida 
serán BAJO, MEDIO-BAJO, MEDIO-ALTO, o ALTO. La Tabla 12 recoge las 
reglas definidas y los valores asociados. 
En la Figura 12 se muestra el aspecto del primer prototipo creado para 
comprobar la repercusión de las reglas en los valores de los coeficientes de peso. 
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Figura 12: Prototipo de asignador de pesos 
 
Tabla 12: Reglas para el cálculo de pesos 
Regla Nº Definición de la Regla Salida 
R1 Si P2 = ALTO, y P3 ≠ BAJO Al menos MEDIO-ALTO 
R2 SI P2 = MEDIO, y P3 = ALTO Al menos MEDIO-ALTO 
R3 SI P2 = BAJO, y P3 = BAJO Depende de las otras preguntas 
R4 SI P2 = ALTO, y P3 = ALTO Depende de las otras preguntas 
R5 Si P1 = ALTO Al menos MEDIO-ALTO 
R6 Si P4 = BAJO Baja un nivel 
R7 Si P4 = MEDIO Si la salida era MEDIO-BAJO, 
pasa a BAJO 
R8 Si (R1 y R2) o (R1 y  R5) o (R2 y R5) ALTO 
R9 Cualquier otro caso MEDIO-BAJO 
 
Como ya se explicó en apartados anteriores de esta tesis, el valor asignado al 
parámetro relativo a cuánto identifica el término índice al que se le está calculando 
el coeficiente por sí mismo al objeto debe ser definido por un Ingeniero de 
Conocimiento y es completamente subjetivo, por lo que las asignaciones de este 
valor pueden variar apreciablemente dependiendo de quien realice la valoración. 
Para minimizar la variación introducida por este parámetro, se plantea que el valor 
numérico asociado al parámetro en cuestión no lo fije el IC sino que éste responda a 
la siguiente pregunta: ¿El término considerado identifica inequívocamente al objeto 
cuando aparece solo? Las posibles respuestas entre las que puede optar el IC son: 
Sí, Algo, o No. El valor asociado a este parámetro será el mostrado en la tabla 
siguiente. 
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Tabla 13: Valor del parámetro P3 
¿El término considerado identifica inequívocamente al 
objeto cuando aparece solo? 
Sí Algo No 
Valor del 1er parámetro 1 0.5 0 
 
El parámetro 4 correspondiente al número de términos índices asociados al que 
se está evaluando, también debe ser introducido por el IC. En esta ocasión se vuelve 
a sustituir la tarea de proponer un valor que dependerá de su criterio personal y que 
podría sufrir fuertes diferencias por la de indicar el dato objetivo del número de 
términos índices ligados al que se está evaluando. La Tabla 14 muestra los valores 
asociados a la casuística considerada. 
Tabla 14:Valor del parámetro P4 
Numero de términos ligados al evaluado 0 1 2 ≥3 
Valor del 4º Parámetro 1.00 0.70 0.30 0.00 
 
4.2.2.2 Optimización del motor difuso. 
Para determinar la configuración de los parámetros del motor difuso que 
consigue unos resultados óptimos, se planifican 6 pruebas realizadas con distintas 
combinaciones de los siguientes parámetros: Difusor, concresor, tipo de conjuntos 
difusos de entrada, tipo de conjuntos difusos de salida.  La Tabla 15 muestra los 
valores de dichos parámetros que se adoptarán en cada auto-test. 
Tabla 15: Parámetros de los auto-test 
Test nº Difusor Concresor Universo de Entrada Universo de Salida 
1 Singleton CdG Recto Recto 
2 Triangulo CdG Recto Recto 
3 Singleton MdM Recto Recto 
4 Singleton CdG Curvo Curvo 
5 Triangulo CdG Curvo Curvo 
6 Singleton MdM Curvo Curvo 
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Los resultados obtenidos se muestran en la Tabla 16 
Tabla 16: Resultados de los auto-test 
Test nº Cat1 Cat2 Cat3 Cat4 Cat5 
1 77.44 15.79 4.51 0.75 1.51 
2 69.17 18.05 3.76 5.26 3.67 
3 68.42 15.04 6.77 7.16 2.26 
4 75.94 15.79 4.51 1.50 1.50 
5 84.21 8.21 1.50 2.26 3.76 
6 65.41 18.78 6.02 8.27 1.50 
 
De los resultados observados se obtienen las siguientes conclusiones: 
 La combinación difusor triángulo y concresor Centro de Gravedad es 
la que obtiene más resultados en Cat5 independientemente del tipo de 
los conjuntos del universo de entrada y del de salida. 
 La combinación difusor singleton y concresor Centro de Gravedad es 
la que obtiene más resultados en Cat1 para universos de entrada y de 
salida con conjuntos curvos. 
 La combinación difusor singleton y concresor Centro de Gravedad es 
la que obtiene más resultados si se suman Cat1 + Cat2 + Cat3 para 
universos de entrada y de salida con conjuntos rectos. 
 La combinación difusor singleton y concresor Centro de Gravedad es 
la que obtiene menos resultados si se suman Cat4 + Cat5 para 
universos de entrada y de salida con conjuntos rectos. 
Por tanto, se concluye que la configuración óptima es: difusor singleton, 
concresor Centro de Gravedad y universos de entrada y de salida con conjuntos 
rectos. 
4.2.2.3 Pruebas y validación del Agente implementado.  
Para comprobar el correcto funcionamiento de la aplicación implementada se 
somete al sistema a un auto-test consistente en utilizar como consultas de usuario 
todas las preguntas-tipo definidas en la normalización de los objetos del CCA. 
Se realizan los mismos auto-test que se usaron para probar el Método antes de 
implementar el Agente Inteligente variando los parámetros configurables del 
Agente con la intención de comparar los resultados obtenidos a fin de determinar la 
configuración más eficiente. 
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Los resultados se clasifican según las 5 categorías ya enunciadas en capítulos 
anteriores y que se enumeran a continuación: 
 Cat1. La pregunta correcta es la única que se recupera, o es la que se 
identifica con el grado de certeza más alto. 
 Cat2. La pregunta correcta es la respuesta identificada con el segundo 
mayor grado de certeza. 
 Cat3. La pregunta correcta es la respuesta identificada con el  tercer 
mayor grado de certeza. 
 Cat4. La pregunta correcta se identifica como respuesta, pero no 
entre las tres con mayor grado de certeza. 
 Cat5. La pregunta correcta no se encuentra entre las identificadas 
como respuesta. 
Es de recordar que el propósito del Agente no es recuperar únicamente el 
objeto más afín a la consulta recibida dado que se espera que el usuario pudiera 
realizar consultas poco precisas o incluso con términos que pudieran inducir a error 
por lo que el objetivo perseguido al implementar el Agente es que se recuperen los 
objetos más afines y también los que tengan una relación menos fuerte. 
La configuración en el primer auto-test fue la siguiente: Número de entradas 3, 
número de salidas 1, difusor singleton, concresor Centro de Gravedad, umbrales 
fijos de valores 0.5, 0.5, y 0.5. Los resultados obtenidos se detallan en la Tabla 17 y 
muestran un gran rendimiento cuando la representación del objeto está compuesta 
por entre 2 a 4 términos índices. Cuando la representación del objeto está formada 
por más de 4 términos-índices, el sistema tiende a considerar que el objeto está 
relacionado con la consulta aunque no sea así. 
Tabla 17: Resultados de los auto-test con variación de parámetros del motor difuso 
Test nº Cat1 (%) Cat2 (%) Cat3 (%) Cat4 (%) Cat5 (%) 
1er. test 43.51 24.22 8.59 11.72 10.16 
2º  test 54.89 12.03 3.01 0.75 29.32 
3er. test 69.93 14.29 3.00 0.75 12.03 
4º test 77.44 15.79 4.51 0.75 1.51 
 
La configuración del segundo auto-test realizado es la siguiente: Número de 
entradas 5, número de salidas 1, difusor singleton, concresor Centro de Gravedad, 
umbrales fijos de valores 0.5, 0.5, y 0.5. Los resultados obtenidos también se 
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detallan en la Tabla 17 y en este caso se observa una mejora en los resultados de la 
Cat1, mejorando por tanto el parámetro precision. Por otro lado, la categoría Cat5 
también incrementa el número de resultados lo que significa que el parámetro recall 
empeora.  
Mediante el uso del generador de informes de razonamiento del Agente, se 
observa al analizar el razonamiento seguido en los casos clasificados en la Cat5, 
que el fallo en la identificación se produce porque en algún nivel ninguno de los 
subconjuntos del CCA supera el umbral de aceptación fijado siendo todos 
rechazados. Este motivo indica claramente que el fallo reside en el algoritmo de 
determinación por lo que debe ser modificado.  
Para ello, se introduce una actuación flexible en relación a los umbrales de 
aceptación. Si al evaluar los subconjuntos de cualquier nivel todos obtienen certezas 
inferiores al umbral fijado, se disminuirá dicho valor umbral en 0,05 y se realizará 
de nuevo la comprobación hasta que alguno supere el nuevo valor umbral. Se 
aceptarán todos aquellos que superen el nuevo umbral disminuido. Para las 
determinaciones sucesivas el umbral volverá a tomar el valor inicialmente fijado. 
Se repite el auto-test anterior con el algoritmo modificado considerando los 
umbrales flexibles de valores iniciales 0.5, 0.5, y 0.5 y sin modificar el resto de 
parámetros. Los resultados de estas pruebas se detallan en la Tabla 17. En los datos 
se observa que aumentan los resultados de la Cat1, y disminuyen los de la Cat5 por 
lo que la medida introducida mejora los parámetros recall y precision. Analizando 
de nuevo los informes de razonamiento de los resultados de la Cat5, se observa 
claramente que el algoritmo asigna valores de certeza menores cuando en la 
consulta sólo se encuentran 3 o menos términos-índices. Este análisis lleva a la 
conclusión de que es conveniente volver a modificar el algoritmo de determinación 
de forma que cuando en una consulta se identifiquen 3 o menos términos índices se 
use un motor difuso con 3 entradas para realizar la determinación, mientras que 
cuando se encuentren más de 3 términos índices se utilice un motor de 5 entradas. 
Esta modificación está relacionada con el concepto de normalización de los 
coeficientes del vector representación de un documento del Modelo de Espacio 
Vectorial (VSM).  
Se realiza otro auto-test con la nueva modificación del algoritmo. La 
configuración utilizada es: Número de entradas 5, número de salidas 1, difusor 
singleton, concresor Centro de Gravedad, umbrales variables de valores 0.5, 0.5, y 
0.5. La Tabla 17 muestra los resultados obtenidos. En ellos se observa una mejora 
significativa de los valores de ambos estimadores recall y precision alcanzando el 
98.49% y el 77.44% respectivamente. 
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Estos resultados validan la aplicación realizada para implementar el Agente 
Inteligente para Recuperación de Información basado en los métodos desarrollados 
en esta tesis. 
4.2.3 Conclusiones. 
De las pruebas realizadas se concluye que la implementación de un sistema de 
Recuperación de Información basado en los métodos de IR y TW desarrollados en 
esta tesis es viable y que alcanza todos los objetivos propuestos. 
De forma general, se comprueba también que el motor difuso implementado 
mantiene la funcionalidad del configurado con matlab y con Unfuzzy utilizado en el 
desarrollo de los métodos propuestos en esta tesis. 
En particular, respecto al método de asignación de coeficientes de peso basado 
en lógica difusa se comprueba que el conjunto de reglas definidas asigna pesos de 
valores muy similares a los que asignó previamente el Ingeniero de Conocimiento 
basándose en su experiencia, y que la nueva asignación no empeora los resultados 
obtenidos. 
Respecto al método de Recuperación de Información se comprueba que es 
completamente viable su integración en un Agente Inteligente autónomo con el que 
el usuario pueda interactuar en Lenguaje Natural para realizar una recuperación de 
información sobre un Conjunto de Conocimiento Acumulado determinado. 
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Term Weighting for Information Retrieval Using Fuzzy Logic. 
En esta publicación se realiza un nuevo análisis de los resultados de las 
pruebas de funcionamiento del método de asignación de pesos basado en lógica 
difusa desarrollado en esta tesis.  
Las pruebas realizadas consisten en usar como consulta de usuario las 
preguntas-tipo que participan en la normalización de los objetos del CCA y 
clasificar la respuesta obtenida del sistema en 5 posibles categorías.  
Las consultas de usuario se categorizan en base a dos criterios. En concreto: 
 Naturaleza de la pregunta-tipo usada como consulta. Esto es, 
distinguir si la pregunta-tipo utilizada para describir, y 
posteriormente recuperar, al objeto es una pregunta tipo principal, de 
sinónimo, imprecisa o específica. 
 Número de preguntas-tipo usadas en la representación del objeto. Se 
categoriza en una sola pregunta-tipo, de 2 a 5, de 6 a 10, y más de 10. 
El número de preguntas-tipo que participan en la definición de un 
objeto está asociado en cierta forma con el grado de concreción del 
concepto representado (del objeto) de forma que cuantas más 
preguntas-tipo formen parte de la representación del objeto, más 
difuso es el concepto que representa. 
El objetivo perseguido es obtener entre 1 y 5 respuestas entre las que se 
encuentre la correcta, a poder ser, entre las 3 identificadas con mayor certeza. Se 
valora, naturalmente, que la respuesta correcta aparezca con el mayor grado de 
certeza. 
Estas pruebas se repiten usando los pesos calculados aplicando el método tf-
idf. Los resultados globales de las pruebas se muestran en la Tabla 18 agrupados en 
las 5 categorías ya definidas en los apartados anteriores. 
Tabla 18: Resultados globales de las pruebas categorizadas 
Method Cat1 Cat2 Cat3 Cat4 Cat5 Total 
TF-IDF 466 
(50,98%) 
223 
(24,40%) 
53 
(5,80%) 
79 
(8,64%) 
93 
(10,18) 
914 
(100%) 
FL 710 
(77,68%) 
108 
(11,82%) 
27 
(2,95%) 
28 
(3,06%) 
41 
(4,49%) 
914 
(100%) 
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Según los resultados globales se aprecia que el método tf-idf proporciona 
valores bastante buenos identificando correctamente el 81.18% de los objetos, y 
señalando al 50.98% como primera opción (opción más probable). Aún así, el uso 
del método basado en FL desarrollado consigue aún mejores resultados 
identificando correctamente el 92.45% de los objetos, y señalando al 77.68% como 
primera opción (opción más probable). 
No obstante, el objetivo perseguido en esta publicación no es realizar un 
análisis de los resultados globales sino categorizados en base a los dos criterios 
antes expuestos del tipo de consulta empleada. Con este análisis se pretende deducir 
cómo se comportará el método en diversas circunstancias, y observar la 
comparación de rendimiento entre los dos métodos de asignación de pesos 
utilizados. 
4.3.1 Análisis de resultados según la naturaleza de la pregunta-tipo utilizada 
como consulta. 
Para establecer conclusiones sobre los resultados de las pruebas, se analizan 
los resultados de ambos métodos atendiendo a la clase de pregunta-tipo que se haya 
utilizado como consulta. Para ello, las preguntas-tipo que representan a los objetos 
del CCA se clasifican en las 5 categorías siguientes: 
 Pregunta-tipo principal. Es una pregunta tipo que define 
perfectamente el objeto. Añadir otras preguntas-tipo en su 
representación es opcional. 
 Pregunta-tipo de sinónimo. Es una pregunta-tipo que utiliza términos 
equivalentes a los de otras que definen al mismo objeto. Por ejemplo, 
sustituir en la misma pregunta-tipo el término informe por 
documento, memorando, etc. 
 Pregunta-tipo imprecisa. Son preguntas-tipo que se crean previendo 
que el usuario podría no ser experto en la materia sobre la que recaba 
información y, por tanto, pudiera incluir términos vagos o poco 
específicos en su consulta. Por ejemplo, sería el caso en el que un 
usuario preguntara “¿Qué hago con una mesa rota?” en vez de 
“¿Cómo puedo contactar con el Servicio de Mantenimiento?” 
 Pregunta-tipo particular. Se trata de una pregunta-tipo que representa 
un caso particular del objeto en cuya representación se incluye. Por 
ejemplo, el usuario podría preguntar sobre los servicios que ofrece la 
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secretaría virtual (¿Qué servicios ofrece la secretaría virtual de la 
US?) o preguntar por uno en concreto (¿La Secretaría Virtual ofrece 
servicio de almacenamiento on cloud?). La naturaleza de esta 
segunda sentencia sería de tipo particular. 
 Preguntas-tipo de usuarios. Son preguntas-tipo realizadas por los 
usuarios del sistema que inicialmente no se encontraban incluidas en 
las definiciones de los objetos del CCA pero que se incorporan 
debido a que el administrador del sistema las considera relevantes 
por que se repite frecuentemente o por su idoneidad. Suelen proceder 
de las FAQ del sistema una vez en producción. 
La Tabla 19 muestra la clasificación de las preguntas-tipo que participan en las 
pruebas realizadas. 
Tabla 19: Clasificación de las preguntas tipo de las pruebas 
Type of standard question Number of questions 
Main standard questions 252 
Synonim standard questions. 308 
Imprecise standard questions 125 
Specific standard questions 229 
Feedback standard questions 0 
Total standard questions 914 
 
Para determinar de donde proviene la mejora detectada en los resultados 
globales, se analizan los resultados categorizados por la clase de pregunta-tipo 
utilizada como consulta. Los resultados se muestran en la Tabla 20 y de ellos se 
concluye que: 
Si la pregunta-tipo pertenece a la categoría de “principal”, el método tf-idf se 
comporta bastante bien identificando el 93.26% entre las 3 primeras categorías 
(frente al 97.62% del FL) aunque el método basado en FL es más preciso 
obteniendo un 91.67% de los objetos en la Cat1 frente al 67.86% que obtiene el tf-
idf. Este resultado es lógico ya que esta categoría de pregunta-tipo corresponde a 
una pregunta tipo correctamente formulada. 
Si la pregunta-tipo pertenece a la categoría de “sinónimo”, las conclusiones 
son similares aunque algo peores. Este resultado podría deberse a que el término 
utilizado como sinónimo no define con la misma claridad al objeto como lo hace el 
término empleado en la pregunta de categoría “principal”. 
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Si la pregunta-tipo pertenece a la categoría “imprecisa”, las diferencias se 
acentúan. En el caso del método basado en FL, los resultados se acercan bastante a 
los obtenidos para las preguntas de categoría “principal” llegando a identificar el 
92.80% de los objetos y a señalar el 88.80% de ellos como opción más probable. El 
método tf-idf también obtiene buenos resultados pero es mucho menos preciso 
consiguiendo señalar correctamente como opción más probable sólo al 59.20% de 
los objetos. Este resultado parece indicar que el uso de FL aporta flexibilidad en los 
términos de la consulta recibida lo que será muy positivo teniendo en cuenta que la 
consulta realizada por los usuarios reales no coincidirá literalmente con las 
preguntas-tipo del CCA. 
Tabla 20: Resultados categorizados por clase de pregunta tipo 
Type of standard 
question 
Cat1 Cat2 Cat3 Cat4 Cat5 Total 
Main 
standard 
questions 
TF-IDF 
method 
 
171 (67,86%) 58 (23,02%) 6 (2,36%) 6 (2,38%) 11 (4,37%) 252 (100%) 
Fuzzy 
Logic-
based 
method 
231 (91,67%) 13 (5,16%) 2 (0,79%) 0 (0,00%) 6 (2,38%) 252 (100%) 
Synonim 
standard 
questions 
TF-IDF 
method 
 
177 (57,46%) 86 (27,92%) 13 (4,22%) 15 (4,87%) 17 (5,52%) 308 (100%) 
Fuzzy 
Logic-
based 
method 
252 (81,82%) 41 (13,31%) 3 (0,97%) 5 (1,62%) 47 (2,27%) 308 (100%) 
Imprecise 
standard 
questions 
TF-IDF 
method 
 
74 (59,20%) 32 (25,60%) 6 (4,80%) 1 (0,80%) 12 (9,60%) 125 (100%) 
Fuzzy 
Logic-
based 
method 
111 (%)88,80 5 (4,00%) 0 (0,00%) 0 (0,00%) 9 (7,20%) 125 (100%) 
Specific 
standard 
questions 
TF-IDF 
method 
 
46 (20,08%) 49 (21,40%) 26 (11,35%) 55 (24,01%) 52 (22,71%) 229 (100%) 
Fuzzy 
Logic-
based 
method 
107 (46,72%) 53 (23,14%) 24 (10,48%) 23 (10,04%) 22 (9,61%) 229 (100%) 
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Por último, si la pregunta-tipo pertenece a la categoría de “particular”, se 
obtienen los peores resultados con ambos métodos pero de nuevo el método basado 
en FL supera al método tf-idf en objetos correctamente identificados. En este caso, 
el sistema ofrecerá al usuario el objeto más genérico y el objeto más específico 
debiendo ser dicho usuario el que decida finalmente cual se ajusta mejor a su 
demanda. 
4.3.2 Análisis de resultados según el número de preguntas-tipo utilizadas en la 
representación del objeto. 
Un segundo análisis de resultados basado en categorizar los objetos por el 
número de preguntas-tipo utilizadas en su representación arroja también resultados 
interesantes. 
En este caso se han considerado el número de preguntas-tipo usadas en la 
representación del objeto. La idea de partida que motiva este análisis es pensar que 
un objeto que se define bien utilizando una única pregunta-tipo corresponde a un 
concepto muy concreto, claro y específico mientras que si es necesario utilizar 
muchas preguntas-tipo para su representación el objeto corresponderá a un concepto 
vago, amplio, o impreciso. 
En la Tabla 21 se muestran los 4 grupos definidos para el análisis y cuántos 
objetos participan en cada grupo. 
Tabla 21: Preguntas tipo clasificadas por nº de preguntas tipo que participan en la 
definición del objeto 
Group number Number of standard questions per object Number of objects 
Group 1 1 95 
Group 2 2 – 5 108 
Group 3 6 – 10 22 
Group 4 > 10 28 
 
 Grupo 1: El objeto es definido por una sola pregunta-tipo. 
 Grupo 2: Se necesitan de 2 a 5 preguntas-tipo para definir al objeto. 
 Grupo 3: Se necesitan de 6 a 10 preguntas-tipo para definir al objeto. 
 Grupo 4: Se necesitan más de 10 preguntas-tipo para definir al objeto. 
Es evidente que los grupos 1 y 2 son los que contienen más objetos. Parece 
lógico que no existan muchas preguntas con la misma respuesta. No obstante, los 
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grupos 3 y 4 también recogen un número importante de objetos cercano al 20% del 
total, lo que no es nada despreciable. 
Para analizar los resultados, se considerará como categoría a la que pertenece 
la respuesta aquella en la que el objeto obtenga una mayoría de resultados. Esto es, 
si la representación de un objeto se compone de 15 preguntas-tipo, y al usar cada 
una de ellas como consulta el sistema devuelve el objeto en segundo lugar (Cat2) en 
10 de las ocasiones, se considerará que el objeto se identifica en 2º lugar (Cat2) 
independientemente del resultado de las otras 5 preguntas-tipo. 
Tabla 22: Resultados clasificados por nº de preguntas-tipo de los objetos 
Type of standard 
question 
Cat1 Cat2 Cat3 Cat4 Cat5 Total 
Group 1 
TF-IDF 
method 
 
74 (77,89%) 16 (16,84%) 1 (1,05%) 1 (1,05%) 3 (3,16%) 95 (100%) 
Fuzzy 
Logic-
based 
method 
89 (93,68%) 3 (3,16%) 2 (2,10%) 0 (0,00%) 1 (1,05%) 95 (100%) 
Group 2 
TF-IDF 
method 
 
86 (79,63%) 21 (19,44%) 1 (0,93%) 0 (0,00%) 0 (0,00%) 108 (100%) 
Fuzzy 
Logic-
based 
method 
100 (92,59%) 7 (6,48%) 0 (0,00%) 0 (0,00%) 1 (0,93%) 108 (100%) 
Group 3 
TF-IDF 
method 
 
10 (45,45%) 9 (40,91%) 3 (13,63%) 0 (0,00%) 0 (0,00%) 22 (100%) 
Fuzzy 
Logic-
based 
method 
19 (86,36%) 3 (13,63%) 0 (0,00%) 0 (0,00%) 0 (0,00%) 22 (100%) 
Group 4 
TF-IDF 
method 
 
10 (35,71%) 10 (35,71%) 3 (10,71%) 2 (7,14%) 3 (10,71%) 28 (100%) 
Fuzzy 
Logic-
based 
method 
21 (75,00%) 4 (14,29%) 1 (3,57%) 1 (3,57%) 1 (3,57%) 28 (100%) 
 
Para los objetos del Grupo 1 y del Grupo 2, los resultados del método basado 
en FL son casi perfectos y los del método tf-idf también son buenos.  
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La mayoría de las veces, sobre el 94%,  los objetos correctos son identificados 
por los dos métodos entre los 3 con mayor probabilidad pero el método basado en 
FL coloca más de ellos en primera posición por lo que ofrece resultados más 
precisos. 
De las pruebas se deduce que los resultados son muy buenos para los dos 
métodos cuando la representación del objeto tiene hasta 5 preguntas-tipo. 
En el caso del Grupo 3 aparece una diferencia significativa entre los resultados 
de ambos métodos, especialmente en lo referente a la precisión. Mientras que el 
método basado en FL obtiene un 86.36% de resultados en la Cat1, el tf-idf sólo 
obtiene el 45.45%. 
Esta diferencia es aún mayor cuando el objeto es representado por más de 10 
preguntas-tipo. En el caso del Grupo 4 es evidente que ninguna pregunta-tipo es 
capaz de definir adecuadamente al objeto, lo que indica que la información es vaga 
e imprecisa, o compleja. En este caso, el método basado en FL identifica 
correctamente más del 96% de los objetos y es capaz de señalar el 75% como 
opción más probable mientras que el tf-idf sólo identifica el 82% de los objetos y 
señala como opción más probable al 35.71%. 
De la comparación de los resultados por número de preguntas-tipo que forman 
la representación del objeto se desprende que el método basado en FL siempre 
obtiene mejores resultados respecto al método clásico tf-idf pero que es en los casos 
en los que más preguntas-tipo forman parte de la representación del objeto cuando 
la diferencia es mayor. 
Es de destacar que cuanto más concreto es el concepto que define al objeto, 
menos preguntas-tipo formarán parte de su representación y que este número irá 
creciendo conforme el objeto a representar es más complejo o impreciso. 
4.3.3 Conclusiones. 
De los resultados obtenidos, se concluye que el uso de la FL mejora 
especialmente los resultados cuando los conceptos a identificar son más complejos, 
imprecisos, o la información está más desordenada. Esto hace que el método basado 
en FL desarrollado sea muy adecuado para el uso en IR aplicada al ámbito de los 
portales web cuyos objetos a menudo corresponden a esta tipología. 
Otro aspecto a destacar es que, en los Grupos 3 y 4 de este estudio, se han 
realizado consultas muy concretas y bien formuladas sobre objetos que 
representaban conceptos poco específicos, o imprecisos obteniendo los resultados 
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mostrados. Cabría esperar por tanto que cuando los usuarios poco expertos en la 
materia hicieran consultas poco específicas o imprecisas sobre objetos 
pertenecientes a los Grupos 1 y 2, con conceptos claramente definidos y 
especificados, se obtuvieran resultados similares, otro motivo por el que el uso del 
método basado en FL contribuye a mejorar el rendimiento del sistema de IR. 
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5 Resultados de los métodos 
desarrollados en esta tesis 
alcanzados en los proyectos 
de investigación y 
desarrollo en colaboración 
con empresas. 
La investigación expuesta en esta tesis se ha aplicado, principalmente, en el 
marco de 3 proyectos de investigación y desarrollo: 
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6  Conclusiones 
En esta tesis por compendio se ha presentado la aplicación de un método de 
recuperación de información y un método de asignación de pesos, ambos basados 
en lógica difusa, desarrollados y comprobados en ámbitos de aplicación en portales 
web, en la construcción de agentes inteligentes para recuperación de información en 
entornos de ayuda a la docencia y de asistentes virtuales. 
También se presenta la implementación de un agente para realizar la 
aplicación del método de asignación de pesos basado en lógica difusa en los 
sistemas presentados en el capítulo 5 de esta tesis. 
Los resultados de aplicación de ambos métodos se analizan comparativamente 
con el modelo de espacio vectorial y el método clásico de asignación de pesos tf-idf 
demostrándose que los métodos basados en lógica difusa desarrollados ofrecen 
resultados significativamente mejores.  
Estos métodos dan lugar a la inscripción en el Registro de la Propiedad 
Intelectual de Andalucía de un registro de propiedad intelectual, de tipo obra 
científica. 
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La aplicación de estos métodos basados en lógica difusa desarrollados en la 
implementación de un Asistente a la navegación por el portal web de la Universidad 
de Sevilla, de un Agente Tutor Virtual, y de un Asistente Virtual de acceso y uso de 
una plataforma de servicios de movilidad, y los resultados de las pruebas de 
funcionamiento realizadas, demuestran que los estudios realizados en esta tesis 
pueden integrarse en aplicaciones reales conservando la funcionalidad y 
capacidades comprobadas en las pruebas de desarrollo de los mismos. 
6.1 Futuras líneas de trabajo 
Como continuación de la investigación realizada se plantean varias acciones de 
continuidad: 
 Automatización de la clasificación de los objetos del CCA 
 Desarrollo del Agente Analizador Gramatical como un módulo 
independiente que realice el análisis sintáctico completo de una oración 
en español. 
 Estudio sobre datos de consultas reales de los efectos de modificación 
de: 
o Los valores frontera de los conjuntos difusos 
o La ampliación del rango de la salida proporcionado por el 
motor difuso 
 Estudio de la repercusión sobre la carga computacional de los valores 
de los umbrales. 
 Reestructuración de la base de datos contenedora del CCA del sistema. 
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