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Selection and use of a multi-criteria
decision aiding method in the context
of conceptual design with imprecise
information: Application to a solar
collector development
Mehdi El Amine, Je´roˆme Pailhe`s and Nicolas Perry
Abstract
Making decisions on a sound basis in early phases is one of the most difficult challenges in the product development pro-
cess, especially when dealing with immature concepts. Moreover, life-cycle cost can be influenced up to 70% by decisions
taken during the conceptual design phases. The need for reliable multi-criteria decision aiding methods is thus greater in
these phases. Various multi-criteria decision aiding methods are proposed and used in the literature. The main criticism
of these methods is that they usually produce contradictory results for the same problem. In this work, seven widely
used multi-criteria decision aiding methods (weighed sum, weighted product, Kim and Lin, compromise programming,
TOPSIS, quadratic mean and ELECTRE I) are analysed. This analysis was based on a real industrial case to develop a solar
collector. The proposed multi-criteria decision aiding methods were compared in terms of three criteria deemed rele-
vant in the relevant context: (1) adaptation of the type of results the multi-criteria decision aiding method is expected to
bring, (2) correct handling of input information and (3) adaptation of the degree of compensation. Based on these cri-
teria, it was proven that weighted product is the most appropriate multi-criteria decision aiding method in our case. In
addition, it has been demonstrated that sensitivity analysis can improve the benefit of using the multi-criteria decision
aiding method chosen when dealing with imprecise information due to immaturity of concepts.
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Introduction
Decision support was first proposed by Nobel Prize
winner Herbert Simon in the 1960s (Simon, 1960).
Broadly speaking, decision-making is conducted in four
steps: (1) identifying the problem, (2) generating design
concepts, (3) evaluating design concepts via evaluation
schemes and (4) selecting the best concept. The research
community in decision support methods usually recog-
nizes that the most critical step in the decision-making
process is how to choose among a given number of
design concepts (step (4)). The ability of decision-
makers (DMs) to make the best choice is strongly con-
ditioned by two factors: (1) having a clear definition of
design objectives and requirements and (2) being able
to evaluate or predict the performance of the proposed
concepts against these objectives and requirements.
However, imprecisions and vagueness are inherent in
engineering design and they affect both design objec-
tives and concepts evaluation schemes. This is particu-
larly true in the conceptual design phases.
Paradoxically, life-cycle cost can be influenced up to
70% by decisions taken during these phases (Zimmer
and Zablit, 2001). It is thus very important to adopt
appropriate theories and methodologies to structure
and ease the decision-making process. This can signifi-
cantly reduce product development lead-time as well as
the amount of human and material resources involved
in the development process.
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Multi-criteria decision-making process can be
decomposed into three principal steps (Guitouni and
Martel, 1998): (1) observation, when data are col-
lected about each concept (mass, maximum stress, car-
bon footprint, etc.), (2) interpretation, when DMs
express their preferences for each design criterion on
the basis of the data collected in the observation step
and (3) aggregation, when DMs combine the interpre-
tation step outcomes for the different design criteria in
order to determine the best concept(s). This process
represents the natural way of human thinking when
confronted with a multi-criteria decision problem.
However, when the DM is facing a complex decision-
making problem (with many concepts and many cri-
teria), it becomes difficult for him to intuitively follow
this process, especially to combine information in an
appropriate way. Multi-criteria decision aiding
(MCDA) methods can be used to aid in multi-criteria
decision-making.
Various MCDA methods are proposed and adopted
by researchers and engineers to support decision-
making in engineering design. Choosing the ‘right’
MCDA method to compare multiple concepts is a cru-
cial issue since these methods may yield contradictory
results for the same problem (Guitouni and Martel,
1998; Mahmoud and Garcia, 2000; Triantaphyllou and
Lin, 1996; Zanakis et al., 1998). There are two families
of MCDA methods: (1) multi-criteria selection meth-
ods, where interpretation step outcomes are taken into
account simultaneously to compare initial concepts,
and (2) the family of multi-attribute utility theory
(MAUT) methods, that consists of aggregating the dif-
ferent interpretation step outcomes into a single attri-
bute of evaluation, which has to be maximized. In this
study, this numerical attribute is called the overall pre-
ference value (OPV). It reflects the overall utility of the
design concept. The multi-criteria decision problem is
thus transformed into a mono-criteria decision prob-
lem. In the case of MAUT methods, the interpretation
step is formalized by associating a numerical attribute
to each objective to express its level of satisfaction. In
this article, this attribute is called local preference value
(LPV) and is comprised between 0 and 1. The closer a
LPV is to 1, the more satisfied is the corresponding
objective.
The main objective of this article is to identify the
relevant criteria to consider when selecting a MCDA
method in the context of decision-making in conceptual
design phase. The second objective is to investigate the
benefit of using a sensitivity study with a MCDA
method to deal with imprecise information due to the
immaturity of initial concepts. In order to illustrate the
proposed approach, many MCDA methods are evalu-
ated and compared in a real industrial case.
State of the art
Stewart (1992) produced a theoretical review by identi-
fying pitfalls in using various MCDA methods. He con-
cluded that in selecting an appropriate method to use,
the following desiderata must be identified: (1) the input
information required from the DM should be opera-
tionally meaningful and free from ambiguities of mean-
ing, (2) the translation of this input information into
partial or complete recommendations should be consis-
tent with the input information used and with reason-
able behavioural assumptions, and should be as far as
possible transparent to the DM, and (3) the method
should be simple and efficient to use. Ozernoy (1988)
proposed a MCDA expert system to guide the DM in
selecting an appropriate method. This system uses a
database containing the different MCDA methods with
their characteristics. To select an appropriate method,
the system matches the characteristics of the decision-
making situation with those of the MCDA method.
These characteristics fall into three categories: charac-
teristics of the decision problem, characteristics of the
DM and resource constraints. A similar system was
used by Sun et al. (2012) for an aircraft conceptual
design process. Based on the analysis of different
MCDA methods and the review of the psycho-cognitive
literature, Guitouni et al. (1998) proposed six guidelines
to help DM choose a MCDA method. The proposed
guidelines are as follows: adaptation of the type of
results produced by MCDA method, correct handling
of input information, appropriateness of the degree of
compensation of the method, respect for the fundamen-
tal hypothesis of the method, adaptation of the decision
support system that accompanies the method and adap-
tation of the preference elucidation mode with DM
cognition.
These studies propose some relevant criteria to con-
sider when selecting a MCDA method. However, they
do not give the order in which these criteria should be
considered or even their relative importance. The fol-
lowing question thus arises: what is the DM supposed
to do when no method exactly satisfies all the suggested
criteria? In this situation, it becomes necessary to adopt
a compromise by accepting the degradation or even the
non-compliance of some criteria. However, this requires
the establishment of a certain hierarchy, from the most
important criterion to the least important. Recently,
Roy and Slowinski (2013) established a set of questions
to guide DM in selecting a MCDA method. In addi-
tion, they present these questions in a hierarchical order
(from the most pertinent question to the least perti-
nent). They argue that the most crucial question is what
type of results the method is expected to bring. The
other pertinent questions concern requirements on pre-
ference scales, acquisition of preference information,
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handling of imperfect knowledge, acceptance of com-
pensation among criteria and existence of interaction
among criteria. The least pertinent questions are about
the ease of understanding by stakeholders and the pres-
ence or not of axiomatic characterization of the
method. This hierarchical order in the establishment of
questions facilitates the selection of a MCDA method.
However, the authors argue that the proposed hierar-
chy is quite general and may appear incomplete or inad-
equate in some specific cases. According to Roy and
Slowinski (2013), the content of the proposed questions,
and the diversity of answers that can be given with
respect to the decision context, lead to great difficulties
to conceive a family of criteria which would permit a
multi-criteria formulation of the problem of choosing a
MCDA method. Many other authors claim that the
choice of an appropriate method is one of the most dif-
ficult problems to which the DM is faced in MCDA
(Belton and Stewart, 2002; Guitouni and Martel, 1998;
Roy and Slowinski, 2013). Added to this, many authors
argue that the choice of the most appropriate MCDA
method depends very much on the decision-making
context under consideration (Guitouni and Martel,
1998; Hobbs et al., 1992; Roy and Slowinski, 2013;
Stewart, 1992). Based on these elements, it becomes
clear that in order to effectively address the issue of
MCDA method selection, one should first determine a
specific context of decision-making in which the
MCDA methods are evaluated. For example, Masseia
et al. (2014) investigate selecting a MCDA method for
the specific case of environmental management deci-
sions. To our knowledge, there have been no attempts
to date to investigate the selection of MCDA methods
in the specific case of conceptual design decisions.
MAUT is a family of MCDA methods in which an
aggregation operator is used to obtain a single evalua-
tion attribute (more explanations in section
‘Introduction’). As this family of MCDA methods is
considered in this study, mathematical axioms that
must be respected by an aggregation operator are
investigated. Keeney and Raiffa (1994) established a set
of mathematical axioms applicable for the general case
of decision-making (without referring to a specific con-
text). Scott (1999) constructed the set of mathematical
axioms to respect in the case of engineering design.
They are shown in Table 1. wi refers to weight of a cri-
terion i. The axioms of monotonicity, commutativity
and continuity are common to many multi-attribute
Table 1. Mathematical axioms for a design-appropriate aggregation operator (Scott, 1999).
Monotonicity:
OPV((LPV
1
, w
1
), . . . , (LPVn, wn))  OPV((LPV1, w1), . . . , (LPV0n, wn)) for LPVn  LPV0n for LPVn  LPV0n
OPV((LPV
1
, w
1
), . . . , (LPVn, wn))  OPV((LPV1, w1), . . . , (LPVn, w0n)) for wn  w0n; LPVi  LPVn 8i  n for wn  w0n ;
LPVi  LPVn 8i  n
Commutativity:
OPV((LPV1, w1), . . . , (LPVi, wi), . . . , (LPVj, wj), . . . , (LPVn, wn))
¼ OPV((LPV1, w1), . . . , (LPVj, wj), . . . , (LPVi, wi), . . . , (LPVn, wn)) 8i, j
Continuity:
OPV((LPV1, w1), . . . , (LPVk, wk), . . . , (LPVn, wn))
¼ limLPV0k!LPVkOPV((LPV1, w1), . . . , (LPV0k, wk), . . . , (LPVn, wn)) 8k
OPV((LPV1, w1), . . . , (LPVk, wk), . . . , (LPVn, wn))
¼ limLPV0k!LPVkOPV((LPV1, w1), . . . , (LPVk, w0k), . . . , (LPVn, wn)) 8k
Idempotency:
OPV((LPV, w
1
), . . . , (LPV, wn)) ¼ LPV forw1, . . . , wn  0; w1þ    þwn. 0
Annihilation:
OPV((LPV1, w1 ), . . . , (0, w), . . . , (LPVn, wn)) ¼ 0 for w 6¼ 0
Self-scaling weights:
OPV((LPV1, w1 t), . . . , (LPVn, wnt)) ¼ OPV((LPV1, w1 ), . . . , (LPVn, wn)) 8w1, . . . , wn  0; w1 þ    þ wn, t. 0
Zero weights:
OPV((LPV1, w1 ), . . . , (LPVk, 0), . . . , (LPVn, wn))
¼ OPV((LPV1, w1 ), . . . , (LPVk1, wk1), (LPVkþ1, wkþ1), . . . , (LPVn, wn)) for w 6¼ 0
OPVi: overall preference value for criterion i; LPV: local preference value; wi: weight of criterion i.
3
decision-making schemes, and they are uncontroversial
(Fodor and Roubens, 1994; Keeney and Raiffa, 1994).
The axiom of annihilation is specific to engineering
design and it is recognized by other authors (Biegel and
Pecht, 1991; Otto and Antonsson, 1993; Vincent,
1983). It states that if the satisfaction for any criterion
of the proposed design is null (acceptance thresholds
not reached), then the design solution is not valid,
regardless of the degree of satisfaction for the other cri-
teria. The aggregation operators respecting these
axioms are called design-appropriate aggregation
operators. The aggregation operators respecting the
axiom of annihilation are called conservative aggrega-
tion operators.
These axioms restrict the field of suitable aggrega-
tion operators since they must be verified in the case of
engineering design. However, they are not a guarantee
of finding the ‘most suitable’ aggregation operator. In
addition to these axioms, Grabisch (1996) suggests
some desired behavioural properties for an aggregation
operator: possibility of expressing weights of impor-
tance on criteria if necessary, possibility of expressing
the behaviour of the DM, possibility of expressing a
compensatory effect or an interaction between criteria,
and possibility of an easy semantical interpretation of
aggregation operator parameters.
Presentation of MCDA methods
In this study, seven aggregation operators were consid-
ered (weighed sum, quadratic mean, weighted product
(WP), Kim and Lin (KL), two variants of compromise
programming (CP) and TOPSIS (Technique for Order
Preference by Similarity to Ideal Solution) as well as an
outranking method (ELECTRE I – ELimination Et
Choix Traduisant la REalite´ I). The weighted sum
(WS) is the most widely used aggregation operator. The
weights assignment (wi) reflects the proportional impor-
tance of the different aggregated variables (LPVi). The
OPV is expressed by equation (1). The quadratic mean
is also used in this study and its OPV is expressed by
equation (2)
OPV=
X
i
(wi  LPVi) ð1Þ
OPV=
X
i
(wi  (LPVi)2)
where
X
i
wi = 1 and wi  0 ð2Þ
The WP was first proposed by Derringer (1994). The
meaning of weights is less intuitive than in the case of
WS (Choo and Wedley, 2008). The WP has the follow-
ing characteristic: if LPV of a given criterion is equal to
zero (the satisfaction of this criterion is null), then the
resulted OPV is equal to zero too (unacceptable con-
cept) whatever the LPVs of the other criteria. The OPV
is expressed by
OPV=
Y
i
((LPVi)
wi ), where
X
i
wi = 1 and wi  0
ð3Þ
Kim and Lin (2000) aggregation operator does not
allow any kind of compensation between criteria. Its
use is very limited in engineering design. The OPV is
expressed by
OPV=min(LPVi) ð4Þ
TOPSIS is an aggregation operator that was devel-
oped by Chen and Hwang (1992) and has been widely
applied by other researchers (Cheng et al., 2003; Deng
et al., 2000; Montanari, 2004; Singh and Agrawal,
2012; Tong et al., 2004). In the conceptual design phase,
TOPSIS has been used in a very limited way (Chang
and Chen, 2014; Lin et al., 2008). The basic principle is
that the best concept should have the shortest distance
from the ideal concept and the farthest distance from
the negative-ideal concept. The TOPSIS procedure con-
sists of the following steps: (1) calculate the normalized
decision matrix, (2) calculate the weighted normalized
decision matrix, (3) determine the ideal and negative-
ideal concept, (4) calculate the separation measures
from the ideal and negative-ideal concept (A2 and A+,
respectively) using the n-dimensional Euclidean dis-
tance and (5) calculate the relative closeness to the ideal
concept, and (vi) calculate the OPV of each concept by
the following formula
OPV=
A
A+A+
ð5Þ
The separation measures from the ideal and
negative-ideal concept for the concept i are calculated
by the following formula
A+i =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xn
j= 1
LPVij  LPV+j
 2
vuut ð6Þ
Ai =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Xn
j= 1
LPVij  LPVj
 2
vuut ð7Þ
where LPVj is the minimum LPV for criterion j and
LPV+j is the maximum LPV for criterion j.
CP was developed by Zeleny and Cochrane (1973).
The basic principle of CP is that the best concept should
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have the shortest distance from the ideal solution. The
OPV is expressed by
OPV= 1
Xn
j= 1
wi
LPV+j  LPVj


LPV+j  LPVj


0
B@
1
CA
p0
B@
1
CA
1=p
,
where
X
i
wi = 1 and wi  0
ð8Þ
where LPV+j and LPV

j have the same meaning as in
TOPSIS. The parameter p defines the desired type of
distance. In this study, the CP method has been applied
twice with parameter p equals to 1 and 2.
The ELECTRE I belongs to the family of outrank-
ing methods. It is widely used by DMs in many fields. It
was first developed by Roy (1968). ELECTRE I proce-
dure consists of the following steps: (1) define a concor-
dance index for each pair of concepts, which represents
the sum of weights of attributes for which concept A is
better than B; (2) define a discordance index for each
pair of concepts, which denotes the absolute difference
of this pair of attributes divided by the maximum differ-
ence over all pairs; (3) establish threshold values for the
two indices; and (4) generate the set of concepts that is
not outranked by any other concept. In this study, the
thresholds used for concordance and discordance
indexes are, respectively, 0.7 and 0.2.
Evaluation of MCDA methods: relevant
criteria to consider
In this section, the objective is to identify the relevant
criteria to take into account when evaluating and
selecting a MCDA method for the context of decision-
making in conceptual design. In section ‘State of the
art’, the review of the state of the art highlights the dif-
ficulties of selecting a MCDA method and indicates
that the choice of the relevant criteria to take into
account is very dependent on the decision-making con-
text. Therefore, the argumentation provided in pro-
posed reasoning is specific to the context of decision-
making in the conceptual design.
Adaptation of the type of results the method is
expected to bring
Most authors dealing with the issue of MCDA method
selection admit that this criterion must be considered
(Guitouni and Martel, 1998; Mahmoud and Garcia,
2000; Ozernoy, 1988; Roy and Slowinski, 2013;
Zanakis et al., 1998). Roy and Slowinski (2013) claim
that this criterion is the first and the most important to
take into account. For example, if the DM want to get
a complete ordering of initial concepts, then the family
of outranking methods is not appropriate. In the con-
ceptual design phase, due to the limited number of
design concepts and the critical importance of concept
choice, results produced by the MCDA method must
provide as much information as possible about design
concepts in order to ease decision-making and reduce
the risk. Thereby, a utility value with cardinal meaning
can be required by DMs because it allows not only to
determine a ranking but also to measure how much
each concept is better than another one. This is impor-
tant information to have since rank reversal could take
place due to uncertainties in input information. It is
also useful in helping the allocation of resources among
many design concepts when the DM aims to develop
many concepts in parallel to finally select the most suit-
able one. We assume that the adaptation of the type of
results the method is expected to bring with the
decision-making situation is a crucial criterion. In the
industrial case being studied, the MCDA method is
expected to produce a utility value with cardinal
meaning.
Correct handling of input information
Input information refers to the relative importance of
the different criteria and preferences related to the satis-
faction of these criteria by initial concepts. This infor-
mation can take various forms (Choo et al., 1999; Roy
and Slowinski, 2013; Vincke, 1982): ordering of criteria,
ordering of some concepts, acceptable tradeoffs, pair-
wise comparisons of some concepts, assignment of
some concepts to categories, assessment of lotteries,
presence of veto and so on. Each MCDA method
requires a certain form of input information. Many
authors claim that the input information required by a
MCDA method must be the same as the available input
information (Guitouni and Martel, 1998; Ozernoy,
1988; Roy and Slowinski, 2013; Stewart, 1992). This
condition can be very restrictive in some cases because
many forms of input information exist. In addition,
other conditions could be required by a MCDA
method. Roy and Slowinski (2013) recommend modify-
ing input information if necessary to adapt it for a
given MCDA method. They also recommend taking
some precautions for such a transformation, especially
to avoid degrading the quality of the information. In
the studied case, the types of input information avail-
able are utility values with cardinal meaning (see sec-
tion ‘Input information’), for both design concepts and
criteria. This can be transformed into another kind of
information. For example, in order to be adapted to
PROMETHEE (Preference Ranking Organisation
METHod for Enrichment Evaluation) method, it can
be converted into preference relations. However, such a
transformation leads to a loss of some information on
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initial concepts. In the case of conceptual design, the
number of design concepts is limited (three in the indus-
trial case being studied) and the concept choice has a
crucial importance for the success of the development
project. Such a loss of information is difficult for the
DM to accept. We argue that the ‘correct handling of
input information’ criterion is another essential criter-
ion to respect in the present context. For the industrial
case being studied, input information is given in section
‘Input information’.
Adaptation of the degree of compensation
Broadly speaking, compensation refers to the existence
of ‘tradeoffs’, that is, the possibility of offsetting a ‘dis-
advantage’ on some criterion by a sufficiently large
‘advantage’ on another criterion – whereas smaller
‘advantages’ would not do the same (Bouyssou, 1986).
Each MCDA method has its own compensation strat-
egy. When using an aggregation operator in engineer-
ing design, one of the characteristics required by this
compensation strategy is the respect the axiom of anni-
hilation (Biegel and Pecht, 1991; Otto and Antonsson,
1993; Scott, 1999; Vincent, 1983). This condition
restricts considerably the field of aggregation operators
usable for engineering design. However, it is not a
guarantee that the degree of compensation of the cho-
sen aggregation operator is consistent with DM atti-
tude since there is a multitude of possible degrees of
compensation. The main issue is that there is no recog-
nized approach, to our knowledge, to characterize the
degree of compensation of a MCDA method. In the
present case, since the results produced by a MCDA
method must be as consistent as possible with DM pre-
ference (given the importance of concept choice), we
claim that it is important to consider this criterion. In
section ‘Results and interpretation’, it can be seen that
two aggregation operators (WP and KL) yield signifi-
cantly different OPVs even if they respect the two cri-
teria cited before (‘Adaptation of the type of results the
method is expected to bring’ and ‘Correct handling of
input information’) and axioms of Scott (that includes
the axiom of annihilation). The reason is that the
degrees of compensation of these two aggregation
operators are significantly different.
Case study
The product considered in this article is a Fresnel solar
collector. Its function in a concentrated solar power
(CSP) plant is to concentrate and redirect sunlight onto
absorber tubes to heat up the working fluid. The cost
of raw material for the manufacturing of solar collec-
tors represents 50% of investment cost for a CSP plant
(Kumara et al., 2015). Three concepts have been
proposed initially: truss structure (S1), sandwich struc-
ture (S2) and tube structure (S3). The criteria taken
into account in this study are as follows: elastic deflec-
tion (C1), angular elastic deformation (C2), raw mate-
rial cost (C3), durability (C4), development time (C5)
and acquisition cost of manufacturing machinery (C6).
The criteria C1 and C2 are related to optical
performance.
Input information
As described in section ‘Introduction’, a set of input
information needs to be prepared before using a
MCDA method. This input information is decomposed
into: information expressing relative importance of the
different criteria and information related to the satis-
faction of the different criteria by initial concepts. It is
important to note that the same input information is
used for all MCDA methods compared in this article.
It is difficult and risky to directly assign weights to
criteria from heterogeneous natures. Analytic hierarchy
process (AHP) was used in this study since it uses pair-
wise comparison which is well adapted as preference
elucidation mode to deal with heterogeneous criteria
(Guitouni and Martel, 1998; Vincke, 1982). Using a
semantic scale, pairwise comparisons between criteria
were performed by DM and the outcomes form a jud-
gement matrix. The matrix normalization method pro-
posed by LeBel (2009) was then used to obtain criteria
weights from the judgement matrix. In order to limit
the inconsistencies that occur when performing pairwise
comparisons, the consistency ratio (CR) proposed by
Saaty (1977) was used as a guidance to check the degree
of consistency. As recommended by Saaty, a value of
0.1 was used as threshold for CR (Saaty, 1977). Criteria
weights obtained using AHP are shown in Table 2.
In this industrial context, the design activity is very
collaborative since many stakeholders are involved in
the product development process. As a consequence,
there is a need to normalize the preference related to the
achievement of the different criteria for easier colla-
boration between stakeholders. In this study, we chose
to use LPV, which is a utility value (with cardinal mean-
ing) that measures the degree of achievement of a criter-
ion by a given concept. In this article, this is between 0
and 1. This normalization of preference can be easily
understood by the different stakeholders in the develop-
ment project. As explained in section ‘Introduction’, a
set of observation data (mass, maximum stress, carbon
footprint, etc.) is needed before establishing LPVs.
Contrary to these observation data, the determination
of LPVs is dependent on DMs preferences. Therefore,
they must be established in close cooperation with
DMs.
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Compared to aleatory uncertainties, epistemic uncer-
tainties are predominant in the early phases of the
development process (Antonsson and Otto, 1995).
Triangular fuzzy numbers were used to represent impre-
cision in LPVs in the present case since they are more
suitable to deal with epistemic uncertainties. In this
case, three values are assessed to represent imprecision
in LPV of a given concept against a given criterion: the
lowest possible value LPVl, the most likely value LPVm,
and the highest possible value LPVh. The results are
shown in Table 2 (they are expressed in the form (LPVl,
LPVm, LPVh). The main sources of imprecision in
LPVs are as follows:
 Errors when fixing embodiment design choices (selec-
tions of structural dimensions, materials, components,
etc.): It is considered as the most important impre-
cision source in the early design phases. As investi-
gations about concepts progress, these errors are
progressively reduced.
 The low exactness of behaviours models used to eval-
uate observational data: Given the hypothesis
adopted in these models, their capacity to represent
product behaviours is limited.
In order to simplify the process of assessing LPVs,
preference functions are initially established by DM for
each criterion and allow the mapping between observa-
tion variables (mass, maximum stress, etc.) and LPVs.
They make it possible to capture and capitalize
decision-making aims towards observation variables.
Results and interpretation
In the first part of this section, the three initial concepts
are ranked with the MCDA methods presented in sec-
tion ‘Presentation of MCDA methods’. Results are
then analysed considering the criteria cited in section
‘Evaluation of MCDA methods: relevant criteria to
consider’. In the first part of this section, only nominal
values of LPVs are considered (LPVm) and no sensitiv-
ity analysis is performed. In the second part of this sec-
tion, sensitivity analyses are performed and results are
then interpreted. The objective in this second part is to
highlight the limitations of the standard application of
a MCDA method and demonstrate that sensitivity
analysis can improve the benefit of using a MCDA
method in the presence of imprecise information due to
the immaturity of initial concepts.
Figure 1 shows OPVs obtained using the seven
aggregation operators. The concepts outranked by
ELECTRE I are S2 and S1. As shown in Figure 1,
clear discrepancies are observed in concepts ranking
between the different aggregation operators. This con-
firms the need to adopt a methodology to select a
MCDA method to avoid misleading DM. Apart from
TOPSIS and KL aggregation operators, it can be seen,
for the other aggregation operators, that OPVs pro-
duced for the different concepts are substantially simi-
lar to each other. It is thus difficult and risky for DMs
to draw a conclusion based on these results since a
small error in LPVs could provoke a rank reversal.
The seven aggregation operators respect the criteria
‘Adaptation of the type of results the method is
expected to bring’ and ‘Correct handling of input infor-
mation’ since they all use utility values with cardinal
meaning, as input information (called LPVs in this
study) and produce a utility value, also with cardinal
meaning, as an output result (called OPV in this study),
Table 2. Criteria weights and fuzzy LPVs for the three concepts.
C1 C2 C3 C4 C5 C6
Criteria
weights
0.017 0.1 0.494 0.067 0.048 0.274
S1: truss (0.88, 0.99, 0.99) (0.32, 0.35, 0.57) (0.75, 0.90, 0.91) (0.35, 0.50, 0.61) (0.17, 0.20, 0.37) (0.25, 0.27, 0.57)
S2: sandwich (0.49, 0.50, 0.51) (0.64, 0.65, 0.67) (0.50, 0.52, 0.52) (0.61, 0.62, 0.66) (0.64, 0.65, 0.66) (0.65, 0.67, 0.70)
S3: tube (0.49, 0.50, 0.52) (0.85, 0.90, 0.91) (0.52, 0.57, 0.58) (0.69, 0.80, 0.90) (0.46, 0.48, 0.52) (0.40, 0.42, 0.60)
LPV: local preference value.
S1 S2 S3
Figure 1. Ranking of initial concepts by aggregation operators.
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which is desirable in decision-making situation being
considered.
TOPSIS, which is widely used in the literature
(Chang and Chen, 2014; Cheng et al., 2003; Deng et al.,
2000; Montanari, 2004; Singh and Agrawal, 2012; Tong
et al., 2004), has a high degree of compensation since it
greatly intensifies the effect of high LPVs. This intensifi-
cation effect is mainly attributed to the use of a sum of
an Euclidean distance to calculate the closeness of ini-
tial concepts to the reference concepts. In addition, this
aggregation operator does not satisfy the axiom of
annihilation that is fundamental in engineering design
(Biegel and Pecht, 1991; Otto and Antonsson, 1993;
Scott, 1999; Vincent, 1983). Another inconvenient is
that this aggregation operator is not the same for all
decision-making problems since it uses distances from
reference concepts, which depend on the set of concepts
being studied. This is manifested by the non-respect of
the axiom of idempotency (Table 1).
TOPSIS and CP (p = 1 and p = 2) have, as a com-
mon feature, the use of a distance from a reference con-
cept. In addition, the family of CP operators has the
advantage of allowing different degrees of compensa-
tion (by varying p). However, as TOPSIS, CP (p = 1)
and CP (p = 2) do not satisfy the axioms of annihila-
tion and idempotency. Therefore, they cannot be used
in the present case.
Compared to WS, QM has a higher degree of com-
pensation since it uses the sum of the square of the
terms LPVs, which intensify the impact of highly satis-
fied criteria (high LPV). However, these two aggrega-
tion operators do not satisfy the axiom of annihilation.
Their use is thus not appropriate in the present case.
ELECTRE I produces only an outranking relation
between initial concepts. Compared to utility values
(with cardinal meaning), this type of result bring little
information on initial concepts. The criterion
‘Adaptation of the type of results the method is
expected to bring’ is thus not respected for the case of
ELECTRE I. Its use is thus not appropriate in the
present case.
According to this analysis, it appears that only WP
and KL aggregation operator respect the seven axioms
of Scott (1999) and the two criteria ‘Adaptation of the
type of results the method is expected to bring’ and
‘Correct handling of input information’. Concerning
the criterion ‘Adaptation of the degree of compensa-
tion’, it is clear that WP has a higher degree of compen-
sation than KL. In fact, KL does not provide any kind
of compensation between criteria. Its use is thus
reserved for the case DM is extremely conservative
(any compensation between criteria is allowed) is its
decision-making attitude. In the industrial case being
studied, DM aims to have a kind of compensation
between criteria. Therefore, we conclude that WP is the
most appropriate among the initial MCDA methods.
If we go back to Table 2, it can be seen that the truss
concept, which is considered as a new and immature
concept for the company, is of a real interest for some
criteria compared to the other concepts, especially for
the criterion ‘raw material cost’ which is the most
important criterion in this industrial case. In contrast,
it reveals very low LPVs for other criteria (C2, C5, C6).
Especially for the criterion ‘acquisition cost of manu-
facturing machinery’ which also has a strong impor-
tance in this industrial case. Since conservative
aggregation operators (respecting the axiom of annihi-
lation) intensify the impact of criteria whose LPVs are
close to zero (Scott, 1999), the truss concept obtains a
low OPV with WP and KL aggregation operators (they
both respect the axiom of annihilation). In practice,
when the evaluation of an immature concept reveals
that it does not satisfy some criteria (or very weakly),
designers do not systematically reject the concept. They
consider that modifications could eventually be intro-
duced in embodiment design choices (selections of
Table 3. Summarization of comparison results (of MCDA methods).
Correct handling
of input
information
Adaptation of the type
of results the method
is expected to bring
Respect of axioms of Scott
WS Appropriate Appropriate No (axiom of annihilation)
WP Appropriate Appropriate Yes
Kim and Lin Appropriate Appropriate Yes
CP (p = 1) Appropriate Appropriate No (axioms of annihilation and idempotency)
CP (p = 2) Appropriate Appropriate No (axioms of annihilation and idempotency)
TOPSIS Appropriate Appropriate No (axioms of annihilation and idempotency)
ELECTRE I Not appropriate Not appropriate Not concerned
Quadratic mean Appropriate Appropriate No (axiom of annihilation)
MCDA: multi-criteria decision aiding; WS: weighted sum; WP: weighted product; CP: compromise programming; TOPSIS: Technique for Order
Preference by Similarity to Ideal Solution; ELECTRE: ELimination Et Choix Traduisant la REalite´.
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structural dimensions, materials, components, etc.) dur-
ing the development process in order to insure better
LPVs of these weakly satisfied criteria. In the present
case, for example, the high potential of improvement in
the truss structure makes it particularly attractive for
DMs. Using a deterministic value is thus not adapted
when dealing with immature concepts and imprecision
and this is particularly true when using conservative
aggregation operator.
According to this first analysis (summarized in
Table 3), WP is the most appropriate MCDA method
in our case (compared to the other MCDA methods
compared) since it respects the seven axioms of Scott
(1999) and the two criteria ‘Adaptation of the type of
results the method is expected to bring’ and ‘Correct
handling of input information’. However, the following
limits can be remarked in yielded results: (1) it is very
difficult and risky to draw a conclusion when OPV is
similar to each other, and (2) the use of a conservative
aggregation operator (respecting the axiom of annihila-
tion) systematically discriminates immature concepts.
In the rest of this section, sensitivity analyses are per-
formed in an attempt to address these problems. In the
rest of the proposed analysis, it is assumed that WP is
chosen since it corresponds to the most appropriate
aggregation operators (compared to the initial MCDA
methods compared).
The impact of certain LPVs on OPV can be more or
less high depending on the degree of compensation of
the MCDAmethod and the criterion weight. For exam-
ple, an aggregation operator with low degree of com-
pensation accentuates the impact of criteria with low
LPVs. In this study, a first sensitivity study called ‘local
sensitivity study’ is performed. For a given concept, a
sensitivity calculation using Monte Carlo simulation is
performed for each criterion, that is, the imprecision in
LPV for the criterion concerned (shown in Table 2) is
propagated through WP towards OPV. The three esti-
mates LPVl, LPVm and LPVh (Table 2) define a trian-
gular probability distribution, which is used by Monte
Carlo simulation. All statistical properties of this distri-
bution are uniquely determined by the three estimates.
For the other criteria, LPV is assumed to be fixed
(equal to LPVm). The results of local sensitivity study
are shown in Table 4 and are expressed in terms of
standard deviations of OPVs. The interest of local sen-
sitivity study is to identify inputs (LPVs) that cause sig-
nificant uncertainty (high standard deviation) in the
output (OPV) and that should therefore be the focus of
attention, even by a reassessment or by further investi-
gations. Since WP has been chosen as the most appro-
priate MCDA method in the present case, the standard
deviation resulting from the other MCDA methods can
be ignored. In Table 4, the standard deviations with
bold characters are those which need to be reassessed in T
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the present case. The local sensitivity analysis has no
impact on the choice of MCDA method. Its unique
interest is to improve the quality of LPVs assessments.
A ‘global sensitivity study’ is then performed. For a
given concept, a unique sensitivity calculation using
Monte Carlo simulation is performed to propagate,
simultaneously, the imprecision of all LPVs (corre-
sponding to all criteria) through WP towards OPV.
Such a study makes it possible to explore the potential
of improving OPV. The results are shown in Figure 2.
It represents the degree of membership (DME) as a
function of OPV. The analysis is performed for each
concept. Starting from this analysis, the function of
weak dominance index (WDI) introduced by Roubens
(1989) is used to exploit fuzzy ranking results. It can be
interpreted as the truth value of the statement ‘concept
A is better than each of other concept’. When using
Monte Carlo analysis, it can be calculated by equation
(9). NS is the number of samples where OPV of con-
cept A is greater than the others. N is the total number
of samples.
WDI=
NS
N
ð9Þ
Figure 2. Results of global sensitivity analysis for each MCDA method.
DME: degree of membership.
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Figure 2 shows the results of the WDIs calculation.
Considering WP outcomes, it can be seen that the new
ranking obtained by WDIs differs considerably from
that obtained in Figure 1. Using WDIs allows taking
into account imprecision in embodiment design choices
(dimensions, materials, etc.) and thus considers the pos-
sibilities of improvement of the product. We therefore
argue that the ranking obtained using WDI is more
consistent than the first ranking (Figure 1) and that it
is more appropriate for highlighting the potential of
immature concepts. However, we argue that it is impor-
tant to build judgements not only on WDI values but
also graphically by analysing the curves of DME as a
function of OPV.
Figure 3 gives a summary of the different steps fol-
lowed in this article to choose and apply a MCDA
method in the present industrial case. As shown in this
figure, the input data are first generated (LPVs and
criteria weights). Then, the most appropriate MCDA
method is chosen by considering the three criteria in
section ‘Evaluation of MCDA methods: relevant cri-
teria to consider’. Finally, sensitivity analysis are per-
formed to improve the quality of LPVs (global
sensitivity analysis) and then to improve the consis-
tency of final ranking (global sensitivity analysis).
Conclusion and future work
Decision-making in conceptual design phase has a very
important impact on the global life-cycle cost.
Therefore, it must be structured by the appropriate the-
ories and methodologies. A comparative study of
MCDA methods of different kinds was performed in
this study. We argue that the most relevant criteria to
consider in the context of decision-making in concep-
tual design are as follows: adaptation of the type of
results the method is expected to bring, correct han-
dling of input information and adaptation of the degree
of compensation. In addition, when using an aggrega-
tion operator, it must verify the axioms of Scott (1999)
to be design-appropriate. Considering these criteria, it
was found that WP is the most suitable MCDA meth-
ods in the present industrial case (compared to the
other MCDA methods studied).
It was found that the application of sensitivity study
(global sensitivity study) can improve the benefit of
using the chosen MCDA method in the presence of
imprecise information since it allows DM to explore
more effectively the potential of improvement of imma-
ture concepts. The new ranking obtained using the
degree of weak dominance is more consistent with DM
preferences. Another sensitivity study (local sensitivity
study) was applied individually on the different LPVs
in order to improve their quality by a reappraisal of
LPVs which imprecision has an important impact on
OPV.
However, two main issues are still open: (1) the true
meaning and the validity of criteria weights are crucial
in order to avoid improper use of the MCDA methods,
and (2) there is no recognized approach, to our knowl-
edge, to characterize the degree of compensation of a
MCDA method. In the present case, since the results
produced by MCDA method must be as consistent as
possible with DM preference (due to the importance of
decisions in conceptual design); we consider that these
issues are important and must be investigated for future
research.
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