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Abstract	  
	  Computational	  modelling	  of	  chemical	  systems	  is	  most	  easily	  carried	  out	  in	  the	  vacuum	  for	  single	  molecules.	  Accounting	  for	  environmental	  effects	  accurately	  in	  quantum	  chemical	  calculations,	  however,	  is	  often	  necessary	  for	  computational	  predictions	  of	  chemical	  systems	  to	  have	  any	  relevance	  to	  experiment.	  	  
	  This	  PhD	  thesis	  focuses	  on	  accounting	  for	  environmental	  effects	  in	  quantum	  chemical	  calculations	  by	  quantum	  mechanics/	  molecular	  mechanics	  (QM/MM)	  approaches,	  taking	  on	  diverse	  examples	  from	  the	  solid	  state,	  the	  liquid	  phase	  and	  the	  protein	  environment.	  The	  methods	  are	  applied	  to	  compute	  a	  variety	  of	  properties	  from	  transition	  metal	  NMR	  properties	  of	  molecular	  crystals	  and	  enzymes,	  via	  conformational	  properties	  of	  zwitterions	  in	  aqueous	  solution,	  to	  an	  intramolecular	  amidation	  reaction	  in	  peptides.	  	  	  Chapter	  3	  concerns	  QM/MM	  calculations	  of	  molecular	  properties	  in	  the	  solid	  state,	  both	  molecular	  crystals	  and	  metalloenzymes,	  with	  a	  focus	  on	  transition	  metal	  chemical	  shift	  and	  EFG	  properties.	  We	  demonstrate	  that	  solid-­‐state	  effects	  on	  such	  properties	  in	  molecular	  crystals	  can	  be	  accounted	  for	  by	  a	  simple	  general	  black-­‐box	  QM/MM	  approach.	  We	  also	  describe	  preliminary	  QM/MM	  calculations	  of	  51V	  anisotropic	  NMR	  properties	  for	  a	  vanadium-­‐dependent	  enzyme.	  	  In	  Chapter	  4	  the	  focus	  is	  on	  solvent	  effects	  on	  the	  conformational	  preference	  of	  a	  small	  zwitterionic	  molecule,	  3F-­‐	  γ-­‐aminobutyric	  acid	  (3F-­‐GABA),	  calculated	  using	  QM/MM	  molecular	  dynamics	  simulations.	  NMR	  spin-­‐spin	  coupling	  constants	  in	  solution	  are	  also	  calculated.	  Our	  simulations	  highlight	  the	  difficulty	  of	  accounting	  for	  solvation	  effects	  well	  enough	  to	  achieve	  agreement	  with	  experimental	  observations.	  	  Chapter	  5	  concerns	  the	  reaction	  mechanism	  of	  an	  intramolecular	  amidation	  reaction	  in	  a	  bacterial	  peptide,	  predicted	  by	  QM/MM	  calculations.	  We	  predict	  a	  reaction	  mechanism	  that	  accounts	  well	  for	  the	  experimental	  observations	  both	  for	  the	  wild-­‐type	  and	  mutants.	  
	  We	  demonstrate	  that	  environmental	  effects	  can	  often	  be	  satisfactorily	  accounted	  for	  by	  QM/MM	  approaches,	  thus	  helping	  to	  bridge	  the	  gap	  between	  theory	  and	  experiment.	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Chapter	  1.	  Introduction	  	  Computational	  chemistry	  is	  gradually	  becoming	  an	  important	  subdiscipline	  of	  chemistry.	  By	  using	  approximations	  to	  the	  fundamental	  equations	  of	  quantum	  mechanics,	  properties	  of	  molecules	  can	  be	  calculated	  with	  computers,	  even	  starting	  from	  nothing	  but	  the	  chemical	  formula.	  The	  quantum	  chemical	  methods	  that	  are	  in	  use,	  however,	  suffer	  from	  a	  severe	  scaling	  problem	  in	  terms	  of	  computational	  cost	  as	  the	  molecules	  get	  larger.	  Methods	  based	  on	  wavefunction	  theory	  (WFT)	  and	  density	  functional	  theory	  (DFT)	  can	  nowadays	  easily	  be	  used	  for	  calculations	  on	  molecules	  up	  to	  tens	  and	  up	  to	  a	  few	  hundred	  atoms,	  respectively.1,2	  Much	  interesting	  chemistry	  that	  is	  the	  focus	  of	  today,	  however,	  takes	  place	  on	  a	  larger	  scale,	  e.g.	  in	  the	  field	  of	  biochemistry	  and	  materials	  chemistry.	  Classical	  molecular	  mechanics	  can	  deal	  with	  such	  an	  increase	  in	  system	  size	  but	  only	  after	  massive	  parameterisation	  against	  experiment	  and	  at	  the	  expense	  of	  predictive	  power.	  	  Additionally,	  the	  chemistry	  that	  takes	  place	  in	  the	  condensed	  phases	  introduces	  environmental	  effects	  that	  can	  require	  a	  substantial	  increase	  in	  the	  number	  of	  atoms.	  Often	  these	  effects	  are	  ignored,	  and	  gas-­‐phase	  models	  of	  the	  real	  chemical	  systems	  are	  calculated	  instead,	  thus	  potentially	  introducing	  a	  severe	  model	  error	  to	  the	  calculation.	  A	  major	  challenge	  for	  molecular	  modelling	  is	  to	  move	  beyond	  gas-­‐phase	  models	  and	  and	  to	  properly	  take	  into	  account	  the	  relevant	  environmental	  effects.	  Reliable	  and	  affordable	  methods	  are	  needed	  for	  this	  to	  be	  possible.	  	  Modelling	  environmental	  effects	  and	  large	  chemical	  systems	  with	  quantum	  chemical	  methods	  is	  the	  focus	  of	  this	  work.	  Three	  types	  of	  environmental	  effects	  will	  be	  discussed	  and	  our	  attempts	  to	  model	  them	  will	  be	  described,	  with	  a	  chapter	  devoted	  to	  each	  of	  them.	  	  Solid-­‐state	  effects	  on	  molecular	  properties	  in	  molecular	  crystals	  The	  solid	  phase	  can	  be	  rather	  diverse,	  ranging	  from	  ionic	  crystals,	  metal	  oxides,	  zeolites,	  polymers	  and	  molecular	  crystals.	  In	  molecular	  crystals,	  small	  organic	  or	  inorganic	  compounds	  have	  crystallised	  due	  to	  attractive	  intermolecular	  interactions	  and	  it	  is	  often	  the	  solid	  state	  where	  the	  structure	  determination	  of	  the	  compound	  takes	  place,	  for	  example	  by	  X-­‐ray	  crystallography,	  solid-­‐state	  NMR,	  Mössbauer,	  EPR,	  IR	  and	  Raman	  spectroscopies.	  While	  it	  is	  usually	  the	  single	  molecule	  properties	  that	  are	  of	  interest	  to	  the	  chemist,	  the	  solid	  state	  introduces	  crystal-­‐packing	  effects	  due	  to	  the	  many	  intermolecular	  interactions	  between	  molecules	  in	  a	  crystal	  and	  a	  polar	  crystal	  environment	  will	  inevitably	  influence	  some	  molecular	  properties	  to	  an	  unknown	  degree.	  Additionally,	  counter-­‐ions	  and	  even	  crystallised	  solvent	  may	  significantly	  alter	  the	  picture	  of	  the	  environment	  surrounding	  each	  molecule,	  compared	  to	  a	  single	  molecule	  in	  the	  gas-­‐phase.	  This	  creates	  a	  problem	  when	  modelling	  molecules	  for	  comparison	  with	  experiment	  or	  interpretation	  of	  solid-­‐state	  experimental	  data	  as	  any	  solid-­‐state	  effect	  is	  effectively	  lost	  when	  only	  a	  single	  molecule	  is	  subjected	  to	  quantum	  chemical	  calculations.	  	  	  Solvent	  effects	  The	  liquid	  phase	  creates	  similar	  problems.	  Many	  reactions	  in	  organic	  chemistry	  have	  well	  established	  solvent	  effects	  that	  affect	  the	  reaction	  kinetics.	  There	  are	  also	  molecules	  that	  adopt	  a	  different	  structure	  compared	  to	  the	  gas-­‐phase	  or	  the	  solid	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phase.	  The	  disorder	  and	  flexibility	  of	  the	  liquid	  phase	  also	  considerably	  complicates	  the	  modelling.	  Much	  effort	  has	  been	  spent	  over	  the	  years	  on	  approximating	  the	  liquid	  phase	  by	  implicit	  (continuum)	  solvation	  models.3	  While	  these	  methods	  have	  been	  remarkably	  successful,	  they	  fail	  for	  many	  systems	  and	  it	  is	  clear	  that	  for	  improved	  accuracy,	  the	  explicit	  nature	  of	  the	  solvent	  must	  eventually	  be	  taken	  into	  account.	  Explicit	  modelling	  of	  the	  solvent	  in	  quantum	  chemical	  calculations,	  however,	  not	  only	  increases	  the	  computational	  cost	  substantially;	  due	  to	  the	  increase	  in	  degrees	  of	  freedom	  of	  the	  system,	  multiple	  local	  minima	  become	  available,	  creating	  problems	  for	  traditional	  conformational	  analysis	  on	  a	  potential	  energy	  surface.	  	  	  The	  effect	  of	  the	  protein	  environment	  Modelling	  reactions	  taking	  place	  in	  proteins	  shares	  many	  of	  the	  aforementioned	  problems	  of	  the	  solid	  and	  solvent	  phases.	  While	  the	  protein	  reaction	  can	  often	  be	  qualitatively	  well	  described	  by	  only	  a	  few	  atoms,	  the	  protein	  introduces	  an	  environmental	  effect	  that	  directly	  affects	  the	  reaction	  kinetics,	  leading	  to	  the	  dramatic	  efficiency	  of	  enzyme	  catalysis	  compared	  to	  the	  reaction	  taking	  place	  in	  the	  gas	  or	  solvent	  phase.	  The	  flexibility	  of	  the	  protein	  or	  the	  constrained	  motion	  of	  some	  residues	  in	  the	  active	  site	  can	  be	  directly	  responsible	  for	  how	  a	  reaction	  proceeds	  in	  a	  protein	  environment.	  This	  information	  is	  often	  lost	  when,	  e.g.	  only	  the	  active	  site	  of	  an	  enzyme	  is	  modelled	  in	  the	  vacuum.	  	  Quantum	  mechanics/molecular	  mechanics	  (QM/MM)	  4-­‐6	  is	  an	  approach	  to	  take	  large	  molecular	  systems	  into	  the	  realm	  of	  quantum	  chemistry	  and/or	  to	  explicitly	  account	  for	  environmental	  effects	  on	  the	  properties	  of	  a	  molecule	  or	  a	  chemical	  reaction.	  The	  molecular	  system	  is	  divided	  into	  a	  QM	  region	  (where	  the	  relevant	  chemistry	  takes	  place)	  and	  an	  MM	  region	  (the	  surroundings),	  and	  a	  quantum	  chemical	  method	  is	  applied	  to	  the	  former	  region	  and	  classical	  force	  fields	  to	  the	  latter.	  From	  the	  point	  of	  a	  typical	  quantum	  chemical	  calculation,	  this	  introduces	  roughly	  two	  main	  additional	  approximations:	  (i)	  the	  way	  the	  MM	  region	  is	  described	  and	  (ii)	  the	  way	  the	  molecular	  system	  is	  divided	  into	  the	  QM	  region	  and	  the	  MM	  region	  and	  how	  the	  regions	  interact	  with	  each	  other.	  	  This	  PhD	  thesis	  focuses	  on	  accounting	  for	  environmental	  effects	  in	  quantum	  chemical	  calculations	  by	  QM/MM	  approaches,	  taking	  on	  diverse	  examples	  from	  solid,	  liquid	  and	  protein	  phases,	  such	  as	  transition	  metal	  NMR	  properties	  of	  molecular	  crystals,	  conformational	  properties	  of	  zwitterions	  in	  aqueous	  solution	  and	  intramolecular	  amidation	  reactions	  in	  peptides.	  Chapter	  3	  concerns	  QM/MM	  calculations	  of	  molecular	  properties	  in	  the	  solid	  state,	  both	  molecular	  crystals	  and	  metalloenzymes	  with	  a	  focus	  on	  transition	  metal	  chemical	  shift	  and	  EFG	  properties.	  In	  Chapter	  4	  the	  focus	  is	  on	  solvent	  effects	  on	  a	  small	  zwitterionic	  molecule,	  3F-­‐GABA,	  calculated	  using	  QM/MM	  molecular	  dynamics	  simulations.	  NMR	  coupling	  constants	  in	  solution	  are	  also	  calculated.	  Chapter	  5	  concerns	  the	  reaction	  mechanism	  of	  an	  intramolecular	  amidation	  reaction	  in	  a	  bacterial	  peptide,	  calculated	  by	  QM/MM	  calculations.	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Chapter	  2.	  Theoretical	  background	  	  
2.1	  Many-­‐electron	  quantum	  mechanics	  The	  physical	  laws	  responsible	  for	  chemical	  phenomena	  are	  known	  and	  are	  rooted	  in	  quantum	  mechanics.	  The	  non-­‐relativistic	  Schrödinger	  equation	  describes	  how	  the	  wavefunction,	  Ψ,	  of	  a	  quantum	  particle	  changes	  with	  respect	  to	  time	  (t):	  	   	   (1)	  where	  the	  Hamilton	  operator	  is:	   	   (2)	  and	  m	  is	  the	  mass	  of	  the	  particle,	  ħ	  is	  the	  reduced	  Planck’s	  constant	  and	  V(r,t)	  is	  potential	  dependent	  on	  both	  the	  spatial	  coordinates	  r	  of	  the	  particle	  and	  time	  t.	  	  The	  wavefunction	  describes	  the	  motion	  and	  location	  of	  the	  particle	  and	  contains	  everything	  that	  can	  be	  known	  about	  the	  system	  (one	  of	  the	  postulates	  of	  quantum	  mechanics).	  	  	  	  	  Operators	  are	  used	  (such	  as	  the	  Hamiltonian)	  to	  get	  information	  from	  the	  wavefunction.	  When	  a	  time-­‐independent	  potential,	  V(r),	  is	  defined,	  the	  time-­‐independent	  form	  of	  the	  Schrödinger	  equation	  is	  used	  to	  describe	  the	  stationary	  states	  of	  the	  wavefunction,	  ψ.	  It	  is	  an	  eigenvalue	  equation	  relating	  the	  energy	  E	  (the	  eigenvalue),	  the	  wavefunction	  ψ	  (the	  eigenfunction)	  and	  the	  Hamilton	  operator	  H:	  	   	   (3)	  This	  equation	  can	  in	  principle	  be	  solved	  to	  yield	  the	  ground	  and	  excited	  state	  wavefunctions	  for	  any	  quantum	  system	  with	  a	  time-­‐independent	  potential.	  The	  wavefunction	  itself	  does	  not,	  however,	  have	  a	  direct	  interpretation	  or	  connection	  to	  experiment.	  Instead,	  the	  square	  of	  the	  wavefunction	  is	  interpreted	  as	  a	  probability	  density,	  yielding	  a	  probability	  that	  the	  particle	  will	  be	  there	  when	  multiplied	  with	  some	  volume	  element	  dr.	  	   	   (4)	  In	  a	  many-­‐particle	  system	  like	  an	  atom	  or	  molecule,	  however,	  the	  Schrödinger	  equation	  becomes	  very	  complex	  due	  to	  the	  interdependency	  of	  nuclear	  and	  electronic	  motion	  (no	  particle	  is	  moving	  independently)	  and	  becomes	  analytically	  insolvable	  as	  can	  be	  seen	  from	  the	  form	  the	  Hamiltonian	  takes	  for	  a	  system	  containing	  nuclei	  and	  electrons	  :	  	  
	  (5)	  
i￿∂Ψ(r, t)
∂t
= HΨ(r, t)
H = − ￿
2
2m
∂2Ψ
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+ V (r, t)
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ρ = |ψ(r)|2dr
H = −
￿
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2me
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+
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￿
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where	  i	  and	  j	  are	  the	  indices	  of	  the	  electrons	  and	  k	  and	  l	  are	  the	  indices	  of	  the	  nuclei	  and	  the	  Laplace	  operator	  is:	  	  
	   (6)	  The	  m	  stands	  for	  mass,	  r	  for	  inter-­‐particle	  distance,	  e	  the	  elementary	  charge,	  Z	  the	  nucleus	  charge	  and	  4πε0	  is	  the	  vacuum	  permittivity.	  	  The	  first	  and	  second	  terms	  of	  Eq.	  5	  describe	  the	  kinetic	  energy	  of	  the	  electrons	  and	  nuclei,	  the	  third	  term	  describes	  the	  potential	  energy	  between	  the	  electrons	  and	  nuclei,	  and	  the	  fourth	  and	  fifth	  terms	  describe	  the	  potential	  energy	  of	  electron-­‐electron	  and	  nuclei-­‐nuclei	  interactions.	  A	  crucial	  approximation,	  that	  greatly	  simplifies	  practical	  calculations,	  is	  the	  separation	  of	  nuclear	  and	  electronic	  motion.	  This	  is	  the	  Born-­‐Oppenheimer	  approximation	  which	  can	  be	  justified	  by	  the	  fact	  that	  nuclei	  and	  electrons	  move	  on	  different	  timescales	  due	  to	  their	  mass	  differences.	  This	  enables	  one	  to	  solve	  the	  electronic	  Schrödinger	  equation	  separately,	  which	  ignores	  the	  kinetic	  energy	  of	  the	  nuclei	  and	  only	  includes	  the	  nuclear-­‐nuclear	  potential	  energy	  as	  a	  constant	  classical	  energy	  term	  (for	  each	  set	  of	  nuclear	  positions):1	  	   	   (7)	  
	   (8)	  
	   (9)	  The	  nuclear	  coordinates	  are	  here	  parameters,	  not	  variables,	  and	  the	  electronic	  Schrödinger	  equation	  is	  solved	  for	  one	  set	  of	  nuclear	  coordinates	  that	  enter	  into	  the	  second	  term	  of	  Eq.	  8	  and	  into	  Eq.	  9.	  Solving	  the	  Schrödinger	  equation	  for	  different	  sets	  of	  nuclear	  coordinates	  gives	  a	  Born-­‐Oppenheimer	  potential	  energy	  surface	  (PES)	  which	  is	  of	  great	  conceptual	  value	  in	  chemistry.	  The	  Born-­‐Oppenheimer	  approximation	  effectively	  strips	  the	  nuclei	  of	  their	  quantum	  nature,	  resulting	  in	  simple	  classical	  point	  charges	  (and	  additionally	  without	  mass	  or	  kinetic	  energy	  in	  Eqs.	  7-­‐9).	  	  The	  nuclear	  kinetic	  energy	  which	  is	  ignored	  in	  the	  electronic	  Schrödinger	  equation	  can	  later	  be	  recovered	  by	  solving	  a	  nuclear	  Schrödinger	  equation:	  	  
	   (10)	  where	  the	  electronic	  interaction	  enters	  as	  a	  potential	  energy	  term	  V(rN)=Eelec+VNN	  dependent	  on	  nuclear	  coordinates.	  The	  electronic	  potential	  has	  to	  be	  approximated,	  usually	  as	  a	  harmonic	  potential	  based	  on	  the	  electronic	  solution.	  This	  enables	  one	  to	  recover	  the	  zero-­‐point	  energy	  as	  well	  as	  temperature-­‐dependent	  vibrational	  motion	  that	  can	  be	  used	  to	  calculate	  energies,	  entropies	  and	  free	  energies	  at	  any	  temperature	  using	  the	  equations	  of	  statistical	  mechanics.	  Another	  way	  to	  recover	  the	  nuclear	  kinetic	  energy	  is	  by	  molecular	  dynamics	  simulations	  as	  will	  be	  discussed	  later.	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2.2	  Solving	  the	  Schrödinger	  equation	  	  
2.2.1	  The	  variational	  principle	  While	  the	  Born-­‐Oppenheimer	  approximation	  greatly	  simplifies	  the	  interdepency-­‐of-­‐particles	  problem,	  the	  electron-­‐electron	  interaction	  term	  is	  still	  left,	  meaning	  that	  the	  each	  electron	  is	  dependent	  on	  all	  other	  electrons.	  Any	  many-­‐body	  problem	  containing	  3	  or	  more	  interdependent	  particles	  is	  analytically	  insolvable	  and	  thus	  in	  order	  to	  do	  practical	  calculations,	  more	  approximations	  must	  be	  invoked.	  	  Many	  of	  the	  approximations	  that	  have	  been	  invoked	  over	  the	  years,	  make	  use	  of	  the	  variational	  principle.	  It	  states	  that	  if	  a	  system	  with	  Hamiltonian	  H	  is	  described	  by	  an	  allowed	  trial	  wavefunction	  !trial	  then	  the	  following	  equation	  holds:	  	  	   	   (11)	  where	  !*	  is	  the	  complex	  conjugate	  of	  !,	  Etrial	  is	  the	  energy	  of	  the	  trial	  wavefunction	  and	  E0	  is	  the	  energy	  of	  the	  exact	  groundstate	  wavefunction.	  The	  inequality	  thus	  guarantees	  that	  the	  energy	  of	  the	  trial	  wavefunction	  will	  always	  be	  higher	  than	  the	  real	  energy	  of	  the	  real	  wavefunction	  except	  for	  the	  case	  that	  the	  trial	  wavefunction	  is	  equal	  to	  the	  real	  wavefunction.	  	  The	  variational	  equation	  thus	  suggests	  a	  route	  towards	  approaching	  the	  real	  wavefunction:	  either	  by	  trying	  all	  possible	  wavefunctions	  allowed	  by	  the	  number	  of	  particles	  or	  to	  somehow	  systematically	  improve	  upon	  the	  trial	  wavefunction	  until	  its	  energy	  cannot	  get	  lower.	  	  
2.2.2	  Hartree-­‐Fock	  theory	  	  Even	  though	  the	  Born-­‐Oppenheimer	  approximation	  and	  the	  variational	  principle	  together	  provide	  a	  route	  towards	  finding	  the	  electronic	  wavefunction	  we	  cannot	  search	  through	  all	  possible	  trial	  wavefunctions	  having	  the	  correct	  number	  of	  electrons	  as	  there	  are	  simply	  too	  many	  possibilities	  and	  in	  fact	  we	  need	  a	  form	  for	  the	  wavefunction	  on	  which	  the	  Hamiltonian	  can	  operate.	  	  However,	  approximating	  the	  N-­‐electron	  wavefunction	  as	  a	  linear	  combination	  of	  1-­‐electron	  wavefunctions	  provides	  a	  convenient	  starting	  point.	  Such	  an	  allowed	  wavefunction	  is	  the	  Slater	  determinant	  which	  is	  an	  antisymmetric	  product	  of	  1-­‐electron	  wavefunctions	  that	  obeys	  the	  postulate	  that	  electrons	  are	  indistinguishable	  and	  cannot	  be	  in	  the	  same	  state	  (Pauli	  exclusion	  principle)	  :	  	  	  
	  	   (12)	  	  The	  ϕi(x)	  are	  the	  1-­‐electron	  wavefunctions,	  called	  spin	  orbitals	  i.e.	  products	  of	  both	  a	  spatial	  orbital	  and	  a	  spin	  function.	  The	  spin	  orbitals	  are	  functions	  of	  both	  spatial	  and	  spin	  degrees	  of	  freedom,	  together	  denoted	  (x).	  	  	  
￿
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￿￿￿￿￿￿￿￿￿
 24 
Having	  now	  a	  way	  to	  build	  up	  a	  wavefunction	  for	  any	  number	  of	  electrons	  we	  can	  use	  the	  Born-­‐Oppenheimer	  Hamiltonian	  and	  the	  variational	  principle	  to	  minimise	  the	  wavefunction	  to	  yield	  the	  ground	  state	  wavefunction	  and	  the	  ground	  state	  energy.	  Atomic	  units	  will	  be	  adopted	  from	  now	  on,	  meaning	  that	  the	  electron	  mass,	  the	  elementary	  charge,	  Planck’s	  constant	  ħ	  and	  the	  vacuum	  permittivity	  4πε0	  will	  be	  set	  to	  unity.	  	  	  This	  leads	  to	  the	  Hartree-­‐Fock	  energy	  equation:	   	  (13)	  where	  we	  have	  introduced	  the	  Dirac	  short	  hand	  notation.	  The	  individual	  terms	  of	  eq.	  13	  are:	   	   (14)	  	  	  (15)	  Eq.	  14	  is	  an	  integral	  that	  describes	  the	  kinetic	  energy	  and	  the	  nucleus-­‐electron	  interaction	  and	  is	  a	  1-­‐electron	  equation.	  Eq.	  15	  shows	  two	  double	  integrals	  that	  describe	  the	  electron-­‐electron	  repulsion.	  The	  first	  term	  is	  the	  Coulomb	  integral	  (often	  denoted	  Jij	  )	  that	  represents	  the	  electrostatic	  repulsion	  of	  two	  smeared	  out	  charge	  clouds	  while	  the	  second	  term	  is	  the	  exchange	  integral	  (often	  denoted	  Kij)	  that	  is	  impossible	  to	  interpret	  classically,	  but	  arises	  due	  to	  the	  antisymmetry	  of	  the	  Slater	  determinant	  that	  was	  enforced.	  	  As	  we	  have	  built	  up	  the	  many-­‐electron	  wavefunction	  from	  1-­‐electron	  wavefunctions	  (orbitals),	  our	  variational	  freedom	  now	  comes	  from	  varying	  the	  orbitals	  (with	  the	  constraint	  that	  the	  orbitals	  must	  remain	  orthonormal)	  and	  thus	  we	  can	  minimise	  the	  whole	  energy	  expression	  by	  choosing	  the	  best	  orbitals.	  This	  is	  achieved	  by	  solving	  the	  Hartree-­‐Fock	  equations:7	   	   (16)	  for	  each	  electron	  where	  εi	  are	  the	  eigenvalues	  to	  the	  Fock	  operator	  f	  which	  is	  defined	  as:	  	   	   (17)	  where	  VHF	  is	  the	  Hartree-­‐Fock	  potential	  which	  is	  an	  average	  repulsive	  potential	  (defined	  by	  Coulomb	  and	  exchange	  operators,	  not	  shown)	  due	  to	  all	  the	  electrons	  except	  for	  the	  one	  which	  is	  being	  solved.	  As	  the	  Fock	  operator	  both	  operates	  on	  the	  orbitals	  and	  depends	  on	  the	  orbitals	  through	  the	  Hartree-­‐Fock	  potential,	  the	  Hartree-­‐Fock	  equations	  have	  to	  be	  solved	  self-­‐consistently	  by	  first	  guessing	  the	  initial	  orbitals	  and	  then	  iteratating	  until	  the	  orbitals	  stop	  changing.	  Once	  self-­‐consistent	  orbitals	  are	  available,	  the	  Hartree-­‐Fock	  energy	  equation	  (Eq.	  13)	  gives	  the	  Hartree-­‐Fock	  total	  energy	  while	  the	  orbital	  energies	  can	  be	  interpreted	  as	  approximate	  ionisation	  energies	  of	  electrons	  from	  the	  orbitals	  that	  they	  occupy.	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2.2.3	  Post	  Hartree-­‐Fock	  approaches	  Hartree-­‐Fock	  theory	  is	  remarkably	  successful	  and	  recovers	  ~99.9	  %	  of	  the	  exact	  ground	  state	  energy	  of	  a	  small-­‐	  to	  medium-­‐sized	  molecule.8	  Unfortunately,	  the	  neglected	  fraction	  is	  still	  very	  large	  considering	  the	  energy	  scale	  of	  chemical	  reactions	  for	  example.	  Due	  to	  error	  cancellations	  when	  calculating	  energy	  differences,	  chemically	  meaningful	  results	  can	  often	  still	  be	  obtained,	  however,	  it	  turns	  out	  that	  the	  neglected	  energy	  is	  crucial	  to	  describe	  most	  chemical	  phenomena	  accurately.	  Electron	  correlation	  is	  usually	  defined	  as	  this	  neglected	  energy	  by	  the	  Hartree-­‐Fock	  approximation	  and	  is	  hence	  the	  difference	  between	  the	  true	  Born-­‐Oppenheimer	  energy	  and	  the	  Hartree-­‐Fock	  energy.	  The	  effect	  due	  to	  electron	  correlation	  can	  be	  roughly	  described	  as	  the	  instantaneous	  electron-­‐electron	  interaction	  that	  is	  missing	  from	  the	  Hartree-­‐Fock	  description.	  	  To	  go	  beyond	  Hartree-­‐Fock	  theory	  and	  account	  for	  electron	  correlation,	  one	  strategy	  has	  been	  to	  create	  a	  wavefunction	  that	  consists	  of	  a	  linear	  combination	  of	  Slater	  determinants	  (Configuration	  Interaction).	  Starting	  from	  the	  minimised	  Hartree-­‐Fock	  determinant,	  excited	  determinants	  are	  derived	  by	  performing	  allowed	  excitations	  of	  the	  electrons	  in	  the	  Hartree-­‐Fock	  determinant	  and	  the	  linear	  combination	  is	  minimised	  by	  the	  variational	  principle.	  Ultimately,	  this	  strategy	  can	  lead	  to	  the	  exact	  Born-­‐Oppenheimer	  electronic	  energy	  of	  any	  molecule	  as	  long	  as	  all	  possible	  excitations	  are	  performed,	  i.e.	  Full	  Configuration	  Interaction.	  This	  is	  only	  possible	  for	  the	  smallest	  of	  molecules.	  A	  similar	  strategy,	  coupled	  cluster	  theory,	  has	  become	  popular	  to	  calculate	  correlated	  wavefunctions	  that	  improve	  upon	  Hartree-­‐Fock	  wavefunctions.	  Usually	  only	  a	  few	  types	  of	  excitations	  can	  be	  afforded	  which	  leads	  to	  the	  CCSD	  and	  CCSD(T)	  approximations	  (coupled	  cluster	  singles	  doubles	  perturbative	  triples).	  The	  CCSD(T)	  method	  is	  often	  referred	  to	  as	  the	  gold	  standard	  of	  quantum	  chemistry	  as	  it	  is	  a	  highly	  reliable	  and	  accurate	  method,	  especially	  for	  closed-­‐shell	  organic	  molecules.	  It	  is	  very	  expensive	  compared	  to	  the	  Hartree-­‐Fock	  method,	  however.	  Methods	  based	  on	  these	  approaches	  will	  be	  referred	  to	  as	  post-­‐HF	  methods	  or	  methods	  based	  on	  wavefunction	  theory	  (WFT).	  	  
2.2.4	  Density	  functional	  theory	  The	  correlated	  wavefunction	  approach	  systematically	  improves	  the	  wavefunction	  which,	  however,	  leads	  to	  very	  complicated	  methods	  that	  become	  too	  expensive	  to	  use	  for	  most	  molecules.	  Density	  functional	  theory,	  on	  the	  other	  hand,	  takes	  a	  different	  approach	  to	  solving	  the	  Schrödinger	  equation	  as	  it	  establishes	  the	  electron	  density	  as	  the	  quantity	  to	  derive	  the	  ground	  state	  energy	  from	  instead	  of	  the	  many-­‐electron	  wavefunction.	  	  	  The	  Born-­‐Oppenheimer	  Hamiltonian	  (Eqs.	  8	  and	  9)	  for	  any	  molecule	  is	  fully	  determined	  by	  the	  number	  of	  electrons	  N	  and	  the	  electron-­‐nucleus	  potential	  υ	  (which	  is	  specified	  by	  nuclear	  positions	  and	  nuclear	  charges)	  and	  leads	  to	  a	  unique	  ground	  state	  Born-­‐Oppenheimer	  energy	  and	  associated	  wavefunction	  of	  a	  molecule.	  The	  correlated	  wavefunction	  approach	  of	  the	  previous	  chapter	  is	  an	  obvious	  way	  towards	  the	  ground	  state	  energy	  (and	  wavefunction)	  as	  we	  have	  seen,	  but	  what	  if	  one	  could	  avoid	  the	  calculation	  of	  the	  complicated	  wavefunction?	  The	  electron	  density,	  ρ(r),	  can	  be	  defined	  as	  a	  multiple	  integral	  of	  the	  square	  of	  the	  wavefunction	  over	  the	  spin	  coordinates	  of	  all	  electrons	  and	  over	  all	  but	  one	  spatial	  coordinate.7	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   (18)	  It	  gives	  the	  probability	  that	  any	  of	  the	  N	  electrons	  of	  the	  system	  of	  any	  spin	  is	  found	  within	  the	  volume	  element	  and	  is	  a	  simple	  function	  of	  the	  spatial	  coordinates.	  The	  electron	  density	  is	  experimentally	  observable,	  from	  X-­‐ray	  diffraction	  for	  instance.	  This	  simple	  quantity	  turns	  out	  to	  contain	  all	  the	  necessary	  information:	  the	  number	  of	  electrons,	  N,	  can	  be	  determined	  by	  integrating	  over	  ρ(r),	  and	  the	  nuclear	  positions	  and	  charges	  show	  up	  as	  cusps	  of	  ρ(r).8	  That	  the	  nuclear	  positions	  and	  charges	  i.e.	  the	  electron-­‐nucleus	  potential	  υ	  can	  be	  uniquely	  deduced	  from	  ρ(r)	  is	  the	  subject	  of	  the	  first	  Hohenberg-­‐Kohn	  theorem.9	  	  It	  should	  thus	  be	  possible	  to	  come	  up	  with	  an	  energy	  functional	  (a	  functional	  is	  a	  special	  type	  of	  function	  whose	  argument	  is	  another	  function)	  whose	  argument	  is	  the	  electron	  density	  and	  determines	  the	  ground	  state	  energy.	  The	  energy	  functional	  would	  have	  to	  account	  for	  the	  electronic	  kinetic	  energy,	  the	  nucleus-­‐electron	  interaction	  energy	  and	  the	  electron-­‐electron	  interaction	  energy	  (the	  trivial	  nucleus-­‐nucleus	  repulsion	  term	  is	  ignored	  in	  all	  following	  equations)	  in	  some	  way:	  	   	   (19)	  where	  T[ρ(r)]	  is	  the	  kinetic	  energy	  term,	  ENe[ρ(r)]	  is	  the	  electron-­‐nucleus	  term	  and	  
Eee[ρ(r)]	  is	  the	  electron-­‐electron	  interaction	  term,	  all	  expressed	  in	  terms	  of	  ρ(r).	  The	  
ENe[ρ(r)]	  term	  is	  easy	  to	  express	  as	  a	  functional	  of	  the	  density,	  but	  it	  is	  far	  from	  obvious	  how	  to	  express	  T[ρ(r)]	  and	  Eee[ρ(r)]	  in	  terms	  of	  ρ(r).	  	  Another	  problem	  concerns	  finding	  the	  ground	  state	  density	  with	  such	  an	  expression	  instead	  of	  just	  any	  density.	  Luckily,	  the	  second	  Hohenberg-­‐Kohn	  theorem9	  provides	  density	  functional	  theory	  with	  its	  own	  variational	  principle	  which	  states	  that	  any	  trial	  density	  ρtrial(r)	  will	  always	  be	  higher	  in	  energy	  (or	  equal)	  than	  the	  real	  ρexact(r)	  and	  thus	  Eq.	  19	  (if	  it	  can	  be	  expressed)	  can	  simply	  be	  tried	  for	  a	  number	  of	  trial	  densities	  or	  somehow	  minimised	  by	  systematically	  improving	  the	  trial	  density.	  	  A	  simple	  expression	  of	  the	  T[ρ(r)]	  kinetic	  energy	  term	  has	  been	  the	  subject	  of	  various	  attempts,	  some	  dating	  back	  to	  the	  early	  days	  of	  quantum	  mechanics,	  e.g.	  the	  Thomas-­‐Fermi	  model.10,11	  These	  attempts,	  however,	  have	  not	  resulted	  in	  useful	  kinetic	  energy	  functionals	  though	  there	  has	  been	  recent	  progress	  on	  this	  front.12	  	  In	  order	  to	  circumvent	  this	  problem	  some	  arguments	  from	  Hartree-­‐Fock	  theory	  can	  be	  borrowed.	  By	  considering	  a	  fictitious	  system	  of	  non-­‐interacting	  particles	  described	  by	  a	  Slater	  determinant	  of	  1	  electron	  orbitals,	  a	  non-­‐interacting	  trial	  density	  ρKS(r)	  can	  be	  constructed,	  as	  suggested	  by	  Kohn	  and	  Sham:13	  	  
	   (20)	  By	  requiring	  ρKS(r)	  to	  be	  equal	  to	  ρ(r),	  one	  can	  still	  work	  with	  the	  exact	  equations	  of	  DFT	  and	  Eq.	  19	  can	  be	  rewritten	  as:	  	   	   (21)	  	  
ρ(r) = N
￿
...
￿
|ψ(r)|2dsdx2...dxN
E[ρ(r)] = T [ρ(r)] + ENe[ρ(r)] + Eee[ρ(r)]
ρKS(r) =
￿
i
￿
|φi(x)|2ds
E[ρ(r)] = TKS [ρ(r)] + ENe[ρ(r)] + J [ρ(r)] + EXC [ρ(r)]
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where	  the	  kinetic	  energy	  term	  is	  defined	  as:	  
	   (22)	  the	  electron-­‐nucleus	  term	  is:	  
	   (23)	  and	  the	  Coulomb	  term	  is:	   	   (24)	  where	  we	  have	  split	  the	  previous	  Eee[ρ(r)]	  term	  into	  a	  trivial	  Coulomb	  interaction	  term	  J[ρ(r)]	  (calculated	  as	  in	  Hartree-­‐Fock	  theory)	  and	  a	  new	  EXC[ρ(r)]	  term.	  While	  it	  may	  not	  be	  obvious,	  no	  approximation	  has	  been	  made.	  The	  EXC[ρ(r)]	  term,	  however,	  has	  become	  a	  rather	  complicated	  term,	  which	  must	  now	  account	  for	  a	  correction	  to	  the	  kinetic	  energy	  (not	  accounted	  for	  by	  the	  TKS[ρ(r)]	  term)	  as	  well	  as	  electron-­‐electron	  repulsion	  not	  accounted	  for	  by	  the	  smeared	  charge	  cloud	  term	  J[ρ(r)].	  Assuming	  an	  expression	  for	  EXC[ρ(r)]	  can	  be	  given,	  we	  can	  next	  use	  the	  Hohenberg-­‐Kohn	  variational	  principle	  to	  solve	  the	  Kohn-­‐Sham	  single	  particle	  equations	  to	  minimise	  energy	  w.r.t.	  the	  density	  as	  it	  is	  now	  expressed	  in	  orbitals:	  	   	   (25)	  where	  the	  effective	  potential,	  υeff(r)	  contains	  the	  nucleus-­‐electron,	  Coulomb	  and	  exchange-­‐correlation	  potentials.	  	  The	  Kohn-­‐Sham	  DFT	  equations	  are	  very	  similar	  to	  the	  Hartree-­‐Fock	  equations	  and	  are	  also	  solved	  self-­‐consistently	  and	  by	  the	  same	  type	  of	  computational	  techniques.	  The	  main	  difference	  is	  the	  absence	  of	  a	  K	  exchange	  term	  (which	  we	  will	  come	  back	  to)	  and	  the	  occurrence	  of	  an	  exchange-­‐correlation	  term.	  The	  exchange-­‐correlation	  energy	  can	  be	  thought	  of	  as	  the	  mutual	  avoidance	  of	  electrons	  due	  to	  the	  “personal	  space”	  (exchange-­‐correlation	  hole)	  of	  each	  electron.	  	  	  If	  an	  exact	  expression	  of	  the	  exchange-­‐correlation	  term,	  EXC[ρ(r)],	  would	  be	  given,	  then	  solving	  the	  Kohn-­‐Sham	  equations	  would	  lead	  to	  the	  exact	  solution	  to	  the	  Born-­‐Oppenheimer	  Schrödinger	  equation.	  There	  is,	  however,	  no	  way	  of	  knowing	  this	  exact	  expression	  and	  educated	  guesses	  of	  its	  form	  must	  be	  used	  instead,	  which	  means	  that	  in	  practice	  DFT	  is	  always	  an	  approximate	  theory	  that	  suffers	  from	  the	  fact	  that	  its	  approximations	  are	  not	  easily	  systematically	  improvable	  unlike	  approximations	  based	  on	  WFT	  theory.	  	  	  Theoretical	  developments	  of	  density	  functional	  theory	  for	  the	  last	  decades	  have	  thus	  been	  focused	  on	  “guessing”	  the	  exchange-­‐correlation	  term,	  utilising	  various	  clues	  about	  its	  nature.	  This	  involves	  finding	  forms	  for	  the	  exchange	  and	  correlation	  energy	  that	  correctly	  describe	  the	  energy	  or	  density	  of	  model	  systems	  whose	  properties	  are	  well	  or	  exactly	  known.	  One	  of	  these	  model	  systems	  is	  the	  uniform	  electron	  gas,	  jellium	  whose	  correlation	  energy	  is	  well	  known	  from	  almost	  exact	  quantum	  Monte	  Carlo	  calculations	  (the	  exchange	  energy	  is	  exactly	  known).	  The	  local	  density	  
TKS [ρ(r)] = −1
2
￿
i
￿φi|∇2|φi￿
ENe[ρ(r)] = −
￿
k
Zk
￿
ρ(r)r−1k dr
J [ρ(r)] =
1
2
￿ ￿
ρ(r1)ρ(r2)r
−1
12 dr1dr2
￿
−1
2
∇2 + υeff (r)
￿
φi(x) = ￿iφi(x)
 28 
approximation	  (LDA)	  is	  a	  constituent	  of	  almost	  all	  exchange-­‐correlation	  functionals	  in	  common	  use,	  and	  it	  is	  partly	  based	  on	  deriving	  a	  functional	  form	  (involving	  ρ(r))	  that	  describes	  the	  properties	  of	  jellium	  well.	  Different	  exchange	  and	  correlation	  functionals	  based	  on	  the	  LDA	  approximation	  have	  been	  derived.14-­‐16	  It	  turns	  out	  that	  the	  LDA	  approximation	  results	  in	  very	  inaccurate	  DFT	  energies	  when	  applied	  to	  molecules.	  In	  order	  to	  go	  beyond	  the	  LDA	  approximation,	  one	  strategy	  is	  to	  use	  the	  gradient	  of	  ρ(r)	  as	  an	  ingredient	  in	  increasingly	  complex	  formulas	  for	  exchange	  and	  correlation	  respectively.	  The	  generalized	  gradient	  approximation	  (GGA)	  is	  the	  most	  successful	  gradient	  corrected	  extension	  of	  LDA	  which	  comes	  in	  numerous	  different	  varieties	  nowadays.	  A	  common	  gradient	  corrected	  exchange	  functional	  is	  the	  one	  by	  Becke	  (B88	  or	  B)17.	  It	  is	  often	  combined	  with	  various	  different	  correlation	  functionals	  such	  as	  LYP18	  and	  P8619	  Many	  different	  strategies	  have	  been	  employed	  in	  deriving	  other	  exchange-­‐correlation	  functionals	  including	  better	  LDA	  approximations,	  density-­‐gradient	  expansion,	  constraint	  satisfaction,	  modelling	  of	  the	  exchange-­‐correlation	  hole,	  empirical	  fits	  and	  mixing	  in	  Hartree-­‐Fock	  exchange.20	  The	  mixing	  in	  of	  Hartree-­‐Fock	  exchange	  (from	  Eq.	  15)	  as	  first	  suggested	  by	  Becke21	  has	  been	  a	  particularly	  successful	  strategy,	  resulting	  in	  the	  very	  popular	  hybrid	  functionals	  that	  include	  both	  an	  expression	  of	  DFT	  exchange	  (usually	  one	  of	  the	  GGA	  exchange	  functionals)	  and	  Hartree-­‐Fock	  exchange	  from	  Hartree-­‐Fock	  theory,	  the	  two	  terms	  scaled	  empirically	  to	  avoid	  double	  counting.	  The	  inclusion	  of	  Hartree-­‐Fock	  exchange	  introduces	  an	  explicit	  orbital-­‐dependent	  term	  that	  is	  more	  expensive	  to	  compute	  than	  the	  other	  exchange-­‐correlation	  terms,	  making	  hybrid	  functionals	  more	  expensive	  than	  LDA	  and	  GGA	  functionals.	  The	  very	  popular	  hybrid	  functional	  B3LYP	  is	  a	  20	  %	  Hartree-­‐Fock	  exchange	  hybrid	  and	  is	  defined	  as	  follows:22	  	   	  	  (26)	  Other	  hybrid	  functionals	  are	  defined	  in	  a	  similar	  way,	  with	  different	  exchange	  and	  correlation	  functionals	  used	  and	  a	  different	  amount	  of	  Hartree-­‐Fock	  exchange.	  Hybrid	  functionals	  have	  been	  found	  to	  be	  the	  most	  successful	  functionals	  for	  general	  maingroup	  thermochemistry.	  	  	  The	  reason	  for	  the	  success	  of	  the	  hybrid-­‐DFT	  approach	  seems	  to	  partly	  stem	  from	  the	  self-­‐interaction	  problem	  that	  plagues	  many	  LDA	  and	  GGA	  functionals	  and	  which	  particularly	  affects	  the	  accuracy	  of	  reaction	  barrier	  heights.	  The	  self-­‐interaction	  problem	  comes	  from	  the	  Coulomb	  term	  J[ρ(r)]	  of	  the	  DFT	  energy	  expression	  where	  an	  interaction	  of	  the	  electron	  with	  itself	  is	  calculated	  like	  in	  Hartree-­‐Fock	  theory.	  However,	  in	  Hartree-­‐Fock	  theory,	  the	  calculated	  Coulomb	  and	  exchange	  terms	  cancel	  exactly,	  removing	  this	  self-­‐interaction,	  while	  in	  DFT	  there	  is	  no	  such	  full	  cancellation	  term.	  Mixing	  in	  a	  fraction	  of	  Hartree-­‐Fock	  exchange	  seems	  to	  reduce	  the	  self-­‐interaction	  problem	  of	  DFT	  with	  larger	  amounts	  reducing	  it	  more	  and	  removing	  it	  completely	  with	  100	  %	  Hartree-­‐Fock	  exchange.	  However,	  this	  is	  no	  panacea	  as	  correlation	  functionals	  are	  generally	  incompatible	  with	  100	  %	  Hartree-­‐Fock	  exchange22	  and	  most	  successful	  hybrids	  for	  reaction	  energies,	  for	  example,	  turn	  out	  to	  be	  20-­‐30	  %	  hybrids,	  while	  the	  most	  accurate	  functionals	  for	  barrier	  heights	  are	  40-­‐60	  %	  hybrids	  which	  reduces	  the	  accuracy	  for	  reaction	  energies	  etc.	  More	  recently,	  range-­‐separated	  hybrids	  have	  been	  developed	  where	  the	  Hartree-­‐Fock	  exchange	  term	  is	  no	  longer	  scaled	  by	  a	  constant	  but	  is	  evaluated	  differently	  based	  on	  the	  distance	  between	  electrons.	  This	  has	  resulted	  in	  increased	  flexibility	  of	  the	  hybrid	  functional	  form	  and	  special	  functionals	  with	  100	  %	  long-­‐range	  Hartree-­‐Fock	  exchange	  have	  been	  very	  
EB3LY P = ELDAXC + 0.2(E
HF
X − ELDAX ) + 0.72(EB88X − ELDAX ) + 0.81(ELY PC − ELDAC )
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useful	  for	  predicting	  excited-­‐state	  properties	  where	  the	  self-­‐interaction	  error	  is	  prominent.23	  	  Many	  recent	  functionals	  are	  of	  the	  meta-­‐GGA	  type	  where	  another	  orbital-­‐dependent	  term	  is	  added	  to	  the	  exchange-­‐correlation	  functional	  in	  the	  form	  of	  the	  kinetic	  energy	  density.	  This	  gives	  additional	  flexibility	  to	  the	  functional	  form,	  allowing	  additional	  constraints	  (of	  the	  exact	  functional)	  to	  be	  satisfied.	  Hybrid	  meta-­‐GGA	  functionals	  have	  also	  become	  common	  and	  a	  highly	  successful	  functional	  with	  a	  very	  complicated	  functional	  form	  and	  35	  empirical	  parameters	  that	  have	  been	  fitted	  to	  diverse	  data	  sets,	  is	  the	  M06-­‐2X	  functional24,	  containing	  54	  %	  Hartree-­‐Fock	  exchange.	  	  The	  ability	  and/or	  failure	  of	  common	  DFT	  approximations	  to	  describe	  dispersion	  has	  been	  discussed	  in	  the	  literature	  extensively	  in	  the	  last	  few	  years.	  It	  has	  been	  realized	  that	  most	  approximations	  show	  a	  completely	  repulsive	  potential	  energy	  curve	  for	  ideal	  gas	  dimers	  and	  that	  the	  failure	  to	  account	  for	  dispersive	  interactions	  has	  a	  considerable	  effect	  on	  general	  thermochemistry	  of	  main	  group	  compounds	  and	  grows	  in	  magnitude	  as	  larger	  molecules	  are	  calculated.25	  Many	  successful	  approaches	  to	  account	  for	  dispersive	  interactions	  exist	  nowadays,	  e.g.	  the	  pragmatic	  empirical	  approach	  of	  Grimme26,27,	  empirically	  fitted	  functionals	  such	  as	  M06-­‐2X	  and	  most	  recently	  special	  correlation	  functionals.28,29	  	  The	  most	  successful	  density	  functionals	  for	  maingroup	  chemistry	  at	  the	  moment	  seem	  to	  be	  the	  double	  hybrid	  functionals	  which	  can	  be	  regarded	  as	  a	  mixture	  of	  hybrid	  DFT	  and	  the	  wavefunction	  theory	  method	  MP2	  where	  the	  unoccupied	  DFT	  orbitals	  are	  used	  to	  calculate	  an	  additional	  correlation	  term	  by	  second	  order	  perturbation	  theory.26,30,31	  Their	  applicability	  for	  transition	  metal	  chemistry	  is	  less	  clear,	  however.32	  	  Thus	  there	  has	  been	  progress	  in	  development	  of	  approximations	  to	  the	  exchange-­‐correlation	  term	  and	  Perdew	  et	  al.	  have	  argued	  that	  the	  functional	  forms	  in	  use,	  together	  form	  a	  hierarchy	  of	  approximations	  of	  increased	  complexity	  and	  accuracy,	  called	  Jacob’s	  ladder.33	  On	  the	  first	  rung	  only	  the	  local	  density	  is	  an	  ingredient	  of	  the	  functional	  (LDA	  functionals),	  on	  the	  second	  rung	  the	  gradient	  of	  the	  density	  is	  added	  (GGA	  functionals),	  then	  the	  kinetic	  energy	  density	  (meta-­‐GGA	  functionals)	  on	  the	  third	  rung,	  occupied-­‐orbital	  dependent	  exact	  exchange	  comes	  in	  on	  the	  fourth	  rung	  (hybrid	  functionals)	  and	  on	  the	  fifth	  and	  last	  rung,	  unoccupied	  orbital-­‐dependent	  correlation	  is	  added.	  While	  only	  an	  empirical	  classification	  system,	  an	  inverse	  correlation	  between	  mean	  absolute	  errors	  of	  density	  functionals	  for	  a	  large	  maingroup	  thermochemistry	  database	  and	  the	  rungs	  of	  Jacob’s	  ladder	  was	  evident	  in	  a	  recent	  study.31,34	  	  
2.2.5	  Semi-­‐empirical	  methods	  Semi-­‐empirical	  methods	  are	  another	  type	  of	  electronic	  structure	  methods.	  They	  are	  usually	  based	  on	  the	  Hartree-­‐Fock	  method	  and	  are	  derived	  from	  HF	  by	  reducing	  the	  number	  of	  integrals,	  resulting	  in	  methods	  that	  are	  of	  much	  lower	  computational	  cost	  than	  HF	  (or	  DFT).	  Additionally,	  they	  only	  consider	  the	  valence	  electrons	  (core	  electrons	  are	  merged	  with	  the	  nucleus	  to	  create	  an	  effective	  nuclear	  charge)	  and	  use	  a	  minimal	  basis	  set	  (often	  STOs).	  The	  low	  computational	  cost	  of	  semi-­‐empirical	  methods	  comes	  mainly	  from	  reducing	  the	  number	  of	  two-­‐electron	  integrals	  (Jij	  and	  
Kij),	  but	  some	  one-­‐electron	  integrals	  are	  set	  to	  zero	  as	  well.	  Other	  integrals	  are	  then	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made	  into	  parameters	  which	  are	  fit	  to	  either	  experimental	  or	  higher-­‐level	  theoretical	  data.	  The	  level	  of	  integral	  reduction	  and	  how	  the	  parameterisation	  is	  performed,	  defines	  each	  semi-­‐empirical	  method.2	  	  	  The	  more	  common	  methods	  are	  AM135	  and	  PM336,	  based	  on	  the	  modified	  neglect	  of	  diatomic	  overlap	  (MNDO)	  approximation.37	  The	  PM3	  method	  will	  be	  used	  in	  Chapter	  4	  of	  this	  work.	  	  The	  low	  computational	  cost	  of	  semi-­‐empirical	  methods	  make	  them	  particularly	  attractive	  choices	  for	  fast	  geometry	  optimisation	  of	  large	  molecules	  (and	  molecular	  dynamics	  as	  will	  be	  discussed	  in	  Chapter	  4),	  but	  a	  problem	  with	  these	  methods	  is	  that	  the	  accuracy	  for	  energies	  and	  geometries	  is	  limited.	  	  	  
2.2.6	  Basis	  sets	  Both	  Hartree-­‐Fock,	  post-­‐Hartree	  Fock	  and	  DFT	  methods	  depend	  on	  the	  use	  of	  1-­‐electron	  wavefunctions	  or	  orbitals	  to	  build	  up	  the	  many-­‐electron	  wavefunction	  or	  the	  electron	  density.	  	  In	  a	  molecule,	  the	  self-­‐consistent	  HF/DFT	  orbitals	  can	  end	  up	  having	  a	  complicated	  shape	  and	  in	  order	  to	  give	  the	  greatest	  flexibility,	  it	  is	  useful	  to	  take	  linear	  combinations	  of	  many	  different	  functions:	  	  	   	   (27)	  where	  φμ	  are	  called	  basis	  functions	  and	  cμi	  basis	  set	  coefficients.	  In	  molecular	  quantum	  chemistry,	  atom-­‐centered	  basis	  functions	  are	  mostly	  used	  while	  in	  the	  solid	  state	  quantum	  chemistry/physics	  community,	  delocalised	  planewave	  basis	  functions	  are	  more	  common.	  	  	  The	  exact	  wavefunctions	  of	  the	  1-­‐electron	  hydrogen	  atom	  have	  served	  as	  inspiration	  for	  the	  form	  of	  these	  atom-­‐centered	  basis	  functions.	  The	  hydrogen	  atom	  wavefunctions	  can	  be	  described	  by	  products	  of	  spherical	  harmonics	  and	  exponential	  functions,	   .	  It	  turns	  out,	  however,	  that	  Gaussian	  functions,	   ,	  are	  in	  many	  ways	  more	  suitable	  to	  evaluate	  the	  integrals	  of	  Hartree-­‐Fock	  and	  density	  functional	  theory.	  A	  Gaussian-­‐type	  orbital	  (GTO)	  is	  usually	  calculated	  as:1	  	  
	  (28)	  using	  Cartesian	  coordinates	  (instead	  of	  spherical	  coordinates),	  where	  the	  integers	  i,	  j	  and	  k	  determine	  the	  shape	  of	  the	  orbital	  and	  α	  is	  the	  exponent.	  For	  example:	  when	  
i=j=k=0	  a	  spherically	  symmetric	  s	  orbital	  is	  defined,	  analogous	  to	  the	  ground	  state	  wavefunction	  of	  the	  hydrogen	  atom.	  	  Gaussian-­‐type	  orbitals,	  however,	  do	  not	  resemble	  the	  hydrogen	  wavefunctions	  as	  well	  as	  their	  exponential	  counterparts,	  usually	  called	  Slater-­‐type	  orbitals	  (STOs)	  where	  the	  latter	  have	  the	  correct	  cusp	  behaviour	  at	  the	  nucleus	  and	  the	  correct	  radial	  decay	  which	  the	  GTOs	  lack.	  In	  order	  to	  mimic	  the	  behaviour	  of	  STOs	  using	  GTOs,	  a	  strategy	  has	  been	  to	  make	  linear	  combinations	  of	  a	  few	  GTOs	  (with	  different	  exponents	  of	  each	  GTO):	  
φi(x) =
￿
µ
cµiϕµ(x)
e−αr e−αr
2
χGTO(x, y, z;α, i, j, k) =
￿
2α
π
￿3/4 ￿ (8α)i+j+ki!j!k!
(2i)!(2j)!(2k)!
￿1/2
xiyjzke−α(x
2+y2+z2)
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   (29)	  where	  φτ	  is	  called	  a	  contracted	  Gaussian	  basis	  function	  and	  daτ	  is	  the	  contraction	  coefficient.	  Usually,	  only	  a	  few	  GTOs	  are	  used	  in	  each	  contracted	  basis	  function	  and	  importantly	  the	  contraction	  coefficients	  are	  fixed	  and	  not	  values	  to	  be	  variationally	  optimised.	  	  Basis	  functions	  intended	  for	  a	  molecular	  calculation,	  together	  form	  a	  basis	  set	  and	  the	  convergence	  behaviour	  of	  basis	  sets	  has	  been	  much	  studied	  over	  the	  years.	  Appropriate	  exponents,	  contractions	  and	  types	  of	  the	  basis	  functions	  are	  usually	  pre-­‐optimised	  for	  each	  element	  and	  are	  remarkably	  transferable.	  Typically,	  the	  lowest	  energy	  (core)	  orbitals	  change	  very	  little	  from	  one	  molecule	  to	  the	  next	  and	  remain	  atom-­‐like.	  This	  means	  that	  they	  can	  be	  described	  very	  efficiently	  by	  a	  low	  number	  of	  basis	  functions	  and	  often	  a	  greater	  degree	  of	  contraction	  than	  the	  valence	  orbitals.	  This	  observation	  lead	  to	  the	  development	  of	  the	  popular	  split-­‐valence	  basis	  set	  family.	  A	  popular	  split-­‐valence	  basis	  set	  is	  6-­‐31G38,39	  which	  is	  available	  for	  many	  elements.	  If	  the	  orbital	  structure	  of	  a	  carbon	  atom	  is	  described	  by	  this	  basis	  set	  then	  that	  means	  that	  the	  1s	  core	  orbital	  is	  described	  by	  a	  single	  contracted	  basis	  function	  which	  is	  a	  linear	  combination	  of	  6	  GTOs.	  Each	  valence	  orbital	  on	  the	  other	  hand	  (2s,	  2px,	  2py,	  2pz)	  is	  described	  by	  a	  linear	  combination	  of	  two	  contracted	  basis	  functions,	  one	  of	  which	  is	  described	  by	  3	  GTOs	  and	  the	  other	  by	  1	  GTOs.	  In	  total	  this	  adds	  up	  to	  9	  contracted	  basis	  functions	  and	  22	  GTOs	  that	  adequately	  describe	  a	  carbon	  atom	  in	  molecular	  calculations.	  The	  6-­‐31G	  basis	  set	  is	  called	  a	  double-­‐zeta	  basis	  set	  as	  the	  valence	  orbitals	  are	  described	  by	  double	  the	  amount	  of	  contracted	  basis	  functions	  than	  a	  minimal	  description	  (a	  minimal	  basis	  set	  uses	  only	  1	  basis	  function	  for	  each	  orbital)	  for	  even	  more	  flexibility.	  It	  turns	  out	  that	  for	  very	  accurate	  calculations,	  a	  few	  contracted	  basis	  functions	  (4-­‐6)	  for	  each	  valence	  orbital	  are	  necessary	  for	  accurate	  post-­‐HF	  calculations,	  while	  triple-­‐zeta	  basis	  sets	  are	  often	  sufficient	  for	  Hartree-­‐Fock	  and	  DFT	  calculations.	  However,	  even	  a	  great	  number	  of	  basis	  functions	  is	  not	  always	  enough.	  For	  an	  accurate	  description	  of	  the	  carbon	  atom,	  especially	  when	  part	  of	  a	  molecule,	  one	  cannot	  rely	  solely	  on	  basis	  functions	  of	  the	  s	  and	  p	  type.	  For	  additional	  flexibility	  of	  the	  valence	  orbitals,	  polarisation	  functions	  are	  typically	  added	  (usually	  of	  the	  next	  higher	  angular	  momentum	  type).	  For	  a	  carbon	  atom,	  a	  set	  of	  d	  polarisation	  functions	  (single	  GTOs)	  would	  be	  added	  to	  each	  p	  basis	  function	  of	  the	  6-­‐31G	  basis	  set,	  resulting	  in	  the	  6-­‐31G(d)	  or	  6-­‐31G*	  basis	  set.40	  Polarisation	  functions	  turn	  out	  to	  be	  crucial	  to	  describe	  molecules	  well	  and	  are	  almost	  always	  included	  in	  basis	  sets.	  Additionally,	  diffuse	  functions	  are	  sometimes	  added	  to	  basis	  sets	  for	  a	  better	  description	  of	  diffuse	  orbitals,	  which	  is	  usually	  necessary	  when	  calculating	  anions	  for	  example.	  Low-­‐exponent	  basis	  functions	  (single	  GTOs)	  of	  various	  types	  are	  then	  added	  to	  the	  basis	  set.	  A	  6-­‐31G(d)	  basis	  set	  augmented	  with	  diffuse	  functions	  is	  named	  6-­‐31+G(d).41	  	  In	  this	  work,	  we	  will	  make	  use	  of	  various	  basis	  sets,	  depending	  on	  their	  applicability	  for	  the	  different	  molecular	  systems	  we	  calculate.	  These	  include:	  
• The	  double-­‐zeta	  polarised	  basis	  set	  6-­‐31G(d)38-­‐40	  and	  its	  augmented	  version	  6-­‐31+G(d).41	  
• The	  triple-­‐zeta	  highly	  polarised	  and	  diffuse	  6-­‐311+G(3df,3pd)	  basis	  set42	  which	  should	  be	  close	  to	  the	  DFT	  basis	  set	  limit.	  
ϕτ (x) =
￿
a
daτχ
GTO
a (x)
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• The	  augmented	  Wachters	  basis	  set43,44	  for	  the	  first	  transition-­‐metal	  row.	  When	  combined	  with	  the	  6-­‐31G(d)	  basis	  set	  on	  the	  ligand	  atoms	  for	  transition	  metal	  complexes,	  the	  combined	  basis	  set	  is	  referred	  to	  as	  AE1.	  
• The	  Turbomole	  def2	  basis	  set	  family:	  def2-­‐SVP,	  def2-­‐TZVPP,	  def2-­‐QZVPP	  which	  are	  polarised	  basis	  sets	  of	  the	  double-­‐zeta,	  triple-­‐zeta	  and	  quadruple-­‐zeta	  level,	  similar	  in	  make-­‐up	  as	  the	  split-­‐valence	  basis	  sets	  but	  available	  for	  almost	  the	  whole	  periodic	  table	  and	  show	  fast	  convergence	  when	  used	  in	  DFT	  calculations.45	  
• The	  correlation-­‐consistent	  basis	  set	  family	  of	  Dunning	  et	  al.	  :	  cc-­‐pVnZ46,47	  where	  n=D,	  T,	  Q,	  5,	  6	  and	  the	  diffuse	  versions	  aug-­‐cc-­‐pVnZ.48	  This	  basis	  set	  family	  has	  the	  advantage	  of	  systematically	  approaching	  the	  basis	  set	  limit	  and	  has	  been	  designed	  for	  use	  with	  correlated	  wavefunction	  methods	  where	  the	  basis	  set	  dependence	  is	  much	  greater	  than	  with	  DFT	  and	  HF.	  	  Finally,	  the	  use	  of	  basis	  functions	  is	  of	  course	  an	  approximation	  and	  introduces	  a	  basis	  set	  error	  that	  only	  goes	  completely	  away	  by	  using	  a	  complete	  set	  of	  basis	  functions,	  which	  is	  in	  principle	  infinite.	  By	  carefully	  choosing	  appropriate	  basis	  functions	  and	  studying	  the	  convergence	  of	  the	  calculated	  energy/property	  with	  respect	  to	  basis	  functions,	  the	  basis	  set	  error	  is	  made	  manageable.	  In	  certain	  cases,	  decontraction	  of	  the	  basis	  set	  becomes	  necessary	  (the	  contraction	  is	  actually	  a	  constraint	  in	  a	  variational	  calculation),	  in	  particular	  for	  certain	  molecular	  properties	  where	  the	  pre-­‐determined	  basis	  set	  contraction	  is	  non-­‐ideal	  for	  that	  particular	  property.	  Decontraction	  turns	  each	  GTO	  into	  its	  own	  basis	  function	  and	  the	  associated	  coefficient	  is	  now	  free	  to	  variationally	  optimise	  during	  the	  SCF	  procedure.	  This	  will	  always	  lead	  to	  a	  lower	  energy	  solution	  at	  increased	  computational	  cost.	  	  
2.3	  Geometry	  optimisations,	  molecular	  dynamics	  and	  free	  energy	  simulations	  Geometry	  optimisations	  on	  a	  0	  K	  Born-­‐Oppenheimer	  PES	  are	  probably	  the	  most	  common	  way	  of	  using	  quantum	  chemical	  methods	  to	  model	  molecular	  behaviour.	  The	  nuclear	  motion	  is	  ignored	  and	  critical	  points	  on	  the	  surface	  are	  located	  by	  calculating	  the	  atomic	  forces	  of	  the	  nuclei	  (differentiation	  of	  the	  total	  energy	  with	  respect	  to	  atomic	  coordinates)	  and	  searching	  for	  chemically	  relevant	  critical	  points	  which	  are	  either	  minima	  or	  1st	  order	  saddle	  points.	  The	  0	  K	  potential	  energy	  difference	  between	  critical	  points	  can	  be	  regarded	  as	  an	  excellent	  approximation	  to	  conformational	  energies,	  reaction	  energies	  and	  transition	  states	  of	  reactions,	  obtainable	  from	  experiments.	  Corrections	  for	  the	  lack	  of	  nuclear	  motion	  can	  be	  obtained	  by	  solving	  approximations	  to	  Eq.	  10,	  e.g.	  the	  harmonic	  approximation,	  which	  results	  in	  zero-­‐point	  energy	  corrections	  and	  vibrational	  frequencies	  which	  when	  combined	  with	  approximations	  for	  rotational	  and	  translational	  motion	  from	  statistical	  mechanics,	  yields	  corrections	  so	  that	  temperature-­‐dependent	  enthalpies,	  entropies	  and	  free	  energies	  can	  be	  calculated.	  	  	  However,	  there	  are	  situations	  where	  the	  dynamic	  behaviour	  of	  the	  nuclei	  should	  be	  accounted	  for	  from	  the	  beginning.	  Molecular	  dynamics	  simulations	  involve	  solving	  Newton’s	  equations	  of	  motion	  for	  the	  classical	  nuclei.	  	  Newton’s	  second	  law	  relates	  the	  force,	  mass	  and	  acceleration	  of	  particles:	  F=ma	  The	  nuclear	  forces	  (and	  masses)	  of	  a	  molecule	  can	  thus	  be	  related	  to	  velocities	  and	  changes	  of	  nuclear	  positions	  according	  to:	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   (30)	  Solving	  Eq.	  30	  enables	  one	  to	  calculate	  how	  the	  nuclear	  positions	  change	  as	  a	  function	  of	  time.	  Assuming	  a	  molecule	  with	  an	  initial	  position	  vector	  ri	  containing	  all	  atomic	  coordinates,	  the	  position	  vector	  a	  timestep	  later	  can	  be	  given	  by	  a	  Taylor	  expansion:2	  	   	   (31)	  or	  equivalently:	   	   (32)	  Different	  algorithms	  have	  been	  developed	  to	  conveniently	  estimate	  the	  position	  vector	  a	  timestep	  later.	  One	  is	  the	  Verlet	  algorithm:49	  	   	   (33)	  	   (34)	  The	  Verlet	  algorithm	  is	  correct	  to	  third	  order	  (the	  third	  term	  of	  the	  Taylor	  expansion	  cancels	  out	  in	  the	  derivation	  of	  the	  algorithm)	  and	  easily	  allows	  the	  prediction	  of	  the	  next	  position	  using	  the	  information	  of	  the	  current	  and	  previous	  positions	  and	  the	  calculated	  forces.	  The	  accuracy	  of	  the	  algorithm	  is	  controlled	  by	  choosing	  smaller	  and	  smaller	  timesteps.2	  	  A	  problem	  with	  the	  Verlet	  algorithm	  is	  that	  velocities	  are	  not	  part	  of	  the	  equations,	  creating	  difficulties	  in	  using	  the	  algorithm	  to	  generate	  ensembles	  at	  constant	  temperature	  as	  temperature	  is	  usually	  maintained	  by	  modifying	  the	  velocities	  of	  particles.	  In	  the	  leapfrog	  algorithm,	  however,	  velocities	  appear	  explicitly:2	  	   	   (35)	  	   (36)	  Here	  the	  velocity	  and	  position	  updates	  are	  out	  of	  phase	  by	  half	  a	  time	  step.	  This	  nevertheless	  leads	  to	  very	  accurate	  trajectories	  and	  is	  accurate	  to	  third	  order	  as	  the	  Verlet	  algorithm	  but	  is	  numerically	  more	  stable.	  The	  leapfrog	  method	  was	  used	  in	  the	  molecular	  dynamics	  simulations	  in	  this	  work.	  	  Any	  computational	  method	  (from	  quantum	  mechanics	  or	  molecular	  mechanics)	  	  can	  be	  used	  to	  evaluate	  the	  forces	  in	  the	  Verlet	  and	  leapfrog	  algorithms	  and	  hence	  the	  time-­‐dependent	  behaviour	  of	  molecular	  systems	  can	  be	  studied	  under	  the	  assumption	  that	  the	  classical	  behaviour	  of	  the	  nuclei	  is	  an	  accurate	  enough	  representation	  of	  their	  real	  quantum	  nature.	  This	  assumption	  is	  generally	  valid,	  with	  the	  lightest	  nucleus,	  hydrogen,	  being	  a	  borderline	  case.	  	  Molecular	  dynamics	  simulations	  generate	  trajectories	  of	  an	  ensemble,	  the	  most	  straightforward	  one	  to	  calculate	  being	  the	  NVE	  ensemble	  which	  corresponds	  to	  the	  
a =
dv
dt
=
d2r
dt2
=
F
m
= −dE
dr
1
m
ri+1 = ri +
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dt
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1
2
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(∆t)2 +
1
6
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particle	  number,	  volume	  and	  energy	  being	  constant	  during	  the	  simulation.	  As	  the	  energy	  is	  fixed,	  although	  kinetic	  and	  potential	  energy	  will	  be	  interconverted,	  the	  temperature	  can	  fluctuate	  considerably	  but	  no	  thermal	  exchange	  with	  the	  environment	  is	  allowed	  (in	  fact	  there	  is	  no	  environment).	  This	  corresponds	  well	  to	  the	  experimental	  situtation	  of	  a	  molecule	  in	  a	  vacuum.	  In	  condensed	  phase	  experiments,	  the	  temperature	  is	  often	  held	  constant,	  and	  hence	  the	  corresponding	  ensemble	  to	  use	  in	  simulations	  is	  usually	  either	  NVT	  or	  NPT	  where	  in	  the	  former	  the	  volume	  and	  temperature	  are	  constant,	  while	  in	  the	  latter	  the	  pressure	  and	  temperature	  are	  constant.	  	  The	  NVT	  ensemble	  (which	  is	  used	  in	  this	  work)	  is	  also	  called	  the	  canonical	  ensemble.	  In	  order	  to	  make	  the	  temperature	  constant,	  the	  simulated	  system	  is	  usually	  coupled	  to	  a	  heat	  bath,	  or	  thermostat.	  The	  Nosé-­‐Hoover	  method50-­‐53	  is	  an	  example	  of	  where	  the	  thermostat	  becomes	  an	  integral	  part	  of	  the	  molecular	  system	  as	  an	  artifical	  dimensionless	  particle	  with	  a	  mass	  and	  velocity	  is	  introduced	  and	  equilibrates	  with	  the	  system	  and	  exchanges	  kinetic	  energy	  with	  all	  real	  particles	  of	  the	  system.	  By	  controlling	  the	  equations	  of	  motion	  of	  this	  dimensionless	  particle,	  any	  desired	  temperature	  can	  be	  set	  while	  preserving	  all	  the	  features	  of	  the	  Verlet/leapfrog	  algorithm	  and	  the	  NVT	  ensemble.	  	  	  	  The	  free	  energy	  is	  the	  thermodynamical	  quantity	  directly	  related	  to	  the	  equilibrium	  constant	  and	  is	  related	  to	  the	  probability	  that	  a	  system	  will	  be	  in	  a	  particular	  state.	  The	  ability	  to	  determine	  free	  energy	  differences	  from	  molecular	  dynamics	  simulations	  is	  highly	  useful	  as	  they	  can	  then	  be	  directly	  related	  to	  the	  thermodynamical	  data	  from	  experimental	  measurements.	  	  The	  Helmholtz	  free	  energy	  of	  a	  system	  in	  the	  NVT	  ensemble	  is	  given	  by:	  	   	   (37)	  where	  Q	  is	  the	  partition	  function	  of	  the	  system	  which	  is	  expressed	  classically	  as	  a	  double	  integral	  over	  all	  energy	  states	  which	  are	  functions	  of	  spatial	  and	  momentum	  coordinates:1	   	   (38)	  It	  is	  very	  hard	  to	  determine	  free	  energy	  differences	  of	  a	  system	  by	  direct	  calculation	  of	  free	  energies	  by	  the	  equations	  above	  due	  to	  the	  large	  number	  of	  degrees	  of	  freedom	  that	  need	  to	  be	  sampled.	  However,	  useful	  methods	  to	  calculate	  free	  energy	  differences	  from	  molecular	  dynamics	  simulations	  nevertheless	  exist.	  The	  free	  energy	  perturbation	  expression:	  	   	   (39)	  allows	  direct	  calculation	  of	  the	  free	  energy	  difference	  between	  state	  a	  and	  state	  b	  where	  all	  the	  ensemble	  averaging	  is	  based	  on	  state	  a.1	  As	  long	  as	  state	  a	  and	  state	  b	  are	  sufficiently	  similar	  (i.e.	  the	  perturbation	  is	  small),	  this	  is	  a	  very	  useful	  approximation.	  It	  can	  additionally	  be	  expanded	  so	  that	  the	  free	  energy	  difference	  between	  a	  and	  b	  is	  calculated	  by	  dividing	  up	  the	  path	  connecting	  a	  and	  b	  into	  intermediate	  states,	  calculating	  the	  energy	  difference	  between	  each	  intermediate	  state	  and	  add	  everything	  up	  in	  the	  end.	  
A = −kBT lnQ
Q =
￿ ￿
e−E(p,r)/kBT dpdr
∆A = ￿A￿b − ￿A￿a = kBT ln￿e(Eb−Ea)/kBT￿a
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  Another	  very	  useful	  method	  is	  the	  thermodynamic	  integration	  technique	  where	  the	  free	  energy	  difference	  can	  be	  determined	  by	  integration	  of	  the	  ensemble	  average	  of	  the	  potential	  energy	  gradient	  w.r.t.	  fixed	  values	  of	  the	  reaction	  coordinate.	  For	  certain	  reaction	  coordinates	  this	  becomes	  equal	  to	  integrating	  over	  the	  ensemble	  average	  of	  the	  force	  of	  the	  constrained	  reaction	  coordinate:54,55	  	  
	   (40)	  A	  reaction	  coordinate	  ξ,	  connecting	  the	  two	  states	  is	  thus	  identified	  and	  constrained.	  A	  number	  of	  simulations	  are	  then	  run,	  constraining	  different	  values	  of	  the	  reaction	  coordinate	  while	  sampling	  the	  force	  of	  the	  constraint	  f(ξ).	  Integrating	  over	  the	  average	  constrained	  force	  for	  each	  simulation	  (the	  more	  simulations	  the	  better)	  results	  in	  the	  free	  energy	  difference	  between	  state	  a	  and	  b.	  In	  this	  work,	  the	  reaction	  coordinate	  will	  be	  a	  geometric	  variable	  (although	  it	  can	  be	  any	  variable	  shared	  by	  state	  a	  and	  b).	  	  	  
2.4	  Transition	  state	  theory	  Transition	  state	  theory56-­‐58	  is	  currently	  the	  most	  approachable	  rate	  theory	  of	  chemical	  reactions	  that	  can	  relate	  the	  results	  of	  quantum	  mechanics	  calculated	  potential	  energy	  surfaces	  to	  reaction	  rates.	  The	  reaction	  rate	  is	  governed	  by	  the	  free	  energy	  difference	  between	  the	  reactant	  state	  and	  a	  transition	  state	  (activation	  free	  energy)	  as	  the	  simple	  Eyring	  equation	  shows:59	  	   	   (41)	  Transition	  state	  theory	  assumes	  that	  the	  reactant	  state	  is	  in	  equilibrium	  with	  the	  transition	  state	  and	  that	  the	  system	  only	  crosses	  the	  transition	  state	  once	  (no	  re-­‐crossing	  allowed)	  as	  well	  as	  the	  reaction	  occuring	  on	  a	  single	  Born-­‐Oppenheimer	  PES	  and	  that	  the	  nuclei	  are	  described	  classically.	  The	  transition	  state	  for	  a	  chemical	  reaction	  can	  to	  a	  good	  approximation	  be	  taken	  as	  the	  saddle	  point	  on	  a	  calculated	  potential	  energy	  surface	  and	  the	  potential	  energy	  barrier	  is	  usually	  a	  good	  approximation	  to	  the	  free	  energy	  barrier	  (when	  entropic	  effects	  are	  small).	  Predicted	  activation	  energies	  that	  are	  less	  than	  25	  kcal/mol,	  can	  as	  a	  rule	  of	  thumb	  be	  assumed	  to	  occur	  spontaneously	  at	  room	  temperature	  according	  to	  transition	  state	  theory.	  Limitations	  of	  transition	  state	  theory	  are	  mostly	  significant	  at	  low	  and	  high	  temperature.	  At	  low	  temperature,	  an	  accurate	  representation	  of	  zero-­‐point	  motion	  may	  be	  necessary	  and	  quantum	  mechanical	  tunneling	  through	  the	  barrier	  may	  start	  to	  affect	  the	  rate.	  Extensions	  to	  transition	  state	  theory	  are	  a	  topic	  of	  active	  research.	  	  
2.5	  Molecular	  properties	  	  Once	  the	  solution	  of	  the	  Schrödinger	  equation	  has	  been	  approximated	  by	  any	  of	  the	  methods	  in	  Chapter	  2.2,	  one	  can	  turn	  to	  molecular	  property	  calculations.	  One	  way	  of	  expressing	  molecular	  properties	  is	  in	  the	  language	  of	  analytical	  derivatives.	  We	  wish	  to	  see	  how	  the	  energy	  changes	  when	  a	  small	  perturbation	  is	  applied	  and	  so	  we	  
∆Aa→b =
￿ ξb
ξa
￿
dE
dξ
￿
ξ
dξ = −
￿ ξb
ξa
￿f(ξ)￿ξdξ
k =
kBT
h
e−
∆G‡
RT
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perform	  a	  Taylor	  expansion	  of	  the	  energy	  with	  respect	  to	  the	  perturbation.	  This	  involves	  calculating	  derivatives	  of	  the	  energy,	  sometimes	  resulting	  in	  complicated	  expressions	  for	  each	  of	  the	  terms	  of	  the	  energy	  functional	  used	  to	  solve	  the	  Schrödinger	  equation,	  especially	  if	  second	  derivatives	  or	  higher	  are	  required.8	  The	  following	  subchapters	  discuss	  the	  electric	  field	  gradient	  (a	  first	  order	  property,	  where	  only	  the	  first	  derivative	  of	  the	  energy	  is	  required)	  and	  the	  chemical	  shift	  (a	  second	  order	  property,	  where	  the	  second	  derivative	  of	  the	  energy	  must	  be	  calculated).	  	  
2.5.1	  Electric	  field	  gradients	  (EFG)	  	  The	  interaction	  between	  a	  quadrupolar	  nucleus	  (a	  nucleus	  with	  spin	  I	  >	  ½)	  and	  its	  environment,	  can	  be	  written	  as	  an	  operator:60	  	   	   (42)	  where	  e	  is	  the	  elementary	  charge,	  Q(A)	  is	  the	  electric	  quadrupole	  moment	  of	  nucleus	  A,	  
I(A)	  is	  the	  spin-­‐orbit	  operator	  of	  nucleus	  A	  and	  the	  F(A)	  is	  the	  field	  gradient	  operator	  of	  nucleus	  A.	  The	  matrix	  element	  of	  the	  electronic	  field-­‐gradient	  operator	  is	  defined	  as:60	  	   	   (43)	  where	  μ	  and	  ν	  are	  the	  Cartesian	  components	  (μ,ν	  ?{x,y,z}),	  δμν	  is	  the	  delta	  function	  and	  riA	  is	  the	  distance	  between	  electron	  i	  and	  nucleus	  A.	  	  The	  electronic	  contribution	  to	  the	  EFG	  tensor	  V	  is	  directly	  calculated	  using	  the	  available	  density	  matrix	  from	  a	  converged	  SCF	  calculation	  :8	  	   	   (44)	  where	  V(A)μν,	  ele	  is	  the	  second-­‐rank	  EFG	  tensor,	  Pκτ	  is	  the	  density	  matrix	  (the	  matrix	  of	  all	  optimised	  basis	  set	  coefficients	  from	  the	  SCF	  calculation)	  and	  φ	  are	  the	  basis	  functions.	  	  The	  nuclear	  contribution	  is	  then	  calculated	  by:61	  	  
	   (45)	  	  a	  classical	  equation	  as	  the	  nuclei	  are	  approximated	  as	  static	  point	  charges.	  The	  total	  EFG	  tensor	  is	  finally	  V	  =	  V(A)μν,	  ele	  +	  V(A)μν,	  nuc	  .	  The	  full	  EFG	  tensor,	  V,	  can	  be	  represented	  as	  a	  matrix	  in	  the	  Cartesian	  coordinate	  system:62	  	  
	   (46)	  
HQ = e
2
￿
A,i
Q(A)I(A)F(A)(i)I(A)
F (A)µν (i) =
r2iAδµν − 3riA;µriA;ν
r5iA
V (A)µν,ele =
￿
κ,τ
Pκτ ￿ϕκ|r−5A (r2Aδµν − 3rA;µrA;ν)|ϕτ ￿
V (A)µν,nuc =
￿
Y ￿=A
ZY
r2Aδµν − 3rA;µrA;ν
r5A
V =
￿￿￿￿￿￿
Vxx Vxy Vxz
Vyx Vyy Vyz
Vzx Vzy Vzz
￿￿￿￿￿￿
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The	  EFG	  tensor	  is	  symmetric	  (Vxy	  =	  Vyx	  and	  so	  on)	  and	  can	  additionally	  be	  diagonalised	  (i.e	  expressing	  it	  in	  the	  principal	  axis	  system),	  which	  makes	  the	  off-­‐diagonal	  elements	  vanish	  and	  results	  in	  the	  three	  principal	  components	  (or	  eigenvalues),	  here	  called	  Vxx,	  Vyy,	  Vzz	  and	  three	  eigenvectors,	  describing	  the	  orientation	  of	  the	  tensor	  in	  space.	  The	  EFG	  is	  non-­‐zero	  only	  when	  the	  charge	  distribution	  around	  the	  nucleus	  violates	  cubic	  symmetry.	  The	  largest	  of	  the	  eigenvalues	  (here	  defined	  to	  be	  Vzz	  )	  is	  then	  used	  to	  calculate	  the	  nuclear	  quadrupole	  coupling	  constant	  (NQCC)	  :	   	   (47)	  and	  the	  asymmetry	  parameter	  is	  defined	  as	  follows:	  	  	   	   (48)	  where	  Vzz	  ≥	  Vxx	  ≥Vyy	  .	  These	  two	  parameters	  are	  the	  only	  ones	  (other	  equations	  involving	  the	  product	  of	  Q	  and	  Vzz	  are	  also	  sometimes	  used)	  needed	  to	  fully	  describe	  the	  quadrupole	  interaction	  as	  it	  occurs	  in	  spectra	  due	  to	  the	  trace	  of	  the	  tensor	  being	  zero	  (Vzz	  +	  Vyy	  +Vxx	  =	  0	  ).	  The	  NQCC	  and	  the	  asymmetry	  parameter	  are	  usually	  refined	  during	  line	  shape	  analysis	  of	  solid-­‐state	  NMR	  spectra	  as	  well	  as	  gas-­‐phase	  microwave	  (MW)	  spectra.	  	  The	  EFG	  tensor	  is	  usually	  calculated	  in	  atomic	  units	  (au)	  by	  quantum	  chemistry	  codes.	  We	  note	  that	  different	  sign	  conventions	  are	  in	  use,	  e.g.	  the	  one	  used	  in	  the	  Gaussian	  0363/0964	  programs	  requires	  multiplication	  by	  -­‐1	  in	  order	  to	  get	  the	  correct	  sign	  for	  the	  NQCC	  for	  comparison	  with	  experimental	  data	  (when	  the	  sign	  of	  the	  NQCC	  is	  available).62	  	  In	  our	  work,	  Gaussian-­‐style	  Vzz	  values	  are	  always	  reported	  but	  CQ	  values	  from	  calculations	  have	  always	  been	  converted	  to	  the	  correct	  sign	  (the	  experimental	  sign).	  The	  following	  equation	  is	  used	  for	  convenience:	  	   	   (49)	  where	  Vzz	  is	  in	  au,	  CQ	  is	  in	  MHz,	  Q	  is	  in	  fm2	  and	  k	  =	  -­‐2.34964781	  au-­‐1	  Bohr2	  fm-­‐2	  MHz,	  is	  a	  constant	  that	  takes	  care	  of	  unit	  conversion,	  includes	  both	  e	  and	  h	  and	  takes	  care	  of	  the	  correct	  sign	  use	  for	  CQ.	  	  
2.5.2	  NMR	  chemical	  shifts	  	  NMR-­‐active	  nuclei	  are	  those	  with	  nuclear	  spin	  I	  >	  0	  and	  have	  2I+1	  nuclear	  energy	  levels,	  all	  degenerate	  under	  no	  applied	  field.	  When	  a	  field	  is	  applied,	  the	  degeneracy	  is	  lifted,	  opening	  up	  the	  possibility	  of	  performing	  spectroscopy	  by	  exciting	  the	  nucleus	  from	  one	  energy	  level	  to	  the	  other.	  	  The	  resonance	  frequency	  is	  the	  frequency	  of	  electromagnetic	  radiation	  that	  will	  excite	  the	  nucleus	  to	  another	  energy	  level	  and	  is	  defined	  as:	  	   	   (50)	  
CQ =
eQVzz
h
ηQ =
Vxx − Vyy
Vzz
CQ = kQVZZ
ν =
γB0
2π
(1− σ)
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where	  ν	  is	  the	  resonance	  frequency,	  γ	  the	  gyromagnetic	  ratio	  of	  the	  NMR	  nucleus	  (ratio	  of	  the	  magnetic	  dipole	  moment	  and	  its	  angular	  momentum)	  for	  each	  nuclide,	  B0	  the	  applied	  magnetic	  field	  and	  σ	  the	  shielding.	  The	  shielding	  results	  in	  the	  effective	  magnetic	  field	  at	  the	  nucleus	  to	  be	  different	  than	  the	  applied	  field.	  In	  NMR	  experiments,	  the	  resonance	  frequency	  is	  thus	  dependent	  on	  both	  the	  applied	  field	  and	  the	  shielding.	  Since	  the	  interest	  lies	  in	  using	  the	  magnetic	  resonance	  as	  a	  probe	  to	  chemical	  properties,	  the	  shift	  in	  resonance	  frequency	  is	  reported	  relative	  to	  a	  reference	  compound	  resulting	  in	  field-­‐independent	  chemical	  shifts,	  δ.	  	  The	  experimental	  chemical	  shift,	  δ,	  is	  therefore	  directly	  related	  to	  the	  shielding:	  	   	   (51)	  The	  last	  approximation	  seen	  in	  the	  Eq.	  51	  can	  be	  made	  because	  σref	  is	  usually	  very	  small	  compared	  to	  unity.	  	  From	  a	  non-­‐relativistic	  quantum	  mechanical	  perspective,	  the	  shielding,	  or	  the	  magnetic	  shielding	  tensor	  σNij	  of	  a	  nucleus	  N,	  is	  the	  mixed	  second	  derivative	  of	  the	  total	  molecular	  energy	  E	  with	  respect	  to	  the	  magnetic	  moment	  μN	  and	  the	  external	  magnetic	  field	  B:65	   	   (52)	  Computationally,	  the	  shielding	  is	  usually	  calculated	  as	  a	  sum	  of	  diamagnetic	  and	  paramagnetic	  contributions:8	  	   	   	   	   (53)	  It	  is	  the	  paramagnetic	  part	  σ(p)ij	  that	  is	  slightly	  troublesome	  to	  compute	  as	  it	  involves	  the	  derivative	  of	  the	  density	  matrix.	  This	  necessitates	  the	  use	  of	  the	  coupled-­‐perturbed	  SCF	  equations	  making	  chemical	  shift	  calculations	  more	  expensive	  than	  most	  other	  properties.8	  	  A	  further	  complication	  arises	  because	  the	  magnetic	  operators	  involved	  depend	  on	  the	  origin	  of	  the	  coordinate	  system	  leading	  to	  artificial	  origin-­‐dependent	  results.	  This	  is	  called	  the	  gauge	  problem.	  If	  a	  complete	  basis	  set	  is	  used,	  the	  results	  will	  be	  independent	  of	  the	  chosen	  origin,	  which	  is	  of	  course	  never	  the	  case	  in	  practice.	  Different	  ways	  of	  dealing	  with	  this	  gauge-­‐dependency	  have	  been	  proposed,	  the	  most	  satisfactory	  solution	  probably	  being	  the	  use	  of	  magnetic-­‐field	  dependent	  basis	  sets,	  the	  so	  called	  gauge-­‐including	  atomic	  orbitals	  method	  (GIAO).66	  With	  this	  method,	  the	  basis	  functions	  are	  made	  magnetic-­‐field	  dependent	  by	  multiplying	  them	  by	  a	  phase	  factor	  referring	  to	  the	  position	  of	  the	  nucleus:8	  	   	   (54)	  
δ =
νsample − νref
νref
× 106 = σref − σsample
1− σref ≈ σref − σsample
σNij =
￿
δ2E
δBiδµNj
￿
B,µN=0
σij = σ
(d)
ij + σ
(p)
ij
σ(d)ij =
α2
2
￿
µν
Pµν￿ϕµ|r−3A [rAr− rA,irj ]|ϕν￿
σ(p)ij =
α2
2
￿
µν
δPµν
δBi
￿ϕµ|(−i∇× (r−RA))jr−3A |ϕν￿
ϕ˜µ(χ,B) = ϕ
A
µ exp(i(α/2)(B×RA)r)
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The	  shielding	  is,	  due	  to	  its	  mixed	  second	  derivative	  form,	  an	  unsymmetrical	  tensor	  with	  3	  ×	  3	  different	  elements.	  	  	  
	   (55)	  The	  matrix	  can	  be	  split	  up	  into	  a	  symmetric	  part	  and	  an	  antisymmetric	  part.	  The	  antisymmetric	  part	  typically	  does	  not	  influence	  NMR	  spectra	  and	  is	  thus	  not	  of	  interest.	  The	  symmetric	  part	  of	  the	  tensor,	  σsym	  =	  ½	  (σ	  +	  σt	  ),	  where	  σt	  is	  the	  transpose	  of	  σ,	  can	  be	  diagonalised	  if	  expressed	  in	  the	  principal	  axis	  system,	  giving	  three	  orthogonal	  eigenvectors	  and	  three	  eigenvalues,	  σ11,	  σ22	  and	  σ33	  that	  describe	  the	  position	  and	  shape	  of	  the	  NMR	  signal	  (ignoring	  J	  coupling,	  quadrupole	  coupling	  and	  other	  effects).	  The	  eigenvectors	  describe	  the	  orientation	  of	  the	  tensor	  components	  in	  space.62	  The	  average	  of	  the	  eigenvalues	  is	  the	  isotropic	  shielding,	  σiso	  =	  ⅓	  (σ11	  +	  σ22	  +	  σ33).	  	  The	  isotropic	  chemical	  shift,	  δiso,	  of	  a	  nucleus	  in	  a	  molecule	  is	  evaluated	  by	  taking	  the	  difference	  in	  the	  isotropic	  shielding	  between	  it	  and	  the	  nucleus	  in	  an	  accepted	  reference	  molecule	  (usually	  the	  one	  that	  defines	  the	  origin	  of	  the	  chemical	  shift	  scale).	  	  	   	   (56)	  Computational	  chemical	  shifts	  are	  hence	  evaluated	  in	  an	  analogous	  way	  to	  NMR	  experiments.	  	  The	  principal	  components	  of	  the	  chemical	  shift	  tensor,	  that	  can	  be	  obtained	  from	  a	  solid-­‐state	  NMR	  spectrum,	  can	  be	  represented	  in	  several	  different	  ways.	  In	  this	  work	  we	  follow	  the	  Haeberlen-­‐Mehring-­‐Spiess	  convention67-­‐69	  as	  shown	  in	  Eqs.	  57-­‐60	  and	  Figure	  1.	  	   	   (57)	  	   (58)	  	   (59)	  
	   (60)	  where	  δσ	  is	  called	  the	  reduced	  anisotropy	  and	  ησ	  the	  asymmetry	  parameter.	  
	  
σ =
￿￿￿￿￿￿
σxx σxy σxz
σyx σyy σyz
σzx σzy σzz
￿￿￿￿￿￿
δiso = σref − σiso
δii = σiso,(ref) − σii(i = 1, 2, 3)
|δzz − δiso| ≥ |δxx − δiso| ≥ |δyy − δiso|
δσ = δzz − δiso
ησ =
δyy − δxx
δσ
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Figure	  1	  A	  static	  solid-­‐state	  NMR	  spectrum	  showing	  a	  specific	  assignment	  of	  the	  principal	  components	  according	  to	  the	  Haeberlen-­‐Mehring-­‐Spiess	  convention.	  Under	  magic	  angle	  spinning	  (MAS)	  conditions	  this	  spectrum	  would	  turn	  into	  a	  spinning-­‐sideband	  pattern	  with	  an	  envelope	  similar	  to	  this	  figure.	  	  Using	  this	  convention,	  the	  isotropic	  chemical	  shift	  gives	  the	  position	  of	  the	  NMR	  signal	  on	  the	  chemical	  shift	  scale	  (a	  relative	  shielding)	  while	  the	  reduced	  anisotropy	  and	  the	  asymmetry	  parameter	  describe	  the	  shape	  of	  the	  signal	  relative	  to	  the	  isotropic	  chemical	  shift.	  	  Finally,	  the	  spin-­‐spin	  coupling	  constant	  is	  a	  second	  order	  property	  like	  the	  chemical	  shift	  and	  is	  defined	  as	  the	  second	  derivative	  of	  the	  energy	  w.r.t.	  the	  magnetic	  moments	  of	  the	  nuclei.	  It	  involves	  the	  separate	  computation	  of	  four	  different	  terms	  that	  together	  contribute	  to	  the	  coupling	  pattern	  that	  often	  shows	  up	  in	  NMR	  spectra.70	  These	  are	  the	  Fermi	  contact	  term	  (KFC),	  the	  spin	  dipole	  term	  (KSD),	  the	  paramagnetic	  spin-­‐orbit	  term	  (KPSO)	  and	  the	  diamagnetic	  spin	  orbit	  term	  (KDSO),	  as	  originally	  deduced	  by	  Ramsey.71	  	  Computation	  of	  NMR	  properties	  usually	  involves	  single-­‐point	  calculations	  on	  previously	  optimised	  geometries	  using	  any	  quantum	  mechanics	  based	  method	  for	  which	  the	  necessary	  molecular	  property	  integrals	  have	  been	  coded.	  Normal	  basis	  sets	  can	  often	  be	  used,	  although	  it	  has	  been	  found	  that	  the	  addition	  of	  tight	  (large	  exponent)	  p	  functions	  for	  shielding	  constants72	  and	  tight	  s,	  p,	  d	  and	  f	  functions	  for	  spin-­‐spin	  couplings73	  can	  sometimes	  improve	  results.	  	  	  
2.6	  Partial	  atomic	  charges	  Partial	  atomic	  charge	  is	  a	  much	  used	  concept	  in	  chemistry	  that	  gives	  at	  least	  a	  useful	  qualitative	  description	  of	  the	  charge	  distribution	  in	  a	  molecule.	  Atomic	  charge,	  however,	  is	  a	  rather	  ill-­‐defined	  property.	  The	  problem	  is	  defining	  where	  one	  atom	  ends	  and	  another	  begins	  in	  a	  molecule	  when	  dividing	  up	  the	  electron	  density.	  Additionally,	  partioning	  the	  electronic	  density	  into	  a	  simple	  monopole	  distribution	  will	  always	  be	  an	  approximation	  that	  is	  most	  easily	  improved	  upon	  by	  calculating	  higher	  order	  multipoles	  instead	  of	  just	  atomic	  charges.	  Nevertheless,	  atomic	  charges	  remain	  very	  useful:	  they	  are	  used	  to	  describe	  the	  Coulomb	  component	  in	  force	  fields	  for	  example	  and	  can	  be	  used	  to	  define	  a	  simple	  embedding	  potential	  in	  electrostatic	  embedding	  QM/MM.	  	  One	  of	  the	  simplest	  ways	  of	  calculating	  partial	  atomic	  charges	  from	  the	  result	  of	  an	  electronic	  structure	  calculation	  is	  by	  calculating	  Mulliken	  charges.	  Here	  the	  electrons	  are	  divided	  up	  so	  that	  they	  belong	  to	  an	  atom	  according	  to	  how	  the	  atom-­‐centered	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basis	  functions	  contribute	  to	  the	  molecular	  orbitals.	  One	  of	  the	  problems	  with	  Mulliken	  analysis,	  however,	  is	  that	  when	  it	  is	  performed	  using	  a	  non-­‐orthogonal	  basis	  set,	  artifacts	  are	  created.1	  Additionally,	  in	  Mulliken	  analysis,	  shared	  electrons	  are	  divided	  up	  equally	  between	  the	  atoms	  on	  which	  the	  basis	  functions	  are,	  meaning	  that	  Mulliken	  analysis	  ignores	  the	  fact	  that	  some	  atoms	  may	  have	  very	  different	  electronegativities.	  The	  basis	  set	  sensitivity	  of	  Mulliken	  charges	  is	  also	  a	  problem.74	  	  The	  Natural	  Population	  Analysis	  (NPA)	  scheme	  by	  Weinhold	  et	  al.75	  is	  a	  significant	  improvement	  upon	  Mulliken	  analysis.	  Here	  the	  basis	  set	  is	  first	  made	  orthogonal	  by	  a	  complex	  orthogonalisation	  scheme,	  before	  a	  Mulliken-­‐like	  division	  of	  electrons	  is	  performed.	  The	  NPA	  scheme	  thus	  removes	  the	  artifacts	  of	  using	  a	  non-­‐orthogonal	  basis	  set	  and	  the	  charges	  are	  much	  better	  behaved	  with	  respect	  to	  increasing	  basis	  set	  size.	  	  ESP	  charges	  belong	  to	  another	  type	  of	  partial	  atomic	  charges.	  The	  electrostatic	  potential	  (ESP)	  is	  calculated	  on	  points	  on	  a	  vdW	  surface	  around	  the	  molecule	  and	  atomic	  charges	  are	  fitted	  so	  that	  they	  reproduce	  the	  ESP	  and	  the	  total	  charge.76,77	  	  None	  of	  these	  charge	  models	  are	  perfect	  but	  are	  useful	  for	  different	  purposes.	  In	  this	  work	  we	  have	  mostly	  used	  NPA	  charges	  but	  have	  also	  compared	  them	  with	  Mulliken	  and	  ESP	  charges	  in	  some	  chapters.	  	  
2.7	  Continuum	  solvation	  models	  	  Continuum	  solvation	  models	  account	  for	  solvent	  effects	  implicitly	  by	  describing	  the	  solute	  by	  a	  charge	  distribution	  (often	  quantum	  mechanical)	  in	  a	  (usually	  molecule-­‐shaped)	  cavity	  in	  a	  dielectric	  medium	  that	  describes	  the	  solvent,	  and	  the	  interaction	  between	  solute	  and	  solvent.	  The	  dielectric	  medium	  is	  defined	  essentially	  by	  the	  dielectric	  constant	  (or	  sometimes	  the	  relative	  permittivity	  (a	  scalar	  function	  of	  position)),	  which	  can	  be	  understood	  as	  the	  polarity	  of	  the	  solvent	  (water	  being	  polar	  has	  a	  high	  dielectric	  constant,	  while	  hexane	  being	  nonpolar	  has	  a	  low	  dielectric	  constant).	  The	  charge	  distribution	  of	  the	  solute	  can	  polarise	  the	  dielectric	  medium	  and	  the	  dielectric	  medium	  can	  polarise	  the	  solute	  and	  the	  total	  electrostatic	  potential	  due	  to	  the	  mutual	  polarisation	  of	  solute	  and	  solvent	  is	  obtained	  by	  solving	  the	  nonhomogenous	  Poisson	  electrostatics	  equation:	  1,78	  	   	   (61)	  where	  ∇	  is	  the	  Nabla	  operator,	  ε	  the	  dielectric	  constant,	  Φ	  the	  total	  electrostatic	  potential	  and	  ρf	  the	  solute	  charge	  distribution.	  If	  solved	  in	  a	  vacuum	  (ε	  =1)	  with	  ρf	  approximated	  as	  a	  positive	  point	  charge	  (a	  crude	  approximation	  of	  a	  cation),	  the	  Poisson	  equation	  leads	  to	  the	  simple	  Coulomb	  potential	  of	  a	  point	  charge	  in	  a	  vacuum.	  If	  ε	  is	  something	  else	  and	  ρf	  	  a	  more	  complicated	  charge	  distribution,	  the	  total	  potential	  that	  is	  obtained	  is	  the	  simple	  vacuum	  Coulomb	  potential	  plus	  a	  reaction	  field:	  	  	   Φ	  =	  ϕvac	  +	  ϕrxn	   (62)	  
∇ · (￿∇Φ) = −4πρf
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Continuum	  solvation	  models	  that	  use	  a	  quantum	  mechanics	  based	  description	  of	  the	  solute	  ρf	  will	  only	  be	  mentioned	  in	  this	  work	  (others	  use	  a	  classical	  charge	  distribution,	  e.g.	  Generalized	  Born	  and	  do	  not	  start	  from	  the	  Poisson	  equation).1	  	  The	  (electrostatic)	  free	  energy	  of	  solvation	  is	  then	  obtained	  by	  solving	  the	  following	  equation:	  	   	   (63)	  where	  ψ	  is	  the	  polarised	  wavefunction,	  ψ0	  the	  unpolarised	  wavefunction,	  H0	  the	  normal	  Hamiltonian,	  e	  the	  elementary	  charge	  and	  ϕrxn	  the	  reaction	  field.	  Solving	  the	  Schrödinger	  equation	  (WFT,DFT)	  in	  the	  presence	  of	  the	  reaction	  field	  leads	  to	  a	  new	  electrostatic	  potential,	  that	  leads	  to	  a	  new	  reaction	  field;	  these	  equations	  must	  thus	  be	  iterated	  until	  self-­‐consistence.	  A	  well	  known	  continuum	  solvation	  model	  is	  the	  polarisable	  continuum	  model	  (PCM)3	  where	  the	  Poisson	  equation	  is	  solved	  for	  a	  set	  of	  charges	  (approximating	  the	  reaction	  field	  potential)	  that	  sit	  on	  the	  cavity	  surface	  (boundary	  element	  method)	  and	  polarise	  the	  quantum	  charge	  distribution.	  The	  cavity	  is	  defined	  by	  combining	  atom-­‐centered	  spheres	  that	  together	  define	  a	  surface.	  	  Many	  other	  solvation	  models	  are	  variants	  of	  PCM	  and	  differ	  mainly	  in	  the	  way	  the	  cavity	  is	  defined	  or	  how	  non-­‐electrostatic	  effects	  are	  taken	  into	  account.	  In	  the	  IPCM79	  method	  for	  example,	  the	  cavity	  surface	  is	  defined	  by	  a	  constant	  value	  of	  the	  gas-­‐phase	  electron	  density	  and	  in	  the	  SCIPCM	  method79	  the	  same	  surface	  is	  iterated	  self-­‐consistently.	  In	  the	  recent	  SMD	  solvation	  model,78	  the	  standard	  PCM	  model	  is	  used	  (or	  rather	  the	  modern	  integral-­‐equation-­‐formalism)	  but	  using	  a	  special	  set	  of	  atomic	  radii	  that	  define	  the	  atomic	  spheres,	  cavity	  and	  surface	  and	  an	  additional	  component	  that	  accounts	  for	  non-­‐electrostatic	  effects.	  	  	  Drawbacks	  of	  continuum	  solvation	  models	  include	  the	  approximation	  of	  describing	  a	  large	  complicated	  chemical	  system	  (ideally	  described	  explicitly	  by	  quantum	  mechanics)	  by	  a	  simple	  polarised	  dielectric	  medium	  as	  well	  as	  ambiguities	  involving	  the	  size	  and	  shape	  of	  the	  cavity,	  approximations	  of	  the	  non-­‐electrostatic	  effects	  (cavitation,	  dispersion,	  exchange-­‐repulsion,	  charge-­‐transfer	  etc.)	  if	  included	  at	  all,	  and	  many	  others.	  	  	  
2.8	  QM/MM	  methods	  The	  idea	  behind	  quantum	  mechanics	  /	  molecular	  mechanics	  methods	  (QM/MM)	  is	  to	  retain	  the	  atomic	  degrees	  of	  freedom	  of	  the	  real	  molecular	  system	  one	  wants	  to	  model,	  by	  replacing	  most	  of	  the	  full	  quantum	  mechanical	  description	  with	  molecular	  mechanics	  (an	  approximation	  to	  quantum	  mechanics).	  The	  quantum	  mechanical	  part	  (usually	  in	  the	  center	  of	  the	  system)	  thus	  describes	  the	  main	  region	  of	  interest	  while	  molecular	  mechanics	  acts	  as	  an	  approximation	  to	  the	  environment	  surrounding	  the	  quantum	  mechanical	  part.	  	  Almost	  all	  QM/MM	  methods	  can	  be	  described	  by	  the	  additive	  equation:80	  	  	   	   	   	   EQM/MM	  =	  EQM(I)	  +	  EMM(II)	  +	  EQM-­‐MM(I	  ,	  II)	   	  	   	   	   	  	  (64)	  
∆Gelstat = ￿ψ|H0 − e
2
φrxn|ψ￿+ e
2
￿
k
Zkφ
rxn
k − ￿ψ0|H0|ψ0￿
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Where	  EQM/MM	  is	  the	  total	  energy	  of	  the	  system,	  EQM(I)	  is	  the	  QM	  energy	  of	  the	  QM	  region	  (I),	  EMM	  is	  the	  MM	  energy	  of	  the	  MM	  region	  (II)	  and	  EQM-­‐MM(I	  ,	  II)	  is	  the	  QM-­‐MM	  interaction	  term	  between	  the	  two	  regions.	  	  The	  EQM(I)	  term	  is	  simply	  a	  normal	  quantum	  mechanics	  calculated	  energy	  using	  any	  suitable	  method.	  The	  only	  prerequisite	  is	  that	  the	  QM	  method	  must	  be	  able	  to	  perform	  energy	  and	  gradient	  calculations	  in	  the	  presence	  of	  external	  point	  charges	  when	  using	  the	  electrostatic	  embedding	  scheme	  (see	  later).	  The	  EMM	  energy	  expression	  consists	  of	  both	  bonded	  (bonds,	  angles	  and	  dihedrals)	  and	  nonbonded	  (Lennard-­‐Jones	  potential	  and	  the	  Coulomb	  potential	  of	  point	  charges)	  terms:	  	   	  	   	   	   	  	   (65)	  where	  the	  constants	  kX,	  d0,	  θ0,	  δ,	  ε,	  σ,	  qA,	  qB	  are	  fitted	  so	  that	  the	  force	  field	  reproduces	  conformational	  energies,	  interaction	  energies	  etc.	  of	  molecular	  systems	  for	  which	  the	  force	  field	  is	  intended.	  Several	  parameterised	  force	  fields	  are	  available	  to	  describe	  proteins,	  for	  example	  the	  CHARMM	  force	  field81,82	  which	  is	  used	  in	  this	  work.	  	  It	  is	  the	  EQM-­‐MM(I	  ,	  II)	  term	  that	  essentially	  distinguishes	  different	  QM/MM	  methods	  from	  one	  another	  (apart	  from	  the	  use	  of	  different	  force	  fields)	  as	  it	  takes	  care	  of	  the	  coupling	  terms	  (bonded,	  van	  der	  Waals	  (vdW)	  and	  electrostatic	  interactions)	  between	  the	  different	  regions:	  	   	   	   	   EQM-­‐MM(I	  ,	  II)	  =	  EbQM-­‐MM	  +	  EvdWQM-­‐MM	  +	  EelQM-­‐MM	  	   	   	   	  (66)	  The	  bonded	  and	  vdW	  terms	  of	  EQM-­‐MM(I,II)	  are	  described	  at	  the	  MM	  level.	  The	  vdW	  interaction	  is	  usually	  described	  by	  a	  Lennard-­‐Jones	  potential,	  necessitating	  Lennard-­‐Jones	  parameters	  for	  all	  QM	  atoms.	  In	  theory,	  every	  atom	  of	  the	  QM	  region	  interacts	  with	  every	  atom	  of	  the	  MM	  region,	  but	  in	  practice	  only	  the	  atoms	  closest	  to	  the	  boundary	  contribute	  significantly.	  	  	  The	  electrostatic	  QM-­‐MM	  interaction,	  which	  is	  the	  most	  important	  term,	  can	  be	  described	  by	  several	  different	  methods,	  the	  models	  can	  be	  classified	  by	  their	  increasing	  complexity,	  as	  mechanical	  embedding,	  electrostatic	  embedding	  and	  polarised	  embedding.	  In	  the	  mechanical	  embedding	  scheme	  the	  electrostatic	  interations	  between	  QM	  atoms	  and	  MM	  atoms	  is	  handled	  at	  the	  MM	  level	  where	  the	  MM	  charge	  model	  (usually	  rigid	  atomic	  point	  charges)	  is	  used	  to	  calculate	  the	  interaction	  between	  QM	  and	  MM	  atoms	  where	  point	  charges	  for	  all	  QM	  atoms	  must	  be	  defined.	  Mechanical	  embedding	  is	  most	  often	  used	  in	  a	  subtractive	  QM/MM	  approach	  where	  the	  EMM	  term	  is	  calculated	  for	  the	  whole	  system	  (I+II)	  right	  from	  the	  beginning.	  The	  main	  problem	  with	  mechanical	  embedding	  is	  that	  the	  QM-­‐based	  electron	  density	  is	  simplified	  into	  a	  simple	  model	  of	  point	  charges	  which	  is	  additionally	  not	  influenced	  directly	  by	  the	  charges	  of	  the	  MM	  region	  (usually).	  	  	  The	  electrostatic	  embedding	  scheme	  is	  a	  natural	  extension	  to	  mechanical	  embedding.	  The	  electrostatic	  interaction	  is	  simply	  calculated	  at	  the	  same	  time	  as	  the	  EQM(I)	  term	  by	  incorporating	  the	  point	  charges	  of	  the	  MM	  region	  as	  an	  electron	  point-­‐charge	  term	  
EMM =
￿
bonds
kd(d− d0)2 +
￿
angles
kθ(θ − θ0)2 +
￿
dihedrals
kφ[1 + cos(nφ+ δ)]
+
￿
nonbonded
￿AB [(
σAB
rAB
)12 − (σAB
rAB
)6)] +
1
4π￿0
qAqB
rAB
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and	  a	  nucleus	  point-­‐charge	  into	  the	  Hamiltonian	  of	  the	  QM	  calculation	  of	  the	  QM	  region.	  The	  nucleus	  point-­‐charge	  term	  is	  straightforward	  and	  the	  electron	  point-­‐charge	  term	  is	  simply	  calculated	  in	  the	  same	  way	  as	  the	  electron-­‐nucleus	  term	  is	  calculated.	  The	  quantum	  mechanical	  electron	  density	  is	  thus	  influenced	  by	  the	  surroundings	  directly	  and	  can	  adapt	  to	  any	  changes	  occurring	  in	  the	  MM	  region.	  	  A	  polarised	  embedding	  scheme	  takes	  electrostatic	  embedding	  one	  step	  further	  by	  using	  a	  MM	  charge	  model	  that	  can	  be	  polarised	  as	  well	  (by	  the	  QM	  electron	  density),	  sometimes	  involving	  completely	  mutual	  polarisation	  in	  which	  case	  a	  self-­‐consistent	  cycle	  is	  required	  at	  each	  QM/MM	  energy	  evaluation.	  Several	  different	  polarised	  embedding	  approaches	  have	  been	  suggested:	  polarised	  point	  dipoles	  scheme	  where	  assigned	  atomic	  polarisabilities	  induce	  point	  dipoles,	  Drude	  oscillator/shell/charge-­‐on-­‐spring	  models	  where	  an	  additional	  opposite-­‐sign	  point	  charge	  is	  attached	  to	  the	  MM	  atom	  connected	  by	  a	  harmonic	  spring	  creating	  a	  dipole,	  fluctuating	  charges	  and	  more.80	  	  Electrostatic	  embedding	  and	  polarised	  embedding	  QM/MM	  can	  also	  be	  looked	  at	  in	  the	  general	  context	  of	  effective	  embedding	  potentials.	  The	  QM	  system	  is	  embedded	  by	  an	  embedding	  potential,	  just	  like	  the	  effective	  potentials	  in	  the	  single	  electron	  HF/Kohn-­‐Sham	  equations.	  In	  electrostatic/polarised	  embedding	  QM/MM,	  the	  embedding	  potential	  is	  (usually)	  a	  simple	  Coulomb	  point	  charge	  potential	  (the	  point	  charge	  approximating	  the	  multi-­‐particle	  atom),	  an	  approximation	  to	  the	  real	  smeared	  out	  Coulomb	  multi-­‐particle	  term	  of	  the	  surroundings.	  Continuum	  solvation	  models	  can	  also	  be	  seen	  as	  embedding	  potentials.	  A	  higher-­‐order	  multipole	  potential	  goes	  a	  step	  further	  towards	  the	  real	  potential	  but	  still	  neglects	  exchange-­‐repulsion	  effects	  that	  can	  in	  principle	  be	  included	  as	  well	  in	  an	  embedding	  potential.	  The	  most	  complicated	  embedding	  potentials	  are	  those	  involving	  whole	  electron	  densities,	  usually	  frozen,	  as	  in	  the	  frozen	  density	  embedding	  methods.83-­‐86	  	  A	  specific	  problem	  remains	  that	  concerns	  the	  division	  of	  the	  system	  into	  QM	  and	  MM	  regions.	  Covalent	  bonds	  often	  end	  up	  being	  cut	  by	  the	  QM-­‐MM	  boundary,	  especially	  for	  systems	  such	  as	  proteins.	  As	  the	  dangling	  bond	  of	  the	  QM	  region	  needs	  to	  be	  saturated,	  one	  of	  the	  simplest	  solutions	  is	  to	  include	  link	  atoms	  (usually	  H)	  as	  part	  of	  the	  QM	  region	  in	  the	  QM	  energy	  calculation.	  Since	  the	  added	  link	  atoms	  constitute	  an	  additional	  energy	  term,	  it	  should	  be	  corrected	  for,	  in	  practice	  though,	  this	  is	  rarely	  done.	  However,	  since	  the	  link	  atom	  will	  be	  very	  close	  to	  the	  first	  MM	  atom	  at	  the	  boundary,	  a	  strong	  artificial	  electrostatic	  interaction	  will	  be	  present.	  One	  approach	  to	  solve	  this	  problem	  is	  called	  charge-­‐shifting	  which	  removes	  the	  charge	  from	  the	  MM	  atom	  and	  divides	  it	  among	  the	  nearest	  bonded	  MM	  atoms.87,88	  	  Other	  methods	  to	  deal	  with	  the	  QM-­‐MM	  boundary	  are	  boundary-­‐atom	  schemes	  where	  the	  MM	  atom	  involved	  in	  the	  cut	  is	  transformed	  into	  a	  special	  boundary	  atom	  which	  mimics	  both	  the	  QM	  interaction	  and	  the	  MM	  interaction,	  and	  localised-­‐orbital	  schemes	  where	  hybrid	  orbitals	  are	  placed	  at	  the	  boundary	  (saturating	  the	  dangling	  bond)	  and	  frozen	  so	  that	  they	  are	  not	  part	  of	  the	  SCF	  iterations.80	  	  QM/MM	  calculations	  can	  nowadays	  be	  performed	  using	  many	  different	  programs,	  often	  these	  are	  quantum	  chemistry	  programs	  that	  have	  incorporated	  some	  molecular	  mechanics	  functionality	  or	  the	  other	  way	  around.	  	  Chemshell,	  on	  the	  other	  hand,	  is	  a	  computational	  chemistry	  program	  which	  is	  neither.88,89	  It	  uses	  a	  modular	  approach	  that	  links	  together	  different	  external	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programs	  through	  a	  programmable	  interface	  based	  on	  the	  Tool	  Command	  Language	  (Tcl).	  The	  main	  speciality	  of	  the	  program	  is	  in	  hybrid	  QM/MM	  simulations	  where	  in	  principle	  any	  quantum	  chemistry	  program	  can	  be	  linked	  to	  any	  molecular	  mechanics	  program	  to	  perform	  QM/MM	  calculations	  where	  the	  Chemshell	  program	  is	  responsible	  for	  the	  geometry	  optimisations/molecular	  dynamics	  simulations,	  the	  QM/MM	  coupling	  and	  the	  data	  management.	  The	  program	  allows	  one	  to	  do	  geometry	  optimisation	  and	  molecular	  dynamics	  simulations	  on	  small	  to	  large	  chemical	  systems	  using	  a	  variety	  of	  different	  quantum	  chemistry	  programs	  and	  molecular	  mechanics	  programs	  through	  pre-­‐programmed	  interfaces.	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Chapter	  3.	  Modelling	  environmental	  effects	  on	  chemical	  shift	  and	  
EFG	  properties:	  From	  molecular	  crystals	  to	  metalloenzymes	  	  	  
3.1	  Introduction:	  experimental	  and	  computational	  NMR	  spectroscopy	  Nuclear	  magnetic	  resonance,	  NMR,	  is	  one	  of	  the	  most	  important	  analytic	  tools	  to	  investigate	  molecular	  structure	  as	  it	  gives	  direct	  information	  about	  the	  chemical	  environment	  by	  measuring	  a	  difference	  in	  shielding	  as	  a	  magnetic	  field	  is	  applied	  around	  an	  NMR	  active	  nucleus.	  It	  is	  also	  a	  non-­‐destructive	  technique	  as	  the	  electromagnetic	  radiation	  is	  on	  the	  radiowave	  scale.	  	  Standard	  NMR	  spectroscopy	  is	  most	  often	  applied	  to	  well	  behaved	  I=½	  nuclides	  like	  1H.	  The	  1H	  nuclide	  has	  very	  favourable	  magnetic	  properties	  (e.g.	  a	  large	  gyromagnetic	  ratio)	  and	  high	  abundance,	  making	  it	  an	  excellent	  probe	  to	  hydrogen-­‐containing	  molecules.	  With	  better	  spectrometers	  and	  the	  Fourier-­‐Transform	  technique,	  it	  has	  become	  possible	  to	  measure	  other	  I=½	  nuclides	  with	  lower	  abundance	  like	  13C	  and	  15N.	  However,	  I>½	  nuclides	  have	  always	  been	  troublesome	  due	  to	  quadrupolar	  broadening	  effects	  on	  the	  spectra,	  resulting	  from	  the	  quadrupole	  interaction.	  	  	  Transition	  metal	  NMR	  spectroscopy	  has	  the	  advantage	  of	  being	  a	  direct	  probe	  to	  the	  chemistry	  of	  a	  metal	  complex	  and	  transition	  metal	  nuclei	  have	  a	  very	  large	  chemical	  shift	  range	  (many	  thousands	  of	  ppm)	  and	  thus	  a	  much	  larger	  sensitivity	  to	  structural	  changes	  than	  the	  1H	  nucleus.	  There	  are	  problems,	  however,	  associated	  with	  small	  magnetic	  moments,	  small	  to	  large	  nuclear	  quadrupole	  moments	  leading	  to	  broadness	  of	  peaks	  (especially	  in	  solution),	  a	  range	  of	  different	  relaxation	  times,	  low	  abundance	  and	  a	  generally	  lesser	  sensitivity	  than	  1H	  NMR.90	  But	  with	  spectrometers	  becoming	  more	  powerful	  and	  new	  detection	  methods	  being	  constantly	  developed,	  NMR	  spectroscopy	  of	  transition	  metal	  nuclides	  is	  gradually	  becoming	  a	  very	  useful	  and	  approachable	  spectroscopic	  method.	  	  	  	  There	  has	  been	  much	  progress	  in	  solid-­‐state	  NMR	  spectroscopy	  techniques	  over	  the	  years	  and	  solid-­‐state	  NMR	  for	  quadrupolar	  nuclides	  is	  much	  more	  approachable	  than	  solution	  NMR	  despite	  the	  fast	  quadrupolar	  relaxation	  that	  can	  lead	  to	  very	  large	  peak	  broadening	  effects.91	  A	  static	  solid-­‐state	  NMR	  spectrum	  is	  typically	  a	  broad	  featureless	  spectrum	  (see	  Figure	  1)	  that	  can	  be	  hard	  to	  analyse	  as	  the	  nucleus	  in	  a	  condensed	  phase	  experiences	  many	  interactions.	  By	  spinning	  the	  sample	  at	  a	  specific	  angle	  (the	  magic	  angle:	  54.74°)	  the	  main	  three	  orientation	  dependent	  interactions	  (dipolar	  coupling,	  chemical	  shift	  anisotropy	  and	  quadrupolar	  coupling)	  can	  be	  averaged	  (out,	  in	  the	  case	  of	  dipolar	  coupling),	  resulting	  in	  a	  much	  clearer	  spectrum	  with	  a	  spinning	  sideband	  pattern	  (multiples	  of	  the	  spinning	  speed).	  This	  is	  called	  magic	  angle	  spinning	  (MAS).	  In	  solid-­‐state	  NMR	  spectroscopy,	  the	  orientation	  of	  the	  molecule	  will	  influence	  the	  spectrum	  as	  the	  medium	  itself	  is	  ordered	  (in	  contrast	  to	  solution	  NMR)	  and	  the	  chemical	  shift	  and	  quadrupole	  coupling	  are	  orientation	  dependent.	  This	  orientation	  dependency	  or	  anisotropy	  is	  described	  by	  two	  molecular	  property	  tensors,	  together	  essentially	  defining	  the	  complete	  spectrum	  that	  is	  obtained.	  These	  are	  the	  chemical	  shift	  tensor	  and	  the	  nuclear	  quadrupole	  coupling	  tensor,	  the	  latter	  of	  which	  is	  determined	  by	  the	  EFG	  (electric	  field	  gradient)	  tensor.	  	  NMR	  spectroscopy	  can	  be	  an	  especially	  important	  technique	  for	  systems	  containing	  so	  called	  spectroscopically	  silent	  atoms,	  i.e.	  systems	  that	  show	  featureless	  UV/VIS	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spectra	  and	  are	  diamagnetic.	  These	  include	  biologically	  prevalent	  metal	  atoms	  such	  as	  magnesium,	  calcium,	  sodium	  and	  zinc.	  The	  diamagnetism	  prevents	  electron	  paramagnetic	  resonance	  (EPR)	  spectroscopy	  from	  being	  applied	  which	  is	  one	  of	  the	  most	  valuable	  spectroscopic	  techniques	  in	  transition	  metal	  chemistry.	  There	  is	  in	  fact	  great	  potential	  for	  NMR	  spectroscopy	  in	  the	  field	  of	  bioinorganic	  and	  medicinal	  inorganic	  chemistry	  as	  highlighted	  in	  a	  recent	  review92,	  since	  metal	  ions	  act	  as	  important	  catalytic	  cofactors	  of	  enzymes,	  as	  structure-­‐stabilising	  ions	  of	  large	  molecules,	  and	  even	  as	  enzyme	  inhibitors	  in	  the	  case	  of	  metallodrugs.	  In	  fact	  one	  third	  of	  all	  enzymes	  contain	  tightly	  bound	  metal	  ions.93	  With	  better	  instrumentation	  and	  detection	  methods,	  transition	  metal	  NMR	  spectroscopy	  in	  bioinorganic	  chemistry	  can	  yield	  crucial	  structural	  or	  even	  dynamical	  information,	  e.g.	  probing	  a	  single	  metal	  ion	  inside	  a	  cofactor	  of	  a	  large	  enzyme	  becomes	  possible.	  There	  are	  already	  studies	  where	  this	  has	  been	  achieved:	  recent	  examples	  are	  51V	  NMR	  of	  the	  vanadate	  cofactor	  of	  vanadium	  chloroperoxidase,94	  67Zn	  NMR	  of	  human	  carbonic	  anhydrase,95	  25Mg	  NMR	  of	  DNA	  repair	  protein	  APE196	  and	  65Cu	  NMR	  of	  the	  blue	  copper	  protein	  azurin.97	  	  	  NMR	  properties	  of	  metal	  nuclei	  are	  not	  as	  well	  known	  as	  others	  and	  this	  is	  where	  first	  principles	  calculations	  can	  be	  very	  useful.	  Traditional	  13C	  and	  1H	  NMR	  have	  become	  such	  useful	  spectroscopic	  techniques	  because	  the	  shielding	  environment	  is	  flexible	  but	  also	  because	  much	  data	  has	  accumulated	  over	  the	  years	  and	  thus	  many	  empirical	  models	  exist	  to	  help	  interpret	  spectra.	  As	  NMR	  spectroscopy	  of	  transition	  metal	  nuclides	  is	  not	  as	  popular	  yet,	  empirical	  models	  are	  not	  as	  available.	  This	  becomes	  the	  strength	  of	  quantum	  chemical	  calculations,	  to	  predict	  and	  explain	  NMR	  properties	  of	  molecules	  from	  first	  principles,	  in	  the	  not	  yet	  mature	  area	  of	  transition	  metal	  NMR	  spectroscopy.	  	  Density	  functional	  theory	  is	  usually	  the	  electronic	  structure	  method	  of	  choice	  for	  NMR	  computations	  as	  second-­‐order	  properties	  such	  as	  chemical	  shifts	  are	  very	  expensive	  to	  calculate	  with	  most	  higher	  order	  WFT	  methods65	  and	  low	  order	  WFT	  methods	  based	  on	  Møller-­‐Plesset	  theory	  usually	  do	  not	  do	  so	  well	  for	  transition	  metal	  compounds.98-­‐100	  Hybrid	  density	  functionals	  have	  been	  found	  to	  have	  an	  advantage	  over	  GGA	  functionals	  for	  the	  chemical	  shifts	  of	  some	  transition	  metal	  nuclides	  although	  currently	  no	  single	  functional	  is	  suitable	  for	  all	  nuclides.101	  There	  have	  been	  studies	  that	  go	  beyond	  static	  calculations	  and	  take	  both	  zero-­‐point	  geometric	  and	  thermal	  averaging	  geometric	  effects	  into	  account	  by	  DFT-­‐based	  molecular	  dynamics.	  Overall	  it	  has	  been	  found	  that	  such	  effects	  tend	  to	  be	  small	  (with	  exceptions)	  and	  are	  often	  overshadowed	  by	  the	  error	  introduced	  by	  the	  DFT	  approximation.101	  Solvent	  effects	  on	  transition	  metal	  chemical	  shifts	  have	  also	  been	  studied	  for	  vanadium,	  manganese,	  iron	  and	  cobalt	  complexes	  102-­‐105.	  Overall,	  the	  solvent	  effects	  tend	  to	  be	  small	  with	  some	  exceptions	  and	  the	  effect	  is	  usually	  of	  a	  geometric	  nature.	  Chapter	  3.2	  discusses	  benchmarking	  of	  DFT	  functionals	  in	  more	  detail	  for	  51V	  chemical	  shift	  calculations.	  Much	  less	  is	  known	  about	  computations	  of	  quadrupole	  coupling	  parameters	  that	  influence	  solid-­‐state	  NMR	  spectra	  of	  quadrupolar	  nuclei	  and	  this	  will	  be	  the	  subject	  of	  Chapter	  3.3.	  	  The	  solid	  state	  presents	  new	  challenges	  for	  molecular	  property	  calculations	  compared	  to	  the	  gas	  and	  liquid	  states.	  Calculations	  of	  molecular	  properties	  that	  are	  to	  be	  compared	  with	  solid-­‐state	  experimental	  data,	  are	  often	  performed	  in	  the	  gas-­‐phase,	  and	  a	  common	  theme	  in	  many	  such	  studies	  in	  the	  literature	  is	  the	  question	  of	  whether	  quantum	  mechanics	  optimised	  structures	  or	  X-­‐ray	  structures	  should	  be	  used.106-­‐110	  The	  X-­‐ray	  structure	  represents	  a	  thermally	  averaged	  crystal-­‐packed	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structure,	  but	  it	  is	  taken	  out	  of	  its	  solid	  environment	  and	  may	  not	  always	  be	  accurate.	  In	  particular,	  static	  or	  dynamic	  disorder	  of	  the	  crystal,	  if	  gone	  undetected,	  can	  introduce	  severe	  artifacts	  on	  individual	  geometric	  parameters,	  which	  can	  have	  detrimental	  effects	  on	  subsequent	  molecular	  property	  evaluations.	  Quantum	  mechanical	  geometry	  optimisations	  in	  the	  gas-­‐phase,	  on	  the	  other	  hand,	  afford	  equilibrium	  structures	  lacking	  effects	  from	  thermal	  motion	  or	  the	  environment.	  	  Two	  QM/MM-­‐based	  approaches,	  called	  the	  embedded	  ion	  method	  (EIM)111	  and	  extended	  embedded	  ion	  method	  (EEIM),	  have	  recently	  been	  successfully	  used	  to	  calculate	  NMR	  properties	  of	  molecular	  crystals	  and	  ionic	  solids112-­‐115	  using	  self-­‐consistent	  point	  charges	  and	  Ewald	  lattice	  sums.	  A	  QM/MM	  approach	  has	  also	  recently	  been	  used	  to	  model	  environmental	  effects	  on	  charge	  density	  distributions	  in	  the	  methyl	  lithium	  crystal.116	  These	  embedded	  molecular	  property	  calculations	  use	  either	  experimental	  X-­‐ray	  geometries	  or	  in	  some	  cases	  optimised	  hydrogen	  positions.	  Typically,	  QM/MM	  studies	  require	  a	  full-­‐fledged	  force	  field	  (i.e.	  well-­‐parameterised	  bonded	  and	  non-­‐	  bonded	  terms	  of	  the	  whole	  molecule)	  for	  the	  MM	  region	  in	  order	  to	  perform	  geometry	  optimisations.	  This	  is	  not	  a	  problem	  when	  modeling	  proteins,	  for	  instance,	  for	  which	  many	  bespoke,	  well-­‐parameterised	  force	  fields	  exist.	  On	  the	  other	  hand,	  for	  many	  inorganic	  or	  organometallic	  molecules,	  and	  especially	  transition	  metal	  complexes,	  force	  field	  parameters	  often	  are	  unavailable	  or	  of	  limited	  transferability.	  	  An	  elegant	  way	  to	  model	  the	  solid	  state	  comes	  from	  periodic	  DFT	  approaches	  where	  the	  periodicity	  of	  the	  crystal	  is	  directly	  taken	  into	  account	  in	  calculations	  of	  the	  unit-­‐cell.	  In	  recent	  years,	  NMR	  calculations	  with	  periodic	  DFT	  approaches	  have	  become	  possible.117-­‐121	  These	  methods	  are	  very	  promising	  for	  modelling	  NMR	  properties	  in	  any	  kind	  of	  solid	  as	  they	  capture	  the	  environmental	  effects	  of	  the	  solid	  directly	  by	  design.	  Disadvantages	  of	  these	  approaches	  are	  that	  the	  core	  electrons	  are	  usually	  necessarily	  approximated	  by	  pseudopotentials	  which	  can	  affect	  NMR	  properties	  severely.	  The	  projector	  augmented	  wave	  (PAW)	  approach,	  originally	  by	  Blöchl122	  has	  been	  used	  to	  recover	  the	  proper	  nodal	  structure	  of	  the	  valence	  MOs	  in	  the	  core	  region	  in	  pseudopotential	  planewave	  NMR	  calculations	  with	  the	  gauge	  including	  projector	  augmented	  wave	  (GIPAW)	  method.117,118	  It	  is	  not	  always	  clear	  how	  sensitive	  the	  results	  are	  on	  the	  pseudopotentials	  that	  are	  used	  in	  the	  GIPAW	  method.	  Additionally,	  periodic	  DFT	  approaches	  are	  often	  limited	  to	  GGA	  DFT	  methods	  due	  to	  the	  difficult	  and	  expensive	  implementation	  of	  Hartree-­‐Fock	  exchange	  in	  periodic	  DFT	  codes	  although	  efforts	  towards	  more	  efficient	  Hartree-­‐Fock	  exchange	  have	  become	  more	  successful.123,124	  Finally,	  periodic	  DFT	  calculations	  may	  not	  be	  the	  best	  option	  if	  large	  molecular	  systems	  with	  large	  unit	  cells	  or	  little	  symmetry	  are	  to	  be	  computed.	  	  	  We	  are	  interested	  in	  accounting	  for	  environmental	  effects	  on	  NMR	  properties,	  especially	  in	  the	  area	  of	  solid-­‐state	  NMR	  spectroscopy	  where	  environmental	  effects	  are	  potentially	  more	  prevalent	  than	  in	  solution	  NMR	  spectroscopy.	  We	  distinguish	  between	  two	  types	  of	  environmental	  effects:	  	  1. Environmental	  effects	  that	  affect	  the	  geometry	  of	  the	  molecule	  compared	  to	  the	  geometry	  of	  the	  molecule	  in	  a	  vacuum	  which	  in	  turn	  affects	  the	  property.	  2. Environmental	  effects	  that	  directly	  affects	  the	  property	  of	  the	  molecule	  by	  perturbing	  the	  electron	  wavefunction/density.	  	  	  Experimentally,	  it	  is	  very	  difficult	  to	  distinguish	  between	  the	  two,	  but	  computationally	  this	  is	  rather	  straightforward	  and	  quite	  important.	  The	  former	  type	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is	  expected	  to	  be	  more	  important,	  NMR	  properties	  are	  known	  for	  being	  sensitive	  to	  geometrical	  effects	  and	  any	  environmental	  effect	  that	  affects	  the	  geometry	  will	  thus	  affect	  the	  NMR	  property.	  The	  second	  type	  should	  be	  less	  important	  as	  NMR	  properties	  are	  usually	  thought	  of	  as	  short-­‐range	  properties,	  being	  mainly	  influenced	  by	  their	  nearest	  environment	  (atoms	  that	  are	  bound	  covalently	  or	  by	  strong	  noncovalent	  interactions	  like	  hydrogen	  bonds)	  but	  this	  may	  be	  highly	  system-­‐dependent	  and	  not	  obvious	  from	  the	  outset.	  How	  environmental	  effects	  affect	  the	  quadrupole	  interaction	  is	  not	  really	  known.	  	  Environmental	  effects	  on	  NMR	  properties	  will	  in	  this	  work	  mainly	  be	  explored	  by	  cluster	  and	  QM/MM	  (embedded	  cluster)	  approaches.	  This	  entails	  approximating	  the	  solid	  as	  a	  truncated	  cluster	  built	  up	  from	  crystal	  structure	  information.	  QM/MM	  methods	  can	  straightforwardly	  be	  used	  for	  geometry	  optimisations	  of	  any	  system	  as	  long	  as	  the	  division	  of	  the	  QM	  and	  MM	  region	  is	  well-­‐defined	  and	  a	  force	  field	  is	  available	  for	  the	  MM	  region.	  The	  QM	  region	  will	  contain	  the	  NMR	  nucleus	  and	  the	  geometry	  of	  the	  QM	  region	  will	  change	  as	  the	  QM	  atoms	  interact	  with	  the	  MM	  atoms,	  hence	  capturing	  some	  of	  the	  geometric	  environmental	  effects.	  Both	  mechanical	  and	  electrostatic	  embedding	  schemes	  can	  be	  used	  for	  such	  calculations	  although	  an	  electrostatic	  embedding	  method	  was	  always	  used	  in	  this	  work.	  The	  second	  environmental	  effect,	  how	  the	  NMR	  property	  is	  directly	  influenced	  by	  the	  environment	  by	  perturbation	  of	  the	  electronic	  wavefunction,	  is	  only	  describable	  with	  electrostatic	  embedding	  and	  in	  fact	  the	  polarisation	  of	  the	  electron	  wavefunction/density	  by	  the	  surrounding	  point	  charges	  is	  the	  only	  part	  of	  the	  MM	  region	  that	  will	  affect	  it.	  Hence,	  for	  single-­‐point	  QM/MM	  calculations,	  only	  the	  point	  charges	  of	  the	  MM	  region	  need	  to	  be	  defined.	  	  
3.2	  Evaluation	  of	  DFT	  methods	  for	  51V	  chemical	  shift	  calculations	  	  One	  of	  our	  goals	  is	  the	  accurate	  computation	  of	  anisotropic	  transition	  metal	  chemical	  shifts	  in	  the	  solid	  state	  with	  special	  emphasis	  on	  51V	  NMR	  (see	  Chapters	  3.4,	  3.5.4,	  3.5.5	  and	  3.6	  ).	  The	  solid	  state	  introduces	  environmental	  effects	  of	  unknown	  magnitude	  but	  it	  is	  also	  clear	  that	  a	  large	  error	  in	  these	  calculations	  stems	  from	  the	  electronic	  structure	  method	  used	  to	  calculate	  the	  shielding	  tensor.	  The	  challenge	  is	  to	  distinguish	  between	  errors	  resulting	  from	  the	  neglect	  or	  approximations	  of	  the	  environment	  and	  intrinsic	  errors	  resulting	  from	  the	  choice	  of	  the	  exchange-­‐correlation	  functional	  and	  basis	  set.	  	  	  If	  experimental	  51V	  chemical	  shifts	  of	  vanadium	  compounds	  in	  the	  gas-­‐phase	  were	  available	  then	  they	  would	  be	  natural	  reference	  values	  to	  compare	  to,	  enabling	  one	  to	  see	  how	  well	  current	  electronic	  structure	  methods	  can	  predict	  such	  chemical	  shifts,	  free	  from	  intermolecular	  interactions.	  Gas-­‐phase	  NMR	  spectroscopy	  remains	  a	  specialised	  field,	  however,	  and	  results	  for	  only	  a	  few	  compounds	  are	  available	  and	  to	  our	  knowledge	  none	  for	  transition	  metal	  compounds.	  Liquid	  state	  51V	  NMR	  is	  very	  common,	  however,	  and	  a	  considerable	  amount	  of	  data	  is	  available.125	  In	  a	  benchmark	  study,126	  a	  test	  set	  of	  vanadium	  complexes	  was	  compiled	  from	  various	  parts	  of	  the	  51V	  chemical	  shift	  range	  for	  which	  experimental	  solution	  chemical	  shifts	  were	  available	  and	  a	  few	  methods	  tested.	  The	  GGA	  functional	  BP86	  and	  the	  hybrid	  B3LYP	  were	  both	  found	  to	  perform	  well,	  especially	  considering	  the	  large	  chemical	  shift	  range	  of	  51V	  compounds,	  4600	  ppm.	  A	  mean	  absolute	  error	  of	  118	  ppm	  with	  respect	  to	  experiment	  with	  the	  B3LYP	  functional	  (and	  the	  GIAO	  method)	  and	  a	  linear	  regression	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slope	  slightly	  larger	  than	  unity	  was	  found.	  B3LYP	  has	  become	  the	  most	  used	  functional	  for	  51V	  NMR	  calculations	  as	  it	  seems	  generally	  reliable	  for	  transition	  metal	  chemical	  shifts.	  	  Since	  this	  study,	  several	  new	  density	  functionals	  have	  become	  available	  in	  quantum	  chemistry	  codes,	  including	  several	  functionals	  of	  the	  meta-­‐GGA	  and	  hybrid	  meta-­‐GGA	  type.	  We	  set	  out	  to	  test	  several	  of	  these	  recently	  available	  meta-­‐GGA	  and	  hybrid	  meta-­‐GGA	  functionals	  for	  the	  computation	  of	  51V	  chemical	  shifts,	  using	  the	  same	  test	  set	  as	  the	  previous	  study	  to	  see	  if	  meta-­‐GGA	  or	  hybrid-­‐meta	  GGA	  functionals	  offer	  an	  improvement	  for	  the	  computation	  of	  51V	  chemical	  shifts	  over	  hybrid	  GGA	  functionals	  like	  B3LYP	  or	  BP86.	  	  The	  test	  set,	  shown	  in	  figure	  2,	  consists	  mostly	  of	  V(V)	  compounds	  with	  two	  molecules	  (7	  and	  8)	  with	  V	  in	  different	  oxidation	  states	  (negative	  oxidation	  states	  in	  fact).	  9-­‐16	  are	  model	  compounds	  for	  systems	  with	  bulkier	  groups	  (OtBu	  groups	  instead	  of	  OMe	  groups)	  but	  the	  difference	  in	  the	  chemical	  shifts	  between	  the	  model	  compounds	  and	  the	  real	  compounds	  should	  be	  minimal	  as	  discussed	  in	  the	  original	  study.126	  	  	  
	  
Figure	  2	  The	  test	  set	  of	  vanadium	  compounds	  with	  experimentally	  known	  51V	  chemical	  shifts.	  	  	  The	  complex	  1	  is	  the	  reference	  compound	  in	  51V	  NMR	  spectroscopy	  and	  all	  chemical	  shifts	  of	  the	  compounds	  2-­‐16	  were	  calculated	  as	  shielding	  differences	  according	  to	  Eq.	  56,	  with	  σref	  being	  the	  σiso	  of	  1,	  VOCl3.	  The	  observed	  δ(51V)	  values	  of	  this	  test	  set	  cover	  -­‐1952	  ppm	  to	  1575	  ppm,	  a	  large	  fraction	  of	  the	  51V	  chemical	  shift	  range.	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  Geometry	  optimisations	  and	  NMR	  calculations	  were	  performed	  using	  the	  quantum	  chemistry	  code	  Gaussian	  09.64	  All	  single-­‐point	  NMR	  calculations	  used	  the	  large	  def2-­‐QZVPP	  basis	  set.45	  We	  tried	  decontracting	  this	  basis	  set	  but	  the	  results	  changed	  only	  marginally,	  suggesting	  that	  this	  basis	  set	  is	  close	  to	  the	  basis	  set	  limit	  for	  51V	  NMR	  calculations.	  	  Four	  different	  setups	  were	  used	  to	  calculate	  chemical	  shifts:	  Setup	  I:	  BP86/AE1	  optimised	  geometries.	  Whole	  set.	  Setup	  II:	  TPSS/QZVPP	  optimised	  geometries,	  Whole	  set.	  Setup	  III:	  TPSS/QZVPP	  optimised	  geometries,	  subset	  (1-­‐9,	  13	  ).	  Setup	  IV:	  TPSS/QZVPP	  optimised	  geometries,	  subset	  (1-­‐9,	  13	  )	  with	  CPMD	  dynamical	  corrections.	  	  For	  setup	  IV,	  thermal	  effects	  on	  the	  chemical	  shifts	  were	  explored	  by	  adding	  corrections	  from	  a	  Car-­‐Parrinello	  molecular	  dynamics	  study127	  of	  chemical	  shifts	  of	  transition	  metal	  complexes.	  The	  difference	  between	  the	  averaged	  chemical	  shift	  from	  a	  BP86	  CPMD	  trajectory	  and	  the	  chemical	  shift	  at	  the	  equilibrium	  geometry,	  (δCPMDave	  -­‐	  δeq	  ),	  were	  added	  as	  corrections	  for	  each	  of	  the	  complexes	  in	  setup	  IV	  (taken	  from	  Table	  7	  in	  Ref.127).	  	  	  Table	  1	  contains	  the	  mean	  absolute	  error	  (MAE)	  as	  well	  as	  the	  slope	  of	  linear	  regression	  of	  calculated	  chemical	  shifts	  vs.	  experimental	  shifts,	  both	  criteria	  having	  been	  used	  in	  the	  previous	  study	  to	  judge	  the	  capability	  of	  functionals	  to	  predict	  chemical	  shifts.	  	  	  
 53 
Table	  1	  Mean	  absolute	  errors	  (ppm)	  and	  slopes	  of	  linear	  regression	  for	  different	  functionals	  for	  the	  test	  sets	  of	  51V	  chemical	  shifts.	  n.c.	  :	  not	  calculated.	  Functionala	   Setup	  I	   Setup	  II	   Setup	  III	   Setup	  IV	  
B3LYP	  (20	  %)	   133.7	  (1.04)	   112.9	  (1.05)	   139.5	  (1.07)	   130.1	  (1.06)	  
B3LYP	  (15	  %)	   n.c.	   96.3	  (1.03)	   115.9	  (1.04)	   106.5	  (1.03)	  
B3LYP	  (10	  %)	   n.c.	   96.1	  (1.00)	   112.5	  (1.01)	   96.8	  (1.01)	  
B3LYP	  (5	  %)	   n.c.	   96.7	  (0.98)	   110.2	  (0.99)	   94.5	  (0.98)	  
BLYP	   n.c.	   104.5	  (0.95)	   115.2	  (0.97)	   92.7	  (0.96)	  
LC-­‐ωPBE128,129	  (lr.	  100	  %)	   168.2	  (1.01)	   146.7	  (1.02)	   152.6	  (0.99)	   144.3	  (0.98)	  
BB95130	  	   105.9	  (0.98)	   93.7	  (0.98)	   100.8	  (1.00)	   77.5	  (0.99)	  
BB95	  (5	  %)	   n.c.	   81.4	  (1.01)	   93.8	  (1.03)	   78.1	  (1.02)	  
BB95	  (10	  %)	   n.c.	   75.5	  (1.04)	   94.9	  (1.06)	   84.6	  (1.05)	  
BB95	  (15	  %)	   n.c.	   76.5	  (1.07)	   100.7	  (1.09)	   103.2	  (1.07)	  
B1B95	  (28	  %)b	   156.8	  (1.14)	   149.2	  (1.14)	   192.6	  (1.16)	   192.1	  (1.14)	  
BMK131	  (42	  %)	   256.7	  (1.20)	   254.6	  (1.22)	   311.7	  (1.24)	   311.8	  (1.23)	  
τ-­‐HCTH132	  	   126.7	  (0.95)	   115.5	  (0.95)	   124.8	  (0.97)	   101.6	  (0.96)	  
τ-­‐HCTHh	  (5	  %)	   n.c.	   91.9	  (0.98)	   102.7	  (1.00)	   77.4	  (0.99)	  
τ	  -­‐HCTHh	  (10	  %)	   n.c.	   81.6	  (1.00)	   93.1	  (1.03)	   77.4	  (1.01)	  
τ	  -­‐HCTHh	  (15	  %)c	   109.4	  (1.03)	   93.3	  (1.04)	   116.2	  (1.06)	   106.7	  (1.05)	  
TPSS133	   146.7	  (0.89)	   129.8	  (0.91)	   142.1	  (0.93)	   110.9	  (0.92)	  
TPSSh133	  (10	  %)	   127.6	  (0.93)	   117.3	  (0.96)	   131.2	  (0.98)	   115.5	  (0.97)	  
PBE134	   n.c.	   113.1	  (0.95)	   121.5	  (0.9)	   90.6	  (0.96)	  
BP8619	   n.c.	   108.2	  (0.96)	   116.4	  (0.97)	   87.0	  (0.96)	  
B3P86	  (20	  %)	   n.c.	   99.1	  (1.06)	   126.4	  (1.08)	   118.2	  (1.07)	  a	  Functionals	  with	  the	  amount	  of	  Hartree-­‐Fock	  exchange	  in	  hybrids	  in	  parentheses.	  b	  Recommended	  BB95	  hybrid.130	  cRecommended	  τ	  –HCTH	  hybrid.132	  	  Over	  25	  different	  functionals	  were	  tested	  for	  Setup	  I.	  The	  results	  for	  only	  a	  few	  are	  shown	  in	  Table	  1.	  Dramatic	  effects	  of	  including	  Hartree-­‐Fock	  exchange	  can	  be	  seen	  in	  the	  results.	  The	  worst-­‐performing	  functionals	  are	  the	  ones	  that	  have	  a	  high	  percentage	  of	  Hartree-­‐Fock	  exchange,	  e.g.	  BMK	  and	  the	  range-­‐separated	  hybrid	  LC-­‐ωPBE.	  Hybrid	  functionals	  with	  a	  small	  percentage	  (10-­‐15	  %)	  of	  Hartree-­‐Fock	  exchange	  perform	  much	  better	  but	  do	  not	  always	  result	  in	  an	  improvement	  over	  their	  parent	  GGA	  functionals.	  	  	  Two	  functionals,	  BB95	  and	  the	  τ-­‐HCTH-­‐hybrid	  (15	  %)	  were	  found	  to	  result	  in	  lower	  mean	  absolute	  errors	  than	  all	  other	  functionals.	  These	  two	  functional	  forms	  were	  thus	  further	  explored	  (as	  well	  as	  B3LYP)	  by	  varying	  the	  amount	  of	  Hartree-­‐Fock	  exchange	  in	  their	  hybrid	  form	  to	  see	  the	  effect	  on	  the	  chemical	  shifts.	  	  Results	  using	  setup	  II	  use	  geometries	  calculated	  at	  the	  TPSS/def2-­‐QZVPP	  level.	  In	  a	  benchmark	  study	  of	  first-­‐row	  transitional	  metal	  complex	  equilibrium	  geometries,	  the	  TPSS	  functional	  was	  found	  to	  be	  an	  improvement	  over	  BP86	  for	  experimental	  metal-­‐ligand	  bonds	  and	  the	  best	  performing	  functional	  in	  the	  study.135	  A	  large	  def2-­‐QZVPP	  basis	  set	  should	  furthermore	  result	  in	  a	  minimal	  basis	  set	  error	  on	  the	  geometries.	  NMR	  results	  using	  TPSS/def2-­‐QZVPP	  geometries	  show	  some	  improvement	  over	  BP86/AE1	  geometries	  for	  all	  tested	  functionals,	  revealing	  that	  a	  part	  of	  the	  error	  in	  51V	  chemical	  shift	  calculations	  comes	  from	  geometrical	  effects.	  	  Setup	  III	  uses	  TPSS/def2-­‐QZVPP	  geometries	  and	  is	  a	  subset	  of	  the	  test	  set	  in	  Figure	  2	  showing	  slightly	  different	  chemical	  shift	  statistics	  than	  Setup	  II.	  When	  including	  the	  available	  CPMD	  dynamical	  corrections,	  i.e.	  setup	  IV,	  we	  can	  see	  that	  there	  is	  an	  improvement	  when	  using	  the	  dynamical	  corrections,	  especially	  when	  combined	  with	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the	  BB95	  functional,	  low	  percentage	  BB95	  hybrids	  and	  low	  percentage	  τ-­‐HCTH	  hybrids.	  A	  comparison	  of	  Figure	  3	  and	  4	  reveals	  this	  and	  shows	  in	  particular	  how	  complexes	  7,	  8	  and	  13	  benefit	  from	  the	  dynamical	  corrections	  which	  improve	  the	  overall	  agreement	  with	  experiment.	  	  	  	  	  
	  
Figure	  3	  Computed	  vs.	  experimental	  chemical	  shifts	  (Setup	  II)	  with	  the	  BB95	  functional.	  The	  line	  between	  the	  squares	  is	  the	  ideal	  line	  and	  the	  other	  is	  the	  linear	  regression	  line.	  
	  
Figure	  4	  Computed	  vs.	  experimental	  chemical	  shifts	  (Setup	  IV)	  with	  the	  BB95	  functional.	  The	  line	  between	  the	  squares	  is	  the	  ideal	  line	  and	  the	  other	  is	  the	  linear	  regression	  line.	  	  It	  thus	  seems	  that	  the	  meta-­‐GGA	  functionals	  BB95	  and	  the	  τ-­‐HCTH	  with	  a	  small	  or	  no	  amount	  of	  Hartree-­‐Fock	  exchange	  are	  an	  improvement	  over	  the	  B3LYP	  functional.	  It	  is	  also	  evident	  that	  accurate	  geometries	  and	  dynamical	  corrections	  (if	  affordable)	  will	  usually	  improve	  agreement	  with	  experiment.	  Range-­‐separated	  hybrids	  and	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functionals	  with	  a	  large	  percentage	  of	  Hartree-­‐Fock	  exchange	  result	  in	  much	  worse	  51V	  chemical	  shifts.	  This	  is	  consistent	  with	  recent	  studies	  reporting	  no	  improvement	  of	  range-­‐separated	  hybrid	  functionals	  over	  conventional	  functionals	  for	  transition	  metal	  chemistry	  test	  sets.136	  	  For	  now,	  however,	  it	  must	  be	  acknowledged	  that	  the	  improvement	  over	  B3LYP	  for	  BB95/	  τ-­‐HCTHh	  functionals	  is	  small.	  A	  significant	  amount	  of	  B3LYP	  51V	  NMR	  data	  exists	  already	  and	  thus	  the	  recommendation	  of	  a	  new	  functional	  for	  51V	  chemical	  shift	  computations	  may	  be	  premature.	  We	  suggest	  future	  studies	  to	  compare	  functionals	  to	  larger	  test	  sets	  to	  confirm	  whether	  the	  BB95	  and	  the	  τ-­‐HCTH	  hybrid	  functionals	  are	  a	  reliable	  improvement	  over	  B3LYP,	  both	  for	  51V	  and	  potentially	  other	  transition	  metal	  chemical	  shifts	  possibly	  taking	  into	  account	  solvent	  effects	  as	  well	  as	  they	  could	  have	  a	  small	  effect.	  We	  also	  found	  that	  a	  lower	  %	  hybrid	  form	  (5-­‐10%)	  of	  B3LYP	  gave	  slightly	  better	  statistics	  than	  the	  normal	  20	  %	  form	  which	  should	  be	  explored	  further	  as	  well.	  	  Furthermore,	  we	  note	  that	  isotropic	  chemical	  shifts	  are	  the	  average	  of	  the	  principal	  components	  of	  the	  symmetric	  NMR	  tensor.	  There	  have	  been	  studies	  that	  suggest	  that	  comparing	  only	  isotropic	  chemical	  shifts	  in	  benchmarking	  studies	  may	  conceal	  the	  true	  errors	  of	  many	  functionals	  for	  describing	  the	  actual	  chemical	  shift	  tensor.137	  Additional	  insight	  into	  the	  performance	  of	  functionals	  may	  thus	  come	  from	  the	  comparison	  of	  computed	  and	  experimental	  anisotropic	  NMR	  data.	  Such	  data	  is	  usually	  only	  available	  from	  solid-­‐state	  NMR	  experiments,	  however,	  where	  solid-­‐state	  effects	  must	  ideally	  be	  directly	  taken	  into	  account.	  We	  also	  note	  that	  our	  results	  depend	  on	  the	  reference	  shielding	  value,	  i.e.	  VOCl3.	  Since	  experimentally,	  liquid	  VOCl3	  is	  the	  NMR	  standard	  while	  computationally,	  gaseous	  VOCl3	  is	  the	  standard,	  a	  substantial	  gas-­‐to-­‐liquid	  shift	  would	  lead	  to	  a	  systematic	  error	  of	  all	  values,	  affecting	  our	  comparison.	  The	  gas-­‐to-­‐liquid	  shift	  of	  VOCl3	  is	  discussed	  in	  Chapter	  3.4.4.	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3.3	  Gas-­‐phase	  computations	  of	  electric	  field	  gradients	  	  The	  quadrupole	  interaction	  is	  observable	  through	  a	  variety	  of	  experimental	  techniques.	  The	  most	  direct	  way	  is	  through	  nuclear	  quadrupole	  resonance	  spectroscopy	  (NQR),	  but	  it	  can	  also	  surface	  in	  microwave	  (MW),	  Mössbauer,	  electron-­‐paramagnetic	  resonance	  (EPR),	  electron-­‐nuclear	  double	  resonance	  (ENDOR)	  and,	  probably	  most	  importantly,	  NMR	  spectroscopy.	  The	  quadrupole	  interaction	  affects	  the	  lineshape	  of	  NMR	  signals	  by	  providing	  a	  relaxation	  mechanism	  for	  the	  nuclear	  spin	  states,	  resulting	  in	  quadrupolar	  line	  broadening.91	  This	  effect	  can	  be	  described	  by	  two	  independent	  parameters,	  the	  nuclear	  quadrupole	  coupling	  constant	  (NQCC)	  and	  an	  asymmetry	  parameter,	  which	  can	  both	  be	  refined	  from	  high-­‐resolution	  anisotropic	  NMR	  spectroscopy,	  usually	  in	  the	  solid	  state.	  	  An	  important	  part	  of	  first	  principles	  modelling	  of	  solid-­‐state	  NMR	  properties	  of	  transition	  metal	  compounds	  is	  the	  calculation	  of	  quadrupole	  interaction	  parameters.	  Of	  the	  3d	  transition	  metals,	  all	  the	  NMR-­‐active	  nuclei	  are	  quadrupolar	  except	  for	  57Fe	  (which	  is,	  however,	  Mössbauer	  active	  which	  results	  in	  quadrupolar	  splitting	  of	  Mössbauer	  spectra).	  	  The	  quadrupole	  interaction	  is	  a	  sensitive	  probe	  into	  the	  electronic	  structure	  as	  it	  depends	  on	  the	  electronic	  and	  nuclear	  charge	  distribution	  around	  the	  quadrupole,	  through	  the	  electric	  field	  gradient	  (EFG).	  The	  EFG	  can	  thus	  be	  used	  to	  probe	  structural	  and	  chemical	  features	  of	  a	  molecule	  or	  solid	  whenever	  the	  quadrupole	  interaction	  parameters	  can	  be	  obtained.	  	  	  One	  of	  the	  goals	  of	  this	  PhD	  work	  is	  the	  accurate	  calculation	  of	  the	  EFG	  tensor	  in	  the	  solid	  state.	  This	  will	  require	  an	  accurate	  approach	  to	  accounting	  for	  environmental	  effects	  on	  the	  geometry	  and	  the	  property	  itself.	  However,	  a	  crucial	  aspect	  will	  always	  be	  the	  electronic	  structure	  problem	  and	  the	  computation	  of	  EFG	  tensors	  has	  not	  been	  assessed	  as	  rigorously	  as	  chemical	  shift	  tensors.	  	  	  A	  comparison	  between	  the	  results	  from	  the	  electronic	  structure	  calculations	  and	  experiment	  will	  be	  necessary	  but	  most	  experimental	  studies	  of	  the	  quadrupole	  interaction	  come	  from	  the	  solid	  state	  where	  the	  environment	  may	  influence	  the	  quadrupole	  interactions	  substantially.	  As	  we	  seek	  to	  explore	  the	  accuracy	  of	  the	  electronic	  structure	  calculation	  itself,	  a	  comparison	  with	  gas-­‐phase	  experimental	  results	  would	  thus	  be	  ideal,	  i.e.	  “uncontaminated”	  by	  environmental	  effects.	  This	  would	  then	  enable	  one	  to	  find	  the	  best	  performing	  DFT	  functional	  or	  wavefunction	  method	  without	  worrying	  about	  the	  environment.	  Even	  though	  the	  EFG	  is	  a	  simple	  first-­‐order	  property	  and	  is	  just	  calculated	  directly	  as	  an	  expectation	  value,	  it	  has	  been	  found	  that	  highly	  correlated	  wavefunctions	  and	  large	  basis	  sets	  may	  sometimes	  be	  needed	  for	  accurate	  results.61,138,139	  For	  transition	  metal	  complexes,	  DFT	  is	  often	  the	  only	  practicable	  quantum	  chemical	  method,	  MP2	  generally	  performs	  poorly98-­‐100	  and	  higher	  correlated	  methods,	  like	  coupled	  cluster	  methods,	  usually	  are	  not	  affordable.	  Quantum	  chemical	  calculations	  of	  EFG	  tensors	  of	  transition	  metal	  complexes	  and	  solids	  are	  starting	  to	  become	  common,101,140	  but	  only	  a	  few	  studies	  have	  systematically	  explored	  the	  accuracy	  of	  the	  methods	  that	  are	  in	  use,	  and	  these	  studies	  have	  mostly	  focused	  on	  small	  diatomics.	  Schwerdtfeger	  et	  al.	  showed	  that	  for	  simple	  diatomic	  first-­‐row	  transition	  metal	  (especially	  copper)	  compounds,	  EFG	  tensors	  calculated	  using	  several	  common	  DFT	  functionals	  are	  greatly	  in	  error	  (even	  yielding	  the	  wrong	  sign	  of	  Vzz),	  when	  compared	  to	  both	  experimental	  and	  CCSD(T)	  data.141-­‐143	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In	  contrast,	  calculated	  EFG	  tensors	  of	  main-­‐group	  compounds	  compare	  generally	  well	  with	  experiment.61	  	  	  As	  previous	  studies	  had	  mostly	  focused	  on	  diatomic	  metal	  compounds	  (and	  on	  the	  troublesome	  group	  11	  of	  the	  periodic	  table,	  where	  relativistic	  effects	  are	  particularly	  pronounced),	  we	  felt	  a	  study	  on	  the	  performance	  of	  DFT	  methods	  for	  calculating	  EFG	  tensors	  of	  larger	  metal	  complexes	  with	  saturated	  ligand	  shell	  and	  less	  exotic	  electronic	  structures	  was	  needed,	  in	  particular	  for	  transition	  metals	  where	  the	  quadrupole	  coupling	  shows	  up	  in	  solid-­‐state	  NMR	  spectroscopy.	  Such	  a	  study	  allows	  one	  to	  make	  a	  better	  estimate	  of	  the	  size	  of	  errors	  to	  anticipate	  from	  EFG	  calculations	  of	  transition	  metal	  complexes	  with	  DFT,	  help	  in	  deciding	  what	  functional	  to	  choose	  and	  hopefully	  shed	  some	  light	  on	  why	  transition	  metal	  EFG	  tensors	  seem	  to	  be	  harder	  to	  calculate	  accurately	  than	  main	  group	  EFG	  tensors.61	  	  	  
3.3.1	  Benchmarking	  study	  of	  EFG	  tensors:	  assessment	  of	  functionals,	  basis	  sets	  and	  
geometries	  	  As	  we	  wanted	  to	  exclude	  environmental	  effects	  from	  our	  comparison	  we	  created	  a	  test	  set	  of	  first-­‐row	  transition-­‐metal	  complexes,	  for	  which	  accurate	  transition	  metal	  NQCCs	  are	  available	  from	  gas-­‐phase	  microwave	  (MW)	  spectroscopy.	  The	  test	  set	  is	  shown	  in	  Figure	  5.	  All	  NQCC	  data	  were	  converted	  into	  “experimental”	  Vzz	  EFG	  values	  using	  Eq.	  49	  and	  the	  latest	  recommended	  quadrupole	  moments	  from	  Pekka	  Pyykkö.144	  The	  following	  study	  was	  published	  in	  Dalton	  Transactions	  in	  2010.145	  	   	  
	  
Figure	  5	  The	  test	  set	  of	  metal	  complexes	  with	  quadrupole	  coupling	  data	  available.	  BP86/AE1	  optimised	  geometries	  were	  used	  for	  the	  most	  part	  but	  the	  sensitivity	  towards	  the	  level	  of	  geometry	  optimisation	  was	  also	  separately	  tested.	  A	  “fine”	  integration	  grid	  (Gaussian	  keyword)	  was	  mainly	  used	  for	  numerical	  integration	  of	  the	  exchange-­‐correlation	  term	  and	  an	  “ultrafine”	  grid	  in	  some	  cases	  (results	  were	  found	  to	  be	  insensitive	  to	  the	  grid	  for	  all	  contracted	  basis	  calculations).	  Using	  the	  large	  def2-­‐QZVPP	  basis	  set,	  electric	  field	  gradients	  were	  calculated	  for	  the	  metal	  complexes	  using	  several	  different	  DFT	  functionals	  and	  compared	  to	  the	  experimentally	  derived	  EFGs.	  Most	  calculations	  were	  performed	  with	  Gaussian	  0964	  while	  some	  calculations	  were	  performed	  with	  NWChem	  version	  6.0146	  and	  Orca	  version	  2.9147	  depending	  on	  availability	  of	  functionals	  in	  programs.	  The	  numerical	  accuracy	  (mainly	  controlled	  by	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the	  SCF	  convergence	  criterion	  and	  the	  integration	  grid)	  between	  programs	  was	  checked.	  The	  results	  are	  shown	  in	  Table	  2.	  	  The	  initial	  comparison	  of	  computed	  vs.	  experimental	  data	  revealed	  an	  unusually	  large	  discrepancy	  for	  the	  Ti	  complex	  17.	  The	  computed	  Vzz	  values	  were	  larger	  than	  the	  experimental	  one	  by	  roughly	  a	  whole	  order	  of	  magnitude.	  Correspondence	  with	  the	  experimental	  scientists	  behind	  the	  original	  study148	  prompted	  a	  reinvestigation	  of	  the	  original	  measurements.	  The	  reinvestigation	  later	  revealed	  the	  original	  NQCC	  to	  be	  incompatible	  with	  the	  observed	  quadrupole	  splittings	  in	  the	  new	  MW	  spectrum.	  However,	  a	  new	  NQCC	  could	  not	  be	  refined	  due	  to	  uncertainties	  in	  line	  assignments.	  A	  NQCC	  of	  +57	  MHz	  (from	  DFT	  calculations;	  	  
Vzz=	  -­‐0.8	  au)149	  was	  found	  to	  fit	  the	  new	  data	  much	  better	  which	  would	  be	  in	  good	  agreement	  with	  our	  DFT	  results.	  The	  data	  for	  17	  was	  removed	  from	  all	  statistical	  analysis	  when	  comparing	  to	  experiment	  and	  will	  not	  be	  discussed	  further.	  	  	  
Table	  2	  EFG	  calculations	  with	  different	  functionals:	  Vzz	  values	  in	  au,a	  compared	  to	  gas-­‐phase	  MW	  data.	  
Comp.	   LDA	   BP86	   PBE	   TPSS	   B3LYP	   PBE0	   TPSSh	   	  M0624	   LC-­‐ωPBE	   RI-­‐B2-­‐PLYP150	   	  Exp.	  
17	   -­‐0.790	   -­‐0.726	   -­‐0.714	   -­‐0.719	   -­‐0.775	   -­‐0.765	   -­‐0.737	   -­‐0.558	   -­‐0.866	   -­‐0.781	   -­‐0.115148	  
18	   -­‐0.348	   -­‐0.326	   -­‐0.316	   -­‐0.322	   -­‐0.339	   -­‐0.329	   -­‐0.328	   -­‐0.388	   -­‐0.433	   -­‐0.600	   -­‐0.344151	  
19	   -­‐0.569	   -­‐0.567	   -­‐0.554	   -­‐0.514	   -­‐0.451	   -­‐0.395	   -­‐0.465	   -­‐0.511	   -­‐0.280	   -­‐0.115	   -­‐0.217152	  
20	   0.500	   0.502	   0.495	   0.499	   0.533	   0.544	   0.514	   0.565	   0.566	   0.555	   	  0.570153	  
21	   -­‐0.782	   -­‐0.758	   -­‐0.730	   -­‐0.742	   -­‐0.812	   -­‐0.817	   -­‐0.773	   -­‐0.874	   -­‐0.910	   -­‐0.839	   -­‐0.877154	  
22	   -­‐0.811	   -­‐0.880	   -­‐0.869	   -­‐0.926	   -­‐1.123	   -­‐1.165	   -­‐1.082	   -­‐1.258	   -­‐1.164	   -­‐0.407	   -­‐1.182155	  
23	   -­‐0.423	   -­‐0.401	   -­‐0.400	   -­‐0.398	   -­‐0.478	   -­‐0.520	   -­‐0.442	   -­‐0.538	   -­‐0.581	   -­‐0.466	   -­‐0.356156	  
24	   -­‐0.378	   -­‐0.340	   -­‐0.337	   -­‐0.331	   -­‐0.294	   -­‐0.281	   -­‐0.326	   -­‐0.331	   -­‐0.289	   -­‐0.211	   -­‐0.390157	  	   	   	   	   	   	   	   	   	   	   	   	  MAEb	   0.139	   0.136	   0.142	   0.126	   0.088	   0.081	   0.096	   0.095	   0.076	   0.211	   	  MEb	   -­‐0.002	   0.004	   0.012	   0.009	   -­‐0.024	   -­‐0.024	   -­‐0.015	   -­‐0.077	   -­‐0.042	   0.102	   	  MaxEb	   -­‐0.371	   0.351	   0.337	   0.297	   0.234	   0.178	   0.248	   0.295	   0.225	   -­‐0.775	   	  Slopeb	   0.741	   0.767	   0.753	   0.787	   0.912	   0.942	   0.874	   0.994	   0.985	   0.649	   	  aGaussian-­‐style	  values,	  compatible	  with	  eq.	  49.	  Def2-­‐QZVPP	  basis	  set	  and	  BP86/AE1	  geometries.	  bMean	  absolute	  error	  (MAE),	  mean	  error	  (ME),	  maximum	  error	  (MaxE)	  and	  slope	  from	  a	  linear	  regression	  of	  DFT	  vs.	  experimental	  data	  (excluding	  complex	  17,	  see	  text).	  	  	  The	  EFG	  results	  with	  the	  local	  density	  approximation	  (LDA)	  are	  interestingly	  in	  reasonable	  agreement	  with	  experiment,	  much	  better	  than	  Hartree-­‐Fock	  data	  (MAE=0.32	  au145).	  Curiously,	  the	  generalized-­‐gradient	  approximation	  (GGA)	  does	  not	  seem	  to	  improve	  upon	  LDA.	  The	  BP86	  functional	  is	  marginally	  better	  while	  the	  PBE	  results	  are	  even	  slightly	  worse	  (compare,	  for	  instance,	  the	  mean	  absolute	  errors,	  MAE,	  in	  Table	  2).	  The	  meta-­‐GGA	  approximation	  exemplified	  by	  the	  TPSS	  functional	  performs	  slightly	  better	  than	  LDA.	  The	  (global)	  hybrid	  functionals	  B3LYP,	  PBE0	  and	  TPSSh,	  on	  the	  other	  hand,	  give	  considerably	  better	  results	  than	  their	  parent	  GGA	  variants.	  We	  also	  considered	  the	  newer	  range-­‐separated	  hybrid	  functionals.	  The	  long-­‐range	  corrected	  LC-­‐ωPBE,	  that	  has	  the	  correct	  asymptotic	  behaviour	  of	  the	  exchange	  potential	  is	  the	  best	  performer	  of	  all	  the	  DFT	  methods.	  The	  parameterised	  range-­‐separated	  hybrid	  CAM-­‐B3LYP158	  gives	  similar	  results	  (see	  Ref.145).	  	  The	  chemical	  shift	  tensor	  is	  known	  to	  be	  sensitive	  to	  geometrical	  effects.	  In	  order	  to	  probe	  for	  the	  geometry	  dependence	  of	  EFGs,	  we	  evaluated	  them	  at	  the	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B3LYP/def2-­‐QZVPP	  level	  using	  geometries	  from	  different	  sources	  (Table	  3).	  Changing	  the	  geometry	  from	  BP86/AE1	  to	  TPSS/AE1	  has	  negligible	  effects	  on	  the	  MAE,	  while	  slightly	  improving	  the	  slope.	  Further	  enlarging	  the	  basis	  set	  used	  in	  the	  TPSS	  optimisations	  to	  def2-­‐TZVPP	  and	  def2-­‐QZVPP	  on	  all	  atoms	  has	  also	  very	  small	  effects	  on	  the	  EFG.	  Using	  the	  experimental	  geometries	  from	  either	  MW	  or	  GED	  studies,	  rather	  than	  DFT	  optimised	  ones,	  results	  in	  small	  changes	  in	  most	  cases.	  	  
Table	  3	  B3LYP/QZVPP	  Vzz	  values	  (in	  au),	  computed	  for	  different	  computed	  and	  experimental	  MW	  geometries.a	  	  Geo.	  opt.	  	  level	  	   BP86/	  AE1	   TPSS/	  AE1	   TPSS/	  	  TZVPP	   TPSS/	  QZVPP	   Expt.	   	  Ref.	  	   	   	   	   	   	   	  
18	   -­‐0.339	   -­‐0.324	   -­‐0.320	   -­‐0.322	   -­‐0.288	  159	  
19	   -­‐0.451	   -­‐0.451	   -­‐0.451	   -­‐0.461	   -­‐0.489	  160	  
20	   0.533	   0.560	   0.534	   0.538	   0.117	   153	  
21	   -­‐0.812	   -­‐0.802	   -­‐0.804	   -­‐0.805	   -­‐0.793	  161	  
22	   -­‐1.123	   -­‐1.129	   -­‐1.154c	   -­‐1.154	   -­‐1.253	  155	  
23	   -­‐0.478	   -­‐0.465	   -­‐0.466d	   -­‐0.452	   -­‐0.399	  162	  
24	   -­‐0.294	   -­‐0.273	   -­‐0.257	   -­‐0.256	   -­‐0.252	  163	  	   	   	   	   	   	   	  MAEb	   0.088	   0.088	   0.091	   0.090	   0.159	   	  MEb	   -­‐0.024	   -­‐0.013	   -­‐0.017	   -­‐0.016	   -­‐0.080	  	  MaxEb	   0.234	   0.235	   0.234	   0.244	   0.453	   	  Slopeb	   0.912	   0.927	   0.925	   0.926	   0.741	   	  a	  Using	  experimental	  gas-­‐phase	  geometries	  from	  the	  given	  references.	  bSee	  footnote	  b	  in	  Table	  2.	  
 For	  the	  Mn	  hydride	  complex	  20,	  however,	  the	  result	  is	  significantly	  worse,	  producing	  an	  error	  of	  0.45	  au,	  which	  causes	  the	  overall	  statistics	  to	  deteriorate	  notably	  (see	  ME	  and	  MAE	  values).	  In	  the	  case	  of	  20	  the	  optimised	  geometries,	  e.g.	  
r(Mn-­‐H),	  r(Mn-­‐Cax)	  and	  r(Mn-­‐Ceq)	  of	  1.58	  Å,	  1.85	  Å	  and	  1.85	  Å,	  respectively	  (TPSS/QZVPP	  level),	  are	  probably	  more	  accurate	  than	  the	  MW-­‐derived	  geometry,	  which	  is	  also	  associated	  with	  larger	  uncertainties,	  cf.	  r(Mn-­‐H),	  r(Mn-­‐Cax)	  and	  r(Mn-­‐Ceq)	  of	  1.65(2)	  Å,	  1.82(2)	  Å	  and	  1.86	  Å,	  respectively.	  Overall,	  however,	  EFG	  tensors	  at	  metal	  centres	  seem	  to	  be	  quite	  insensitive	  to	  geometrical	  details.	  	  The	  def2-­‐QZVPP	  basis	  set	  on	  all	  atoms	  is	  quite	  large	  and	  was	  at	  the	  time	  of	  this	  study	  assumed	  to	  be	  close	  to	  the	  DFT	  basis	  set	  limit	  (see	  Chapter	  3.3.2	  for	  a	  challenge	  of	  this	  assumption).	  We	  searched	  for	  more	  economical	  basis-­‐set	  combinations	  and	  carried	  out	  additional	  EFG	  calculations	  with	  the	  B3LYP	  functional.	  The	  results	  obtained	  with	  a	  variety	  of	  basis	  sets	  are	  summarised	  in	  Table	  4.	  With	  additional	  diffuse	  functions	  on	  all	  atoms	  (from	  the	  aug-­‐cc-­‐pVQZ	  basis	  set46,48),	  B3LYP/aug-­‐QZVPP	  Vzz	  values	  were	  used	  as	  reference.	  Judging	  from	  the	  MAE	  values,	  a	  quadruple-­‐zeta	  basis	  set	  on	  the	  metal	  atom	  is	  important	  for	  results	  close	  to	  the	  B3LYP/aug-­‐QZVPP	  reference	  values,	  but	  a	  small	  double-­‐zeta	  basis	  set	  like	  6-­‐31G*	  is	  mostly	  sufficient	  for	  the	  ligand	  atoms.	  The	  mixed	  QZVPP/6-­‐31G*	  basis	  set	  is	  not	  much	  larger	  than	  the	  AE1	  basis	  (Wachters/6-­‐31G*),	  containing	  just	  an	  additional	  51	  basis	  functions	  on	  the	  metal,	  but	  gives	  results	  much	  closer	  to	  the	  reference	  values.	  Despite	  being	  highly	  unbalanced,	  this	  mixed	  basis	  set	  thus	  emerges	  as	  a	  cost-­‐effective	  compromise	  for	  EFG	  computations	  for	  metal	  centers	  in	  transition-­‐metal	  complexes.	  A	  triple-­‐zeta	  basis	  set	  on	  all	  atoms,	  like	  6-­‐311+G(2d,p),	  can	  have	  many	  more	  basis	  functions	  than	  the	  mixed	  QZVPP/6-­‐31G*	  basis	  set,	  but	  gives	  unsatisfactory	  results.	  As	  a	  rough	  guide	  for	  the	  size	  of	  a	  given	  basis-­‐set	  combination,	  the	  number	  of	  basis	  functions	  for	  a	  typical	  medium-­‐
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sized	  complex,	  21	  in	  this	  case,	  is	  included	  in	  Table	  4	  (see	  numbers	  in	  parentheses	  in	  the	  header).	  As	  expected,	  substituting	  the	  inner	  core	  electrons	  of	  the	  metal	  with	  an	  effective	  core	  potential	  gives	  unacceptable	  results	  for	  the	  EFG	  tensor	  for	  many	  of	  the	  metal	  complexes	  (results	  not	  shown).	  	  
 
Table	  4	  B3LYP-­‐computed	  EFGs	  (Vzz	  values	  in	  au)	  using	  different	  basis	  sets,a	  together	  with	  the	  mean	  absolute	  error	  (MAE)	  with	  respect	  to	  aug-­‐QZVPP	  (in	  parentheses:	  total	  number	  of	  basis	  functions	  for	  complex	  5).	  
Comp.	  	   aug-­‐QZVPP	   QZVPP	   QZVPP/	  TZVPP	   QZVPP/	  SVP	   QZVPP/	  6-­‐31G*	   Wachters/	  6-­‐31G*	   TZVPP	   TZVPP/	  6-­‐31G*	   	  6-­‐311+	  G(2d,p)	   	  cc-­‐pVTZ	  	   (1268)	   (877)	   (511)	   (279)	   (264)	   (213)	   (475)	   (228)	   (392)	   (468)	  
17	   -­‐0.781	   -­‐0.775	   -­‐0.776	   -­‐0.798	   -­‐0.809	   -­‐1.056	   -­‐0.887	   -­‐0.904	   -­‐1.031	   -­‐0.774	  
18	   -­‐0.344	   -­‐0.339	   -­‐0.340	   -­‐0.330	   -­‐0.338	   -­‐0.402	   -­‐0.409	   -­‐0.409	   -­‐0.404	   -­‐0.304	  
19	   -­‐0.411	   -­‐0.451	   -­‐0.441	   -­‐0.338	   -­‐0.333	   -­‐0.392	   -­‐0.328	   -­‐0.342	   -­‐0.375	   -­‐0.335	  
20	   0.523	   0.533	   0.522	   0.522	   0.529	   0.621	   0.550	   0.554	   0.649	   0.577	  
21	   -­‐0.814	   -­‐0.812	   -­‐0.809	   -­‐0.802	   -­‐0.795	   -­‐0.960	   -­‐0.903	   -­‐0.909	   -­‐0.965	   -­‐0.809	  
22	   -­‐1.183	   -­‐1.123	   -­‐1.136	   -­‐1.134	   -­‐1.180	   -­‐1.384	   -­‐1.175	   -­‐1.170	   -­‐1.379	   -­‐1.163	  
23	   -­‐0.457	   -­‐0.478	   -­‐0.469	   -­‐0.477	   -­‐0.483	   -­‐0.649	   -­‐0.554	   -­‐0.548	   -­‐0.599	   -­‐0.521	  
24	   -­‐0.291	   -­‐0.294	   -­‐0.285	   -­‐0.269	   -­‐0.244	   -­‐0.323	   -­‐0.318	   -­‐0.325	   -­‐0.304	   -­‐0.233	  	   	   	   	   	   	   	   	   	   	   	  MAE	   	   0.018	   0.014	   0.027	   0.026	   0.128	   0.063	   0.065	   0.122	   0.040	  aNotation	  "basis	  on	  metal/basis	  on	  ligands".	  	  	  
3.3.2	  Re-­‐assessment	  of	  EFG	  tensors:	  decontraction	  of	  basis	  sets	  	  In	  the	  original	  study	  which	  was	  described	  in	  Chapter	  3.3.1	  and	  published	  in	  Dalton	  
Transactions145,	  the	  large	  def2-­‐QZVPP	  basis	  set,	  with	  and	  without	  augmented	  diffuse	  functions,	  was	  assumed	  to	  be	  close	  to	  the	  basis	  set	  limit	  for	  the	  DFT	  functionals	  trialled.	  DFT	  calculations	  are	  known	  to	  be	  much	  less	  basis	  set	  sensitive	  than	  WFT	  methods	  and	  smaller	  triple-­‐zeta	  basis	  sets	  are	  usually	  found	  to	  be	  close	  to	  the	  basis	  set	  limit	  for	  energies,	  geometries	  and	  many	  other	  properties.	  At	  the	  time,	  even	  larger	  correlation-­‐consistent	  basis	  sets	  were	  trialled	  (see	  Electronic	  Supporting	  Information	  of	  the	  study145	  ).	  	  Later,	  we	  decided	  to	  revisit	  this	  issue.	  Basis	  sets	  such	  as	  def2-­‐QZVPP	  and	  cc-­‐pVnZ	  are	  contracted	  basis	  sets	  which	  means	  that	  each	  basis	  function	  consists	  of	  a	  linear	  combination	  of	  contracted	  Gaussian	  functions	  where	  the	  contraction	  coefficients	  are	  fixed	  at	  values	  that	  were	  found	  to	  result	  in	  accurate	  energies	  when	  the	  basis	  set	  was	  originally	  developed.	  A	  molecular	  property	  such	  as	  an	  EFG	  may,	  however,	  be	  more	  sensitive	  and	  dependent	  on	  basis	  functions	  and	  contracted	  Gaussians,	  than	  relative	  energies	  which	  is	  how	  basis	  set	  convergence	  is	  often	  assessed.	  By	  decontracting	  the	  basis	  set,	  each	  contracted	  Gaussian	  function	  becomes	  a	  basis	  function	  on	  its	  own,	  hence	  resulting	  in	  much	  more	  flexibility	  of	  the	  total	  basis	  set.	  The	  SCF	  calculation	  now	  will	  have	  more	  parameters	  to	  variationally	  optimise	  which	  will	  according	  to	  the	  variational	  principle	  lead	  to	  both	  a	  lower	  energy	  solution	  and	  a	  more	  accurate	  wavefunction/electron	  density	  (within	  the	  limit	  of	  the	  approximate	  exchange-­‐correlation	  term)	  with	  an	  increase	  in	  computational	  cost.	  	  The	  size	  of	  the	  integration	  grid	  for	  numerical	  integrations	  of	  the	  exchange-­‐correlation	  term	  had	  to	  be	  increased	  for	  these	  decontracted	  calculations.	  A	  grid	  of	  the	  Murray-­‐
 61 
Handy-­‐Laming	  type	  was	  necessary	  in	  order	  to	  avoid	  inaccuracies	  for	  core	  electron	  integrals	  (according	  to	  the	  Gaussian	  program	  error	  output).	  A	  grid	  specified	  by	  the	  Gaussian	  keyword	  “Int(Grid=-­‐220020)”,	  i.e.	  2*220*20*20=176000	  points	  per	  atom,	  was	  found	  to	  result	  in	  small	  integration	  errors	  (compared	  to	  results	  for	  a	  huge	  Int(Grid=-­‐300100)	  grid,	  while	  not	  being	  overly	  expensive.	  	  Decontraction	  was	  found	  to	  have	  a	  dramatic	  impact	  on	  the	  EFG	  parameters.	  Table	  5	  shows	  calculated	  EFG	  values	  using	  large	  decontracted	  and	  contracted	  basis	  sets.	  The	  largest	  decontracted	  basis	  set	  combination,	  aug-­‐cc-­‐pwCVQZ164/aug-­‐cc-­‐pCVQZ,46,48,165	  (that	  includes	  a	  number	  of	  extra	  core	  and	  core-­‐valence	  basis	  functions),	  was	  now	  assumed	  to	  be	  the	  basis	  set	  closest	  to	  the	  basis	  set	  limit	  and	  was	  used	  as	  reference.	  The	  MAE	  with	  respect	  to	  the	  reference	  values	  (i.e.	  an	  estimate	  of	  the	  basis	  set	  error)	  is	  considerably	  different	  for	  normal	  def2-­‐QZVPP	  (MAE=0.088)	  and	  decontracted	  def2-­‐QZVPP	  (MAE=0.015)	  basis	  sets.	  This	  demonstrates	  that	  basis	  set	  errors	  of	  0.09	  au	  (which	  is	  even	  larger	  than	  previously	  estimated	  DFT	  functional	  errors)	  can	  be	  present	  in	  normal	  DFT/def2-­‐QZVPP	  calculations	  and	  that	  normal	  contracted	  basis	  set	  calculations	  are	  unsuitable	  for	  reliable	  EFG	  calculations.	  It	  was	  also	  found	  that	  the	  decontraction	  is	  only	  crucial	  for	  the	  metal	  atom	  and	  the	  results	  suggest	  that	  a	  normal	  contracted	  double-­‐zeta	  basis	  set	  on	  the	  ligand	  atoms	  can	  give	  very	  good	  results	  as	  long	  as	  a	  large	  decontracted	  basis	  set	  is	  used	  on	  the	  metal	  atom.	  	  
Table	  5	  PBE-­‐computed	  EFGs	  (Vzz	  values	  in	  au)	  using	  different	  basis	  sets	  combinations	  together	  with	  the	  mean	  absolute	  error	  (MAE)	  with	  respect	  to	  aug-­‐cc-­‐pwCVQZ	  and	  experiment.	  
a	  Decontracted	  b	  Mean	  absolute	  error	  w.r.t.	  to	  the	  decontracted	  aug-­‐cc-­‐pwCVQZ/aug-­‐cc-­‐pCVQZ	  basis	  set.	  	  The	  basis	  set	  error	  of	  decontracted	  cc-­‐pVQZ	  on	  metal	  and	  normal	  cc-­‐pVQZ	  on	  ligands	  is	  very	  small	  and	  we	  decided	  to	  use	  this	  basis	  set	  for	  a	  complete	  re-­‐evaluation	  of	  DFT	  functionals	  for	  EFGs.	  A	  new	  functional	  comparison	  is	  shown	  in	  Table	  6.	  	  	  
	   Experiment	   aug-­‐cc-­‐pwCVQZa/	  	  aug-­‐cc-­‐pCVQZa	   cc-­‐pVQZa/	  cc-­‐pVQZ	   def2-­‐QZVPP	   def2-­‐QZVPPa	   def2-­‐QZVPP/	  6-­‐31G*	   def2-­‐QZVPPa/	  6-­‐31G*	  	   	   	   	   	   	   	   	  18	   -­‐0.344	   -­‐0.362	   -­‐0.364	   -­‐0.316	   -­‐0.359	   -­‐0.327	   -­‐0.369	  
19	   -­‐0.217	   -­‐0.498	   -­‐0.499	   -­‐0.554	   -­‐0.479	   -­‐0.470	   -­‐0.486	  
20	   0.57	   0.591	   0.592	   0.495	   0.572	   0.493	   0.574	  
21	   -­‐0.877	   -­‐0.862	   -­‐0.870	   -­‐0.730	   -­‐0.851	   -­‐0.736	   -­‐0.863	  
22	   -­‐1.182	   -­‐1.033	   -­‐1.048	   -­‐0.869	   -­‐1.056	   -­‐0.921	   -­‐1.081	  
23	   -­‐0.356	   -­‐0.512	   -­‐0.521	   -­‐0.400	   -­‐0.491	   -­‐0.398	   -­‐0.497	  
24	   -­‐0.39	   -­‐0.347	   -­‐0.346	   -­‐0.337	   -­‐0.337	   -­‐0.296	   -­‐0.341	  	   	   	   	   	   	   	   	  	   MAEbasisb	   -­‐	   0.006	   0.088	   0.015	   0.081	   0.015	  	   MAEexp	   0.098	   0.096	   0.142	   0.088	   0.126	   0.086	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Table	  6	  Decontracted	  basis	  EFG	  calculations	  with	  different	  functionals:	  Vzz	  values	  in	  au,a	  compared	  to	  gas-­‐phase	  MW	  data.	  
Comp.	   LDA	   BP86	   PBE	   TPSS	   B3LYP	   PBE0	   TPSSh	   	  revTPSS	   revTPSSh	   LC-­‐ωPBE	   	  Exp.	  
17	   -­‐0.982	   -­‐0.964	   -­‐0.944	   -­‐0.960	   -­‐1.010	   -­‐0.979	   -­‐0.973	   -­‐	   -­‐	   -­‐1.086	   -­‐0.115	  
18	   -­‐0.384	   -­‐0.372	   -­‐0.365	   -­‐0.360	   -­‐0.386	   -­‐0.381	   -­‐0.366	   -­‐0.350	   -­‐0.349	   -­‐0.494	   -­‐0.344	  
19	   -­‐0.542	   -­‐0.499	   -­‐0.499	   -­‐0.454	   -­‐0.348	   -­‐0.302	   -­‐0.383	   -­‐0.417	   -­‐0.347	   -­‐0.182	   -­‐0.217	  
20	   0.607	   0.598	   0.592	   0.594	   0.634	   0.638	   0.611	   0.566	   0.583	   0.666	   	  0.570	  
21	   -­‐0.900	   -­‐0.881	   -­‐0.870	   -­‐0.861	   -­‐0.948	   -­‐0.953	   -­‐0.894	   -­‐0.834	   -­‐0.867	   -­‐1.059	   -­‐0.877	  
22	   -­‐0.985	   -­‐1.062	   -­‐1.048	   -­‐1.110	   -­‐1.336	   -­‐1.365	   -­‐1.226	   -­‐1.113	   -­‐1.229	   -­‐1.400	   -­‐1.182	  
23	   -­‐0.536	   -­‐0.527	   -­‐0.521	   -­‐0.504	   -­‐0.611	   -­‐0.642	   -­‐0.553	   -­‐0.483	   -­‐0.530	   -­‐0.714	   -­‐0.356	  
24	   -­‐0.385	   -­‐0.351	   -­‐0.346	   -­‐0.334	   -­‐0.301	   -­‐0.289	   -­‐0.313	   -­‐0.326	   -­‐0.299	   -­‐0.292	   -­‐0.390	  	   	   	   	   	   	   	   	   	   	   	   	  MAEb	   0.115	   0.096	   0.096	   0.081	   0.115	   0.119	   0.081	   0.073	   0.067	   0.162	   	  MEb	   -­‐0.047	   -­‐0.045	   -­‐0.037	   -­‐0.033	   -­‐0.071	   -­‐0.071	   -­‐0.046	   -­‐0.023	   -­‐0.034	   -­‐0.097	   	  MaxEb	   0.325	   0.282	   0.282	   0.237	   0.255	   0.286	   0.197	   0.200	   0.174	   0.358	   	  Slopeb	   0.903	   0.940	   0.919	   0.950	   1.099	   1.119	   1.024	   0.934	   1.009	   1.183	   	  aGaussian-­‐style,	  BP86/AE1	  geometries.	  Basis	  set	  combination	  was:	  decontracted	  cc-­‐pVQZ	  (metal)	  and	  normal	  cc-­‐pVQZ	  (ligands).	  bMean	  absolute	  error	  (MAE),	  mean	  error	  (ME),	  maximum	  error	  (MaxE)	  and	  slope	  from	  a	  linear	  regression	  of	  DFT	  vs.	  experimental	  data	  (excluding	  complex	  17,	  see	  text).	  	  This	  new	  functional	  comparison	  is	  in	  rather	  sharp	  contrast	  to	  the	  previous	  one	  as	  hybrid	  functionals	  and	  especially	  LC-­‐ωPBE,	  are	  now	  strongly	  disfavoured	  when	  using	  a	  more	  flexible	  decontracted	  basis	  set	  (CAM-­‐B3LYP	  also	  gave	  bad	  results,	  MAE=0.146	  au).	  This	  can	  be	  seen	  in	  Figure	  6	  and	  7.	  A	  correlation	  with	  Jacob’s	  ladder	  of	  DFT	  methods	  is	  more	  obvious	  in	  Figure	  7	  (decontracted	  calculations)	  in	  going	  from	  LDA	  to	  GGA	  to	  meta-­‐GGA	  functionals	  but	  hybrid	  functionals	  break	  the	  trend.	  Including	  20-­‐25	  %	  Hartree-­‐Fock	  exchange	  results	  in	  large	  deviations	  while	  10	  %	  like	  in	  TPSSh	  seems	  OK.	  A	  recently	  developed,	  revised	  TPSS	  functional,	  revTPSS,166	  available	  in	  the	  Orca	  code	  was	  also	  tried	  out.	  A	  hybrid	  version	  (not	  previously	  used	  in	  the	  literature)	  with	  10	  %	  Hartree-­‐Fock	  exchange	  was	  also	  tested	  (named	  revTPSSh).	  These	  two	  functionals	  were	  found	  to	  result	  in	  the	  lowest	  MAE	  values	  w.r.t.	  experiment.	  	  	  	  
	  
Figure	  6	  Plot	  of	  the	  mean	  absolute	  errors	  (in	  au)	  of	  different	  functionals	  for	  the	  EFG	  test	  set	  using	  the	  contracted	  def2-­‐QZVPP	  basis	  set.	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Figure	  7	  Plot	  of	  the	  mean	  absolute	  errors	  (in	  au)	  of	  different	  functionals	  for	  the	  EFG	  test	  set	  using	  the	  basis	  set	  combination	  cc-­‐pVQZdecon/cc-­‐pVQZ.	  	  The	  revTPSS	  functional	  is	  a	  version	  of	  the	  TPSS	  meta-­‐GGA	  functional	  where	  additional	  constraints	  of	  the	  density	  are	  satisfied	  (that	  the	  exact	  functional	  must	  have).	  This	  turned	  out	  to	  result	  in	  improved	  lattice	  energies	  and	  metal	  surface	  energies	  for	  revTPSS	  compared	  to	  TPSS	  while	  preserving	  the	  good	  behaviour	  for	  atomisation	  energies,	  compared	  to	  normal	  GGA	  functionals	  like	  PBE.166	  	  	  Overall	  the	  TPSS,	  revTPSS,	  TPSSh	  and	  revTPSSh	  functionals	  result	  in	  the	  smallest	  devations	  with	  respect	  to	  the	  experimental	  values	  when	  decontracted	  basis	  sets	  are	  used	  and	  thus	  might	  be	  the	  best	  functionals	  to	  employ	  generally	  in	  EFG	  computations	  of	  transition	  metal	  complexes.	  	  
3.3.3	  Relativistic	  effects	  The	  Schrödinger	  equation	  is	  not	  a	  completely	  correct	  description	  of	  the	  interaction	  of	  electrons	  and	  nuclei	  as	  it	  ignores	  effects	  due	  to	  special	  relativity.	  The	  Dirac	  equation	  is	  a	  relativistically	  correct	  equation	  on	  the	  other	  hand	  and	  the	  Schrödinger	  equation	  can	  be	  understood	  as	  an	  approximation	  to	  it	  by	  taking	  the	  speed	  of	  light	  to	  be	  infinite.2	  Due	  to	  the	  complexity	  of	  the	  Dirac	  equation	  it	  is	  rarely	  affordable	  but	  for	  the	  smallest	  molecules,	  but	  popular	  approximations	  to	  it	  have	  been	  derived	  that	  can	  capture	  most	  of	  the	  effects	  of	  relativity.	  	  	  Relativistic	  effects	  are	  known	  to	  become	  important	  to	  account	  for,	  for	  the	  lower	  transition	  metal	  rows,	  but	  are	  often	  ignored	  for	  the	  1st	  transition	  metal	  row	  (copper	  being	  an	  exception).	  Relativistic	  effects	  have	  previously	  been	  shown	  to	  be	  negligible	  for	  57Fe	  EFG	  tensors167	  according	  to	  Zeroth-­‐Order	  Regular	  Approximation	  (ZORA)	  168,169	  calculations,	  an	  approximation	  the	  relativistic	  Dirac	  equation.	  170,170170	  Recent	  developments	  in	  Douglas-­‐Kroll-­‐Hess	  relativistic	  approximations171	  that	  correct	  for	  the	  picture-­‐change	  effect	  on	  electric	  field	  gradients170	  (an	  artifact	  arising	  due	  to	  the	  mismatch	  between	  a	  nonrelativistic	  operator	  being	  used	  with	  a	  quasirelativistic	  wavefunction/density),	  have	  allowed	  us	  to	  explore	  this	  issue	  by	  performing	  Douglas-­‐Kroll-­‐Hess	  (DKH)	  relativistic	  calculations	  using	  the	  Orca	  code.147	  	  In	  a	  recent	  study,	  DKH	  electric	  field	  gradients	  were	  calculated	  for	  the	  hydrogen	  halides.170	  By	  using	  spin-­‐free	  Dirac-­‐DFT	  results	  as	  reference	  values	  for	  the	  molecule	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test	  set,	  the	  convergence	  and	  performance	  of	  the	  DKH	  approximation	  could	  be	  systematically	  explored.	  The	  dependence	  of	  the	  results	  on	  the	  n-­‐th	  order	  of	  the	  DKHn	  Hamiltonian	  as	  well	  as	  the	  order	  of	  the	  picture-­‐change	  correction	  were	  explored	  and	  it	  was	  found	  that	  DKH2	  (second	  order	  DKH)	  with	  picture-­‐change	  corrections	  was	  a	  generally	  accurate	  approximation	  to	  capture	  scalar	  relativistic	  effects	  on	  EFGs.	  The	  picture-­‐change	  correction	  was	  found	  to	  be	  crucial	  for	  accurate	  EFG	  calculations.	  	  We	  carried	  out	  such	  DKHn	  calculations	  (and	  non-­‐relativistic	  calculations	  for	  comparison)	  using	  the	  revTPSSh	  functional	  and	  the	  decontracted	  def2-­‐QZVPP	  basis	  set	  using	  the	  Orca	  code.	  DKHn	  calculations	  up	  to	  n=3	  were	  carried	  out.	  Calculations	  were	  carried	  out	  with	  and	  without	  picture-­‐change	  corrections.	  The	  DKH2	  calculations	  were	  found	  to	  be	  ~1.5	  times	  more	  expensive	  than	  nonrelativistic	  calculations	  while	  DKH3	  calculations	  (including	  picture-­‐change	  corrections)	  were	  ~1.7	  times	  more	  expensive.	  	  
Table	  7	  Decontracted	  basis	  EFG	  calculations	  with	  the	  revTPSSh	  functional	  and	  different	  relativistic	  approximations:	  Vzz	  values	  in	  au,a	  compared	  to	  gas-­‐phase	  MW	  data.	  
Comp.	   NRb	   DKH1	   DKH1-­‐pcc	   DKH2	   DKH2-­‐pcc	   DKH3-­‐pcc	   	  Exp.	  
18	   -­‐0.355	   -­‐0.358	   -­‐0.362	   -­‐0.358	   -­‐0.362	   -­‐0.362	   -­‐0.344	  
19	   -­‐0.353	   -­‐0.372	   -­‐0.378	   -­‐0.372	   -­‐0.378	   -­‐0.378	   -­‐0.217	  
20	   0.586	   0.589	   0.588	   0.589	   0.588	   0.588	   	  0.570	  
21	   -­‐0.871	   -­‐0.880	   -­‐0.880	   -­‐0.880	   -­‐0.880	   -­‐0.880	   -­‐0.877	  
22	   -­‐1.226	   -­‐1.201	   -­‐1.203	   -­‐1.203	   -­‐1.204	   -­‐1.204	   -­‐1.182	  
23	   -­‐0.532	   -­‐0.520	   -­‐0.534	   -­‐0.520	   -­‐0.535	   -­‐0.535	   -­‐0.356	  
24	   -­‐0.303	   -­‐0.317	   -­‐0.320	   -­‐0.317	   -­‐0.319	   -­‐0.319	   -­‐0.390	  	   	   	   	   	   	   	   	  MAEd	   0.068	   0.064	   0.067	   0.064	   0.067	   0.067	   	  MEd	   -­‐0.037	   -­‐0.038	   -­‐0.042	   -­‐0.038	   -­‐0.042	   -­‐0.042	   	  MaxEd	   0.176	   0.164	   0.178	   0.164	   0.179	   0.179	   	  Sloped	   1.008	   0.999	   0.998	   1.000	   0.999	   0.999	   	  aGaussian-­‐style,	  decontracted	  def2-­‐QZVPP	  basis	  set	  and	  BP86/AE1	  geometries.	  b	  NR:	  Non-­‐relativistic.	  c	  Picture-­‐change	  correction	  used.	  dMean	  absolute	  error	  (MAE),	  mean	  error	  (ME),	  maximum	  error	  (MaxE)	  and	  slope	  from	  a	  linear	  regression	  of	  DFT	  vs.	  experimental	  data.	  	  	  Table	  7	  shows	  the	  results	  of	  these	  calculations.	  The	  results	  reveal	  that	  there	  is	  sometimes	  an	  overestimation	  of	  relativistic	  effects	  when	  not	  including	  the	  picture	  change	  correction.	  Overall,	  the	  picture-­‐change	  corrected	  relativistic	  effect	  is	  rather	  small	  and	  does	  not	  significantly	  affect	  the	  mean	  absolute	  error	  of	  EFGs	  for	  our	  test	  set	  (although	  some	  molecules	  seem	  to	  be	  more	  sensitive	  than	  others).	  This	  suggests	  that	  relativistic	  calculations	  for	  3d	  transition	  metal	  EFGs	  are	  generally	  not	  needed	  as	  the	  DFT	  functional	  error	  will	  overshadow	  any	  error	  resulting	  from	  the	  neglect	  of	  relativistic	  effects.	  	  
3.3.4.	  Summary	  	  We	  can	  summarise	  the	  results	  for	  gas-­‐phase	  EFG	  calculations	  as	  follows:	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1. The	  electric	  field	  gradient	  in	  the	  gas-­‐phase	  does	  not	  seem	  overly	  sensitive	  to	  geometric	  effects	  (BP86/TPSS	  geometry	  optimisations	  with	  a	  moderate	  basis	  set	  (AE1)	  seem	  to	  be	  sufficient).	  2. There	  is	  a	  strong	  basis	  set	  dependence	  and	  normal	  contracted	  basis	  sets	  are	  unreliable	  for	  EFG	  computations.	  In	  order	  to	  minimise	  basis	  set	  errors	  in	  EFG	  calculations,	  a	  large	  decontracted	  quadruple-­‐zeta	  basis	  set	  on	  the	  metal	  atom	  is	  recommended,	  while	  much	  smaller	  (double-­‐zeta)	  normal	  contracted	  basis	  sets	  can	  be	  used	  for	  the	  ligand	  atoms	  with	  good	  accuracy.	  3. Relativistic	  effects	  on	  EFGs	  can	  be	  easily	  checked	  for	  nowadays	  as	  the	  additional	  computational	  cost	  is	  not	  excessive.	  Relativistic	  effects	  seem	  to	  be	  small	  for	  1st	  transition	  metal	  row	  EFGs	  and	  can	  probably	  be	  ignored	  for	  the	  most	  part.	  4. The	  DFT	  functional	  is	  the	  greatest	  source	  of	  uncertainty	  in	  these	  calculations	  and	  most	  likely	  responsible	  for	  the	  remaining	  deviations	  with	  experiment.	  The	  (rev)TPSS	  and	  (rev)TPSSh	  hybrid	  functionals	  seem	  to	  be	  the	  most	  reliable	  functionals	  for	  EFG	  computations	  of	  3d	  transion	  metal	  complexes.	  5. Finally	  it	  must	  be	  noted	  that	  this	  test	  set	  of	  EFGs	  is	  rather	  small	  and	  any	  error	  in	  the	  experimental	  coupling	  constant	  or	  quadrupole	  moment	  can	  significantly	  skew	  the	  results.	  The	  experimental	  quadrupole	  coupling	  constants	  have	  small	  error	  bars,	  however,	  some	  of	  the	  quadrupole	  moments	  have	  sizeable	  uncertainties,	  e.g.	  over	  30	  %	  for	  53Cr.	  	  Recently	  a	  new	  quadrupole	  moment	  of	  -­‐4.8	  fm2	  instead	  of	  -­‐5.2	  fm2	  has	  been	  suggested	  for	  51V.172	  We	  note,	  however,	  that	  using	  this	  value	  for	  Q	  would	  increase	  the	  deviation	  for	  the	  EFG	  at	  the	  V	  nucleus	  for	  all	  tested	  functionals	  as	  all	  of	  them	  underestimate	  the	  absolute	  value	  for	  this	  EFG	  while	  the	  new	  Q	  would	  increase	  the	  absolute	  value.	  Hence,	  this	  would	  affect	  the	  comparison	  between	  methods	  very	  little.	  6. Our	  DFT	  functional	  recommendations	  should	  be	  further	  explored	  in	  the	  future.	  It	  is	  likely	  that	  test	  sets	  from	  solid-­‐state	  experiments	  are	  necessary	  as	  microwave	  NQCC	  determinations	  for	  transtion	  metal	  complexes	  are	  few.	  This	  will	  inevitably	  require	  reliable	  methods	  to	  take	  solid-­‐state	  effects	  into	  account.	  	  	  Finally,	  we	  give	  a	  table	  with	  estimated	  DFT	  functional	  errors	  for	  selected	  first	  transition	  metal	  row	  nuclides	  (in	  MHz)	  based	  on	  the	  computed	  mean	  absolute	  errors	  in	  EFG	  Vzz	  values	  in	  Table	  6	  and	  Eq.	  49.	  Later	  we	  will	  compare	  computed	  and	  experimental	  51V	  and	  59Co	  NQCC	  data	  in	  the	  solid-­‐state	  where	  this	  table	  will	  become	  useful.	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Table	  8	  Estimated	  DFT	  errors	  for	  NQCC	  (in	  MHz	  )	  of	  the	  first	  transition	  metal	  row	  nuclides	  for	  selected	  functionals.a	   Comp.	   B3LYP	   PBE	   TPSS	   TPSSh	   revTPSS	   revTPSSh	  45Sc	   6.0	   5.0	   4.2	   4.2	   3.8	   3.5	  47Ti	   8.2	   6.8	   5.8	   5.7	   5.2	   4.8	  49Ti	   6.7	   5.6	   4.7	   4.7	   4.2	   3.9	  51V	   1.4	   1.2	   1.0	   1.0	   0.9	   0.8	  53Cr	   4.1	   3.4	   2.9	   2.8	   2.6	   2.4	  55Mn	   8.9	   7.5	   6.3	   6.2	   5.7	   5.2	  57Fe	   4.3	   3.6	   3.0	   3.0	   2.8	   2.5	  59Co	   11.4	   9.5	   8.0	   7.9	   7.2	   6.6	  61Ni	   4.4	   3.7	   3.1	   3.1	   2.8	   2.6	  63Cu	   6.0	   5.0	   4.2	   4.2	   3.8	   3.5	  65Cu	   5.5	   4.6	   3.9	   3.9	   3.5	   3.2	  67Zn	   4.1	   3.4	   2.9	   2.8	   3.5	   2.4	  a	  Mean	  absolute	  NQCC	  errors	  for	  each	  nuclide,	  calculated	  according	  to	  Eq.	  49,	  using	  the	  mean	  absolute	  error	  of	  Vzz	  from	  Table	  6	  as	  Vzz	  value	  and	  Q	  for	  each	  nuclide	  is	  taken	  from	  the	  latest	  set	  of	  quadrupole	  moments	  from	  Pyykkö.144	  	  	  
3.4	  Computing	  51V	  NMR	  parameters	  of	  VOCl3	  in	  the	  solid-­‐state	  	  The	  majority	  of	  NMR	  computations	  in	  the	  literature	  are	  gas-­‐phase	  calculations	  where	  the	  environment	  is	  assumed	  to	  be	  negligible.	  This	  may	  often	  be	  a	  good	  approximation	  when	  comparing	  to	  liquid	  state	  NMR	  data	  obtained	  in	  inert	  solvents,	  but	  it	  is	  less	  clear	  how	  reliable	  gas-­‐phase	  calculations	  of	  molecules	  are	  as	  approximations	  to	  the	  real	  molecular	  solids.	  	  VOCl3	  (1)	  is	  a	  simple	  closed	  shell	  vanadium(V)	  complex.	  Liquid	  VOCl3	  is	  the	  reference	  standard	  in	  51V	  NMR	  spectroscopy.	  51V	  solid-­‐state	  NMR	  studies	  of	  solid	  VOCl3	  have	  resulted	  in	  available	  anisotropic	  chemical	  shift	  (and	  an	  isotropic	  chemical	  shift	  relative	  to	  liquid	  VOCl3)	  and	  quadrupole	  coupling	  parameters.173	  Solid-­‐state	  51V	  NMR	  studies	  of	  vanadium(V)	  compounds	  are	  becoming	  increasingly	  popular	  in	  the	  context	  of	  vanadium-­‐based	  catalysts	  and	  materials.	  	  Due	  to	  the	  availability	  of	  these	  data	  for	  a	  simple	  but	  important	  vanadium	  complex,	  we	  decided	  to	  explore	  generally	  how	  a	  solid	  environment	  affects	  the	  NMR	  properties	  of	  such	  a	  simple	  molecule	  and	  to	  come	  up	  with	  a	  protocol	  to	  model	  environmental	  effects	  on	  NMR	  properties.	  In	  this	  work	  we	  made	  use	  of	  both	  periodic	  DFT	  calculations	  as	  well	  as	  QM/MM	  methods	  for	  the	  solid-­‐state	  NMR	  calculations.	  This	  work	  was	  part	  of	  a	  larger	  study	  where	  both	  gas-­‐to-­‐liquid	  and	  liquid-­‐to-­‐solid	  chemical	  shifts	  of	  VOCl3	  were	  modelled	  by	  elaborate	  Car-­‐Parrinello	  MD	  simulations,	  to	  be	  discussed	  in	  Chapter	  3.4.4.	  The	  whole	  study	  was	  published	  in	  Phys.	  Chem.	  Chem.	  Phys.	  in	  2011.174	  	  Periodic	  DFT	  calculations	  enable	  one	  to	  perform	  geometry	  optimisations	  of	  the	  full	  crystalline	  solid	  and	  the	  use	  of	  QM/MM	  methods	  for	  the	  NMR	  calculations	  gives	  a	  greater	  variety	  of	  electronic	  structure	  methods	  (compared	  to	  periodic	  DFT	  methods)	  such	  as	  hybrid	  DFT	  methods.	  Additionally	  the	  use	  of	  single-­‐point	  QM/MM	  methods	  for	  NMR	  calculations	  can	  completely	  avoid	  the	  use	  of	  pseudopotentials,	  a	  necessity	  in	  planewave	  periodic	  DFT	  approaches	  which	  can	  have	  detrimental	  effects	  on	  molecular	  properties	  that	  depend	  on	  core	  electrons.	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  The	  problem	  with	  using	  QM/MM	  methods	  for	  a	  transition	  metal	  complex	  such	  as	  VOCl3	  is	  that	  reliable	  force	  fields	  to	  describe	  the	  MM	  region	  are	  seldom	  available.	  While	  force	  field	  parameters	  could	  be	  developed	  on	  a	  per	  case	  basis	  this	  severely	  limits	  the	  ease	  with	  which	  such	  calculations	  can	  be	  performed.	  For	  this	  study,	  only	  point	  charges	  were	  defined	  for	  VOCl3	  which	  were	  used	  for	  electrostatically	  embedded	  single-­‐point	  calculations	  only	  but	  no	  other	  force	  field	  parameters	  were	  defined	  which	  would	  be	  necessary	  for	  full	  QM/MM	  geometry	  optimisations.	  	  
	  
3.4.1	  Computational	  details	  Geometry	  optimisations	  of	  solid	  VOCl3	  was	  performed	  using	  the	  planewave	  periodic	  DFT	  code	  CPMD175	  at	  the	  the	  BP86-­‐D	  level,	  using	  the	  empirical	  dispersion	  correction	  by	  Grimme.26	  Modelling	  solid-­‐state	  systems	  requires	  initial	  structural	  data,	  which	  for	  metal	  complexes	  usually	  comes	  in	  the	  form	  of	  X-­‐ray	  crystal	  structures.	  Two	  sets	  of	  crystal	  structures	  for	  VOCl3	  were	  considered,	  by	  Galy	  et	  al.	  from	  1983176,	  and	  by	  Troyanov	  from	  2005177.	  The	  latter	  has	  a	  slightly	  larger	  volume	  of	  the	  unit	  cell	  (by	  2.5%)	  and	  a	  slightly	  lower	  R-­‐value	  (reliability	  factor,	  a	  measure	  of	  how	  the	  model	  reproduces	  the	  diffraction	  data)178	  than	  the	  former	  (3.2%	  vs.	  4.9%).	  Single-­‐point	  energy	  computations	  found	  the	  Troyanov	  structure	  to	  be	  lower	  in	  energy	  and	  the	  Grimme	  dispersion	  correction	  was	  found	  to	  be	  crucial	  for	  a	  qualitatively	  correct	  cohesion	  energy.174	  A	  supercell	  (crystallographic	  cell	  from	  Troyanov177	  doubled	  along	  the	  a-­‐axes)	  with	  dimensions	  of	  10x9x11	  Å3	  containing	  8	  molecules	  was	  calculated.	  As	  optimisations	  of	  unit	  cell	  parameters	  are	  difficult,	  they	  were	  not	  attempted.	  Norm-­‐conserving	  Troullier-­‐Martins	  pseudopotentials179	  were	  used	  in	  the	  Kleinman-­‐Bylander	  form180	  and	  Kohn-­‐Sham	  MOs	  were	  expanded	  at	  the	  Γ-­‐point	  in	  a	  basis	  of	  plane	  waves	  with	  a	  cutoff	  of	  80	  Ry.	  These	  calculations	  were	  performed	  by	  Michael	  Bühl	  and	  more	  details	  are	  available	  in	  the	  published	  study.174	  	  The	  accuracy	  of	  solid-­‐state	  X-­‐ray	  geometries	  vs.	  solid-­‐state	  DFT-­‐optimised	  geometries	  in	  NMR	  calculations	  has	  been	  discussed	  in	  several	  studies.181-­‐183	  It	  seems	  that	  due	  to	  resolution	  limitations	  of	  the	  X-­‐ray	  structures,	  geometry	  optimisations	  are	  generally	  preferable,	  especially	  for	  hydrogen	  positions.	  The	  geometry	  from	  a	  periodic	  BP86-­‐D	  calculation	  on	  the	  Troyanov	  structure	  was	  eventually	  chosen	  as	  the	  most	  reliable	  crystal	  structure	  of	  VOCl3	  .	  	  The	  Chemshell	  program	  v.	  3.388,89	  was	  used	  to	  create	  a	  large	  spherical	  MM	  cluster	  with	  radius	  ~48	  Å	  (90.0	  au),	  from	  the	  DFT-­‐optimised	  crystal	  structure,	  centered	  on	  the	  V	  atom	  of	  one	  VOCl3	  molecule	  with	  all	  partial	  molecules	  at	  the	  surface	  deleted.	  A	  simple	  Coulomb	  point	  charge	  force	  field	  for	  each	  MM	  atom	  type	  was	  defined	  by	  using	  atomic	  NPA	  charges	  from	  a	  single	  molecule	  calculated	  at	  the	  B3LYP/QZVPP	  level.	  Additional	  charges	  surrounding	  the	  cluster	  were	  added	  to	  simulate	  the	  electrostatic	  potential	  of	  the	  infinite	  periodic	  system,	  using	  a	  (now	  outdated)	  procedure	  in	  Chemshell	  named	  make_3d_corrected_covalent_cluster	  (superceded	  by	  the	  construct_cluster	  procedure,	  see	  later).	  	  A	  simple	  scheme	  to	  iterate	  the	  MM	  point	  charges	  self-­‐consistently	  was	  devised	  (similar	  as	  loop	  A	  in	  Chapter	  3.5.1):	  A	  quantum	  mechanical	  (QM)	  cluster	  (single	  VOCl3	  unit	  or	  larger,	  see	  below)	  was	  selected	  from	  the	  middle	  of	  the	  classical	  cluster,	  its	  charges	  deleted,	  thus	  resulting	  in	  coordinates	  for	  both	  the	  QM	  cluster	  and	  coordinates	  and	  charges	  for	  the	  MM	  atoms.	  
 68 
The	  coordinates	  and	  point	  charges	  of	  the	  entire	  cluster	  were	  subsequently	  used	  for	  single-­‐point	  embedded	  QM	  calculations	  of	  the	  QM	  cluster,	  using	  the	  Gaussian	  09	  program.	  From	  these	  single-­‐point	  embedded	  calculations,	  new	  NPA	  atomic	  charges	  were	  obtained	  that	  were	  used	  to	  update	  the	  Coulomb	  force	  field.	  This	  results	  in	  a	  cycle	  that	  was	  iterated	  until	  the	  charges	  were	  self-­‐consistent.	  Single-­‐point	  NMR	  calculations	  were	  performed	  with	  different	  density	  functionals	  using	  several	  different	  basis	  set	  combinations	  (basis	  set	  on	  metal/basis	  set	  on	  ligand):	  Wachters/6-­‐31G*	  (AE1),	  QZVPP	  /	  6-­‐31G*	  and	  QZVPP/QZVPP	  as	  well	  as	  a	  combination	  of	  decontracted	  def2-­‐QZVPP	  on	  metal	  and	  normal	  6-­‐31G*	  on	  ligand	  atoms.	  	  Due	  to	  the	  small	  size	  of	  VOCl3,	  it	  was	  possible	  to	  increase	  the	  size	  of	  the	  QM	  cluster	  for	  the	  single-­‐point	  QM/MM	  calculations.	  This	  then	  allows	  one	  to	  probe	  how	  the	  chemical	  shift	  and	  EFG	  tensors	  are	  affected	  by	  the	  short-­‐range	  quantum	  mechanical	  polarisation	  (i.e.	  beyond	  the	  classical	  electrostatic	  effect	  by	  point	  charges).	  Three	  different	  cluster	  models	  were	  defined:	  a	  single	  molecule	  (I),	  this	  molecule	  with	  the	  14	  nearest	  neighbours	  (II)	  and	  finally	  a	  large	  cluster	  consisting	  of	  65	  molecules	  in	  total	  (III).	  The	  different	  cluster	  models	  are	  illustrated	  in	  Figure	  8.	  	  	  
	  
Figure	  8	  The	  three	  cluster	  models	  (from	  the	  top,	  clusters	  I,	  II	  and	  III)	  showing	  the	  different	  layers.	  Surrounding	  point	  charges	  not	  shown.	  	  The	  single-­‐point	  NMR	  calculations	  were	  performed	  with	  and	  without	  the	  surrounding	  point	  charges	  and	  subsequent	  charge	  updates.	  The	  charges	  converged	  quickly,	  only	  2-­‐3	  iterations	  were	  necessary	  for	  the	  charges	  to	  stop	  changing	  more	  than	  0.0001	  e-­‐.	  	  Different	  basis	  set	  were	  used	  for	  the	  central	  molecule:	  (notation:	  basis	  set	  on	  V/basis	  set	  on	  O	  and	  Cl)	  Wachters/6-­‐31G*	  (AE1)	  and	  def2-­‐QZVPP/def2-­‐QZVPP.	  Due	  to	  the	  size	  of	  cluster	  models	  II	  and	  III,	  smaller	  basis	  sets	  were	  used	  for	  the	  added	  molecules	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in	  the	  two	  additional	  layers.	  For	  the	  second	  layer	  (14	  molecules)	  in	  cluster	  model	  II	  and	  III,	  the	  surrounding	  molecules	  were	  all	  assigned	  the	  AE1	  basis	  set.	  In	  cluster	  model	  III,	  the	  additional	  molecules	  in	  the	  third	  layer	  used	  the	  6-­‐31G*	  basis	  set	  (for	  V,	  O	  and	  Cl).	  As	  the	  outer	  layers	  only	  serve	  the	  purpose	  of	  polarising	  the	  density	  of	  the	  central	  molecule,	  on	  which	  the	  NMR	  parameters	  are	  calculated,	  the	  use	  of	  smaller	  basis	  sets	  on	  the	  outer	  layers	  seems	  justified.	  Decontraction	  of	  the	  basis	  set	  of	  the	  central	  molecule	  was	  also	  explored	  as	  well	  as	  different	  basis	  set	  combinations	  including	  effective	  core	  potentials	  (ECP)	  in	  the	  outer	  layers.	  	  
3.4.2	  Results:	  Converging	  the	  chemical	  shift	  and	  EFG	  tensors	  in	  the	  solid	  	  Table	  9	  shows	  the	  computed	  NMR	  properties	  of	  the	  51V	  nucleus	  of	  the	  central	  molecule	  using	  the	  different	  cluster	  models.	  These	  results	  allow	  one	  to	  directly	  assess	  the	  effects	  of	  a	  solid-­‐state	  geometry	  vs.	  a	  gas-­‐phase	  geometry,	  the	  effect	  of	  cluster	  size	  and	  the	  effect	  of	  surrounding	  point	  charges	  on	  the	  51V	  chemical	  shift	  and	  EFG	  tensors.	  	  	  
Table	  9	  Calculated	  chemical	  shift	  and	  quadrupole	  coupling	  data	  with	  a	  single	  molecule	  (gas-­‐phase	  optimised)	  model,	  and	  three	  different	  cluster	  models	  of	  the	  solid	  state	  (with	  and	  without	  point	  charges,	  PC).	  Shielding	  constants,	  σiso	  (ppm),	  gas-­‐to-­‐solid	  shifts	  (ppm),	  reduced	  shielding	  anisotropies,	  δσ	  (ppm),	  CQ	  values	  (MHz)	  and	  asymmetry	  parameters,	  η	  (unitless).	  
	   Single	  molecule	   Cluster	  I	   	   Cluster	  II	   	   Cluster	  III	   	  
	   	   	   	   	   	   	   	  
B3LYP/AE1c	  	   Gas-­‐phase	  opt.	   Non-­‐embed.	   PC-­‐	  Embed.	  a	   Non-­‐embed.	   PC-­‐	  embed.a	   Non-­‐emb.	   PC-­‐	  embed.a	  
σiso	   -­‐2267.6	   -­‐2268.1	   -­‐2269.4	   -­‐2287.2	   -­‐2286.6	   -­‐2286.8	   -­‐2287.5	  Gas-­‐solid	  shift,	  
Δδ	   -­‐	   0.5	   1.8	   19.5	   19.0	   19.2	   19.8	  
δσ	   398.1	   380.3	   442.4	   441.7	   447.6	   446.3	   451.7	  
ησ	   0.001	   0.015	   0.017	   0.012	   0.015	   0.012	   0.014	  
CQ	   7.95	   7.58	   7.38	   7.31	   7.28	   7.29	   7.26	  
ηQ	   0.002	   0.061	   0.051	   0.069	   0.070	   0.071	   0.070	  	   	   	   	   	   	   	   	  
B3LYP/QZVPPc	   	   	   	   	   	   	   	  
σiso	   -­‐2334.2	   -­‐2335.1	   -­‐2338.0	   -­‐2349.9	   -­‐2349.3	   -­‐2349.6	   -­‐2350.1	  Gas-­‐to-­‐solid	  shift,	  Δδ	   -­‐	   1.0	   3.8	   15.7	   15.2	   15.4	   16.0	  
δσ	   354.3	   337.3	   401.7	   403.4	   409.7	   409.2	   414.8	  
ησ	   0.001	   0.016	   0.020	   0.017	   0.020	   0.017	   0.019	  
CQ	   7.21	   6.86	   6.69	   6.86	   6.84	   6.84	   6.82	  
ηQ	   0.002	   0.066	   0.055	   0.071	   0.072	   0.073	   0.073	  a	  With	  surrounding	  point	  charges	  that	  have	  been	  updated	  twice.	  	  b	  The	  gas-­‐to-­‐solid	  shift	  is	  calculated	  as	  Δδ	  =	  σgas-­‐σcluster.	  c	   The	   basis	   set	   level	   of	   the	   central	  molecule	   (layer	   1);	   layers	   2	   and	   3	   are	   described	  with	   AE1	   and	   6-­‐31G*	  basis,	  respectively.	  	  	  The	  different	  geometries	  and	  the	  surrounding	  point	  charges	  seem	  to	  have	  little	  effect	  on	  the	  shielding	  constant	  and,	  hence,	  the	  isotropic	  chemical	  shift,	  while	  a	  15-­‐20	  ppm	  deshielding	  takes	  place	  when	  increasing	  the	  cluster	  size	  from	  one	  molecule	  to	  15	  or	  65.	  This	  suggests	  that	  some	  environmental	  effects	  that	  directly	  affect	  the	  wavefunction/electron	  density	  cannot	  be	  described	  by	  simple	  point	  charges,	  i.e.	  an	  electrostatic	  description	  of	  the	  environment.	  A	  recent	  study	  of	  the	  shielding	  constants	  of	  liquid	  water	  showed	  this	  behaviour	  as	  well.184	  It	  thus	  seems	  necessary	  to	  include	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the	  nearest	  neighbours	  for	  well	  converged	  shielding	  constants.	  The	  shielding	  constant	  is	  also	  very	  sensitive	  to	  the	  basis	  set	  level,	  as	  expected.	  	  The	  anisotropic	  shift,	  on	  the	  other	  hand,	  shows	  a	  larger	  response	  to	  the	  point	  charges.	  There	  is	  a	  small	  effect	  in	  the	  reduced	  anisotropy,	  δσ	  ,	  when	  using	  a	  solid-­‐state	  geometry	  rather	  than	  a	  gas-­‐phase	  geometry	  and	  a	  considerable	  effect	  when	  including	  point	  charges	  for	  the	  single-­‐molecule	  clusters.	  When	  using	  the	  larger	  cluster	  model	  II	  we	  see	  that	  this	  shift	  in	  the	  anisotropy	  seems	  to	  be	  well	  modelled	  by	  the	  point	  charges,	  and	  only	  a	  small	  additional	  shift	  occurs	  when	  including	  point	  charges	  for	  cluster	  model	  II.	  Small	  additional	  changes	  occur	  when	  using	  cluster	  model	  III.	  A	  relative	  environmental	  effect	  on	  the	  shielding	  tensor	  thus	  can	  be	  modelled	  quite	  well	  by	  point	  charges	  it	  seems.	  The	  asymmetry	  parameter	  changes	  only	  a	  little	  in	  these	  calculations.	  	  The	  quadrupole	  coupling	  constant,	  CQ,	  shows	  a	  slight	  shift	  with	  the	  geometry	  change	  and	  some	  sensitivity	  toward	  the	  inclusion	  of	  point	  charges	  for	  cluster	  model	  I.	  This	  shift,	  however,	  is	  overestimated	  when	  comparing	  the	  B3LYP/QZVPP	  data	  for	  cluster	  model	  I	  and	  II.	  Only	  small	  additional	  changes	  occur	  when	  point	  charges	  are	  included	  for	  cluster	  model	  II	  and	  a	  similar	  change	  is	  found	  upon	  increasing	  the	  cluster	  to	  65	  molecules	  (cluster	  model	  III).	  Overall	  the	  quadrupole	  coupling	  constant	  does	  not	  change	  appreciably	  when	  comparing	  the	  gas-­‐phase	  model	  with	  the	  large	  embedded	  cluster.	  	  	  Point	  charge	  updates,	  all	  performed	  using	  cluster	  model	  I,	  have	  overall	  only	  small	  effects	  on	  the	  chemical	  shift	  and	  EFG	  tensors	  and	  converge	  quickly	  as	  can	  be	  seen	  in	  Table	  10,	  suggesting	  small	  polarisation	  effects	  in	  the	  crystal	  whose	  intermolecular	  interactions	  are,	  arguably,	  dominated	  by	  dispersion.	  The	  largest	  effect	  is	  for	  the	  reduced	  anisotropy	  for	  the	  single-­‐molecule	  cluster	  model.	  We	  also	  performed	  calculations	  using	  point	  charges	  derived	  from	  the	  embedded	  cluster	  model	  II,	  but	  tests	  using	  these	  charges	  resulted	  only	  in	  negligible	  changes,	  thus	  suggesting	  that	  gas-­‐phase	  derived	  single-­‐molecule	  point	  charges	  seem	  to	  be	  a	  fairly	  good	  approximation	  for	  this	  system	  and	  that	  the	  exact	  values	  of	  the	  point	  charges	  are	  not	  too	  important.	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Table	  10	  B3LYP	  solid-­‐state	  NMR	  data	  of	  cluster	  model	  I	  (BP86-­‐D	  geometry)	  with	  embedded	  point	  charges,	  showing	  the	  effect	  of	  point	  charge	  updates.	  	   	   B3LYP/AE1	   B3LYP/QZVPP	  
Run	  1.	  With	  point	  charges	  from	  a	  gas-­‐phase	  B3LYP/QZVPP	  calculation	  	  	  	  
σiso	   -­‐2269.1	   -­‐2337.4	  
δσ	   434.21	   393.3	  
ησ	   0.016	   0.017	  
CQ	   7.41	   6.72	  
ηQ	   0.053	   0.057	  	   	   	  
Run	  2:	  With	  point	  charges	  from	  embedded	  point	  charges	  from	  run	  1.	  	  	  	  	  
σiso	   -­‐2269.4	   -­‐2337.9	  
δσ	   441.5	   400.8	  
ησ	   0.017	   0.020	  
CQ	   7.38	   6.69	  
ηQ	   0.051	   0.055	  	   	   	  
Run	  3:	  With	  point	  charges	  from	  embedded	  point	  charges	  from	  run	  2.	  	  	  	  	  
σiso	   -­‐2269.4	   -­‐2338.0	  
δσ	   442.4	   401.7	  
ησ	   0.017	   0.0198	  
CQ	   7.38	   6.69	  
ηQ	   0.051	   0.055	  	   	   	  	  	  The	  convergence	  of	  NMR	  properties	  for	  this	  system	  was	  later	  (after	  publication	  in	  
Phys.	  Chem.	  Chem.	  Phys.174	  )	  explored	  in	  more	  detail	  with	  respect	  to	  basis	  functions	  on	  the	  surrounding	  molecules	  of	  cluster	  model	  II.	  The	  results	  can	  be	  seen	  in	  Table	  11.	  A	  very	  expensive	  calculation	  with	  the	  large	  def2-­‐QZVPP	  basis	  sets	  for	  both	  layers	  was	  used	  as	  reference	  and	  the	  basis	  set	  in	  layer	  2	  was	  varied.	  	  	  	  
Table	  11	  Additional	  solid-­‐state	  B3LYP	  NMR	  data	  with	  embedded	  cluster	  model	  II	  but	  with	  different	  basis	  setsb	  for	  layer	  2.	  
Basis	  sets:	   	   	   	   	   	   	   	   	  Layer	  1:	   QZVPP	   QZVPP	   QZVPP	   QZVPP	   QZVPP	   QZVPP	   QZVPP	   QZVPP	  Layer	  2:	   QZVPP	   AE1	   6-­‐31G*	   CEP-­‐121G	   CEP-­‐31G	  +pola	   CEP-­‐31G	   STO-­‐3G	   CEP-­‐4G	  #	  Bf.b	   5400	   1998	   1788	   1466	   1340	   1242	   1060	   1018	  
σiso	   -­‐2348.8	   -­‐2349.3	   -­‐2349.4	   -­‐2350.1	   -­‐2348.8	   -­‐2350.0	   -­‐2345.2	   -­‐2349.8	  
δσ	   405.8	   409.7	   410.8	   419.4	   414.7	   418.8	   390.7	   431.4	  
ησ	   0.019	   0.020	   0.021	   0.027	   0.023	   0.028	   0.067	   0.040	  
CQ	   6.91	   6.83	   6.78	   6.85	   6.86	   6.84	   6.86	   6.78	  
ηQ	   0.073	   0.072	   0.073	   0.073	   0.073	   0.073	   0.081	   0.073	  a	  An	  f	  polarisation	  function	  with	  exponent	  0.257	  on	  V	  was	  added	  (from	  the	  def2-­‐QZVPP	  basis	  set).	  b	  Number	  of	  basis	  functions	  for	  whole	  cluster.	  	  In	  particular	  we	  tested	  basis	  sets	  which	  include	  effective	  core	  potentials	  in	  the	  outer	  layer,	  like	  the	  CEP	  basis	  set/ECP	  combinations	  (compact	  effective	  potential,185):	  CEP-­‐4G	  (minimal	  basis	  and	  ECP),	  CEP-­‐31G	  (split-­‐valence	  double-­‐zeta	  and	  ECP)	  and	  CEP-­‐121G	  (split	  triple-­‐zeta	  and	  ECP).	  The	  use	  of	  basis	  set/ECP	  combinations	  can	  reduce	  the	  computational	  cost	  considerably.	  	  Other	  ECPs	  available	  in	  Gaussian	  and	  in	  the	  EMSL	  basis	  set	  library	  were	  also	  tested	  but	  did	  not	  perform	  very	  well	  compared	  to	  CEP.	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  It	  was	  found	  that	  very	  good	  results	  can	  be	  obtained	  with	  these	  CEP	  ECP-­‐basis	  sets.	  CEP-­‐4G	  outperforms	  the	  all-­‐electron	  (but	  minimal)	  STO-­‐3G	  basis	  set	  for	  the	  shielding	  and	  CEP-­‐31G	  performs	  even	  better	  at	  slightly	  increased	  computational	  cost.	  The	  triple-­‐zeta	  CEP-­‐121G	  is,	  however,	  not	  an	  improvement	  over	  CEP-­‐31G	  and	  it	  is	  instead	  more	  important	  to	  add	  polarisation	  functions	  which	  we	  demonstrated	  by	  adding	  an	  f	  polarisation	  on	  V	  (from	  the	  def2-­‐QZVPP	  basis	  set;	  other	  polarisation	  functions	  had	  only	  small	  effects).	  	  The	  use	  of	  these	  CEP	  ECP-­‐basis	  sets	  for	  single-­‐point	  QM/MM	  calculations	  thus	  seem	  to	  be	  attractive	  choices	  to	  capture	  quantum	  mechanical	  polarisation	  effects	  on	  the	  chemical	  shift	  and	  EFG	  tensors,	  when	  the	  QM	  region	  needs	  to	  be	  increased	  beyond	  the	  center	  molecule.	  Future	  studies	  should	  explore	  the	  use	  of	  them	  in	  more	  detail,	  especially	  for	  systems	  with	  stronger	  interactions	  with	  the	  environment.	  	  	  Finally,	  we	  note	  that	  these	  convergence	  studies	  were	  performed	  with	  standard	  contracted	  basis	  sets	  which	  according	  to	  the	  results	  of	  Chapter	  3.3.2	  are	  not	  the	  best	  choice	  for	  the	  EFG	  tensor.	  As	  we	  are	  not	  comparing	  to	  experiment	  here	  this	  should	  be	  of	  little	  relevance	  and	  there	  is	  no	  reason	  to	  believe	  that	  decontracted	  basis	  sets	  of	  layers	  2	  and	  3	  should	  be	  necessary	  as	  these	  layers	  only	  serve	  the	  purpose	  of	  polarising	  the	  density	  around	  the	  NMR	  nucleus.	  	  
3.4.3	  Results:	  Comparison	  with	  experiment	  	  In	  our	  original	  analysis	  and	  comparison	  of	  the	  computed	  anisotropic	  chemical	  shift	  and	  EFG	  data	  with	  the	  experimental	  solid-­‐state	  NMR	  data,174	  we	  employed	  normal	  contracted	  basis	  sets	  and	  tested	  functionals	  that	  at	  the	  time	  seemed	  to	  be	  the	  best	  choices	  for	  chemical	  shifts	  (B3LYP)	  and	  EFG	  tensors	  (CAM-­‐B3LYP	  and	  LC-­‐ωPBE).	  	  	  As	  decontraction	  of	  the	  metal	  atom	  basis	  set	  now	  seems	  to	  be	  crucial	  for	  converged	  EFGs	  and	  TPSS/revTPSS	  and	  their	  hybrid	  versions	  performed	  better	  than	  others	  in	  the	  new	  analysis	  in	  Chapter	  3.3.2,	  we	  have	  now	  performed	  additional	  calculations	  for	  comparison	  with	  experiment.	  Additionally,	  the	  promising	  BB95	  and	  τ-­‐HCTHh(10%)	  functionals	  for	  chemical	  shifts	  (Chapter	  3.2)	  have	  been	  tested.	  	  The	  older	  results	  have	  been	  summarised	  in	  Table	  12	  which	  contain	  single-­‐point	  calculations	  of	  cluster	  III	  using	  the	  PBE,	  B3LYP	  and	  LC-­‐ωPBE	  functionals.	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Table	  12	  Calculated	  chemical	  shift	  and	  quadrupole	  coupling	  data	  for	  the	  periodic	  solid	  (GIPAW)	  and	  for	  embedded	  cluster	  model	  III	  (with	  updated	  point	  charges)	  using	  different	  functionals,	  compared	  with	  experimental	  51V	  solid-­‐state	  NMR	  data.	  DFT/QZVPP	  gas-­‐to-­‐solid	  shifts	  (ppm),	  reduced	  shielding	  anisotropies,	  δσ	  (ppm),	  CQ	  values	  (MHz)	  and	  asymmetry	  parameters,	  η	  (unitless).a	  	  	   	   	  GIPAW-­‐PBE	   	  PBE	   B3LYP	   LC-­‐ωPBE	   Expt.	  Gas-­‐to-­‐solid	  shift,	  Δδ	   15.0	   14.3	   16.0	   7.3	   	  
δσ	   406.3	   411.9	   414.8	   334.0	   323.33b	  
ησ	   0.013	   0.018	   0.019	   0.012	   0.031b	  
CQ	   6.10	   6.81	   6.82	   5.57	   ±5.7c,d	  
ηQ	   0.073	   0.069	   0.073	   0.101	   0.09c	  a	  Basis	  set	  specification	  in	  layers	  according	  to	  Table	  9.	  b	  Values	  from	  Ref.186.	  Tensor	  values	  converted	  into	  the	  Haeberlen-­‐Mehring-­‐Spiess	  convention.	  c	  Values	  from	  Ref.173	  d	  The	  sign	  of	  the	  quadrupole	  coupling	  constant	  is	  not	  obtained	  from	  solid-­‐state	  NMR	  spectra.	  	  Decontracted	  basis	  calculations	  (only	  on	  V)	  with	  additional	  functionals	  were	  performed,	  but	  on	  cluster	  II	  instead,	  due	  to	  the	  high	  computational	  cost	  of	  calculations	  on	  cluster	  III.	  Results	  are	  shown	  in	  Table	  13.	  They	  reveal	  that	  decontraction	  of	  the	  def2-­‐QZVPP	  basis	  set	  has	  only	  a	  small	  effect	  on	  the	  results	  for	  this	  system.	  	  	  
Table	  13	  Decontracted	  basis	  calculated	  chemical	  shift	  and	  quadrupole	  coupling	  data	  for	  embedded	  cluster	  model	  II	  (with	  updated	  point	  charges)	  using	  different	  functionals.	  Reduced	  shielding	  anisotropies,	  δσ	  (ppm),	  CQ	  values	  (MHz)	  and	  asymmetry	  parameters,	  η	  (unitless).a	  	  
	   	  PBE	   	   B3LYP	  	   LC-­‐ωPBE	  	   TPSS	   TPSSh	   BB95	   τ-­‐HCTHh	  (10%)	   Expt.	  	   Contr.	   Decontr.	   Contr.	   Decontr.	   Contr.	   Decontr.	   Decontr.	   Decontr.	   Decontr.	   Decontr.	   	  
δσ	   408.5	   416.9	   409.7	   418.7	   328.9	   335.6	   392.8	   377.2	   439.2	   372.2	   323.33	  
ησ	   0.019	   0.020	   0.020	   0.018	   0.013	   0.012	   0.019	   0.018	   0.022	   0.022	   0.031	  
CQ	   6.83	  	  (6.31)b	   6.95	  (6.42)	   6.83	  (6.31)	   6.61	  (6.10)	   5.59	  (5.16)	   5.82	  (5.37)	   6.94	  (6.41)	   6.66	  (6.15)	   7.16	  (6.61)	   6.95	  (6.42)	   ±5.7	  	  
ηQ	   0.069	   0.072	   0.072	   0.077	   0.101	   0.101	   0.072	   0.077	   0.071	   0.074	   0.09	  a	  Basis	  set	  specification	  in	  layers	  according	  to	  Table	  9	  except	  a	  decontracted	  def2-­‐QZVPP	  basis	  set	  is	  used	  on	  V.	  b	  Values	  in	  parentheses	  use	  Q	  =	  -­‐4.8±0.1	  fm2	  instead	  of	  -­‐5.2	  fm2.	  	  The	  data	  in	  Tables	  12	  and	  13	  reveal	  a	  slight	  functional	  dependency	  for	  some	  of	  the	  anisotropic	  parameters.	  Curiously,	  the	  best	  agreement	  with	  experimental	  results	  for	  both	  the	  chemical	  shift	  and	  quadrupole	  coupling	  data	  is	  obtained	  with	  the	  LC-­‐ωPBE	  functional,	  even	  though	  that	  functional	  did	  not	  perform	  so	  well	  in	  either	  of	  the	  benchmark	  studies	  in	  Chapters	  3.2	  and	  3.3.2.	  The	  reduced	  anisotropy	  parameter	  is	  substantially	  overestimated	  by	  all	  functionals	  (except	  LC-­‐ωPBE	  )	  and	  BB95	  and	  τ-­‐HCTHh(10%)	  are	  not	  much	  better	  than	  others	  functionals.	  The	  chemical	  shift	  and	  EFG	  asymmetry	  parameters	  are	  not	  very	  sensitive	  to	  the	  functional.	  The	  NQCC	  is	  overestimated	  by	  all	  functionals	  by	  1.0-­‐1.5	  MHz	  except	  LC-­‐ωPBE	  (~0.1	  MHz	  deviation).	  Here	  it	  must	  be	  noted	  that	  our	  EFG	  benchmark	  study	  revealed	  that	  functional	  errors	  for	  51V	  NQCC	  computations	  (see	  Table	  8)	  are	  on	  the	  order	  of	  1.0-­‐1.5	  MHz	  so	  this	  disagreement	  with	  experiment	  is	  to	  be	  expected.	  The	  very	  good	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performance	  of	  LC-­‐ωPBE	  (for	  δσ	  and	  CQ)	  may	  just	  be	  a	  fortuitous	  result	  but	  should	  be	  explored	  further	  in	  the	  future.	  	  Overall,	  experiment	  and	  computation	  may	  be	  associated	  with	  a	  noticeable	  uncertainty	  and	  methodological	  error,	  respectively,	  and	  hence	  we	  can	  only	  draw	  limited	  conclusions	  from	  this	  comparison.	  There	  seems	  to	  be	  a	  sensitivity	  of	  the	  NQCC	  and	  reduced	  anisotropy,	  however,	  with	  regard	  to	  the	  density	  functional	  used,	  and	  these	  effects	  are	  even	  slightly	  larger	  than	  the	  solid-­‐state	  effects	  of	  this	  system.	  Better	  DFT	  methods	  are	  most	  likely	  required	  for	  improved	  agreement	  with	  experiment.	  	  Finally,	  we	  compare	  our	  cluster	  results	  with	  that	  of	  a	  fully	  periodic	  calculation	  using	  the	  GIPAW	  NMR	  method117	  as	  implemented	  in	  the	  CASTEP	  program.187	  Computational	  details	  are	  available	  in	  the	  published	  study.174	  	  As	  the	  GIPAW	  NMR	  calculations	  used	  the	  same	  crystal	  structure	  (BP86-­‐D	  optimised),	  the	  PBE	  functional	  and	  a	  rather	  large	  planewave	  basis	  set	  (energy	  cutoff	  of	  58.8	  Ry)	  we	  can	  compare	  the	  results	  of	  our	  large	  basis	  cluster	  calculations	  with	  the	  periodic	  ones	  at	  a	  rather	  similar	  level	  of	  theory.	  The	  results	  are	  shown	  in	  Tables	  12	  and	  13.	  While	  the	  gas-­‐to-­‐solid	  shift,	  reduced	  anisotropy	  and	  asymmetry	  parameters	  for	  cluster	  and	  periodic	  results	  are	  in	  very	  good	  agreement	  with	  each	  other,	  the	  NQCC	  is	  rather	  different	  (0.7-­‐0.9	  MHz).	  Going	  from	  a	  contracted	  basis	  to	  a	  decontracted	  basis	  (on	  the	  metal)	  in	  the	  cluster	  calculations,	  the	  difference	  between	  periodic	  and	  cluster	  results	  is	  increased.	  Since	  the	  value	  of	  the	  NQCC	  changes	  very	  little	  between	  cluster	  II	  and	  cluster	  III	  models	  it	  seemed	  unlikely	  that	  this	  difference	  was	  due	  to	  cluster	  truncation	  effects.	  Separate	  periodic	  calculations	  of	  a	  single	  molecule	  in	  a	  supercell	  revealed	  that	  this	  difference	  was	  either	  due	  to	  different	  levels	  of	  basis	  set	  saturation	  for	  molecular	  and	  periodic	  calculations	  or	  due	  to	  a	  sensitivity	  with	  regard	  to	  the	  effective	  core	  potential	  used	  in	  the	  GIPAW	  calculations.	  It	  was	  found	  that	  the	  NQCC	  changed	  when	  a	  different	  ECP	  was	  used	  (See	  footnote	  no.	  40	  in	  Ref.174	  )	  so	  it	  seems	  that	  there	  is	  a	  sensitivity	  towards	  ECPs	  in	  EFG	  tensor	  calculations	  using	  the	  GIPAW	  approach.	  However,	  apart	  from	  this	  uncertainty	  with	  the	  NQCC,	  the	  agreement	  between	  cluster	  and	  periodic	  approaches	  for	  describing	  solid-­‐state	  effects	  is	  rather	  satisfying.	  	  	  Finally,	  we	  note	  the	  uncertainty	  associated	  with	  the	  experimental	  value	  for	  the	  51V	  quadrupole	  moment,	  cited	  as	  -­‐5.2(10)	  fm2	  in	  Refs.144,188	  	  A	  newer	  value	  has	  recently	  been	  suggested	  on	  the	  basis	  of	  DFT	  computations,	  |Q|	  =	  4.8±0.1	  fm2.172	  Our	  computed	  NQCC	  would	  decrease	  by	  ca.	  8%,	  which	  would	  improve	  agreement	  with	  experiment	  for	  most	  functionals	  as	  can	  be	  seen	  in	  the	  values	  in	  parentheses	  in	  Table	  13.	  	  
3.4.4	  A	  study	  of	  51V	  NMR	  parameters	  of	  VOCl3	  in	  all	  three	  phases	  The	  study	  of	  solid-­‐state	  NMR	  properties	  of	  VOCl3	  was	  part	  of	  a	  larger	  study	  on	  environmental	  and	  dynamical	  effects	  of	  VOCl3	  in	  the	  gas,	  liquid	  and	  solid	  phases.	  	  	  BP86-­‐D	  Car-­‐Parrinello	  MD	  simulations	  of	  VOCl3	  in	  the	  gas-­‐phase	  (empty	  supercell),	  liquid	  phase	  (supercell)	  and	  the	  solid	  phase	  (doubled	  crystal	  cell	  as	  mentioned	  before)	  were	  performed	  for	  a	  few	  picoseconds	  of	  simulation	  time	  and	  snapshots	  from	  the	  trajectories	  extracted.	  These	  simulations	  were	  performed	  by	  Michael	  Bühl	  and	  the	  details	  of	  the	  simulations	  can	  be	  found	  in	  the	  published	  study.174	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NMR	  calculations	  using	  the	  B3LYP	  functional	  and	  the	  AE1	  basis	  set	  (for	  all	  molecules)	  were	  performed	  on	  the	  snapshots	  from	  each	  trajectory.	  For	  the	  liquid	  state	  trajectory,	  non-­‐embedded	  calculations	  on	  15-­‐molecule	  clusters	  (i.e.	  similar	  to	  cluster	  II)	  were	  performed	  while	  for	  the	  solid	  state	  trajectory,	  nonembedded	  calculations	  on	  cluster	  II	  were	  performed.	  	  Using	  the	  MD	  averaged	  isotropic	  shielding	  constants	  for	  the	  three	  phases,	  the	  gas-­‐to-­‐liquid	  shift	  and	  the	  liquid-­‐to-­‐solid	  shift	  could	  be	  calculated	  and	  were	  found	  to	  be:	  	  Δδg-­‐l	  =	  -­‐13	  ppm	  (liquid	  more	  shielded)	  and	  Δδl-­‐s	  =	  -­‐2	  ppm	  (solid	  more	  shielded).	  	  As	  the	  computed	  gas-­‐to-­‐liquid	  shift	  is	  rather	  small	  (compared	  to	  typical	  DFT	  errors),	  this	  suggests	  that	  computational	  51V	  NMR	  studies	  can	  safely	  employ	  a	  single	  VOCl3	  as	  a	  reference	  to	  compute	  51V	  chemical	  shifts.	  It	  was	  however,	  found	  that	  the	  net	  gas-­‐to-­‐liquid	  shift	  could	  be	  divided	  up	  into	  a	  geometric	  effect	  and	  an	  electronic	  effect.	  The	  geometric	  effect	  was	  found	  to	  be	  shielding	  with	  a	  value	  of	  -­‐34	  ppm	  while	  the	  electronic	  effect	  was	  deshielding,	  by	  +21	  ppm.	  It	  seems	  thus	  crucial	  for	  computations	  of	  environmental	  effects	  on	  transition	  metal	  NMR	  properties	  to	  carefully	  take	  both	  effects	  into	  account.	  	  The	  computed	  liquid-­‐to-­‐solid	  shift	  is	  in	  qualitative	  agreement	  with	  the	  experimental	  value	  of	  Δδexpl-­‐s	  =+6.7.	  The	  chemical	  shift	  range	  of	  51V	  spans	  a	  few	  thousand	  ppm	  and	  this	  agreement	  can	  be	  considered	  satisfactory.	  	  
3.4.5	  Summary	  We	  have	  presented	  a	  simple	  cluster-­‐based	  approach	  to	  capture	  environmental	  effects	  on	  51V	  chemical	  shift	  and	  EFG	  tensors	  in	  solid	  VOCl3	  in	  combination	  with	  periodic	  DFT	  optimisations	  of	  the	  crystal	  structure.	  We	  found	  that	  both	  the	  chemical	  shift	  and	  EFG	  tensor	  properties	  converged	  rather	  quickly	  with	  increasing	  cluster	  size	  and	  that	  the	  embedded	  point	  charges	  were	  capable	  of	  capturing	  some	  of	  the	  environmental	  effects	  present	  in	  a	  molecular	  crystal.	  A	  QM	  cluster	  model	  consisting	  of	  the	  nearest	  neighbours	  of	  the	  central	  molecule	  is	  large	  enough	  for	  almost	  completely	  converged	  NMR	  properties	  with	  respect	  to	  cluster	  size	  and	  compares	  well	  to	  periodic	  GIPAW	  calculations.	  The	  environmental	  effects	  seen	  in	  solid	  VOCl3	  are	  not	  overly	  large,	  however,	  and	  it	  seems	  likely	  that	  the	  uncertainty	  of	  the	  DFT	  approximation	  that	  is	  used	  for	  the	  property	  calculation	  is	  the	  main	  hindrance	  to	  better	  agreement	  with	  experiment.	  	  
	  
3.5	  Modelling	  local	  geometries	  and	  NMR	  properties	  of	  molecular	  crystals	  by	  
QM/MM	  The	  study	  of	  chemical	  shift	  and	  EFG	  parameters	  in	  solid	  VOCl3	  demonstrated	  that	  such	  embedded	  cluster	  calculations	  (single-­‐point	  QM/MM)	  on	  periodic	  DFT	  optimised	  crystal	  structures	  are	  capable	  of	  capturing	  solid-­‐state	  effects	  on	  NMR	  properties	  of	  a	  molecule	  in	  a	  crystal	  (although	  large	  QM	  clusters	  may	  be	  needed).	  An	  obvious	  drawback	  of	  the	  approach,	  however,	  is	  the	  need	  for	  periodic	  DFT	  optimisations	  to	  get	  an	  accurate	  molecular	  structure	  from	  which	  to	  build	  the	  cluster	  model.	  While	  inexpensive	  for	  the	  small	  unit	  cell	  of	  VOCl3,	  periodic	  DFT	  calculations	  will	  not	  always	  be	  affordable	  for	  crystals	  with	  larger	  unit	  cells.	  With	  impressive	  progress	  being	  made	  in	  experimental	  solid-­‐state	  NMR	  spectroscopy	  techniques,	  there	  is	  a	  need	  for	  theoretical	  calculations	  to	  be	  able	  to	  compute	  chemical	  shift	  and	  EFG	  properties	  for	  molecular	  crystals	  of	  any	  size,	  while	  reliably	  capturing	  the	  solid-­‐state	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effects	  which	  will,	  as	  previously	  mentioned,	  be	  of	  a	  geometric	  as	  well	  as	  electronic	  nature.	  As	  X-­‐ray	  structures	  are	  typically	  not	  accurate	  enough	  for	  such	  single-­‐point	  property	  calculations,	  geometry	  optimisations	  in	  the	  solid	  state	  will	  be	  necessary.	  Periodic	  geometry	  optimisations	  can	  become	  very	  expensive,	  however,	  as	  the	  unit	  cell	  gets	  larger.	  An	  attractive	  alternative	  would	  be	  to	  only	  relax	  the	  geometry	  of	  a	  single	  molecule	  within	  the	  solid	  phase	  as	  this	  may	  very	  well	  be	  the	  most	  important	  geometric	  effect	  to	  account	  for.	  This	  might	  result	  in	  accurate	  enough	  metal-­‐ligand	  bonds	  of	  transition	  metal	  complexes	  on	  which	  NMR	  parameters	  strongly	  depend.	  	  	  Typically,	  QM/MM	  studies	  require	  a	  full	  force	  field	  for	  the	  MM	  region	  in	  order	  to	  perform	  geometry	  optimisations,	  which	  is	  not	  a	  problem	  when	  modelling	  proteins,	  for	  example.	  However,	  for	  many	  inorganic	  or	  organometallic	  molecules,	  and	  especially	  transition	  metal	  complexes,	  force	  field	  parameters	  are	  not	  always	  available.	  The	  manual	  labour	  involved	  in	  deriving	  such	  parameters,	  makes	  QM/MM	  seem	  like	  an	  unsuitable	  approach	  in	  many	  cases.	  This	  partly	  explains	  the	  lack	  of	  QM/MM	  studies	  of	  molecular	  crystals	  with	  transition	  metal	  centers.	  Recent	  examples	  of	  organic	  molecular	  crystal	  modeling	  with	  QM/MM	  approaches	  include,	  e.g.	  the	  self-­‐consistent	  Madelung	  potential	  semi-­‐empirical	  method	  (SCMP-­‐NDDO)189,	  the	  extended	  point	  charge	  and	  supermolecule	  (PCX	  and	  SMX)	  methods190,191,	  the	  hybrid	  QM/MM	  many-­‐body	  interaction	  model192,	  modeling	  of	  proton	  transfer	  and	  polarons	  in	  crystalline	  diamino-­‐dinitroethylene193,	  modeling	  of	  photocrystallographic	  properties	  of	  organic	  molecules	  in	  a	  crystal194,	  and	  QM/MM	  molecular	  dynamics	  simulations	  of	  organic	  (opto)electronic	  materials.195	  A	  perspective	  article	  just	  published,	  discusses	  recent	  advances	  in	  molecular	  crystal	  modelling	  with	  QM/MM-­‐based	  approaches	  with	  an	  emphasis	  on	  lattice	  energies	  and	  lattice	  parameters.196	  	  In	  this	  chapter	  we	  present	  a	  general	  QM/MM-­‐based	  method	  to	  model	  solid-­‐state	  effects	  on	  small	  molecules	  in	  a	  molecular	  crystal.	  The	  method	  does	  not	  require	  a	  full	  force	  field,	  yet	  allows	  geometry	  optimisation	  in	  the	  solid	  state.	  It	  requires	  a	  starting	  crystal	  structure	  (e.g.	  from	  X-­‐ray	  crystallography)	  but	  no	  system-­‐specific	  parameters	  (except	  for	  vdW	  parameters,	  which	  here	  are	  general),	  is	  almost	  black-­‐box,	  and	  can	  be	  easily	  automated.	  We	  then	  test	  the	  protocol	  on	  selected	  molecular	  crystals,	  both	  for	  modelling	  geometrical	  effects	  as	  well	  as	  molecular	  properties.	  Most	  of	  this	  work	  was	  presented	  as	  a	  publication	  in	  Journal	  of	  Chemical	  Theory	  and	  Computation	  in	  2012.197	  	  
3.5.1	  A	  general	  QM/MM	  protocol	  for	  local	  properties	  of	  molecular	  crystals	  	  The	  protocol	  is	  shown	  schematically	  in	  Figure	  9.	  It	  is	  an	  extension	  of	  the	  single-­‐point	  QM/MM	  protocol	  used	  in	  Chapter	  3.4	  and	  is	  described	  as	  follows:	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Figure	  9	  The	  self-­‐consistent	  electrostatic	  embedding	  QM/MM	  protocol	  for	  geometry	  optimisation	  and	  molecular	  property	  calculations	  of	  molecular	  crystals.	  	  1.	  Crystal	  structure	  information	  from	  experiment	  or	  other	  source	  is	  used	  to	  build	  up	  a	  large	  non-­‐quantum	  cluster	  (typically	  with	  a	  radius	  of	  30-­‐50	  Å)	  centered	  on	  one	  molecule.	  Atomic	  charges	  from	  a	  single	  molecule	  DFT	  calculation	  (at	  the	  initial	  geometry)	  are	  then	  assigned	  to	  all	  other	  equivalent	  molecules	  in	  the	  cluster.	  If	  the	  cluster	  consists	  of	  multiple	  molecules,	  e.g.	  solvent	  or	  counterions,	  then	  charges	  for	  those	  need	  to	  be	  assigned	  as	  well.	  	  2.	  Loop	  A:	  Additional	  surface	  charges	  are	  fitted	  on	  the	  outside	  of	  the	  cluster	  to	  emulate	  the	  electrostatic	  potential	  of	  the	  infinite	  periodic	  system	  using	  the	  new	  
construct_cluster	  procedure	  introduced	  in	  Chemshell	  3.4	  which	  is	  written	  by	  Thomas	  Keal	  and	  is	  based	  on	  algorithms	  in	  the	  Construct	  Program	  originally	  developed	  by	  Alexey	  Sokol.198	  A	  single	  molecule	  DFT	  calculation	  of	  the	  central	  molecule,	  now	  embedded	  in	  the	  surrounding	  point	  charges,	  is	  carried	  out.	  The	  resulting	  atomic	  charges	  from	  a	  population	  analysis	  of	  that	  calculation	  are	  then	  assigned	  to	  all	  the	  other	  equivalent	  classical	  molecules.	  The	  charge	  calculations,	  assigning	  and	  surface-­‐charge-­‐fitting	  is	  updated	  self-­‐consistently,	  typically	  until	  the	  charges	  change	  less	  than	  0.0001	  e-­‐	  .	  	  	  3.	  Van	  der	  Waals	  (vdW)	  parameters,	  taken	  from	  the	  UFF	  force	  field,199	  are	  assigned	  to	  all	  cluster	  atoms	  (including	  the	  QM	  atoms)	  and	  used	  to	  derive	  Lennard	  Jones	  (L-­‐J)	  potentials	  for	  all	  atom	  pairs.	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4.	  Loop	  B:	  A	  QM/MM	  geometry	  optimisation	  is	  performed,	  keeping	  only	  the	  QM	  region	  (the	  central	  molecule)	  active.	  All	  classical	  atoms	  (each	  having	  only	  an	  assigned	  charge	  and	  vdW	  parameter)	  are	  kept	  frozen	  and	  interact	  only	  statically	  with	  the	  QM	  region	  using	  the	  previously	  derived	  point	  charges	  and	  L-­‐J	  potentials.	  When	  the	  QM	  geometry	  converges,	  new	  atomic	  charges	  are	  calculated,	  which	  are	  subsequently	  assigned	  to	  all	  other	  cluster	  atoms.	  Geometry	  optimisation	  and	  charge	  iterations	  on	  the	  new	  updated	  cluster	  are	  performed	  until	  the	  charges	  are	  self-­‐consistent	  and/or	  no	  further	  optimisation	  steps	  are	  required.	  	  5.	  If	  resources	  allow,	  the	  QM	  region	  can	  be	  enlarged	  at	  this	  stage	  to	  include	  nearest	  neighbours	  to	  the	  central	  molecule.	  A	  geometry	  optimisation	  is	  then	  performed	  using	  the	  previously	  determined	  point	  charges,	  with	  either	  the	  nearest	  neighbouring	  units	  fixed	  or	  active.	  	  6.	  Finally	  an	  embedded	  molecular	  property	  calculation	  can	  be	  performed,	  possibly	  with	  a	  larger	  QM	  region,	  on	  the	  QM/MM	  optimised	  geometry.	  	  The	  above	  protocol	  is	  straightforward	  and	  can	  easily	  be	  automated	  when	  the	  molecular	  crystal	  is	  homogeneous	  (only	  one	  type	  of	  molecule)	  but	  requires	  slightly	  more	  user	  input	  when	  the	  crystal	  includes,	  e.g.	  solvent	  molecules,	  counterions	  etc.	  The	  protocol	  allows	  freedom	  in	  choosing	  the	  quantum	  chemical	  method	  for	  geometry	  optimisation,	  atomic	  charge	  calculation	  and	  molecular	  property	  calculation	  (may	  be	  different).	  The	  protocol	  would	  even	  allow	  for	  a	  molecular	  dynamics	  treatment	  of	  the	  QM	  nuclei	  (after	  loop	  B).	  The	  QM	  method	  may	  be	  a	  specific	  DFT	  functional	  or	  even	  a	  wavefunction-­‐based	  method	  and	  basis	  set.	  The	  choice	  will	  obviously	  be	  a	  balance	  between	  computational	  cost	  and	  required	  accuracy.	  	  How	  the	  atomic	  charges	  are	  calculated	  also	  allows	  some	  flexibility	  as	  they	  can	  be	  defined	  in	  many	  different	  ways.	  In	  this	  work	  we	  have	  trialled	  ESP	  charges	  (i.e.	  charges	  that	  reproduce	  the	  electrostatic	  potential)	  ,	  NPA	  charges	  (from	  Natural	  Population	  Analysis)	  and	  Mulliken	  charges.	  The	  ESP	  charges	  (without	  restraints)	  were	  calculated	  by	  a	  procedure	  in	  Chemshell	  (here	  denoted	  ESP),	  according	  to	  the	  protocol	  described	  in	  Ref.77.	  The	  vdW	  radii	  used	  for	  both	  vanadium	  and	  ruthenium	  atoms	  in	  the	  ESP	  calculations	  (see	  later)	  were	  3.0	  Å	  and	  were	  in	  addition	  scaled	  by	  1.5	  like	  all	  other	  vdW	  radii	  (automatic	  procedure	  in	  Chemshell).	  We	  note	  that	  as	  the	  metal	  centers	  tend	  to	  be	  buried	  inside	  a	  complex,	  the	  precise	  choice	  of	  vdW	  radius	  has	  little	  effect	  on	  the	  actual	  ESP	  charge.	  ESP	  charges	  according	  to	  the	  Merz-­‐Kollman	  protocol76,200	  as	  implemented	  in	  Gaussian	  09	  (denoted	  ESP-­‐MK)	  were	  also	  trialled	  for	  some	  of	  the	  systems,	  where	  a	  vdW	  radius	  of	  2.0	  for	  vanadium	  was	  used.	  We	  also	  note	  that	  while	  we	  include	  the	  surface	  charge	  fitting	  in	  our	  protocol,	  we	  have	  not	  fully	  explored,	  how	  reliable	  the	  surface	  charge	  fitting	  is.	  It	  depends	  on	  several	  variables	  such	  as	  where	  the	  surface	  charges	  are	  chosen	  to	  be	  located	  and	  how	  much	  of	  the	  cluster	  is	  used	  to	  fit	  the	  charges.	  We	  did,	  however,	  do	  trial	  calculations	  on	  test	  systems	  that	  suggested	  that	  due	  to	  the	  size	  of	  the	  clusters	  we	  used,	  the	  surface	  charges	  had	  negligible	  effects	  on	  geometries	  and	  molecular	  properties	  of	  the	  central	  molecule.	  	  	  The	  vdW	  parameters	  have	  all	  been	  taken	  from	  the	  UFF	  force	  field	  which	  is	  available	  for	  almost	  the	  whole	  periodic	  table.	  The	  suitability	  of	  these	  parameters	  for	  the	  current	  purpose	  is	  unknown.	  If	  one	  wishes,	  available	  system-­‐specific	  Lennard-­‐Jones	  parameters	  or	  other	  types	  of	  short-­‐range	  potentials	  can	  be	  chosen	  instead.	  For	  simplicity,	  L-­‐J	  potentials	  with	  UFF	  parameters	  are	  always	  used	  here.	  We	  note	  that	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other	  intermolecular	  interactions	  such	  as	  charge-­‐transfer	  are	  not	  explicitly	  modelled	  by	  our	  approach	  and	  the	  exchange-­‐repulsion	  and	  dispersion	  is	  only	  modelled	  classically.	  Since	  there	  is	  here	  no	  quantum	  mechanical	  expression	  for	  the	  exchange-­‐repulsion	  between	  QM	  and	  MM	  atoms,	  charge	  leakage	  may	  possibly	  occur	  where	  electron	  density	  may	  “leak”	  out	  to	  the	  positive	  point	  charges,	  an	  artifact	  that	  would	  be	  prevented	  by	  exchange-­‐repulsion	  in	  a	  full	  QM	  system.	  This	  effect	  is	  closely	  related	  to	  over-­‐polarisation	  effects.	  It	  has	  been	  shown,	  however,	  that	  charge	  leakage	  tends	  not	  to	  be	  a	  problem	  in	  QM/MM	  calculations	  as	  long	  as	  no	  overly	  diffuse	  basis	  sets	  are	  used.201	  This	  problem	  tends	  to	  come	  to	  the	  fore	  when	  covalent	  bonds	  are	  cut	  and	  saturated	  with	  link	  atoms,	  which	  is	  not	  necessary	  in	  our	  cases.	  	  	  We	  note	  that	  the	  effective	  fragment	  potential	  method202,203	  presents	  a	  more	  elaborate	  approach	  to	  derive	  the	  MM	  parameters	  from	  ab	  initio	  calculations	  and	  includes	  a	  multipole	  expression	  for	  the	  Coulomb	  interactions	  and	  expressions	  for	  induction,	  exchange-­‐repulsion,	  dispersion	  and	  charge-­‐transfer,	  all	  parameters	  derived	  from	  ab	  initio	  calculations.	  In	  our	  approach,	  the	  lack	  of	  some	  of	  these	  interactions	  in	  the	  energy	  expression	  can	  be	  alleviated	  by	  increasing	  the	  QM	  region	  to	  better	  account	  for	  the	  short-­‐range	  interactions,	  but	  which	  obviously	  can	  become	  expensive	  even	  for	  small	  molecules	  as	  many	  nearest	  neighbouring	  molecules	  might	  need	  to	  be	  included.	  Smaller	  basis	  sets,	  possibly	  with	  effective	  core	  potentials	  can,	  however,	  be	  used	  to	  make	  such	  calculations	  tractable.	  	  	  The	  main	  advantages	  of	  our	  QM/MM	  approach	  are	  that	  it	  is	  in	  principle	  applicable	  to	  every	  kind	  of	  molecular	  crystal	  as	  long	  as	  one	  is	  interested	  in	  local	  properties,	  is	  not	  dependent	  on	  the	  availability	  of	  force	  field	  parameters	  for	  each	  type	  of	  molecule	  and	  has	  low	  computational	  cost	  and	  simplicity	  (once	  the	  protocol	  is	  coded).	  Since	  only	  the	  QM	  region	  is	  being	  optimised,	  only	  external	  vdW	  parameters	  need	  to	  be	  supplied	  while	  the	  point	  charges	  are	  computed	  from	  theory.	  The	  decision	  to	  only	  optimise	  the	  QM	  region	  (i.e.	  keep	  the	  entire	  MM	  region	  frozen)	  is	  due	  to	  the	  lack	  of	  MM	  parameters	  for	  the	  full	  system;	  only	  non-­‐bonded	  MM	  terms	  are	  supplied	  and	  hence	  MM	  coordinates	  cannot	  be	  free	  variables.	  It	  is	  possible,	  however,	  to	  allow	  the	  MM	  region	  to	  be	  active	  if	  one	  freezes	  all	  internal	  coordinates	  of	  the	  MM	  molecules.	  This	  remains	  to	  be	  explored.	  	  By	  giving	  crystal	  structure	  information	  as	  input	  and	  specifying	  the	  size	  of	  the	  cluster,	  QM	  method,	  charge	  model	  and	  vdW	  parameters,	  steps	  1-­‐4	  of	  our	  protocol	  can	  be	  performed	  automatically	  in	  a	  single	  Chemshell	  input	  file,	  as	  long	  as	  the	  crystal	  is	  homogeneous.	  More	  complex	  crystals	  require	  slightly	  more	  user	  input.	  Scripts	  to	  carry	  out	  the	  protocol	  are	  available	  in	  Appendix	  1.1	  and	  will	  be	  made	  available	  in	  a	  future	  version	  of	  Chemshell.	  	  In	  order	  to	  put	  our	  proposed	  QM/MM	  protocol	  for	  modelling	  solid-­‐state	  effects	  on	  molecular	  crystals	  to	  the	  test,	  we	  have	  identified	  six	  different	  test	  systems	  whose	  geometry	  or	  molecular	  properties	  are	  influenced	  by	  their	  solid-­‐state	  environments.	  These	  systems	  are	  shown	  in	  figure	  10.	  Results	  for	  molecules	  25,	  26,	  1	  and	  27	  were	  included	  in	  our	  published	  paper.197	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Figure	  10	  The	  molecules	  used	  to	  test	  the	  QM/MM	  protocol.	  	  
3.5.2	  Test	  case:	  Modelling	  the	  gas-­‐to-­‐solid	  bond	  contraction	  in	  HCN-­‐BF3	  Molecules	  can	  have	  distinctly	  different	  geometries	  in	  the	  gas-­‐phase	  and	  the	  solid	  phase.	  The	  Lewis	  acid-­‐base	  complex	  HCN-­‐BF3	  (25)	  is	  a	  good	  example	  of	  such	  behaviour.	  According	  to	  a	  microwave	  study204	  the	  B-­‐N	  bond	  length	  is	  2.473	  Å	  in	  the	  gas-­‐phase	  while	  the	  X-­‐ray	  solid-­‐state	  structure205 shows	  a	  B-­‐N	  bond	  length	  of	  1.638	  Å,	  corresponding	  to	  a	  gas-­‐to-­‐solid	  bond	  contraction	  of	  0.835	  Å.	  Similar	  to	  the	  related	  BH3-­‐NH3,	  206-­‐208	  this	  large	  bond	  contraction	  has	  both	  been	  attributed	  to	  the	  crystal	  dipolar	  field	  interaction	  in	  the	  solid209	  as	  well	  as	  nearest	  neighbour	  short-­‐range	  interactions.210	  	  The	  gas-­‐phase	  structure	  of	  HCN-­‐BF3	  and	  other	  related	  compounds	  presents	  a	  challenge	  to	  theory	  on	  its	  own.	  Phillips	  et	  al.211	  and	  others212	  have	  studied	  HCN-­‐BF3	  and	  other	  related	  molecules	  and	  found	  that	  these	  molecules	  present	  difficulties	  for	  many	  DFT	  approximations	  and	  wavefunction	  methods.	  GGA	  and	  meta-­‐GGA	  functionals	  often	  perform	  very	  poorly	  and	  hybrid	  functionals	  like	  B3LYP	  still	  give	  bond	  length	  deviations	  of	  0.06	  Å.	  The	  hybrid	  functional	  B3PW9116,17,21,213	  was	  found	  to	  give	  a	  satisfactory	  equilibrium	  geometry	  for	  HCN-­‐BF3	  with	  a	  B-­‐N	  bond	  length	  of	  2.465	  Å	  despite	  not	  giving	  a	  satisfactory	  binding	  energy.	  Equilibrium	  geometries	  were	  also	  found	  to	  be	  close	  to	  vibrationally	  averaged	  geometries.	  	  We	  applied	  our	  QM/MM	  approach	  to	  this	  system	  in	  order	  to	  see	  how	  well	  such	  a	  demanding	  system	  can	  be	  modelled,	  especially	  the	  gas-­‐to-­‐solid	  B-­‐N	  bond	  contraction.	  As	  the	  molecule	  is	  small,	  this	  further	  allows	  one	  to	  expand	  the	  cluster	  to	  include	  nearest	  neighbours	  (Step	  5	  of	  our	  protocol).	  As	  the	  B3PW91	  functional	  is	  able	  to	  reproduce	  the	  gas-­‐phase	  structure	  quite	  well	  (in	  contrast	  to	  other	  DFT	  methods)	  we	  chose	  it	  for	  geometry	  optimisation	  and	  atomic	  charge	  calculations.	  It	  is	  unclear	  why	  this	  functional	  should	  perform	  so	  much	  better	  than	  other	  functionals	  and	  is	  probably	  due	  to	  error	  cancellations	  to	  some	  extent.	  A	  wavefunction	  method	  capable	  of	  accurately	  describing	  medium-­‐	  to	  long-­‐range	  electron	  correlation	  effects	  seems	  to	  be	  necessary	  for	  a	  satisfactory	  description	  of	  this	  difficult	  system.	  We	  note	  that	  it	  is	  perfectly	  possible	  to	  use	  higher	  level	  methods	  in	  our	  protocol	  such	  as	  double	  hybrid	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functionals	  or	  even	  coupled	  cluster	  theory	  but	  that	  is	  outside	  the	  focus	  of	  our	  study.	  We	  have	  thus	  for	  now	  just	  used	  the	  B3PW91	  functional	  for	  all	  gas	  and	  solid	  calculations	  of	  HCN-­‐BF3.	  	  Using	  the	  experimental	  X-­‐ray	  structure,	  a	  cluster	  with	  radius	  37	  Å	  was	  built.	  Mulliken,	  NPA	  charges	  and	  ESP-­‐MK	  charges	  for	  electrostatic	  embedding	  were	  compared.	  B3PW91	  and	  the	  aug-­‐cc-­‐pVTZ	  basis	  set46,48	  was	  used	  for	  charge	  calculations	  and	  geometry	  optimisation	  and	  the	  QM	  program	  was	  Gaussian	  09.	  	  The	  self-­‐consistent	  loop	  A	  (see	  Figure	  9)	  was	  iterated	  6	  times,	  until	  the	  charges	  changed	  less	  than	  0.0001	  e.	  Loop	  B	  was	  iterated	  4	  times	  until	  the	  gradient	  stopped	  changing	  between	  charge	  iterations.	  	  The	  QM	  cluster	  was	  then	  increased	  to	  include	  the	  13	  nearest	  neighbouring	  molecules	  as	  shown	  in	  Figure	  11.	  The	  aug-­‐cc-­‐pVTZ	  basis	  set	  was	  used	  for	  the	  central	  molecule	  but	  the	  smaller	  6-­‐31G*	  basis	  set	  for	  the	  neighbours.	  Two	  different	  geometry	  optimisations	  were	  carried	  out	  (both	  using	  the	  previously	  determined	  self-­‐consistent	  charges):	  one	  with	  the	  nearest	  neighbours	  frozen	  at	  experimental	  coordinates	  and	  the	  other	  optimisation	  allowing	  all	  molecules	  to	  move.	  These	  larger	  QM	  optimisations	  were	  only	  performed	  using	  NPA	  and	  ESP	  charges.	  	  
	  
Figure	  11	  Cluster	  1	  (left)	  and	  Cluster	  2	  (right)	  models	  used	  in	  QM/MM	  calculations	  of	  solid	  HCN-­‐BF3	  (25).	  	  Selected	  bond	  lengths	  and	  bond	  angles	  for	  the	  central	  molecule	  from	  the	  different	  geometry	  optimisations	  are	  shown	  in	  Table	  14.	  The	  B3PW91/aug-­‐cc-­‐pVTZ	  gas-­‐phase	  structure	  shows	  acceptable	  agreement	  compared	  to	  the	  experimental	  gas-­‐phase	  structure	  as	  deduced	  from	  the	  B-­‐N	  bond	  length	  and	  N-­‐B-­‐F	  angle.	  The	  solid-­‐state	  QM/MM	  optimisations	  using	  only	  a	  single	  molecule	  and	  with	  three	  different	  charge	  models	  for	  the	  environment	  reveal	  that	  the	  B-­‐N	  bond	  contraction	  is	  very	  well	  reproduced	  using	  NPA	  and	  ESP	  charges	  but	  less	  so	  using	  Mulliken	  charges.	  This	  is	  not	  surprising	  as	  Mulliken	  charges	  are	  known	  to	  be	  strongly	  basis	  set	  dependent	  and	  often	  rather	  unreliable.74	  Increasing	  the	  QM	  cluster	  from	  a	  single	  molecule	  to	  14	  molecules	  (neighbours	  frozen)	  results	  in	  rather	  small	  differences	  for	  both	  NPA	  and	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ESP	  charge	  model	  systems,	  suggesting	  that	  the	  QM-­‐MM	  interaction	  term	  (electrostatic	  embedding	  and	  L-­‐J	  potentials)	  is	  capable	  of	  describing	  most	  of	  the	  necessary	  intermolecular	  effects	  that	  influence	  the	  potential	  energy	  surface	  of	  25.	  The	  C-­‐N-­‐B	  angle,	  which	  deviates	  slightly	  from	  linearity	  in	  the	  single	  molecule	  QM/MM	  optimisations,	  is	  improved	  when	  including	  nearest	  neighbours.	  Allowing	  all	  14	  molecules	  to	  move,	  only	  results	  in	  small	  changes	  in	  bond	  lengths	  and	  angles	  of	  the	  central	  molecule.	  	  
Table	  14	  Geometric	  parameters	  of	  HCN-­‐BF3	  (25)	  from	  B3PW91/aug-­‐cc-­‐pVTZ	  calculations	  in	  the	  gas-­‐phase	  and	  in	  the	  QM/MM	  solid.a	  
	   Gas	   QM/MM	  Mulliken	   QM/MM	  	  NPA	   QM/MM	  	  NPA	  	   QM/MM	  	  NPA	   QM/MM	  	  ESP-­‐MK	   QM/MM	  	  ESP-­‐MK	   QM/MM	  	  ESP-­‐MK	   Exp.	  	  gasb	   Exp.	  solidc	  
	   	   Cluster1	   Cluster1	   Cluster2	  frozen	   Cluster2	  relaxed	   Cluster1	   Cluster2	  frozen	   Cluster2	  relaxed	   	   	  B-­‐N	  bond	  	  length	  (Å)	   2.465	   1.572	   1.610	   	  1.618	   1.614	   1.625	   	  1.616	   1.609	   2.473	   1.639	  Gas-­‐solid	  	  diff.	  (Å)	   -­‐	   0.893	   0.855	   	  0.847	   0.851	   0.840	   	  0.849	   0.856	   0.834	  N-­‐B-­‐F	  	  angle	  (°)	   93.5	   107.9	   105.9	   	  106.0	   106.2	   105.4	   	  106.1	   106.3	   91.5	   105.6	  Gas-­‐solid	  	  diff.	  (°)	  	   -­‐	   -­‐14.4	   -­‐12.4	   	  -­‐12.5	   -­‐12.7	   -­‐11.9	   	  -­‐12.6	   -­‐12.8	   -­‐14.1	  C-­‐N-­‐B	  	  angle	  (°)	   180.0	   175.3	   175.2	   177.8	   177.4	   175.3	   177.8	   177.2	   180.0	   178.5	  C-­‐N	  bond	  	  length	  (Å)	  	   1.143	   1.135	   1.134	   1.135	   1.135	   1.133	   1.135	   1.135	   n.a.	   1.121	  
aSee	  Figure	  11	  for	  definition	  of	  Cluster	  1	  and	  2.	  bFrom	  Ref.204.	  cFrom	  Ref.205	  	  These	  results	  are	  encouraging	  as	  they	  suggest	  that	  accurate	  molecular	  structures	  can	  be	  obtained	  in	  a	  molecular	  solid	  using	  only	  electrostatic	  embedding	  and	  classical	  short-­‐range	  potentials,	  even	  for	  a	  molecule	  that	  experiences	  huge	  geometric	  differences	  between	  the	  gas	  and	  solid.	  	  	  
3.5.3	  Test	  case:	  Solid-­‐state	  effects	  on	  the	  weak	  Ru-­‐C	  interaction	  in	  an	  Ru(IV)	  allyl	  
complex	  In	  a	  recent	  study	  by	  Calhorda	  et	  al.214	  the	  geometry	  of	  the	  Ru(IV)	  allyl	  dicationic	  complex,	  [Ru(η5-­‐Cp)(η3-­‐CH2CHCHC6H5)(NCCH3)2]2+	  (26a),	  was	  calculated	  at	  several	  DFT	  levels	  and	  compared	  to	  the	  experimental	  X-­‐ray	  structure215	  of	  the	  analogous	  [Ru(η5-­‐Cp*)(η3-­‐CH2CHCHC6H5)(NCCH3)2]2+	  (26b,	  Cp*	  instead	  of	  Cp).	  It	  was	  found	  that	  all	  levels	  of	  theory	  gave	  an	  unsatisfactory	  description	  of	  the	  coordination	  mode	  of	  the	  η3-­‐allyl	  unit	  as	  evidenced	  by	  the	  0.2-­‐0.5	  Å	  deviation	  from	  the	  experimental	  value	  for	  the	  Ru-­‐C3	  bond	  (C3	  being	  the	  substituted	  allyl	  carbon).	  DFT	  calculations	  on	  4d	  transition	  metal	  complexes	  typically	  give	  bond	  length	  deviations	  of	  0.02-­‐0.03	  Å	  according	  to	  recent	  benchmark	  studies.216,217	  These	  large	  deviations	  were	  thus	  interpreted	  as	  a	  failure	  of	  current	  DFT	  approximations	  to	  describe	  the	  Ru	  allyl	  binding.	  PBE0	  in	  particular	  has	  been	  found	  to	  give	  very	  good	  geometries	  for	  4d	  and	  5d	  transition	  metal	  complexes,	  hence	  its	  failure	  to	  describe	  the	  Ru-­‐allyl	  coordination	  mode	  is	  surprising.	  	  Truhlar	  and	  Kulkarni218	  found	  that	  simplifying	  the	  experimental	  complex	  26b	  to	  26a	  in	  the	  gas-­‐phase	  is	  not	  entirely	  appropriate,	  and	  newer	  density	  functionals	  like	  M06-­‐L219,	  M0624,	  SOGGA220	  and	  ωB97X(-­‐D)221	  were	  found	  to	  give	  Ru-­‐C	  distances	  in	  better	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agreement	  with	  experiment	  when	  calculating	  the	  real	  system	  26b.	  Nevertheless	  the	  Ru-­‐C3	  distance	  was	  still	  an	  outlier	  for	  all	  functionals.	  Jacobsen222	  recently	  reassessed	  the	  problem	  and	  made	  a	  case	  for	  crystal	  packing	  effects	  being	  responsible	  for	  the	  deviation	  from	  experiment	  as	  argued	  from	  semi-­‐empirical	  lattice	  energy	  calculations.	  	  	  As	  our	  QM/MM	  method	  should	  be	  able	  to	  account	  for	  some	  of	  the	  intermolecular	  forces	  responsible	  for	  such	  proposed	  crystal	  packing	  effects,	  we	  carried	  out	  calculations	  on	  26b.	  Using	  the	  experimental	  crystal	  structure	  (PF6-­‐	  counterions	  and	  co-­‐crystallised	  acetone),	  a	  cluster	  with	  radius	  42	  Å	  was	  built.	  The	  initial	  QM	  region	  consisted	  of	  a	  single	  dicationic	  Ru	  complex	  which	  was	  later	  expanded	  into	  a	  dimer	  (See	  Figure	  12).	  Charge	  iterations	  and	  geometry	  optimisations	  of	  the	  QM	  region	  were	  performed	  at	  the	  PBE0	  level	  using	  the	  mixed	  def2-­‐TZVPP/def2-­‐SVP	  basis	  set	  (metal/ligand,	  with	  the	  accompanying	  ECP	  on	  Ru)	  with	  and	  without	  the	  DFT-­‐D	  dispersion	  correction	  by	  Grimme26,	  trialling	  both	  ESP	  and	  NPA	  charges.	  Only	  charges	  for	  the	  Ru	  complex	  were	  iterated,	  while	  charges	  for	  PF6-­‐	  anions	  and	  acetone	  solvent	  molecules	  were	  kept	  fixed	  at	  gas-­‐phase	  values	  from	  DFT	  calculations	  at	  the	  same	  level	  of	  theory.	  Turbomole	  was	  used	  as	  the	  QM	  program	  for	  geometry	  optimisations	  while	  the	  (embedded)	  charge	  calculations	  were	  performed	  with	  Gaussian	  09.	  
	  
Figure	  12	  The	  monomeric	  (left)	  and	  dimeric	  structures	  (right)	  of	  the	  ruthenium	  allyl	  complex	  26b.	  	  
Table	  15	  Geometric	  parameters	  of	  the	  Ru-­‐allyl	  complex,	  26b	  from	  PBE0(-­‐D)	  calculations	  on	  monomeric	  and	  dimeric	  units	  in	  the	  gas-­‐phase	  and	  in	  the	  solid.	  Bond	  lengths	  and	  deviations	  (exp.	  –	  calc.	  in	  parentheses)	  in	  Å.	  
	   	   Gas	   Gas	   QM/MM	  ESP	   QM/MM	  NPA	   QM/MM	  ESP	   QM/MM	  NPA	  	   	   Monomer	   Monomer	   Monomer	   Monomer	   Dimer	   Dimer	  	   Expt.b	   PBE0	   PBE0-­‐D	   PBE0-­‐D	   PBE0-­‐D	   PBE0-­‐D	   PBE0-­‐D	  Ru-­‐C1	   2.181	   2.156	  	  (0.025)	   2.157	  	  (0.024)	   2.157	  (0.024)	   2.165	  (0.016)	   2.161	  (0.020)	   2.160	  (0.021)	  Ru-­‐C2	   2.189	   2.202	  	  (-­‐0.013)	   2.185	  	  (0.004)	   2.167	  (0.022)	   2.170	  (0.019)	   2.170	  (0.019)	   2.168	  (0.021)	  Ru-­‐C3	   2.382	   2.501	  	  (-­‐0.119)	   2.426	  	  (-­‐0.044)	   2.360	  (0.022)	   2.346	  (0.036)	   2.354	  (0.028)	   2.351	  (0.031)	  Ru-­‐CCp*c	   2.222	   2.219	  	  (0.003)	   2.209	  	  (0.013)	   2.206	  (0.016)	   2.207	  (0.015	   2.206	  (0.016)	   2.207	  (0.015)	  
aSee	  Figure	  12	  for	  monomer	  and	  dimer	  structures.	  bFrom	  Ref.214	  cAverage	  Ru-­‐C	  distance	  to	  Cp*	  ring.	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The	  results	  obtained	  in	  the	  gas-­‐phase	  and	  in	  the	  QM/MM	  embedded	  cluster	  are	  shown	  in	  Table	  15.	  Comparing	  gas-­‐phase	  PBE0	  and	  PBE0-­‐D	  results	  reveals	  that	  intramolecular	  dispersion	  has	  a	  substantial	  effect	  on	  the	  Ru-­‐C3	  bond	  by	  shortening	  it	  by	  0.075	  Å	  and	  the	  deviation	  between	  theory	  and	  experiment	  is	  improved	  from	  0.119	  Å	  to	  0.044	  Å.	  However,	  the	  environment	  seems	  also	  to	  have	  an	  effect:	  when	  the	  dication	  is	  allowed	  to	  relax	  at	  the	  same	  DFT	  level	  but	  in	  the	  embedded	  crystal,	  there	  is	  a	  further	  shortening	  of	  0.066	  or	  0.080	  Å	  (depending	  on	  the	  use	  of	  ESP	  or	  NPA	  charges),	  resulting	  in	  even	  better	  agreement	  with	  experiment	  for	  the	  Ru-­‐C3	  bond.	  The	  Ru-­‐C3	  equilibrium	  distance	  from	  the	  QM/MM	  calculations	  becomes	  shorter	  than	  the	  experimental	  value	  which	  seems	  reasonable	  as	  equilibrium	  geometries	  are	  usually	  shorter	  than	  thermally	  averaged	  structures	  (such	  as	  X-­‐ray	  structures).	  Accounting	  for	  zero-­‐point	  and	  thermal	  motion	  tends	  to	  increase	  metal-­‐ligand	  equilibrium	  distances	  by	  at	  least	  a	  few	  picometers.216	  	  QM/MM	  geometry	  optimisation	  of	  a	  dimer	  (using	  converged	  charges	  from	  the	  monomer	  calculation)	  was	  also	  performed,	  resulting	  in	  slight	  shortening	  of	  the	  Ru-­‐C3	  bond	  when	  using	  ESP	  charges	  and	  slight	  lengthening	  when	  using	  NPA	  charges.	  Our	  results	  are	  thus	  in	  agreement	  with	  Jacobsen’s	  argument	  that	  intermolecular	  effects	  in	  the	  solid	  state	  affect	  the	  Ru-­‐allyl	  bonds,	  although	  intramolecular	  dispersion	  has	  an	  equally	  large	  effect,	  which	  would	  also	  explain	  the	  results	  by	  Truhlar	  et	  al.	  as	  the	  best	  performing	  functionals	  in	  that	  study	  were	  developed	  to	  account	  for	  dispersion	  effects.	  Ideally,	  both	  intramolecular	  and	  intermolecular	  effects	  should	  be	  reliably	  taken	  into	  account	  in	  any	  study	  of	  a	  molecule	  in	  the	  solid	  state	  (see	  e.g.	  Ref.223).	  	  We	  emphasise	  that	  our	  results	  are	  not	  real	  predictions	  of	  how	  the	  molecule	  behaves	  in	  the	  solid,	  as	  experimental	  crystal	  structure	  information	  is	  directly	  used	  in	  our	  protocol	  (this	  is,	  however,	  usually	  the	  case	  in	  any	  kind	  of	  modelling	  of	  the	  solid	  state).	  One	  might	  argue	  that	  all	  we	  have	  done,	  is	  to	  put	  experimental	  constraints	  on	  the	  system.	  Nevertheless,	  we	  have	  been	  able	  to	  demonstrate	  that	  when	  a	  simple	  account	  of	  environmental	  effects	  by	  electrostatic	  embedding	  and	  short-­‐range	  potentials	  is	  made,	  there	  is	  no	  serious	  disagreement	  with	  experiment	  and	  DFT	  results.	  And	  when	  the	  cluster	  is	  enlarged	  to	  a	  dimer,	  which	  introduces	  more	  quantum	  effects	  and	  relaxes	  some	  of	  the	  experimental	  constraints	  and	  reduces	  the	  dependence	  on	  empirical	  short-­‐range	  potentials,	  very	  similar	  results	  are	  still	  obtained.	  We	  agree	  with	  Jacobsen	  that	  for	  a	  final	  unbiased,	  reliable	  assessment	  of	  this	  system,	  full	  periodic	  DFT	  optimisations	  need	  to	  be	  performed	  at	  an	  appropriate	  DFT	  level	  where	  both	  the	  molecular	  geometry	  and	  lattice	  constants	  are	  allowed	  to	  relax.	  Nevertheless,	  our	  QM/MM	  method	  seems	  like	  a	  promising	  tool	  to	  capture	  solid-­‐state	  effects	  on	  medium-­‐sized	  molecules,	  for	  direct	  comparison	  with	  crystal-­‐structure	  data	  where	  strong	  crystal-­‐packing	  effects	  can	  be	  expected.	  	  
3.5.4	  Test	  case:	  Solid-­‐state	  51V	  NMR	  parameters	  of	  VOCl3	  :	  comparison	  of	  periodic	  and	  
QM/MM	  geometries	  In	  Chapter	  3.4	  we	  looked	  at	  anisotropic	  51V	  NMR	  parameters	  of	  VOCl3	  (1)	  in	  the	  solid-­‐state.	  Periodic	  BP86-­‐D	  calculations	  with	  a	  planewave	  cutoff	  of	  80	  Ry,	  based	  on	  the	  crystal	  structure	  from	  Troyanov	  (with	  fixed	  experimental	  lattice	  parameters)	  were	  carried	  out	  with	  subsequent	  single-­‐point	  embedded	  NMR	  calculations.	  In	  order	  to	  minimise	  basis	  set	  effects	  on	  the	  periodic	  geometry	  the	  planewave	  cutoff	  was	  now	  increased	  to	  320	  Ry,	  resulting	  in	  rather	  small	  geometric	  changes.	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We	  have	  now	  performed	  electrostatically	  embedded	  QM/MM	  geometry	  optimisations	  in	  order	  to	  see	  how	  they	  compare	  to	  periodic	  DFT	  optimisations.	  QM/MM	  geometry	  optimisations	  with	  the	  BP86-­‐D	  functional	  and	  the	  large	  def2-­‐QZVPP	  basis	  set	  (same	  level	  for	  the	  charge	  calculations)	  were	  carried	  out	  on	  a	  48	  Å	  cluster	  built	  from	  the	  non-­‐optimised	  Troyanov	  structure,	  using	  three	  different	  charge	  models	  for	  point	  charge	  embedding:	  Mulliken,	  ESP	  and	  NPA	  charges.	  Gas-­‐phase	  BP86-­‐D/def2-­‐QZVPP	  calculations	  were	  carried	  out	  as	  well.	  	  Instead	  of	  comparing	  the	  geometric	  parameters	  directly,	  we	  assess	  the	  anisotropic	  chemical	  shift	  and	  EFG	  parameters	  themselves,	  evaluated	  by	  single-­‐point	  calculations	  on	  non-­‐embedded	  single	  VOCl3	  molecules,	  taken	  from	  different	  geometry	  optimisation	  protocols.	  The	  B3LYP	  functional	  was	  used	  for	  the	  chemical	  shift	  and	  EFG	  calculations	  with	  the	  large	  decontracted	  def2-­‐QZVPP	  basis	  set	  on	  the	  vanadium	  atom	  and	  the	  6-­‐31G*	  basis	  set	  on	  O	  and	  Cl.	  Ideally	  the	  QM/MM	  geometry	  optimisations	  would	  perfectly	  reproduce	  the	  results	  obtained	  using	  the	  periodic	  BP86-­‐D	  geometry	  and	  hence	  we	  can	  compare	  different	  QM/MM	  protocols.	  	  
Table	  16	  Non-­‐embedded	  anisotropic	  chemical	  shift	  and	  EFG	  parameters	  (B3LYP/QZVPPdecon/6-­‐31G*)	  on	  VOCl3	  (1)	  geometries	  from	  different	  sources.a	  	  
	   Periodic	  Opt.	   X-­‐rayb	  Troyanov	   X-­‐rayc	  Galy	   Gas	  Opt.	   QM/MM	  Mulliken	   QM/MM	  ESP	   QM/MM	  ESP-­‐MK	   QM/MM	  NPA	  
σiso	   -­‐2325.36	   -­‐2249.51	  	   -­‐2202.44	  	   -­‐2340.87	   -­‐2358.37	   -­‐2333.36	   -­‐2339.82	   -­‐2340.21	  
δσ	   380.00	   378.36	  	   389.90	   395.94	   341.95	   377.31	   376.49	   377.12	  
ησ	   0.016	   0.018	   0.004	   0.000	   0.047	   0.023	   0.021	   0.014	  
CQ	   6.88	   6.45	   6.33	   7.46	   7.04	   7.19	   7.09	   6.85	  
ηQ	   0.078	   0.036	   0.037	   0.001	   0.016	   0.039	   0.058	   0.120	  
a	  Molecular	  geometry	  optimisations	  were	  performed	  at	  the	  BP86-­‐D/def2-­‐QZVPP	  level.	  b	  From	  Ref.177	  .	  c	  From	  Ref.176	  	  Table	  16	  reveals	  that	  the	  chemical	  shift	  and	  EFG	  parameters	  obtained	  on	  the	  QM/MM	  optimised	  geometries	  with	  NPA	  or	  ESP	  charges	  are	  closer	  to	  the	  periodic	  results	  than	  the	  results	  from	  a	  gas-­‐phase	  calculation.	  The	  QM/MM	  Mulliken	  results	  are	  not	  as	  good.	  Results	  obtained	  on	  geometries	  from	  the	  Troyanov	  and	  Galy	  X-­‐ray	  structures	  also	  reveal	  how	  sensitive	  the	  shielding	  can	  be	  to	  geometric	  effects	  from	  slightly	  different	  experimental	  setups.	  	  Based	  on	  these	  results	  and	  the	  HCN-­‐BF3	  results	  it	  appears	  that	  in	  our	  QM/MM	  optimisations	  Mulliken	  charges	  are	  outperformed	  by	  NPA	  or	  ESP	  charges.	  While	  1	  does	  not	  show	  large	  solid-­‐state	  effects	  on	  the	  geometry	  (as	  seen	  through	  the	  NMR	  parameters)	  these	  results	  are	  still	  encouraging	  and	  suggest	  that	  inexpensive	  QM/MM	  optimisations	  can	  be	  good	  approximations	  to	  fully	  periodic	  DFT	  optimisations	  and	  are	  preferable	  to	  gas-­‐phase	  optimisations	  for	  NMR	  calculations.	  	  	  
3.5.5	  Test	  case:	  The	  disagreement	  between	  computed	  and	  observed	  51V	  solid-­‐state	  
NMR	  parameters	  of	  a	  vanadium	  catechol	  complex.	  Chatterjee	  et	  al.109	  recently	  published	  a	  solid-­‐state	  NMR	  study	  on	  a	  series	  of	  "noninnocent"i	  vanadium(V)	  catechol	  complexes.	  One	  of	  the	  complexes	  (27)	  was	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  i	  A	  ligand	  is	  called	  “noninnocent”	  when	  the	  oxidation	  state	  of	  the	  metal,	  to	  which	  it	  is	  coordinated,	  cannot	  be	  determined	  unambiguously.	  For	  instance,	  a	  catecholate-­‐V(V)	  complex	  could	  also	  be	  described	  with	  a	  quinone-­‐V(III)	  resonance	  structure.	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subjected	  to	  DFT	  calculations	  of	  the	  anisotropic	  shielding	  and	  EFG	  parameters,	  which	  revealed	  considerable	  disagreement	  with	  experiment.	  The	  results	  were	  also	  found	  to	  be	  sensitive	  to	  the	  geometry	  used	  and	  to	  the	  basis	  set	  used.	  
	  
Figure	  13	  The	  dimeric	  structure	  of	  the	  vanadium	  catechol	  complex	  (27).	  	  Suspecting	  a	  solid-­‐state	  effect	  to	  be	  the	  main	  reason	  for	  the	  disagreement	  between	  theory	  and	  experiment,	  we	  carried	  out	  QM/MM	  geometry	  optimisations	  on	  a	  42	  Å	  cluster,	  using	  the	  same	  X-­‐ray	  structure224	  as	  in	  the	  work	  by	  Chatterjee	  et	  al.	  Inspection	  of	  the	  crystal	  revealed	  the	  presence	  of	  two	  enantiomers	  of	  the	  molecule	  and	  hydrogen	  bonds	  between	  the	  hydroxyl	  group	  of	  one	  enantiomer	  with	  one	  of	  the	  metal-­‐binding	  oxygen	  atom	  of	  the	  other	  enantiomer	  as	  well	  as	  between	  the	  NH	  and	  hydroxyl	  groups	  (see	  Figure	  13).	  As	  these	  hydrogen	  bonds	  may	  influence	  the	  electron	  density	  around	  the	  V	  atom	  and	  influence	  the	  V-­‐O	  and	  V-­‐N	  bond	  lengths	  (which	  the	  NMR	  parameters	  may	  strongly	  depend	  on),	  we	  performed	  calculations	  with	  either	  a	  monomer	  or	  a	  dimer	  in	  the	  QM	  region.	  The	  latter	  optimisation	  was	  performed	  after	  relaxation	  of	  the	  monomer	  (using	  the	  monomer	  converged	  charges).	  	  QM/MM	  geometry	  optimisations	  were	  performed	  at	  the	  BP86-­‐D	  level	  using	  the	  def2-­‐TZVPP	  basis	  set	  on	  V,	  N	  and	  O	  atoms	  and	  def2-­‐SVP	  on	  C	  and	  H.	  Charge	  calculations	  were	  performed	  at	  the	  same	  level.	  Single-­‐point	  embedded	  chemical	  shift	  and	  EFG	  calculations	  were	  performed	  at	  the	  B3LYP	  level	  on	  both	  monomer	  and	  dimer	  structures.	  In	  order	  to	  minimise	  basis	  set	  effects	  in	  the	  chemical	  and	  EFG	  calculations,	  the	  large	  decontracted	  def2-­‐QZVPP	  basis	  set	  was	  used	  on	  the	  V	  atoms	  and	  the	  6-­‐31G*	  basis	  set	  on	  O,	  N,	  C,	  and	  H	  atoms,	  as	  found	  beneficial	  for	  EFGs	  (see	  Chapter	  3.3.2).	  A	  single	  VOCl3	  molecule,	  calculated	  at	  the	  same	  level	  of	  theory,	  was	  used	  as	  reference	  for	  evaluating	  isotropic	  chemical	  shifts.	  	  Additionally,	  periodic	  DFT	  optimisations	  were	  performed	  at	  the	  BP86-­‐D	  level	  in	  order	  to	  gauge	  the	  influence	  of	  a	  periodic	  DFT	  optimised	  geometry	  on	  the	  NMR	  parameters.	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The	  optimised	  geometry	  was	  then	  subjected	  to	  the	  QM/MM-­‐NPA	  protocol	  but	  without	  geometry	  optimisations,	  in	  order	  to	  get	  self-­‐consistent	  charges	  for	  the	  environment.	  Single-­‐point	  chemical	  shift	  and	  EFG	  calculations	  on	  monomer	  and	  dimer	  structures	  were	  then	  performed,	  with	  and	  without	  point	  charges. 	  	  
Table	  17	  Anisotropic	  chemical	  shift	  and	  EFG	  parametersa	  of	  vanadium	  catechol	  complex	  27;	  in	  normal	  face:	  monomer;	  in	  italics:	  dimer.a	  Geometries:	   Gas	  opt	   X-­‐ray	   X-­‐ray	   X-­‐ray	  H-­‐opt	  	   QM/MM	  ESP	   QM/MM	  ESP	   QM/MM	  NPA	   QM/MM	  NPA	   Periodic	  	  geo.	  	   Periodic	  	  geo.	  	  	   Expt.b	   	   Nonemb.	   Emb.	   Non-­‐emb.	   Non-­‐emb.	   Emb.	   Non-­‐	  emb.	   Emb.	   Non-­‐emb.	   Emb.	  
δiso	  
	  
58	  ±	  5	  	   -­‐53.4	  -­‐246.5	   54.4	  -­‐76.2	   -­‐66.8	  -­‐150.3	   -­‐104.4	   -­‐14.2	  -­‐169.2	   -­‐108.8	  -­‐179.3	   31.2	  -­‐148.1	   -­‐139.0	  -­‐182.3	   25.0	  -­‐160.1	   -­‐203.3	  
δσ	  	   -­‐243	  ±	  30	  	   -­‐421.3	  -­‐427.8	   -­‐450.3	  -­‐418.5	   -­‐389.4	  -­‐401.7	   -­‐405.5	   -­‐459.7	  -­‐397.8	   -­‐407.2	  -­‐358.6	   -­‐527.3	  -­‐447.8	   -­‐402.3	  -­‐351.9	   459.0	  -­‐434.8	   -­‐340.2	  
ησ	  	   0.93	  ±	  0.05	  	   0.91	  0.61	   0.94	  0.78	   0.82	  0.66	   0.68	   0.99	  0.62	   0.88	  0.65	   0.99	  0.66	   0.87	  0.73	   0.95	  0.71	   0.52	  
CQ	  	   ±	  4.0	  ±	  0.1	  	   9.30	  7.25	   7.33	  7.46	   7.05	  7.58	   7.37	   9.35	  6.72	   8.97	  6.35	   7.59	  5.33	   6.89	  -­‐4.62	   6.52	  6.00	   5.58	  
ηQ	  	   1.00	  ±	  0.05	  	   0.58	  0.64	   0.42	  0.38	   0.44	  0.41	   0.31	   0.43	  0.57	   0.45	  0.64	   0.53	  0.79	   0.58	  0.99	   0.61	  0.63	   0.75	  
aEvaluated	  at	  the	  B3LYP/QZVPPdecon/6-­‐31G*	  level	  on	  BP86-­‐D	  geometries	  (basis	  set:	  def2-­‐TZVPP	  on	  V,	  O	  and	  N,	  def2-­‐SVP	  on	  C	  and	  H);	  see	  Figure	  13	  for	  the	  structure	  of	  the	  dimer.	  bFrom	  Ref.109	  	  The	  monomer	  results	  in	  Table	  17	  (in	  normal	  face)	  reveal	  similar	  deviations	  from	  experiment	  for	  the	  solid-­‐state	  NMR	  parameters	  as	  in	  the	  DFT	  calculations	  from	  the	  Chatterjee	  et	  al.	  study.	  Using	  a	  gas-­‐phase	  optimised	  geometry	  results	  in	  a	  too	  large	  NQCC	  and	  a	  too	  low	  asymmetry	  parameter,	  ηQ	  while	  the	  shielding	  parameters	  compare	  well	  to	  experiment.	  We	  note	  that	  51V	  CQ	  values	  from	  DFT	  calculations	  typically	  have	  errors	  of	  ~1.4	  MHz	  according	  to	  Table	  8	  in	  Chapter	  3.3.4	  and	  the	  deviation	  between	  theory	  and	  experiment	  on	  the	  order	  of	  5	  MHz	  seems	  thus	  uncomfortably	  large.	  Using	  an	  X-­‐ray	  geometry	  results	  in	  a	  CQ	  value	  closer	  to	  experiment	  but	  the	  asymmetry	  parameter	  gets	  worse.	  The	  calculated	  isotropic	  chemical	  shift	  is	  in	  very	  good	  agreement	  with	  experiment	  but	  including	  the	  embedded	  point	  charges	  in	  the	  NMR	  calculations	  results	  in	  worse	  agreement.	  QM/MM	  optimisations	  of	  the	  monomer	  were	  performed	  using	  both	  NPA	  and	  ESP	  charges.	  Curiously	  there	  is	  a	  considerable	  difference	  in	  the	  results	  obtained,	  with	  the	  NPA	  results	  having	  a	  lower	  CQ	  value.	  None	  of	  the	  monomer	  results	  give	  satisfactory	  agreement	  with	  experiment	  for	  both	  shielding	  and	  EFG	  parameters,	  however.	  	  When	  optimising	  the	  dimer	  structure	  in	  the	  gas-­‐phase,	  only	  moderate	  improvement	  for	  the	  EFG	  value	  is	  obtained	  and	  the	  shielding	  gets	  worse	  (see	  dimer	  results	  in	  italics	  in	  Table	  17).	  Single-­‐point	  energies	  on	  a	  dimer	  using	  the	  X-­‐ray	  structure	  also	  do	  not	  show	  much	  improvement	  compared	  to	  monomer	  results	  and	  optimising	  the	  hydrogen	  positions	  (denoted	  H-­‐opt	  in	  Table	  17)	  also	  does	  not	  improve	  the	  numbers.	  However,	  when	  a	  dimer	  structure	  is	  QM/MM	  optimised	  using	  the	  previously	  determined	  self-­‐consistent	  charges	  from	  the	  monomer	  calculations,	  the	  EFG	  parameters	  are	  in	  much	  better	  agreement	  with	  experiment,	  especially	  when	  NPA	  charges	  are	  used	  rather	  than	  ESP	  charges.	  The	  0.61	  MHz	  deviation	  in	  the	  quadrupole	  coupling	  constant	  is	  comfortably	  close	  to	  the	  expected	  functional	  error	  of	  ~1	  MHz	  for	  51V	  quadrupole	  couplings.	  	  When	  using	  the	  periodic	  DFT	  geometry	  instead	  of	  the	  QM/MM	  optimised	  geometry,	  the	  EFG	  tensor	  is	  also	  improved	  as	  compared	  to	  using	  the	  X-­‐ray	  geometry	  (although	  the	  NQCC	  is	  of	  the	  opposite	  sign	  compared	  to	  the	  QM/MM-­‐NPA	  optimisations).	  The	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results	  using	  QM/MM	  optimisations	  are	  closer	  to	  experiment,	  however.	  It	  is	  not	  entirely	  clear	  why	  that	  is	  so.	  The	  QM/MM	  optimisations	  are	  all-­‐electron	  calculations	  (as	  opposed	  to	  the	  periodic	  calculations	  that	  used	  pseudopotentials)	  and	  use	  a	  rather	  large	  basis	  set	  on	  the	  V,	  N	  and	  O	  atoms	  which	  should	  result	  in	  accurate	  metal-­‐ligand	  bonds.	  	  	  The	  shielding	  parameters	  from	  the	  QM/MM	  setup,	  δiso	  in	  particular,	  are	  not	  in	  very	  good	  agreement	  with	  experiment.	  However,	  we	  attribute	  this	  to	  a	  failure	  of	  the	  DFT	  functional	  to	  describe	  strongly	  deshielded	  vanadium	  complexesii	  as	  discussed	  in	  detail	  by	  Geethalakshmi	  et	  al.225	  In	  that	  study,	  an	  isotropic	  chemical	  shift	  of	  -­‐5	  ppm	  for	  the	  same	  compound	  was	  calculated	  in	  the	  gas-­‐phase	  at	  the	  B3LYP	  level	  with	  a	  different	  basis	  set	  and	  compared	  to	  the	  +220	  ppm	  experimental	  chemical	  shift	  in	  solution.	  This	  deviation	  is	  significantly	  more	  than	  the	  typical	  ~100	  ppm	  deviation	  which	  is	  typically	  found	  for	  51V	  chemical	  shifts	  as	  discussed	  in	  Chapter	  3.2.	  Our	  gas-­‐phase	  B3LYP	  determined	  isotropic	  chemical	  shift	  is	  -­‐53	  ppm.	  The	  experimental	  shift	  in	  δiso	  in	  going	  from	  solution	  to	  the	  solid	  is	  -­‐163	  ppm.	  Our	  calculated	  gas	  to	  solid	  (QM/MM	  dimer	  with	  NPA	  charges)	  shift	  is	  -­‐129	  ppm	  (-­‐208	  ppm	  using	  the	  periodic	  geometry),	  hence	  suggesting	  that	  the	  environmental	  effect	  on	  the	  shielding	  tensor	  is	  at	  least	  partly	  being	  modelled	  correctly.	  It	  seems	  likely	  that	  the	  DFT	  functional	  error	  on	  the	  shielding	  tensor	  is	  dominating	  the	  errors	  in	  the	  absolute	  values	  from	  our	  calculations,	  preventing	  quantitative	  agreement	  with	  experiment.	  	  Our	  results	  show	  that	  accurate	  solid-­‐state	  structures	  are	  crucial	  for	  accurate	  EFG	  parameters	  but	  also	  that	  specific	  hydrogen-­‐bond	  interactions	  in	  the	  solid	  state	  may	  have	  to	  be	  included	  at	  the	  QM	  level	  for	  a	  correct	  description	  of	  these	  kinds	  of	  systems.	  Using	  NPA	  charges	  in	  our	  QM/MM	  protocol	  here	  results	  in	  much	  better	  agreement	  with	  experiment	  than	  using	  ESP	  charges.	  It	  is	  unclear	  why	  that	  is	  the	  case,	  but	  for	  now	  we	  are	  recommending	  the	  use	  of	  NPA	  charges	  in	  general.	  Overall,	  our	  QM/MM	  protocol	  presents	  itself	  as	  a	  much	  better	  starting	  point	  for	  solid-­‐state	  NMR	  calculations	  of	  molecules	  than	  using	  either	  gas-­‐phase	  optimised	  structures	  or	  X-­‐ray	  structures.	  	  
3.5.6	  Test	  case:	  59Co	  solid-­‐state	  NMR	  properties	  of	  a	  cobaloxime	  complex	  59Co	  was	  one	  the	  first	  nuclides	  to	  be	  measured	  using	  NMR	  spectroscopy.226	  It	  has	  one	  of	  the	  largest	  chemical	  shift	  ranges	  of	  all	  nuclides,	  spanning	  20	  000	  ppm	  and	  generally	  favourable	  NMR	  properties.	  It	  additionally	  has	  a	  rather	  large	  quadrupole	  moment	  making	  the	  59Co	  chemical	  shift	  and	  EFG	  tensors	  excellent	  probes	  for	  electronic	  structure	  and	  molecular	  geometries	  of	  cobalt	  complexes.	  Computational	  59Co	  NMR	  spectroscopy	  has	  been	  studied	  by	  Bühl	  and	  coworkers.105,227	  B3LYP	  calculations	  can	  be	  recommended	  (mean	  absolute	  errors	  of	  500-­‐760	  ppm	  for	  complexes	  from	  almost	  the	  entire	  chemical	  shift	  range	  of	  59Co),	  and	  in	  some	  cases	  accounting	  for	  solvation	  and	  zero-­‐point	  and	  thermal	  effects	  is	  necessary.	  59Co	  chemical	  shifts	  remain	  a	  challenge,	  however,	  and	  better	  functionals	  are	  most	  likely	  needed	  for	  improved	  predictions.	  	  Cobaloxime	  complexes	  are	  popular	  model	  compounds	  of	  the	  biomolecule	  vitamin	  B12	  where	  the	  dimethylglyoxime	  (DMG)	  ligands	  mimic	  the	  complex	  corrin	  system	  of	  vitamin	  B12	  and	  other	  cobalamines.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ii	  Compared	  to	  “normal”	  V(V)	  complexes	  with	  isotropic	  shifts	  around	  ca.	  -­‐500	  ppm.	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A	  combined	  59Co	  solid-­‐state	  and	  solution-­‐state	  NMR	  study	  of	  selected	  cobalamines	  and	  cobaloximes	  with	  differing	  axial	  ligands	  afforded	  a	  set	  of	  anisotropic	  chemical	  shift	  and	  quadrupole	  coupling	  data.228	  When	  the	  cobaloxime	  solid-­‐state	  data	  are	  compared	  to	  solution	  data	  for	  the	  isotropic	  chemical	  shifts,	  only	  small	  liquid-­‐to-­‐solid	  shifts	  are	  noticeable,	  0-­‐70	  ppm.	  As	  the	  59Co	  chemical	  shift	  range	  is	  20000	  ppm	  this	  suggests	  very	  small	  environmental	  effects	  on	  the	  chemical	  shift	  tensor.	  	  Modelling	  the	  anisotropic	  parameters,	  however,	  is	  a	  challenge	  on	  its	  own	  and	  we	  were	  interested	  in	  seeing	  how	  simple	  gas-­‐phase	  calculations	  of	  the	  anisotropic	  parameters	  for	  the	  cobaloxime	  compounds	  would	  compare	  to	  the	  experimental	  solid-­‐state	  NMR	  data.	  Initial	  test	  calculations	  revealed	  unusually	  large	  deviations	  between	  gas-­‐phase	  computational	  results	  (B3LYP)	  for	  the	  [CoDMG2(NH3)2]+	  complex	  (28)	  and	  the	  experimental	  [CoDMG2(NH3)2]Cl	  results.	  While	  the	  isotropic	  chemical	  shift	  was	  in	  good	  agreement	  (~300ppm),	  the	  reduced	  anisotropy	  deviated	  by	  1000	  ppm	  and	  the	  quadrupole	  coupling	  constant	  was	  off	  by	  ~50	  MHz.	  Although	  the	  anisotropy,	  not	  benefitting	  from	  as	  much	  error	  cancellation	  is	  more	  challenging	  to	  compute	  than	  isotropic	  chemical	  shifts,	  a	  1000	  ppm	  error	  is	  massive.	  The	  quadrupole	  coupling	  constant	  deviation	  of	  50	  MHz	  is	  also	  surprising	  since	  an	  11	  MHz	  B3LYP	  error	  is	  expected	  based	  on	  the	  benchmark	  study	  in	  Chapter	  3.3.	  	  These	  deviations	  thus	  pointed	  towards	  significant	  solid-­‐state	  effects	  on	  the	  chemical	  shift	  and	  EFG	  tensors	  in	  the	  [CoDMG2(NH3)2]Cl	  crystal.	  We	  were	  thus	  curious	  to	  see	  if	  our	  QM/MM	  protocol	  would	  be	  capable	  of	  accounting	  for	  these	  effects.	  Unfortunately,	  a	  crystal	  structure	  was	  only	  available	  with	  Br-­‐	  as	  the	  counterion	  instead	  of	  Cl-­‐	  .	  While	  Cl-­‐	  and	  Br-­‐	  would	  be	  modelled	  identically	  in	  our	  QM/MM	  scheme	  (as	  a	  fixed	  point	  charge	  with	  value	  -­‐1	  ),	  the	  different	  counterion	  could	  mean	  that	  the	  crystal	  structures	  are	  slightly	  different	  as	  the	  ionic	  radii	  are	  different.	  While	  the	  molecular	  structure	  of	  the	  complex	  might	  not	  change	  very	  much,	  the	  unit	  cell	  volume	  could	  be	  different.	  Nonetheless	  we	  decided	  to	  proceed	  using	  the	  [CoDMG2(NH3)2]Br	  structure.	  	  A	  classical	  cluster	  with	  radius	  ~37	  Å	  was	  built	  and	  subjected	  to	  the	  QM/MM	  protocol.	  BP86-­‐D	  calculations	  with	  the	  mixed	  def2-­‐TZVPP/def2-­‐SVP	  basis	  set	  were	  used	  for	  both	  charge	  calculations	  and	  geometry	  optimisations.	  NMR	  calculations	  were	  performed	  using	  a	  decontracted	  def2-­‐QZVPP	  basis	  set	  on	  Co	  and	  the	  6-­‐31G*	  basis	  set	  on	  ligand	  atoms	  and	  using	  three	  different	  functionals:	  TPSS,	  TPSSh	  and	  B3LYP.	  The	  isotropic	  shieldings	  were	  converted	  into	  chemical	  shifts	  by	  referencing	  to	  the	  Co(CN)63-­‐	  anion.	  	  	  As	  the	  experimental	  reference	  is	  the	  1M	  aqueous	  K3[Co(CN)6]	  and	  it	  has	  been	  shown	  by	  CPMD	  simulations	  that	  there	  is	  a	  substantial	  gas-­‐to-­‐liquid	  shift105	  we	  here	  add	  a	  (δCPMDave,	  liq	  –	  δCPMDave,gas	  )	  =	  +1205	  ppm	  gas-­‐to-­‐liquid	  correction	  for	  the	  standard	  to	  all	  our	  isotropic	  chemical	  shifts.	  This	  correction	  is	  evaluated	  as	  the	  difference	  between	  the	  average	  isotropic	  shielding	  at	  the	  B3LYP	  level	  using	  geometries	  from	  BP86/CPMD/D2O	  MD	  simulations	  (Co(CN)63-­‐	  in	  periodic	  box	  of	  D2O	  liquid)	  and	  the	  average	  isotropic	  shielding	  at	  the	  B3LYP	  level	  using	  geometries	  from	  BP86	  MD	  simulation	  in	  the	  gas	  phase.105,227	  We	  note,	  however,	  that	  geometries	  and	  shieldings	  used	  to	  calculate	  this	  correction	  were	  evaluated	  using	  different	  basis	  sets	  than	  used	  in	  our	  work.	  It	  is	  not	  known	  how	  reliable	  this	  correction	  is	  but	  we	  use	  it	  here	  as	  it	  is	  more	  likely	  to	  improve	  predictions	  rather	  than	  introduce	  artifacts.	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Table	  18	  shows	  the	  results	  of	  chemical	  shift	  and	  EFG	  calculations	  of	  the	  [CoDMG2(NH3)2]+	  cation	  in	  the	  gas-­‐phase	  and	  the	  QM/MM	  solid	  with	  and	  without	  embedded	  point	  charges.	  Results	  for	  the	  gas-­‐optimised	  cation	  show	  that	  the	  isotropic	  chemical	  shift	  is	  in	  good	  agreement	  with	  experiment	  (after	  the	  gas-­‐liquid	  shift	  for	  the	  standard	  is	  taken	  into	  account),	  while	  the	  computed	  reduced	  anisotropy	  and	  the	  NQCC	  are	  in	  strong	  disagreement	  with	  experiment.	  Using	  the	  X-­‐ray	  geometry	  instead,	  results	  in	  even	  worse	  agreement,	  particularly	  for	  the	  NQCC.	  Interestingly,	  however,	  embedding	  the	  cation	  in	  self-­‐consistent	  NPA	  charges	  results	  in	  a	  dramatic	  improvement	  in	  the	  reduced	  anisotropy	  and	  especially	  in	  the	  quadrupole	  coupling	  constant	  (a	  shift	  of	  35.2	  MHz)	  with	  the	  isotropic	  shift	  being	  barely	  affected.	  The	  chemical	  shift	  and	  EFG	  tensors	  of	  compound	  5	  are	  thus	  influenced	  unusually	  strongly	  by	  the	  surrounding	  environment.	  	  Some	  properties	  change	  unexpectedly	  upon	  QM/MM	  geometry	  optimisations.	  A	  much	  lower	  NQCC	  is	  predicted	  (very	  close	  to	  to	  experiment)	  but	  both	  the	  reduced	  anisotropy	  and	  the	  isotropic	  chemical	  shift	  are	  now	  severely	  underestimated.	  	  	  
Table	  18	  Anisotropic	  chemical	  shift	  and	  EFG	  parameters	  of	  the	  cobaloxime	  complex	  (28)	  using	  different	  computational	  models.a	  
	   Experimentb	   Cation	  Gas	  opt.	   Cation	  //Xray	   Embedded	  cation	  //Xray	   Cation	  QM/MM	  opt.	   Embedded	  cation	  QM/MM	  opt	   	  
δiso	   5320	  ±	  100	   5733	   5022	   4964	   4116	   4127	   	  
δσ	   -­‐1570	  ±	  50	   -­‐2502	   -­‐2625	   -­‐2022	   -­‐1427	   -­‐876	   	  
ησ	   0.2	  ±	  0.2	   0.31	   0.05	   0.03	   0.23	   0.46	   	  
CQ	   ±30.7	  ±	  0.4	   81.4	   99	   63.2	   -­‐56.2	   33.6	   	  
ηQ	   0.6	  ±	  0.2	   0.76	   0.53	   0.73	   0.7	   0.94	   	  a	  Evaluated	  at	  the	  B3LYP/QZVPPdecon/6-­‐31G*	  level	  on	  BP86-­‐D	  geometries	  (basis	  set:	  def2-­‐TZVPP/def2-­‐SVP).	  +1205	  ppm	  gas-­‐to-­‐liquid	  shift	  correction	  added	  to	  isotropic	  chemical	  shifts.	  b	  From	  Ref.228	  	  	  	  
	  
Figure	  14	  [CoDMG2(NH3)2]+	  (28)	  structures	  from	  different	  sources.	  a)	  X-­‐ray	  b)	  Cation	  QM/MM	  optimisation	  c)	  Large	  cluster	  full	  optimisation	  d)	  Large	  cluster,	  partial	  optimisation.	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The	  reason	  for	  these	  dramatic	  changes	  in	  the	  tensor	  properties	  becomes	  obvious	  by	  comparing	  the	  new	  QM/MM	  optimised	  geometry	  with	  the	  X-­‐ray	  geometry,	  as	  illustrated	  in	  Figure	  14	  (a	  vs.	  b)	  and	  shown	  by	  bond	  lengths	  in	  Table	  19.	  Curiously,	  the	  QM/MM	  optimised	  structure	  is	  dramatically	  distorted	  when	  compared	  to	  the	  X-­‐ray	  structure	  where	  the	  DMG	  ligand	  framework	  deviates	  significantly	  from	  planarity	  and	  the	  calculated	  Co-­‐Nax	  bond	  lengths	  in	  Table	  19	  (see	  “Small	  cluster	  QM/MM	  Opt”)	  are	  significantly	  shorter	  than	  both	  the	  X-­‐ray	  and	  the	  gas	  structure.	  	  
Table	  19.	  Co-­‐N	  bond	  lengths	  (Å)	  of	  the	  different	  geometry	  optimisations	  of	  28	  compared	  to	  the	  X-­‐ray	  structure.	  
Bond	  lengths	   X-­‐ray	   Gas	   Small	  cluster	  	  QM/MM	  	  Opt	   Large	  cluster	  QM/MM	  	  Opt:	  Partial	   Large	  cluster	  	  QM/MM	  	  Opt:	  Full	   Periodic	  Co-­‐Nax	   1.96	   1.98	   1.90	   1.99	   1.97	   1.99	  Co-­‐Neq	   1.89	   1.92	   1.90	   1.91	   1.90	   1.92	  	  	  As	  the	  [CoDMG2(NH3)2]Br	  X-­‐ray	  structure	  shows	  an	  almost	  planar	  DMG	  framework	  and	  the	  gas-­‐phase	  optimised	  structure	  is	  both	  planar	  and	  has	  Co-­‐N	  bond	  lengths	  closer	  to	  the	  X-­‐ray	  structure,	  this	  geometry	  distortion	  would	  appear	  to	  be	  an	  artifact	  of	  the	  QM/MM	  protocol	  we	  employ.	  The	  most	  likely	  explanation	  would	  be	  overpolarisation	  of	  the	  QM	  region	  (specifically	  the	  ammine	  groups)	  by	  nearby	  point	  charges	  (mimicking	  hydrogen-­‐bond	  accepting	  oxygen	  atoms),	  leading	  to	  shorter	  Co-­‐N	  bond	  lengths	  that	  distort	  the	  whole	  complex	  or	  the	  inability	  of	  the	  L-­‐J	  parameters	  to	  describe	  the	  intermolecular	  interactions	  between	  QM	  and	  MM	  regions	  sufficiently	  well.	  It	  is	  hard	  to	  distinguish	  between	  the	  two	  effects	  but	  it	  is	  possible	  to	  test	  if	  either	  of	  these	  effects	  are	  the	  reason,	  by	  increasing	  the	  QM	  region.	  	  	  	  
	  
Figure	  15	  The	  large	  cluster	  of	  28	  that	  was	  calculated.	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QM/MM	  geometry	  optimisations	  (using	  already	  converged	  charges)	  employing	  a	  larger	  -­‐1	  charged	  5-­‐unit	  cobaloxime	  cluster	  were	  thus	  performed.	  Two	  different	  geometry	  optimisations	  were	  tried:	  one	  in	  which	  the	  full	  cluster	  was	  optimised	  and	  another	  in	  which	  only	  the	  central	  unit	  was	  optimised	  while	  all	  other	  atoms	  were	  fixed.	  The	  structures	  from	  these	  optimisations	  can	  be	  seen	  in	  Figure	  14	  (c	  and	  d).	  Curiously,	  optimising	  the	  full	  cluster	  still	  results	  in	  distortion	  (of	  all	  units),	  although	  not	  as	  strong	  as	  before,	  while	  optimising	  only	  the	  central	  unit	  (keeping	  the	  others	  fixed	  but	  still	  in	  the	  QM	  region)	  leads	  to	  a	  structure	  that	  looks	  less	  distorted.	  The	  Co-­‐N	  bond	  lengths	  in	  Table	  19	  reveal	  that	  the	  Co-­‐Nax	  bond	  lengths	  for	  the	  partially	  optimised	  structure	  are	  much	  longer	  now	  (presumably	  preventing	  most	  the	  distortion)	  but	  are	  slightly	  larger	  than	  the	  X-­‐ray	  structure.	  The	  fully	  optimised	  structure	  on	  the	  other	  hand	  has	  bond	  lengths	  much	  closer	  to	  the	  X-­‐ray	  structure	  but	  all	  units	  are	  quite	  distorted.	  These	  optimisations	  thus	  demonstrate	  the	  sensitivity	  of	  the	  central	  molecule	  to	  neighbouring	  interactions	  (specifically	  the	  Co-­‐Nax	  bonds)	  and	  suggest	  the	  QM-­‐MM	  interaction	  term	  to	  be	  at	  least	  partly	  to	  blame.	  The	  reason	  for	  why	  the	  full	  cluster	  optimisation	  results	  in	  distortion	  might	  be	  due	  to	  a	  domino	  effect	  where	  the	  units	  near	  the	  QM-­‐MM	  boundary	  are	  distorted	  by	  point	  charges	  which	  results	  in	  distortion	  of	  the	  other	  units,	  including	  the	  central	  one.	  	  The	  NMR	  results	  for	  these	  large	  cluster	  optimisations	  are	  shown	  in	  Table	  20.	  The	  results	  for	  the	  fully	  optimised	  structure	  show	  similar	  effects	  due	  to	  distortion	  as	  the	  results	  for	  the	  single	  QM/MM	  optimised	  cation	  before.	  However,	  the	  results	  for	  the	  partially	  optimised	  structure	  (which	  has	  almost	  almost	  planar	  DMG	  ligands)	  are	  in	  remarkable	  agreement	  with	  experiment	  for	  essentially	  all	  solid-­‐state	  NMR	  parameters.	  The	  NQCC	  is	  slightly	  larger	  than	  experiment,	  yet	  an	  ~8	  MHz	  deviation	  is	  to	  be	  expected	  since	  DFT	  errors	  for	  NQCC	  can	  be	  even	  larger	  according	  to	  our	  EFG	  benchmarking	  study	  (see	  Table	  8).	  	  
Table	  20	  Anisotropic	  chemical	  shift	  and	  EFG	  parameters	  of	  the	  cobaloxime	  28	  using	  the	  large	  cluster	  models.a	  
	   Experiment	   Large	  cluster	  	  Opt:	  partial	   Emb.	  Large	  cluster	  Opt:	  partial	   Large	  cluster	  Opt:	  Full	   Emb.	  Large	  cluster	  	  Opt:	  Full	   	  
δiso	   5320	  ±	  100	   5776.5	   5689.7	   5153.1	   5070.6	   	  
δσ	   -­‐1570	  ±	  50	   -­‐1680.0	   -­‐1629.4	   1237.3	   -­‐1171.7	   	  
ησ	   0.2	  ±	  0.2	   0.32	   0.29	   0.45	   0.40	   	  
CQ	   ±30.7	  ±	  0.4	   -­‐36.4	   -­‐38.5	   25.7	   27.4	   	  
ηQ	   0.6	  ±	  0.2	   0.58	   0.58	   0.96	   0.99	   	  a	  Evaluated	  at	  the	  B3LYP/QZVPPdecon/6-­‐31G*	  level	  on	  BP86-­‐D	  geometries	  (basis	  set:	  def2-­‐TZVPP/def2-­‐SVP).	  +1205	  ppm	  gas-­‐to-­‐liquid	  shift	  correction	  added	  to	  isotropic	  shifts.	  	  	  Additionally,	  in	  order	  to	  get	  a	  more	  reliable	  geometry	  for	  NMR	  calculations,	  we	  carried	  out	  periodic	  DFT	  optimisations	  (using	  the	  CPMD	  code)	  at	  the	  BP86-­‐D	  level	  with	  a	  planewave	  cutoff	  of	  80	  Ry	  starting	  from	  the	  X-­‐ray	  crystal	  with	  Br-­‐	  exchanged	  for	  Cl-­‐	  .	  This	  structure	  is	  much	  closer	  to	  the	  original	  crystal	  structure	  going	  by	  planarity	  of	  the	  DMG	  framework	  and	  the	  bond	  lengths	  are	  very	  similar	  to	  the	  partial	  QM/MM	  large	  cluster	  optimised	  structure.	  This	  demonstrates	  that	  the	  distorted	  structure	  obtained	  from	  the	  small	  cluster	  QM/MM	  optimisations	  are	  artifacts	  involving	  the	  QM-­‐MM	  interaction	  term	  and	  not	  related	  to	  the	  crystal	  structure	  having	  a	  different	  counterion	  (which	  was	  another	  possibility).	  	  Using	  the	  periodic	  structure,	  the	  single-­‐point	  part	  of	  the	  QM/MM	  protocol	  was	  followed	  which	  resulted	  in	  self-­‐consistent	  embedding	  charges.	  NMR	  calculations	  were	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then	  performed	  for	  a	  single	  cation	  and	  a	  larger	  cluster	  with	  and	  without	  embedded	  point	  charges.	  The	  results,	  presented	  in	  Table	  21	  show	  very	  good	  agreement	  with	  experiment	  although	  the	  reduced	  anisotropy	  is	  slightly	  underestimated.	  Again,	  dramatic	  changes	  in	  the	  solid-­‐state	  NMR	  parameters	  upon	  inclusion	  of	  the	  point	  charges	  are	  seen,	  an	  effect	  that	  is	  reduced	  significantly	  as	  the	  QM	  region	  is	  increased.	  
	  
Table	  21	  Anisotropic	  chemical	  shift	  and	  EFG	  parameters	  of	  the	  cobaloxime	  28	  using	  a	  periodic-­‐DFT	  optimised	  geometry.a	  	   Experiment	   Cation	   Emb.	  Cation	   Large	  Cluster	   Emb.	  Large	  Cluster	   	  
δiso	   5320	  ±	  100	   5826.3	   5734.6	   5821.5	   5718.7	   	  
δσ	   -­‐1570	  ±	  50	   -­‐2582.0	   -­‐1336.2	   -­‐1401.1	   -­‐1291.5	   	  
ησ	   0.2	  ±	  0.2	   0.09	   0.08	   0.23	   0.19	   	  
CQ	   ±30.7	  ±	  0.4	   85.0	   -­‐28.8	   -­‐27.6	   -­‐29.2	   	  
ηQ	   0.6	  ±	  0.2	   0.63	   0.42	   0.31	   0.36	   	  a	  Evaluated	  at	  the	  B3LYP/QZVPPdecon/6-­‐31G*	  level.	  +1205	  ppm	  gas-­‐to-­‐liquid	  shift	  correction	  added	  to	  isotropic	  shifts.	  	  	  We	  note	  that	  the	  solid-­‐state	  NMR	  parameters	  obtained	  from	  these	  computations	  are	  strongly	  dependent	  on	  the	  DFT	  method	  used.	  We	  chose	  the	  B3LYP	  functional	  for	  most	  of	  these	  calculations	  as	  it	  has	  been	  used	  for	  59Co	  NMR	  parameters	  in	  many	  other	  studies	  but	  we	  also	  wanted	  to	  test	  the	  TPSS	  and	  TPSSh	  functionals,	  especially	  as	  they	  were	  among	  the	  best	  performers	  in	  the	  EFG	  study	  in	  Chapter	  3.3.	  We	  thus	  repeated	  the	  NMR	  calculations	  on	  the	  periodic	  DFT	  geometry	  with	  the	  TPSS	  and	  TPSSh	  functionals.	  The	  results	  in	  Table	  22	  reveal	  that	  the	  obtained	  chemical	  shift	  tensor	  parameters	  are	  worse	  with	  TPSS	  and	  TPSSh	  than	  with	  B3LYP	  and	  that	  the	  computed	  NQCC	  is	  closer	  to	  experiment	  with	  TPSSh	  (and	  B3LYP)	  than	  TPSS.	  It	  may	  thus	  be	  that	  there	  is	  a	  slight	  advantage	  of	  hybrid	  functionals	  for	  transition	  metal	  EFG	  tensors	  after	  all,	  even	  though	  TPSS	  and	  TPSSh	  resulted	  in	  almost	  identical	  mean	  absolute	  errors	  in	  the	  EFG	  benchmarking	  in	  Chapter	  3.3.	  	  
Table	  22	  Embedded	  large	  cluster	  of	  28	  (CPMD	  geometry)	  with	  different	  functionals.a	  	   Experiment	   TPSS	   TPSSh	   B3LYP	   	  
δiso	   5320	  ±	  100	   4504.6	   4912.5	   5718.7	   	  
δσ	   -­‐1570	  ±	  50	   -­‐1033.3	   -­‐1119.3	   -­‐1291.5	   	  
ησ	   0.2	  ±	  0.2	   0.06	   0.11	   0.19	   	  
CQ	   ±30.7	  ±	  0.4	   -­‐41.3	   -­‐33.3	   -­‐29.2	   	  
ηQ	   0.6	  ±	  0.2	   0.24	   0.21	   0.36	   	  a	  Evaluated	  at	  the	  DFT/QZVPPdecon/6-­‐31G*	  level.	  +1205	  ppm	  gas-­‐to-­‐liquid	  shift	  correction	  added	  to	  isotropic	  shifts.	  	  	  Solid	  28	  is	  thus	  a	  very	  interesting	  and	  difficult	  system	  for	  computational	  solid-­‐state	  NMR	  spectroscopy.	  The	  system	  exhibits	  an	  unusually	  strong	  electronic	  effect	  of	  the	  environment	  on	  the	  wavefunction/electron	  density	  that	  affects	  the	  chemical	  shift	  anisotropy	  and	  especially	  the	  EFG	  tensor.	  Additionally,	  modelling	  the	  system	  by	  QM/MM	  approaches	  presents	  unusual	  difficulties	  for	  geometry	  optimisation	  that	  have	  not	  been	  encountered	  before.	  	  	  We	  have	  demonstrated	  that	  these	  solid-­‐state	  effects	  can	  be	  accounted	  for,	  resulting	  in	  much	  improved	  agreement	  with	  experiment,	  but	  at	  a	  rather	  high	  computational	  cost	  (large	  clusters	  and	  periodic	  DFT	  optimisations).	  This	  system	  should	  be	  very	  valuable	  as	  a	  test	  system	  to	  further	  explore	  QM/MM	  and	  other	  embedding	  approaches	  in	  order	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to	  better	  account	  for	  solid-­‐state	  effects	  on	  molecules.	  It	  may	  well	  be	  that	  slightly	  larger	  clusters	  like	  the	  one	  in	  Figure	  15	  may	  always	  be	  required	  for	  the	  NMR	  calculation	  (which	  could	  be	  made	  computationally	  tractable	  by	  using	  CEP-­‐basis	  sets	  as	  discussed	  before),	  however,	  one	  would	  ideally	  like	  to	  be	  able	  to	  perform	  the	  geometry	  optimisation	  with	  a	  small	  QM	  region	  (single	  molecule	  in	  this	  case).	  It	  is	  clear	  that	  a	  more	  accurate	  QM-­‐MM	  interaction	  term	  will	  be	  required	  for	  this	  to	  be	  possible.	  Finally,	  we	  note	  that	  the	  validity	  of	  our	  gas-­‐to-­‐liquid	  correction	  deserves	  further	  scrutiny.	  	  
3.5.7	  Test	  case:	  Towards	  larger	  crystals,	  59Co	  solid-­‐state	  NMR	  properties	  of	  vitamin	  B12	  	  The	  molecules	  we	  have	  discussed	  have	  mainly	  been	  of	  a	  small	  or	  medium	  size.	  The	  advantage	  of	  QM/MM	  approaches	  for	  molecular	  crystals	  becomes	  obvious	  when	  a	  rather	  large	  molecule	  needs	  to	  be	  calculated.	  	  The	  vitamin	  B12	  molecule	  (29)	  consists	  of	  181	  atoms	  which	  is	  a	  system	  size	  within	  the	  limits	  of	  DFT	  approaches.	  The	  crystallographic	  unit	  cell	  of	  29	  on	  the	  other	  hand	  consists	  of	  4	  vitamin	  B12	  molecules	  and	  a	  considerable	  number	  of	  crystallised	  solvent	  molecules	  (propanol	  and	  water),	  adding	  up	  to	  1013	  atoms	  and	  a	  total	  volume	  of	  8962	  Å3,	  according	  to	  an	  X-­‐ray	  study.229	  Such	  a	  large	  unit	  cell	  would	  be	  very	  hard	  to	  calculate	  using	  periodic	  DFT	  approaches.	  	  
	  
Figure	  16	  The	  molecular	  structure	  of	  vitamin	  B12	  (29)	  and	  the	  unitcell	  of	  its	  crystal	  structure.	  	  A	  QM/MM	  approach	  to	  this	  system	  is	  much	  more	  manageable	  as	  the	  molecule	  (or	  part	  of	  the	  molecule)	  can	  be	  described	  by	  quantum	  mechanics	  and	  the	  rest	  as	  static	  point	  charges	  and	  vdW	  potentials.	  	  	  Our	  interest	  in	  this	  system	  is	  fuelled	  by	  the	  availability	  of	  high-­‐quality	  59Co	  solid-­‐state	  NMR	  data	  for	  several	  cobalamines	  in	  both	  single-­‐crystal230	  and	  powder	  form228,231	  and	  by	  different	  crystallisation	  techniques	  and	  differing	  amount	  and	  type	  of	  solvent,	  as	  seen	  in	  Table	  23.	  The	  agreement	  in	  anisotropic	  chemical	  shift	  and	  EFG	  data	  for	  different	  experimental	  conditions	  (main	  outlier	  is	  the	  “as	  purchased	  sample”	  which	  may	  contain	  different	  polymorphs)	  suggest	  environmental	  effects	  as	  such	  not	  to	  have	  a	  large	  influence	  on	  the	  tensors	  but	  this	  can	  be	  be	  seen	  as	  an	  advantage	  as	  it	  should	  offer	  computational	  approaches	  a	  better	  chance	  of	  reproducing	  experiment.	  There	  is	  generally	  good	  agreement	  between	  the	  single	  crystal	  data	  and	  the	  powder	  data	  (“as	  purchased”	  powder	  excluded),	  the	  chemical	  shift	  asymmetry	  parameter	  being	  the	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main	  exception.	  We	  decided	  to	  use	  the	  single	  crystal	  data	  as	  our	  experimental	  reference.	  	  
Table	  23	  Anisotropic	  solid-­‐state	  NMR	  data	  for	  vitamin	  B12	  (29)	  from	  different	  experiments.	  
	   Single	  crystal	  	  (water,	  “wet”)a	   Powder	  (as	  purchased)b	   Powder	  (recrystallised)b	   Powder	  (water,	  “wet”)c	   Powder	  (ethanol,”dry”)c	  
δiso	   4549	   4800	  ±	  100	   4650	  ±	  100	   4650	  ±	  100	   4650	  ±	  100	  
δσ	   -­‐647	  ±	  45	   -­‐800	  ±	  60	   -­‐650	  ±	  100	   -­‐635	  ±	  100	   -­‐635	  ±	  100	  
ησ	   0.6	  ±	  0.1	  	   0.2	  ±	  0.2	   0.2	  ±	  0.2	   0.2	  ±	  0.1	   0.2	  ±	  0.1	  
CQ	   27.31	  ±	  0.08	  	   17.7	  ±	  0.6	   26.1	  ±	  0.4	   27.8	  ±	  0.3	   26.1	  ±	  0.4	  
ηQ	   0.243	  ±	  0.005	   0.2	  ±	  0.2	   0.1	  ±	  0.2	   0.1	  ±	  0.1	   0.1	  ±	  0.1	  a	  From	  Ref.230	  b	  From	  Ref.228	  c	  From	  Ref.231	  	  	  We	  have	  thus	  attempted	  to	  reproduce	  the	  59Co	  solid-­‐state	  NMR	  data	  for	  this	  large	  system	  using	  a	  QM/MM	  approach.	  The	  most	  recent	  and	  most	  accurate	  crystal	  structure	  was	  used	  which	  contains	  crystallised	  water	  and	  propanol.229	  	  
	  
Figure	  17	  The	  molecular	  structure	  of	  vitamin	  B12	  (29).	  	  An	  older	  version	  of	  our	  QM/MM	  approach	  was	  used	  with	  no	  iterative	  updating	  of	  point	  charges.	  A	  42	  Å	  cluster	  was	  built	  up.	  Point	  charges	  of	  the	  environment	  (29	  units,	  water	  and	  propanol)	  were	  calculated	  by	  separate	  gas-­‐phase	  calculations	  of	  each	  molecule	  at	  the	  B3LYP/def2-­‐TZVPP	  level	  and	  using	  NPA	  charges.	  Geometry	  optimisations	  were	  performed	  at	  the	  BP86-­‐D	  level	  with	  the	  def2-­‐TZVPP	  basis	  set	  on	  Co,	  CN	  ligand,	  and	  the	  Co-­‐bound	  nitrogens	  while	  the	  def2-­‐SVP	  basis	  set	  was	  used	  on	  on	  all	  other	  atoms.	  NMR	  calculations	  were	  performed	  at	  the	  B3LYP	  level	  with	  a	  decontracted	  def2-­‐QZVPP	  on	  Co	  and	  6-­‐31G*	  on	  all	  other	  atoms.	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The	  results	  from	  NMR	  calculations	  on	  a	  gas-­‐phase	  optimised	  structure,	  X-­‐ray	  structure	  and	  the	  QM/MM	  structure	  are	  shown	  in	  Table	  24.	  The	  chemical	  shift	  tensor	  seems	  well	  described	  already	  (although	  the	  isotropic	  shift	  is	  overestimated)	  when	  using	  a	  gas-­‐phase	  geometry,	  suggesting	  that	  there	  may	  be	  insignificant	  solid-­‐state	  effects.	  The	  computed	  NQCC	  is	  underestimated	  and	  the	  EFG	  asymmetry	  parameter	  is	  severely	  overestimated.	  We	  see	  some	  changes	  in	  the	  parameters	  when	  the	  X-­‐ray	  geometry	  is	  used	  instead	  and	  when	  embedding	  the	  X-­‐ray	  geometry	  with	  surrounding	  point	  charges	  the	  EFG	  tensor	  changes	  even	  more.	  For	  the	  embedded	  X-­‐ray	  structure,	  the	  NQCC	  and	  asymmetry	  parameter	  is	  in	  rather	  good	  agreement	  with	  experiment	  (considering	  an	  ~11	  MHz	  DFT	  error).	  The	  isotropic	  chemical	  shift	  is	  also	  in	  good	  agreement	  and	  the	  reduced	  anisotropy	  is	  in	  excellent	  agreement.	  When	  a	  QM/MM	  optimised	  geometry	  is	  used,	  the	  isotropic	  chemical	  shift	  and	  the	  reduced	  anisotropy	  get	  worse	  while	  the	  NQCC	  gets	  better.	  The	  EFG	  asymmetry	  parameter	  is	  highly	  sensitive	  to	  the	  surrounding	  point	  charges.	  It	  increases	  substantially	  when	  the	  QM/MM	  geometry	  is	  point-­‐charge	  embedded	  while	  it	  decreases	  when	  the	  X-­‐ray	  geometry	  is	  embedded.	  It	  seems	  thus	  that	  vitamin	  B12	  does	  show	  some	  solid	  state	  effects	  after	  all,	  that	  present	  some	  challenge	  to	  first	  principles	  calculation	  of	  anisotropic	  NMR	  parameters.	  	  
Table	  24	  Computed	  anisotropic	  chemical	  shift	  and	  EFG	  parameters	  of	  different	  structural	  models	  of	  vitamin	  B12	  	  (	  29).a	  	   Experiment	   Gas	  opt	   X-­‐ray	   Emb.	  X-­‐ray	   QM/MM	  opt	   Emb.	  QM/MM	  opt	  
δiso	   4549	   5393	   4818	   4822	   4419	   4401	  
δσ	   -­‐647	  ±	  45	   -­‐663	   -­‐585	   -­‐653	   -­‐774	   -­‐730	  
ησ	   0.6	  ±	  0.1	  	   0.45	   0.96	   0.73	   0.66	   0.66	  
CQ	   27.31	  ±	  0.08	  	   -­‐13.4	   10.7	   19.0	   22.3	   -­‐21.2	  
ηQ	   0.243	  ±	  0.005	   0.88	   0.52	   0.25	   0.38	   0.94	  a	  Evaluated	  at	  the	  B3LYP/QZVPPdecon/6-­‐31G*	  level.	  +1205	  ppm	  gas-­‐to-­‐liquid	  shift	  correction	  added	  to	  isotropic	  shifts.	  	  	  The	  calculated	  geometries	  (bond	  lengths	  and	  angles	  shown	  in	  Table	  25)	  show	  some	  changes	  compared	  to	  the	  X-­‐ray	  geometry.	  The	  Co-­‐Nimi	  (imi:	  imidazole-­‐ring)	  bond	  length	  changes	  from	  2.09	  Å	  in	  the	  gas	  phase	  to	  2.01	  Å	  in	  the	  QM/MM	  optimised	  structures	  whereas	  the	  X-­‐ray	  bond	  length	  is	  2.05	  Å.	  Additionally,	  axial	  ligand	  atoms	  form	  almost	  linear	  angles	  in	  the	  X-­‐ray	  structure	  while	  in	  the	  QM/MM	  structure,	  these	  angles	  deviate	  slightly	  from	  linearity.	  It	  is	  thus	  clear	  that	  the	  environment	  has	  an	  effect	  on	  the	  geometry	  of	  29	  which	  also	  affects	  the	  chemical	  shift	  and	  EFG	  parameters.	  	  	  	  
Table	  25	  Selected	  geometrical	  parameters	  (Å	  and	  degrees)	  for	  the	  different	  geometries	  of	  vitamin	  B12.	  (29).	  Bonds	  and	  angles	   X-­‐ray	   Gas	  opt	   QM/MM	  opt	   QM/MM	  opt	  +	  solvent	  opt	  r(Co-­‐Nimi)	   2.05	   2.09	   2.01	   2.00	  r(Co-­‐Cax)	   1.87	   1.87	   1.85	   1.85	  r(Co-­‐Neq)	   1.91	   1.92	   1.90	   1.90	  r(Cax-­‐N)	   1.16	   1.18	   1.18	   1.17	  ∠(Co-­‐C-­‐N)	   178.7	   170.4	   172.8	   174.7	  ∠(C-­‐Co-­‐Nimi)	   177.0	   177.2	   172.9	   171.8	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In	  order	  to	  explore	  this	  further,	  we	  decided	  to	  increase	  the	  QM	  region	  and	  include	  much	  of	  the	  surrounding	  solvent	  (water	  and	  propanol)	  in	  the	  NMR	  calculation	  as	  shown	  in	  Figure	  18.	  One	  would	  not	  expect	  the	  surrounding	  solvent	  to	  affect	  the	  NMR	  parameters	  much,	  with	  the	  exception	  of	  a	  water	  molecule	  that	  according	  to	  X-­‐ray	  structure	  seems	  to	  be	  hydrogen	  bonding	  to	  the	  cyanide	  ligand.	  As	  we	  have	  previously	  shown	  for	  the	  vanadium	  catechol	  complex,	  hydrogen	  bonding	  near	  the	  NMR	  nucleus	  can	  make	  a	  difference	  for	  the	  calculated	  parameters.	  	  	  
	  
Figure	  18	  Structure	  of	  vitamin	  B12	  (29)	  with	  surrounding	  solvent	  in	  white	  (propanol	  and	  water).	  NMR	  calculations	  with	  this	  extended	  QM	  region	  (with	  and	  without	  geometry	  optimisations)	  are	  shown	  in	  Table	  26.	  Geometry	  optimisations	  of	  this	  larger	  QM	  region	  used	  the	  def2-­‐SVP	  basis	  set	  on	  all	  solvent,	  except	  for	  the	  water	  molecule	  near	  the	  cyano	  ligand	  which	  was	  described	  by	  the	  def2-­‐TZVPP	  basis	  set.	  	  When	  the	  solvent	  is	  included	  in	  the	  NMR	  calculations	  but	  using	  the	  previously	  optimised	  (QM/MM)	  geometry	  of	  the	  cobalamine,	  the	  EFG	  asymmetry	  parameter	  stays	  unusually	  high	  while	  the	  isotropic	  chemical	  shift	  and	  reduced	  anisotropy	  both	  increase	  (in	  absolute	  number).	  When	  embedding	  this	  larger	  QM	  region	  with	  point	  charges	  we	  see	  mainly	  small	  effects	  but	  still	  some	  sensitivity	  of	  the	  EFG	  asymmetry	  parameter	  to	  the	  environment.	  When	  the	  whole	  QM	  region	  is	  optimised	  and	  the	  NMR	  calculations	  is	  performed	  with	  embedded	  charges,	  we	  see	  quite	  a	  large	  drop	  in	  the	  isotropic	  chemical	  shift	  and	  the	  reduced	  anisotropy	  and	  a	  smaller	  drop	  in	  the	  NQCC	  while	  the	  EFG	  asymmetry	  stays	  very	  much	  the	  same.	  The	  geometric	  parameters	  in	  Table	  25	  change	  only	  a	  little	  upon	  solvent	  optimisation.	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Table	  26	  Computed	  anisotropic	  chemical	  shift	  and	  EFG	  parameters	  of	  solvent-­‐including	  models	  of	  vitamin	  B12,	  
29.a	  
	   Experiment	   QM/MM	  opt	  +	  solvent	  unopt	   Emb.	  QM/MM	  opt	  +	  solvent	  unopt	   QM/MM	  opt	  +	  solvent	  opt	   Emb.	  QM/MM	  opt	  +	  solvent	  opt	  
δiso	   4549	   4864	   4858	   4292	   4274	  
δσ	   -­‐647	  ±	  45	   -­‐829	   -­‐863	   -­‐672	   -­‐662	  
ησ	   0.6	  ±	  0.1	  	   0.61	   0.65	   0.60	   0.65	  
CQ	   27.31	  ±	  0.08	  	   23.5	   24.2	   22.9	   20.6	  
ηQ	   0.243	  ±	  0.005	   0.93	   0.78	   0.57	   0.78	  a	  Evaluated	  at	  the	  B3LYP/QZVPPdecon/6-­‐31G*	  level.	  +1205	  ppm	  gas-­‐to-­‐liquid	  shift	  correction	  added	  to	  isotropic	  shifts.	  	  	  	  Our	  largest	  QM/MM	  model	  still	  cannot	  reproduce	  the	  experimental	  solid-­‐state	  NMR	  parameters	  entirely	  satisfactorily	  (ηQ	  remains	  too	  large)	  but	  the	  NQCC	  and	  the	  chemical	  shift	  tensor	  are	  quite	  well	  reproduced.	  The	  difference	  in	  isotropic	  chemical	  shifts,	  Δδ	  ,	  for	  the	  cobaloxime	  28	  (δexp=5320	  ppm	  and	  δcalc=5035	  ppm)	  and	  29	  (δexp=4549	  ppm	  and	  δcalc=4274	  ppm)	  is	  particularly	  well	  reproduced:	  Δδexp=	  771	  ppm	  vs.	  Δδcalc=	  761	  ppm.	  	  	  The	  best	  agreement	  with	  experiment	  comes	  from	  the	  embedded	  X-­‐ray	  geometry	  where	  ηQ	  in	  particular	  is	  in	  perfect	  agreement,	  which	  may	  or	  may	  not	  be	  a	  coincidence.	  It	  is	  not	  yet	  clear	  what	  is	  the	  best	  way	  of	  describing	  this	  system.	  It	  may	  be	  that	  a	  molecular	  dynamics	  treatment	  of	  the	  molecule	  and	  its	  surrounding	  solvent	  will	  be	  necessary,	  both	  to	  check	  for	  the	  sensitivity	  of	  the	  metal-­‐ligand	  bonds	  towards	  dynamical	  effects	  (zero-­‐point	  effects	  could	  also	  be	  important)	  which	  would	  affect	  the	  chemical	  shift	  and	  EFG	  tensors	  and	  for	  equilibration	  of	  the	  surrounding	  solvent	  which	  may	  not	  be	  in	  optimal	  positions	  as	  well.	  Additionally,	  the	  uncertainty	  associated	  with	  the	  DFT	  method	  remains	  (TPSS	  and	  TPSSh	  calculations	  resulted	  in	  very	  similar	  NQCC	  and	  ηQ	  parameters	  ).	  
	  
3.5.8	  Summary	  and	  future	  improvements	  We	  have	  come	  up	  with	  a	  QM/MM	  based	  protocol	  to	  model	  anisotropic	  chemical	  shift	  and	  EFG	  properties	  of	  molecules	  in	  the	  solid	  state,	  capturing	  the	  solid-­‐state	  effects	  that	  affect	  these	  molecular	  properties.	  The	  protocol	  allows	  geometry	  optimisation	  in	  the	  solid	  state	  and	  is	  capable	  of	  capturing	  some	  solid-­‐state	  geometrical	  effects	  as	  well	  as	  direct	  effects	  on	  the	  chemical	  shifts	  and	  EFG	  tensors.	  The	  protocol	  can	  in	  principle	  be	  used	  for	  any	  molecular	  property	  that	  is	  evaluated	  by	  a	  single-­‐point	  quantum	  chemical	  calculation.	  Any	  quantum	  chemical	  method	  that	  allows	  embedding	  in	  an	  array	  of	  point	  charges	  can	  be	  used	  and	  it	  will	  be	  interesting	  to	  see	  if	  higher	  level	  methods	  such	  as	  coupled	  cluster	  theory	  could	  be	  used	  for	  molecular	  property	  calculations	  in	  the	  solid	  state	  for	  even	  better	  accuracy	  than	  can	  be	  achieved	  with	  our	  density	  functional	  theory	  calculations.	  The	  protocol	  has	  been	  written	  as	  a	  combination	  of	  Chemshell	  Tcl	  scripts	  and	  bash	  shell	  scripts.	  These	  will	  be	  made	  available	  in	  an	  upcoming	  version	  of	  Chemshell	  but	  are	  also	  available	  in	  Appendix	  1.1.	  	  The	  protocol	  is	  quite	  promising	  based	  on	  the	  selected	  examples	  in	  Chapter	  3.5	  but	  the	  cobaloxime	  complex	  test	  case	  shows	  that	  there	  are	  molecular	  crystals	  where	  the	  protocol	  does	  not	  work	  so	  well	  and	  large	  crystals	  like	  vitamin	  B12	  are	  a	  challenge.	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Finally	  we	  suggest	  possible	  extensions	  to	  the	  protocol	  that	  could	  lead	  to	  significant	  improvements	  and/or	  less	  empiricism.	  These	  are:	  	  
1. Derive	  short-­‐range	  potentials	  from	  theory	  Currently	  the	  short-­‐range	  Lennard-­‐Jones	  potentials	  used	  in	  our	  protocol	  uses	  parameters	  from	  the	  UFF	  force	  field.	  How	  reliable	  these	  parameters	  are	  and	  how	  well	  Lennard-­‐Jones	  potentials	  can	  describe	  the	  QM-­‐MM	  interaction	  is	  not	  known.	  The	  UFF	  Lennard-­‐Jones	  parameters	  were	  chosen	  in	  our	  protocol	  as	  they	  are	  available	  for	  almost	  the	  whole	  periodic	  table.	  While	  other	  vdW	  parameters	  or	  other	  types	  of	  potentials	  could	  be	  chosen	  for	  molecular	  crystals	  on	  a	  case	  per	  case	  basis,	  depending	  on	  availability,	  an	  even	  better	  option	  would	  be	  if	  the	  parameters	  could	  be	  derived	  directly	  from	  information	  from	  the	  calculated	  electron	  density	  of	  the	  molecule	  (like	  the	  point	  charges	  are)	  and	  possibly	  iterated	  as	  well.	  For	  the	  attractive	  dispersion	  interaction	  this	  would	  likely	  require	  calculation	  of	  polarisabilities	  which	  might	  be	  quite	  expensive.	  For	  the	  repulsive	  part	  we	  note	  that	  an	  approximate	  formulation	  of	  intermolecular	  exchange-­‐repulsion	  has	  been	  derived	  that	  only	  uses	  monomer	  electron	  density	  information.232	  
2. Short-­‐range	  repulsion	  at	  the	  quantum	  mechanical	  level	  Even	  though	  short-­‐range	  repulsion	  potentials	  are	  used	  in	  the	  QM-­‐MM	  interaction	  term,	  there	  is	  no	  repulsion	  at	  the	  quantum	  mechanical	  level,	  meaning	  that	  electrons	  can	  be	  artifically	  attracted	  to	  nearby	  positive	  point	  charges	  and	  even	  leak	  out	  towards	  them.	  In	  practice,	  this	  is	  unlikely	  to	  happen	  in	  most	  of	  our	  calculations	  as	  very	  diffuse	  basis	  sets	  are	  not	  used	  so	  the	  electrons	  don’t	  have	  the	  flexibility	  to	  leak	  out.	  Rothlisberger	  and	  Sebastiani	  explored	  adding	  a	  repulsive	  potential	  to	  the	  Hamiltonian	  in	  a	  planewave	  DFT	  code	  which	  resulted	  in	  electrons	  feeling	  repulsion	  near	  the	  MM	  atoms	  and	  found	  that	  this	  slightly	  sped	  up	  the	  convergence	  of	  NMR	  properties	  with	  respect	  to	  QM	  region	  size.233	  Others	  have	  also	  explored	  such	  repulsion	  potentials	  in	  planewave	  DFT	  codes.234	  It	  is	  likely	  that	  charge	  leakage	  effects	  are	  more	  prominent	  in	  such	  delocalised	  basis	  DFT	  calculations	  but	  others	  have	  noted	  that	  ignoring	  exchange-­‐repulsion	  in	  QM/MM	  approaches	  with	  atom-­‐centered	  basis	  sets,	  can	  lead	  to	  severe	  artifacts	  for	  excitation	  energies	  of	  a	  chromophores	  in	  a	  hydrogen-­‐bonding	  environment.235	  This	  neglect	  of	  exchange-­‐repulsion	  in	  our	  QM/MM	  calculations	  may	  well	  be	  part	  of	  the	  reason	  for	  the	  importance	  of	  including	  the	  hydrogen-­‐bonding	  partner	  in	  the	  vanadium	  catechol	  complex	  crystal	  (in	  Chapter	  3.5.5).	  Including	  exchange-­‐repulsion	  in	  the	  QM-­‐MM	  interaction	  term	  may	  thus	  well	  be	  worth	  exploring	  further	  in	  our	  QM/MM	  protocol	  for	  molecular	  crystals.	  	  
3. Preventing	  overpolarisation	  between	  QM	  region	  and	  the	  MM	  point	  charges	  While	  the	  electrostatic	  interaction	  between	  continuous	  charge	  distributions	  can	  often	  be	  well	  approximated	  as	  a	  classical	  point	  charge	  interaction	  at	  long	  range	  (or	  for	  QM-­‐MM	  interaction,	  the	  interaction	  between	  a	  continuous	  charge	  distribution	  and	  a	  point	  charge)	  the	  same	  does	  not	  apply	  for	  the	  short	  range.	  In	  electrostatic	  embedding	  the	  closest	  point	  charges	  can	  result	  in	  overpolarisation	  of	  the	  electron	  density.80	  It	  has	  been	  suggested	  that	  the	  point	  charges	  be	  smeared,	  i.e.	  multiplied	  by	  Gaussian	  functions	  for	  example	  to	  prevent	  overpolarisation.	  This	  has	  been	  explored	  as	  part	  of	  more	  accurately	  terminating	  QM-­‐MM	  covalent	  boundaries236-­‐238	  but	  also	  for	  better	  description	  of	  hydrogen	  bonds	  in	  aqueous	  solution	  etc.239,240	  Smearing	  of	  point	  charges	  would	  increase	  the	  computational	  cost	  somewhat	  but	  should	  not	  be	  too	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expensive	  as	  long	  as	  only	  the	  MM	  point	  charges	  closest	  to	  the	  QM	  region	  are	  smeared.	  	  	  	  
4. Beyond	  electrostatic	  embedding:	  frozen	  density	  embedding	  The	  approximate	  interaction	  between	  the	  QM	  subsystem	  and	  the	  MM	  subsystem	  (electrostatic	  embedding,	  short-­‐range	  classical	  potentials	  and	  potential	  fixes	  discussed	  above)	  becomes	  much	  less	  of	  a	  problem	  the	  larger	  the	  QM	  region	  becomes,	  i.e.	  the	  more	  the	  nearest	  environment	  is	  described	  by	  quantum	  mechanics.	  This	  is	  already	  evident	  in	  some	  of	  test	  cases	  we	  discussed	  earlier.	  As	  the	  extension	  of	  the	  QM	  region	  will	  increase	  calculation	  time	  considerably	  this	  is	  not	  always	  a	  practical	  option,	  even	  though	  it	  may	  be	  the	  most	  reliable.	  Alternative	  embedding	  approaches	  have	  been	  developed,	  e.g.	  frozen	  density	  embedding	  where	  a	  traditional	  QM	  calculation	  is	  embedded	  by	  surrounding	  frozen	  electron	  densities.83-­‐86	  For	  homogenous	  molecular	  crystal	  systems,	  one	  could	  start	  from	  a	  calculated	  electron	  density	  for	  a	  monomer	  and	  then	  do	  an	  embedded	  calculation	  where	  the	  calculated	  monomer	  density	  is	  used	  as	  a	  frozen	  density	  for	  the	  nearest	  neighbours	  and	  then	  relax	  the	  central	  molecule	  density.	  Such	  an	  approach	  could	  be	  very	  useful	  as	  an	  additional	  step	  in	  our	  QM/MM	  protocol	  to	  get	  an	  even	  more	  accurate	  molecular	  geometry,	  assuming	  that	  frozen	  density	  embedding	  is	  not	  too	  computationally	  expensive	  and	  sufficiently	  reliable.	  Frozen	  density	  embedding	  has	  even	  been	  implemented	  for	  molecular	  property	  calculations	  such	  as	  chemical	  shifts.241	  Electron	  density	  embedding	  has	  also	  been	  explored	  in	  the	  QM:QM	  ONIOM	  framework.242	  	  
	  
3.6	  Preliminary	  investigations	  of	  the	  51V	  NMR	  properties	  of	  a	  vanadium	  
dependent	  chloroperoxidase	  (VCPO)	  mutant	  	  We	  now	  turn	  our	  discussion	  from	  NMR	  properties	  of	  small	  transition	  metal	  complexes	  to	  NMR	  properties	  in	  a	  metalloenzyme.	  	  	  Vanadium	  is	  a	  relatively	  new	  entry	  in	  the	  field	  of	  bioinorganic	  chemistry	  and	  the	  functional	  role	  of	  the	  metal	  in	  organisms	  was	  unknown	  for	  a	  long	  time	  despite	  the	  knowledge	  of	  its	  availability	  in	  organisms.	  In	  fact,	  only	  three	  pages	  are	  dedicated	  to	  its	  chemistry	  in	  a	  recently	  published	  textbook	  on	  bioinorganic	  chemistry.243	  Despite	  this,	  there	  has	  been	  growing	  interest	  in	  the	  biological	  role	  of	  vanadium,	  especially	  after	  the	  discovery	  of	  the	  first	  vanadium	  dependent	  enzymes.	  The	  bioinorganic	  chemistry	  of	  vanadium	  has	  been	  reviewed	  many	  times,	  244-­‐246	  recently	  in	  a	  very	  extensive	  review	  by	  Debbie	  C.	  Crans	  et	  al.247	  and	  a	  textbook	  on	  bioinorganic	  vanadium	  chemistry	  was	  recently	  published.248	  	  Well	  known	  examples	  of	  vanadium	  in	  biology	  include	  the	  regulation	  of	  phosphate	  metabolising	  enzymes	  where	  the	  similarity	  of	  the	  VO43-­‐	  and	  PO43-­‐	  anions	  is	  of	  key	  importance,	  its	  role	  as	  an	  alternative	  nitrogenase	  (a	  vanadium	  and	  iron	  dependent	  enzyme	  expressed	  when	  molybdenum	  is	  a	  limiting	  nutrient),	  the	  oxidation	  of	  halides	  by	  hydrogen	  peroxide	  in	  vanadium	  dependent	  haloperoxidase	  enzymes	  in	  marine	  algae	  and	  fungi,	  the	  vanadium	  accumulation	  as	  the	  metal	  complex	  amavadine	  in	  toadstool	  mushrooms	  and	  the	  elusive	  form	  and	  role	  of	  highly	  concentrated	  vanadium	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in	  the	  blood	  cells	  of	  Mediterranean	  sea	  squirts.247There	  has	  been	  much	  interest	  in	  the	  last	  few	  years	  in	  the	  potential	  role	  of	  vanadium	  compounds	  as	  insulin	  mimetics	  in	  the	  treatment	  of	  diabetes	  mellitus249	  and	  a	  vanadium	  compound	  recently	  completed	  a	  phase	  IIa	  clinical	  trial.250	  	  Haloperoxidases	  are	  enzymes	  that	  catalyse	  the	  oxidation	  of	  halides	  (iodide,	  bromide	  and	  chloride)	  to	  hypohalous	  acids	  in	  the	  presence	  of	  hydrogen	  peroxide	  as	  the	  oxidant251	  (Eq.	  67).	  	  	   	   	   	   H2O2	  +	  H+	  +	  X-­‐	  →	  H2O	  +	  HOX	  	   	   	   	   (67)	  	  The	  hypohalous	  acid	  can	  then	  halogenate	  a	  suitable	  organic	  molecule	  or	  fulfill	  some	  other	  unknown	  biological	  function.	  One	  class	  of	  haloperoxidases	  is	  vanadium	  dependent	  (VHPO)	  where	  vanadium	  V(V)	  acts	  as	  the	  enzyme	  cofactor,	  essentially	  carrying	  out	  the	  catalysis.	  They	  have	  been	  found	  in	  marine	  algae,	  fungi	  and	  lichens	  and	  are	  believed	  to	  be	  responsible	  for	  the	  majority	  of	  halogenated	  natural	  products	  in	  the	  marine	  environment.252	  Vanadium	  haloperoxidases	  are	  further	  classified,	  depending	  on	  what	  halides	  they	  are	  able	  to	  oxidise.	  The	  first	  discovered	  vanadium	  bromoperoxidase	  (VBPO)	  can	  oxidise	  bromide	  and	  iodide,	  while	  vanadium	  chloroperoxidase	  (VCPO)	  can	  oxidise	  chloride,	  bromide	  and	  iodide.251	  It	  has	  also	  been	  shown	  that	  these	  enzymes	  are	  capable	  of	  catalyzing	  other	  reactions,	  e.g.	  the	  oxidation	  of	  sulfide	  to	  sulfoxide	  and	  the	  oxidation	  of	  olefin	  to	  epoxide,	  using	  hydrogen	  peroxide	  as	  oxygen	  transfer	  agent.253	  And	  as	  the	  catalytic	  efficiency	  is	  high,	  these	  enzymes	  have	  sparked	  interest	  for	  bio-­‐inspired	  catalyst	  design.254,255	  	  VCPO	  (which	  is	  the	  focus	  of	  our	  work),	  from	  the	  fungus	  Curvularia	  inaequalis,	  is	  a	  67	  kDa	  protein	  whose	  structure	  was	  determined	  to	  2.03	  Å	  by	  X-­‐ray	  crystallography.256	  The	  X-­‐ray	  structure	  shows	  the	  vanadium	  as	  the	  central	  atom	  of	  a	  trigonal	  bipyramidal	  complex,	  with	  3	  oxygen	  atoms	  situated	  in	  the	  equatorial	  plane,	  an	  oxygen	  atom	  in	  one	  axial	  position	  and	  the	  nitrogen	  atom	  of	  a	  histidine	  residue	  (His496)	  in	  the	  other	  axial	  position.	  	  The	  cofactor	  is	  surrounded	  by	  positively	  charged	  and	  hydrophilic	  residues,	  obviously	  hydrogen	  bonding	  to	  the	  oxygen	  atoms	  of	  the	  vanadate.	  The	  V-­‐N	  bond	  length	  (2.08	  Å)	  is	  indicative	  of	  a	  coordinate	  covalent	  bond	  and	  the	  axial	  V-­‐O	  bond	  (1.88	  Å	  )	  indicates	  a	  hydroxyl/water	  group	  while	  the	  ~1.60-­‐1.65	  Å	  equatorial	  V-­‐O	  bonds	  suggest	  unprotonated	  oxygen	  atoms.	  The	  close	  distance	  between	  the	  axial	  O	  atom	  and	  the	  N	  atom	  of	  a	  nearby	  histidine	  residue	  (HIS404)	  suggests	  a	  hydrogen	  bond	  donation	  between	  O4-­‐H	  and	  His404-­‐N	  and	  other	  hydrogen	  bonding	  interactions	  can	  also	  be	  deduced.	  The	  cofactor	  with	  surrounding	  hydrogen	  bond	  donors	  and	  acceptors,	  with	  atom	  numbering	  used	  later	  on,	  is	  shown	  in	  Figure	  19.	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Figure	  19.	  The	  vanadate	  cofactor	  of	  VCPO	  and	  surrounding	  residues	  as	  determined	  by	  X-­‐ray	  crystallography.	  Protonation	  state	  unknown.	  	  As	  the	  resolution	  of	  the	  X-­‐ray	  structure	  is	  2.03	  Å,	  the	  positions	  of	  hydrogen	  atoms	  could	  not	  be	  determined.	  Thus,	  the	  actual	  protonation	  state	  of	  the	  cofactor	  cannot	  be	  determined	  from	  the	  X-­‐ray	  structure	  alone.	  The	  V-­‐O	  bond	  lengths	  would	  suggest	  that	  the	  protonation	  state	  is	  a	  singly	  protonated	  axial	  O	  atom,	  but	  due	  to	  the	  resolution	  limitations	  of	  the	  experiment,	  this	  cannot	  be	  fully	  determined.	  EXAFS	  experiments	  with	  much	  higher	  resolution	  (estimated	  uncertainty	  on	  bond	  lengths	  0.02	  Å)	  have	  also	  recently	  been	  performed	  that	  suggests	  that	  the	  cofactor	  structure	  may	  be	  better	  described	  as	  a	  distorted	  square	  pyramidal	  with	  basal	  V-­‐O	  bond	  lengths	  of	  1.54,	  1.69	  and	  1.69	  Å	  (possibly	  indicating	  different	  protonation	  states),	  an	  apical	  V-­‐O	  bond	  length	  of	  1.95	  Å	  and	  a	  V-­‐N	  bond	  distance	  of	  2.02	  Å.257	  The	  combined	  structural	  data	  from	  both	  X-­‐ray	  and	  EXAFS	  is	  still	  rather	  ambiguous	  with	  respect	  to	  the	  protonation	  states	  of	  the	  cofactor	  and	  are	  further	  complicated	  by	  the	  fact	  that	  the	  experiments	  were	  performed	  at	  different	  pH.	  	  	  Several	  computational	  studies	  have	  been	  carried	  out	  with	  the	  aim	  of	  determining	  the	  actual	  protonation	  state	  of	  the	  resting	  state	  of	  the	  vanadate	  cofactor	  of	  VCPO	  as	  well	  as	  the	  products	  and	  intermediates	  of	  the	  full	  catalytic	  cycle	  of	  the	  reaction	  in	  Eq.	  67.	  	  Initial	  studies,	  which	  focused	  more	  on	  the	  catalytic	  activity,	  were	  performed	  for	  small	  4-­‐coordinate	  model	  complexes258-­‐261	  that	  were	  not	  representative	  of	  the	  5-­‐coordinate	  cofactor	  from	  the	  X-­‐ray	  structure.	  Pecoraro	  and	  coworkers	  studied	  model	  complexes	  using	  the	  X-­‐ray	  coordinates	  as	  a	  starting	  point	  and	  found	  that	  doubly	  or	  triply	  protonated	  vanadate	  (covalently	  bound	  to	  ammonia)	  was	  necessary	  to	  stabilise	  the	  complex.262	  A	  singly	  protonated	  model,	  was	  found	  to	  be	  unstable.	  In	  a	  later	  study,	  a	  doubly	  protonated	  model	  with	  an	  axial	  hydroxo	  group	  was	  concluded	  to	  be	  the	  most	  likely	  resting	  state.263	  The	  first	  QM/MM	  study,	  by	  Carlson,	  Pecoraro	  and	  coworkers,264	  where	  the	  protein	  environment	  was	  taken	  directly	  into	  account,	  confirmed	  the	  same	  doubly	  protonated	  cofactor	  with	  an	  axial	  hydroxo	  group	  and	  one	  equatorial	  hydroxo	  group	  (O4	  and	  O1)	  to	  be	  a	  likely	  resting	  state	  but	  also	  found	  a	  nearly	  isoenergetic	  state	  consisting	  of	  both	  protons	  on	  the	  axial	  oxygen	  (i.e.	  a	  water	  ligand).	  The	  actual	  resting	  state	  of	  the	  enzyme	  was	  suggested	  to	  be	  a	  hybrid	  of	  both	  protonation	  states.	  A	  triply	  protonated	  model,	  consisting	  of	  an	  axial	  water	  group	  and	  an	  equatorial	  hydroxo	  group	  was	  found	  to	  be	  a	  stable	  model	  in	  the	  same	  study,	  but	  the	  authors	  found	  it	  to	  be	  unlikely	  for	  the	  resting	  state.	  The	  first	  step	  in	  the	  catalytic	  cycle	  has	  been	  suggested	  to	  be	  further	  protonation	  of	  the	  cofactor,	  which	  would	  make	  doubly	  protonated	  models	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more	  likely	  than	  triply	  protonated	  models.	  Raugei	  and	  Carloni,	  employing	  QM/MM	  CPMD	  simulations,	  found	  two	  doubly	  protonated	  models	  to	  be	  likely	  candidates,	  both	  models	  with	  an	  axial	  hydroxo	  group	  and	  the	  second	  proton	  being	  either	  on	  oxygen	  O1	  or	  O4	  (according	  to	  Figure	  19).265	  An	  axial	  water	  model	  was	  not	  considered.	  	  	  The	  above	  studies,	  guided	  mostly	  by	  the	  X-­‐ray	  structure,	  have	  given	  important	  insight	  into	  possible	  models	  of	  the	  resting	  protonation	  state	  as	  well	  as	  the	  catalytic	  cycle	  but	  have	  nonetheless	  not	  given	  a	  clearcut	  answer	  as	  to	  what	  the	  actual	  protonation	  state	  of	  the	  cofactor	  is.	  An	  important	  milestone	  in	  the	  study	  of	  VCPO	  was	  achieved	  in	  2006	  with	  a	  direct	  spectroscopic	  signal	  from	  the	  cofactor.	  Polenova	  and	  coworkers	  were	  able	  to	  measure	  a	  51V	  solid-­‐state	  NMR	  spectrum	  of	  VCPO	  under	  magic-­‐angle	  spinning	  conditions.94	  In	  conjunction	  with	  the	  experiment,	  the	  NMR	  properties	  of	  several	  small	  gas-­‐phase	  models	  of	  possible	  protonation	  states	  were	  calculated	  with	  DFT	  methods.	  While	  the	  isotropic	  chemical	  shift	  was	  found	  to	  be	  a	  poor	  discriminator	  of	  possible	  models,	  anisotropic	  chemical	  shift	  and	  EFG	  tensors	  showed	  significant	  sensitivity	  between	  different	  protonation	  states.	  A	  doubly	  protonated	  model,	  with	  an	  axial	  hydroxo	  group,	  emerged	  as	  a	  likely	  candidate	  based	  on	  NMR	  parameters	  alone	  but	  not	  all	  possible	  models	  found	  from	  previous	  QM/MM	  studies	  could	  be	  tested	  as	  they	  were	  unstable	  as	  simple	  gas-­‐phase	  models.	  	  Bühl	  and	  coworkers	  combined	  the	  use	  of	  QM/MM	  calculations,	  allowing	  the	  protein	  environment	  to	  be	  included,	  and	  DFT	  calculations	  of	  chemical	  shift	  and	  EFG	  tensors	  of	  protonation	  models	  of	  VCPO266.	  A	  range	  of	  possible	  models	  of	  the	  protonation	  states,	  from	  singly	  protonated	  to	  triply	  protonated,	  were	  calculated.	  Isotropic	  chemical	  shifts	  were	  again	  found	  to	  be	  relatively	  unsensitive	  with	  regard	  to	  possible	  protonation	  models.	  Parameters	  from	  the	  chemical	  shift	  and	  EFG	  tensors	  on	  the	  other	  hand	  were	  able	  to	  dismiss	  several	  models	  as	  possible	  candidates.	  This	  included	  the	  VOD44	  model	  (doubly	  protonated	  axial	  water	  group)	  as	  the	  reduced	  anisotropy	  had	  the	  incorrect	  sign	  and	  the	  quadrupole	  coupling	  constant	  being	  two	  times	  larger	  than	  the	  experimental	  value.	  Three	  models	  emerged	  as	  the	  most	  likely	  candidates	  for	  the	  protonation	  state:	  the	  doubly	  protonated	  models	  VOD14,	  VOD34	  and	  the	  triply	  protonated	  VOD144	  model.	  Model	  labeling	  refers	  to	  the	  protonation	  of	  the	  oxygens	  with	  numbering	  according	  to	  figure	  19.	  	  The	  Bühl	  group	  has	  continued	  the	  combined	  method	  of	  QM/MM	  and	  anisotropic	  NMR	  calculations	  on	  the	  similar	  enzyme	  VBPO267	  and	  on	  the	  peroxo	  forms	  of	  VCPO	  and	  VBPO268	  for	  comparison	  with	  limited	  experimental	  data.	  Gascón	  and	  coworkers	  most	  recently	  looked	  at	  isotropic	  chemical	  shifts,	  geometries	  and	  TD-­‐DFT	  electronic	  excitation	  energies	  of	  a	  QM/MM	  model	  of	  VCPO	  and	  compared	  to	  51V	  NMR	  data,	  X-­‐ray	  data	  and	  UV-­‐VIS	  spectra	  of	  VCPO.269	  A	  doubly	  protonated	  axial	  water	  model	  was	  suggested	  to	  be	  the	  most	  likely	  candidate	  of	  the	  resting	  protonation	  state,	  in	  contrast	  to	  the	  study	  by	  Bühl	  et	  al.	  where	  this	  candidate	  was	  considered	  unlikely.	  	  There	  is	  still	  considerably	  uncertainty	  regarding	  the	  cofactor	  protonation	  state	  of	  this	  important	  enzyme	  and	  thus	  additional	  experimental	  and	  computational	  work	  is	  needed.	  A	  well	  known	  method	  in	  biochemistry	  and	  molecular	  biology	  to	  investigate	  local	  properties	  of	  enzymes	  is	  to	  perform	  site-­‐specific	  mutations.	  The	  crystal	  structures	  of	  such	  single-­‐amino	  acid	  mutations	  of	  VCPO	  have	  been	  determined.270	  A	  colloboration	  between	  our	  group	  and	  the	  the	  solid-­‐state	  NMR	  group	  of	  Tatyana	  Polenova	  at	  the	  University	  of	  Delaware	  (principal	  investigator	  of	  the	  experimental	  51V	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NMR	  VCPO	  study)	  has	  been	  formed	  with	  the	  aim	  of	  exploring	  the	  NMR	  properties	  of	  VCPO	  mutants.	  Such	  investigations	  would	  give	  additional	  insight	  into	  the	  NMR	  properties	  of	  these	  systems	  and	  could	  help	  in	  distinguishing	  between	  protonation	  models	  for	  the	  native	  enzyme,	  assuming	  that	  the	  protonation	  state	  is	  the	  same	  for	  mutants	  and	  the	  native	  enzyme.	  	  	  Preliminary	  solid-­‐state	  NMR	  data	  for	  the	  R360A	  mutant	  of	  VCPO	  were	  recorded	  by	  Polenova	  and	  coworkers	  (Polenova,	  private	  communication)	  that	  showed	  considerably	  different	  anisotropic	  chemical	  shift	  and	  EFG	  parameters.	  In	  the	  R360A	  mutant,	  the	  Arg360	  residue	  of	  the	  protein	  has	  been	  replaced	  with	  alanine.	  The	  crystal	  structure270	  is	  available	  from	  the	  RCSB	  Protein	  Data	  Bank	  (PDB	  ID	  1VNF).	  It	  shows	  a	  cavity	  due	  to	  the	  missing	  arginine	  side	  chain	  where	  a	  water	  molecule	  is	  now	  situated,	  taking	  over	  the	  missing	  hydrogen	  bonding	  interactions	  to	  the	  vanadate	  cofactor.	  Overall,	  there	  are	  only	  very	  subtle	  changes	  in	  bondlengths	  of	  the	  cofactor	  for	  the	  R360A	  mutant	  compared	  to	  the	  native	  enzyme.	  	  	  We	  have	  performed	  exploratory	  QM/MM	  calculations	  on	  the	  R360A	  mutant	  that	  were	  compared	  to	  the	  preliminary	  solid-­‐state	  NMR	  data.	  We	  learned	  from	  our	  collaborators	  that	  the	  solid-­‐state	  samples	  had	  an	  excessive	  chloride	  ion	  strength,	  opening	  up	  the	  possibility	  of	  the	  chloride	  ions	  interacting	  with	  the	  active	  site	  which	  is	  known	  to	  inhibit	  VHPOs,	  possibly	  by	  replacing	  the	  OH-­‐/H2O	  axial	  ligand	  by	  Cl-­‐.271,272	  In	  view	  of	  this	  we	  performed	  calculations	  on	  the	  R360A	  system	  with	  a	  postulated	  axial	  chloride	  model	  as	  well,	  shown	  in	  Figure	  20.	  	  	  
	  
Figure	  20.	  The	  postulated	  chloride	  adduct	  of	  the	  VCPO	  R360A	  mutant,	  where	  a	  chloride	  ion	  has	  replaced	  the	  axial	  hydroxo/water	  ligand.	  	  	  
3.6.1	  Computational	  details	  We	  used	  approximately	  the	  same	  protocol	  as	  has	  been	  used	  for	  previous	  QM/MM	  51V	  NMR	  investigations.266-­‐268	  The	  following	  protocol	  was	  performed	  for	  each	  model	  of	  the	  protonation	  state	  of	  the	  R360	  mutant	  and	  the	  combined	  mutant	  chloride	  adduct.	  The	  X-­‐ray	  coordinates	  of	  the	  protein	  (PDB	  code	  1VNF)	  were	  imported	  into	  the	  CHARMM	  program273	  v.	  34b2	  and	  the	  protein	  was	  prepared	  using	  the	  CHARMM22	  protein	  force	  field.81,82	  The	  protonation	  states	  of	  the	  histidines	  of	  the	  active	  sites	  were	  assigned	  as	  follows:	  residue	  His496	  (bonded	  to	  cofactor)	  was	  assigned	  state	  HSD,	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residue	  His404	  (hydrogen	  bonded	  to	  cofactor)	  was	  assigned	  state	  HSE	  (unprotonated	  N	  near	  cofactor;	  except	  in	  the	  chloride	  adduct	  case,	  see	  later)	  and	  all	  other	  histidines	  assigned	  state	  HSP.	  This	  differed	  slightly	  from	  previous	  modelling266	  where	  His373	  was	  assigned	  as	  HSE	  while	  His38	  and	  His62	  were	  assigned	  as	  HSD	  but	  is	  not	  expected	  to	  make	  a	  difference.	  Neutrality	  of	  the	  whole	  protein	  was	  imposed	  by	  protonation	  of	  aspartate	  and	  glutamate	  residues	  at	  least	  5	  Å	  from	  the	  active	  site	  (aspartates	  81,	  142,	  153,	  164,	  252,	  437,	  463,	  456	  and	  glutamates	  16,	  119,	  155,	  318,	  462,	  481,	  531,	  542,	  544,	  545).	  	  	  For	  the	  cofactor	  we	  used	  the	  following	  force	  field	  parameters:	  The	  same	  Lennard-­‐Jones	  parameters	  (in	  kcal/mol)	  as	  in	  the	  previous	  study	  were	  used:	  V	  atom:	  εX=-­‐0.585	  and	  σX	  =2.15	  O	  atoms:	  εX=-­‐0.1521	  and	  σX	  =	  1.77	  H	  atoms:	  εX=-­‐0.0460	  and	  σX	  =	  0.2245	  where	  εAB=	  √(εA	  *	  εB)	  and	  σAB=σA+σB	  holds	  	  Point	  charges	  for	  the	  vanadate	  cofactor	  (for	  each	  protonation	  state)	  came	  from	  BP86/AE1	  calculated	  NPA	  charges.	  The	  vanadium	  cofactor	  was	  kept	  frozen	  during	  all	  classical	  force	  field	  optimisation	  and	  equilibrium	  steps,	  thus	  no	  bonded	  parameters	  were	  needed.	  A	  rigid	  constraint	  was	  applied	  to	  the	  V-­‐N	  bond	  to	  keep	  the	  bond	  in	  place	  during	  equilibration.	  	  	  The	  protein	  was	  solvated	  in	  CHARMM	  by	  placing	  it	  in	  a	  35	  Å	  water	  sphere	  (water	  molecules	  described	  by	  the	  TIP3P	  force	  field274),	  deleting	  clashing	  water	  residues	  (those	  whose	  atoms	  came	  within	  2.8	  Å	  distance	  to	  a	  protein	  atom).	  Short	  classical	  optimisations	  and	  MD	  simulations	  were	  run	  and	  more	  water	  spheres	  were	  added	  in	  the	  same	  place	  and	  a	  loop	  of	  deletion	  and	  equilibration	  went	  on	  for	  a	  few	  cycles	  until	  only	  relatively	  few	  water	  molecules	  could	  be	  added	  in	  each	  cycle.	  The	  total	  system	  size	  was	  19418	  atoms	  after	  solvation.	  The	  classical	  protein	  preparation	  finished	  by	  a	  500	  ps	  classical	  MD	  simulation	  during	  which	  all	  atoms	  (except	  the	  cofactor)	  within	  an	  20	  Å	  layer	  from	  the	  cofactor	  were	  active.	  Snapshots	  from	  the	  500	  ps	  trajectory	  were	  extracted	  and	  used	  for	  QM/MM	  calculations.	  These	  snapshots	  are:	  No.	  1	  at	  80	  ps,	  No.	  2	  at	  160	  ps,	  No.	  3	  at	  240	  ps,	  No.	  4	  at	  320	  ps,	  No.	  5	  at	  400	  ps	  and	  No.	  6	  at	  480	  ps.	  	  QM/MM	  geometry	  optimisations	  were	  performed	  with	  Chemshell89	  and	  the	  HDLCopt	  optimiser	  and	  HDLC	  residues.275	  The	  active	  QM/MM	  region	  was	  a	  10	  Ả	  radius	  sphere	  around	  the	  vanadate,	  containing	  ca.	  1000	  atoms,	  while	  the	  remote	  parts	  were	  kept	  frozen.	  Turbomole	  v.	  5.10276	  was	  used	  as	  the	  QM	  program	  and	  DL_POLY277	  as	  the	  MM	  program	  using	  the	  previously	  defined	  force	  field.	  BP86/AE1	  was	  used	  as	  the	  QM	  level	  of	  theory.	  A	  single	  QM-­‐region	  was	  used	  which	  consisted	  of	  the	  vanadate	  cofactor,	  and	  truncated	  His496,	  Lys353,	  Arg360,	  Arg490,	  Pro401,	  Ser402	  and	  Glu403	  as	  well	  as	  the	  3	  nearby	  crystal	  water	  molecules.	  	  We	  decided	  to	  look	  at	  the	  same	  three	  protonation	  models	  that	  emerged	  as	  likely	  candidates	  from	  the	  original	  VCPO	  QM/MM	  51V	  NMR	  study	  (VOD14,	  VOD34	  and	  VOD144).266	  In	  addition	  we	  looked	  at	  the	  VOD44	  model,	  with	  an	  axial	  water	  molecule.	  In	  some	  cases,	  different	  conformations	  of	  protonation	  model	  were	  discovered	  and	  were	  then	  treated	  as	  independent	  models.	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For	  the	  chloride	  adduct	  models,	  we	  used	  the	  same	  force	  field	  parameters	  except	  for	  new	  point	  charges.	  The	  chloride	  adduct	  models	  calculated	  are:	  VCL4S1	  (singly	  protonated	  at	  O1,	  charge:	  -­‐1),	  VCL4U	  (	  unprotonated	  ,	  charge:-­‐2),	  VCL4UHP	  (unprotonated,	  His404	  protonated,	  charge:-­‐2)	  	  Electrostatically	  embedded	  NMR	  calculations	  were	  performed	  on	  the	  QM/MM	  optimised	  structures	  at	  the	  B3LYP/AE1	  level.	  We	  note	  that	  these	  calculations	  were	  performed	  before	  all	  other	  calculations	  documented	  in	  this	  thesis.	  We	  did	  not	  employ	  a	  computational	  protocol	  that	  would	  be	  recommended	  today.	  We	  would	  recommend	  reoptimising	  the	  QM/MM	  models	  at	  a	  higher	  level	  of	  theory	  (larger	  basis	  sets	  on	  the	  cofactor)	  and	  to	  use	  decontracted	  basis	  sets	  for	  the	  EFG	  calculations	  (to	  reduce	  basis	  set	  uncertainty)	  and	  to	  test	  for	  sensitivity	  of	  the	  results	  with	  respect	  to	  the	  density	  functional.	  We	  did,	  however,	  test	  for	  decontraction	  of	  the	  basis	  set	  for	  a	  few	  of	  the	  NMR	  calculations	  in	  the	  Results	  section	  which	  resulted	  in	  insignificant	  changes	  to	  the	  results.	  	  	  	  
3.6.2	  Results	  	  The	  QM/MM	  optimised	  structures	  of	  the	  different	  R360A	  models	  (except	  chloride	  adducts)	  are	  shown	  in	  figure	  21.	  	  	  	  	  
	  
Figure	  21	  a)	  VOD34-­‐1:	  Similar	  as	  VOD34-­‐native.	  O3H	  pointing	  towards	  serine	  oxygen.	  b)	  VOD34-­‐2	  i	  and	  ii:	  O3H	  pointing	  toward	  His404.	  i:	  Ser399-­‐OH	  pointing	  away	  ii:	  Ser399-­‐OH	  pointing	  toward	  VO3	  c)	  VOD14-­‐1:	  O1H	  pointing	  toward	  O4.	  d)	  VOD14-­‐2:	  O1H	  pointing	  toward	  O4.	  CRYW194	  frozen	  near	  O4	  and	  O1H	  during	  classical	  MD.	  e)	  VOD44:	  axial	  water	  turned	  toward	  His	  and	  V-­‐O1	  bond.	  f)	  VOT144-­‐1:	  axial	  water	  turned	  toward	  His	  and	  V-­‐O1	  bond.	  g)	  VOT144-­‐2:	  axial	  water	  turned	  toward	  His	  and	  V-­‐O2	  bond.	  	  The	  preliminary	  experimental	  results	  for	  the	  R360A	  mutant	  showed	  only	  a	  small	  change	  in	  chemical	  shift	  compared	  to	  the	  native	  enzyme,	  but	  a	  decreased	  value	  of	  δσ	  	  and	  an	  unusally	  large	  NQCC	  (private	  communication	  to	  Michael	  Bühl).	  Due	  to	  the	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preliminary	  nature	  of	  these	  experimental	  results,	  we	  cannot	  show	  them	  here.	  The	  shifts	  in	  these	  two	  parameters	  are	  substantial	  and	  suggest	  considerable	  sensitivity	  in	  the	  NMR	  parameters	  to	  geometric	  changes	  in	  the	  residues	  around	  the	  cofactor	  (or	  in	  the	  cofactor).	  	  
Table	  27.	  Calculated	  chemical	  shift	  and	  EFG	  parametersa	  for	  several	  protonation	  models	  of	  the	  R360A	  mutant.	  Mean	  values	  of	  the	  six	  snapshots	  and	  standard	  deviations.	  	   VOD34-­‐1	   VOD34-­‐2a	   VOD34-­‐2b	   VOD14-­‐1	   VOD14-­‐2	   VOD44	   VOT144-­‐1	   VOT144-­‐2	  
δiso	   -­‐620.07	   -­‐595.60	   -­‐624.00	   -­‐609.66	   -­‐580.53	   -­‐555.61	   -­‐605.43	   -­‐632.18	  stdev	   2.83	   9.38	   7.57	   7.34	   5.72	   8.79	   6.82	   11.11	  	   	   	   	   	   	   	   	   	  
δσ	  	   -­‐522.08	   -­‐616.21	   -­‐626.61	   -­‐403.92	   -­‐381.54	   379.72	   -­‐611.60	   -­‐582.00	  stdev	   4.86	   10.99	   8.69	   20.41	   16.46	   104.28	   12.39	   48.61	  	   	   	   	   	   	   	   	   	  
ησ	   0.254	   0.152	   0.116	   0.563	   0.569	   0.508	   0.382	   0.424	  std	   0.017	   0.044	   0.036	   0.043	   0.056	   0.092	   0.037	   0.060	  	   	   	   	   	   	   	   	   	  
CQ	  	   -­‐7.70	   -­‐9.62	   -­‐8.56	   -­‐7.04	   -­‐8.70	   -­‐18.78	   -­‐12.02	   -­‐9.06	  stdev	   0.24	   0.27	   0.30	   0.38	   0.52	   1.50	   0.36	   2.38	  	   	   	   	   	   	   	   	   	  
ηQ	   0.505	   0.704	   0.765	   0.560	   0.459	   0.182	   0.243	   0.540	  stdev	   0.052	   0.096	   0.071	   0.030	   0.039	   0.039	   0.024	   0.267	  	   	   	   	   	   	   	   	   	  a	  Evaluated	  at	  the	  B3LYP/AE1	  level.	  	  	  The	  results	  for	  our	  calculated	  models	  in	  Table	  27	  show	  that	  few	  of	  the	  models	  predict	  an	  increase	  in	  NQCC.	  In	  fact	  the	  only	  model	  that	  predicts	  a	  large	  NQCC	  is	  the	  VOD44	  model	  that	  in	  the	  original	  study266	  was	  dismissed	  as	  a	  good	  model	  due	  to	  the	  wrongly	  predicted	  sign	  of	  δσ.	  Here	  we	  see	  that	  the	  wrong	  sign	  for	  δσ	  is	  again	  predicted.	  We	  looked	  at	  the	  actual	  shielding	  tensor	  for	  VOD44	  and	  found	  that	  the	  actual	  tensor	  simply	  seems	  to	  be	  incompatible,	  as	  large	  changes	  would	  have	  to	  occur	  in	  order	  to	  get	  the	  correct	  sign	  and	  magnitude	  of	  δσ	  .	  We	  also	  note	  that	  for	  one	  of	  the	  snapshots,	  the	  axial	  ligand	  dissociated,	  forming	  a	  4-­‐coordinate	  cofactor,	  which	  is	  at	  odds	  with	  the	  X-­‐ray	  structure	  and	  is	  the	  reason	  for	  the	  rather	  large	  standard	  deviation	  of	  the	  δσ	  value.	  Most	  models	  also	  do	  not	  predict	  a	  shift	  of	  δσ	  in	  the	  right	  direction	  (using	  values	  from	  the	  original	  study266).	  The	  two	  models	  based	  on	  the	  VOD14	  protonation	  state,	  show	  a	  shift	  in	  δσ	  in	  the	  right	  direction.	  However,	  no	  model	  predicts	  a	  substantial	  increase	  in	  the	  NQCC.	  
	  The	  results	  for	  the	  chloride	  adduct	  models	  are	  shown	  in	  Table	  28.	  The	  protonated	  model,	  VCl4S1,	  gives	  a	  δσ	  value	  compatible	  with	  the	  preliminary	  experimental	  observations	  but	  the	  calculated	  NQCC	  is	  still	  rather	  low.	  The	  unprotonated	  VCL4U	  model,	  however,	  predicts	  an	  even	  more	  compatible	  δσ	  value	  and	  a	  rather	  large	  NQCC.	  As	  the	  hydrogen	  bond	  between	  the	  axial	  O4	  group	  and	  the	  His404	  N	  atom	  is	  not	  existent	  after	  replacement	  with	  chloride	  (in	  fact	  lonepair-­‐lonepair	  repulsion	  seems	  instead	  likely)	  we	  did	  try	  a	  model	  where	  the	  His404	  N	  atom	  was	  protonated	  and	  thus	  donating	  a	  hydrogen	  bond	  to	  the	  chloride.	  The	  model,	  VCL4UHP	  with	  the	  cofactor	  still	  unprotonated,	  however,	  gave	  the	  wrong	  sign	  for	  the	  δσ	  parameter	  and	  is	  thus	  considered	  unlikely.	  	  One	  must	  also	  bear	  in	  mind	  that	  no	  X-­‐ray	  structure	  exists	  for	  a	  chlorinated	  VHPO;	  our	  homology	  model	  (which	  may	  not	  even	  be	  relevant)	  may	  reach	  its	  limit	  if	  chloride	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incorporation	  of	  the	  cofactor	  induces	  larger	  structural	  changes	  in	  the	  protein	  that	  may	  not	  be	  adequately	  captured	  in	  our	  classical	  equilibration	  step.	  	  	  	  
	  	  
Table	  28	  The	  chemical	  shift	  and	  EFG	  tensors	  results	  for	  the	  chloride	  adduct	  protonation	  models.	  Mean	  values	  of	  the	  six	  snapshots	  and	  standard	  deviations.	  	   VCl4S1	   VCl4U	   VCl4UHP	  
δiso	   -­‐506.2	   -­‐545.5	   -­‐538.8	  stdev	   10.1	   16.2	   13.1	  	   	   	   	  
δσ	  	   -­‐453.2	   -­‐426.7	   394.4	  stdev	   9.6	   55.9	   9.6	  	   	   	   	  
ησ	   0.18	   0.64	   0.63	  std	   0.12	   0.20	   0.13	  	   	   	   	  
CQ	  	   -­‐12.2	   -­‐19.5	   -­‐19.2	  stdev	   0.7	   0.4	   0.7	  	   	   	   	  
ηQ	   0.35	   0.15	   0.28	  stdev	   0.16	   0.12	   0.03	  	  	  	  
3.6.3	  Summary	  	  To	  summarise,	  preliminary	  investigations	  into	  the	  protonation	  state	  of	  the	  R360A	  model	  were	  performed	  by	  QM/MM	  calculations	  of	  chemical	  shift	  and	  EFG	  parameters	  of	  several	  different	  protonation	  models	  of	  the	  R360A	  VCPO	  mutant.	  Three	  chloride	  adduct	  models	  were	  also	  calculated.	  Based	  on	  these	  results	  no	  standard	  protonation	  model	  seems	  to	  fit	  the	  preliminary	  experimental	  observations	  sufficiently	  well,	  mainly	  due	  to	  the	  large	  preliminary	  experimental	  NQCC	  that	  is	  generally	  not	  predicted	  by	  any	  of	  the	  likely	  computed	  models.	  Only	  the	  chloride	  adduct	  models	  seem	  likely	  to	  reproduce	  the	  preliminary	  experimental	  NMR	  parameters.	  Our	  results	  thus	  cannot	  rule	  out	  chloride	  adducts	  as	  being	  responsible	  for	  the	  preliminary	  R360A	  51V	  NMR	  spectrum.	  The	  uncertainty	  regarding	  the	  experimental	  results	  prevents	  us	  from	  making	  any	  real	  assessment	  but	  our	  results	  can	  serve	  as	  useful	  computational	  predictions.	  Experiments	  on	  this	  and	  other	  mutants	  are	  being	  resumed	  in	  the	  Polenova	  group	  (private	  communication	  to	  Michael	  Bühl)	  but	  are	  not	  sufficiently	  advanced	  at	  the	  time	  of	  writing.	  It	  will	  be	  interesting	  to	  see	  whether	  the	  apparent	  changes	  in	  the	  51V	  NMR	  characteristics	  can	  be	  confirmed	  to	  be	  inherent	  to	  the	  mutant,	  or,	  as	  suggested	  by	  our	  preliminary	  results,	  rather	  due	  to	  the	  incorporation	  of	  chloride	  into	  the	  cofactor.	  	  	  	  	  The	  combination	  of	  experimental	  and	  QM/MM	  computational	  transition	  metal	  NMR	  spectroscopy	  seems	  overall	  very	  promising	  for	  shedding	  light	  on	  structural	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conundrums	  in	  metalloenzymes.	  There	  is	  still	  room	  for	  improvement	  in	  the	  computational	  predictions:	  better	  electronic	  structure	  methods	  for	  more	  reliable	  predictions	  of	  the	  anisotropic	  chemical	  shift	  and	  EFG	  tensors	  as	  well	  as	  improvements	  in	  computer	  hardware/DFT	  algorithms	  that	  would	  enable	  one	  to	  improve	  phase	  space	  sampling	  by	  currently	  too	  expensive	  DFT/MM	  molecular	  dynamics	  simulations,	  instead	  of	  the	  current	  protocol	  (QM/MM	  optimisations	  of	  a	  limited	  number	  of	  snapshots	  from	  classical	  MD	  simulations).	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Chapter	  4.	  Modelling	  solvation	  by	  QM/MM	  molecular	  dynamics:	  
the	  difficult	  case	  of	  the	  flexible	  zwitterion	  3F-­‐GABA	  	  We	  now	  turn	  from	  computations	  of	  the	  solid	  state	  to	  the	  dynamic	  solution	  phase	  where	  another	  environmental	  effect	  becomes	  important:	  solvation.	  	  Solvent	  effects	  can	  play	  a	  key	  role	  in	  chemistry,	  e.g.	  altering	  the	  kinetics	  of	  reactions	  taking	  place	  in	  the	  solution.	  Some	  solvent	  effects	  can	  have	  an	  even	  more	  dominant	  role,	  completely	  altering	  the	  structure	  and	  charge	  distribution	  of	  a	  molecule	  when	  going	  from	  the	  gas-­‐phase	  to	  solution.	  A	  zwitterion	  is	  an	  example	  of	  such	  behaviour,	  a	  molecule	  containing	  formal	  positive	  charges	  and	  negative	  charges	  in	  an	  overall	  neutral	  molecule,278	  but	  is	  usually	  only	  stable	  in	  solution	  or	  the	  solid	  state.	  Many	  of	  the	  amino	  acids	  that	  make	  up	  proteins	  are	  zwitterions	  when	  found	  individually	  in	  solution.	  A	  related	  molecule	  is	  γ-­‐aminobutyric	  acid,	  GABA	  (30),	  technically	  an	  amino	  acid	  as	  it	  contains	  amino	  and	  carboxyl	  acid	  groups	  (but	  not	  in	  the	  α	  carbon	  position	  like	  the	  amino	  acids	  that	  make	  up	  proteins).	  GABA	  is	  the	  main	  neurotransmitter	  in	  the	  nervous	  system	  of	  mammals	  where	  it	  binds	  to	  transmembrane	  receptors	  resulting	  in	  inhibition	  of	  various	  neural	  processes.	  In	  solution	  the	  zwitterionic	  form	  is	  dominant	  while	  the	  form	  with	  a	  protonated	  carboxylate	  and	  an	  unprotonated	  amino	  group	  (hereafter	  called	  the	  neutral	  form)	  is	  dominant	  in	  the	  gas-­‐phase	  as	  shown	  in	  Figure	  22.	  	  
	  
Figure	  22	  The	  zwitterionic	  (left)	  and	  neutral	  form	  (right)	  of	  GABA	  (30).	  The	  atom	  numbering	  used	  throughout	  for	  GABA	  and	  3F-­‐GABA	  is	  shown	  on	  the	  left.	  	  An	  unsolved	  problem	  in	  neurochemistry	  is	  how	  GABA	  binds	  to	  its	  receptors,	  specifically	  the	  active	  binding	  conformation	  as	  well	  as	  the	  structure	  of	  the	  receptors	  themselves	  that	  have	  yet	  to	  be	  deduced	  from	  crystallography	  studies.279,280	  This	  question	  has	  stimulated	  synthesis	  and	  measurements	  of	  various	  small	  molecules	  in	  order	  to	  mimic	  the	  structure	  and	  function	  of	  GABA.279	  	  Recently,	  O’Hagan	  and	  coworkers	  synthesised	  a	  fluorinated	  GABA	  analogue,	  3F-­‐GABA281	  (31).	  The	  fluorine	  atom	  introduces	  chirality	  resulting	  in	  both	  R	  and	  S	  forms	  of	  3F-­‐GABA	  which	  have	  been	  revealed	  to	  bind	  differently	  to	  neuroreceptors.280	  It	  is	  believed	  to	  have	  a	  neutral	  form	  in	  the	  gas-­‐phase	  and	  a	  zwitterionic	  form	  in	  solution,	  like	  GABA.	  The	  fluorine	  atom	  introduces	  a	  conformational	  bias	  into	  the	  molecule	  due	  to	  the	  charge-­‐dipole	  interaction	  between	  the	  C-­‐F	  bond	  and	  the	  NH3+	  group	  and	  is	  a	  convenient	  spectroscopic	  probe	  which	  can	  be	  used	  to	  gather	  information	  about	  the	  conformational	  properties	  of	  the	  molecule.	  	  	  The	  fluorine	  atom	  affects	  the	  electronic	  structure	  and	  in	  combination	  with	  the	  chirality	  results	  in	  an	  interesting	  conformational	  energy	  surface.	  This	  surface	  was	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qualitatively	  described	  by	  O’Hagan	  et	  al.280,281	  and	  has	  been	  used	  to	  explain	  surprising	  results	  from	  experimental	  receptor-­‐binding	  studies	  where	  the	  binding	  affinity	  of	  the	  enantiomers	  is	  found	  to	  be	  different.	  While	  the	  binding	  conformation	  of	  GABA/3F-­‐GABA	  to	  its	  receptors	  is	  yet	  to	  be	  deduced,	  another	  question	  is	  simply,	  what	  is	  the	  dominant	  conformation	  of	  3F-­‐GABA/GABA	  in	  aqueous	  solution?	  	  Quantum	  chemical	  calculations	  are	  a	  convenient	  tool	  to	  explore	  conformational	  behaviour	  of	  molecules	  as	  they	  provide	  access	  to	  information	  often	  unavailable	  to	  experiment.282	  The	  accuracy	  of	  the	  electronic	  structure	  method	  is	  often	  the	  main	  unknown	  in	  such	  gas-­‐phase	  calculations	  and	  the	  environmental	  effect	  is	  often	  simply	  ignored	  with	  accurate	  results	  still	  being	  obtained	  in	  many	  conformational	  studies	  of	  molecules.	  For	  GABA	  and	  3F-­‐GABA,	  however,	  the	  environmental	  effect	  plays	  a	  crucial	  role	  that	  cannot	  be	  ignored.	  As	  the	  zwitterionic	  form	  is	  simply	  not	  stable	  in	  vacuum,	  the	  environment	  must	  be	  accounted	  for	  right	  from	  the	  beginning	  just	  to	  be	  able	  to	  describe	  the	  correct	  structure	  and	  charge	  distribution	  of	  the	  molecule.	  If	  a	  zwitterion	  of	  GABA/3F-­‐GABA	  is	  optimised	  in	  vacuum,	  spontaneous	  proton	  transfer	  from	  the	  amino	  group	  to	  the	  carboxyl	  group	  occurs,	  revealing	  the	  zwitterionic	  form	  to	  be	  an	  unstable	  point	  on	  the	  vacuum	  potential	  energy	  surface.	  	  Theoretical	  studies	  of	  zwitterions	  have	  a	  long	  history,	  see	  e.g.	  work	  by	  Kirkwood	  where	  zwitterions	  are	  described	  by	  Debye-­‐Hückel	  theory.283	  More	  recent	  studies	  have	  focused	  on	  whether	  zwitterions	  in	  the	  gas-­‐phase	  could	  exist,284	  how	  many	  water	  molecules	  are	  required	  to	  stabilise	  zwitterions285,286,	  modelling	  of	  the	  proton	  transfer	  between	  neutral	  and	  zwitterionic	  forms	  of	  glycine	  both	  in	  the	  gas-­‐phase	  and	  solution287-­‐290	  to	  name	  a	  few	  areas.	  GABA	  and	  its	  analogues	  have	  been	  studied	  by	  Jordan	  and	  coworkers286,291,292	  by	  DFT	  and	  MP2	  computations	  of	  microsolvated	  molecules	  and	  solvated	  in	  a	  continuum,	  in	  order	  to	  shed	  light	  on	  the	  conformational	  properties	  of	  GABA	  in	  solution.	  	  In	  the	  original	  3F-­‐GABA	  study,281	  electronic	  structure	  calculations	  at	  the	  B3LYP/6-­‐31+G*	  level	  were	  performed	  using	  the	  PCM	  continuum	  solvation	  model	  to	  account	  for	  the	  effect	  of	  the	  aqueous	  environment.	  Only	  the	  S	  enantiomer	  of	  3F-­‐GABA	  was	  considered,	  as	  enantiomers	  are	  equal	  in	  energy	  and	  properties	  in	  an	  achiral	  environment.	  The	  study	  located	  ten	  different	  conformers	  of	  zwitterionic	  3F-­‐GABA	  which	  can	  be	  classified	  into	  folded	  (conformers	  A-­‐D)	  and	  extended	  (conformers	  E-­‐J),	  shown	  in	  Figure	  23.	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Figure	  23	  The	  ten	  calculated	  conformers	  of	  3F-­‐GABA	  (31)	  according	  to	  PCM-­‐B3LYP	  calculations.281	  	  The	  folded	  conformers	  contain	  an	  intramolecular	  hydrogen	  bond	  between	  the	  amino	  and	  carboxyl	  group.	  Relative	  energies	  of	  the	  conformers	  indicated	  a	  substantial	  preference	  for	  folded	  conformers	  (A	  in	  particular),	  presumably	  due	  to	  the	  stabilising	  hydrogen-­‐bonding	  interaction.	  	  In	  the	  same	  study,	  a	  detailed	  analysis	  of	  1H	  and	  19F	  NMR	  spectra	  was	  performed,	  resulting	  in	  a	  set	  of	  refined	  JH-­‐F	  and	  JH-­‐H	  coupling	  constants.	  PCM-­‐B3LYP	  calculated	  coupling	  constants	  for	  each	  conformer	  were	  used	  for	  iterative	  refinement	  simulations	  of	  the	  experimental	  spectrum	  which	  resulted	  in	  no	  single	  conformer	  matching	  well	  the	  experimental	  coupling	  constant	  pattern.	  The	  closest	  agreement	  with	  the	  observed	  spectrum	  came	  from	  data	  of	  conformer	  F,	  however.	  Additionally,	  a	  Karplus	  relationship	  that	  relates	  3J	  coupling	  constants	  and	  dihedral	  angles	  indicate	  that	  extended	  conformers	  like	  F	  are	  more	  likely	  to	  contribute	  to	  the	  coupling	  constant	  pattern,	  suggesting	  that	  F	  is	  present	  and	  probably	  dominant	  in	  solution.	  The	  strong	  overestimation	  of	  some	  coupling	  constants	  (3JF-­‐H1,	  calc.	  51.7	  Hz	  vs.	  exp.	  31.3	  Hz),	  however,	  was	  interpreted	  as	  additional	  conformers	  being	  populated	  during	  experimental	  conditions	  and	  contributing	  to	  the	  NMR	  spectrum	  as	  well.	  	  	  The	  PCM-­‐DFT	  energy	  analysis	  and	  the	  NMR	  coupling	  constant	  analysis	  are	  thus	  in	  sharp	  contrast.	  The	  most	  likely	  explanation	  for	  this	  would	  seem	  to	  be	  the	  approximate	  environmental	  effect	  of	  the	  continuum	  solvation	  model	  for	  the	  relative	  energy	  calculations.	  Specifically,	  short-­‐range	  interactions	  (such	  as	  dispersion,	  exchange	  repulsion,	  charge	  transfer)	  may	  become	  very	  important	  in	  some	  systems	  that	  continuum	  solvation	  models	  only	  take	  into	  account	  in	  an	  approximate	  way	  or	  not	  at	  all	  (PCM).3	  Benchmarking	  studies	  of	  continuum	  solvation	  models	  for	  calculation	  of	  solvation	  energies	  also	  reveal	  that	  ionic	  solutes	  are	  the	  hardest	  to	  calculate	  accurately.78	  Zwitterions	  of	  course	  share	  some	  of	  the	  characteristics	  of	  ionic	  solutes	  and	  since	  the	  amino	  and	  carboxyl	  groups	  of	  3F-­‐GABA	  are	  likely	  to	  be	  involved	  in	  extensive	  hydrogen-­‐bonding	  in	  aqueous	  solution,	  its	  solvation	  behaviour	  may	  well	  be	  rather	  difficult	  to	  describe	  by	  continuum	  solvation	  models.	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The	  approximate	  nature	  of	  continuum	  solvation	  models	  comes	  from	  not	  representing	  the	  solvent	  as	  explicit	  molecules.	  Thus	  an	  obvious	  improvement	  in	  the	  modelling	  of	  solvent	  effects	  is	  the	  explicit	  modelling	  of	  each	  solvent	  molecule.	  One	  way	  of	  doing	  this	  is	  by	  microsolvating	  3F-­‐GABA	  by	  including	  water	  molecules	  around	  the	  solute	  and	  subject	  that	  cluster	  to	  DFT	  calculations	  .	  This	  was	  attempted	  by	  our	  coworkers	  in	  this	  study,	  Jie	  Cao	  and	  Tanja	  van	  Mourik,	  who	  calculated	  clusters	  with	  up	  to	  5	  added	  water	  molecules,	  with	  and	  without	  PCM	  solvation	  surrounding	  the	  cluster.	  This,	  however,	  was	  found	  not	  to	  substantially	  change	  the	  relative	  energies	  between	  folded	  and	  extended	  conformers	  (folded	  conformers	  still	  preferred),	  although	  just	  a	  few	  water	  molecules	  were	  required	  to	  stabilise	  the	  zwitterionic	  form	  in	  a	  vacuum.293	  	  The	  question	  is	  whether	  many	  more	  water	  molecules	  are	  required	  to	  properly	  capture	  the	  environmental	  effects	  that	  effect	  the	  conformational	  energy	  surface	  of	  3F-­‐GABA.	  This	  becomes	  expensive	  to	  do	  with	  a	  quantum	  mechanical	  method	  and	  furthermore	  the	  increase	  in	  degrees	  of	  freedom	  by	  addition	  of	  water	  molecules	  start	  to	  make	  traditional	  geometry	  optimisations	  on	  a	  potential	  energy	  surface	  troublesome	  as	  an	  extraordinary	  amount	  of	  local	  minima	  become	  available	  for	  each	  solute	  conformation,	  each	  of	  which	  would	  contribute	  to	  the	  free	  energy.	  A	  fully	  dynamical	  treatment	  thus	  starts	  to	  become	  necessary	  as	  more	  water	  molecules	  are	  described	  explicitly.	  	  In	  view	  of	  this,	  we	  attempted	  QM/MM	  molecular	  dynamics	  modelling	  of	  3F-­‐GABA	  where	  the	  solute	  is	  treated	  quantum	  mechanically	  and	  the	  solvent	  modelled	  by	  a	  parameterised	  force	  field.	  The	  solute	  and	  solvent	  interact	  electrostatically	  (point	  charges	  at	  the	  MM	  atoms	  polarise	  the	  electron	  density	  of	  the	  QM	  region)	  and	  by	  parameterised	  vdW	  potentials.	  The	  QM/MM	  approach	  allows	  one	  to	  include	  a	  large	  number	  of	  (classical)	  water	  molecules,	  thus	  accounting	  for	  both	  explicit	  short-­‐range	  interactions	  and	  long-­‐range	  bulk	  effects,	  and	  the	  dynamical	  treatment	  gives	  an	  average	  over	  the	  large	  number	  of	  possible	  solvent	  configurations.	  This,	  however,	  comes	  at	  the	  expense	  of	  a	  full	  quantum	  mechanical	  treatment	  of	  the	  short-­‐range	  interactions	  of	  the	  solute	  with	  the	  nearest	  water	  molecules.	  	  	  Most	  of	  this	  work	  was	  published	  as	  part	  of	  a	  paper	  in	  Chemistry	  –	  A	  European	  Journal	  in	  2012.293	  	  
4.1	  Computational	  details	  The	  system	  was	  prepared	  classically	  using	  the	  CHARMM	  program.273	  3F-­‐GABA	  was	  inserted	  into	  the	  center	  of	  a	  pre-­‐equilibrated	  sphere	  of	  TIP3P274	  water	  molecules	  (radius	  35	  Å	  and	  6220	  molecules)	  and	  subjected	  to	  1	  ns	  classical	  equilibration	  at	  300	  K	  with	  the	  solute	  frozen	  and	  a	  boundary	  potential	  at	  the	  surface	  to	  keep	  the	  solvent	  in	  place.	  Force	  field	  parameters	  for	  3F-­‐GABA	  were	  derived	  using	  glutamate	  as	  a	  template	  with	  fluorine	  parameters	  obtained	  from	  a	  fluorinated	  sugar	  derivative,	  using	  the	  CHARMM27	  force	  field.	  QM/MM	  (Born-­‐Oppenheimer)	  molecular	  dynamics	  simulations	  were	  performed	  using	  the	  ChemShell	  QM/MM	  program.	  3F-­‐GABA	  was	  taken	  as	  the	  QM	  region	  and	  all	  the	  water	  molecules	  as	  the	  MM	  region,	  QM	  and	  MM	  regions	  interacting	  through	  electrostatic	  embedding	  and	  Lennard-­‐Jones	  potentials.	  The	  inner	  shell	  water	  molecules	  (3061)	  were	  active	  during	  the	  simulation	  while	  the	  outer	  shell	  was	  frozen	  to	  prevent	  evaporation.	  All	  molecular	  dynamics	  simulations	  were	  performed	  with	  a	  time	  step	  of	  1	  fs	  in	  an	  NVT	  ensemble	  at	  300	  K.	  A	  Nosé-­‐Hoover	  chain	  thermostat50-­‐53	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with	  a	  chain	  length	  of	  4	  and	  a	  characteristic	  time	  for	  thermostat	  coupling	  of	  0.02	  ps	  was	  used.	  All	  hydrogen	  atoms	  of	  3F-­‐GABA	  were	  assigned	  the	  mass	  of	  deuterium	  while	  all	  TIP3P	  water	  molecules	  had	  frozen	  bond	  lengths	  and	  bond	  angles.	  This	  was	  performed	  in	  order	  to	  slow	  down	  or	  freeze	  the	  X-­‐H	  vibrations	  sufficiently	  for	  a	  timestep	  of	  1	  fs	  to	  be	  accurate	  enough	  for	  the	  numerical	  integration.	  Turbomole	  v.	  6.2276	  was	  used	  as	  the	  QM	  code	  for	  DFT/MM	  simulations	  using	  SCF	  convergence	  of	  10-­‐8	  au.	  PM336/MM	  simulations	  were	  carried	  out	  using	  MNDO99	  v.	  7.1294	  with	  SCF	  convergence	  of	  10-­‐10	  au.	  The	  MM	  code	  in	  all	  QM/MM	  calculations	  was	  DL_POLY.277	  In	  order	  to	  obtain	  free	  energies,	  constrained	  MD	  simulations	  were	  carried	  out	  using	  suitable	  reaction	  coordinates	  ξ	  (	  dihedral	  angles)	  and	  pointwise	  thermodynamic	  integration.	  The	  mean	  forces	  of	  constraint	  were	  sampled	  during	  simulations	  which	  were	  typically	  70-­‐150	  ps	  long.	  A	  series	  of	  statistical	  tests,	  checking	  for	  trend,	  normality	  and	  serial	  correlation	  according	  to	  Schiferl	  and	  Wallace295	  were	  performed	  on	  the	  data	  from	  all	  constrained	  MD	  simulations.	  Only	  equilibrated	  data	  (after	  at	  least	  ~40	  ps	  of	  simulation	  time)	  that	  passed	  the	  statistical	  tests	  were	  used	  to	  calculate	  averages	  and	  standard	  deviations.	  The	  converged	  mean	  forces	  were	  integrated	  over	  the	  reaction	  coordinate	  affording	  free	  energy	  profiles	  between	  reactant	  A	  and	  product	  B,	  according	  to	  Eq.	  40.	  	  Strictly,	  the	  relation	  in	  Eq.	  40	  is	  only	  an	  approximation	  when	  using	  a	  dihedral	  angle	  as	  a	  reaction	  coordinate.54	  We	  did	  not	  take	  into	  account	  corrections	  for	  this	  choice	  of	  
ξ as	  they	  are	  known	  to	  be	  very	  small	  (smaller	  than	  the	  statistical	  sampling	  errors).54	  As	  the	  MD	  simulations	  are	  performed	  in	  the	  NVT	  ensemble,	  Helmholtz	  free	  energies	  
ΔA	  are	  obtained.	  Because	  volume	  changes	  in	  condensed	  phases	  are	  small,	  these	  are	  very	  close	  to	  the	  corresponding	  Gibbs	  free	  energies,	  ΔG.	  Spin-­‐spin	  coupling	  constant	  calculations	  at	  the	  B3LYP/aug-­‐cc-­‐pVDZ-­‐su2296	  level	  (where	  the	  aug-­‐cc-­‐pVDZ-­‐su2	  basis	  set	  is	  a	  partially	  decontracted	  diffuse	  double-­‐zeta	  basis	  set	  augmented	  with	  additional	  tight	  s	  functions)	  were	  performed	  on	  3F-­‐GABA	  snapshots	  from	  PM3/MM	  MD	  simulations	  using	  Gaussian	  09.	  Snapshots	  were	  taken	  in	  intervals	  of	  0.1	  ps	  from	  various	  points	  of	  the	  unconstrained	  simulations	  (a	  total	  of	  20-­‐88	  snapshots	  for	  conformers	  D,	  J,	  C;	  250-­‐430	  for	  E,	  H,	  G,	  I,	  A;	  and	  more	  than	  500	  for	  B	  and	  F).	  Point	  charges	  from	  all	  surrounding	  water	  molecules	  were	  included	  in	  the	  NMR	  calculations.	  	  
4.2	  Results:	  3F-­‐GABA	  MD	  simulations	  	  
4.2.1	  Results:	  DFT/MM	  MD	  simulations	  Initially,	  DFT/MM	  MD	  simulations	  were	  carried	  out	  at	  the	  B3LYP/6-­‐31+G(d)	  and	  RI-­‐B97-­‐D26/6-­‐31+G(d)	  levels.	  Simulations	  started	  from	  both	  folded	  and	  extended	  conformers	  (previously	  optimised	  at	  the	  PCM-­‐B3LYP/6-­‐31+G(d)	  level)	  and	  ran	  for	  ~20	  ps.	  The	  results	  from	  these	  simulations	  were	  inconclusive,	  however,	  as	  the	  simulations	  only	  equilibrated	  around	  the	  starting	  minima.	  Ramachandran-­‐type	  plots	  that	  show	  the	  conformational	  states	  of	  3F-­‐GABA	  on	  a	  2D	  scatter	  plot	  as	  a	  function	  of	  the	  C1-­‐C2-­‐C3-­‐C4	  and	  C2-­‐C3-­‐C4-­‐N	  dihedral	  angles	  (see	  numbering	  in	  Figure	  22),	  were	  used	  to	  analyse	  the	  results.	  A	  Ramachandran-­‐type	  plot	  of	  the	  B3LYP	  simulations	  is	  shown	  in	  Figure	  24.	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Figure	  24	  Ramachandran-­‐type	  scatter	  plot	  showing	  the	  results	  of	  two	  B3LYP/6-­‐31+G(d)/MM	  MD	  simulations.	  Squares	  and	  triangles	  indicate	  points	  visited	  after	  the	  two	  MD	  simulation	  starting	  from	  conformer	  A	  (squares)	  and	  distorted	  conformer	  A	  (triangles).	  Diamonds	  and	  labels	  indicate	  the	  position	  of	  PCM-­‐DFT	  conformers	  on	  the	  plot.	  	  Simulations	  using	  the	  much	  less	  expensive	  B97-­‐D	  functional	  using	  the	  resolution	  of	  identity	  (RI)	  approximation297-­‐299	  were	  performed	  in	  order	  to	  see	  if	  trajectories	  long	  enough	  to	  reach	  equilibrium	  were	  computationally	  tractable	  with	  DFT	  methods	  at	  all.	  The	  calculations	  employed	  the	  6-­‐31+G*	  basis	  set	  and	  the	  def2-­‐SVP	  auxiliary	  basis	  set	  (present	  in	  the	  Turbomole	  basis	  set	  library),	  after	  making	  sure	  that	  the	  def2-­‐SVP	  auxiliary	  basis	  set	  resulted	  in	  minimal	  artifacts.	  Constrained	  MD	  simulations	  were	  carried	  out	  (necessary	  for	  thermodynamic	  integration),	  constraining	  the	  C2-­‐C3-­‐C4-­‐N	  dihedral	  angle,	  and	  the	  force	  of	  constraint	  was	  sampled.	  A	  smaller	  active	  region	  of	  442	  water	  molecules	  was	  used	  as	  well	  to	  check	  if	  that	  would	  result	  in	  faster	  equilibration.	  Figure	  25	  shows	  the	  running	  average	  of	  the	  force	  of	  the	  constraint	  as	  a	  function	  of	  steps	  for	  one	  of	  these	  simulations.	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Figure	  25	  The	  running	  average	  of	  the	  force	  of	  constraint	  of	  dihedral	  C2-­‐C3-­‐C4-­‐N,	  as	  a	  function	  of	  simulation	  time	  (steps).	  	  The	  results	  reveal	  that	  ~	  15	  ps	  of	  simulation	  time	  (15000	  steps)	  seem	  to	  be	  required	  before	  the	  force	  of	  constraint	  can	  be	  considered	  equilibrated.	  This	  simulation	  required	  18	  days	  of	  simulation	  time	  on	  an	  8-­‐core	  node.	  As	  this	  is	  extremely	  expensive	  considering	  the	  number	  of	  simulations	  required	  for	  thermodynamic	  integration	  (several	  values	  of	  a	  reaction	  coordinate	  connecting	  two	  minima)	  we	  concluded	  that	  even	  RI-­‐DFT	  would	  be	  too	  expensive	  for	  these	  simulations.	  	  
4.2.2	  Results:	  Finding	  a	  cheaper	  QM	  method	  As	  much	  longer	  simulation	  times	  were	  clearly	  needed,	  we	  opted	  for	  using	  a	  semi-­‐empirical	  method	  as	  the	  QM	  method	  instead.	  A	  benchmark	  study	  was	  carried	  out,	  shown	  in	  Figure	  26.	  Single-­‐point	  calculations	  on	  PCM-­‐B3LYP/6-­‐31+G*	  optimised	  geometries	  were	  performed	  using	  different	  electronic	  structure	  methods.	  The	  high-­‐accuracy	  WFT-­‐based	  thermochemistry	  protocol	  G4MP2300	  (single-­‐point	  calculations)	  was	  used	  to	  get	  very	  accurate	  relative	  energies	  between	  conformers	  to	  be	  used	  as	  reference	  values.	  Hybrid	  DFT	  methods	  such	  as	  B3LYP	  and	  M06-­‐2X24	  were	  found	  to	  result	  in	  values	  close	  to	  reference	  values	  (MAE	  =	  0.3	  kcal/mol	  for	  B3LYP	  and	  MAE=0.4	  kcal/mol	  for	  M06-­‐2X)	  while	  GGA	  methods	  such	  as	  B97-­‐D	  gave	  slightly	  worse	  results	  (MAE=0.6	  kcal/mol).	  Semi-­‐empirical	  methods	  performed	  considerably	  different	  with	  AM135	  performing	  the	  worst	  (MAE=4.5	  kcal/mol)	  while	  PM3293	  (MAE=1.5	  kcal/mol)	  and	  PM6301	  (MAE=1.7	  kcal/mol)	  gave	  much	  better	  results.	  As	  PM3	  gave	  the	  best	  results	  of	  the	  semi-­‐empirical	  methods	  and	  was	  available	  in	  the	  fast	  MNDO	  code	  it	  was	  considered	  the	  best	  option	  of	  these	  computationally	  cheaper	  methods.	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Figure	  26	  Relative	  gas-­‐phase	  energies	  ΔE	  of	  3F-­‐GABA	  conformers	  with	  different	  QM	  methods.	  Single-­‐point	  energies	  on	  PCM-­‐B3LYP/6-­‐31+G*	  optimised	  geometries	  with	  different	  methods.	  	  PM3	  optimisations	  with	  the	  PCM	  solvation	  model	  were	  carried	  out	  in	  order	  to	  see	  the	  effect	  of	  the	  continuum	  on	  the	  PM3	  potential	  energy	  surface.	  The	  results	  are	  shown	  in	  Figure	  27.	  	  	  
	  
Figure	  27	  Relative	  energies	  ΔE	  of	  3F-­‐GABA	  conformers	  with	  PCM-­‐PM3	  and	  PCM-­‐B3LYP/6-­‐31+G*	  methods.	  	  The	  PCM-­‐PM3	  results	  are	  slightly	  different	  than	  the	  the	  PCM-­‐B3LYP	  results	  (MAEgas	  =2.3	  kcal/mol	  vs.	  MAEPCM=1.7	  kcal/mol	  ,	  w.r.t.	  to	  B3LYP).	  However,	  qualitatively	  similar	  results	  are	  obtained:	  the	  lowest	  folded	  conformer	  A	  is	  more	  stable	  than	  extended	  conformers	  by	  4-­‐7	  kcal/mol	  when	  including	  a	  PCM	  continuum	  in	  PM3	  calculations.	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4.2.3	  Results:	  Unconstrained	  PM3/MM	  MD	  simulations	  Several	  PM3/MM	  simulations	  were	  carried	  out	  with	  different	  starting	  conditions.	  Simulations	  were	  started	  after	  PM3/MM	  relaxation	  of	  the	  3F-­‐GABA	  minima	  that	  had	  been	  previously	  located	  at	  the	  PCM-­‐B3LYP/6-­‐31+G*	  level.	  The	  Ramachandran-­‐type	  plots	  of	  the	  individual	  MD	  simulations	  reveal	  that	  the	  longer	  simulation	  times	  (up	  to	  260	  ps)	  allow	  the	  system	  to	  evolve	  through	  many	  conformers.	  Figure	  28	  shows	  the	  results	  of	  a	  240	  ps	  MD	  simulation,	  which	  started	  from	  conformer	  J	  (lower	  right	  of	  the	  plot).	  After	  visiting	  areas	  corresponding	  to	  conformers	  G,	  F,	  I	  etc.,	  the	  folded	  form	  A	  was	  reached	  eventually.	  Unfortunately,	  even	  260	  ps	  of	  simulation	  time	  is	  not	  long	  enough	  for	  the	  system	  to	  reach	  equilibrium	  (in	  which	  case	  free	  energies	  could	  be	  assessed	  through	  relative	  populations	  of	  conformers	  in	  a	  Boltzmann	  distribution).	  Thus,	  only	  limited	  information	  can	  be	  deduced	  from	  these	  results.	  Of	  all	  conformers,	  
A,	  F,	  G,	  and	  I	  are	  significantly	  populated	  in	  most	  simulations	  (100-­‐260	  ps	  long),	  thus	  suggesting	  that	  they	  may	  be	  low-­‐energy	  conformers.	  In	  the	  simulation	  involving	  folded	  conformers,	  the	  intramolecular	  hydrogen	  bond	  seems	  to	  trap	  the	  system	  in	  a	  folded	  state	  for	  a	  considerable	  period.	  For	  simulations	  starting	  from	  conformers	  B	  and	  C	  the	  system	  ultimately	  escapes	  from	  a	  folded	  state	  and	  evolves	  towards	  extended	  conformers.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
	  
Figure	  28	  Ramachandran-­‐type	  scatter	  plot	  illustrating	  the	  course	  of	  an	  unconstrained	  PM3/MM	  MD	  simulation	  of	  3F-­‐GABA	  in	  water.	  C1-­‐C2-­‐C3-­‐C4	  and	  C2-­‐C3-­‐C4-­‐N	  dihedral	  angles	  are	  taken	  as	  x	  and	  y	  axis,	  respectively.	  Diamonds	  indicate	  points	  visited	  after	  intervals	  of	  100	  fs.	  Squares	  with	  attached	  labels	  and	  3D-­‐plots	  denote	  the	  location	  of	  the	  PCM-­‐optimised	  minima;	  approximate	  times	  during	  which	  an	  area	  around	  each	  minimum	  was	  visited	  are	  also	  included.	  Arrows	  denote	  reaction	  coordinates	  in	  subsequent	  constrained	  MD	  simulations.	  	  	  In	  a	  few	  simulations,	  extended	  conformers	  also	  evolve	  into	  conformers	  A,	  B	  and	  C	  and	  back	  (in	  the	  case	  of	  B	  and	  C).	  In	  the	  simulation	  starting	  from	  conformer	  A,	  the	  simulation	  remains	  trapped	  in	  that	  folded	  state	  during	  the	  260	  ps	  simulation	  time.	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This	  indicates	  a	  barrier	  to	  unfolding	  and	  that	  conformer	  A	  might	  be	  one	  of	  the	  lower-­‐energy	  conformers	  on	  the	  PM3/MM	  energy	  surface.	  	  	  	  	  
4.2.4	  Results:	  Constrained	  PM3/MM	  MD	  simulations	  In	  order	  to	  shed	  light	  on	  the	  stability	  of	  folded	  vs.	  extended	  conformers	  in	  our	  QM/MM	  setup,	  free	  energy	  simulations	  were	  carried	  out	  using	  pointwise	  thermodynamic	  integration.	  The	  C2-­‐C3-­‐C4-­‐N	  dihedral	  angle	  was	  constrained	  and	  18	  simulations	  with	  dihedral	  values	  ranging	  from	  75	  to	  177°	  were	  performed,	  starting	  from	  conformer	  A.	  This	  is	  equivalent	  to	  following	  a	  path	  from	  conformer	  A	  to	  the	  nearby	  extended	  conformer	  H	  (see	  the	  arrow	  in	  the	  top	  left	  quadrant	  of	  Figure	  28).	  An	  analogous	  free-­‐energy	  profile	  was	  also	  mapped	  between	  conformer	  H	  and	  F,	  this	  time	  constraining	  the	  C1-­‐C2-­‐C3-­‐C4	  dihedral	  angle	  in	  15	  simulations.	  The	  successive	  free-­‐energy	  profiles	  for	  both	  A?H	  and	  H?F	  can	  be	  seen	  in	  Figure	  29.	  	  	  	  
	  
Figure	  29	  PM3/MM-­‐simulated	  free-­‐energy	  profiles	  for	  selected	  conformational	  changes	  (constrained	  MD	  for	  the	  reaction	  coordinates	  indicated	  by	  arrows	  in	  Figure	  28).	  	  	  Combining	  the	  resulting	  ΔAA-­‐>H=1.10±1.10	  kcal/mol	  (A	  more	  stable)	  and	  	  ΔA	  H-­‐>F=-­‐1.12±1.00	  kcal/mol	  (F	  more	  stable)	  affords	  a	  free-­‐energy	  difference	  between	  
A	  and	  F	  of	  ΔAA-­‐>F=	  -­‐0.02	  kcal/mol.	  Our	  PM3/MM	  free-­‐energy	  simulations	  hence	  predict	  the	  extended	  zwitterionic	  conformer	  F	  to	  be	  equally	  stable	  as	  the	  folded	  zwitterionic	  conformer	  A,	  in	  sharp	  contrast	  to	  PCM-­‐PM3	  calculations	  (see	  Figure	  27)	  where	  A	  is	  5.1	  kcal/mol	  more	  stable	  than	  F.	  	  	  As	  our	  QM/MM	  free-­‐energy	  simulations	  were	  performed	  using	  the	  semi-­‐empirical	  PM3	  method,	  the	  question	  arises	  how	  much	  of	  an	  error	  the	  semi-­‐empirical	  
The 3F-GABA enantiomers 2 were also assayed on
a whole tadpole system, in which the effects of
GABA and 3F-GABA (2) were observed for motor neu-
ronal activity associated with fictive swimming of the
tadpole and the threshold skin sensory stimulus re-
quired to initiate this activity (Figures 8 and 9).[46]
In this case the assays performed with the enantio-
mers of 3F-GABA showed a very clear difference in
the swimming response between (R)-2 and (S)-2,
with (S)-2 being the more potent. For example, the
average duration of swimming episodes was signifi-
cantly reduced by 53.9!15.2% of control by the (S)-
2 enantiomer at 100 mm (n=11). The (R)-2 enantio-
mer had no significant effect on episode duration,
even at 200 mm (n=5). The (S)-2 enantiomer was
more effective than GABA (1) itself at reducing epi-
sodes; at 100 mm GABA (1) reduced episodes by only
20.8!12.6% (n=12) while at 200 mm GABA reduced
episodes by 45.8!12.6% (n=12).
Both enantiomers of 3F-GABA (2) increased the
threshold stimulus required to initiate swimming
(Figure 9B); this indicates that they bind to GABA re-
Figure 6. Ten conformers A–J of 3F-GABA (2) obtained from PCM-B3LYP calculations. Rel-
ative energies are given in Table 1.
Table 1. Relative energy (in kJmol"1) and coupling constants (in Hz) of the ten 3F-GABA conformers optimised with PCM–B3LYP.
N8 DE0
3JH5-F
3JH4-F
3JH3-H4
3JH3-H5
3JH2-F
3JH1-F
3JH1-H3
3JH2-H3
2JH4-H5
2JH1-H2
2JH3-F
A 0.00 2.59 28.80 0.47 6.20 4.60 49.22 1.73 6.61 "14.18 "17.70 47.95
B 3.95 "1.40 13.97 2.04 10.46 4.43 15.53 2.73 11.22 "12.46 "16.43 47.64
C 4.09 17.27 33.99 1.02 4.45 1.23 22.58 7.91 10.48 "15.04 "11.88 51.54
D 14.53 "1.40 17.76 8.05 8.84 17.75 49.93 3.00 4.78 "12.44 "15.75 52.74
E 22.50 7.09 30.59 0.99 4.65 4.35 11.13 4.69 12.34 "14.20 "17.27 48.65
F 24.10 8.75 27.52 1.97 11.06 14.37 51.73 1.37 10.78 "13.94 "16.10 55.54
G 24.69 9.80 30.51 1.75 10.12 3.49 14.19 4.21 11.29 "13.75 "16.52 56.42
H 29.90 10.70 29.62 1.65 10.50 5.53 52.26 1.57 6.37 "14.58 "16.18 56.84
I 30.67 6.75 29.05 1.20 4.18 15.03 49.78 1.25 11.82 "14.32 "15.69 47.85
J 38.07 0.20 8.36 3.31 11.04 14.37 51.73 1.37 10.78 "13.94 "16.10 55.54
Table 2. Experimental NMR coupling constants [Hz] derived from PCM–
B3LYP calculations with subsequent NMR simulation to match the mea-
sured 19F and 1H NMR spectra. The data indicate that 3F-GABA (2) has a
predominant extended anti-zigzag structure in solution.
H1 H2 H4 H5
3JHF 31.3 17.0 34.0 14.6
H3,H1 H3,H2 H3,H4 H3,H5
3JHH 4.0 8.1 2.3 9.5
Table 3. Activities of GABA and 3F-GABA enantiomers 2 on GABAA recep-
tors. Emax refers to the maximal current produced by a saturating concen-
tration of the agonist and EC50 refers to the concentration of agonist that
produces a response 50% of the maximum Emax.
[47]
Emax EC50
GABA 100% 4.9!10-5 m
(3R)-F-GABA 77% 2.4!10-4 m
(3S)-F-GABA 82% 3.8!10-4 m Figure 7. Activities of GABA (&), (R)-3F-GABA (~) and (S)-3F-GABA (*) on
cloned human GABAA receptors.
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a whole tadpole system, in which the effects of
GABA and 3F-GABA (2) were observed for motor neu-
ronal activity associated with fictive swimming of the
tadpole and the threshold skin sensory stimulus re-
quired to initiate this activity (Figures 8 and 9).[46]
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even at 200 mm (n=5). The (S)-2 enantiomer was
more effective than GABA (1) itself at reducing epi-
sodes; at 100 mm GABA (1) reduced episodes by only
20.8!12.6% (n=12) while at 200 mm GABA reduced
episodes by 45.8!12.6% (n=12).
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(Figure 9B); this indicates that they bind to GABA re-
Figure 6. Ten conformers A–J of 3F-GABA (2) obt ined from PCM-B3LYP calculations. Rel-
ative energies are given in Table 1.
Table 1. Relative energy (in kJmol"1) and coupling constants (in Hz) of the ten 3F-GABA conformers optimised with PCM–B3LYP.
N8 DE0
3JH5-F
3JH4-F
3JH3-H4
3JH3-H5
3JH2-F
3JH1-F
3JH1-H3
3JH2-H3
2JH4-H5
2JH1-H2
2JH3-F
A 0.00 2.59 28.80 0.47 6.20 4.60 49.22 1.73 6.61 "14.18 "17.70 47.95
B 3.95 "1.40 13.97 2.04 10.46 4.43 15.53 2.73 11.22 "12.46 "16.43 47.64
C 4.09 17.27 33.99 1.02 4.45 1.23 22.58 7.91 10.48 "15.04 "11.88 51.54
D 14.53 "1.40 17.76 8.05 8.84 17.75 49.93 3.00 4.78 "12.44 "15.75 52.74
E 22.50 7.09 30.59 0.99 4.65 4.35 11.13 4.69 12.34 "14.20 "17.27 48.65
F 24.10 8.75 27.52 1.97 11.06 14.37 51.73 1.37 10.78 "13.94 "16.10 55.54
G 24.69 9.80 30.51 1.75 10.12 3.49 14.19 4.21 11.29 "13.75 "16.52 56.42
H 29.90 10.70 29.62 1.65 10.50 5.53 52.26 1.57 6.37 "14.58 "16.18 56.84
I 30.67 6.75 29.05 1.20 4.18 15.03 49.78 1.25 11.82 "14.32 "15.69 47.85
J 38.07 0.20 8.36 3.31 11.04 14.37 51.73 1.37 10.78 "13.94 "16.10 55.54
Table 2. Experimental NMR coupling constants [Hz] derived from PCM–
B3LYP calculations with subsequent NMR simulation to match the mea-
sured 19F and 1H NMR spectra. The data indicate that 3F-GABA (2) has a
predominant extended anti-zigzag structure in solution.
H1 H2 H4 H5
3JHF 31.3 17.0 34.0 14.6
H3,H1 H3,H2 H3,H4 H3,H5
3JHH 4.0 8.1 2.3 9.5
Table 3. Activities of GABA and 3F-GABA enantiomers 2 on GABAA recep-
tors. Emax refers to the maximal current produced by a saturating concen-
tration of the agonist and EC50 refers to the concentration of agonist that
produces a response 50% of the maximum Emax.
[47]
Emax EC50
GABA 100% 4.9!10-5 m
(3R)-F-GABA 77% 2.4!10-4 m
(3S)-F-GABA 82% 3.8!10-4 m Figure 7. Activities of GABA (&), (R)-3F-GABA (~) and (S)-3F-GABA (*) on
cloned human GABAA receptors.
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approximation	  introduces	  to	  the	  calculation.	  Our	  gas-­‐phase	  benchmark	  study	  (Figure	  26)	  suggested	  that	  PM3	  overestimates	  the	  energy	  of	  extended	  vs.	  folded	  conformers	  compared	  to	  DFT	  and	  high-­‐level	  wavefunction	  theory	  (by	  ~1.8	  kcal/mol	  for	  F	  and	  A).	  This	  information	  could	  be	  used	  to	  estimate	  a	  gas-­‐phase	  correction	  to	  the	  PM3	  solution	  data	  but	  instead	  we	  go	  one	  step	  further.	  	  	  In	  an	  attempt	  to	  correct	  our	  PM3-­‐obtained	  free-­‐energy	  estimates	  to	  DFT-­‐quality	  estimates	  we	  employ	  a	  thermodynamic	  cycle,	  shown	  in	  Figure	  30.	  	  	  	  
	  
Figure	  30	  Thermodynamic	  cycle	  showing	  how	  the	  free	  energy	  difference	  between	  points	  A	  and	  B	  on	  a	  DFT/MM	  surface	  can	  also	  be	  estimated	  using	  PM3/MM	  energy	  differences	  and	  DFT	  corrections.	  	  We	  thus	  calculate	  the	  ΔAA⟶BPM3/MM	  term	  as	  accurately	  as	  possible	  using	  thermodynamic	  integration	  (as	  we	  have	  done)	  and	  then	  estimate	  the	  	  ΔAPM3/MM	  ⟶DFT/MM	  terms	  by	  use	  of	  the	  single-­‐step	  free-­‐energy	  perturbation	  formula,	  Eq.	  39,	  which	  now	  becomes:	  	   	  	  	  	   	   (68)	  where	  single-­‐point	  DFT	  energies	  are	  calculated	  on	  PM3/MM	  trajectories	  with	  PM3/MM	  energies	  subtracted.	  	  This	  gives	  a	  a	  DFT	  level	  correction	  at	  low	  computational	  cost	  as	  long	  as	  the	  single-­‐point	  DFT	  level	  energies	  are	  calculated	  at	  only	  a	  limited	  number	  of	  snapshots	  from	  PM3	  level	  trajectories.	  The	  usefulness	  of	  the	  thermodynamic	  cycle	  and	  Eq.	  40	  rests	  on	  the	  assumption	  that	  the	  low-­‐level	  QM	  surface	  and	  high-­‐level	  QM	  surface	  are	  sufficiently	  similar	  as	  discussed	  by	  Warshel	  and	  coworkers.302,303,304	  Similar	  approaches	  of	  adding	  high-­‐level	  corrections	  to	  low-­‐level	  trajectories	  are	  beginning	  to	  become	  more	  popular	  in	  the	  literature,	  see	  for	  example,	  Refs.305-­‐307	  and	  references	  therein.	  	  The	  final	  DFT-­‐corrected	  free	  energy	  difference	  is	  then:	  	  	  
!"#$%&&' ("#$%&&'
!)&*%&&' ()&*%&&'
+!!!("#$%&&'
+!!!()&*%&&'
+!()&*%&&'!'"#$%&&',+!!)&*%&&'!'"#$%&&'
∆APM3/MM→DFT/MM =
kBT ln ￿e−(EDFT/MM−EPM3/MM )/kBT ￿PM3/MM(R)
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  (69)	  	  1015	  snapshots	  from	  PM3/MM	  trajectories	  for	  conformers	  A	  and	  F	  were	  used	  to	  calculate	  the	  (ΔAFDFT/MM	  ⟶PM3/MM	  -­‐	  ΔAADFT/MM	  ⟶PM3/MM)	  term.	  The	  running	  average	  of	  ΔADFT/MM	  ⟶PM3/MM	  for	  A	  and	  F	  is	  shown	  in	  Figure	  31	  and	  already	  starts	  to	  show	  convergence	  after	  600	  snapshots.	  	  	  
	  
Figure	  31	  Running	  averages	  (in	  kcal/mol	  )	  of	  the	  PM3-­‐>DFT	  correction	  terms	  according	  to	  Eq.	  68.	  	  The	  (ΔAFDFT/MM⟶PM3/MM	  -­‐	  ΔAADFT/MM⟶PM3/MM)	  term	  after	  1015	  snapshots	  is	  -­‐1.05	  kcal/mol,	  giving	  a	  final	  estimate	  for	  ΔAA→FDFT/MM	  =-­‐1.08	  kcal/mol.	  Thus,	  the	  extended	  conformer	  F	  is	  indicated	  to	  be	  slightly	  more	  stable	  than	  folded	  conformer	  A	  by	  ca.	  1	  kcal/mol.	  	  	  
4.2.5	  Results:	  Coupling	  constant	  analysis	  The	  QM/MM	  free	  energy	  simulations	  suggest	  that	  extended	  conformers	  such	  as	  F	  are	  more	  stable	  than	  folded	  conformers	  like	  A	  in	  sharp	  contrast	  to	  previous	  continuum	  solvation	  model	  results.	  	  We	  note,	  however,	  that	  the	  disagreement	  between	  PCM	  relative	  energies	  and	  experiment	  is	  based	  on	  a	  coupling	  constant	  analysis	  of	  an	  experimental	  NMR	  spectrum	  where	  PCM-­‐DFT	  calculated	  coupling	  constants	  for	  folded	  conformers	  were	  found	  to	  be	  incompatible	  with	  the	  experimental	  coupling	  constant	  pattern	  while	  data	  for	  extended	  conformer	  F	  fitted	  better	  but	  with	  large	  deviations	  from	  experimental	  data	  nonetheless.	  The	  deviations	  were	  interpreted	  as	  two	  or	  more	  conformers	  contributing	  to	  the	  coupling	  constant	  pattern.	  	  In	  view	  of	  this,	  we	  attempted	  a	  more	  elaborate	  coupling	  constant	  analysis	  using	  QM/MM	  data	  instead	  of	  PCM-­‐DFT	  data.	  Our	  PM3/MM	  MD	  trajectories	  allow	  us	  to	  
∆AA→FDFT/MM = ∆A
A→F
PM3/MM + (∆A
F
PM3/MM→DFT/MM −∆AAPM3/MM→DFT/MM )
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calculate	  dynamically	  averaged	  coupling	  constants	  and	  using	  electrostatic	  embedding	  in	  the	  NMR	  calculation	  allows	  us	  to	  capture	  environmental	  effects	  on	  the	  coupling	  constants.	  Using	  data	  from	  the	  PM3/MM	  trajectories,	  embedded	  single-­‐point	  coupling	  constant	  calculations	  were	  carried	  out	  on	  a	  number	  of	  snapshots	  for	  each	  conformer,	  hence	  accounting	  both	  for	  explicit	  polarisation	  effects	  and	  dynamic	  effects	  on	  the	  coupling	  constants.	  This	  then	  allows	  one	  to	  deduce	  which	  conformers	  are	  contributing	  to	  the	  experimental	  spin-­‐spin	  coupling	  pattern.	  We	  note	  that	  3F-­‐GABA	  is	  better	  suited	  to	  such	  a	  spectroscopic	  analysis	  than	  GABA	  as	  the	  former	  has	  a	  stereogenic	  centre,	  all	  backbone	  hydrogen	  atoms	  chemically	  and	  magnetically	  nonequivalent	  and	  has	  both	  3JHF	  and	  3JHH	  coupling	  data	  available.	  Table	  29	  shows	  the	  dynamically	  averaged	  3JHX	  data	  from	  the	  PM3/MM	  simulations,	  obtained	  at	  the	  B3LYP/aug-­‐cc-­‐pVDZ-­‐su2	  level	  with	  embedded	  point	  charges	  included.	  The	  3JHH	  couplings	  are	  a	  rather	  poor	  discriminator	  of	  the	  different	  conformers	  and	  will	  not	  be	  discussed.	  	  In	  the	  previous	  study281	  calculations	  at	  the	  same	  level	  of	  theory	  were	  carried	  out	  but	  including	  the	  polarisable	  continuum	  model	  (as	  implemented	  in	  Gaussian	  03)	  in	  the	  coupling	  constant	  calculations	  on	  PCM-­‐B3LYP	  geometries.	  The	  original	  PCM-­‐B3LYP	  data	  is	  given	  in	  Table	  30	  including	  RMS	  deviations	  from	  experimental	  data.	  Coupling	  constants	  were	  also	  calculated	  at	  the	  B3LYP//PCM-­‐M06-­‐2X	  level	  with	  and	  without	  including	  the	  polarisable	  continuum	  in	  the	  NMR	  calculations,	  now	  using	  the	  slightly	  different	  cavity	  definition	  in	  the	  PCM	  implementation	  in	  Gaussian	  09;	  data	  are	  given	  in	  Tables	  31	  and	  32.	  The	  results	  reveal	  the	  importance	  of	  including	  the	  polarisable	  continuum	  in	  the	  NMR	  calculations	  (RMS	  values	  decrease	  for	  the	  most	  part)	  but	  the	  different	  cavity	  definition	  and	  the	  different	  level	  of	  geometry	  optimisation	  have	  only	  small	  effects.	  	  	  	  
Table	  29	  Dynamically	  averaged	  3J(X,H)	  spin-­‐spin	  coupling	  constantsa	  from	  PM3/MM	  simulations.	  	   F-­‐H5	   F-­‐H4	   F-­‐H2	   F-­‐H1	   H3-­‐H5	   H3-­‐H4	   H3-­‐H2	   H3-­‐H1	   RMS,all	   RMS,FH	   RMS,HH	  Expb	   14.6	   34.0	   17.0	   31.3	   9.5	   2.3	   8.1	   4.0	   	   	   	  
A	   1.8(40)	   24.8(68)	   2.0(40)	   36.3(73)	   6.1(21)	   0.8(10)	   7.6(22)	   1.1(11)	   8.1	   11.2	   2.4	  
B	   0.4(28)	   11.1(58)	   1.3(38)	   17.1(73)	   10.2(24)	   1.8(18)	   11.4(23)	   1.7(15)	   12.2	   17.1	   2.1	  
C	   15.7(57)	   32.4(59)	   1.4(33)	   19.2(83)	   4.5(20)	   1.2(11)	   11.4(27)	   1.4(3)	   7.4	   9.9	   3.3	  
D	   -­‐0.1(12)	   11.8(51)	   21.9(120)	   42.9(59)	   10.2(28)	   7.8(19)	   5.9(27)	   2.2(14)	   10.6	   14.7	   3.1	  
E	   2.8(45)	   26.4(76)	   2.0(39)	   15.7(80)	   5.7(24)	   0.9(9)	   12.7(31)	   2.6(22)	   9.4	   12.9	   3.1	  
F	   10.1(64)	   26.7(56)	   14.8(91)	   37.4(74)	   10.2(27)	   2.3(24)	   11.3(28)	   1.9(17)	   4.1	   5.4	   2.0	  
G	   13.0(71)	   30.5(66)	   4.5(66)	   14.4(98)	   9.7(28)	   1.8(19)	   11.7(29)	   3.5(26)	   7.7	   10.7	   1.8	  
H	   10.7(64)	   27.7(61)	   6.3(66)	   37.7(82)	   10.6(32)	   2.2(19)	   6.7(29)	   1.9(17)	   5.2	   7.3	   1.4	  
I	   3.0(45)	   24.0(78)	   14.9(88)	   37.0(78)	   5.9(25)	   1.0(12)	   12.5(3.0)	   2.1(23)	   6.2	   8.3	   3.1	  
J	   3.4(62)	   8.6(81)	   8.7(73)	   40.6(84)	   9.9(26)	   3.2(30)	   12.0(21)	   3.5(23)	   10.9	   15.2	   2.0	  aIn	  Hz,	  B3LYP/	  aug-­‐cc-­‐pVDZ-­‐su2	  level	  (in	  parentheses:	  standard	  deviations	  over	  all	  snapshots,	  in	  the	  units	  of	  the	  last	  digit	  -­‐	  note	  that	  these	  indicate	  the	  sensitivity	  of	  each	  J-­‐coupling	  to	  the	  dynamics,	  not	  statistical	  uncertainties).	  bExperimental	  data	  and	  numbering	  scheme	  for	  H	  atoms	  from	  Ref.281	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Table	  30	  Previous	  PCM-­‐B3LYP	  coupling	  constant	  data	  (Hz)	  with	  RMS	  deviations.281	  	   F-­‐H5	   F-­‐H4	   F-­‐H2	   F-­‐H1	   H3-­‐H5	   H3-­‐H4	   H3-­‐H2	   H3-­‐H1	   RMS,ALL	   RMS,FH	   RMS,HH	  Exp	   14.6	   34.0	   17.0	   31.3	   9.5	   2.3	   8.1	   4.0	   	   	   	  	   	   	   	   	   	   	   	   	   	   	   	  
A	   2.59	   28.8	   4.6	   49.22	   6.2	   0.47	   6.61	   1.73	   9.14	   12.71	   2.32	  
B	   -­‐1.4	   13.97	   4.43	   15.53	   10.46	   2.04	   11.22	   2.73	   11.60	   16.31	   1.76	  
C	   17.27	   33.99	   1.23	   22.58	   4.45	   1.02	   10.48	   7.91	   6.89	   9.11	   3.47	  
D	   -­‐1.4	   17.76	   17.75	   49.93	   8.84	   8.05	   4.78	   3.00	   10.68	   14.73	   3.37	  
E	   7.09	   30.59	   4.35	   11.13	   4.65	   0.99	   12.34	   4.69	   9.21	   12.60	   3.31	  
F	   8.75	   27.52	   14.37	   51.73	   11.06	   1.97	   10.78	   1.37	   8.04	   11.19	   2.04	  
G	   9.8	   30.51	   3.49	   14.19	   10.12	   1.75	   11.29	   4.21	   8.07	   11.30	   1.65	  
H	   10.7	   29.62	   5.53	   52.26	   10.5	   1.65	   6.37	   1.57	   8.77	   12.30	   1.61	  
I	   6.75	   29.05	   15.03	   49.78	   4.18	   1.2	   11.82	   1.25	   7.77	   10.39	   3.57	  
J	   0.2	   8.36	   14.37	   51.73	   11.04	   3.31	   10.78	   1.37	   12.78	   17.95	   2.09	  
	  
	  
Table	  31	  B3LYP/aug-­‐cc-­‐pVDZ-­‐su2//PCM-­‐M06-­‐2X/6-­‐31+G*	  coupling	  constant	  data	  (Hz).	  	   F-­‐H5	   F-­‐H4	   F-­‐H2	   F-­‐H1	   H3-­‐H5	   H3-­‐H4	   H3-­‐H2	   H3-­‐H1	   RMS,ALL	   RMS,FH	   RMS,HH	  Exp	   14.6	   34.0	   17.0	   31.3	   9.5	   2.3	   8.1	   4.0	   	   	   	  	   	   	   	   	   	   	   	   	   	   	   	  
A	   5.70	   28.88	   -­‐0.81	   36.64	   4.33	   1.05	   9.31	   0.28	   7.87	   10.62	   3.30	  
B	   2.36	   5.30	   -­‐0.87	   24.79	   10.59	   3.78	   10.46	   0.97	   13.01	   18.27	   2.13	  
C	   14.61	   28.97	   0.42	   27.87	   4.08	   1.22	   9.95	   8.11	   6.74	   8.83	   3.57	  
D	   -­‐1.49	   16.62	   18.15	   47.90	   8.31	   8.08	   4.55	   2.94	   10.53	   14.47	   3.48	  
E	   5.21	   23.13	   5.77	   10.13	   4.91	   0.74	   11.67	   5.22	   10.11	   13.97	   3.07	  
F	   5.84	   15.43	   19.76	   62.07	   10.91	   2.67	   9.79	   1.36	   13.17	   18.55	   1.73	  
G	   6.53	   23.07	   5.06	   15.34	   9.39	   2.22	   10.26	   4.69	   8.56	   12.06	   1.13	  
H	   8.18	   19.63	   5.33	   62.71	   9.31	   1.99	   6.75	   1.10	   13.14	   18.51	   1.61	  
I	   4.35	   17.84	   21.11	   52.11	   4.09	   1.06	   11.48	   1.17	   10.41	   14.28	   3.54	  
J	   1.86	   2.50	   12.69	   49.60	   10.80	   4.43	   11.20	   2.41	   13.81	   19.42	   2.14	  
	  
	  
	  
Table	  32	  PCM-­‐B3LYP/aug-­‐cc-­‐pVDZ-­‐su2//PCM-­‐M06-­‐2X/6-­‐31+G*	  coupling	  constants	  (Hz).	  	   F-­‐H5	   F-­‐H4	   F-­‐H2	   F-­‐H1	   H3-­‐H5	   H3-­‐H4	   H3-­‐H2	   H3-­‐H1	   RMS,ALL	   RMS,FH	   RMS,HH	  Exp	   14.6	   34.0	   17.0	   31.3	   9.5	   2.3	   8.1	   4.0	   	   	   	  	   	   	   	   	   	   	   	   	   	   	   	  
A	   7.07	   35.52	   -­‐0.91	   37.37	   4.30	   1.05	   9.29	   0.29	   7.59	   10.21	   3.31	  
B	   2.92	   5.92	   -­‐0.97	   24.58	   10.61	   3.81	   10.64	   1.00	   12.81	   17.98	   2.18	  
C	   16.74	   33.94	   0.45	   24.80	   4.01	   1.26	   10.06	   8.16	   6.83	   8.95	   3.62	  
D	   -­‐1.56	   19.98	   17.65	   48.84	   8.32	   8.11	   4.56	   3.12	   10.09	   13.84	   3.48	  
E	   5.90	   28.15	   5.19	   9.61	   5.00	   0.76	   12.09	   5.11	   9.74	   13.41	   3.15	  
F	   7.15	   25.25	   16.06	   52.59	   11.26	   2.48	   10.27	   1.35	   8.67	   12.11	   1.93	  
G	   8.29	   28.66	   4.26	   12.93	   10.01	   2.22	   10.99	   4.38	   8.49	   11.92	   1.48	  
H	   9.61	   27.35	   4.66	   52.94	   10.41	   2.05	   6.64	   1.25	   9.36	   13.13	   1.63	  
I	   6.48	   27.49	   17.25	   49.10	   4.26	   1.02	   11.38	   1.13	   7.69	   10.31	   3.47	  
J	   2.55	   5.20	   11.92	   51.61	   10.93	   4.27	   11.17	   2.12	   13.38	   18.80	   2.17	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Table	  33	  M06-­‐2X/MM	  optimised	  (only	  3F-­‐GABA	  allowed	  to	  move)	  coupling	  constant	  data	  (Hz)	  with	  3F-­‐GABA	  (only)	  in	  the	  QM	  region	  in	  the	  NMR	  calculation.	  	   F-­‐H5	   F-­‐H4	   F-­‐H2	   F-­‐H1	   H3-­‐H5	   H3-­‐H4	   H3-­‐H2	   H3-­‐H1	   RMS,ALL	   RMS,FH	   RMS,HH	  Exp	   14.6	   34.0	   17.0	   31.3	   9.5	   2.3	   8.1	   4.0	   	   	   	  	   	   	   	   	   	   	   	   	   	   	   	  
A	   -­‐0.13	   19.80	   9.14	   46.02	   8.25	   0.13	   5.11	   2.89	   9.44	   13.20	   2.03	  
B	   0.53	   23.53	   1.62	   14.36	   7.51	   0.09	   11.12	   2.34	   10.32	   14.41	   2.27	  
C	   14.33	   34.65	   -­‐1.28	   30.07	   3.04	   2.76	   9.15	   8.84	   7.09	   9.17	   4.08	  
D	   0.93	   10.03	   22.98	   44.47	   10.10	   6.67	   6.53	   1.59	   11.17	   15.58	   2.63	  
E	   -­‐0.70	   10.85	   2.64	   16.35	   9.31	   0.64	   12.49	   3.12	   12.36	   17.32	   2.39	  
F	   9.97	   32.25	   16.07	   41.72	   10.84	   2.28	   2.92	   2.68	   4.53	   5.79	   2.75	  
G	   15.16	   33.40	   4.33	   12.33	   9.87	   1.10	   10.46	   6.53	   8.17	   11.41	   1.84	  
H	   14.53	   35.14	   5.75	   50.58	   10.84	   1.28	   6.65	   1.68	   7.98	   11.17	   1.61	  
I	   7.03	   31.41	   8.40	   44.49	   5.17	   0.67	   12.73	   2.67	   6.68	   8.83	   3.34	  
J	   0.46	   9.71	   8.79	   49.67	   10.63	   3.33	   10.83	   2.70	   12.28	   17.28	   1.69	  
	  
Table	  34	  M06-­‐2X/MM	  optimised	  (only	  3F-­‐GABA	  allowed	  to	  move)	  coupling	  constant	  data	  (Hz)	  using	  a	  larger	  QM	  region	  (water	  molecules	  included)	  in	  the	  NMR	  calculation.	  	   F-­‐H5	   F-­‐H4	   F-­‐H2	   F-­‐H1	   H3-­‐H5	   H3-­‐H4	   H3-­‐H2	   H3-­‐H1	   RMS,ALL	   RMS,FH	   RMS,HH	  Exp	   14.6	   34.0	   17.0	   31.3	   9.5	   2.3	   8.1	   4.0	   	   	   	  	   	   	   	   	   	   	   	   	   	   	   	  
A	   0.32	   24.13	   8.73	   45.19	   8.66	   0.53	   5.59	   3.29	   8.46	   11.86	   1.63	  
B	   1.10	   25.49	   1.66	   14.27	   8.04	   0.45	   11.52	   2.70	   9.99	   13.96	   2.17	  
C	   15.69	   38.61	   -­‐1.01	   28.70	   3.49	   3.23	   9.65	   9.00	   7.23	   9.40	   4.01	  
D	   1.36	   10.32	   21.38	   41.36	   10.50	   7.01	   6.98	   2.05	   10.51	   14.63	   2.66	  
E	   -­‐0.43	   12.54	   2.35	   14.79	   9.87	   0.97	   13.03	   3.61	   12.25	   17.13	   2.57	  
F	   10.71	   36.81	   16.13	   38.03	   11.86	   2.78	   3.46	   3.30	   3.48	   4.16	   2.64	  
G	   16.51	   37.76	   4.17	   11.09	   10.49	   1.54	   11.02	   6.81	   8.72	   12.15	   2.12	  
H	   14.62	   41.71	   4.84	   45.73	   11.63	   1.78	   7.10	   2.26	   7.28	   10.19	   1.49	  
I	   7.91	   36.12	   7.72	   45.25	   5.82	   1.10	   13.22	   3.09	   6.82	   9.08	   3.24	  
J	   1.13	   11.77	   8.69	   51.25	   11.31	   3.92	   11.57	   3.08	   12.05	   16.90	   2.17	  	  	  Our	  dynamically	  averaged	  point-­‐charge	  embedded	  data	  in	  Table	  29	  confirms	  that,	  based	  on	  RMS	  deviations	  of	  the	  3JHF	  couplings,	  no	  folded	  conformer	  fits	  the	  experimental	  data	  and	  that	  the	  extended	  conformer	  F	  (RMS	  deviation	  of	  5.38	  Hz)	  shows	  better	  agreement	  with	  experiment	  than	  all	  other	  conformers.	  This	  is	  illustrated	  in	  Figure	  32.	  The	  new	  PCM	  data	  on	  the	  other	  hand	  from	  Table	  30	  shows	  little	  discrimination	  between	  conformers,	  based	  on	  RMS	  values,	  as	  illustrated	  in	  Figure	  33.	  	  Additionally,	  coupling	  constant	  calculations	  with	  a	  larger	  QM	  region	  were	  performed.	  DFT/MM	  (M06-­‐2X/6-­‐31+G*/MM)	  geometry	  optimisations	  (only	  3F-­‐GABA	  allowed	  to	  move)	  were	  performed	  for	  each	  conformer	  (starting	  from	  a	  single	  snapshot	  of	  the	  PM3/MM	  simulations	  for	  each	  conformer).	  Subsequent	  coupling	  constant	  calculations	  were	  then	  performed	  using	  both	  a	  normal	  QM	  region	  and	  a	  larger	  QM	  region	  where	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all	  water	  molecules	  within	  a	  radius	  of	  4	  Å	  of	  the	  3F-­‐GABA	  solute	  (96	  in	  total)	  were	  included	  in	  addition	  to	  outer-­‐shell	  point	  charges.	  The	  enlarged	  QM	  region	  would	  account	  for	  short-­‐range	  quantum	  mechanical	  polarisation,	  not	  captured	  by	  point	  charges.	  The	  data	  is	  shown	  in	  Tables	  33	  and	  34.	  Again,	  F	  is	  the	  only	  conformer	  to	  fit	  the	  experimental	  data	  in	  these	  calculations,	  and	  it	  is	  revealed	  that	  there	  is	  a	  small	  improvement	  in	  the	  RMS	  deviation	  in	  going	  from	  a	  small	  QM	  region	  (RMSD	  of	  5.79	  Hz)	  to	  a	  large	  QM	  region	  (RMSD	  of	  4.16	  Hz)	  for	  the	  3JHF	  couplings	  of	  conformer	  F.	  These	  coupling	  constant	  data	  from	  a	  larger	  QM	  region	  is	  illustrated	  in	  Figure	  34.	  It	  should	  be	  kept	  in	  mind,	  however,	  that	  the	  choice	  of	  a	  single	  snapshot	  for	  the	  DFT/MM	  optimisations	  may	  well	  introduce	  some	  bias.	  	  	  
	  
Figure	  32	  RMS	  deviations	  (Hz)	  in	  electrostatically	  embedded	  B3LYP	  calculated	  coupling	  constants	  on	  dynamically	  averaged	  data	  from	  PM3/MM	  trajectories.	  	  
	  
Figure	  33	  RMS	  deviations	  (Hz)	  in	  PCM-­‐B3LYP	  calculated	  coupling	  constants	  for	  each	  conformer	  using	  PCM-­‐M06-­‐2X	  geometries.	  	  
	  
Figure	  34	  RMS	  deviations	  (Hz)	  in	  B3LYP	  calculated	  electrostatically	  embedded	  coupling	  constants	  using	  QM/MM	  optimised	  geometries	  using	  a	  large	  QM	  region.	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  The	  calculated	  NMR	  coupling	  constant	  data	  strongly	  suggest	  that	  conformer	  F	  is	  the	  dominant	  conformer	  in	  solution.	  If,	  as	  suggested	  by	  the	  free-­‐energy	  simulation	  results	  discussed	  above,	  conformer	  A	  is	  higher	  in	  free	  energy	  than	  F	  by	  1.1	  kcal/mol,	  it	  should	  be	  populated	  by	  less	  than	  14	  %	  in	  an	  equilibrium	  mixture	  at	  25	  °C.	  The	  remaining	  discrepancy	  with	  experiment	  is	  presumably	  due	  to	  a	  combination	  of	  polarisation	  effects,	  basis	  set	  errors	  and	  the	  DFT	  functional	  error	  rather	  than	  being	  due	  to	  averaging	  of	  other	  conformers.	  	  
4.3	  Results:	  Benchmarking	  continuum	  solvation	  models	  All	  continuum	  solvation	  model	  calculations	  mentioned	  so	  far	  have	  used	  the	  original	  PCM	  variant,	  probably	  one	  of	  the	  most	  popular	  continuum	  solvation	  models	  in	  the	  literature.	  Other	  continuum	  solvation	  models	  and	  modifications	  to	  existing	  ones	  have	  been	  suggested	  over	  the	  years,	  for	  example:	  the	  conductor	  polarisable	  continuum	  model	  CPCM308,	  isodensity	  PCM	  (IPCM),79	  self-­‐consistent	  isodensity	  PCM	  (SCIPCM)79	  and	  the	  SMD	  solvation	  model.78	  	  	  From	  our	  QM/MM	  MD	  simulations	  we	  evaluated	  a	  free	  energy	  difference	  between	  A	  and	  F	  at	  the	  B3LYP/6-­‐31+G*	  level.	  The	  result	  is	  consistent	  with	  the	  NMR	  spectroscopic	  analysis	  but	  is	  in	  contrast	  to	  previous	  PCM-­‐DFT	  results.	  We	  were	  curious	  whether	  other	  continuum	  solvation	  models	  were	  capable	  of	  predicting	  an	  energy	  difference	  between	  A	  and	  F	  closer	  to	  the	  QM/MM	  predictions.	  	  	  
	  
Figure	  35	  Relative	  energies	  Δ(E+Gsolv)	  of	  3F-­‐GABA	  conformers	  calculated	  by	  adding	  gas-­‐phase	  relative	  energies	  (on	  PCM-­‐B3LYP/6-­‐31+G*	  geometries)	  and	  relative	  free	  energies	  of	  solvation	  from	  different	  continuum	  solvation	  models	  evaluated	  at	  the	  DFT	  or	  HF	  level	  with	  the	  6-­‐31+G*	  basis	  set.	  	  The	  above	  mentioned	  solvation	  models,	  available	  in	  Gaussian	  09,	  were	  used	  to	  calculate	  solvation	  free	  energies	  for	  each	  conformer,	  by	  subtracting	  total	  gas-­‐phase	  energies	  from	  continuum	  solution	  energies,	  using	  the	  same	  level	  of	  theory	  for	  gas	  and	  solution.	  In	  order	  to	  do	  a	  consistent	  comparison	  between	  models,	  all	  solvation	  energies	  were	  added	  to	  gas-­‐phase	  energies	  at	  the	  B3LYP/6-­‐31+G*//PCM-­‐B3LYP/6-­‐
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31+G*	  level	  (i.e.	  PCM-­‐B3LYP	  geometries),	  giving	  E+Gsolv	  solution	  energies.	  SCIPCM	  results	  could	  not	  be	  included	  as	  most	  calculations	  did	  not	  converge	  (those	  that	  did	  converge,	  for	  A,	  E	  and	  G,	  showed	  very	  similar	  relative	  energies	  as	  regular	  PCM	  results).	  	  Δ(E+Gsolv)	  relative	  energies	  for	  the	  3F-­‐GABA	  conformers,	  using	  several	  different	  solvation	  models	  are	  plotted	  in	  Figure	  35.	  The	  figure	  also	  shows	  the	  relative	  gas-­‐phase	  energies	  of	  each	  conformer	  where	  it	  is	  evident	  that	  the	  intramolecular	  interactions	  strongly	  favour	  folded	  conformers	  and	  that	  any	  preference	  towards	  extended	  conformers	  must	  come	  from	  an	  accurate	  calculation	  of	  the	  interaction	  between	  solute	  and	  solvent.	  	  Results	  using	  the	  PCM	  solvation	  model	  at	  different	  levels	  of	  theory	  result	  in	  a	  dramatic	  drop	  in	  preference	  for	  folded	  conformers	  (compared	  to	  the	  gas-­‐phase)	  but	  folded	  conformers	  are	  still	  favoured.	  Results	  using	  the	  PCM	  solvation	  model	  at	  different	  levels	  of	  theory	  and	  the	  CPCM	  solvation	  model	  are	  overall	  quite	  similar.	  The	  IPCM	  solvation	  model	  shows	  a	  slightly	  different	  energy	  surface	  and	  curiously	  the	  F	  conformer	  is	  considerably	  more	  stable	  than	  conformers	  B-­‐E	  and	  G-­‐J	  and	  is	  even	  slightly	  more	  stable	  than	  A	  in	  agreement	  with	  the	  QM/MM	  result.	  The	  more	  than	  5	  kcal/mol	  energy	  difference	  between	  F	  and	  other	  extended	  conformers,	  however,	  seems	  inconsistent	  with	  the	  results	  of	  the	  unconstrained	  MD	  simulations	  where	  most	  extended	  conformers	  were	  encountered	  regularly	  (although	  these	  were	  performed	  at	  the	  PM3/MM	  level	  of	  theory).	  	  Results	  using	  the	  SMD	  solvation	  model	  show	  dramatically	  different	  results	  than	  other	  solvation	  models.	  There	  is	  a	  slight	  dependence	  on	  the	  level	  of	  theory	  used	  to	  calculate	  the	  solvation	  energy	  (B3LYP	  vs.	  M05-­‐2X)	  but	  overall	  the	  results	  seem	  the	  most	  compatible	  with	  the	  results	  from	  the	  QM/MM	  MD	  simulations	  where	  conformer	  F	  is	  found	  to	  be	  slightly	  more	  stable	  than	  all	  other	  conformers	  (in	  agreement	  with	  the	  calculated	  energy	  difference	  and	  NMR	  analysis)	  but	  other	  conformers	  still	  being	  close	  enough	  in	  energy	  to	  be	  encountered	  during	  MD	  simulations.	  Also	  shown	  in	  Figure	  35	  are	  SMD	  results	  using	  only	  the	  electrostatic	  term	  (non-­‐electrostatic	  term	  neglected)	  which	  shows	  that	  the	  performance	  of	  the	  SMD	  solvation	  model	  for	  our	  system	  has	  mainly	  to	  do	  with	  electrostatic	  effects	  but	  not	  the	  non-­‐electrostatic	  (cavitation,	  dispersion,	  exchange-­‐repulsion	  etc.)	  term	  which	  is	  of	  a	  slightly	  more	  empirical	  nature.	  The	  good	  performance	  of	  the	  SMD	  model	  compared	  to	  PCM	  (both	  methods	  use	  the	  IEFPCM	  protocol	  in	  Gaussian	  09)	  thus	  must	  come	  from	  the	  atomic	  radii	  used	  in	  the	  SMD	  solvation	  model	  that	  have	  been	  specially	  optimised.78	  	  Finally,	  we	  note	  that	  our	  E+Gsolv	  energies	  are	  not	  free	  energies	  of	  solution.	  This	  is	  due	  to	  the	  fact	  that	  we	  do	  not	  include	  ZPVE	  or	  thermal	  effects	  to	  enthalpy	  and	  entropy.	  These	  quantities	  should	  come	  from	  vibrational	  frequency	  calculations	  and	  it	  has	  been	  recommended	  to	  do	  these	  calculations	  in	  the	  gas-­‐phase.309	  For	  3F-­‐GABA,	  however,	  the	  zwitterionic	  form	  is	  not	  stable	  in	  the	  gas-­‐phase	  and	  vibrational	  frequency	  calculations	  thus	  cannot	  be	  performed.	  It	  is	  a	  current	  debate	  in	  the	  literature	  whether	  calculating	  vibrational	  frequencies	  using	  a	  continuum	  solvation	  model	  is	  a	  valid	  approximation	  to	  use	  for	  the	  evaluation	  of	  the	  free	  energy	  of	  solution.309,310	  For	  our	  system	  it	  is	  not	  clear	  whether	  the	  neglect	  of	  potentially	  crucial	  quantities	  like	  entropy	  is	  more	  dangerous	  than	  including	  an	  ill-­‐defined	  thermochemical	  quantity.	  Test	  calculations	  of	  the	  thermal	  correction	  to	  enthalpy	  and	  entropy	  from	  vibrational	  frequencies	  in	  solution,	  however,	  lead	  to	  small	  differences	  between	  Δ(E+Gsolv)	  and	  ΔGsoln=	  Δ(E+Gsolv+Gtherm,sol.)	  relative	  energies.	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  We	  have	  shown	  that	  recent	  continuum	  solvation	  models	  are	  not	  in	  such	  strong	  disagreement	  with	  experiment	  (and	  QM/MM)	  for	  the	  3F-­‐GABA	  system.	  This	  bodes	  well	  for	  future	  studies	  of	  zwitterions	  as	  continuum	  solvation	  calculations	  are	  very	  straightforward	  to	  carry	  out	  and	  have	  a	  low	  computational	  cost	  compared	  to	  the	  orders	  of	  magnitude	  more	  involved	  QM/MM	  calculations.	  At	  least	  it	  is	  clear	  that	  continuum	  solvation	  models	  are	  very	  useful	  for	  an	  an	  initial	  exploration	  of	  the	  conformational	  energy	  surface	  of	  small	  molecules	  that	  interact	  strongly	  with	  the	  solvent.	  	  	  
4.4	  Summary	  and	  Future	  Work	  In	  our	  computational	  study	  of	  3F-­‐GABA	  we:	  	  1.	  Provided	  additional	  computational	  spectroscopic	  data	  that	  strongly	  suggest	  extended	  conformer	  F	  to	  be	  the	  dominant	  3F-­‐GABA	  conformer	  in	  aqueous	  solution.	  	  2.	  Used	  an	  elaborate	  QM/MM	  MD	  approach	  to	  calculate	  free	  energy	  differences	  between	  conformers	  of	  3F-­‐GABA	  that	  supports	  the	  interpretation	  of	  the	  experimental	  data,	  according	  to	  which	  the	  extended	  conformer	  F	  should	  be	  dominant	  in	  solution.	  	  The	  microsolvated	  cluster	  calculations	  with	  up	  to	  5	  water	  molecules,	  with	  and	  without	  a	  surrounding	  continuum293	  were	  not	  successful	  in	  predicting	  a	  conformational	  energy	  surface	  with	  extended	  conformer	  F	  being	  lower	  in	  energy	  than	  
A.	  It	  may	  thus	  be	  that	  even	  larger	  clusters	  are	  required	  to	  fully	  capture	  the	  solvent	  effects	  that	  influence	  the	  energy	  surface	  of	  a	  zwitterion	  such	  as	  3F-­‐GABA.	  As	  mentioned	  before,	  larger	  clusters	  make	  traditional	  geometry	  optimisations	  troublesome	  and	  a	  dynamic	  treatment	  may	  actually	  be	  needed	  for	  reliable	  results.	  Kamerlin	  et	  al.	  compared	  continuum	  models,	  mixed	  cluster-­‐continuum	  models	  and	  QM/MM	  free	  energy	  simulations	  for	  the	  reaction	  of	  phosphate	  hydrolysis.311	  It	  was	  found	  that	  both	  continuum	  solvation	  calculation	  and	  full	  QM/MM	  free	  energy	  simulations	  arrived	  at	  the	  same	  result	  for	  the	  reaction	  barrier	  while	  mixed	  cluster-­‐continuum	  calculations	  instead	  introduced	  artifacts.	  Accounting	  for	  the	  orientation	  and	  entropy	  of	  the	  water	  molecules	  was	  found	  to	  be	  important	  for	  proper	  behaviour	  of	  cluster	  models	  which	  becomes	  hard	  to	  do	  if	  one	  does	  not	  perform	  molecular	  dynamics.	  	  Unfortunately,	  it	  is	  very	  difficult	  to	  separate	  free	  energies	  into	  enthalpy	  and	  entropy	  contributions	  (in	  principle	  possible	  by	  running	  many	  simulations	  at	  different	  temperatures	  and	  using	  the	  van’t	  Hoff	  relation),	  and	  gauging	  the	  importance	  of	  electrostatic	  interactions	  with	  increasing	  number	  of	  water	  molecules	  would	  require	  many	  more	  simulations.	  It	  is	  thus	  not	  completely	  clear	  what	  physical	  effects	  are	  most	  responsible	  for	  stabilising	  the	  extended	  conformer	  F.	  Intramolecular	  hydrogen-­‐bonding	  would	  stabilise	  folded	  conformers	  like	  A.	  Conformers	  that	  do	  not	  form	  an	  intramolecular	  hydrogen	  bond	  (E-­‐J)	  would	  have	  both	  amino	  and	  carboxyl	  groups	  available	  for	  hydrogen	  bonding	  with	  the	  surrounding	  solvent,	  and	  if	  this	  results	  in	  an	  increased	  number	  of	  hydrogen	  bonds	  then	  this	  would	  presumably	  stabilise	  such	  conformers	  in	  solution	  relative	  to	  folded	  ones.	  We	  explored	  this	  possibility	  by	  calculating	  radial	  distribution	  functions	  for	  trajectories	  involving	  conformers	  A	  and	  F.	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The	  calculated	  radial	  distribution	  functions	  are	  shown	  in	  Figure	  36.	  Integrals	  over	  the	  N...OH2O	  RDF	  up	  to	  r	  =	  3.5	  Å	  (an	  upper	  limit	  for	  hydrogen	  bonds)	  give	  a	  higher	  average	  of	  contacts	  for	  conformer	  F	  (5.1)	  than	  for	  A	  (3.9).	  For	  the	  OCO2...OH2O	  RDFs	  (one	  for	  each	  oxygen	  on	  the	  carboxylate	  group)	  the	  integrals	  give	  values	  of	  4.2	  and	  4.3	  for	  conformer	  F,	  while	  for	  conformer	  A	  we	  get	  values	  of	  4.4	  and	  3.4.	  There	  is	  thus	  an	  increase	  by	  1	  in	  average	  N...OH2O	  contacts	  and	  OCO2...OH2O	  contacts	  for	  the	  carboxylate	  and	  amino	  groups	  of	  3F-­‐GABA	  in	  going	  from	  conformer	  A	  to	  conformer	  F.	  This	  could	  be	  interpreted	  as	  2	  more	  solute-­‐solvent	  hydrogen	  bonds	  that	  conformer	  F	  forms	  compared	  to	  A	  and	  after	  counting	  the	  intramolecular	  hydrogen	  bond	  that	  A	  forms	  but	  
F	  does	  not,	  1	  hydrogen	  bond	  still	  remains	  for	  potential	  stabilisation	  of	  the	  F	  conformer.	  This	  could	  explain	  the	  stability	  of	  F	  over	  A	  although	  a	  more	  detailed	  analysis	  remains	  to	  be	  performed,	  ideally	  for	  each	  3F-­‐GABA	  conformer	  which	  could	  potentially	  be	  correlated	  with	  relative	  free	  energies.	  	  
	  
Figure	  36	  Radial	  distribution	  functions,	  g(r)	  between	  N	  of	  3F-­‐GABA	  and	  O	  atoms	  of	  the	  solvent	  (a)	  and	  between	  the	  carboxylate	  O	  atoms	  and	  the	  O	  atoms	  of	  the	  solvent	  (in	  b	  and	  c	  for	  each	  conformer).	  Dashed	  lines	  indicate	  integrals	  over	  g(r).	  From	  PM3/MM	  MD	  trajectories	  involving	  conformers	  A	  (2700	  snapshots)	  and	  F	  (1300	  snapshots).	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Figure S9. Radial distribution functions (RDFs) g(r) between N and O atoms of the charged 
F-GABA groups and the O atoms of the water molecules. (a) N...OH2O in conform-
ers A and F, (b) and (c), OCO2...OH2O in conformers A and F, respectively (in green 
and red for each of the two different carboxylate O atoms). Dashed lines: integrals 
over g(r) affording the mean number n(r) of atoms up to r. At r = 3.5 Å, the typical 
upper limit for H-bonds, the resulting n(r) values for the N...O/O1...O/O2...O pairs 
are 3.9/4.4/3.4 and 5.1/4.2/4.3 for isomer A, and F, respectively. Note the increase 
by ca. 1 around N and one of the carboxylate O atoms on going from A to F. 
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In	  addition,	  extended	  conformers,	  like	  F,	  are	  less	  rigid	  and	  would	  be	  entropically	  more	  favourable	  than	  folded	  conformers,	  as	  discussed	  in	  a	  recent	  combined	  experimental	  and	  theoretical	  gas-­‐phase	  study	  of	  neutral	  GABA	  conformers.312	  Also,	  since	  zwitterionic	  conformers	  become	  more	  stable	  with	  increasing	  number	  of	  water	  molecules	  and	  since	  the	  cationic	  and	  anionic	  parts	  are	  further	  apart	  in	  extended	  conformers	  this	  would	  likely	  result	  in	  more	  stabilising	  electrostatic	  interactions	  with	  the	  bulk	  solvent	  than	  for	  folded	  conformers	  in	  solution.	  Most	  likely,	  the	  conformational	  equilibrium	  of	  zwitterions	  such	  as	  3F-­‐GABA	  in	  solution,	  is	  a	  delicate	  balance	  of	  hydrogen	  bonding,	  solvent	  electrostatic	  effects	  and	  entropic	  effects.	  	  	  We	  note	  that	  due	  to	  the	  complexity	  of	  the	  QM/MM	  MD	  simulations	  we	  have	  not	  fully	  explored	  the	  conformational	  energy	  surface	  of	  zwitterionic	  3F-­‐GABA.	  The	  standard	  deviations	  of	  the	  free	  energy	  differences	  obtained	  from	  the	  MD	  simulations	  are	  also	  quite	  high	  which	  one	  would	  like	  to	  reduce	  for	  greater	  confidence	  in	  the	  results.	  It	  is	  clear,	  however,	  that	  our	  QM/MM	  solvation	  model	  predicts	  the	  energy	  difference	  between	  conformers	  A	  and	  F	  to	  be	  completely	  different	  than	  that	  predicted	  by	  PCM	  solvation	  models	  as	  shown	  in	  Figure	  37.	  	  	  
	  
Figure	  37	  The	  computed	  PM3/MM	  free	  energy	  profile	  (line)	  with	  the	  PM3-­‐>DFT	  correction	  (QM/MM-­‐B3LYP,	  marked	  as	  x)	  between	  A,	  H	  and	  F.	  Additionally,	  PCM	  computed	  potential	  energies	  of	  F	  (relative	  to	  A)	  with	  PM3	  and	  B3LYP.	  	  	  
4.4.1	  Possible	  improvements	  to	  QM/MM	  MD	  protocol	  	  The	  QM/MM	  MD	  protocol	  for	  3F-­‐GABA	  that	  we	  ended	  up	  using,	  looks	  generally	  promising	  to	  model	  conformational	  changes	  of	  small	  molecules	  with	  non-­‐negligible	  solvent	  effects,	  although	  being	  orders	  of	  magnitude	  more	  complicated	  than	  continuum	  solvation	  calculations.	  We	  now	  discuss	  some	  problems	  with	  the	  protocol	  and	  possible	  improvements	  that	  could	  prove	  useful	  for	  similar	  simulations	  in	  the	  future:	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1.	  Contrained	  simulations	  wandering	  away	  from	  the	  important	  region:	  In	  the	  constrained	  simulations	  we	  ran,	  we	  encountered	  problems	  when	  the	  simulations	  experienced	  a	  rare	  event	  jump	  from	  one	  part	  of	  coordinate	  space	  to	  another	  part	  of	  coordinate	  space	  that	  was	  unrelated	  to	  the	  free	  energy	  pathway	  being	  simulated.	  This	  is	  illustrated	  in	  Figure	  38	  where	  one	  can	  see	  how	  the	  constrained	  simulations	  with	  the	  C2-­‐C3-­‐C4-­‐N	  angle	  <	  100°	  behave	  normally,	  equilibrating	  in	  the	  potential	  energy	  well	  around	  conformer	  A,	  with	  the	  C1-­‐C2-­‐C3-­‐C4	  angle	  varying	  between	  -­‐120°	  and	  -­‐30°.	  Other	  simulations	  behave	  similarly	  until	  a	  rare	  event	  (usually	  after	  a	  few	  tenths	  of	  ps)	  occurs,	  that	  makes	  them	  equilibrate	  on	  the	  other	  side	  of	  the	  Ramachandran-­‐type	  plot	  (in	  the	  area	  of	  conformers	  C,	  E,	  I,	  G	  and	  F).	  	  	  
	  
Figure	  38	  Constrained	  MD	  simulations	  of	  the	  path	  leading	  from	  A	  to	  H,	  represented	  as	  a	  Ramachandran-­‐type	  plot.	  Y	  axis	  shows	  the	  constrained	  C2-­‐C3-­‐C4-­‐N	  angle	  in	  each	  simulation.	  X	  axis	  shows	  the	  variation	  in	  the	  C1-­‐C2-­‐C3-­‐C4	  angle.	  This	  behaviour	  is	  unfortunate	  as	  we	  seek	  to	  model	  the	  shortest	  pathway	  between	  A	  and	  H,	  indicating	  that	  the	  simple	  dihedral	  angle	  is	  not	  an	  ideal	  reaction	  coordinate.	  In	  the	  limit	  of	  perfect	  equilibration	  throughout,	  this	  is	  not	  a	  problem,	  but	  any	  spontaneous	  processes	  that	  are	  irreversible	  on	  the	  timescale	  covered	  can	  introduce	  artifacts.	  One	  workaround	  is	  to	  select	  only	  those	  points	  that	  stayed	  on	  the	  direct	  path	  between	  A	  and	  H,	  but	  the	  necessary	  deletion	  of	  data	  before	  averaging	  complicates	  things	  considerably	  and	  introduces	  some	  bias.	  	  In	  order	  to	  circumvent	  this	  nonideal	  behaviour,	  we	  explored	  adding	  a	  repulsive	  potential	  to	  the	  C1-­‐C2-­‐C3-­‐C4	  coordinate.	  As	  adding	  a	  repulsive	  potential	  means	  modifying	  the	  potential	  energy	  surface,	  the	  repulsive	  potential	  needs	  to	  be	  as	  well-­‐behaved	  as	  possible	  i.e.	  not	  introducing	  artifacts.	  A	  harmonic	  potential	  with	  origin	  at	  x0	  =-­‐74°	  was	  added	  to	  the	  simulations	  with	  force	  constant	  K.	  The	  value	  of	  the	  force	  constant	  (in	  Hartree/rad2)	  was	  varied.	  Several	  MD	  simulations	  using	  a	  fixed	  constraint	  of	  120	  °	  for	  the	  C2-­‐C3-­‐C4-­‐N	  and	  a	  restraint	  V=½	  K	  (x-­‐x0)2	  for	  C1-­‐C2-­‐C3-­‐C4,	  were	  performed,	  varying	  the	  value	  of	  K.	  Figure	  39	  shows	  the	  variation	  of	  C1-­‐C2-­‐C3-­‐C4	  as	  a	  function	  of	  K.	  Potentials	  of	  K=30	  and	  K=3	  are	  clearly	  too	  narrow,	  restricting	  the	  dynamics	  of	  the	  molecule	  too	  much,	  while	  the	  potential	  with	  K	  <	  0.0001	  are	  too	  wide,	  allowing	  the	  molecule	  to	  equilibrate	  in	  the	  wrong	  part	  of	  the	  PES	  just	  as	  in	  the	  unconstrained	  simulations.	  It	  seems	  that	  potentials	  with	  K	  around	  0.001	  Hartree/rad2	  should	  be	  just	  right.	  The	  idea	  here	  is	  only	  to	  add	  some	  artificial	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repulsion	  to	  the	  high-­‐energy	  areas	  of	  ~0°	  and	  ~	  -­‐150°	  to	  prevent	  the	  molecule	  from	  crossing	  these	  barriers	  and	  escape	  to	  the	  right	  hand	  side	  of	  the	  Ramachandran	  plot,	  while	  not	  hindering	  the	  normal	  dynamics	  of	  the	  system.	  Adding	  a	  minimal	  restraint	  potential	  to	  this	  area	  seems	  to	  do	  the	  job	  although	  we	  note	  that	  in	  principle	  the	  direct	  effect	  on	  the	  mean	  force	  of	  the	  constraint	  should	  be	  looked	  at	  as	  well	  (only	  short	  simulations	  were	  performed	  here,	  hence	  we	  did	  not	  look	  into	  this).	  	  	  
	  
Figure	  39	  The	  effect	  of	  the	  force	  constant	  K	  (Hartree/rad2)	  on	  the	  constrained	  C2-­‐C3-­‐C4-­‐N	  dihedral	  (y	  axis)	  MD	  simulations	  with	  added	  repulsive	  potential	  V=½	  K	  (x-­‐x0)2	  where	  x	  is	  the	  dihedral	  angle	  of	  C1-­‐C2-­‐C3-­‐C4	  (and	  is	  the	  x	  axis	  of	  the	  plot),	  x0	  corresponds	  to	  a	  dihedral	  angle	  of	  -­‐74	  °.	  	  Future	  simulations	  of	  3F-­‐GABA/GABA	  or	  similar	  systems	  could	  thus	  explore	  using	  restraint	  potentials	  in	  this	  way,	  whenever	  this	  kind	  of	  behaviour	  is	  encountered.	  	  
2.	  The	  dihedral	  angle	  is	  not	  the	  best	  reaction	  coordinate	  The	  choice	  of	  a	  dihedral	  angle	  as	  the	  reaction	  coordinate	  has	  an	  influence	  on	  how	  the	  constrained	  simulations	  behave	  and	  how	  quickly	  the	  simulations	  reach	  equilibrium.	  We	  explored	  other	  reaction	  coordinates	  as	  well	  that	  could	  connect	  the	  different	  3F-­‐GABA	  minima.	  Using	  atom	  distances	  as	  reaction	  coordinates	  is	  possible	  and	  using	  the	  distance	  between	  N	  and	  the	  carboxylic	  C	  was	  found	  to	  result	  in	  simulations	  with	  less	  fluctuation	  in	  the	  force	  (as	  seen	  through	  standard	  deviations).	  However,	  similar	  problems	  with	  simulations	  escaping	  to	  other	  regions	  of	  conformational	  space	  as	  in	  Figure	  38	  were	  encountered	  (although	  less	  severe).	  Still,	  clearly	  the	  choice	  of	  reaction	  coordinate	  deserves	  more	  attention.	  It	  is	  also	  possible	  that	  constraints	  like	  we	  use	  them	  are	  nonideal	  for	  this	  system	  and	  harmonic	  restraints	  should	  be	  used	  instead.	  This	  would	  then	  lead	  to	  the	  use	  of	  umbrella	  sampling313	  instead	  of	  thermodynamic	  integration	  to	  acquire	  free	  energy	  differences	  from	  results.	  	  
3.	  The	  approximate	  interaction	  between	  solute	  and	  solvent	  In	  our	  QM/MM	  MD	  simulations	  the	  accuracy	  of	  the	  results	  will	  depend	  on	  how	  accurately	  the	  QM	  and	  MM	  regions	  interact	  with	  each	  other	  (compared	  to	  a	  full	  QM	  calculation	  of	  the	  full	  system).	  Since	  the	  QM-­‐MM	  boundary	  does	  not	  cross	  a	  covalent	  bond	  the	  only	  interaction	  terms	  are	  the	  electrostatic	  term	  and	  the	  vdW	  term.	  The	  electrostatic	  term	  is	  calculated	  by	  elecrostatic	  embedding	  where	  the	  point	  charges	  from	  the	  MM	  force	  field	  polarise	  the	  electron	  density	  of	  the	  QM	  region.	  A	  physically	  motivated	  improvement	  over	  electrostatic	  embedding	  is	  polarised	  embedding	  where	  the	  point	  charges	  of	  the	  MM	  region	  change	  according	  to	  polarisation	  by	  the	  QM	  region,	  i.e.	  mutual	  polarisation	  by	  the	  two	  regions.	  Polarised	  embedding	  requires	  polarisable	  force	  fields	  that	  are	  beginning	  to	  become	  available	  and	  often	  also	  a	  self-­‐consistent	  QM-­‐MM	  polarisation	  cycle	  for	  each	  MD	  step.	  Van	  Gunsteren	  and	  coworkers	  recently	  explored	  QM/MM	  MD	  simulations	  using	  the	  polarisable	  GROMOS	  water	  force	  field	  describing	  solvent	  effects	  with	  promising	  results.314,315	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It	  remains	  to	  be	  seen	  whether	  such	  polarisable	  embedded	  QM/MM	  MD	  calculations	  will	  be	  worth	  the	  effort	  as	  the	  self-­‐consistent	  cycle	  required	  at	  each	  MD	  step	  will	  increase	  computational	  cost.	  Nevertheless,	  they	  may	  be	  a	  step	  towards	  more	  accurate	  QM/MM	  MD	  simulations	  of	  the	  liquid	  phase.	  	  In	  traditional	  QM/MM	  calculations,	  the	  accuracy	  of	  the	  calculation	  can	  be	  made	  less	  dependent	  on	  the	  QM-­‐MM	  interaction	  term,	  simply	  by	  increasing	  the	  QM	  region.	  In	  QM/MM	  MD	  simulations	  of	  a	  solvated	  molecule,	  increasing	  the	  QM	  region	  to	  include	  the	  nearest	  solvent	  molecules	  in	  the	  QM	  region,	  can	  create	  problems	  besides	  increasing	  computational	  cost.	  The	  reason	  for	  this	  is	  that	  the	  many	  interactions	  between	  solute	  and	  solvent	  molecules	  tend	  to	  be	  weak	  and	  shortlived	  in	  nature,	  meaning	  that	  water	  molecules	  in	  the	  QM	  region	  can	  be	  close	  to	  the	  solute	  at	  one	  instance	  and	  far	  from	  the	  solute	  a	  few	  picoseconds	  later.	  This	  would	  result	  in	  a	  fragmented	  QM	  region.	  QM/MM	  algorithms	  where	  QM	  and	  MM	  molecules	  can	  jump	  between	  regions	  have	  been	  developed	  316-­‐320.	  In	  these	  adaptive	  QM/MM	  methods,	  a	  spherical	  region	  for	  example	  is	  defined	  around	  the	  solute	  and	  any	  solvent	  molecule	  that	  passes	  into	  the	  spherical	  region	  becomes	  a	  QM	  molecule	  and	  any	  QM	  molecule	  exiting	  becomes	  an	  MM	  molecule.	  In	  order	  for	  such	  simulations	  to	  behave	  smoothly,	  an	  extra	  region	  between	  QM	  and	  MM	  regions	  is	  often	  defined	  and	  a	  molecule	  in	  the	  “buffer”	  region	  will	  possess	  both	  QM	  and	  MM	  molecule	  characteristics.	  These	  methods	  are	  beginning	  to	  become	  more	  popular	  and	  have	  had	  increasing	  success	  but	  remain	  in	  a	  developmental	  stage.	  	  We	  propose	  an	  alternative	  approach	  that	  could	  be	  explored	  for	  the	  3F-­‐GABA	  system	  or	  similar	  systems	  to	  test	  the	  dependence	  of	  the	  results	  of	  including	  QM	  water	  molcules	  around	  the	  solute.	  The	  MNDO	  code	  is	  a	  very	  fast	  semi-­‐empirical	  code	  and	  in	  the	  QM/MM	  MD	  simulations,	  each	  (electrostatically	  embedded)	  QM	  energy+gradient	  evaluation	  takes	  less	  than	  1	  second	  on	  a	  single	  processor.	  The	  MM	  energy+gradient	  evaluation	  is	  in	  fact	  the	  bottleneck	  taking	  17	  seconds	  on	  a	  single	  processor.	  We	  explored	  increasing	  the	  QM	  region	  substantially	  to	  include	  all	  nearest	  neighbour	  water	  molecules	  and	  freezing	  the	  MM	  region	  entirely.	  The	  MM	  region	  is	  frozen	  in	  order	  to	  prevent	  exchange	  between	  QM	  water	  and	  MM	  water	  molecules	  as	  discussed	  before.	  We	  found	  that	  it	  was	  possible	  to	  increase	  the	  QM	  region	  up	  to	  192	  water	  molecules	  (MNDO	  has	  a	  maximum	  atom	  limit	  of	  600	  atoms),	  see	  Figure	  40	  for	  an	  illustration	  of	  such	  a	  cluster.	  In	  Table	  35	  we	  list	  calculation	  times	  for	  QM/MM	  gradient	  evaluations	  with	  differently	  defined	  QM	  regions	  and	  active	  regions.	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Table	  35	  Calculation	  times	  (seconds)	  for	  QM/MM	  gradient	  evaluations	  with	  differing	  number	  of	  QM	  and	  active	  atoms.	  
No.	  H2O	  in	  	  
active	  region	  
No.	  H2O	  in	  
QM	  region	  
QM	  
time	  
MM	  
time	  
Total	  
time	  192	   192	   73	   16.3	   89.3	  
	   	   	   	   	  192	   0	   1	   16.5	   17.5	  
	   	   	   	   	  150	   150	   27	   16.5	   43.5	  
	   	   	   	   	  78	   78	   6.7	   16.5	   23.2	  
	   	   	   	   	  28	   28	   1.8	   16.4	   18.2	  
	   	   	   	   	  3061	   0	   1	   16.5	   17.5	  
	   	   	   	   	  	  Due	  to	  the	  not	  too	  steep	  scaling	  of	  the	  QM	  timings	  with	  system	  size,	  these	  large	  QM	  cluster	  calculations	  seem	  feasible.	  The	  smaller	  active	  region	  (equal	  to	  the	  QM	  region)	  will,	  however,	  create	  problems	  with	  the	  solute	  possibly	  equilibrating	  close	  to	  the	  active-­‐frozen	  region	  boundary,	  leading	  to	  possible	  artifacts.	  We	  also	  note	  that	  the	  accuracy	  of	  PM3	  to	  describe	  the	  many	  intermolecular	  interactions	  of	  such	  a	  cluster	  is	  questionable	  as	  hydrogen	  bonding	  and	  dispersion	  effects	  would	  have	  to	  be	  reliably	  described	  if	  the	  intent	  is	  to	  reliably	  improve	  upon	  the	  TIP3P	  force	  field	  and	  the	  QM-­‐MM	  interaction	  term.	  However,	  we	  also	  note	  that	  according	  to	  a	  recent	  extensive	  benchmarking	  study,	  the	  OMX(X=1-­‐3)	  semi-­‐empirical	  methods321	  (available	  in	  MNDO)	  in	  combination	  with	  Grimme	  dispersion	  corrections	  are	  remarkably	  reliable	  and	  perform	  almost	  as	  well	  as	  GGA	  DFT	  methods	  for	  the	  whole	  test	  set	  of	  organic	  relative	  energies	  (even	  outperforming	  GGA	  and	  hybrid-­‐GGA	  methods	  for	  some	  subsets	  involving	  weak	  interactions).	  The	  use	  of	  these	  semi-­‐empirical	  methods	  in	  the	  fast	  MNDO	  code	  seems	  thus	  extremely	  promising	  and	  deserves	  further	  attention	  for	  use	  in	  QM/MM	  MD	  simulations,	  especially	  if	  thermodynamical	  cycles	  can	  reliably	  be	  used	  to	  move	  from	  semi-­‐empirical	  to	  DFT	  free	  energy	  surfaces.	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Figure	  40	  The	  192	  molecule	  hydrated	  3F-­‐GABA	  cluster.	  	  	  
4.	  Accuracy	  of	  the	  thermodynamic	  cycle	  	  In	  our	  QM/MM	  free	  energy	  calculations	  we	  employed	  the	  thermodynamic	  cycle	  in	  Figure	  30	  and	  a	  single-­‐step	  free	  energy	  perturbation	  step,	  Eq.	  68,	  on	  a	  limited	  number	  of	  snapshots	  from	  PM3/MM	  simulations	  to	  estimate	  the	  ΔAPM3/MM	  ⟶DFT/MM	  term.	  We	  do	  not	  know	  the	  reliability	  of	  this	  approximation	  for	  our	  calculations,	  it	  rests	  on	  the	  assumption	  that	  the	  DFT	  and	  PM3	  potential	  energy	  surfaces	  are	  sufficiently	  similar	  in	  shape.	  A	  possible	  improvement	  of	  our	  protocol,	  however,	  would	  be	  to	  use	  the	  linear	  response	  approximation	  as	  defined	  by	  Warshel	  and	  coworkers302	  where	  	  ΔAPM3/MM	  ⟶DFT/MM	  is	  approximated	  by	  calculating	  the	  PM3-­‐DFT	  energy	  difference	  from	  snapshots	  of	  both	  PM3/MM	  and	  DFT/MM	  trajectories.	  This	  would	  increase	  the	  computational	  cost	  and	  complexity	  but	  could	  be	  useful	  to	  estimate	  what	  the	  accuracy	  of	  using	  a	  thermodynamic	  cycle	  really	  is.	  	  
5.	  Beyond	  constrained	  simulations	  Finally,	  we	  mention	  that	  part	  of	  the	  complexity	  and	  problems	  of	  these	  QM/MM	  MD	  simulations	  stems	  from	  the	  fact	  that	  many	  different	  constrained	  simulations	  have	  to	  be	  run,	  along	  different	  reaction	  coordinates	  and	  then	  combined	  to	  yield	  free	  energy	  differences.	  In	  recent	  years,	  new	  algorithms	  to	  run	  MD	  simulations	  have	  been	  developed.	  One	  of	  these	  new	  algorithms	  is	  the	  metadynamics	  technique322,	  designed	  to	  improve	  sampling	  of	  the	  important	  regions	  along	  a	  reaction	  pathway.	  A	  metadynamics	  MD	  simulation	  can	  be	  described	  as	  running	  a	  normal	  MD	  simulation	  while	  filling	  the	  free	  energy	  wells	  encountered	  with	  Gaussian	  bias	  potentials,	  thus	  slowly	  preventing	  the	  system	  from	  exploring	  regions	  of	  coordinate	  space	  that	  it	  has	  already	  explored	  sufficiently.	  A	  sufficiently	  long	  metadynamics	  simulation	  will	  have	  filled	  up	  all	  the	  wells	  on	  the	  surface	  defined	  by	  the	  collective	  variables	  with	  Gaussians	  and	  this	  information	  can	  in	  the	  end	  be	  added	  up	  to	  yield	  the	  free	  energy	  differences	  between	  minima.	  As	  the	  conformational	  energy	  surface	  of	  the	  3F-­‐GABA	  system	  seems	  to	  be	  well	  descibed	  by	  only	  two	  dihedral	  angles,	  it	  seems	  metadynamics	  could	  in	  principle	  be	  used	  to	  explore	  the	  full	  conformational	  free	  energy	  surface	  (FES)	  of	  
 137 
solvated	  3F-­‐GABA	  using	  the	  two	  dihedrals	  angles	  as	  collective	  variables.	  A	  thermodynamic	  cycle	  could	  also	  be	  used	  to	  go	  from	  a	  semi-­‐emprical	  FES	  to	  a	  DFT	  FES.	  This	  remains	  to	  be	  explored.	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Chapter	  5.	  Isopeptide	  bond	  formation	  in	  a	  bacterial	  peptide:	  a	  
QM/MM	  mechanism	  	  Having	  studied	  structures,	  conformational	  equilibria	  and	  spectroscopic	  properties	  in	  the	  condensed	  phases	  we	  now	  explore	  mechanistic	  aspects	  of	  a	  reaction	  taking	  place	  inside	  a	  protein.	  
5.1	  Introduction	  Posttranslational	  modifications	  are	  chemical	  reactions	  that	  a	  polypeptide	  chain	  undergoes	  following	  the	  translation	  step	  in	  protein	  biosynthesis	  in	  cells.323	  This	  can	  include	  attachment	  of	  certain	  chemical	  groups,	  changes	  to	  individual	  amino	  acids	  (e.g.	  deimination,	  the	  process	  of	  converting	  arginine	  to	  citrulline),	  cutting	  of	  ends	  of	  the	  polypeptide	  chains	  and	  intramolecular	  reactions	  of	  amino	  acid	  sidechains.	  The	  most	  common	  of	  the	  latter	  type	  are	  disulfide	  bridges	  where	  thiol	  groups	  of	  cysteine	  residues	  of	  a	  protein	  react	  to	  form	  an	  S-­‐S	  bridge	  by	  oxidation,	  usually	  promoted	  by	  oxidative	  agents.	  Recently,	  isopeptide	  bonds	  have	  emerged	  as	  yet	  another	  type	  of	  intramolecular	  reactions	  that	  a	  polypeptide	  can	  undergo.324	  An	  isopeptide	  bond	  is	  an	  amide	  bond,	  analogous	  to	  the	  peptide	  bond	  between	  amino	  acids	  in	  a	  peptide	  but	  it	  is	  formed	  between	  protein	  groups	  (sidechain	  or	  backbone)	  where	  one	  of	  the	  groups	  is	  not	  the	  α-­‐amino	  or	  α-­‐carboxy	  group.324	  The	  best	  known	  isopeptide	  bonds	  are	  intermolecular,	  i.e.	  the	  isopeptide	  bond	  acting	  as	  a	  link	  between	  peptide	  chains.	  Examples	  are	  isopeptide	  bonds	  formed	  by	  ubiquitylation,	  sumoylation,	  transglutamination,	  sortase-­‐mediated	  cell	  surface	  protein	  anchoring	  and	  pilus	  formation.	  All	  these	  examples	  are	  enzyme-­‐catalyzed	  and	  involve	  the	  nucleophilic	  attack	  of	  the	  Lys	  ε-­‐amino	  group	  to	  an	  α-­‐carboxy	  group	  (except	  in	  transglutamination	  where	  Lys	  attacks	  the	  Gln	  carboxyamide	  group)	  proceeding	  through	  a	  thioester	  intermediate.	  An	  exception	  is	  the	  autocatalytic	  capsid	  assembly	  of	  the	  E.	  coli	  bacteriophage	  HK97	  where	  Lys	  sidechains	  of	  one	  subunit	  attack	  Asn	  sidechains	  of	  other	  subunits	  turning	  into	  protein	  chainmail.325	  	  	  The	  first	  intramolecular	  isopeptide	  bond	  was	  discovered	  in	  a	  one	  of	  the	  surface	  proteins	  (Spy0128)	  that	  form	  pili	  of	  the	  Streptococcus	  pyogenes	  bacterium	  in	  an	  X-­‐ray	  crystallography	  study.326	  According	  to	  the	  electron	  density	  map,	  the	  bond	  was	  formed	  in	  two	  places,	  in	  both	  cases	  between	  the	  Lys	  and	  Asn	  residue	  sidechains	  in	  hydrophobic	  areas	  of	  the	  protein.	  Glu	  residues	  were	  in	  both	  cases	  found	  nearby,	  in	  hydrogen	  bonding	  distance	  to	  the	  isopeptide	  bond.	  Mutation	  studies	  were	  performed,	  substituting	  Glu	  with	  Ala,	  which	  resulted	  in	  no	  isopeptide	  bond	  formation,	  suggesting	  a	  catalytic	  role	  of	  the	  Glu	  residue.327	  Subsequent	  searches	  for	  the	  Lys-­‐Asn-­‐Glu	  triad	  in	  the	  Protein	  Data	  Bank	  has	  revealed	  that	  isopeptide	  bonds	  may	  be	  surprisingly	  common	  in	  many	  bacterial	  proteins	  and	  are	  present	  in	  all	  major	  pilus	  proteins,	  but	  have	  been	  missed	  in	  previous	  crystallographic	  analyses.324	  A	  hydrophobic	  environment,	  the	  presence	  of	  Glu	  in	  hydrogen	  bonding	  distance	  and	  conserved	  positions	  in	  the	  protein	  fold	  seem	  to	  be	  common	  factors	  for	  the	  discovered	  isopeptide	  bonds	  so	  far.	  	  A	  new	  type	  of	  isopeptide	  bond	  was	  recently	  discovered	  in	  the	  crystal	  structure	  of	  one	  of	  the	  domains	  of	  the	  FbaB	  surface	  protein	  of	  the	  bacterium	  Streptococcus	  pyogenes	  in	  the	  lab	  of	  Dr.	  Ulrich	  Schwarz-­‐Linek	  at	  the	  University	  of	  St	  Andrews.328,329	  The	  FbaB	  protein	  can	  be	  divided	  up	  into	  several	  domains	  (most	  of	  which	  have	  not	  been	  characterised	  and	  may	  not	  be	  folded)	  and	  it	  is	  the	  folded	  CnaB2	  domain	  where	  the	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isopeptide	  bond	  was	  found	  by	  crystallography	  and	  will	  be	  discussed	  hereafter	  independently.	  The	  X-­‐ray	  structure	  of	  CnaB2	  revealed	  electron	  density	  between	  the	  sidechains	  of	  Lys	  and	  Asp	  residues,	  buried	  within	  the	  peptide.	  This	  is	  the	  first	  occurrence	  of	  the	  Asp	  residue	  instead	  of	  Asn	  as	  the	  partner	  to	  Lys	  in	  isopeptide	  bond	  formation.	  	  Denaturation	  experiments	  were	  performed	  on	  the	  native	  protein	  and	  mutant	  versions	  which	  revealed	  that	  mutants	  lacking	  the	  isopeptide	  bond	  unfolded	  at	  relatively	  low	  temperature	  (53-­‐59	  °C)	  while	  the	  native	  form	  did	  not	  unfold	  appreciably	  until	  100	  °C.	  A	  mutant	  with	  the	  Asp	  residue	  turned	  into	  Asn	  (i.e.	  the	  same	  residue	  as	  in	  previous	  isopeptide	  bonds)	  resulted	  in	  isopeptide	  bond	  formation	  but	  at	  much	  slower	  rate	  (24	  hours	  before	  completion	  of	  the	  reaction).	  The	  native	  protein	  was	  also	  found	  to	  be	  more	  stable	  with	  respect	  to	  lowering	  the	  pH.329	  	  The	  presence	  of	  a	  nearby	  glutamic	  acid	  residue	  (as	  in	  previous	  cases	  of	  isopeptide	  bonds)	  and	  mutation	  experiments,	  suggested	  that	  the	  bond	  is	  formed	  autocatalytically	  in	  the	  protein,	  possibly	  directly	  catalyzed	  by	  the	  glutamate	  residue.	  The	  occurrence	  of	  this	  bond	  in	  the	  protein,	  its	  rapid	  kinetics	  (spontaneous	  formation)	  and	  relation	  to	  previous	  cases	  of	  isopeptide	  bonds	  spawned	  the	  following	  questions:	  	  
• How	  does	  this	  reaction	  occur	  ?	  
• What	  is	  the	  mechanistic	  reason	  for	  the	  lack	  of	  an	  isopeptide	  bond	  in	  the	  	  Glu-­‐>Gln	  mutation?	  
• Is	  there	  a	  common	  mechanism	  for	  the	  Lys-­‐Asn	  and	  Lys-­‐Asp	  reactions	  ?	  
• Why	  does	  the	  Asp-­‐>Asn	  mutation	  result	  in	  a	  slower	  isopeptide-­‐forming	  reaction	  ?	  	  In	  order	  to	  shed	  some	  light	  on	  these	  questions,	  we	  performed	  QM/MM	  calculations	  of	  the	  CnaB2	  peptide.	  Part	  of	  this	  work	  was	  published	  in	  Angewandte	  Chemie	  in	  2010	  as	  part	  of	  a	  joint	  experimental-­‐computational	  study	  on	  the	  structure,	  dynamics,	  thermal	  stability	  and	  isopeptide	  bond	  mechanism	  of	  the	  CnaB2	  peptide.329	  	  
5.2	  Computational	  details	  	  
5.2.1	  Modelling	  an	  isopeptide	  bond	  A	  prerequisite	  of	  most	  QM/MM	  studies	  on	  proteins	  is	  high-­‐quality	  structural	  data.	  In	  this	  case,	  a	  high-­‐resolution	  1.65	  Å	  crystal	  structure	  from	  X-­‐ray	  experiments	  was	  available	  of	  the	  protein	  with	  the	  fully	  formed	  isopeptide	  bond.328	  As	  we	  wanted	  to	  explore	  the	  interaction	  of	  the	  residues	  in	  the	  hydrophobic	  pocket	  before	  reaction,	  the	  isopeptide	  bond	  was	  cleaved.	  This	  meant	  moving	  the	  residues	  a	  bit	  apart	  and	  adding	  the	  missing	  oxygen	  atom	  (due	  to	  water	  dissocation)	  on	  Asp.	  This	  also	  meant	  deciding	  on	  the	  number	  of	  protons	  present	  before	  the	  reaction	  and	  assigning	  an	  initial	  protonation	  state.	  As	  the	  crystal	  structure	  shows	  an	  O-­‐O	  distance	  of	  2.96	  Å	  between	  the	  O	  atom	  of	  the	  amide	  bond	  and	  one	  of	  the	  O	  atoms	  of	  Glu	  this	  clearly	  indicated	  a	  hydrogen	  bond	  and	  hence	  a	  missing	  hydrogen	  atom	  (see	  Figure	  41).	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Figure	  41	  The	  hydrophobic	  pocket	  of	  the	  crystal	  structure	  of	  CnaB2	  showing	  the	  isopeptide	  bond	  between	  Lys10	  and	  Asp96	  and	  the	  hydrogen	  bond	  to	  Glu56.	  	  As	  two	  hydrogen	  atoms	  dissociate	  as	  part	  of	  a	  water	  molecule	  and	  one	  hydrogen	  remains	  on	  the	  N	  atom	  of	  the	  amide,	  this	  added	  up	  to	  a	  a	  total	  of	  4	  “active”	  hydrogen	  atoms	  among	  the	  residues	  after	  reaction.	  We	  assumed	  4	  hydrogens	  would	  exist	  in	  the	  pocket	  before	  the	  reaction	  as	  well.	  The	  lysine	  was	  assumed	  to	  be	  initially	  protonated	  (NH3+)	  and	  forming	  a	  saltbridge	  to	  a	  nearby	  carboxylic	  acid	  (RCOO-­‐),	  here	  the	  aspartate.	  This	  meant	  the	  glutamate	  had	  to	  be	  protonated	  (RCOOH)	  to	  account	  for	  all	  4	  hydrogens	  (see	  Figure	  42).	  Other	  combinations	  were	  also	  explored	  but	  this	  combination	  was	  eventually	  settled	  upon	  as	  an	  initial	  state	  of	  the	  system.	  Other	  protonation	  states	  were	  subsequently	  explored	  as	  part	  of	  the	  QM/MM	  calculations.	  	  
	  
Figure	  42	  Modified	  crystal	  structure	  of	  CnaB2	  with	  the	  isopeptide	  bond	  cleaved	  and	  missing	  oxygens	  and	  hydrogens	  added	  to	  the	  residues.	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5.2.2	  Protein	  preparation	  QM/MM	  studies	  of	  proteins	  typically	  require	  a	  comprehensive	  preparation	  that	  is	  usually	  performed	  at	  the	  molecular	  mechanics	  level.80	  The	  following	  preparation	  protocols	  were	  used.	  	  	  1.	  Main	  preparation	  The	  X-­‐ray	  coordinates	  of	  the	  protein	  (PDB	  code	  2X5P)	  were	  imported	  into	  the	  CHARMM	  program273	  (version	  34b2)	  and	  the	  protein	  was	  prepared	  using	  the	  CHARMM22	  protein	  force	  field.81,82	  The	  sequence	  was	  renumbered,	  so	  that	  the	  N-­‐terminus	  residue	  Asp22	  (X-­‐ray	  numbering)	  became	  Asp1	  (our	  numbering)	  etc.	  The	  amide	  bond	  was	  cleaved	  into	  protonated	  Lys10,	  protonated	  Glu56	  and	  unprotonated	  Asp96.	  Protonation	  states	  of	  other	  titratable	  residues	  were	  assigned	  based	  on	  calculated	  pKa	  values	  from	  the	  Propka	  program330	  and	  chemical	  intuition	  (aspartate	  residues	  1,	  14	  and	  89).	  The	  two	  histidines	  were	  given	  CHARMM	  protonation	  states	  HSE	  (defined	  as	  the	  farther	  imidazole	  nitrogen	  being	  protonated).	  Missing	  hydrogen	  atoms	  were	  added	  and	  neutrality	  of	  the	  protein	  was	  imposed	  by	  selective	  protonation	  of	  surface	  aspartate	  residues.	  The	  protein	  was	  solvated	  (see	  Figure	  43)	  by	  placing	  it	  in	  a	  water	  sphere	  with	  radius	  35	  Å	  (water	  molecules	  described	  by	  the	  TIP3P	  force	  field274),	  deleting	  clashing	  water	  residues	  (those	  whose	  atoms	  came	  within	  2.8	  Å	  distance	  to	  a	  protein	  atom).	  Short	  classical	  optimisations	  and	  MD	  simulations	  were	  run	  and	  more	  water	  spheres	  were	  added	  in	  the	  same	  place	  and	  a	  loop	  of	  deletion	  and	  equilibration	  went	  on	  for	  a	  few	  cycles	  until	  only	  relatively	  few	  water	  molecules	  could	  be	  added	  in	  each	  cycle.	  The	  total	  system	  size	  was	  18507	  atoms	  after	  solvation.	  The	  classical	  protein	  preparation	  finished	  by	  a	  500	  ps	  classical	  MD	  simulation	  during	  which	  all	  atoms	  were	  active	  except	  for	  an	  outer	  layer	  of	  solvent	  (defined	  as	  being	  further	  than	  5	  Å	  from	  a	  protein	  atom).	  Snapshots	  from	  the	  500	  ps	  trajectory	  were	  extracted	  and	  used	  for	  QM/MM	  calculations.	  
	  
	  
	  
Figure	  43	  Molecular	  structures	  of	  all-­‐atom	  CnaB2	  in	  vacuum	  and	  fully	  solvated.	  
	  2.	  Intact	  isopeptide	  bond	  preparation	  	  The	  isopeptide	  bond	  was	  kept	  intact	  and	  a	  topology	  for	  the	  isopeptide	  bond	  was	  defined	  analogous	  to	  a	  normal	  peptide	  bond	  in	  CHARMM.	  The	  protein	  was	  then	  prepared	  in	  the	  same	  way	  as	  the	  main	  preparation	  (above)	  but	  the	  final	  equilibration	  step	  was	  run	  for	  1	  ns.	  This	  preparation	  was	  done	  solely	  to	  check	  the	  reliability	  of	  the	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force	  field	  to	  describe	  the	  main	  structure	  of	  the	  protein.	  A	  running	  average	  of	  the	  structural	  root	  mean	  square	  deviation	  (w.r.t.	  to	  the	  heavy	  atoms	  of	  the	  X-­‐ray	  structure)	  of	  snapshots	  every	  1	  ps	  from	  the	  MD	  simulation	  of	  the	  protein,	  very	  quickly	  (after	  50	  ps)	  stabilises	  at	  ~1.0	  Å	  and	  remains	  at	  ~1.0	  Å	  during	  the	  1	  ns	  simulation.	  This	  suggests	  that	  the	  CHARMM	  force	  field	  describes	  the	  protein	  structure	  quite	  well.	  	  	  3.	  Frozen	  QM/MM	  minimum	  preparation	  Starting	  from	  a	  QM/MM	  optimised	  structure	  along	  the	  pathway	  (see	  later)	  that	  was	  prepared	  using	  the	  main	  preparation,	  the	  protein	  was	  reimported	  into	  CHARMM,	  most	  of	  the	  Lys10,	  Glu56	  and	  Asp96	  atoms	  were	  kept	  frozen	  and	  a	  1	  ns	  MD	  simulation	  was	  run.	  	  	  4.	  Glu-­‐>Gln	  mutant	  preparation	  The	  protein	  was	  prepared	  in	  the	  same	  way	  as	  in	  the	  main	  preparation	  except	  Glu56	  was	  mutated	  into	  Gln56;	  Lys10	  was	  assumed	  to	  be	  protonated	  and	  Asp96	  deprotonated,	  forming	  a	  Lys-­‐Asp	  salt-­‐bridge.	  	  
5.2.3	  QM/MM	  calculations	  Snapshots	  from	  the	  classical	  protein	  preparation	  were	  imported	  into	  Chemshell	  where	  all	  QM/MM	  calculations	  were	  performed.	  Two	  QM	  regions	  were	  defined:	  one	  consisting	  of	  30	  atoms	  and	  the	  other	  of	  62	  atoms.	  QM-­‐region	  I	  is	  a	  minimal	  region	  that	  only	  includes	  the	  atoms	  necessary	  for	  the	  reaction	  to	  take	  place.	  Trial	  calculations	  with	  this	  QM	  region,	  however,	  indicated	  that	  it	  was	  to	  small	  as	  some	  protonation	  states	  of	  residues	  along	  the	  reaction	  pathway	  only	  became	  stable	  with	  the	  larger	  QM-­‐region	  II.	  The	  two	  QM	  regions	  shown	  in	  Figure	  44	  include	  link	  atoms.	  	  	  
	  
Figure	  44	  Left:	  QM-­‐region	  I	  (30	  atoms)	  Right:	  QM-­‐region	  II	  (62	  atoms).	  Link	  atoms	  indicated.	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An	  active	  QM/MM	  region	  was	  defined	  consisting	  of	  all	  atoms	  (930)	  within	  an	  12	  Å	  radius	  of	  the	  Lys10	  amino	  group.	  All	  other	  atoms	  were	  kept	  frozen.	  	  	  Turbomole276	  version	  5.10	  was	  used	  as	  the	  QM	  code	  using	  both	  hybrid	  B3LYP	  and	  GGA	  B97-­‐D	  functionals	  (RI	  approximation297-­‐299	  used	  for	  B97-­‐D	  calculations).	  The	  6-­‐31+G(d,p)	  basis	  set	  was	  used	  for	  B3LYP	  and	  RI-­‐B97-­‐D	  calculations	  with	  the	  auxiliary	  basis	  set	  aug-­‐cc-­‐pVDZ	  (from	  the	  Turbomole	  library)	  used	  as	  auxiliary	  basis	  set	  for	  the	  RI-­‐B97-­‐D	  calculations	  (the	  accuracy	  of	  the	  auxiliary	  basis	  set	  was	  tested	  and	  found	  to	  be	  satisfactory).	  DL_POLY277	  was	  used	  as	  the	  MM	  code	  (using	  imported	  CHARMM	  force	  field	  parameters	  from	  the	  classical	  protein	  preparation).	  An	  electrostatic	  embedding	  scheme	  was	  used	  in	  combination	  with	  link	  atoms	  and	  the	  charge-­‐shift	  scheme	  as	  implemented	  in	  Chemshell.88	  Geometry	  optimisations	  were	  performed	  both	  using	  HDLCOpt275	  and	  the	  DL-­‐FIND331	  geometry	  optimisation	  programs	  in	  Chemshell.	  Hybrid	  delocalised	  internal	  coordinates	  (HDLC)275	  were	  used	  as	  the	  coordinate	  system.	  Transition	  states	  were	  located	  by	  a	  combination	  of	  constrained	  optimisations	  along	  a	  bond	  coordinate	  with	  subsequent	  eigenvalue-­‐following	  TS	  searches	  as	  well	  as	  combinations	  of	  nudged	  elastic	  band	  path	  optimisations332-­‐334	  and	  subsequent	  TS	  searches	  with	  the	  dimer	  method.335-­‐338	  	  Single-­‐point	  calculations	  of	  minima	  and	  transition	  states	  were	  calculated	  at	  higher	  DFT	  levels	  using	  the	  B3LYP	  and	  M06-­‐2X	  functionals	  and	  the	  6-­‐311+G(3df,3pd)	  basis	  set	  by	  separate	  embedded	  single-­‐point	  calculations	  using	  Gaussian	  09.	  
5.3	  Results:	  Initial	  QM/MM	  mechanism	  of	  native	  CnaB2	  	  Using	  QM	  region	  II	  (62	  atoms)	  we	  explored	  the	  QM/MM	  potential	  energy	  surface	  leading	  to	  isopeptide	  bond	  formation	  for	  the	  500	  ps	  snapshot	  of	  the	  main	  protein	  preparation.	  Atoms	  of	  the	  QM	  region	  were	  manually	  moved	  around	  in	  order	  to	  locate	  new	  minima	  and	  transition	  states	  to	  find	  the	  lowest	  energy	  pathway.	  The	  lowest	  energy	  pathway	  located	  is	  illustrated	  in	  Figure	  45.	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Figure	  45	  The	  isopeptide	  reaction	  pathway	  illustrated	  according	  to	  calculated	  minima	  and	  transition	  states.	  Only	  part	  of	  the	  QM	  region	  used	  in	  the	  calculations	  is	  shown.	  Calculated	  at	  the	  B3LYP/6-­‐31+G(d,p)/MM	  level.	  	  The	  pathway	  is	  described	  as	  follows:	  Starting	  from	  the	  structure	  from	  the	  initial	  QM/MM	  optimisation,	  ISN1a,	  a	  proton	  transfer	  from	  Lys10	  to	  Asp96	  occurs	  essentially	  without	  energy	  penalty	  leading	  to	  ISN1b,	  the	  Glu56	  carboxylic	  acid	  group	  must	  then	  flip	  for	  correct	  orientation	  (the	  classical	  MD	  simulation	  showed	  this	  group	  flipping	  repeatedly)	  leading	  to	  ISN2.	  The	  still	  intact	  hydrogen	  bond	  between	  Asp96	  and	  Lys10	  is	  next	  broken	  and	  redirected	  towards	  Glu56,	  ISN3,	  leaving	  Lys10	  essentially	  without	  hydrogen-­‐bond	  partners.	  The	  energetic	  penalty	  for	  this	  is	  lower	  than	  expected,	  presumably	  due	  to	  the	  formation	  of	  the	  favourable	  carboxylic	  acid	  dimer	  orientation	  between	  Glu56	  and	  Asp96.	  After	  a	  slight	  rotation	  of	  the	  NH2	  group,	  
ISN3b	  deprotonated	  Lys10	  is	  now	  set	  up	  in	  a	  favourable	  position	  for	  nucleophilic	  attack	  to	  Asp96.	  	  The	  nucleophilic	  attack	  (see	  Figure	  46)	  proceeds	  through	  a	  barrier	  which	  is	  presumably	  partly	  stabilised	  by	  a	  Lys10-­‐Glu56	  hydrogen-­‐bond	  that	  is	  formed	  at	  the	  same	  time	  as	  the	  Asp96-­‐Glu56	  hydrogen-­‐bond	  breaks	  and	  the	  N-­‐C	  bond	  is	  formed.	  The	  resulting	  tetrahedral	  intermediate	  ISN4a	  is	  zwitterionic	  as	  the	  nitrogen	  has	  four	  bonds	  and	  one	  of	  the	  carboxylic	  oxygens	  of	  Asp96	  is	  unprotonated	  (but	  forms	  a	  strong	  hydrogen	  bond	  with	  Glu56).	  Protonating	  the	  Asp96	  carboxylic	  oxygen	  by	  Glu56	  is	  a	  slightly	  uphill	  step	  and	  moves	  the	  anionic	  part	  of	  the	  zwitterionic	  state	  from	  Asp96	  to	  Glu56	  and	  creates	  an	  amide	  hydrate	  intermediate,	  ISN4b.	  A	  proton	  transfer	  from	  the	  NH2	  group	  of	  Lys10	  to	  Glu56	  results	  in	  a	  neutral	  amide	  hydrate	  intermediate	  ISN5	  that	  is	  slightly	  more	  stable	  than	  ISN4a	  and	  ISN4b.	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Figure	  46	  The	  nucleophilic	  step	  as	  predicted	  by	  QM/MM	  calculations.	  Only	  part	  of	  the	  QM	  region	  used	  in	  the	  calculations	  is	  shown.	  Relative	  energies	  of	  minima	  and	  the	  transition	  state	  w.r.t.	  to	  the	  reactant	  state	  ISN1a.	  B3LYP/6-­‐31+G(d,p)/MM	  calculated.	  R	  indicates	  position	  of	  the	  link	  atom	  and	  the	  connection	  to	  the	  MM	  region.	  	  
	  
Figure	  47	  The	  water	  dissociation	  step	  as	  predicted	  by	  QM/MM	  calculations.	  Only	  part	  of	  the	  QM	  region	  used	  in	  the	  calculations	  is	  shown.	  Relative	  energies	  of	  minima	  and	  transition	  state	  w.r.t.	  to	  the	  reactant	  state	  ISN1a.	  B3LYP/6-­‐31+G(d,p)/MM	  calculated.	  R	  indicates	  position	  of	  the	  link	  atom	  and	  the	  connection	  to	  the	  MM	  region.	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The	  last	  step	  of	  the	  amide	  reaction	  is	  water	  dissociation	  (see	  Figure	  47)	  of	  the	  now	  combined	  Lys10-­‐Asp96	  residue.	  The	  most	  direct	  way	  to	  achieve	  this	  is	  by	  redirecting	  the	  Glu56	  hydroxyl	  group	  (hydrogen	  bonding	  with	  Lys10)	  towards	  the	  hydroxyl	  group	  of	  the	  Lys10-­‐Asp96	  residue	  (intermediate	  ISN6).	  The	  water	  dissociation	  can	  then	  proceed	  through	  a	  single	  step	  where	  the	  hydroxyl	  group	  is	  protonated	  by	  Glu56	  and	  Glu56	  is	  reprotonated	  by	  the	  other	  hydroxyl	  group	  of	  the	  Lys-­‐Asp	  residue	  to	  give	  the	  isopeptide	  bond	  residue,	  dissociated	  water	  and	  protonated	  Glu56.	  	  The	  reaction	  profile	  shown	  in	  Figure	  45	  was	  calculated	  at	  the	  B3LYP/6-­‐31+G(d,p)/MM	  level	  and	  is	  rather	  high	  in	  energy.	  The	  water	  dissociation	  step	  is	  the	  highest	  point	  on	  the	  profile	  and	  has	  a	  relative	  energy	  of	  30.0	  kcal/mol.	  According	  to	  transition	  state	  theory	  this	  barrier	  is	  too	  high	  to	  be	  surmountable	  by	  the	  system	  at	  room	  temperature	  meaning	  that	  our	  calculations	  are	  at	  odds	  with	  experimental	  observations.	  As	  other	  mechanisms	  had	  been	  trialled	  and	  were	  found	  to	  be	  even	  higher	  in	  energy	  than	  the	  current	  mechanism,	  we	  explored	  other	  reasons	  for	  these	  high	  energy	  differences.	  	  We	  performed	  single-­‐point	  calculations	  with	  a	  much	  larger	  basis	  set,	  6-­‐311+G(3df,3pd)	  which	  should	  be	  close	  to	  the	  basis	  set	  limit.	  This,	  however,	  resulted	  in	  only	  small	  changes	  (see	  Figure	  48)	  and	  even	  resulted	  in	  higher	  energies	  for	  some	  intermediates	  and	  a	  still	  high	  activation	  barrier	  of	  30.7	  kcal/mol.	  	  
	  
Figure	  48	  The	  dependence	  of	  different	  QM	  levels	  of	  theory	  on	  the	  QM/MM	  reaction	  profile.	  	  Changing	  the	  DFT	  approximation,	  however,	  had	  a	  much	  larger	  impact	  on	  the	  energies	  of	  the	  reaction	  profile	  as	  shown	  in	  Figure	  48.	  All	  relative	  energies	  of	  minima	  and	  saddle	  points	  following	  the	  nucleophilic	  attack	  are	  substantially	  lower	  at	  the	  M06-­‐2X/6-­‐311+G(3df,3pd)	  level	  and	  the	  highest	  point	  of	  the	  profile	  is	  now	  24.4	  kcal/mol.	  Suspecting	  inadequate	  description	  of	  dispersion	  interactions	  at	  the	  B3LYP	  level	  to	  be	  the	  reason	  for	  the	  difference	  in	  relative	  energies,	  we	  added	  a	  simple	  DFT-­‐D	  dispersion	  
 148 
correction	  to	  all	  B3LYP	  energies.26	  Indeeed	  it	  turns	  out	  that	  the	  B3LYP-­‐D	  profile	  is	  much	  closer	  to	  the	  M06-­‐2X	  profile	  and	  these	  results	  suggest	  that	  it	  is	  necessary	  to	  take	  dispersion	  properly	  into	  account	  for	  reliable	  energies	  for	  our	  pathway.	  We	  note	  that	  M06-­‐2X	  has	  been	  shown	  to	  be	  one	  of	  the	  best	  performing	  density	  functionals	  for	  general	  organic	  thermochemistry	  and	  barriers	  as	  was	  confirmed	  in	  a	  very	  extensive	  benchmarking	  study	  by	  Goerigk	  and	  Grimme.34	  	  We	  were	  interested	  in	  exploring	  the	  dynamic	  behaviour	  of	  the	  system	  right	  after	  isopeptide	  bond	  formation,	  so	  we	  imported	  the	  QM/MM	  optimised	  ISN7	  structure	  into	  the	  CHARMM	  program,	  applied	  the	  CHARMM	  isopeptide	  bond	  topology	  to	  the	  the	  isopeptide	  bond	  (like	  in	  the	  intact	  isopeptide	  bond	  preparation	  in	  Chapter	  5.2.2),	  redefined	  the	  reaction-­‐formed	  water	  molecule	  as	  a	  TIP3	  water	  molecule	  and	  started	  a	  classical	  MD	  simulation	  which	  ran	  for	  1	  ns.	  During	  the	  MD	  simulation	  the	  water	  molecule	  from	  the	  reaction	  moves	  from	  its	  QM/MM	  optimised	  position	  to	  a	  position	  where	  a	  water	  molecule	  is	  seen	  in	  the	  crystal	  structure.	  This	  is	  illustrated	  in	  Figure	  49	  which	  shows	  an	  overlay	  of	  the	  isopeptide	  bond	  region	  for	  the	  crystal	  structure,	  ISN7	  QM/MM	  optimised	  structure	  and	  the	  1	  ns	  snapshot	  from	  the	  MD	  simulation.	  
	  
Figure	  49	  Overlay	  of	  the	  isopeptide	  region	  for	  the	  crystal	  structure	  (green),	  the	  ISN7	  QM/MM	  optimised	  structure	  (pink)	  and	  the	  last	  snapshot	  of	  the	  1	  ns	  MD	  simulation	  (cyan).	  Water	  molecules	  are	  shown	  as	  balls.	  The	  arrow	  indicates	  movement	  of	  the	  eliminated	  water	  to	  the	  position	  observed	  in	  both	  the	  MD	  and	  the	  crystal	  structure.	  Inset	  shows	  hydrogen	  bonds	  of	  this	  water	  molecule	  in	  these	  two	  locations.	  	  This	  agreement	  between	  crystal	  structure	  and	  the	  computational	  structures	  for	  the	  position	  of	  the	  water	  molecule	  and	  the	  overall	  position	  of	  the	  residues	  in	  the	  isopeptide	  bond	  region	  as	  shown	  in	  Figure	  49	  is	  reassuring.	  The	  water	  molecule	  is	  stabilised	  by	  hydrogen	  bonds	  but	  we	  did	  discover	  when	  doing	  further	  MD	  simulations	  that	  this	  water	  molecule	  can	  escape	  from	  its	  position	  through	  a	  channel	  represented	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in	  Figure	  49	  by	  3	  crystal	  structure	  water	  molecules	  that	  lead	  out	  into	  bulk	  solution.	  The	  eliminated	  water	  molecule	  thus	  is	  not	  trapped	  inside	  the	  protein	  but	  most	  likely	  is	  exchanged	  with	  water	  from	  bulk	  solution	  after	  reaction.	  	  	  In	  QM/MM	  studies	  of	  potential	  energy	  profiles	  it	  is	  usually	  necessary	  to	  check	  for	  the	  sensitivity	  of	  the	  results	  to	  the	  conformational	  diversity	  of	  the	  protein.	  This	  involves	  using	  different	  snapshots	  from	  the	  classical	  protein	  equilibration	  and	  recalculating	  the	  same	  pathway	  a	  few	  times.339	  This	  enables	  one	  to	  check	  whether	  the	  initial	  snapshot	  chosen,	  was	  perhaps	  accidentally	  trapped	  in	  a	  high-­‐energy	  local	  minimum	  that	  could	  lead	  to	  artifically	  low	  barriers.	  We	  recalculated	  our	  reaction	  profile	  using	  two	  additional	  snapshots	  (after	  450	  and	  400	  ps	  of	  classical	  MD	  simulation)	  which	  are	  shown	  in	  Figure	  50.	  
	  
Figure	  50	  M06-­‐2X/6-­‐311+G(3df,3pd)/MM//B3LYP/6-­‐31+G(d,p)/MM	  calculated	  reaction	  profiles	  starting	  from	  different	  snapshots	  of	  the	  classical	  MD	  equilibration.	  Figure	  50	  shows	  that	  the	  400	  ps	  snapshot	  leads	  to	  a	  very	  similar	  reaction	  profile	  as	  the	  500	  ps	  snapshots,	  in	  particular	  the	  key	  barriers	  are	  of	  essentially	  the	  same	  height.	  The	  450	  ps	  snapshots	  leads	  to	  higher	  energies	  for	  many	  of	  the	  minima	  and	  transition	  states	  and	  particularly	  the	  two	  key	  transition	  states	  are	  considerably	  higher	  in	  energy.	  It	  is	  thus	  clear	  that	  the	  variability	  of	  the	  protein	  can	  affect	  the	  energetics	  of	  the	  calculated	  reaction	  profile	  and	  that	  protein	  variability	  for	  this	  system	  should	  be	  explored	  more.	  Ideally,	  this	  would	  be	  performed	  by	  direct	  free	  energy	  simulations	  of	  the	  protein	  that	  would	  sample	  the	  environmental	  degrees	  of	  freedom	  which	  should	  result	  in	  a	  single	  potential	  of	  mean	  force	  profile	  (e.g.	  by	  thermodynamic	  integration	  as	  in	  Chapter	  4)	  ,	  making	  multiple	  pathway	  calculations	  for	  many	  snapshots	  unnecessary.	  This	  remains	  very	  expensive,	  however,	  and	  was	  not	  attempted	  here.	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The	  mechanism	  just	  described	  results	  in	  a	  surmountable	  activation	  barrier,	  due	  to	  active	  participation	  of	  the	  Glu56	  residue	  in	  the	  nucleophilic	  attack	  step	  of	  Lys10	  and	  Asp96	  and	  the	  water	  dissociation	  step	  of	  the	  Lys10-­‐Asp96	  combined	  residue.	  The	  role	  of	  Glu56	  in	  the	  nucleophilic	  attack	  step	  seems	  to	  be	  mainly	  due	  to	  the	  favourable	  hydrogen-­‐bond	  network	  that	  it	  creates.	  This	  network	  and	  the	  proximity	  of	  the	  residue	  then	  allows	  convenient	  shuttling	  of	  protons	  through	  very	  low-­‐energy	  barriers	  needed	  for	  the	  arrangement	  of	  residues	  for	  the	  water	  dissociation.	  Our	  mechanism	  suggests	  that	  a	  tetrahedral	  amide	  hydrate	  intermediate	  ISN5	  is	  a	  crucial	  low-­‐energy	  intermediate	  for	  isopeptide	  bond	  formation	  to	  take	  place,	  rather	  than	  a	  concerted	  mechanism.	  Without	  the	  Glu56	  residue	  it	  appears	  to	  be	  difficult	  to	  get	  to	  such	  a	  minimum.	  While	  the	  path	  to	  the	  zwitterionic	  tetrahedral	  intermediate	  ISN4a	  does	  not	  require	  any	  proton-­‐shuttling	  through	  Glu56,	  this	  minimum	  seems	  to	  be	  stabilised	  by	  the	  hydrogen-­‐bonds	  of	  Glu56	  i.e.	  the	  minimum	  wouldn’t	  be	  stable	  without	  the	  hydrogen	  bonding	  by	  Glu56	  (see	  Chapter	  5.4	  for	  the	  mutant	  pathway	  where	  this	  is	  explored).	  The	  presence	  of	  Glu56	  hence	  both	  stabilises	  the	  intermediate	  and	  allows	  the	  NH	  proton	  to	  be	  transferred	  away,	  following	  nucleophilic	  attack,	  which	  is	  necessary	  for	  subsequent	  water	  dissociation.	  The	  amide	  hydrate	  intermediate	  (e.g.	  
ISN5)	  could	  be	  stabilised	  without	  Glu56	  if	  the	  NH	  proton	  is	  transferred	  from	  the	  NH2	  group	  to	  the	  unprotonated	  oxygen	  on	  Asp96.	  This,	  however,	  would	  have	  to	  proceed	  through	  a	  very	  high-­‐energy	  4-­‐center	  transition	  state	  and	  thus	  cannot	  occur.	  The	  water	  dissociation	  step	  could	  also	  occur	  without	  a	  tetrahedral	  intermediate	  and	  without	  Glu56	  through	  a	  concerted	  mechanism	  but	  that	  would	  require	  the	  NH	  proton	  to	  be	  transferred	  to	  the	  Asp96	  hydroxyl	  group	  at	  the	  same	  time	  as	  the	  nucleophilic	  attack	  step	  and	  which	  would	  also	  be	  a	  very	  high-­‐energy	  transition	  state.	  	  The	  highest	  barrier	  in	  our	  reaction	  profile	  is	  elimination	  of	  water	  from	  the	  neutral	  amide	  hydrate,	  ISN6.	  However,	  this	  may	  not	  be	  the	  rate-­‐determining	  step.	  It	  is	  well	  known	  that	  water	  elimination	  of	  such	  diol-­‐like	  intermediates	  occurs	  fast	  and	  is	  efficiently	  catalyzed	  by	  both	  acids	  and	  bases.340	  Since	  the	  isopeptide	  bond	  region	  is	  close	  to	  the	  bulk,	  it	  seems	  likely	  that	  water	  elimination	  could	  proceed	  even	  more	  efficiently	  by	  an	  acid-­‐	  or	  base-­‐catalyzed	  mechanism	  involving	  the	  solvent,	  which	  we	  did	  not	  explore.	  Thus	  we	  consider	  the	  key	  point	  of	  our	  mechanism	  to	  be	  the	  low	  barrier	  nucleophilic	  attack	  and	  formation	  of	  the	  tetrahedral	  intermediate.	  	  	  
5.4	  Results:	  QM/MM	  calculations	  of	  Glu-­‐>Gln	  mutant	  of	  CnaB2	  A	  mutation	  experiment	  where	  Glu56	  was	  mutated	  into	  a	  glutamine	  residue	  (containing	  an	  amide	  group	  instead	  of	  a	  carboxylate	  group),	  and	  subsequent	  NMR	  analysis	  showed	  that	  the	  isopeptide	  bond	  had	  not	  been	  formed.329	  This	  suggests	  a	  crucial	  catalytic	  role	  for	  Glu56	  which	  our	  proposed	  mechanism	  in	  Chapter	  5.3	  already	  seems	  to	  demonstrate.	  	  While	  a	  GLN56	  residue	  would	  be	  capable	  of	  forming	  hydrogen	  bonds	  like	  Glu56	  it	  is	  not	  capable	  of	  acting	  as	  a	  proton	  shuttle	  (can	  neither	  donate	  or	  accept	  protons)	  and	  this	  single	  fact	  would	  seem	  to	  explain	  the	  catalytic	  role	  of	  Glu56	  and	  why	  the	  reaction	  does	  not	  happen	  for	  the	  Glu56-­‐>Gln56	  mutant.	  	  Nonetheless,	  QM/MM	  calculations	  (B3LYP/6-­‐31+G(d,p)/MM)	  were	  carried	  out	  for	  the	  GLN56	  mutant	  where	  pathways	  for	  isopeptide	  bond	  formation	  were	  trialled,	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involving	  the	  GLN56	  residue	  as	  much	  as	  possible.	  A	  small	  30	  atom	  QM	  region	  was	  used.	  	  	  A	  deprotonated	  Lys10	  minimum,	  GLNM1,	  was	  found	  (See	  Figure	  51)	  where	  Asp96	  and	  GLN56	  form	  a	  hydrogen-­‐bonded	  amide-­‐acid	  dimer	  similar	  to	  the	  acid	  dimer	  for	  the	  native	  protein.	  Nucleophilic	  attack	  by	  Lys10	  was	  attempted,	  where	  the	  oxygen	  of	  the	  amide	  group	  acts	  as	  a	  hydrogen-­‐bond	  acceptor	  to	  the	  incoming	  Lys10-­‐NH2	  group.	  However,	  attempts	  to	  stabilise	  a	  tetrahedral	  intermediate,	  similar	  to	  the	  zwitterionic	  intermediate	  ISN4a	  for	  the	  native	  protein	  were	  not	  successful	  (falls	  back	  to	  GLNM1)	  ,	  despite	  numerous	  attempts.	  This	  suggests	  that	  a	  carboxylic	  acid	  group	  is	  required	  for	  stabilisation	  of	  the	  tetrahedral	  intermediate	  leading	  to	  isopeptide	  bond	  formation	  and	  that	  a	  glutamate	  (or	  possibly	  an	  aspartate	  residue)	  is	  necessary	  for	  isopeptide	  bond	  formation	  involving	  Lys	  and	  Asp	  residues.	  	  The	  only	  way	  to	  stabilise	  a	  tetrahedral	  intermediate	  for	  the	  mutant	  protein	  was	  to	  transfer	  the	  NH	  proton	  from	  Lys10	  to	  the	  carbonyl	  oxygen	  of	  Asp96,	  making	  an	  amide	  hydrate	  tetrahedral	  intermediate,	  similar	  to	  ISN5	  of	  the	  native	  protein.	  However,	  this	  requires	  a	  proton	  transfer	  going	  through	  a	  4-­‐center	  transition	  state	  to	  occur	  simultanteously	  as	  the	  nucleophilic	  attack.	  This	  would	  not	  seem	  feasible	  and	  indeed	  the	  calculated	  barrier	  according	  to	  a	  test	  calculation	  turned	  out	  to	  be	  37.5	  kcal/mol	  at	  the	  M06-­‐2X/6-­‐311+G(3df,3pd)/MM	  level	  (single-­‐points	  on	  B3LYP/6-­‐31+G(d,p)/MM	  geometries).	  See	  Figure	  51.	  Another	  4-­‐center	  transition	  state	  would	  then	  be	  required	  for	  water	  dissociation	  (since	  the	  proton-­‐shuttle	  is	  not	  available)	  presumably	  requiring	  an	  energy	  penalty	  of	  similar	  magnitude.	  Another	  way	  to	  get	  isopeptide	  bond	  formation	  without	  stabilisation	  of	  the	  tetrahedral	  intermediate	  is	  through	  a	  concerted	  mechanism	  where	  the	  nucleophilic	  attack	  and	  water	  dissociation	  occur	  at	  the	  same	  time.	  This	  would,	  however,	  also	  require	  an	  unfavourable	  4-­‐center	  transition	  state.	  	  	  
	  
Figure	  51	  High-­‐energy	  nucleophilic	  attack	  step	  leading	  to	  isopeptide	  bond	  formation	  for	  the	  GLN56	  mutant.	  M06-­‐2X/6-­‐311+G(3df,3pd)/MM//B3LYP/6-­‐31+G(d,p)/MM	  energies.	  Full	  QM	  region	  shown.	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  QM/MM	  calculations	  for	  the	  GLN56	  mutant	  thus	  appear	  to	  confirm	  the	  basic	  mechanism	  we	  propose	  for	  the	  native	  protein;	  Glu56	  acting	  as	  a	  favourable	  hydrogen-­‐bonding	  partner	  for	  tetrahedral	  intermediate	  stabilisation	  and	  a	  proton	  shuttle.	  No	  low-­‐energy	  isopeptide	  bond	  pathway	  seems	  possible	  for	  a	  mutant	  version	  without	  a	  carboxylate-­‐containing	  sidechain	  for	  residue	  56.	  	  
5.5	  Results:	  Additional	  calculations	  using	  the	  frozen	  QM/MM	  preparation	  	  While	  our	  proposed	  mechanism	  for	  Lys-­‐Asp	  isopeptide	  bond	  formation	  in	  CnaB2	  is	  generally	  satisfactory,	  experimental	  observations	  and	  speculations	  pose	  additional	  questions:	  	   1. Is	  a	  cis	  isopeptide	  bond	  conformer	  possible?	  2. Is	  an	  inverse	  mechanism	  possible:	  Lys10	  reacting	  with	  Glu56	  catalyzed	  by	  Asp96	  ?	  3. Why	  is	  isopeptide	  bond	  formation	  slower	  when	  Asp	  is	  mutated	  into	  Asn	  ?	  	  	  	  In	  previous	  calculations	  we	  had	  also	  noticed	  that	  the	  distance	  between	  the	  nearby	  carbonyl	  group	  of	  the	  peptide	  bond	  of	  Glu64	  and	  the	  Asp96	  carboxyl	  group	  fluctuated	  a	  lot	  and	  was	  sometimes	  very	  close	  to	  the	  Asp96	  carboxylic	  acid	  group.	  We	  hypothesised	  that	  the	  presence	  of	  this	  group	  could	  act	  as	  a	  hydrogen	  bond	  acceptor	  that	  would	  affect	  the	  energetics	  of	  the	  isopeptide	  reaction	  mechanism,	  potentially	  lowering	  the	  barrier	  for	  water	  dissociation	  and	  increase	  the	  stability	  of	  the	  tetrahedral	  amide	  hydrate	  intermediates.	  Using	  the	  geometry	  of	  the	  amide	  hydrate	  intermediate	  just	  before	  water	  dissociation	  (equivalent	  to	  ISN6	  in	  Figure	  47)	  we	  then	  carried	  out	  a	  classical	  MD	  simulation	  keeping	  the	  Lys10,	  Asp96	  and	  Glu56	  sidechains	  fixed	  (frozen	  QM/MM	  preparation).	  During	  the	  1	  ns	  simulation	  a	  hydrogen	  bond	  between	  the	  Asp96	  hydroxyl	  group	  and	  the	  carbonyl	  group	  of	  Glu64	  formed	  (H-­‐bond	  distance	  of	  ~1.9	  Å).	  The	  1	  ns	  snapshot	  was	  then	  used	  for	  QM/MM	  calculations.	  	  In	  order	  to	  perform	  faster	  calculations	  the	  RI-­‐B97D	  functional	  was	  used	  instead	  of	  the	  B3LYP	  functional.	  Additionally	  a	  slightly	  smaller	  QM	  region	  of	  56	  atoms	  was	  used.	  These	  changes	  to	  the	  computational	  protocol	  unfortunately	  makes	  comparison	  with	  the	  previous	  calculations	  slightly	  problematic	  although	  it	  seems	  unlikely	  that	  B3LYP	  and	  RI-­‐B97D	  would	  predict	  very	  different	  geometries	  or	  that	  the	  slightly	  smaller	  QM	  region	  would	  affect	  the	  overall	  energetics	  (single-­‐point	  energy	  evaluations	  are	  performed	  at	  the	  M06-­‐2X/6-­‐311+G(3df,3pd)	  level).	  	  The	  QM/MM	  pathway	  calculations	  were	  performed,	  starting	  from	  the	  amide	  hydrate	  intermediate	  and	  the	  product	  and	  reactant	  minima	  located.	  However,	  only	  the	  transition	  states	  for	  the	  nucleophilic	  attack	  and	  water	  dissociation	  were	  located	  and	  used	  to	  calculate	  relative	  energies	  with	  respect	  to	  a	  cleaved	  reactant	  state	  as	  shown	  in	  Figure	  52.	  Curiously,	  the	  calculated	  barriers	  towards	  nucleophilic	  attack	  and	  water	  dissociation	  are	  rather	  different	  this	  time	  around	  with	  the	  relative	  energy	  of	  the	  water	  dissociation	  step	  being	  significantly	  lower	  than	  previously	  at	  15.5	  kcal/mol	  while	  the	  relative	  energy	  of	  the	  nucleophilic	  attack	  step	  is	  higher	  at	  18.9	  kcal/mol.	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This	  then	  suggests	  that	  the	  barrier	  to	  water	  dissociation	  is	  more	  easily	  surmountable	  than	  previous	  calculations	  indicated	  and	  that	  the	  nearest	  environment	  can	  influence	  this	  barrier	  (we	  also	  note	  that	  water	  molecules	  from	  the	  bulk	  are	  nearby	  that	  could	  also	  influence	  the	  mechanism	  by	  forming	  hydrogen	  bonds	  in	  a	  similar	  way	  or	  act	  as	  acid/base	  catalysts).	  
	  
Figure	  52	  The	  nucleophilic	  attack	  transition	  state	  (left)	  and	  the	  water	  dissociation	  transition	  state	  (right),	  when	  calculated	  using	  the	  frozen	  QM/MM	  preparation.	  Hydrogen	  bonds	  to	  the	  Glu64	  carbonyl	  group	  are	  indicated.	  M06-­‐2X/6-­‐311+G(3df,3pd)/MM//RI-­‐B97-­‐D/6-­‐31+G(d,p)/MM	  relative	  energies	  w.r.t.	  to	  the	  reactant	  state.	  It	  is	  not	  clear	  why	  the	  nucleophilic	  attack	  step	  becomes	  slightly	  less	  favourable	  than	  before.	  It	  may	  be	  that	  the	  Glu64	  residue	  is	  in	  too	  close	  contact	  with	  the	  Asp96	  residue	  to	  be	  favourable	  (due	  to	  oxygen-­‐oxygen	  repulsions).	  How	  much	  the	  key	  barriers	  are	  affected	  by	  nearby	  protein	  residues	  like	  Glu64	  is	  hence	  an	  open	  question,	  possibly	  best	  explored	  by	  free	  energy	  simulations.	  	  We	  also	  performed	  calculations	  for	  this	  setup	  involving	  an	  isopeptide	  bond	  with	  a	  cis	  conformation	  instead	  of	  trans	  as	  Lys-­‐Asn	  cis	  isopeptide	  bonds	  have	  been	  found	  to	  be	  as	  common	  as	  trans.324	  Despite	  the	  double	  hydrogen	  bond	  to	  Glu56	  in	  the	  cis	  conformation,	  the	  trans	  conformer	  is	  considerably	  more	  stable	  by	  14.2	  kcal/mol	  (see	  Figure	  53).	  The	  whole	  pathway	  to	  cis	  bond	  formation	  was	  not	  calculated	  but	  should	  be	  quite	  similar	  as	  the	  pathway	  to	  trans	  isopeptide	  bond	  formation.	  	  	  
‡ ‡ 
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Figure	  53	  Trans	  vs.	  cis	  isopeptide	  bonds.	  M06-­‐2X/6-­‐311+G(3df,3pd)/MM//RI-­‐B97-­‐D/6-­‐31+G(d,p)/MM	  relative	  energies	  with	  respect	  to	  the	  reactant	  state.	  	  	  Our	  calculations	  thus	  predict	  that	  trans	  isopeptide	  bonds	  are	  thermodynamically	  much	  more	  favourable	  than	  cis	  isopeptide	  bonds	  for	  our	  system	  (not	  unexpectedly)	  despite	  the	  increased	  hydrogen	  bonding	  of	  the	  cis	  conformer.	  We	  did	  not	  calculate	  the	  barrier	  to	  cis	  isopeptide	  bond	  formation,	  however,	  it	  is	  clear	  that	  cis	  bond	  formation	  is	  just	  going	  to	  involve	  a	  slight	  shift	  of	  the	  OCNH	  dihedral	  of	  the	  transition	  state	  shown	  in	  Figure	  53	  (right),	  perhaps	  slightly	  increasing/decreasing	  the	  barrier	  height.	  	  	  We	  note	  that	  Lys-­‐Asn	  isopeptide	  bonds	  have	  been	  found	  in	  both	  cis	  and	  trans	  conformations	  in	  bacterial	  proteins.	  The	  only	  other	  case	  of	  a	  Lys-­‐Asp	  isopeptide	  bond	  was	  recently	  found	  in	  a	  S.	  pyogenes	  pilus	  protein	  having	  both	  a	  Lys-­‐Asp	  and	  a	  Lys-­‐Asn	  isopeptide	  bond.341	  It	  is	  striking	  that	  the	  Lys-­‐Asp	  isopeptide	  bond	  in	  that	  protein	  is	  
trans	  while	  the	  Lys-­‐Asn	  bond	  is	  cis.	  While	  it	  may	  be	  that	  the	  environment	  of	  the	  proteins	  containing	  Lys-­‐Asn	  isopeptide	  bonds	  makes	  cis	  isopeptide	  bonds	  thermodynamically	  more	  favourable	  it	  seems	  unlikely	  as	  Lys-­‐Asp	  and	  Lys-­‐Asn	  isopeptide	  bonds	  are	  identical	  in	  chemical	  composition	  and	  the	  environment	  is	  usually	  very	  similar	  (hydrophobic	  and	  a	  nearby	  glutamate).	  We	  thus	  hypothesise	  that	  the	  cis	  isopeptide	  bond	  may	  simply	  be	  the	  slightly	  more	  kinetically	  favoured	  product	  in	  Lys-­‐Asn	  proteins.	  In	  Lys-­‐Asp	  proteins,	  the	  kinetics	  of	  cis	  vs.	  trans	  formation	  may	  be	  similar;	  however,	  since	  the	  cis	  product	  is	  so	  thermodynamically	  unfavourable	  in	  the	  Lys-­‐Asp	  case,	  a	  reverse	  reaction	  might	  easily	  occur	  (water	  re-­‐attacking	  the	  isopeptide	  bond),	  creating	  an	  equilibrium	  that	  would	  eventually	  result	  in	  the	  formation	  of	  the	  most	  favourable	  product,	  the	  trans	  isopeptide	  bond.	  A	  detailed	  mechanistic	  study	  of	  
cis	  vs.	  trans	  isopeptide	  bonds	  for	  both	  Lys-­‐Asp	  and	  Lys-­‐Asn	  proteins	  is	  needed	  to	  shed	  further	  light	  on	  these	  issues.	  	  An	  additional	  question	  that	  our	  proposed	  mechanism	  of	  Lys-­‐Asp	  bond	  formation	  in	  the	  CnaB2	  system	  creates,	  is	  the	  possibility	  of	  an	  inverse	  reaction	  occurring,	  where	  instead	  of	  Lys10	  reacting	  with	  Asp96	  to	  form	  an	  isopeptide	  bond	  catalyzed	  by	  Glu56;	  Lys10	  instead	  reacts	  with	  Glu56	  catalyzed	  by	  Asp96.	  Based	  on	  our	  proposed	  
trans-product 
(-4.3 kcal/mol) 
cis-product 
(+9.9 kcal/mol) 
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mechanism,	  there	  is	  nothing	  to	  suggest	  that	  this	  could	  not	  happen,	  as	  both	  Glu56	  and	  Asp96	  have	  carboxylic	  acid	  sidechains.	  This	  possibility	  needs	  to	  be	  explored.	  	  Yang	  and	  coworkers	  recently	  published	  a	  QM/MM	  mechanism	  of	  a	  Lys-­‐Asn	  cis	  isopeptide	  bond	  formation	  in	  the	  S.	  pyogenes	  Spy0128	  pilus	  protein	  by	  QM/MM	  free	  energy	  simulations.342	  This	  remains	  the	  only	  other	  reported	  calculated	  mechanism	  of	  isopeptide	  bond	  formation	  to	  date,	  but	  for	  a	  different	  protein	  and	  a	  slightly	  different	  reaction.	  The	  authors	  similarly	  came	  to	  the	  conclusion	  that	  the	  lysine	  must	  be	  deprotonated	  before	  nucleophilic	  attack	  and	  that	  a	  tetrahedral	  intermediate	  is	  formed	  and	  suggested	  a	  very	  similar	  purpose	  of	  the	  catalytic	  glumatate	  residue	  as	  for	  our	  protein,	  the	  only	  difference	  being	  in	  how	  the	  proton	  transfer	  steps	  are	  carried	  out	  which	  should	  be	  of	  minor	  importance.	  	  	  Another	  open	  question	  is	  the	  slower	  isopeptide	  bond	  formation	  of	  the	  Asp-­‐>Asn	  mutant.	  We	  did	  some	  preliminary	  explorations	  of	  this	  issue	  by	  taking	  the	  frozen	  QM/MM	  setup,	  replaced	  one	  of	  the	  OH	  groups	  (the	  one	  later	  H-­‐bonding	  to	  Glu64)	  with	  NH3	  ,	  re-­‐defined	  the	  topology,	  and	  re-­‐equilibrated	  with	  most	  of	  the	  atoms	  of	  Lys10,	  Asn96	  and	  Glu56	  frozen	  as	  before.	  We	  then	  explored	  the	  formation	  of	  Lys-­‐Asn	  isopeptide	  bond	  formation	  for	  the	  1	  ns	  snapshot,	  using	  the	  RI-­‐B97D	  and	  M06-­‐2X	  functionals	  and	  the	  same	  basis	  sets	  as	  before.	  	  
	  
	  Figure	  54.	  Preliminary	  reaction	  mechanism	  for	  the	  Asp-­‐>Asn	  mutant.	  M06-­‐2X/6-­‐311+G(3df,3pd)/MM//RI-­‐B97-­‐D/6-­‐31+G(d,p)/MM	  relative	  energies.	  Not	  all	  intermediates	  shown	  and	  not	  all	  transition	  states	  have	  been	  calculated.	  	  The	  preliminary	  results	  for	  this	  pathway	  are	  shown	  in	  Figure	  54.	  The	  reaction	  proceeds	  similarly	  by	  a	  nucleophilic	  attack,	  lower	  in	  energy	  than	  the	  nucleophilic	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attack	  in	  Figure	  52,	  but	  then	  has	  to	  go	  through	  a	  few	  higher	  energy	  re-­‐arrangement	  steps,	  before	  ammonia	  elimination.	  These	  re-­‐arrangement	  steps	  involve	  moving	  the	  NH2	  group	  around	  to	  better	  stabilise	  the	  amino-­‐alcohol	  intermediate	  and	  set	  the	  system	  up	  for	  ammonia	  elimination.	  It	  seems	  that	  due	  to	  the	  “bulkiness”	  of	  the	  amino	  group,	  these	  re-­‐arrangements	  may	  be	  slightly	  more	  repulsive	  than	  for	  the	  hydroxyl	  group.	  However,	  this	  mechanism	  needs	  to	  better	  characterised	  and	  reaction	  profiles	  for	  many	  more	  MD	  snapshots	  for	  this	  mutant	  and	  the	  native	  enzyme	  would	  have	  to	  be	  calculated	  in	  order	  to	  properly	  assess	  if	  this	  “bulkiness”	  of	  the	  amino	  group	  is	  the	  difference	  between	  slower	  isopeptide	  bond	  formation	  in	  the	  Asn96	  mutant.	  	  	  	  
5.6	  Results:	  The	  isopeptide	  bond	  mechanism	  in	  the	  gas-­‐phase	  
	  Modelling	  of	  intramolecular	  protein	  reactions	  such	  as	  isopeptide	  bond	  formation	  is	  made	  convenient	  by	  the	  QM/MM	  methodology.	  In	  order	  to	  gauge	  the	  effect	  of	  the	  protein	  environment,	  gas-­‐phase	  modelling	  of	  the	  basic	  reaction	  was	  undertaken.	  	  Specifically	  we	  were	  interested	  if	  an	  amidation	  reaction	  calculated	  using	  a	  part	  of	  the	  previously	  employed	  QM	  region	  in	  the	  gas-­‐phase,	  would	  be	  favourable.	  	  	  The	  reaction	  profile	  was	  calculated	  at	  the	  B3LYP/6-­‐31+G(d,p)	  level	  with	  single-­‐point	  energy	  calculations	  at	  the	  M06-­‐2X/6-­‐311+G(3df,3pd)	  level,	  i.e.	  the	  same	  level	  of	  theory	  as	  in	  the	  QM/MM	  calculations.	  The	  Synchronous	  Transit	  and	  Quasi-­‐Newton	  method	  (STQN)343	  in	  Gaussian	  was	  used	  to	  locate	  transition	  states	  (QST2	  and	  QST3	  keywords)	  all	  of	  which	  were	  confirmed	  by	  frequency	  calculations	  which	  were	  also	  used	  to	  calculate	  the	  thermal	  correction	  to	  enthalpy	  and	  free	  energy.	  	  The	  computed	  potential	  energy	  profile	  ΔE	  (0K,	  no	  ZPVE),	  enthalpy	  profile	  ΔH	  (298	  K)	  and	  free	  energy	  profile	  ΔG	  (298	  K)	  are	  shown	  in	  Figure	  55.	  	  The	  gas-­‐phase	  mechanism	  is	  slightly	  different	  than	  the	  QM/MM	  calculated	  mechanism.	  First	  of	  all,	  an	  NH3+	  group	  on	  the	  lysine-­‐like	  residue	  is	  not	  stable	  and	  leads	  to	  spontaneous	  proton	  transfer	  to	  the	  carboxylic	  acid	  groups	  and	  no	  zwitterionic	  intermediates	  are	  found	  on	  the	  reaction	  profile	  unlike	  the	  QM/MM	  profile.	  Apart	  from	  these	  differences,	  a	  very	  similar	  reaction	  profile	  is	  predicted,	  a	  similar	  nucleophilic	  attack	  step,	  proton	  shuttling	  involving	  the	  glutamate-­‐model	  and	  water	  dissociation.	  Transition	  states	  between	  GAS1	  &	  GAS3	  and	  GAS6	  &	  GAS7	  were	  troublesome	  to	  locate	  with	  STQN	  algorithms	  (subtle	  conformational	  changes	  of	  the	  reactant	  and	  product	  states)	  and	  were	  eventually	  abandoned	  as	  they	  are	  not	  very	  important	  for	  the	  mechanism.	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Figure	  55	  The	  gas-­‐phase	  reaction	  profile	  calculated	  at	  the	  M06-­‐2X/6-­‐311+G(3df,3pd)//B3LYP/6-­‐31+G(d,p)	  level.	  Potential	  energy	  profile	  and	  free	  energy	  profile	  shown	  (free	  energy	  corrections	  at	  the	  B3LYP/6-­‐31+G(d,p)	  level.	  The	  numbering	  of	  minima	  was	  deliberately	  made	  similar	  as	  the	  numbering	  in	  the	  QM/MM	  profile.	  	  The	  energetics	  of	  the	  0	  K	  potential	  energy	  pathway	  are	  very	  similar	  to	  the	  original	  QM/MM	  pathway	  shown	  in	  Figure	  45	  and	  48.	  Interestingly,	  the	  ΔH	  pathway	  is	  for	  the	  most	  part	  very	  similar	  as	  the	  ΔE	  pathway,	  but	  the	  energies	  of	  the	  two	  main	  barriers	  are	  lowered,	  presumably	  due	  to	  favourable	  loss	  of	  vibrational	  energy	  of	  the	  bonds	  being	  broken	  in	  the	  transition	  states.	  However,	  the	  298	  K	  free	  energy	  pathway	  raises	  the	  barriers	  substantially,	  due	  to	  unfavourable	  entropy	  effects,	  which	  would	  presumably	  prevent	  reactions	  of	  this	  kind	  from	  occurring	  spontaneously	  in	  the	  gas-­‐phase	  or	  solution.	  We	  do	  note,	  however,	  that	  the	  accuracy	  of	  the	  free	  energy	  correction	  is	  unknown.	  Due	  to	  the	  many	  low-­‐frequency	  vibrations	  of	  this	  system,	  harmonic	  vibrational	  frequencies	  may	  be	  inaccurate	  for	  the	  entropy	  contribution.1	  	  Free	  energy	  simulations	  of	  the	  QM/MM	  isopeptide	  bond	  pathway	  were	  not	  attempted	  as	  they	  require	  lengthy	  MD	  simulations	  so	  it	  is	  currently	  not	  known	  whether	  a	  calculated	  QM/MM	  free	  energy	  profile	  of	  the	  mechanism	  would	  raise	  the	  barriers	  considerably.	  It	  may	  be	  that	  isopeptide	  bond	  formation	  occurs	  primarily	  because	  the	  entropy	  penalty	  has	  already	  been	  paid	  by	  how	  the	  residues	  are	  positioned	  inside	  the	  protein,	  i.e.	  it	  is	  the	  folding	  of	  the	  peptide	  that	  brings	  the	  residues	  together	  and	  allows	  the	  reaction	  to	  occur	  in	  the	  first	  place.	  Recent	  studies	  of	  free-­‐energy	  effects	  in	  enzymatic	  reactions	  suggest	  that	  for	  the	  most	  part,	  entropy	  effects	  are	  low	  and	  that	  free-­‐energy	  profiles	  compare	  well	  to	  potential	  energy	  profiles	  as	  the	  entropy	  penalty	  of	  binding	  and	  pre-­‐organisation	  of	  the	  substrates	  has	  already	  been	  paid.344,345	  However,	  it	  may	  also	  be	  that	  calculation	  of	  the	  ZPVE	  and	  thermal	  corrections	  to	  enthalpy	  would	  lower	  the	  barriers	  in	  our	  QM/MM	  mechanisms	  of	  isopeptide	  bond	  formation.	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  Finally,	  we	  note	  that	  our	  computed	  mechanism	  of	  amide	  bond	  formation	  in	  the	  gas-­‐phase	  is	  intriguing,	  despite	  the	  high	  free	  energy	  barriers.	  Amide	  bond	  formation	  has	  been	  described	  as	  one	  of	  the	  most	  important	  reactions	  in	  organic	  chemistry	  and	  amide	  bonds	  are	  common	  in	  drug	  molecules	  and	  biologically	  relevant	  compounds.	  Current	  synthetic	  methods	  to	  create	  amide	  bonds	  have	  come	  under	  scrutiny	  due	  to	  waste	  and	  expense	  and	  it	  is	  clear	  that	  new	  and	  better	  methods	  to	  create	  amide	  bonds	  are	  needed,	  especially	  for	  the	  growing	  area	  of	  synthesis	  and	  modification	  of	  peptides.346	  The	  gas-­‐phase	  mechanism	  in	  Figure	  55	  would	  only	  be	  applicable	  as	  a	  catalytic	  strategy	  if	  it	  is	  favourable	  to	  bring	  the	  3	  molecules	  together	  in	  solution,	  i.e.	  if	  the	  intermolecular	  forces	  of	  the	  GAS1	  structure	  in	  solution	  (or	  a	  similar	  complex)	  are	  stronger	  than	  the	  associated	  entropic	  penalty.	  Calculations	  suggest	  this	  to	  be	  the	  case	  in	  the	  gas-­‐phase	  by	  ~	  3	  kcal/mol	  (corrected	  for	  basis	  set	  superposition	  error)	  but	  this	  may	  not	  be	  the	  case	  in	  solution.	  Some	  kind	  of	  supramolecular	  complex	  might	  be	  required	  to	  accomplish	  this	  in	  practice	  (by	  somehow	  trapping	  the	  substrates	  and	  bringing	  them	  close	  together).347	  	  
5.7	  Summary	  	  A	  mechanism	  of	  the	  recently	  discovered	  Lys-­‐Asp	  isopeptide	  bond	  in	  a	  surface	  bacterial	  protein	  has	  been	  computed	  by	  QM/MM	  calculations.	  The	  mechanism	  explains	  some	  key	  experimental	  observations	  such	  as	  the	  catalytic	  role	  of	  the	  glutamate	  residue	  and	  the	  reason	  for	  the	  experimental	  observation	  that	  no	  isopeptide	  bond	  is	  formed	  in	  mutants	  with	  no	  glutamate.	  	  There	  are	  still	  a	  number	  of	  open	  questions	  for	  spontaneous	  formation	  of	  isopeptide	  bonds	  in	  bacterial	  proteins,	  such	  as	  whether	  Lys-­‐Asn	  and	  Lys-­‐Asp	  isopeptide	  bonds	  are	  formed	  by	  a	  common	  mechanism,	  why	  the	  Lys-­‐Asp	  bond	  is	  formed	  more	  rapidly	  than	  the	  Lys-­‐Asn	  bond	  in	  the	  CnaB2	  mutant,	  the	  preference	  for	  cis	  vs.	  trans	  isopeptide	  bonds	  and	  many	  others.	  	  We	  suggest	  future	  computational	  studies	  of	  isopeptide	  bond	  formation	  to	  utilise	  molecular	  dynamics	  and	  free	  energy	  simulations	  in	  a	  QM/MM	  scheme.	  Molecular	  dynamics	  simulation	  should	  enable	  one	  to	  better	  understand	  the	  importance	  of	  the	  environment	  on	  the	  mechanism	  (our	  calculations	  already	  suggest	  that	  such	  effects	  could	  stabilise	  the	  water	  dissociation	  step	  considerably),	  check	  for	  the	  flexibility	  of	  the	  protein	  and	  interaction	  of	  the	  reaction	  site	  with	  the	  nearby	  bulk	  solvent	  as	  well	  as	  giving	  a	  clearer	  picture	  of	  how	  entropy	  affects	  the	  kinetics	  of	  the	  reaction.	  Such	  MD	  simulations	  would	  most	  likely	  require	  the	  use	  of	  semi-­‐empirical	  methods	  due	  to	  computational	  cost	  and	  we	  note	  the	  successful	  use	  of	  the	  PM3	  method	  in	  the	  3F-­‐GABA	  study.	  The	  recent	  OMX	  methods	  have	  also	  been	  shown	  to	  be	  remarkably	  successful	  in	  a	  recent	  benchmark	  study	  of	  organic	  thermochemistry,	  kinetics	  and	  weak	  interactions.321	  OMX/MM	  free	  energy	  simulations	  could	  be	  performed	  either	  using	  thermodynamic	  integration	  or	  umbrella	  sampling	  to	  yield	  a	  free	  energy	  profile	  and	  could	  possibly	  be	  corrected	  to	  a	  DFT/MM	  energy	  profile	  by	  using	  a	  thermodynamic	  cycle	  as	  in	  the	  3F-­‐GABA	  study.	  The	  recent	  use	  of	  QM/MM	  FEP	  methods	  on	  frozen	  NEB	  pathways	  also	  looks	  promising.344,345	  	  	  Finally	  we	  note	  that	  nature	  has	  of	  course	  already	  come	  up	  with	  an	  elegant	  way	  of	  creating	  amide	  bonds	  in	  the	  peptidyltransferase	  centre	  in	  the	  ribosome	  where	  the	  
 159 
peptidyl-­‐tRNA	  residue	  is	  transferred	  to	  the	  aminoacyl-­‐tRNA	  residue	  and	  the	  peptide	  bond	  is	  created.	  The	  mechanism	  of	  peptide	  bond	  mechanism	  is	  still	  under	  debate.348-­‐355	  The	  main	  rate-­‐enhancing	  effect	  of	  peptide	  bond	  formation	  in	  the	  ribosome	  has	  been	  suggested	  to	  be	  entropic	  in	  origin,348	  that	  is	  achieved	  by	  desolvation	  and	  positioning	  of	  the	  substrates,	  leading	  to	  a	  small	  TΔS	  factor.	  However,	  such	  observations	  do	  not	  explain	  the	  mechanism	  (whether	  catalytic	  or	  not).	  Several	  studies	  have	  suggested	  that	  the	  peptidyl-­‐tRNA	  2’-­‐OH	  is	  involved	  and	  acts	  as	  a	  proton	  shuttle	  leading	  to	  possible	  6-­‐	  to	  8-­‐membered	  transition	  states349-­‐352	  and	  tetrahedral	  intermediates,	  but	  the	  importance	  of	  the	  2’-­‐OH	  group	  has	  been	  challenged	  as	  well.353	  Most	  recently,	  kinetic	  isotope	  analyses354	  have	  ruled	  out	  a	  completely	  concerted	  mechanism	  and	  suggest	  instead	  a	  stepwise	  mechanism	  where	  the	  C-­‐N	  bond	  formation	  (nucleophilic	  attack	  by	  the	  aminoacyl	  group)	  leading	  to	  a	  tetrahedral	  intermediate	  is	  rate-­‐limiting.	  A	  proton-­‐shuttle	  role	  by	  peptidyl-­‐tRNA	  2’-­‐OH	  is	  still	  conceivable	  but	  its	  role	  might	  also	  just	  be	  that	  of	  a	  stabilising	  hydrogen	  bond	  (possibly	  involved	  in	  the	  orientation	  of	  the	  substrate	  for	  subsequent	  nucleophilic	  attack)	  while	  nearby	  water	  molecules	  are	  responsible	  for	  the	  necessary	  proton	  transfers	  (deprotonation	  of	  the	  aminoacyl-­‐tRNA	  amine	  group	  and	  protonation	  of	  the	  peptidyl-­‐tRNA	  3’O	  leaving	  group).	  	  	  The	  currently	  proposed	  ideas	  for	  peptide	  bond	  formation	  in	  the	  ribosome	  are	  thus	  not	  too	  dissimilar	  to	  the	  proposed	  mechanisms	  discussed	  in	  our	  work	  on	  isopeptide	  bond	  formation	  where	  orientation	  of	  the	  residues	  for	  nucleophilic	  attack,	  stabilisation	  of	  a	  tetrahedral	  intermediate	  and	  low	  barrier	  proton	  transfers	  are	  all	  key	  points	  and	  may	  well	  be	  nature’s	  efficient	  way	  of	  making	  amide	  bonds.	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Conclusion	  	  We	  have	  presented	  several	  computational	  studies	  that	  revolve	  around	  accounting	  for	  environmental	  effects	  in	  the	  modelling	  of	  chemical	  systems.	  For	  the	  most	  part	  we	  have	  used	  the	  quantum	  mechanics	  /	  molecular	  mechanics	  (QM/MM)	  methodology	  in	  different	  ways	  that	  have	  allowed	  us	  to	  model	  complex	  chemical	  systems	  of	  very	  different	  size	  and	  form.	  	  	  	  
	  
	  
Figure	  56	  Modelling	  solid-­‐state	  NMR	  spectra	  of	  molecular	  crystals	  (Chapter	  2).	  	  The	  main	  project	  concerned	  first	  principles	  computations	  of	  solid-­‐state	  NMR	  properties.	  As	  well	  as	  studying	  chemical	  shifts	  and	  quadrupole	  couplings	  in	  the	  gas	  phase	  for	  validation	  of	  the	  electronic	  structure	  methodology,	  we	  devised	  a	  general	  QM/MM	  based	  protocol	  to	  model	  local	  geometries	  as	  well	  as	  spectroscopic	  properties	  for	  essentially	  any	  molecule	  in	  the	  solid	  state,	  taking	  into	  account	  solid-­‐state	  geometrical	  effects	  and	  direct	  effects	  on	  the	  molecular	  properties.	  The	  molecule	  of	  interest	  is	  described	  at	  an	  appropriate	  QM	  level	  and	  is	  embedded	  in	  a	  large	  array	  of	  MM	  atoms	  built	  up	  from	  crystal	  structure	  information.	  The	  MM	  atoms	  are	  described	  by	  point	  charges	  and	  short-­‐range	  Lennard-­‐Jones	  potentials.	  The	  point	  charges	  are	  derived	  from	  a	  single	  molecule	  QM	  calculation	  and	  are	  iterated	  in	  the	  field	  of	  point	  charges.	  The	  protocol	  allows	  one	  to	  perform	  local	  geometry	  optimisation	  and	  embedded	  molecular	  property	  calculations	  of	  essentially	  any	  molecule.	  We	  have	  applied	  this	  protocol	  to	  many	  different	  systems	  both	  for	  validation	  as	  well	  as	  insight	  into	  how	  the	  solid-­‐state	  affects	  molecular	  properties:	  e.g.	  the	  molecular	  crystal	  of	  HCN-­‐BF3	  with	  its	  dramatic	  gas-­‐to-­‐solid	  bond	  contraction,	  the	  solid-­‐state	  NMR	  properties	  of	  vanadium	  compounds	  and	  the	  solid-­‐state	  59Co	  properties	  of	  the	  ionic	  cobaloxime	  complex	  and	  the	  wet	  crystal	  of	  vitamin	  B12.	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Figure	  57	  The	  QM/MM	  protocol	  for	  modelling	  local	  properties	  of	  molecular	  crystals	  (Chapter	  2).	  	  In	  a	  second	  project	  we	  have	  shed	  light	  on	  the	  complicated	  conformational	  properties	  of	  the	  3F-­‐GABA	  zwitterion	  in	  aqueous	  solution.	  	  	  
	  
Figure	  58	  Solvation	  of	  the	  flexible	  zwitterion	  3F-­‐GABA	  in	  a	  6000	  water	  molecule	  QM/MM	  cluster	  (Chapter	  3).	  	  A	  previous	  computational	  analysis	  using	  continuum	  solvation	  models	  was	  not	  able	  to	  describe	  the	  conformational	  properties	  correctly	  and	  showed	  bias	  towards	  folded	  conformers.	  Using	  elaborate	  QM/MM	  molecular	  dynamics	  simulations	  of	  3F-­‐GABA	  in	  an	  explicit	  large	  water	  cluster	  (see	  Figure	  58),	  we	  computed	  free	  energy	  differences	  that	  revealed	  that	  extended	  conformers	  are	  slightly	  favored	  in	  solution	  in	  agreement	  with	  the	  experimental	  NMR	  analysis.	  A	  spin-­‐spin	  coupling	  constant	  analysis	  using	  dynamically	  averaged	  data	  that	  took	  the	  solvation	  effects	  into	  account	  as	  well,	  reaffirmed	  the	  original	  experimental	  NMR	  analysis.	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Figure	  59	  The	  computed	  PM3/MM	  free	  energy	  profile	  from	  conformer	  A	  to	  F	  (Chapter	  3).	  
	  	  In	  a	  third	  project	  we	  have	  contributed	  to	  the	  mechanistic	  understanding	  of	  spontaneous	  intramolecular	  isopeptide	  bond	  formation	  in	  bacterial	  peptides.	  Isopeptide	  bonds	  are	  the	  result	  of	  inter-­‐	  &	  intra-­‐molecular	  amidation	  reactions	  between	  sidechains	  of	  amino	  acids	  of	  proteins	  and	  have	  recently	  been	  found	  to	  be	  widely	  occurring	  in	  surface	  bacterial	  proteins.	  The	  first	  example	  of	  an	  isopeptide	  bond	  between	  a	  lysine	  and	  aspartate	  sidechains	  was	  recently	  discovered	  by	  collaborators	  at	  the	  University	  of	  St	  Andrews.	  	  	  	  
	  
Figure	  60	  Modelling	  the	  intramolecular	  isopeptide	  bond	  formation	  in	  a	  bacterial	  peptide	  (Chapter	  4).	  	  In	  collaboration	  with	  the	  experimental	  scientists	  we	  have	  uncovered	  the	  mechanistic	  aspects	  of	  isopeptide	  bond	  formation	  that	  explain	  how	  and	  why	  this	  reaction	  takes	  place	  inside	  the	  protein.	  A	  QM/MM	  calculated	  reaction	  profile	  reveals	  the	  crucial	  catalytic	  role	  that	  a	  nearby	  glutamate	  residue	  has,	  acting	  as	  an	  efficient	  proton	  shuttle	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and	  hydrogen-­‐bonding	  residue	  that	  leads	  to	  low-­‐barrier	  nucleophilic	  attack	  of	  lysine	  towards	  aspartate,	  stabilisation	  of	  a	  tetrahedral	  amide	  hydrate	  intermediate	  and	  subsequent	  water	  elimination.	  	  
	  
Figure	  61	  The	  isopeptide	  bond	  reaction	  mechanism	  (Chapter	  4).	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Appendix	  	  Appendix	  1.1:	  The	  QM/MM	  protocol	  in	  Chapter	  3.5	  relied	  on	  the	  use	  of	  several	  Chemshell89,	  TCl	  and	  bash	  scripts.	  These	  are	  included	  below:	  	  	  	  Chemshell	  example	  inputfile	  for	  VOCl3	  :	  ##########################################	  #	  COORDINATES	  INPUT	  ##########################################	  	  global	  chemsh_default_connectivity_toler	  	  global	  chemsh_default_connectivity_scale	  	  #set	  chemsh_default_connectivity_toler	  	  X	  #set	  chemsh_default_connectivity_scale	  	  Y	  	  c_create	  coords=cell.c	  {	  cell_constants	  angstrom	  5.02300	  9.21600	  11.27800	  90.00000	  90.00000	  90.000	  space_group	  1	  coordinates	  V	  	  	  	  	  0.141410	  	  	  	  0.750000	  	  	  	  0.954780	  	  	  	  	  	  	  V	  	  	  	  	  0.641410	  	  	  	  0.750000	  	  	  	  0.545220	  	  	  	  	  	  	  V	  	  	  	  	  0.858590	  	  	  	  0.250000	  	  	  	  0.045220	  	  	  	  	  	  	  V	  	  	  	  	  0.358590	  	  	  	  0.250000	  	  	  	  0.454780	  	  	  	  	  	  	  O	  	  	  	  	  0.829100	  	  	  	  0.750000	  	  	  	  0.950500	  	  	  	  	  	  	  O	  	  	  	  	  0.329100	  	  	  	  0.750000	  	  	  	  0.549500	  	  	  	  	  	  	  O	  	  	  	  	  0.170900	  	  	  	  0.250000	  	  	  	  0.049500	  	  	  	  	  	  	  O	  	  	  	  	  0.670900	  	  	  	  0.250000	  	  	  	  0.450500	  	  	  	  	  	  	  Cl	  	  	  	  0.255800	  	  	  	  0.750000	  	  	  	  0.136480	  	  	  	  	  	  	  Cl	  	  	  	  0.755800	  	  	  	  0.750000	  	  	  	  0.363520	  	  	  	  	  	  	  Cl	  	  	  	  0.744200	  	  	  	  0.250000	  	  	  	  0.863520	  	  	  	  	  	  	  Cl	  	  	  	  0.244200	  	  	  	  0.250000	  	  	  	  0.636480	  	  	  	  	  	  	  Cl	  	  	  	  0.273800	  	  	  	  0.558160	  	  	  	  0.867110	  	  	  	  	  	  	  Cl	  	  	  	  0.773800	  	  	  	  0.941840	  	  	  	  0.632890	  	  	  	  	  	  	  Cl	  	  	  	  0.273800	  	  	  	  0.941840	  	  	  	  0.867110	  	  	  	  	  	  	  Cl	  	  	  	  0.773800	  	  	  	  0.558160	  	  	  	  0.632890	  	  	  	  	  	  	  Cl	  	  	  	  0.726200	  	  	  	  0.441840	  	  	  	  0.132890	  	  	  	  	  	  	  Cl	  	  	  	  0.226200	  	  	  	  0.058160	  	  	  	  0.367110	  	  	  	  	  	  	  Cl	  	  	  	  0.726200	  	  	  	  0.058160	  	  	  	  0.132890	  	  	  	  	  	  	  Cl	  	  	  	  0.226200	  	  	  	  0.441840	  	  	  	  0.367110	  }	  	  ###############################################	  #	  CALCULATION	  SETTINGS	  ###############################################	  	  source	  sc-­‐qmmm.tcl	  	  ##	  QM	  calculation	  settings	  set	  moleculecharge	  0	  set	  qmatoms	  {1	  2	  3	  4	  5	  }	  exec	  touch	  ./empty.ff	  	  	  sc-­‐qmmm	  cell=cell.c	  	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  atomchargesupdate=./chargeupdate-­‐npa-­‐g09.bash	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  cellchargesupdate=./chargecell.bash	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  radiuscluster=80	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  radius_active=50	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  originatom=1	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  nsp=10	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  nopt=10	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  rmscon=0.00001	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  chargelevel=	  [	  list	  theory=hybrid	  :	  [	  list	  coupling=shift	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  qm_region=	  $qmatoms	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  qm_theory=	  gaussian	  :	  [	  list	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  exe=	  g09run	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  nproc=	  8	  	  \	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  scfconv=	  6	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  basis=6-­‐31G*	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  charge=$moleculecharge	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  hamiltonian=	  bp86	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  optstr=	  "int=ultrafine"	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  atomcharge=	  pop=npa	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  g98_mem=	  1GB	  ]	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mm_theory=dl_poly	  :	  	  [	  list	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mxexcl=	  254	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mxlist=	  20000	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mm_defs=	  empty.ff	  	  ]]]	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  optlevel=	  [	  list	  tolerance=0.0045	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  active_atoms=	  $qmatoms	  maxcycle=700	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  theory=hybrid	  :	  [	  list	  coupling=shift	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  qm_region=	  $qmatoms	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  qm_theory=	  orca	  :	  [	  list	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  executable=/home/rb465/orca_280-­‐update2/orca	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  nproc=8	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  hamiltonian=	  dft	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  functional=bp86	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  use_ri=yes	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  basis=def2svp	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  auxbasis=def2_SVP_J	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  gridsize=4	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  finalgridsize=5	  ]	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mm_theory=dl_poly	  :	  	  [	  list	  	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mxexcl=	  254	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mxlist=	  20000	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  mm_defs=	  vocl3.ff	  	  ]]]	  	  	  sc-­‐qmmm.tcl:	  proc	  sc-­‐qmmm	  {	  args	  }	  {	  	  	  	  	  if	  {	  [	  parsearg	  sc-­‐qmmm	  {cell	  chargelevel	  optlevel	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  atomchargesupdate	  cellchargesupdate	  	  radiuscluster	  \	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  radius_active	  originatom	  nsp	  nopt	  rmscon	  }	  $args	  ]	  }	  {	  	  	  	  	  	  	  	  	  chemerr	  "error	  in	  sc-­‐qmmmm	  arguments"	  	  	  	  	  }	  	  	  #################################################################	  #	  CLUSTER	  CUTTING	  #################################################################	  cluster_cut	  coords=cell.c	  radius_cluster=$radiuscluster	  cluster=cluster.c	  crystal_type=molecular	  origin_atom=$originatom	  	  exec	  cp	  cluster.c	  cluster-­‐initial.c	  	  #################################################################	  #	  SINGLE-­‐POINT	  LOOP	  #################################################################	  	  for	  {	  set	  isp	  1	  }	  {	  $isp	  <=	  $nsp	  }	  {	  incr	  isp	  1	  }	  {	  	  set	  dsp	  [expr	  $isp-­‐1]	  #	  Single-­‐point	  calculation	  to	  get	  charges	  	  energy	  coords=cluster.c	  $chargelevel	  	  #	  exec	  cp	  cluster.c	  cluster-­‐afterenergy$isp.c	  	  #	  Updating	  point	  charges	  in	  fragment	  file	  (cluster.c)	  exec	  $atomchargesupdate	  cluster	  exec	  cp	  cluster.c	  cluster-­‐afterupdate$isp.c	  exec	  mv	  fieldfile	  fieldfile$isp	  	  	  #	  Assigning	  the	  atom	  charges	  to	  fractional_atom	  charges	  by	  a	  DL_POLY	  energy	  calculation	  	  energy	  coords=cluster.c	  theory=dl_poly	  :	  [	  list	  list_option=full	  mm_defs=empty.ff	  save_charges=yes	  ]	  exec	  cp	  cluster.c	  cluster-­‐afterenergydlpoly$isp.c	  	  	  #	  Copying	  fractional	  atom_charges	  into	  cell.c	  exec	  cp	  cell.c	  cell.c.$isp.preupdate	  exec	  $cellchargesupdate	  exec	  cp	   cell.c	  cell.c.$isp.afterupdate	  	  
 179 
#	  Fit	  background	  charges	  cluster_fit_bqs	  bq_symbol=Bq	  	  radius_active=$radius_active	  crystal=$cell	  cluster=cluster.c	  cluster_origin=cluster_origin	  exec	  cp	  cluster.c	  cluster-­‐afterfit$isp.c	  	  	  #	  Outputting	  new	  cluster	  after	  each	  cycle	  exec	  cp	  cluster.c	  cluster-­‐sp$isp.c	  	  puts	  "Single-­‐point	  cycle	  nr.	  $isp	  done	  !"	  if	  {	  ($isp	  >	  1)	  }	  {	  set	  rmscharge	  [get_rms_difference	  left=fieldfile$dsp	  right=fieldfile$isp	  ]	  puts	  stdout	  "RMSD	  on	  charges:"	  puts	  stdout	  $rmscharge	  }	  if	  {	  ($isp	  >	  1)	  	  &&	  	  ($rmscharge	  <	  $rmscon)	  }	  {	  	  puts	  stdout	  "RMSD	  on	  charges,	  less	   than	  $rmscon,	  exiting	  Single-­‐point	  loop..."	  break}	  if	  {	  ($isp	  ==	  $nsp)	  	  }	  {	  puts	  stdout	  "Maximum	  number	  of	  cycles	  reached,	  charges	  not	  converged."	  error	  "Exiting	  due	  to	  max	  cycles	  reached"	  }	  	  }	  #################################################################	  #	  OPTIMISATION	  LOOP	  #################################################################	  	  exec	  cp	  cluster.c	  cluster-­‐opt0-­‐fit.c	  	  for	  {	  set	  iopt	  0	  }	  {	  $iopt	  <=	  $nopt	  }	  {	  incr	  iopt	  1	  }	  {	  	  set	  nextopt	  [	  expr	  $iopt	  +	  1	  ]	  set	  dopt	  [expr	  $isp-­‐1]	  	  dl-­‐find	  coords=cluster-­‐opt$iopt-­‐fit.c	  $optlevel	  result=cluster-­‐opt$nextopt.c	  	  	  #	  Single-­‐point	  calculation	  to	  get	  charges	  energy	  $chargelevel	  coords=cluster-­‐opt$nextopt.c	  	  #	  Updating	  point	  charges	  in	  fragment	  file	  (cluster.c)	  exec	  $atomchargesupdate	  cluster-­‐opt$nextopt	  	  #	  Assigning	  the	  atom	  charges	  to	  fractional_atom	  charges	  by	  a	  DL_POLY	  energy	  calculation	  energy	  coords=cluster-­‐opt$nextopt.c	  theory=dl_poly	  :	  [	  list	  list_option=full	  mm_defs=empty.ff	  save_charges=yes	  ]	  	  #	  Copying	  fractional	  atom_charges	  into	  cell.c	  exec	  $cellchargesupdate	  	  #	  Fit	  background	  charges	  cluster_fit_bqs	  bq_symbol=Bq	  	  radius_active=$radius_active	  crystal=cell.c	  cluster=cluster-­‐opt$nextopt-­‐fit.c	  cluster_origin=cluster_origin	  	  	  puts	  "Optimisation	  cycle	  nr.	  $iopt	  done	  !"	  if	  {	  ($iopt	  >	  1)	  }	  {	  set	  rmscharge	  [get_rms_difference	  left=fieldfile$dopt	  right=fieldfile$iopt	  ]	  puts	  stdout	  "RMSD	  on	  charges:"	  puts	  stdout	  $rmscharge	  }	  if	  {	  ($iopt	  >	  1)	  	  &&	  	  ($rmscharge	  <	  $rmscon)	  }	  {	  	  puts	  stdout	  "RMSD	  on	  charges,	  less	  than	  $rmscon,	  exiting	  Optimisation	  loop."	  puts	  stdout	  "Self-­‐consistent	  QM/MM	  optimisation	  complete!"	  exec	  cp	  cluster-­‐opt$iopt-­‐fit.c	  result.c	  break}	  if	  {	  ($iopt	  ==	  $nopt)	  	  }	  {	  puts	  stdout	  "Maximum	  number	  of	  optimisation	  cycles	  reached,	  charges	  not	  converged."	  error	  "Exiting	  due	  to	  optimisation	  max	  cycles	  reached"	  }	  	  	  }	  	  exec	  rm	  [glob	  fieldfile*]	  }	  	  chargecell.bash:	  #!/bin/bash	  	  	  #	  Taking	  cell	  charges	  from	  cluster.c	  sed	  	  -­‐n	  '/fractional_atom_charges/,/xtal_map	  	  records/p'	  cluster.c	  >	  cellcharges-­‐pre	  
 180 
sed	  '1d'	  cellcharges-­‐pre	  |	  sed	  	  '$d'	  >	  cellcharges	  	  numcellcharges=`wc	  -­‐l	  cellcharges	  |	  awk	  '{print	  $1}'`	  	  prevcharges=`grep	  atom_charges	  cell.c`	  #	  Deleting	  previous	  charges	  	  if	  [	  "$prevcharges"	  ==	  ""	  ];	  then	  echo	  "No	  previous	  charges"	  else	  sed	  -­‐i	  '/block	  =	  atom_charges/,/block	  =	  xtal_map/{//p;d;}'	  cell.c	  sed	  -­‐i	  '/block	  =	  atom_charges/d'	  cell.c	  fi	  	  #	  Adding	  charges	  to	  cell.c	  sed	  -­‐i	  "/xtal_map/	  i\	  block	  =	  atom_charges	  records	  =	  $numcellcharges"	  cell.c	  sed	  -­‐i	  '/block	  =	  atom_charges	  records/a	  	  something'	  cell.c	  sed	  -­‐i	  '/something/	  {r	  ./cellcharges	  d}'	  cell.c	  	  sed	  -­‐i	  "/xtal_map/	  i\	  block	  =	  fractional_atom_charges	  records	  =	  $numcellcharges"	  cell.c	  sed	  -­‐i	  '/block	  =	  fractional_atom_charges	  records/a	  	  something'	  cell.c	  sed	  -­‐i	  '/something/	  {r	  ./cellcharges	  d}'	  cell.c	  	  	  	  	  	  	  	  	  rm	  cellcharges-­‐pre	  cellcharges	  	  	  chargeupdate-­‐npa-­‐g09.bash:	  #!/bin/bash	  	  clusterfile=$1	  	  #	  Gaussian	  09	  NPA	  specific	  settings	  natoms=`grep	  -­‐m	  1	  NAtoms	  gaussian.log	  |	  awk	  '{print	  $2}'`	  natoms2=`expr	  $natoms	  +	  2`	  grep	  -­‐A$natoms2	  "Atom	  	  No	  	  	  	  Charge"	  gaussian.log	  >zurg	  sed	  -­‐n	  -­‐i	  '/-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐/,/=================/p'	  zurg	  sed	  -­‐i	  '1d'	  zurg	  	  sed	  -­‐i	  '$d'	  zurg	  awk	  '{print	  $3}'	  zurg>	  zorg1	  atommol=`wc	  -­‐l	  zorg1	  |	  awk	  '{print	  $1}'`	  	  #	  Creating	  field	  file	  echo	  "block	  =	  field	  records	  =	  0"	  >fieldfile	  echo	  "block	  =	  field_grid	  records	  =	  $natoms	  elements	  =	  3"	  >>fieldfile	  sed	  	  -­‐n	  -­‐e	  '/coordinates/,/charges/	  {	  /coordinates/b;	  /records/b;	  p	  }'	  hybrid.gaussian.coords	  >fieldcoords	  awk	  '{print	  $2"	  	  	  "$3"	  	  	  "$4}'	  fieldcoords	  >>fieldfile	  echo	  "block	  =	  field_data	  records	  =	  $natoms	  elements	  =	  1"	  >>fieldfile	  cat	  zorg1	  >>fieldfile	  	  #	  Settings	  to	  deal	  with	  Bq	  charges	  bq=`grep	  -­‐c	  Bq	  $clusterfile.c`	  atomwithbq=`grep	  'block	  =	  atom_charges	  records	  ='	  $clusterfile.c	  |	  awk	  '{print	  $6}'`	  atomfull=`expr	  $atomwithbq	  -­‐	  $bq`	  	  #Deleting	  xtal	  Bq	  data	  sed	  	  -­‐n	  '/block	  =	  xtal_map/,/block	  =	  connectivity/p'	  $clusterfile.c	  >	  xtalstuff	  sed	  -­‐i	  '/-­‐1/d'	  xtalstuff	  sed	  -­‐i	  '$d'	  xtalstuff	  sed	  	  -­‐i	  '/block	  =	  xtal_map/,/block	  =	  connectivity/{//p;d;}'	  $clusterfile.c	  	  #	  Adding	  marker	  to	  original	  file	  sed	  -­‐i	  '/block	  =	  xtal_map/a	  	  xtal'	  $clusterfile.c	  #	  Adding	  xtal	  data	  back	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  sed	  -­‐i	  '/xtal/	  {r	  ./xtalstuff	  d}'	  $clusterfile.c	  	  	  #	  Deleting	  all	  atom_charges	  sed	  -­‐i	  '/atom_charges	  records/,/fractional_atom_charges/{//p;d;}'	  $clusterfile.c	  	  #	  Taking	  all	  coordinates	  
 181 
sed	  	  -­‐n	  '/coordinates	  records/,/fractional_coordinates	  records/p'	  $clusterfile.c	  >atomcoordinates-­‐pre	  sed	  '1d'	  atomcoordinates-­‐pre	  |	  sed	  	  '$d'	  >	  atomcoordinates	  	  #	  Deleting	  all	  atom	  coordinates	  sed	  -­‐i	  '/block	  =	  coordinates	  records	  =/,/block	  =	  fractional_coordinates	  records/{//p;d;}'	  $clusterfile.c	  	  #	  Deleting	  Bq	  charges	  from	  fragment	  file	  sed	  -­‐i	  '/Bq/d'	  atomcoordinates	  	  cat	  atomcoordinates	  >fullcoordinates	  	  	  	  #	  Adding	  marker	  to	  original	  file	  sed	  -­‐i	  '/block	  =	  coordinates	  records	  =/a	  	  something'	  $clusterfile.c	  	  sed	  -­‐i	  '/something/	  {r	  ./fullcoordinates	  d}'	  $clusterfile.c	  	  	  numcomplexatoms=$atomfull	  nummol=`expr	  $numcomplexatoms	  /	  $atommol`	  	  	  #	  #	  Making	  full	  charge-­‐list,	  Gaussian	  09	  counter=1	  cat	  /dev/null	  >	  output	  while	  ((	  $counter	  <=	  $nummol	  ));	  do	  	  	  	  	  	  	  	  	  cat	  zorg1	  	  >>	  output	  	  	  	  	  	  	  	  	  let	  counter=$counter+1	  done	  cat	  output	  >allcharges	  	  #	  Adding	  all	  charges	  to	  file.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  sed	  -­‐i	  '/block	  =	  atom_charges	  records/a	  	  something'	  $clusterfile.c	  sed	  -­‐i	  '/something/	  {r	  ./allcharges	  d}'	  $clusterfile.c	  	  #	  Changing	  numbers	  in	  $clusterfile.c	  due	  to	  deletion	  of	  Bq	  charges	  (if	  present)	  if	  [	  "$bq"	  ==	  ""	  ];	  then	  echo	  "No	  Bq	  charges	  present	  in	  first	  loop"	  else	  sed	  -­‐i	  "s/block	  =	  coordinates	  records	  =	  $atomwithbq/block	  =	  coordinates	  records	  =	  $atomfull/g"	  $clusterfile.c	  sed	  -­‐i	  "s/block	  =	  atom_charges	  records	  =	  $atomwithbq/block	  =	  atom_charges	  records	  =	  $atomfull/g"	  $clusterfile.c	  sed	  -­‐i	  "s/block	  =	  xtal_map	  	  records	  =	  $atomwithbq/block	  =	  xtal_map	  	  records	  =	  $atomfull/g"	  $clusterfile.c	  fi	  cp	  $clusterfile.c	  $clusterfile-­‐fit.c	  rm	  fieldcoords	  zurg	  output	  	  atomcoordinates-­‐pre	  atomcoordinates	  fullcoordinates	  allcharges	  
	  
	  
