A b s t r a c t In this paper we study the existence of optimal trajectories associated with a generalized solution to Hamilton-Jacobi-Bellman equation arising in optimal control. In general: we cannot. expect such solutions to be differentiable. But, in a way analogous to the use of distributions in PDE, we replace the usual derivatives with "Contingent epiderivatives" and the Hamilton-Jacobi equation by two "contingent Hamilton-Jacobi inequalit,ies". We show that the value function of an optimal control problem verifies these 'contingent inequalities". Our approach allows the following three results:
A b s t r a c t In this paper we study the existence of optimal trajectories associated with a generalized solution to Hamilton-Jacobi-Bellman equation arising in optimal control. In general: we cannot. expect such solutions to be differentiable. But, in a way analogous to the use of distributions in PDE, we replace the usual derivatives with "Contingent epiderivatives" and the Hamilton-Jacobi equation by two "contingent Hamilton-Jacobi inequalit,ies". We show that the value function of an optimal control problem verifies these 'contingent inequalities". Our approach allows the following three results:
(a) The upper semicontinuous solutions to contingent inequali-(b) With every continuous solution V of the contingent inequalities, we can associate an optimal trajectory along which V is constant.
(c) For such solutions. we can construct optimal trajectories ties are monotone along the trajectories of the dynamical system. through the corresponding optimal feedback. They are also "viscosity solutions" of a Hamilton-Jacobi equation. Finally we discuss the link of viscosity solutions with Clarke's approach to the Hamilton-Jacobi equation.
Introduction
Consider the problem minimize g( z( 1)) (1) over the solutions to the control system 2' = f ( t , z , u ( t ) ) , U ( t ) E U (2)
where g is a function taking values in the extended real line R U { + m } . We recall that a problem with terminal constraints, z(l)EC, can be rewritten in the above form by setting g(z) = +m whenever z$ C.
The dynamic programming approach (see for example 121, 1111) associates with the above problem the "value function"
defined by: for all ( t , { )~[ O , l ] x R " V(t,() = inf (g(z(1)): z is a solution of (2) on [ t , l ] , z ( t ) = {} In the case when the value function is differentiable, it satisfies the Hamilton-Jacobi equation 
Although the value function fails to be continuously differentiable even when the data are smooth, the equations (4), (5) still have an important feature: if V is a C'-solution of the equation (4) satisfying the boundary condition (5), the "verification technlque" amounts to recognize an optimal trajectory-control pair ( z * , u t ) of system (3) In this paper we show that the value function V is a solution of a boundary problem involving "contingent inequalities": su D+(-q ( t , z ) ( l , f ( t , z , u ) ) 5 0
where D , states for contingent derivative.
When V is differentiable at ( t : z ) , the inequalities ( i ) , (8) reduce to equation (4). We shall observe that the value function is smaller than any function continuous on its domain, satisfying relations
Inequalities ( 7 ) and (8) have two different tasks to perform: (a) Every upper semicontinuous solution V of the inequality ( 7 ) is nondecreasing along the trajectories of dynamical system (b) For control systems with convex right-hand side, to every continuous solution V of inequality (8) corresponds a trajectory t of (2), (3) such that V is nonincreasing along z. This means that in the case when the sets f ( t , z , U ) are convex, to every continuous solution V of ( i ) , (8), (5) corresponds at least one optimal trajectory z of problem (1)-(3) such that V is constant along z. When the value function is locally Lipschitzian then it verifies the equation (81, (5).
(2).
inf D + V ( t , z ) ( l , f ( t , z , u ) ) = 0, tE [O,l[xR" (9) UE u instead of inequality (8).
boundary problem
On the other hand any locally Lipschitzian solution to the provides a test for optimality analogous to (6). Namely if V is a locally Lipschitzian solution to the boundary problem (10) then any trajectory-control pair (z*,uf) of (2), (3) verifying for almost all
is optimal for problem (1)-(3). This implies in particular that every solution defined on time interval [0, 1] of the closed loop control system t€Io,lI
where W ( t , z ) = {uE-u:D+V(t,z)(l,f(t,z,u)) = 0} is optimal for problem (1)-(3).
We also check that every solution V of boundary problem (7), (8), (5) is a viscosity solution in the sense of Crandall-Evans-Lions 151, [6] of the Hamilton-Jacobi-Bellman equation: where a V denotes the generalized gradient of V. Any Lipschitzian solution of (15) is nondecreasing along trajectories of dynamical system (2). This allows to prove a sufficient condition for optimality for a given trajectory (see ). However it does not mean that with every solution of (15), (5) we can relate an optimal trajectory of problem (1)-(3) as the relation (6) does.
A locally Lipschitzian value function verifies not only equation
where r t and rz denote the corresponding projections The outline of the paper is as follows. In Section 1 we state the basic hypotheses and prove some preliminary results.
In Section 2 we show that the value function verifies contingent inequalities (7)-(9) and that continuous solutions of (7), (8), (5) are viscosity solutions of (13). Section 3 is devoted to properties of solutions of contingent inequalities and Section 4 to the optimal feedback. In Section 5 we prove some other relations verified by the value function and provide a short proof of (15).
Basic assumptions and preliminary results
In this paper we consider a dynamical system described by a
Let F be a set-valued map from [0,1] x R" to R". We associate For all ( t , z ) E R x R " set
Clearly every trajectory of (1.3), (1.4) is a trajectory of the differential inclusion (1.1) with F defined as in (1.5). Conversely, with every trajectory ZESI,,,] of differential inclusion (1.1) we can associate a measurable selection
Hence we can rewrite the dynamical system (1.3), (1.4) in the differential inclusion formulation (1.1) with F defined by (1.5).
The set-valued map F satisfies hypothesis (HI) and ( H z ) . If moreover U is locally Lipschitzian and f is Iocaly Lipschitzian in ( z ,~) , so is F.
For all ~E R , T>t and &R" set
R(T,t)E = { Z ( T ) : q t , T ] ( E ) } (1.6)
This is the so-called reachable set of (1.1) from (t,E) at time T.
When F is sufficiently regular the set co F(t,E) is the infinitesimal generator of the semigroup R(.,t)E (see Frankowska
The following theorem provides a more precise result concernTheorem 1.1. Assume that the assumptions (H1)-(H3) are verified. Then for every and all ( t , O near (to,Eo) and small h>O 171).
ing reachable sets. 
R(t+h,t)E = E+h co F(to,Eo)+o(t,E,h)
(1.7)
all t~[ O , l ] , (ER"
The value function associated to this problem is defined by: for
the definition of a value function (compare 121, Ill]):
The following properties of V are an immediate consequence of The contingent derivative D+p(z0)u is defined only for those u € R m for which there exists at least one sequence (u,,h,) + (u,O+) satisfying zo + h,u, E X .
The epigraph of DL(o(zo) is equal to the contingent cone to the epigraph of 'p at (zo,'p(zo) ). If for all u E R m , Dtp(zp)u>-cc then D+(o(zo) is positively homogeneous and lower semlcontlnuous.
Recall that the domain of definition of V is given by dom V := { ( t , z ) : V ( t , z ) # i m } and let Vd denote the restriction of V to the set dom V.
qualities:
Theorem 2 9. The value function V satisfies the following ineIf moreover for some t~ [ O , 1 [ , V ( t , . ) is locally Lipschitz a t z then
By Theorem 1.1 for all h>O, wh = z+h"h where lim diSt(Uh,COF(t,Z)) = 0. Let h,-Ot and ui = "h, be such that
Hence D+Vd(t,r)(l,ii)<O and (2.6) follows. To prove (2.7) observe 
that for all w~R ( t + h , t ) z , V ( t , z ) < V ( t + h , w ) . Fix EECO F ( t , z
Some U h + i i , ZthUhER(t+h,t)Z. Thus v(t+h,Z+hUh)-V(t,Z)>O and by the local Lipschitzianity of V, D+V(t,z)(l,ii)>O. Hence (2.6) implies (2.8).
Inequalities (2.6), (2.7) can be considered as an extension of Hamilton-Jacobi equation because of the following Corollary 2.4. If a function V satisfying (2.6) and (2.7) is differentiable at ( t , z ) The superdiflerential of (o a t zo is the set The subdiflerentidof (o 
Z+%
The super and subdifferentials are closed, possibly empty, convex sets.
Definition 2.6 (viscosity solution).
A and therefore pG-p(zo). This ends the proof of (2.15). To prove (2.16) observe that a+p(zo) = -a-(-(o)(zo) and therefore (2.16) is a consequence of (2.15). Theorem 2.8. If a function V:R+R verifies relations (2.13),then V is a viscosity solution to Hamilton-Jacobi equation (2.14).
Proof. By (2.15), (2.13) for all ( p , q ) E a -V ( t , z ) C R x R "
Thus for all (p,q)Ea-V(t,z) -pfH(t,z,-q)20
(2.17)
On the other hand by (2.16), (2.13) for all (p,q)Ea+V(t,z) -p+H(t,z,-q) = UEcyf(t,Z)(-P-<Y,U>)<
U E C ? Y ( t , Z )

D+(-V)(t,z)(l,u)<O .
The very definition of viscosity solution ends the proof.
Solutions of contingent inequalities and optimal trajectories
Recall that the value function is nondecreasing along the trajectories of differential inclusion (1.1). We show next that every upper semicontinuous solution of inequality (2.7) enjoy the above property. Theorem 9.1. Let V [ O , l ] x R " + R U {~w } be an upper semicontinuous function satisfying the inequality
If F is locally Lipschitzian in both variables then !or every traJectory zESI,,l] satisfying (s,z(s))EDom V, the function s+V(s,z(s)) is nondecreasing on [t,l] .
Proof. Consider the closed set K = epi(-V).
By [2,p.418], epi D+(-V)(s,z)
is equal to the contingent cone T~( s ,~, -v ( s , z ) ) , a n d , by
Fix a trajectory ZESI,,,J, t E [0,1], such that ( s , z ( s ) )~D o m V and consider the function g:[t,l]+R+ defined by g(s) = distK(S,z(S),-V(t,z(t))) Observe that g(t) = 0.
Step 1. We claim that g E 0 on [ t , l ] . Indeed assume for a while that for some TE [t,l] , g(T)>O. For all sE[t,l], let B ( S ) E K be such that d s ) = I 1 (S:Z(S),-V(t,z(t)))-n(s) I 1 
' ( s )~F ( s , z ( s ) ) do exist. Since z ( s + h ) = z(s)+hz (s)+O(h), applying the Inequality of [l,p.202] we obtain that g'(s)<dist ((l,z'(s),O),
TK(B(s))). Thus, by (3.4), (3.2) for some FE[o,l[, B E z ( s ) t B g'(S) <disk ((l,z'(~),O), (I,F(c,B),O))
<L(l/s=s1/~+IIz(s)-~)l)/1~)1'~<Lg(s)
and (3.5) follows.
Step 2. By Step 1, distK(s,z(s),-V(t,z(t))) = 0 on [t,1] and thus for all sE [t,l] , -V(s,z(s)) < -V(t,z(t)). Hence for every t<s_<l, V(s,z(s]> V(t,z(t)). Since tE [O,l] is arbitrary the proof is complete.
Recall that the value function is constant along optimal trajectories.
We provide next sufficient conditions for the solution V to ineFrom now until the end of the section we assume that for some qualities (2.6), (2.7) to be constant along at least one trajectory.
(3.6) Theorem 3.2. Let P:[O,lJ=R" be a set valued map with nonempty images and closed graph. Assume that for all z E P ( t ) , tE [O,l] , F ( t , z ) is convex. Let V:graphP+R be a continuous function satisfying the inequality:
Vte [O,l[, z~P ( t ) 3 u~F ( t , z ) such that D+V(t,z)(l,u)<O
Then for all (t,<)Egraph .<1 and z1ESIf,,,l(<), z,+l E Slti,f,+ll(zi(t,)) such that t-+ V(t,z,(t)) is nonincreasing on [t,-l,ti] . By (3.6) we may assume that ti + 1. Setting ~( t ) = z , ( t ) for LE [t,-l,ti] , z(1) = Jim zi(ti) we end the proof.
I'W
From Section 2 we know that the value function verifies inequalities (3.1), (3.7) with graph P = Dom V and the boundary condition V(1,z) = g(z), zER" (3.8)
Actually we have 
is closed and equal to ( ( t , P ( t ) ) : t E [ O , l ] } ,
where P ( t ) # @ for all t , and F has convex images on graph P . If a continuous function W:graph P + R satisfies (3.7), (3.8) then V_< W .
Proof. Fix a continuous solution W of (3.7), (3.8) and let (t,()Egraph P . By Theorem 3.2 there exists zESI,,,I(() 
and the result follows.
Theorems 3.1, 3.2 and results of Section 2 imply Corollary 3.5. Let V:[O,lJxR"+ R be as in Corollary 3.3 and assume that F is locally Lipschitzian and has convex images. Then there exists an optimal solution z to problem (2.1) such that V(t,z(t)) = const on [0,1].
Optimal feedback
Observe that if V and are as in Theorem 3.2 then for all s~ [ t , l [ and small h>O, V(s+h,z(s+h))< V(s
z ( s ) ) .
Thus D+V(s,z(s))(l,z'(s))<O whenever the derivative zi(s) does exist. For all ( s , z ) E R x R " s e t Hence z is a trajectory of (4.1). Corollary 3.5 implies then Theorem 4.1. Let V: [O,l] x R"-+ R be a continuous solution to the boundary problem
and assume that F is locally Lipschitzian,satisfies (3.6), and has convex images. Then there exists a trajectory ZE W ~' ( 0 , l ) of the differential inclusion (4.1) which is an optimal trajectory of problem Observe that the set-valued map G has compact images. If we assume more regularity on V or G then every solution of (4.1) is an optimal trajectory of the problem (2.1). Proof. Let z be a trajectory of (4.1). The function p(t) = V(t,z(t)) is locally Lipschitzian. By the Rademacher theorem it IS differentiable almost everywhere.
(2.1).
Let t be so that z ( t ) does exist and hi+O+ such that ( l~z ' (~~~) 5 0 and (o is nonincreasing. By Theorem 3.1 +G is also nondecreasing. Thus 'p = const. Proposition 2.1 ends the proof. Another sufficient condition for the trajectories of (4.1) to be optimal requires m x e regularity of G and less of V . The generalized gradient a'p(z) is given by
and therefore l[xR~(l,F(t,z) ,O) belongs to the contingent cone to epi(-V) at ( t , z , -V ( t , z ) (l,F(t,z) ,O) belong to the tangent cone of Clarke to epi(-V ) a t ( t , z , -V ( t , z ) ) .
a,(-(o)(.)c-a'pF(I)=a(-ip)(.).
This implies that for all To prove the equality in (5.4) we have to verify that for some ,z)(l,a) >O. By Theorem 1.1 there exist whER(t+h,t)z such that diSt(Wh,COF(t,z))+o when h+O+ and
I/ V(t,z)-V(t+h,w,lj = O(h).
Let wl = wh,, hi+O+ be a subsequence such that ( w , -z ) / h i converge to some CECO F ( t , z ) .
z ) -V ( t + h i , w i ) ] / h i < ( -V ) o ( t , z ) ( l , C ) .
Therefore we have an equality in (5.4) and (5.1) follows. To prove (5.2) fix uEF(t,z). By Theorem 1.1 for all ( t ' , z ' ) near ( t , z ) and small h>O 1-33
Since u E F ( t , z ) is arbitrary we proved that
To prove the opposite inequality fix (ti,z,)+(t,z) and hl-Ot such that u E F ( t , z ) P ( t , z ) ( 1 : 0 ) = Jim [~ ( t , + h , , z , ) -~( t , , z , ) (5.5): ~(t,+h,,z,)-~(t,+h,,z,+hiu,) 
is a convex continuous function the maximum is attained at an extrema1 of c o F ( t , z ) . Thus
Using again that aV(t,z) = -a(-V)(t,z) we derive from (5.6) that max p = max max < -q , u > n,av (t,Z) qEn,aV(t,z)uEF(t,z) Hence (5.2). To prove the last statement fix ( p , T )~a V ( t , z ) such that min min < q , u > = min < q , u > . Then, by ( 5 . 2 ) , q E * , a V ( t , z ) u E F ( f , z ) u E F ( f , z ) plH(t,z,-q) and the result follows from (5.1).
A p p e n d i x . R e g u l a r i t y o f t h e v a l u e f u n c t i o n 
d~( R ( l -t , t ) E , R ( l -t ' , t ' )~) < € .
Fix any p>O and let c>O be so that I/y;y1//<c implies that Ilg(y)-g(yl)ll<p. Let b 0 be as above. If II(t , ( ) -( t , E ) l l < s then for every zESIl,,l(E) , there exists ~E S~, , , ,~(~' ) such that g(y(l))<g(z(l))+p and for all yESlt,,ll(() there exists zES [t,ll(() satisfying g ( z ( l ) ) s g ( y ( l ) ) + p . This Implies iii). t<tl, (t,E),(tlrE1)EN satisfying R(t,-t,t) 
