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Abstract. Vertical filling of granular media is influenced by resistance of the surrounding
medium, especially in the case of a dilute process with relatively large distances between
particles and relatively low particle densities. Discrete Element simulations were carried
out to calibrate models of such a filling process for two granular food goods. The aim was
to perform bulk calibration in-situ, meaning in the process of interest itself, rather than
a second setup. To account for the air drag but keep computational cost practical, the
computationally cheap free fall was modeled with the Schiller-Naumann correlation for
drag force. The predictions where compared to simulations without fluid influence. The
results show that the predictive quality of the models was increased with the simple drag
model. It is shown that with the expanded model, calibration can be performed in the
filling process itself, which might be useful especially for industry application.
1 INTRODUCTION
Vertical filling is a staple in the industrial packaging of granular foods, such as candy,
cereal, nuts and pasta. The most common example is the vertical form, fill and sealing
process (VFFS), which is capable of producing and filling over a hundred bags per minute.
The process is shown schematically in figure 1a.
After a dosing unit has filled the collection bucket with a defined amount of good, the
particles are released and fall through the forming tube. The latter is surrounded by a
downwards moving film tube. As the sealing jaws close, they seal both the bottom of the
current bag as well as the top of the last bag. The bag production rate is often limited
by the falling behavior of the bulk good. This is due to the fact that in each cycle, all
particles must entirely fall past the sealing jaws which are only open for a limited amount
of time between sealing events. The maximum time allowed for filling tfill, must thus
be longer than the time between the first and the last particle to leave the tube at the




(a) Schematic filling in a vertical tubular
bagger (VFFS). Adapted from[1].
(b) Events in each cycle of bag filling.
The dashed lines represent indicate variable
buffer times which are necessary to accomo-
date random variation. From [2].
Figure 1: Overview of the vertical filling process.
figure 1b. The time allowed for filling tfill must be longer than the range of the particle
residence time R(tres), i.e. the residence time of the last particle to leave the tube tltl
minus the residence time of the first particle to leave the tube tftl.
tfill
!
> R(tres) = tltl − tfte (1)
To accommodate random variation in the falling behavior of the particles, the sealing
jaws must be kept open at least for the mean of R(tres) plus a certain buffer time. In each
cycle, if one or more particles are delayed more than that buffer time, there is a risk of the
particle getting caught by the sealing jaws, which is often detrimental to the quality of
the seam. Choosing overly long buffer times however, increases cycle time and therefore
reduces bag output. In order to achieve optimal profitability, it is therefore crucial to
accurately estimate the residence time range R(tres) and its variation between cycles.
The falling behavior of the bulk material largely depends on the kinetics of contacts




ence air resistance during the fall. Frank et al. showed that the vertical filling process can
be described numerically with the Discrete Element Method (DEM) [4]. However, their
model did not consider air resistance and required a separate test for model calibration.
Kirsch showed that model calibration can be performed in the filling process itself but he
also did not include air resistance. [1]
Coupling the DEM with computational fluid dynamics (CFD) is a widely used tech-
nique to account for the interaction between fluid and particles [5]. However, sophisticated
CFD methods significantly increase computational cost compared to the DEM alone [6].
The aim of this study was to evaluate, if a much simpler formulation for drag can im-
prove the DEM model enough to accurately describe the filling process. For this purpose,
experiments and simulations were conducted for two different granular foods. Firstly,
we obtained parameters from bulk calibration according to the state of the art, using a
funnel discharge test, where the air influence was assumed to be negligible. The obtained
parameters were validated in three different scenarios of a vertical drop, which revealed
notable deviation from the experimental references, especially for the good with lower
particle density.
In order to improve the physical accuracy of the model, a simple relation for air drag
was introduced characterizing the free fall of a single particle. While this method fails to
capture swarm effects, it is computationally cheap. In order to account for the slipstream
effect of particles behind the bulk front, the drag correlation was turned off after the bulk
front left the bottom of the tube. The model validation was repeated with he air drag
model. While with high solid density, the simulations showed good agreement with the
experimental references, the prediction was poorer for lower solid density. Finally, the cal-
ibration was repeated in the drop process itself (in-situ calibration) with the drag model.
The predictions from the re-calibrated models are in good agreement with the experiment
with a maximum of 5% deviation of the average and median of R(tres). This indicates
the validity of the chosen drag model for the presented cases, despite its simplicity.
2 DISCRETE ELEMENT SIMULATION
2.1 Contact formulation
Granular dynamics are largely determined by contacts between the particles. Particle
contacts cause fairly complex elastic and plastic deformations, which are impractical to
describe in full detail if a large quantity of particles is to be included in a simulation.
The Discrete Element Method simplifies contacts to save numerical cost. Since the defor-
mations are often much smaller than the particles’ dimensions, they are neglected with
regard to particle shape. The particles are thus considered as rigid bodies, often spheres.
However, the particles are allowed to overlap upon contact. The normal and tangential
forces resulting from contact are then described by empirical relations between overlap
and force magnitude and direction. For the present study, the elastic-plastic linear hys-
teresis model was used [8], which follows Hooke’s spring law but uses a higher spring





2.2 Contact parameter identification
DEM simulations require a series of contact parameters, such as friction and restitution
coefficients. These parameters are difficult to determine experimentally, since no standard
tests are available. Furthermore, due to the empirical nature of the DEM contact laws,
the physically accurate parameters may fail to compensate model errors, which often
makes it necessary to use nonphysical "effective" parameter values. [9, 10] In practice,
the contact parameters are thus often not measured but "calibrated" by iteratively tuning
their values so that the DEM simulation reproduces a certain outcome of an experiment
with the bulk good [7, 9, 11, 12, 10].
For model calibration, most studies rely on a dedicated lab-scale calibration test, which
allows quick tests and is usually simpler to reproduce in the simulation than the actual
process. However, only parameters that play a significant role in determining the calibra-
tion trials outcome can be determined this way [13]. The actual process however might
be sensitive to additional parameters. A way to achieve identical parameter sensitivity in
the calibration test and the actual process, is to perform the calibration in-situ, i.e. in
the process of interest itself. Kirsch compared in-situ calibration in the drop process to
calibration in a separate trial and showed both methods provided good model fidelity [1].
2.3 Effects of model shortcomings
Model calibration is an example for inverse approach and as such is sensitive to incom-
plete physics in the simulations [14]. In the case of vertical filling, DEM-only simulations
neglect the influence of air drag on the particles. If the influence of drag is significant, this
will introduce a bias to the solver. The parameter set with the lowest error is then only
apparently optimal, and will, to some degree, differ from the actual optimal parameter
set. Thus, the question is, if the influence of air significantly affects the falling behavior
of the bulk. It has been shown that the speed of particle clusters falling in a vertical tube
exceed the terminal velocity of a single particle [15]. This is an indication that a clustered
drop resembles more a fall in vacuum. However the authors stated, that this is only to
be assumed for drops with a low void fraction.
3 PARAMETER IDENTIFICATION
3.1 Experimental setups
The experiments were performed with two sample goods: near spherical bite-size choco-
late candy and puffed rice. Their dimensions, bulk densities and sample masses used are
noted in table 1.
Two different experimental setups were used in this study: a funnel discharge test with
a dense particle flow [1] and a dilute drop test mimicking the industrial filling process
[16]. The funnel setup was constructed from transparent polycarbonate. This allowed
tracking the bulk’s motion over time upon release. The experiments were filmed with a
high speed camera at 100 frames/second. The videos were processed with the Matlab R©
Image Processing ToolboxTM, so that the visible area of particles was extracted (figure




Table 1: Set bulk good parameters.
Material Parameter Value Sample masses
Chocolate Candy
Young’s Modulus 107 m
2000 g∇, 300 g, 500 g, 700 g*Bulk density 662 kg/m3
Particle diameter d 11.2mm
Puffed Rice
Young’s Modulus 107 m
230 g∇, 50 g*, 100 g, 200 gBulk density 129 kg/m
3
Particle diameter d 4.8mm
Particle length l 9.0mm
Polycarbonate Young’s Modulus 107 m –
∇ Funnel discharge calibration
* Drop test calibration
averaged.
(a) Original frame. (b) Result of binarization.
Figure 2: Experimental funnel discharge test and image processing to obtain visible par-
ticle surface.
The drop test setup is shown schematically in figure 3a. Before each experiment, the
sample bulk was placed in the sample bucket. The drop was then initiated by opening the
motor-driven flaps. The drop experiments were filmed with a high-speed camera at 1024
frames/second. The videos were then processed using the Matlab R© Image Processing
ToolboxTM similar to the funnel test, so that the 2-dimensiona particle area could be
extracted (figure 3b). This allowed calculating and tracking the virtual center of mass
of the 2-dimensional projection over time [2]. Additionally, the time stamps tftl and tltl
of the first and last particle to leave the tube at the bottom were extracted. Each test
was conducted at least seven times and the resulting curves and the time stamps were
averaged.
The experimental setup and the operation conditions were transferred into the DEM
environment Rocky DEM. From every simulation run, a video mimicking the experimental




(a) Drop setup, measures in mm. The bulk
sample can be released with motor-driven
flaps. Adapted from [16].
(b) Original and processed example video
frames of the drop process. The asterisk
shows the location of the 2D center of mass.
From [2].
Figure 3: Experimental drop setup and image processing.
3.2 Parameter variation and regression of solver response
The aim of the calibration is to find the parameter set xopt where the error between
simulation and experimental reference becomes minimal. The error function E(x) varied
between calibration scenarios (see 3.3). Iterative calibration is numerically expensive,
since every parameter combination tested requires one solver run. The development of
efficient and reliable calibration procedure has gained the attention of several groups
[1, 17, 13, 18]. Rackl et al. and Kirsch performed the calibration on a meta model, which
was constructed from the responses of a predetermined number of solver calls at different
parameter sets which were obtained from Latin Hypercube sampling (LHC) [1, 13, 19, 20].
The benefit of the meta model is, that it is much cheaper to evaluate than the DEM
solver and thus allows for faster search of an optimal parameter set. Additionally, the
regression is capable of smoothing out some random variation (solver noise), which makes
optimization more efficient [21].
The parameter variation and optimization scheme is shown in figure 4 [1]. It was
implemented using the optimization software package Optislang R©. The scheme features
an iterative adaptive approach where samples are added in the regions where the error




of the regression in the coefficient of prognosis [22]. The process was stopped if the
coefficient of prognosis did not further increase. In all cases, a minimum of six iterations
were performed. After the last sampling iteration, the parameter set with the lowest
error between simulation and reference was identified. The resulting parameter set xopt
was then used for validation.
Figure 4: Workflow for DEM input contact parameter calibration (Adapted from [1]).
3.3 Calibration scenarios
The scheme described in section 3.2 was performed for two calibration scenarios and
for both sample goods. The first scenario was the funnel discharge test as described
above. The error function E(x) was defined as the averaged absolute point-wise deviation
between reference and simulation. Secondly, the drop test as described above was used
for calibration. The error function E(x) was the root mean square error (RMSE) of the
virtual center of mass in longitudinal direction between reference and simulation [2]. For
the second calibration, a CFD model was used to account for air drag.
Accurate descriptions of air resistance, for example FEM methods, describe the element-
wise interaction between particles and the surrounding medium. This makes calculations
significantly more expensive and would lead to impractical run times for model calibra-
tion. In order to avoid this issue, a much simpler approach for air drag was attempted for
this study. It was reasoned that due to the dilute nature of the drop process, the air drag
could be approximated by the case of a single particle falling through an unconstrained





where ρ is the particle density, v the particle’s velocity, and Ap it’s cross sectional area.
The drag coefficient CD depends on the particle shape and on the Reynold’s number.
Many empirical relations for CD can be found in literature. A commonly used relation














With this simple relationship for air drag, the effect of particle velocity is incorporated
in the model, while the local particle concentration and the history of air displacement by
leading particles is neglected. The latter slipstream effect results in particles behind the
leading front to experience less air drag. In order to include this into the model, the air
drag model was only used in the first half of every simulation until the particle front left
the tube at the bottom. After this, the drag model was switched off, assuming a fall in
vacuum. Due to the simplicity of the model, the air drag introduced should not be viewed
as an expansion of the physics model, but rather as an empirical correction factor for the
DEM simulations. Such an approach is only considered viable, as long as the influence of
air drag is overall low compared to the influence of the particle contacts, which was first
to be tested on the DEM models calibrated to the funnel experiment.
4 RESULTS AND DISCUSSION
4.1 Calibration to funnel test
The predictions of the DEM models calibrated to the funnel discharge test are shown
in a box plot in figure 5. On the ordinate, the mass of the bulk sample and the source
of the data are given (experimental reference, simulation in vacuum or simulation with
CFD). The vertical line in the box plot marks the median and the box edges indicate the
first and third quartile. The whiskers indicate the most extreme observations that still
fall within 1.5 times the interquartile range. All other observations are marked with a
plus sign and indicate outliers.
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(a) Residence time range R(tres) of choco-
late candy.
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(b) Residence time range R(tres) of puffed
rice.
Figure 5: Validation of the models calibrated in the funnel discharge test.
We find a notable deviation between the experimental data and the simulations, which




chocolate candy, but notably influences the simulations with puffed rice. In the latter, the
drag model improves the prediction of the simulation, by reducing the underestimation
of the residence time range. These results give an indication that the chosen CFD model
is a viable correction factor for air drag.
4.2 Calibration to drop test with drag model
Based on the previous findings, a new set of two calibration runs with the drag model
was performed in the drop test with the bulk masses indicated in table 1. The results of
the validation of the calibrated models are shown in figure 6.
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(a) Residence time range R(tres)
of chocolate candy.
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(b) Residence time range R(tres)
of Puffed rice.
Figure 6: Validation of the models calibrated in the drop test with CFD model.
For the chocolate candy, we find a better agreement between reference and simulation
(figure 6a) than in the validation of the model calibrated to the funnel test before. (figure
5a). More specifically, the prediction of the median is more accurate and more consistent
over the sample mass. Secondly, the location and distance of the first and third quartile
show a much better agreement between reference and simulation than in figure 5a. This
is an indication, that the model could also be used to make statistical predictions. This
would be of especially high importance for industry application, since the filling process is
intrinsically random. Thus, if a model is capable of predicting "worst cases", i.e. abnor-
mally long R(tres), and their likelihood, one could infer economically beneficial settings of
the filling process, considering earnings for bags output versus cost for possible machine
downtime when a particle was caught between the sealing jaws.
For the DEM-CFD for puffed rice (figure 6b), we find a comparable prediction accuracy
as in the model calibrated to the funnel test (figure 5b). We find notable deviation in




still be considered acceptable for practical use. The predictions for statistical spread now
also show notable deviation. This would make the model for puffed rice less reliable for
predictions in an industrial context. A reason for the deviation is that the impact of air
resistance seems to be larger than for the chocolate candy (figure 5). This is explainable by
the lower density of the puffed rice particles, which could mean that the real air flow plays
a larger role. Thus, these simulations might require a more sophisticated drag model.
5 CONCLUSION
The aim of this study was to find a computationally cheap CFD model, capable of
correcting the DEM model’s shortcomings regarding air drag for the simulation of the
industrial vertical filling process. We showed in a simplified drop setup that a fairly
simple relationship for air drag was capable of providing a plausible correction to DEM
models so that their predictive capability was improved. Furthermore, the CFD model was
implemented in an in-situ calibration approach, meaning that the DEM parameters were
calibrated in the process of interest itself. The calibrated models show good agreement
with the median observation from the measurements and even predict the statistical
spread fairly reliably for denser particles. Both are important for industrially relevant
choices regarding machine operation.
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