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Abstract
Let k be an integer greater than one, and let G be a simple graph with at least 4k+1 vertices.
In this article, we prove that if 2(G)¿ |V (G)|, then for an edge e of G, there exists a 2-factor
with k cycles that contains e, or |V (G)| is even and G has a vertex cover of size |V (G)|=2
containing the endpoints of e. Here 2(G) is the minimum degree sum for a pair of non-adjacent
vertices.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider a simple "nite graph G in this paper. The set of the neighbors of a
vertex x∈V (G) is denoted by NG(x) or simply N (x), and its cardinality by dG(x) or
d(x). We de"ne the invariant 2 by
2(G)= min{dG(x) + dG(y) | xy =∈ E(G)}:
If non-adjacent vertices do not exist, i.e., the graph is complete, then we de"ne
2(G)=∞. Four decades ago, Ore proved a su?cient condition for hamiltonian cycles
using this parameter.
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Theorem A (Ore [6]). If G has at least three vertices and 2(G)¿|V (G)|, then G is
hamiltonian.
Many researchers have studied the parameter 2(G) to obtain su?cient conditions for
various kinds of cycles. The following is one of the recent extensions of
Theorem A.
Theorem B (Brandt et al. [1], Enomoto [4], Wang [7]). Let k be a positive integer,
and let G be a graph with at least 4k − 1 vertices. If 2(G)¿|V (G)|, then there
exists a 2-factor with exactly k cycles.
The bound 4k − 1 in the theorem was 4k in [1]. Later, [4,7] reduced it by one as
stated above, which is sharp due to G=K2k−1 + mK1.
Egawa et al. [3] investigated cycles containing speci"ed edges. The following is a
special case of a theorem given in [3]. We use V (e) to denote the set of endpoints
of an edge e. A vertex subset S is called a vertex cover if G − S has no edge. Ore’s
condition implies that G has no independent set with more than half the vertices and
hence no vertex cover with less than half of the vertices.
Theorem C (Egawa et al. [3]). Let G be a graph with at least three vertices such that
2(G)¿|V (G)|, and let e be an edge of G. Then one of the following possibilities
occurs:
1. there exists a hamiltonian cycle containing e;
2. |V (G)| is even and G has a vertex cover of size |V (G)|=2 containing V (e);
3. V (e) is a cutset of G.
The purpose of this paper is to replace ‘a hamilton cycle’ by ‘a 2-factor with k
cycles’ under the same condition 2(G)¿|V (G)| as above. Our main theorem states
as follows:
Theorem 1. Let k be an integer greater than one, and let G be a graph with at least
4k + 1 vertices. If 2(G)¿|V (G)|, then for an edge e of G, there exists a 2-factor
with k cycles that contains e, or |V (G)| is even and G has a vertex cover of size
|V (G)|=2 containing V (e).
When k =2, the bound 4k+1 on the order is the best possible. For an example with
|V (G)|=4k =8, see Fig. 1. This graph has no 2-factor containing xy with two cycles,
and it has no vertex cover containing {x; y} with size four. However, the authors
conjecture that we can replace the bound 4k + 1 by 4k when k¿3.
It is worthwhile to note that the main theorem of [3] shows that if k¿2 and
2(G)¿|V (G)| + 2k − 2 for a graph G of order at least 4k − 1, then for any k
pairwise disjoint edges, there exists a 2-factor with k cycles each of which contains
one of the k edges. Our theorem reduces the bound on 2(G) by 2k − 2 when one
speci"es only one edge instead of k edges.
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Fig. 1.
We devote the rest of this paper to proving Theorem 1. Our proof is a re"nement
of the method in [1], which is quite diMerent from the method in [3]. To show our
theorem, we will prove the following two lemmas, which together imply the result
immediately.
Lemma 2. Let k be an integer greater than one, and let G be a graph with at least
4k + 1 vertices. If 2(G)¿|V (G)|, then for an edge e of G, there exists a 2-factor
with at least k cycles that contains e, or |V (G)| is even and G has a vertex cover of
size |V (G)|=2 containing V (e).
Lemma 3. Let G be a graph with 2(G)¿|V (G)|, and let e be an edge of G. If G
has a 2-factor with k cycles that contains e, where k¿3, then there exists a 2-factor
with k − 1 cycles that contains e.
In the proof, we use the following theorem, which is a slightly stronger result than
Justesen’s Theorem [5].
Theorem D (Enomoto [4], Wang [7]). Let k be a positive integer, and let G be a
graph with at least 3k vertices. If 2(G)¿4k− 1, then there exist k pairwise disjoint
cycles in G.
We use notation and terminology given in [2,8] except for the following. For a
subgraph H in G, we denote NG(x)∩V (H) by NH (x), its cardinality by dH (x) and
|V (H)| by |H |. For a subset S of V (G), the subgraph of G induced by S is denoted
by 〈S〉G or simply by 〈S〉. In the case when we remove a vertex v from a set S or
a graph G, we denote it simply S\v or G − v, respectively. If we add or remove an
edge uv joining two vertices in a subgraph B, we write B∪uv or B\uv, respectively.
The minimum degree of G is denoted by (G). A cycle or a path imposes a natural
order on its vertices. Thus we specify a cycle or a path with p vertices by listing its
vertices in order: (u1; u2; : : : ; up) for a cycle and u1; u2; : : : ; up for a path. In a "xed
orientation, we denote the vertex following ui by u+i . Especially, u
+++
i and u
++++
i are
simply denoted by u+3i and u
+4
i , respectively.
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2. The proof of Lemma 2
We write n= |V (G)| and L= {u∈V (G) |d(u)¡n=2} and Lc=V (G)\L. If (G)= 2,
then G is uniquely determined and our statement holds. Thus, in the following, we
assume (G)¿3. By the assumption d(u)+d(u′)¿n for uu′ =∈E(G), the following fact
is obtained.
Fact 1. The subgraph induced by L is complete.
Let C be a shortest cycle containing the speci"ed edge e. It is easily shown that
|C| is at most four since 2(G)¿n. Thus |G − V (C)|¿n − 4¿3(k − 1). Since C is
a shortest cycle, each vertex in G − V (C) is adjacent to at most three vertices in C.
Therefore, we have that 2(G−V (C))¿2(G)−6¿4(k−1)−1. Hence, from Theorem
D, there exist k − 1 vertex disjoint cycles in G − V (C), and thus G has k disjoint
cycles of which one contains e. We choose a set of at least k disjoint cycles {Ci},
one containing e, so that
1. |V (⋃Ci)∩L| is maximized, and (∗)
2. subject to requirement 1, |⋃V (Ci)| is maximized.
Let H = 〈V (⋃Ci)〉. We may assume that e∈E(C1) and that V (H) =V (G); therefore
G − V (H) is a forest. Let v∈V (G)\V (H) be a vertex of degree at most one in
G − V (H). We divide the argument into two cases.
Case 1: The degree of v is less than n=2.
In this case, v is adjacent to at most one vertex on Ci for all i; otherwise, using
Fact 1, we can "nd k cycles that contain more vertices of L than
⋃
Ci and that one of
the cycles contains e. Thus v must have neighbors in exactly r=dH (v) cycles. Since
(G)¿3 and dG−V (H)(v)61, we have r¿2.
Let Cj be any cycle having a neighbor of v, and consider u∈V (Cj)\N (v). Note that
u is non-adjacent to at most d(v) vertices, because uv =∈E(G) implies d(u)¿n− d(v).
Since u has all of u; v and NG−V (H)(v) as non-neighbors, vertex u is non-adjacent to
at most d(v) − dG−V (H)(v) − 2= r − 2 vertices in the union of r − 1 cycles
⋃
i =j Ci.
Thus there exists at least one cycle Cj′ in {Ci (i = j) |V (Ci)∩N (v) = ∅} such that
V (Cj′)⊂N (u).
Hence, from the pigeon hole principle, it can be easily seen that, for all cycles Cj
with j =1, one of the following two statements holds, where x; y denote the neighbors
of NCj (v) on Cj.
1. There is a cycle Cj′ in {Ci | i =∈{1; j} and V (Ci)∩N (v) = ∅} such that there is at
most one non-edge joining Cj′ and {x; y}.
2. There is a cycle Cj′ in {Ci | i = j and V (Ci)∩N (v) = ∅} such that all vertices on
Cj′ are adjacent to both x and y.
Suppose that the "rst statement holds. We can easily "nd two cycles C′j and C
′
j′ cov-
ering v; x; y; NCj (v) and V (Cj′). See Fig. 2(i). Since Fact 1 implies V (Cj−N (v))∩L= ∅,
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we see that
⋃
i =∈{ j; j′} Ci∪C′j ∪C′j′ contains e and more vertices of L than
⋃
Ci. This
contradicts the maximality of |⋃V (Ci)∩L|.
If the "rst statement does not hold for all cycles Cj, then the second statement holds.
If Cj′ =C1 or v is not adjacent to V (e), then we can easily show our statement (see
Fig. 2(ii)). We may assume that v is adjacent to an endpoint of e and that Cj′ =C1 for
any cycle Cj ∈{Ci | i =1 and V (Ci)∩N (v) = ∅}. Since the endpoint w of V (e)\N (v)
is non-adjacent to at most r− 2 vertices in ⋃i =1 Ci, there exists a cycle Cj adjacent to
v such that V (Cj)⊂N (w). Therefore, we can "nd two cycles that contain e and more
vertices of L (see Fig. 2(iii)). This is a contradiction.
Case 2: The degree of v is at least n=2 in G.
Because of the maximality of |⋃V (Ci)|, the vertex v is not adjacent to two con-
secutive vertices in
⋃
Ci, except possibly V (e). Thus, we obtain:
⌈n
2
⌉
− 1 =
⌊
n− 1
2
⌋
6dH (v)6
⌊ |C1|+ 1
2
⌋
+
∑
i¿2
⌊ |Ci|
2
⌋
6
⌊ |H |+ 1
2
⌋
=
⌈ |H |
2
⌉
: (1)
We use this inequality to prove the following claim.
Claim 2. G − V (H) consists of one vertex v.
Proof. From inequality (1), we obtain |G − V (H)|63. Suppose |G − V (H)|=2 with
V (G)\V (H)= {v; w}. Then dH (v)=dH (w)= (n − 1)=2, and v and w are adjacent.
We "x an orientation for each Ci and let e= xx+, where x+ is the vertex following x
in the "xed orientation of the cycle. Then we can easily see that v and w are adjacent
to every second vertex of each cycle except {x; x+} and NH (v)=NH (w). In particular,
|C1| is odd and |Ci| is even for all i¿2. Since k¿2, there exists C2 and |C2|¿4, and
hence |V (C2)\NC2 (v)|¿2.
If there is a vertex u in (V (C2)\NC2 (v))∩Lc, then (u−; v; w; u+; u++; : : : ; u−−) is a
cycle. This contradicts the maximality of |⋃V (Ci)|. If V (C2)\NC2 (v)⊂L, then for any
u∈NC2 (v), it follows that u+u3+∈E(G) by Fact 1, where u3+ = u+++. Hence there is
cycle (u; v; w; u++; u+; u3+; : : : ; u−) and this also produces a contradiction. In the case
of |G−V (H)|=3, there is a vertex w in G−V (H)− v such that dG−V (H)(w)= 1 and
vw =∈E(G). Thus, as in the previous case, this case is easily shown.
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As G − V (H) consists of one vertex v, by inequality (1), we have n=26dG(v)=
dH (v)6(|H |+1)=2= n=2. Thus d(v)= n=2, and n is even. Since v is not adjacent
to consecutive vertices on a cycle Ci except V (e) by requirement 2 in (∗), v is adjacent
to every second vertex of each cycle except {x; x+}. See Fig. 3(i). Conversely, for a
vertex u in V (Ci)\N (v), the neighbors u− and u+ in Ci must be adjacent to v.
Now it su?ces to show that N (v) is a vertex cover of G. That is, we show the
following:
Claim 3. G is of the exceptional type.
Proof. Let T =G − N (v), and let u∈V (Ci∩T ) for i¿1. Since u is not adjacent
to v, we obtain d(u) + d(v)¿n. As d(v)= n=2, we have d(u)¿n=2. Furthermore
(u−; v; u+; u++; : : :) is a cycle, since u− and u+ are adjacent to v (see Fig. 3(ii)).
Notice that the cycle and {Cl}l = i cover V (G − u) and that d(u)¿n=2. Because we
can apply the previous argument of v to u, it is easily seen that:
1. NC1 (u)=NC1 (v) and NCi(u)=NCi(v), and
2. NCl(u) is NCl(v) or V (Cl)\NCl(v) for all l =∈{1; i}.
Therefore no vertex in
⋃
i¿2 Ci∩T is adjacent to any vertex in C1∩T . Especially, if
i=1, then u is not adjacent to V (C1∩T ), and thus there is no edge in 〈V (C1 − T )〉.
Assume that T has an edge uw. Because of the above argument, we can assume that
u∈V (Ci∩T ) and w∈V (Cj∩T ) for some i; j¿2. If i= j, then (u−; v; w−; w−−; : : : ; u;
w; w+; w++; : : :) is a cycle. This contradicts the maximality of |V (⋃Cl)|.
Suppose i = j. If {w+; w−}⊂L, then, by Fact 1, the vertices are adjacent in G and
(u−; v; u+; u++; : : : ; u−−) and (w; u; w++; w3+; : : : ; w−; w+)
form cycles. This also contradicts the maximality of |V (⋃Cl)|. Assume w+ ∈Lc. We
use the cycles:
(u−; v; u+; u++; : : : ; u−−) and (w; u; w++; w3+; : : : ; w−)
to replace Ci and Cj (see Fig. 3(ii)). The new cycles and {Cl}l=i; j satisfy (∗), because
w+ ∈Lc. Using the previous argument about v for w+, we have that w+ is adjacent to
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both v and u2+. Hence
(u+; v; u3+; u4+; : : : ; u−; u) and (w; u2+; w+; w2+; : : : ; w−)
are cycles, which contradicts the maximality of |V (⋃Cl)|. The proof of Lemma 2 is
complete.
3. The proof of Lemma 3
3.1. Preparation
Suppose that there exists a 2-factor {Ci} with k cycles that contains the speci"ed
edge e. We will "nd such a 2-factor with k − 1 cycles in the proof of Lemma 3.
In the following, without loss of generality, we may assume that C1 contains e. As
in the proof of Lemma 2, we write n= |V (G)| and L= {u∈V (G) |d(u)¡n=2} and
Lc=V (G)\L.
Let f= uv and f′= u′v′ be edges joining two diMerent cycles Ci and Cj such that
uu′ ∈E(Ci) and v; v′∈V (Cj). If the distance between v and v′ on Cj is at most two,
then the pair of edges f;f′ are called duplicate bridges (see Fig. 4). If that distance is
two, then we call the vertex w between v and v′ the skip of the duplicate bridges. It is
obvious that if there are duplicate bridges uv; u′v′ with no skip such that e =∈{uu′; vv′},
then a 2-factor with k − 1 cycles that contains e is obtained (see Fig. 4(i)). When the
duplicate bridges have a skip, the following fact holds.
Fact 4. Let f= uv and f′= u′v′ be duplicate bridges with a skip w joining Ci and
Cj such that e =∈{uu′; vw; wv′}. If w∈Lc, then the desired 2-factor exists.
Proof. Without loss of generality, we may assume that u and u′ are adjacent on Ci (see
Fig. 4(ii)). If w is adjacent to one of u and its neighbors on Ci, then duplicate bridges
with no skip exist, and thus the desired 2-factor is found. Hence we may assume that
w is not adjacent to those vertices. Let C′ be the cycle (Ci\uu′)∪{f;f′}∪(Cj − w).
Since dG(w)¿n=2 and w is not adjacent to NCi(u)∪NCi(u′), there are two edges in⋃
l=i; j Cl∪C′ such that both ends of each are adjacent to w. At least one of the edges
is not e. We remove this edge and add the two edges joining w and the ends. The
resulting cycle yields the desired 2-factor.
The following two facts are often used and can be checked easily. The "rst involves
the essence of Ore’s theorem for hamiltonian cycles.
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Fact 5. Let P be a path of order at least three joining u1 and u2 such that e∈E(P).
Suppose that 〈V (P)〉 has no hamiltonian cycle containing e. If e is an end of P, then
dP(u1) + dP(u2)6|P| − 1: Otherwise dP(u1) + dP(u2)6|P|:
For any edge xy∈E(Ci), if there is an edge uv∈E(
⋃
j =i Cj) such that {xu; yv}⊂E
(G), then the edges are duplicate bridges without a skip, and so the desired 2-factor ex-
ists if e =∈{xy; uv}. More generally, for cycles {Di} and two vertices x; y∈V (G)\V (
⋃
Di), if there is such an edge uv, then we call uv an x; y-link in
⋃
Di. The following
fact shows a condition for the existence of an x; y-link.
Fact 6. Let {Di} be a set of cycles, and let D=
⋃
Di. Let x; y∈V (G)\V (D) have the
property that dD(x)+dD(y)¿|D|. If there is no x; y-link in D, then dD(x)+dD(y)= |D|
and for each cycle Di =(wi1; w
i
2; : : : ; w
i
|Di|), one of the following possibilities occurs:
1. dDi(x)= |Di| and dDi(y)= 0;
2. dDi(x)= 0 and dDi(y)= |Di|; or
3. |Di| is even and NDi(x)=NDi(y) is {wi1; wi3; : : : ; wi|Di|−1} or {wi2; wi4; : : :}:
In the case that an x; y-link is e, we can not use it. Therefore we prepare the
following:
Fact 7. Let {Di} be a set of cycles such that D1 contains e=w1w2, and let D=
⋃
Di.
Let x; y∈V (G)\V (D) have the property that dD(x) + dD(y)¿|D| + 1. If there is
no x; y-link other than e in D, then dD(x) + dD(y)= |D| + 1 and for the cycle
D1 = (w1; w2; : : : ; w|D1|), |D1| is odd and
ND1 (x)=ND1 (y)= {w1; w2; w4; w6; : : : ; w|D1|−1}:
Proof. Suppose that there is no x; y-link uv other than e=w1w2 in D. From the cycle
D1, we remove e and add a vertex z and the edges w1z and w2z. Let D′1 be the
resulting cycle, and let D′=
⋃
i¿2Di∪D′1. Since dD′(x) + dD′(y)¿|D′| and w1 ∈N (x)
and w2 ∈N (y), it holds from Fact 6 that |D′1| is even and that
ND′1 (x)=ND′1 (y)= {w1; w2; w4; w6; : : : ; w|D′1|−2}:
Since |D′1| − 2= |D1| − 1, our statement holds.
Next we show a condition for the existence of duplicate bridges.
Fact 8. Let vw be an edge joining v∈V (C1)\V (e) and w∈V (Ci) with i¿2, and v′
and w′ be such that vv′ ∈E(C1) and ww′ ∈E(Ci). Then
1. If dC1∪Ci(v
′) + dC1∪Ci(w
′)¿|C1 ∪ Ci|+ 1; then the desired 2-factor exists.
2. If dC1∪Ci(v
′) + dC1∪Ci(w
′)6|C1 ∪ Ci| − 1, then the desired 2-factor exists or there
are duplicate bridges with a skip v or w joining C1 or Ci and another Cj with
j =∈{1; i}.
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Proof. Let v′′ and w′′ be the other neighbors of v and w on C1 and Ci, respectively.
If v′w′ ∈E(G) or v′′w′′ ∈E(G), then the desired 2-factor exists since v =∈V (e). Assume
that neither of these edges exist. Since 〈V (C1∪C2)〉 has a hamiltonian path joining
v′ and w′ that contains e, if dC1∪Ci(v
′) + dC1∪Ci(w
′)¿|C1 ∪ Ci| + 1, then the desired
hamiltonian cycle of 〈V (C1 ∪ C2)〉 can be found, and hence statement 1 holds.
Next, we show statement 2. By the above argument, we may assume that dC1∪Ci(v
′′)+
dC1∪Ci(w
′′) is also at most |C1∪Ci|. Then we have
dG−V (C1∪Ci)(v
′) + dG−V (C1∪Ci)(v
′′) + dG−V (C1∪Ci)(w
′) + dG−C1∪Ci(w
′′)
¿ 2n− 2|C1∪Ci|+ 1
because dG(u′) + dG(w′)¿n and dG(u′′) + dG(w′′)¿n. Hence, it follows that
dG−V (C1∪Ci)(v
′) + dG−V (C1∪Ci)(v
′′)¿
⌈
2n− 2|C1∪Ci|+ 1
2
⌉
= (n− |C1∪Ci|) + 1
or
dG−V (C1∪Ci)(w
′) + dG−V (C1∪Ci)(w
′′)¿(n− |C1∪Ci|) + 1:
Thus, using Fact 6, the desired duplicate bridges are obtained.
In particular, the following fact is shown from Fact 8:
Fact 9. Let v be a vertex in G−V (e) which is adjacent to e on C1. If v is adjacent to
a vertex w of V (Ci) for i¿2, then the desired 2-factor exists or there are duplicate
bridges with a skip v or w joining C1 or Ci and another Cj with j =∈{1; i}.
Proof. If e is an end of a hamiltonian path of 〈V (C1∪Ci)〉 and if the degree sum
of the ends is at least |C1∪Ci|, then there is a hamiltonian cycle of 〈V (C1∪C2)〉
containing e. In the case when the degree sum is at most |C1∪Ci| − 1, Fact 8 yields
the desired duplicate bridges.
In the proof of Lemma 3, we shall choose a 2-factor {Ci} so that ||C1| − 5| is the
smallest. Finally, we establish the following fact:
Fact 10. Let {Ci} be a 2-factor with k cycles such that e∈E(C1) and ||C1| − 5| is
minimized. Let P be a path of order at least three such that G−V (P) has a 2-factor
with k − 1 cycles and ||P| − 5|¡||C1| − 5|. If e is an end of P, then G has a 2-factor
with k − 1 cycles that contains e.
Proof. Let {Di} be a 2-factor with k−1 cycles of G−V (P). If 〈P〉 has a hamiltonian
cycle P˜ containing e, then the cycle and {Di} cover V (G) and ||P˜| − 5|¡||C1| − 5|.
This contradicts our choice of {Ci}. Thus we suppose 〈V (P)〉 has no hamiltonian
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cycle containing e. In particular, the ends u1 and u2 of P are not adjacent. Therefore
dG(u1)+dG(u2)¿n. By Fact 5, dP(u1)+dP(u2)6|P| − 1. Hence, by Fact 6, there is a
u1; u2-link w1w2 in
⋃
Di. Remove w1w2 and add the two edges u1w1; u2w2 to
⋃
Di∪P,
yielding the desired 2-factor.
3.2. Proof
Assume that there exists a 2-factor {Ci} with k cycles that contains the speci"ed
edge e. We will "nd such a 2-factor with k − 1 cycles. We suppose that C1 contains
e. If V (e) is a cutset of G, then the desired 2-factor can be obtained easily because
G−V (e) consists of two complete graphs. Thus in the following, we assume that V (e)
is not a cutset of G. Let {Ci}i6k be a 2-factor with k cycles of G such that e∈E(C1)
and
• ||C1| − 5| is the smallest, and
• subject to the above, |C1| is minimized.
We divide our proof into two cases.
Case 1: |C1| is greater than or equal to n=2 + 1.
In this case, since k¿3, we have |⋃i¿2 Ci|= n − |C1|¿6. This implies n¿14,
and thus |C1|¿8. Since V (e) is not a cutset, there is an edge vw joining a vertex
v∈V (C1)\V (e) and
⋃
i¿2 Ci. We choose such an edge so that
1. the distance between e and v is minimized,
2. subject to requirement 1, v∈Lc if possible, and (∗∗)
3. subject to requirements 1 and 2, w∈Lc if possible.
Without loss of generality, we may assume w∈V (C2). If 〈V (C1∪C2)〉 has a hamil-
tonian cycle containing e, then the desired 2-factor exists. Therefore we suppose that
〈V (C1∪C2)〉 has no hamiltonian cycle containing e. We "x an orientation for each
cycle. For cycle C1, we choose an orientation such that v+ is nearer to e than v.
Subcase 1.1: v is not adjacent to e on C1.
Let e= xx+, and let P be the path x−; x−−; : : : ; x++ (see Fig. 5(i)). Suppose that
〈V (P)〉 has no hamiltonian cycle. Clearly, x− is not adjacent to x++, and thus
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dG(x−) + dG(x++)¿n. Therefore we have
dP(x−) + dP(x++)6|P| − 1= |C1| − 3:
Due to requirement 1 of (∗∗), neither x− nor x++ is adjacent to ⋃i¿2 Ci. Since
|C1 − V (P)|=2, we see that
n− 46dP(x−) + dP(x++):
Hence |C1|¿n− 1. This is a contradiction. Thus 〈V (P)〉 has a hamiltonian cycle P˜.
Claim 11. There exist duplicate bridges with skip w joining C2 and Cj for some j¿3.
Proof. Suppose that there are no duplicate bridges with a skip v or w joining C1 or C2
and another cycle. Then by Fact 8, it follows that dC1∪C2 (v
+)+dC1∪C2 (w
+)= |C1∪C2|
because 〈V (C1∪C2)〉 does not have a hamiltonian cycle containing e. Thus, from this
equation, it follows that {v+x+; w+x}⊂E(G) because v+ and w+ are endpoints of the
path v+; v++; : : : ; v−; v; w; w−; w−−; : : : ; w+. Let Q= x+; x; w+; w++; : : : ; w. Since k¿3,
C2 contains at most n=2 − 4 vertices, and thus 56|Q|6n=2 − 2¡|C1|. Therefore the
path Q and the cycles P˜ and {Ci}i =1;2 satisfy the condition of Fact 10. This yields the
desired 2-factor. Thus there exist duplicate bridges with a skip v or w joining C1 or
C2 and Cj for some j¿3. If the skip is v, then v+ is adjacent to
⋃
i¿2 Ci and is nearer
to e than v. This contradicts our choice. Therefore the skip is w.
Let C′ be the cycle formed by the duplicate bridges with C2 and Cj. If the subgraph
induced by R= v+; v++; : : : ; v; w has a hamiltonian cycle containing e, then we are done.
Thus 〈V (R)〉 has no hamiltonian cycle containing e. By Fact 5, dR(v+) + dR(w)6|R|:
If dR(v+) + dR(w)= |R|, it follows that {v+x+; wx}⊂E(G) (see Fig. 5(ii)). Using
Q= x+; x; w; w+; : : : ; w− and P˜, we can "nd the desired 2-factor by Fact 10 as in
the previous case. If dR(v+) + dR(w)6|R| − 1, then
dG−V (R)(v+) + dG−V (R)(w)¿|G − V (R)|+ 1=
∣∣∣∣∣∣
⋃
i =1;2; j
Ci∪C′
∣∣∣∣∣∣+ 1:
Hence, there is a v+; w-link in
⋃
i =1;2; j Ci∪C′ from Fact 6. This is a contradiction since
requirement 1 of (∗∗) implies that v+ is not adjacent to ⋃i¿2 Ci.
Subcase 1.2: v is adjacent to e in C1.
In this case, by Fact 9, there are duplicate bridges with a skip v or w joining C1 or
C2 and another. We begin by proving the following claim.
Claim 12. The skip is w.
Proof. Suppose the skip is v. Let v+u and v−u− be the duplicate bridges joining C1
and C3. We may assume that v∈L by Fact 4 and that v is neither adjacent to w+ nor
w−; otherwise the desired 2-factor exists. From Fact 1, the vertices w+ and w− are in
Lc. Since |G − V (C1)|6n=2− 1, w+ is adjacent to at least two vertices in C1. If w+
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is adjacent to v+ = x, then we have the desired 2-factor. Therefore w+ is adjacent to a
vertex z in C1 − V (e).
Suppose z = v3+. Let P= v+; v++; : : : ; z−. With |C1|¿8 in mind, it follows from
||P| − 5|¡||C1| − 5| that P and the cycles
(w+; w++; : : : ; w; v; v−; : : : ; z+; z)
and {Ci}i¿3 satisfy the condition of Fact 10, and hence G contains the desired 2-factor
(see Fig. 6(i)). Thus z= v3+.
We have v3+ ∈L; otherwise our choice of v violates requirement 2. As v∈L, v3+v∈
E(G). Thus the path v++; v+; u; u+; : : : ; u− and cycles (v; v3+; v4+; : : : ; v−) and {Ci}i =1;3
satisfy the condition of Fact 10 since |C3|6n=2−4 (see Fig. 6(ii)). Therefore we have
the desired 2-factor.
Let w+u and w−u+ be duplicate bridges joining C2 and C3. We may assume w∈L
by Fact 4. Suppose w+ ∈Lc. As in the above proof, w+ is adjacent to a vertex z in
C1 − V (e), and the case of z = v3+ can be shown similarly. Thus z= v3+. Our way to
choose v implies that v3+ ∈L and hence v3+ is adjacent to w by Fact 1 since w∈L.
Since v3+ is adjacent to e on C1, there are duplicate bridges with a skip v3+ or w+
joining C1 or C2 and another cycle, by Fact 9. If the skip is w+, then Fact 4 yields the
desired 2-factor. If the skip is v3+, then using v3+w; v3+w+, we can "nd the desired
2-factor (see Fig. 7(i)).
By symmetry, we can assume that w+ and w− are both in L. Then w+w− ∈E(G)
by Fact 1. If |C2|=3, then (w+; w; w−; u+; u++; : : : ; u) is a hamiltonian cycle of
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〈V (C2∪C3)〉, and we are done (see Fig. 7(ii)). Thus |C2|¿4. Now Q=
(w+; w++; : : : ; w−) is a cycle. Let P= v+; v++; : : : ; v; w. If 〈V (P)〉 has a hamiltonian
cycle containing e, then the cycle and
(w+; w++; : : : ; w−; u+; u++; : : : ; u)
and {Ci}i¿4 form the desired 2-factor. Hence Fact 5 implies that dP(v+)+dP(w)¡|P|.
By Fact 6, there exists a v+; w-link yy′ in
⋃
i¿3 Ci∪Q. Thus, by connecting P and the
cycle at y and y′, we have the desired 2-factor.
Case 2: |C1| is at most n=2.
In this case, we will repeatedly use the fact that
every vertex in Lc∩V (C1) is adjacent to
⋃
i¿2
Ci: (2)
Since V (e) is not a cutset, we can choose an edge vw joining v∈V (C1)\V (e) and⋃
i¿2 Ci so that:
1. v∈Lc if possible,
2. subject to requirement 1, the distance between e and v on C1 is minimum, and
(∗ ∗ ∗)
3. subject to requirements 1 and 2, w∈Lc if possible.
We may assume w∈V (C2). First, we show the following claim.
Claim 13. There exist duplicate bridges with skip w joining C2 and Cj for some j¿3.
Proof. If v is adjacent to e on C1, then by Fact 9, there are duplicate bridges. Assume
that v is not adjacent to e= xx+ in C1. By our choice of v, neither x− nor x++ is
contained in Lc, and thus x−x++ ∈E(G) by Fact 1. On the other hand, from Fact 8,
we have that dC1∪C2 (v
+) + dC1∪C2 (w
+)= |C1∪C2| and {v+x+; w+x}⊂E(G); otherwise
duplicate bridges or the desired 2-factor exist. Hence,
(v+; v++; : : : ; x−; x++; x3+; : : : ; v; w; w−; : : : ; w+; x; x+)
is a hamiltonian cycle of 〈V (C1∪C2)〉. This yields the desired 2-factor. Thus, in either
case, duplicate bridges exist.
Assume that there exist duplicate bridges v+u+ and v−u with skip v joining C1 and
C3 and no duplicate bridges with skip w. We may assume v∈L by Fact 4. If v+ =∈V (e),
then we have to choose v+ as v. Hence, v is adjacent to e on C1, and e= v+v++. Since
every vertex in Lc∩V (C1) is adjacent to
⋃
i¿2 Ci, it follows from requirement 1 that all
vertices of V (C1)\V (e) are in L. Therefore, if |C1|¿5, then vv−− ∈E(G) by Fact 1,
and the cycles (v+; v++; : : : ; v−−; v; v−; u; u−; : : : ; u+) and {Ci}i =1;3 form the desired
2-factor. Therefore |C1|64.
Since there are no duplicate bridges with skip w, Fact 6 implies dG−C1∪C2 (w
+) +
dG−C1∪C2 (w
−)6n − |C1∪C2|. As v∈L, we may assume that {w+; w−}⊂Lc; other-
wise the desired 2-factor exists by Fact 1. Hence, dC1∪C2 (w
+)+dC1∪C2 (w
−)¿|C1∪C2|.
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Furthermore there is no edge between {w+; w−} and {v; v+; v−}; otherwise the de-
sired 2-factor exists. Thus dC1 (w
+) + dC1 (w
−)62 from |C1|64. Let P be the path
w+; w++; : : : ; w−. Since
dP(w+) + dP(w−)¿|C1∪C2| − 4¿|P|;
〈V (P)〉 has a hamiltonian cycle P˜. Now the path (C1\vv+)∪vw and the cycles P˜ and
{Ci}i¿3 satisfy the condition of Fact 10, and hence the desired 2-factor exists.
Let w+u+ and w−u be the duplicate bridges with skip w joining C2 and C3. We
may assume
w∈L (3)
by Fact 4. The vertex w is neither adjacent to v+ nor v−; otherwise G contains the
desired 2-factor. Thus Fact 1 implies that
{v+; v−}⊂Lc: (4)
Let C′2 = (w
+; w++; : : : ; w−; u−; u−−; : : : ; u+). Note that there is not an edge z z′ in⋃
i =2;3 Ci∪C′2 except e such that {z; z′}⊂L; otherwise w is adjacent to both z and
z′ and thus Fact 1 yields the desired 2-factor.
Claim 14. v is a vertex in Lc.
Proof. Suppose v∈L. Then as in the proof of the previous claim, we have |C1|=3
because (2) and requirement 1 of (∗ ∗ ∗) implies V (C1)\V (e)⊂L. Let P be the path
v; w; w+; : : : ; w−.
Suppose that 〈V (P)〉 does not have a hamiltonian cycle. By Fact 5, dP(v)+dP(w−)6
|P| − 1. Since w− is neither adjacent to v, v+ nor v−, we have
dG−V (C1∪C2)(v) + dG−V (C1∪C′2)(w
−)¿n− 2− (|P| − 1)= n− |C1∪C2|+ 1:
Thus by Fact 6, there is a v; w−-link yy+ in
⋃
i¿3 Ci such that y∈N (v) and y+ ∈N
(w−) (see Fig. 8(i)). Let us suppose yy+ ∈E(Cj). Since v is adjacent to no vertex
in Lc outside C1 (otherwise, our choice of w is violated), we have y∈L. Hence y is
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adjacent to w by Fact 1, and thus the cycle (w; w+; : : : ; w−; y+; y++; : : : ; y) forms the
desired 2-factor with {Ci}i =∈{2; j}.
Therefore 〈V (P)〉 has a hamiltonian cycle P˜=(v; z; z+; : : : ; z−). It follows from re-
quirement 3 of (∗ ∗ ∗) and (3) that {z; z−}⊂L. By Fact 1, z is adjacent to z−. See
Fig. 8(ii). Due to (4), we have
dG−V (e)(v+) + dG−V (e)(v−)¿n− 2= |G − V (e)|:
If there is a V (e)-link in cycles P˜ and {Ci}i¿3, then the desired 2-factor is ob-
tained. Otherwise, from Fact 6, we have NP(v+)=NP(v−)= {v; z+; z3+; : : :}, and then
(v; z; z−; z−−; : : : ; z+; v+; v−) is a hamiltonian cycle of 〈V (C1∪C2)〉. This yields the
desired 2-factor.
From (2), (4) and requirements 1 and 2 of (∗ ∗ ∗), we have v+∈V (e) and thus
e= v+v++. Let P be the path v+; v++; : : : ; v−.
Claim 15. 〈V (P)〉 has a hamiltonian cycle containing e, and hence |C1|¿4.
Proof. Suppose that 〈V (P)〉 does not have a hamiltonian cycle containing e. If |P|¿3,
then, by Fact 5, dP(v+) + dP(v−)6|P| − 1¡|P|. If |P|=2, then dP(v+) + dP(v−)6
2= |P|. Thus the following inequality holds:
dG−V (C1)(v
+) + dG−V (C1)(v
−)¿n− |P| − 2= n− |C1| − 1:
If v+ or v− is adjacent to any of {w; w+; w−}, then we are easily done. Assume that
there are no edges joining them. Consider the graph G′ obtained by adding the new
edges v+w; v−w. Since dG′−V (C1)(v
+)+dG′−V (C1)(v
−)¿n−|C1|+1, from Fact 6, we can
"nd a v+; v−-link yy′ in some Cj (j¿2) such that y∈NG′(v+) and y′ ∈NG′(v−). If
w∈{y; y′}, then the desired 2-factor is obtained using vw and v−y′ or v+y: Thus yy′
is a v+; v−-link not only in G′ but also in G. The edges v+y and v−y′ are duplicate
bridges with skip v. As v∈Lc, the desired 2-factor exists from Fact 4.
Let P˜=(x; x+; x++; : : :) be a hamiltonian cycle containing e of 〈V (P)〉. Without loss
of generality, we may assume e= v+v++ = xx+.
Claim 16. |C1|=5.
Proof. Suppose |C1|¿6. The subgraph induced by path Q= v; w; w−; : : : ; w+ has no
hamiltonian cycle; otherwise, this cycle and P˜ and {Ci}i¿3 form a 2-factor and
||P˜| − 5|¡||C1| − 5|, contradicting our choice of {Ci}. Since Fact 5 implies dG−V (Q)
(v) + dG−V (Q)(w+)¿n − |Q| + 1, Fact 6 gives us a v; w+-link in the cycles P˜ and
{Ci}i¿3. If the v; w+-link is not e, then the desired 2-factor is contained. Otherwise, v
and w+ have only one link e, i.e., V (e)= {x; x+}⊂N (v)∪N (w+). Hence, from Fact 7,
we have NP(v)=NP(w+)= {x; x+; x3+; : : :}: Therefore
(v+; v++; : : : ; v; w; w−; w−−; : : : ; w+)
is a hamiltonian cycle containing e of 〈V (C1∪C2)〉, yielding the desired 2-factor.
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Suppose |C1|=4. Then C1 = (v; v+; v++; v−). Brandt et al. [1] showed that if 2(H)¿
|H | and H has a 2-factor with k cycles, then H also contains a 2-factor with k − 1
cycles. Since G − V (C1) has a 2-factor with k − 1 cycles, if 2(G − V (C1))¿
n − 4, then there exists a 2-factor with k − 2 cycles and we are done. Therefore
we may assume that 2(G − V (C1))¡n − 4, i.e., there exists a pair of non-adjacent
vertices y; y′ in G − V (C1) such that dC1 (y) + dC1 (y′)¿5. By symmetry, we may
assume that dC1 (y)¿3. Clearly y is adjacent to a consecutive pair of vertices on
C1 that is not V (e). Note that (4) and Claim 14 imply {v; v−}⊂Lc. Due to (3)
and the requirements (∗ ∗ ∗) of vw, we can choose vy or v−y as vw and apply
Claim 13 to y: Then there are duplicate bridges with skip y. Because y is ad-
jacent to the consecutive vertices on C1 which is not V (e), the desired 2-factor
exists.
Suppose that the subgraph induced by Q= v; w; w−; : : : ; w+ has no hamiltonian cycle.
Since Fact 5 implies that dG−V (Q)(v) + dG−V (Q)(w+)¿n − |Q| + 1, Fact 6 gives us
a v; w+-link in
⋃
i¿3 Ci∪ P˜. If there is a link that is not e, then the desired 2-factor
exists. Otherwise, from Fact 7, |P˜|= |C1|−1=4 should be odd. This is a contradiction.
Therefore 〈V (Q)〉 has a hamiltonian cycle Q˜.
By requirement 3 of (∗ ∗ ∗), we have NC2 (v)⊂L. Especially, the neighbors z and z′
of v in Q˜ are contained in L. By Fact 1, z and z′ are adjacent. Therefore, without loss
of generality, we can use the cycle (Q˜− v)∪z z′ and z; z′ to replace C2 and w; w+, i.e.,
we may assume that {w; w+}⊂N (v).
Suppose that v has a neighbor in a cycle Cj with j¿3. As in the previous argu-
ment, we may assume that v is adjacent to two consecutive vertices in Cj that are
in L. By Fact 1, these two vertices and w and w+ are adjacent, and this implies
that there are duplicate bridges without a skip joining C2 and Cj, and this yields the
desired 2-factor. Therefore v has no neighbor in
⋃
i¿3 Ci. Hence, it follows from re-
quirement 3 of (∗ ∗ ∗) and w∈L that the cycle C2 has at least d(v) − 4 vertices
of L.
If there are consecutive vertices z; z′ on C2 that are contained in L but not in
{w−; w; w+}, then z and z′ are also adjacent in the cycle (C2−w)∪{w+u+; w−u}∪(C3\
uu′), where w+u+; w−u are duplicate bridges with skip w joining C2 and C3. Because
w∈L, by Fact 1, there is the desired 2-factor. Hence |C2|¿2|V (C2)∩L|−2¿2(d(v)−
4) − 2= n − 10, since d(v)¿n=2. If equality holds, then the three vertices w−; w; w+
are all in L and adjacent to v. By replacing vw with vw+, we can avoid this case.
Thus we have |C2|¿n− 9:
Since k¿3, we have that k =3 and |C3|64. Clearly dC2 (v)¿n=2 − 4= (n − 5 −
|C3|)=2 + (|C3| − 3)=2¿|C2|=2: Thus it is easy to check that NC2 (v)=V (C2)∩L. If
v3+ ∈Lc, then by symmetry, we have NC2 (v3+)=V (C2)∩L. In particular, each of v
and v3+ is adjacent to both w and w+. If v3+ ∈L, the vertex is also adjacent to w; w+
by Fact 1. In either case, C′=(v; v+; v++; v3+; w+; w++; : : : ; w−; w) is a cycle. If v− is
adjacent to v++, then (v; v+; v++; v−; v3+; w+; w++; : : : ; w−; w) and C3 forms the desired
2-factor. Otherwise, since v− ∈Lc, there exists an edge z z′ in C′ and C3 whose ends are
both adjacent to v−. Then C′∪C3∪{u−z; u−z′}\z z′ forms the desire 2-factor because
z z′ = e. This completes the proof of Lemma 3.
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