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In this paper, we introduce a general framework for co-infection as cooperative SIR dynamics.
We first solve analytically CGCG model [1] and then the generalized model in symmetric scenarios.
We calculate transition points, order parameter, i.e. total number of infected hosts. Also we show
analytically there is a saddle-node bifurcation for two cooperative SIR dynamics and the transition
is hybrid. Moreover, we investigate where symmetric solution is stable for initial fluctuations. Then
we study asymmetric cases of parameters. The more asymmetry, for the primary and secondary
infection rates of one pathogen in comparison to the other pathogen, can lead to the less infected
hosts, the higher epidemic threshold and continuous transitions. Our model and results for co-
infection in combination with super-infection [2] can open a road to model disease ecology.
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disease ecology, super-infection, cooperative contagion
I. INTRODUCTION
Among natural disasters, infectious diseases have been
one of the strongest threats against human [3]. Many
infectious diseases including HIV, malaria, plague, In-
fluenza and Lyme disease, have emerged, spread and
evolved in a complex ecological system with multiple in-
teracting hosts and pathogens [4–9], however they mostly
have been studied as single epidemiological phenomena
[10–12]. Recently, some works have been studying inter-
actions between pathogens in order to address important
questions from perspective of statistical physics as well
as mathematical epidemiology, such as: how coopera-
tion or competition between pathogens affect evolution
of the global spreading dynamics, the epidemic threshold
and also the order of transitions from non-epidemic to
epidemic regime [1, 13–15]; or how the underlying topol-
ogy of interactions between host individuals can alter the
spreading dynamics [16, 17] or how their temporal or spa-
tial correlations may favor coinfection [18, 19].
Also M. A. Nowak has addressed evolution of viru-
lence, see chapter 11 in [2]; Considering Susceptible-
Infected-Removed (SIR)-type dynamics [20], he shows
when pathogens, two or more strains for instance with
different virulence, are in competition to occupy a host,
the one with higher basic reproductive ratio will win.
While in a super-infection scenario, in which one can
outcome another one already exist in the host, selection
does not maximize the basic reproductive ratio. It’s dis-
cussed how many of the strains and how can be present
at equilibrium. Nevertheless, evolution of co-infection in
a general framework is not addressed. In this work we fo-
cus on single host population while several pathogens or
strains, two or more, interact cooperatively and spread in
the host population. The spreading dynamics are SIR-
type and coupled synergistic to each other. Assuming
∗ fakhteh.ghanbarnejad@gmail.com
the host population is well mixed, we treat the system in
Mean-Field Approximations. Here we first find the ex-
act solution of CGCG model [1], then we generalize the
model to n-SIR dynamics and solve the system analyti-
cally. Finally we relax symmetric assumptions and study
the dynamics.
II. TWO DISEASES: THE EXACT SOLUTION
OF MEAN FIELD APPROXIMATIONS
We consider the case of two diseases and call them A
and B. As in [1] we will denote agents who actually have
the respective disease by capital letters (A, B) , and those
who had it in the past and now are immune by lower-case
letters (a, b). Assuming the two diseases have identical
properties, the equations governing the dynamics would
be symmetric and one can introduce the following new
variables [1]: S the fraction of susceptible (or uninfected)
agents, X = [A] + [Ab] + [AB] = [B] + [aB] + [AB] the
fraction of agents that can transfer the disease A(or B)
and P = [A] + [a] = [B] + [b] the fraction of agents who
have experienced only one of the diseases (see figure 1).
In terms of these variables the dynamical equations turn
out to be:
S˙ = −2αSX,
P˙ = (αS − βP )X,
X˙ = (αS + βP − 1)X. (1)
where α and β are the rate for a primary infection and the
rate for secondary infections, respectively. The recovery
rate is set to one by suitable choice of time scale.
In [1] the authors have numerically studied the order
parameter R = 1 − S∞ where S∞ = limt→∞ S(t) and
have concluded that for some values of parameters α and
c one observes a discontinuity in the order parameter.
They have sketched the order parameter as a function of
α for different values of c (see figure 2). For the initial
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2FIG. 1. Flow chart of two-disease coinfection with A,B. Capi-
tal letters A and B represent infective states, lower-case letters
a and b stand for recovered ones. X is defined as the fraction
of agents that can transfer the disease A(or B) and P is de-
fined as the fraction of agents who have experienced only one
of the diseases.
FIG. 2. Phase transitions from disease-free to epidemic regime
of two coupled SIR (CGCG model [1]). Order parameter R =
1−S∞ plotted against α for  = 0.005 . The curves correspond
to different levels of cooperativity c.
conditions, they have considered
S(0) = 1− ,
P (0) = X(0) = /2, (2)
which means that only a very small fraction  of the
population have been infected. They have observed that
smaller ’s lead to more clear discontinuities.
Our aim in this section is to solve the equations an-
alytically and using the solution, derive (approximate)
formula for the curves in figure 2 and also dependence
of transition point on external parameters. Additionally
we will shed insight on the nature of the transition and
show that some non-trivial power-law relations exist in
the system.
A. Exact solution of the equations
In all the equations 1, the rate of changes is propor-
tional to X, therefore we can introduce a new ”time”
variable defined via dτ = X(t)dt. This new time variable
has another interpretation as we will see later. Through
this change of variable, the above equations turn out to
be linear and can be solved exactly:
dS
dτ
= −2αS,
dP
dτ
= αS − βP,
dX
dτ
= αS + βP − 1. (3)
The first equation is a very simple one and the solution
is S = S0 exp(−2ατ), where S0 is given by the initial
conditions. The second equation is also a linear equation
in P and as we have already obtained S(τ), the solution
to this equation would be read as:
P (τ) = P0e
−βτ − αS0
β − 2α
(
e−βτ − e−2ατ) . (4)
Before moving to solve the equation for X, we would
like to have a better insight from the dynamics of these
two variables. As the dynamics of S and P in terms of τ
is independent of X this can be done easily: We have a
two-dimensional dynamical system and the best thing is
to draw the phase portrait of the system in different cases.
As in [1], we define the new parameter c = β/α which
shows the level of cooperativity of the two diseases. Fig 3
shows the phase portrait of the dynamical system for c =
1, 10 and α = 0.8. From a simple analysis of eigenvectors
and eigenvalues of the above (linear) dynamical system
it can be observed that for c < 2 this dynamical system
approaches to origin in the direction (0,1) and for c > 2
will approach the origin from the other eigenvalue (c −
2, 1). Actually although our system follows the curves
shown in the phase portraits, but do not necessarily end
it at the origin. As we will explain bellow the path is
terminated at some specific value of τ .
To have a better understanding of the pa-
rameter τ , we introduce the variable U =
[a] + [aB] + [ab] = [b] + [Ab] + [ab] which is the number
of agents that have recovered from one of the diseases.
It is straightforward to check that S + P +X + U is the
total number (fraction) of the agents and is conserved.
Also we have dU/dt = X or dU = X(t)dt. Comparing
with the definition of our time parameter τ , it is clear
that the two parameter can be taken to be identical with
suitable choice of initial values. During the dynamics, U
will rise from zero but stops to grow when the system
reaches its final state. At this state surely U ≤ 1 and
hence one concludes that our new time variable, τ ,
3FIG. 3. Phase portraits of the dynamical system in two-
disease coinfection for α = 0.8 and c = 1 (top) and 10 (bot-
tom).
cannot continue to infinity, rather it will stop at a point
where the total number of infective agents, X vanishes.
Let’s turn to solve the equation governing X. As we
already know S + P +X + τ = 1, one easily reads:
X(τ) = 1−τ−S0e−2ατ−P0e−βτ+ αS0
β − 2α
(
e−βτ − e−2ατ) .
(5)
We assume that in the beginning there is no one who has
already recovered from a disease so τ begins from zero.
The next step is to find τ in terms of t which in principle
can be done through the integration t =
∫
dτ/X(τ), but
this integral could not be expressed in terms of known
function. However, as we will see, the dependence of the
variable on the actual time parameter t plays little role.
FIG. 4. Fixed points, where X(τ∞) = 0, of the dynamics. X
plotted against τ for  = 0.01 and c = 10. The curve corre-
sponds to different rates for a primary infection α. Comparing
the curves shows that there is a saddle-node bifurcation.
B. Saddle-node bifurcation
Using the above exact solution, we try to obtain the
same graphs. To find the order parameter, we have to
find the value of S at t → ∞, or in terms of our time
variable τ we have to find the value of S at the point
τ∞ where the process stops. We call the point τ∞ the
fixed point. As stated, fixed point can be find via the
relation X(τ∞) = 0 where X(τ) is given by Eq. 5. As
there are both exponential and polynomial terms in X(τ)
the solution can not be found analytically, however we
can understand what is the cause of the discontinuity:
In figure 4 the solution to X(τ) (Eq.5) is sketched for
c = 10,  = 0.01 and for three different values of α, 0.62,
0.75 and 0.90.
With the specified initial conditions, the graph begins
from /2 and the initial slope is α−1+α(c−2)/2 which
is negative for α < 1 and sufficiently small values of .
When α = 0.62, there is only one solution to X(τ) = 0.
Clearly the solution is of the order of  and therefore
τ∞ = O(). This means that R = 1 − S∞ = 1 − S(τ∞)
is also of the order of . As α is increased two other
solutions appear (α = 0.75 curve in figure 4). But the
initial condition of the dynamical system is τ = 0 and
again we will end up in the smallest fixed point. The
case of α = 0.95 is very different, there is again only one
solution to the equation but the value of this solution is
of the order of unity, therefore there will be a jump to
a large value for τ∞ when the smaller fixed points dis-
appear. From the point of view of dynamical systems, a
saddle-node bifurcation has happened. We can focus on
the equation τ˙ = X(τ) and ask if we begin from τ = 0
what will be the value of τ and t → ∞. Clearly fig-
ure 4 shows that there is a saddle-node bifurcation in
the system as we change external parameters like α and
hence a discontinuity is observed. It is well-known that
when there is at least two stable fixed point in a dynam-
4ical fixed point, through a saddle-node type bifurcation
there can happen a discontinuous transition [21]. There
are many examples of this type, a well-known of which
is the outbreak of insects[22]. In this system through
changing the external parameters, the number of fixed
point changes, first we have one stable fixed point which
is related to a low population of insect. Changing the
parameters, a saddle-node bifurcation happens and the
system enters a bi-stable situation. However the system
stays at the low-population fixed point until there is an-
other saddle-node bifurcation through which this stable
fixed point is vanished and the system suddenly jumps
to the second (high-population) fixed point and a discon-
tinuous transition is made. The situation in our problem
is just the same but with one difference. The variable
that jumps and stays at fixed point is a time variable
and when it reaches the fixed point the dynamics is fin-
ished. Therefore it is not possible to observe phenomena
like hysteresis in the system.
C. Transition points
At the bifurcation point that leads to the discontinuity,
we should have
X(τ) =
dX
dτ
(τ) = 0 (6)
which cannot be solved analytically, though still a lot can
be obtained at least in the limit where  is very small,
which is just the limit we are interested in. Let’s call the
value of τ where the bifurcation occurs by τcrit. It is clear
that in the limit  → 0, τcrit becomes infinitesimal too.
Therefore to obtain τcrit we can expand X(τ) in terms of
τ . To have a solution for equations 6 we have to expand
X at least to second order of τ . Keeping in mind that
the expansion is in fact in terms of  to the lowest order
we find
αcrit(c, ) = 1−
√
(c− 2) +O(),
τcrit =
√

c− 2 +O(). (7)
This result gives relatively accurate values for αcrit and
τcrit, for example for c = 5 and  = 0.001 through nu-
merical solving equations 6 one obtains αcrit ' 0.9485
and τcrit ' 0.0207 while our approximation yields αcrit '
0.9452 and τcrit ' 0.0183. It is straightforward to find
the approximate solution up to order of , we have to ex-
pand X(τ) up to cubic term in τ and keep all the terms
which are of the order of 3 which leads to
αcrit(c, ) = 1−
√
(c− 2) + 2c
2 − 5c+ 4
3(c− 2) +O(
3/2),
τcrit =
√

c− 2 +
2(2c2 − 5c+ 4)
3(c− 2)2 +O(
3/2).(8)
For the above example c = 5 and  = 0.001 this gives
αcrit ' 0.9484 and τcrit ' 0.0204 which in the case of
αcrit is only 0.01 percent off the correct answer.
Note that for any c > 2 we have lim→0 αcrit = 1 and
the transition only occurs at α = 1. Also for any fixed
value of , as c→ 2+ our expansion becomes useless due
to the fact that higher order terms become more and
more important in this limit.
Also it worth to mention that there can be other sym-
metric initial conditions. For example, instead of having
two distinct individuals who are infected by each of the
diseases, we can consider that there is just one agent car-
rying both diseases. In this case the initial conditions
would be S(0) = 1 − , P (0) = 0 and X(0) = . Follow-
ing the above formalism, the transition point turns out
to be αcrit = 1−
√
2(c− 2) which is lower that the pre-
vious one. It is quite natural, because the infection rate
is proportional to X and in this case the initial value of
X is greater than the other case.
D. Calculation of the order parameter:
R∞ = 1− S(τ∞)
Next we would like to find R(α) for α < αcrit in figure
2. In this part τ∞ < τcrit, and therefore is small. We
expand X(τ) to second order of τ and solve the equation
X(τ∞) = 0 which yields
τ∞ =

2(1− α) −
α(2− α)(c− 2)2
8(1− α)3 . (9)
Then it is easy to find the order parameter for α < αcrit:
R = 1− S(τ∞) = (1− ) exp(−2ατ∞) (10)
If we find the order parameter for α > αcrit then the
whole parts of figure 2 is at hand. In this case, τ∞ is
not small and the expansion does not work. However in
some cases we can obtain some analytic results: suppose
c  1, then in the solution to X(τ) (equation 5) we
can neglect the terms proportional to exp (−βτ). Also
the parameter  plays little role in this solution and can
be dropped from all of our calculations. Through these
simplifications one arrives at
X(τ) = 1− τ − e−2ατ c− 1
c− 2 . (11)
Note that the factor (c− 1)/(c− 2) can also be neglected
for large values of c. We are looking for the solution of
X(τ∞) = 0 which is of the order of unity to put it in
R = 1 − S(τ∞) = 1 − exp(−2ατ∞), that is, neglecting
the factor mentioned, we have R = τ . This equation has
a marvelous interpretation: when c is large, in the end
one can not find people who has been infected only by
one of the diseases since
τ = U = (([ab] + [aB] + [a]) + ([ab] + [Ab] + [b])) /2
= [ab] + ([aB] + [Ab])/2 + ([a] + [b])/2 (12)
and aB+Ab vanishes at τ∞, this means that a+b should
vanish too.
5FIG. 5. Comparison of the analytical approximation with the
numerical result data for c = 15 and  = 0.005. We have
intentionally took a relatively large value for . For smaller
values of  the difference of the two curves was not observable.
To obtain an approximate solution, we write τ∞ = 1−δ
and solve X(τ∞) = 0 up to quadratic terms of δ
R =
−√−4α2 − 4e2αα+ e4α − 2α+ e2α
4α2
. (13)
and the second branch of the order parameter diagram
is obtained. In [1] the authors had observed that this
branch is not so dependent on c for large values of this
parameter; this is what we have already observed, for
c  1 the parameter β can be neglected and the top
branches coincide for different c’s. Figure II D puts all
the derived results in comparison with the numerical data
for c = 15 and  = 0.005. The difference is so little
especially when we are far from transition point, actually
if we take  = 0.0001 one could not distinguish the two
curves within such a graph.
E. Hybrid transitions
The next point is about the hybrid nature of the tran-
sition. Although the order parameter changes discontin-
uously at the transition it can be argued that just below
the transition point a power-law behavior is observed.
The transition point happens at the saddle-node bifur-
cation point. Near this point the function X(τ) can be
approximately written as X(τ) = a(α) + b(τ − τcrit)2
where a(α) = a0(α − αcrit) and a0 is a constant. There-
fore when α tends to αcrit from below, one can read τ∞
as
τ∞ − τcrit =
√
a0
b
(αcrit − α)(1/2) (14)
As the order parameter R is just 1−S(τ∞), it will be easy
to conclude R(αcrit)−R(α) ∝
√
αcrit − α. This nontrivial
power-law can help us as an alarm of approaching the
FIG. 6. Potential δV plotted against τ for  = 0.001 and
c = 30 . The curves correspond to different rates for the
primary infection α = 0.62, 0.85, 0.95. The inset graph shows
a larger view for very small values of τ . It is clear that for
α = 0.62 there is a minimum near τ = 0 which vanishes for
larger α’s.
transition: dR/dα diverges as we tend to the transition
point.
F. Another approach: minimums of the potential
In the end of this section we would like to refer that
some parts of this exact results have been obtained in
a different theme before. In [23] they have considered
a similar problem and have integrated out the two first
equations as we have done. Then using the equation
dτ/dt = X(τ) and having the solution of X(τ) they have
re-expressed this equation in the following way:
dτ
dt
= X(τ) = −dV (τ)
dτ
, (15)
that is, the dynamics is treated as the dynamics of a par-
ticle in a viscous media moving in the presence of the
potential V (τ). Because of the dynamics, the particle
always finds the local minimum and if the minimum is
vanished by changing external parameter, it will go to
the next local minimum which leads to a discontinuous
transition. This potential is shown for three different val-
ues of α, with  = 0.001 and c = 30 in figure 6, where by
increasing α the first local minimum is vanished. In [23]
they have find very similar results to ours, although from
their point of view and the questions they have answered
are different.
III. GENERALIZATION TO THREE OR MORE
DISEASES
In this section we will generalize the problem to three
or more diseases. For simplicity we begin with the case
6FIG. 7. Schematic of three-disease coinfection with A,B,C
symmetry and restrictions on the infection rates as discussed
in the text. Capital letters A, B and C represent infective
states, lower-case letters a,b and c stand for recovered ones.
where the number of diseases, n is 3, and then the gen-
eralization to arbitrary n is brought. Figure 7 shows
schematically the agents considered at the model and
how they are transformed into one another. Again capital
letters show the agents that are infected with the disease
and small letter shows that the agent has already be-
come immune to the disease. For example [AbC] means
that the agent is infected with diseases A and C and has
already become immune to b.
Again, Assuming the diseases have identical properties,
the equations governing the dynamics would be symmet-
ric and one can introduce the following new variables:
P0 = [S], the fraction of agents who have not infected
with any of diseases, P1= [a] + [A] = [b] + [B] = [c] + [C]
the fraction who have or have had only one of the
diseases, P2 = [aB] + [Ab] + [ab] + [AB] = . . . the
fraction of agents who have or have had exactly two
diseases and X = [A] + [Ab] + [AB] + [Ac] + [AC]+
[Abc] + [ABc] + [AbC] + [ABC] = . . . the fraction of
agents can transfer the diseases A (or equivalently B or
C). We call these groups susceptible, 1-disease, 2-disease
and infective group respectively. The primary, secondary
and tertiary infection rates are taken to be β0, β1 and β2
and independent of the type of disease the agent has been
infected with. That means, any individual who has not
experienced any diseases, in presence of an infective per-
son, will be infected the first disease with rate β0, any
agent who has experienced (and possibly has become im-
mune to) one disease will be infected by a second disease
with rate β1 and those who have already been infected
with two diseases will get the third one with rate β2.
Therefore, the rate of changes of P0 is simply propor-
tional to β0XP0, but there are three ways to be infected
we have P˙0 = −3β0P0X. Also it is clear that the rate of
changes in P1 has two terms, one proportional to P0X
and the second proportional to P1X. The former is the
number of agents who have already experienced one dis-
ease and are infected with a second one, and the latter is
the number of agents that have experienced two diseases
and now get the third one. With similar reasoning one
arrives at the following equations
dP0
dt
= −3β0P0X
dP1
dt
= (β0P0 − 2β1P1)X
dP2
dt
= (2β1P1 − β2P2)X
dX
dt
= (β0P0 + 2β1P1 + β2P2 − 1)X. (16)
The numerical pre-factors can be computed easily: There
are three ways that a susceptible person is infected, so
we have a factor 3 in the first equation. There is only one
way to arrive at a specific 1-disease group from suscep-
tible group and two ways to go out from 1-disease group
to a 2-disease group, and hence the numerical factors of
the second equation is obtained. For the third equation
a similar argument can be made. The dynamics of X
can be obtained in the following way: In figure 7 con-
sider the horizontal plane which has capital C in all of
the vertices, which represents X. The flow toward this
plane, which gives the positive terms, comes from the up-
per plane which has one P0, two P1’s and one P2. The
flow outward the plane is just −X as we have fixed the
recovery rate to be unity by adjusting time scale. From
equation of 16 one can obtain
d(P0 + 2P1 + P2 +X)
dt
= −X. (17)
Again it is observed that the rates of changes in all
the variables is proportional to X and hence a new time
variable can be defined via Xdt = dτ to make all the
equations linear. It turns out that the result is qualita-
tively the same as the case of two diseases. There will be
a discontinuous transition as we increase α = β0 while
keeping c1 = β1/β0 and c2 = β2/β0 fixed. Following
the steps explained in section II the transition point is
obtained to be αcrit = 1 −
√
((4/3)c1 − 2) which is in-
dependent of c2. This turns out to be a general feature
as we will see below. Also note that the transition may
occur when c1 > 3/2 where in the 2-diseases situation
only for c > 2 the transition happened in the system.
The generalization to n diseases is straightforward.
When system is symmetric, one introduces the variables
Pm which are the fraction of agents having experienced
exactly m diseases (0 ≤ m < n) and the variable X
which is the fraction of agents transferring one specific
disease. As in each time step, an agent either is infected
with a new disease or recovered from one of the diseases
the dynamics will be
dPm
dt
= (mβm−1Pm−1 − (n−m)βmPm)X, (18)
7where βm is the infection rate of the (m + 1)th disease
when the agent has already experienced m diseases. The
numerical factors can be obtained easily by considering
how many ways are there to go from a specific (m − 1)-
disease group to a m-disease group. Also for the variable
X we have
dX
dt
=
(
−1 +
n−1∑
m=0
(
n− 1
m
)
βmPm
)
X (19)
As before through introducing dτ = Xdt the above equa-
tions will become solvable and the transition point can be
obtained in terms of  and the c parameters. For example
for n = 4 we arrive at
αcrit = 1−
√

3c1 − 4
2
. (20)
where the lowest value of c1 that the transition is present
in the system is 4/3 which is lower than the cases n = 2, 3.
If we adopt the conjecture that αcrit is independent of
c2, c3, . . . for arbitrary n, we may set all these parameters
to zero and compute αcrit,n
αcrit,n = 1−
√
2
n
(c(n− 1)− n), (21)
which reveals the minimum c to have a discontinuity to
be n/(n− 1).
IV. ASYMMETRY CONSIDERATIONS
So far, we have considered completely symmetric sys-
tems, however such systems can only be approximations
to the real world systems. Therefore it is very important
to see if breaking symmetry will affect the general fea-
tures of the model or not. We will introduce asymmetry
to the model in two ways: first we suppose the dynamic is
symmetric while the initial conditions is not. Second we
will change the parameters of different diseases so that
the dynamics be asymmetric.
A. Asymmetry of the initial conditions
Let’s for simplicity consider the case of two diseases.
If at the beginning the number of agents infected by dis-
ease A is different from the number of agents infected
by disease B, even though the dynamics is symmetric,
the variables show no symmetry and the simplifications
we have taken into account does not work any more. In
particular we have to introduce two distinct P ’s and two
distinct X’s for the system:
PA = [A] + [a],
PB = [B] + [b],
XA = [A] + [Ab] + [AB],
XB = [B] + [aB] + [AB]. (22)
When XA and XB are different, we are not able to intro-
duce our new time scale consistently to make the equa-
tions linear. However the question we would like to an-
swer is that if the initial values of the equations are a
bit asymmetric, does this asymmetry grow with time or
it will fade away. To begin we write the equations of
motion in asymmetric case
dS
dt
= −(αAXA + αBXB)S,
dPA
dt
= αAXAS − βBXBPA,
dPB
dt
= αBXBS − βAXAPB ,
dXA
dt
= αAXAS + βAXAPB −XA,
dXB
dt
= αBXBS + βBXBPA −XB . (23)
in the symmetric case we have the solution XA(t) =
XB(t) = X(t) and PA(t) = PB(t) = P (t). We assume
XA/B(t) = X(t)+ A/B(t) and PA/B(t) = P (t)+ δA/B(t)
and put them in equations (23) and expand in terms of
A/B and δA/B and keep the linear terms in these func-
tions. The result can be written in the matrix form:
δ˙A
δ˙B
˙A
˙B
 =

−βX 0 αS −βP
0 −βX −βP αS
0 βX αS + βP − 1 0
βX 0 0 αS + βP − 1


δA
δB
A
B
 (24)
or in a compact form
d~L
dt
= G~L. (25)
If the largest real part of the eigenvalues of the matrix
G is negative then the symmetric solution is an attrac-
tive fixed state. Note that the elements of the above
matrix are functions of time and so are the eigenvalues.
Hopefully the eigenvalues can be obtained in terms of the
functions S, P and S;
λ1,2 =
1
2
(αS + βP − βX − 1
±
√
(−βP + βX − αS + 1)2 − 4βX
)
,
λ3,4 =
1
2
(αS + βP − βX − 1
±
√
(−βP + βX − αS + 1)2 − 4 (βX − 2αβSX)
)
.(26)
Therefore using the solution obtained for these func-
tions in the section II, the eigenvalues and eigenvectors
are at hand in terms of our parameter τ , the expression
for arbitrary parameters is very long and we do not bring
it here. In fact, it is enough to note some general prop-
erties of the eigenvalues and eigenvectors of G: Two of
the eigenvectors associated with eigenvalues λ1,2 are in
8the form (g,−g, 1,−1) with g being a function of S, P ,
and X while the other two eigenvectors are in the form
(h, h, 1, 1), again with h a function of S, P and X. In
other words there are two subspaces that are invariant
under the effect of the matrix introduced in eq. 24. For
initial values we consider that the number of agents in-
fected with disease A is a bit higher (lower) than those in-
fected with disease B. Therefore the system evolves only
in the subspace produced by the vectors (g,−g, 1,−1)
and the other two eigenvalues could be neglected.
The eigenvalues λ1,2 are the solution to the quadratic
equation λ2−Wλ+βX = 0 with W = αS+βP−βX−1.
Therefore when X = 0, one of the eigenvalues becomes
zero. In fact when X = 0 the matrix G is degenerate with
two eigenvalues equal to zero and the other two equal to
αS + βP − 1 = W |X=0. The parameter W is negative
in the beginning of the dynamics, it equals to α− 1− .
Therefore at the beginning of the dynamics, surly the
symmetric solution is attractive.
In fig. 8 the two relevant eigenvalues are plotted
against τ for two cases: (a) below the transition point
with c = 15,  = 10−4 and α = 0.90; (b) above the tran-
sition point with c = 15,  = 10−4 and α = 0.97. In
these graphs X is also plotted to explicitly see when X
vanishes and the system reaches its final state. For the
cases below the transition point, the real part of these
eigenvalues are negative for all τ < τ∞. Therefore the
system is stable in this region.
The treatment of the cases that the diseases spread
throughout the system is more tricky. The real part
of the eigenvalues become positive for an interval of τ ,
but again it becomes negative for the rest of dynam-
ics. Note that for most of τ ’s the real part of the
two eigenvalues are equal. This means that for the
distance from the symmetric solution changes isotrop-
ically within the subspace most of the time. To find
how much the system is deviated from the symmetric
solution, one should integrate the changes of the vari-
ables over time, that is δLtot = exp(
∫
dt<(λ1,2))L0 or
equivalently δLtot = exp(
∫
dτ<(λ1,2)/X)L0. Therefore
in fig. 8 when X is smaller the effect of λ is greater;
that is the beginning and the end of the dynamics,
where X is very small, are the most important parts.
As stated before, at the beginning the real part of the
eigenvalues are negative. At τ → τ∞ where again X
is extremely small, the two eigenvalues tend to 0− and
αS(τ∞) + βP (τ∞) − 1 ' 2α exp(−2ατ∞) − 1 which is
strictly negative. Therefore the symmetric solution is
stable for fluctuations that break its symmetry.
B. Asymmetry of the parameters
Another way to break symmetry is to change the pa-
rameters of the system. Thus we consider infection rates
of two diseases are different. Then we break the sym-
metry in the following form: we suppose that one of the
diseases spreads k times more easily, that is the infection
FIG. 8. Asymmetric initial conditions. Real parts of the
eigenvalues of the matrix G for two cases, which shows if the
symmetric solution is an attractive fixed point: (Top) below
transition point with c = 15,  = 10−4 and α = 0.9. (Bottom)
above transition point with the same values for c and  but
with α = 0.97. In both graphs X is also sketched. For the top
graph, the real part o the eigenvalues are negative for τ < τ∞.
For the case above the transition point, at the beginning the
real part of the eigenvalues are positive however in most parts
of the dynamics they are negative. Note that X is plotted 400
(top) and 4 (bottom) times larger, in order to be seen.
rates of the disease A and B are related to each other via
(αA, βA) = k(αB , βB). It is clear that k = 1 corresponds
to the symmetric case, and if k  1 the first disease dom-
inates and we can neglect the second disease. That is for
k = 1 a discontinuous transition may happen while for
large values of k only continuous transition can be found.
It is interesting to investigate the intermediate steps to
see how discontinuity vanishes as we increase k.
Fig. 9 shows the order parameter as a function of αA
(which is the greater infection rate) for such systems with
c = 10,  = 10−3 and different k’s. The discontinuity is
present in the model for k <∼ 4 but the amount of jump
becomes smaller as k approaches 4. Note that the place
of discontinuity in terms of αA has become more than
9FIG. 9. The order parameter of asymmetric system as a func-
tion of αB (the smaller infection rate) for k = 1, 2, . . . , 6 where
(αA, βA) = k(αB , βB) and c = 10,  = 10
−3. The discontinu-
ity becomes smaller as k increased and vanishes at k ' 4.
what we had in symmetric case while αB turns out to
be less than the case of symmetric situation. In terms
of αA the transition point has become more than unity,
the value where the continuous transition happen. The
line of this continuous transition is visible in the graph.
This means that the first disease undergoes the contin-
uous transition first, then another transition, which is
discontinuous happens at larger α.
Let’s also see how the variables evolve through time.
It is interesting because now we have two distinct dis-
eases that spread with different time scales and therefore
the variables XA and XB would peak at different times.
In general we have two distinct peeks in the graphs of
XA and XB where expectedly the peak of XA comes
first. However near the transition point very interesting
phenomenon happens. Fig. 10 shows the evolution of
different variables for such a system with k = 3, c = 10
and α = 0.38. It is observed that there exist three dis-
tinct peaks for XA and two for XB . Note that XA and
XB has been multiplied with a factor of 100 for a better
visualization. Therefore S decreases through five steps,
each step is associated with one of the peaks.
This can be understood in the following way. As αA
is larger than one, it will rise even if B is not present
in the system. When the number of agents experiencing
the disease A rises, there are a considerable amount of
individuals susceptible for the second disease with a much
higher rate βB = cαB . This gives rise to number of agents
infected with B and the second peak appears. Now again
there are a lot of agents already infected with B and
ready to be infected with A as a second disease with a
high rate βA = cαA and causing a second peak for XA.
This may happen again and in this way several peaks
may happen. The same phenomenon, and in fact a more
complicated one, happens when there are more than two
diseases are present in the theory.
V. SUMMARY AND DISCUSSION
In summary, we introduced and investigated a gener-
alized framework for co-infection. We have studied the
exact analytically solutions of cooperative coupled SIR
dynamics for two and more pathogens (or strains) in
mean-filed approximations. We calculated the epidemic
threshold, i.e. transition point (αcrit), the percentage
of final infected host population, i.e. order parameter
(R∞), for symmetric and asymmetric scenarios, and also
one critical exponent. Moreover, we showed: 1) There is
a saddle-node bifurcation point when two pathogens co-
infect. 2) The discontinuous transitions disappear when
asymmetry, in parameter space, between two pathogens
become large enough. 3) This symmetry breaking also
can lead to a greater epidemic threshold and smaller R∞.
3) Breaking symmetry of initial conditions, the symmet-
ric solution is attractive at the beginning of the dynamics
and it’s stable for the fluctuations breaking the symme-
try when τ → τ∞. 4) For the case of n cooperative
diseases, the transition point is independent of the sec-
ond (c2), third (c3), ... cooperation ratios. It also reveals
the minimum c (the first cooperation ratio) to have a
discontinuity at nn−1 .
We can conclude several points from our analysis in
comparison with super-infection, see chapter 11 in [2].
Super-infection means that an already infected host can
be infected by another pathogen which replaces the pri-
mary one(s). In contrast, co-infection means that an
already infected host can be easier infected by other
pathogens while they all co-exist in the host body. In
other words, in co-infection scenario, the primary in-
fections facilitate other infections. And while super-
infection triggers intra-host competition, co-infection
triggers intra-host cooperation. While super-infection in-
creases the average level of virulence for pathogens, co-
FIG. 10. Time evolution of the variables S, PA, PB , 100×XA
and 100×XB as functions of time for a system with  = 0.001,
αB = 0.38, c = 10 and k = 3. Note that αA = k × αB =
1.11 > 1 . There are five different and disjoint peaks for
infecting populations.
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infection can decreases the epidemic threshold and in-
creases the average level of pathogens’ populations in
comparison to non-interacting spreading dynamics. In
super-infection scenario even the pathogen with highest
reproductive ratio can extinct. In host population, all the
pathogens can coexist in co-infection case with any infec-
tion and recovery rates, also in super-infection, pathogens
with different level of virulence can coexist. A high viru-
lent pathogen, which could not persist alone, can survive
in super-infection and a very low transmissible pathogen,
which could not make any outbreak alone, can cause an
epidemic in host population when co-infects. Super and
co- infections lead to dramatic change in the average level
of affected host populations in opposite directions. The
higher the rate of super-infection, the smaller the num-
ber of infected hosts; while the higher the rate of co-
infection, the larger the number of infected hosts; Nev-
ertheless there is an upper bound for occupation of the
host population for given set of parameters as calculated.
We have limited our analysis to only cooperative SIR
dynamics. We expect even richer dynamics from mix-
ing different super- and co-infection dynamics, and be-
lieve these results could help to understand more com-
plex scenarios of disease ecology [7–9]. Also this analyti-
cal approach can open a road to or help to generalize the
works which study mechanisms leading to discontinuous
phase transitions at threshold such as different percola-
tions [24–27], the cooperative complex contagion [28] and
cascades on interdependent networks [29–31].
VI. ACKNOWLEDGMENT
FGh acknowledges support by German Research Foun-
dation (DFG) under grant GH 176/1-1, within the ido-
nate program (project 345463468).
REFERENCES
[1] Li Chen, Fakhteh Ghanbarnejad, Weiran Cai, and Peter
Grassberger, “Outbreaks of coinfections: The critical role
of cooperativity,” EPL (Europhysics Letters) 104, 50001
(2013).
[2] Martin A Nowak, Evolutionary dynamics (Harvard Uni-
versity Press, 2006).
[3] Jo N Hays, Epidemics and pandemics: their impacts on
human history (Abc-clio, 2005).
[4] Eric Faure, “Malarial pathocoenosis: beneficial and dele-
terious interactions between malaria and other human
diseases,” Frontiers in physiology 5, 441 (2014).
[5] Diego F Cuadros, Adam J Branscum, and Philip H
Crowley, “Hiv–malaria co-infection: effects of malaria on
the prevalence of hiv in east sub-saharan africa,” Inter-
national journal of epidemiology 40, 931–939 (2011).
[6] Sharon K Collinge and Chris Ray, Disease ecology: com-
munity structure and pathogen dynamics (Oxford Uni-
versity Press, 2006).
[7] Peter J Hudson, AP Rizzoli, Bryan T Grenfell, JAP
Heesterbeek, and Andy P Dobson, Ecology of wildlife
diseases (Oxford University Press, 2002).
[8] Kenneth A Schmidt and Richard S Ostfeld, “Biodiversity
and the dilution effect in disease ecology,” Ecology 82,
609–619 (2001).
[9] Richard S Ostfeld, Felicia Keesing, and Valerie T Eviner,
Infectious disease ecology: effects of ecosystems on dis-
ease and of disease on ecosystems (Princeton University
Press, 2010).
[10] Matt J Keeling and Pejman Rohani, Modeling infectious
diseases in humans and animals (Princeton University
Press, 2011).
[11] Roy M Anderson and Robert M May, Infectious dis-
eases of humans: dynamics and control (Oxford univer-
sity press, 1992).
[12] Herbert W Hethcote, “The mathematics of infectious dis-
eases,” SIAM review 42, 599–653 (2000).
[13] Li Chen, Fakhteh Ghanbarnejad, and Dirk Brockmann,
“Fundamental properties of cooperative contagion pro-
cesses,” New Journal of Physics 19, 103041 (2017).
[14] Rahul Goel, Anurag Singh, and Fakhteh Ghanbarne-
jad, “Modelling competitive marketing strategies in so-
cial networks,” arXiv preprint arXiv:1805.02081 (2018).
[15] Joaqu´ın Sanz, Cheng-Yi Xia, Sandro Meloni, and Yamir
Moreno, “Dynamics of interacting diseases,” Physical Re-
view X 4, 041005 (2014).
[16] Weiran Cai, Li Chen, Fakhteh Ghanbarnejad, and Peter
Grassberger, “Avalanche outbreaks emerging in cooper-
ative contagions,” Nature physics 11, 936–940 (2015).
[17] Peter Grassberger, Li Chen, Fakhteh Ghanbarnejad, and
Weiran Cai, “Phase transitions in cooperative coinfec-
tions: Simulation results for networks and lattices,”
Physical Review E 93, 042316 (2016).
[18] Jorge P Rodr´ıguez, Fakhteh Ghanbarnejad, and
Vı´ctor M Egu´ıluz, “Risk of coinfection outbreaks in tem-
poral networks: A case study of a hospital contact net-
work,” Frontiers in Physics 5, 46 (2017).
[19] Jorge P Rodr´ıguez, Fakhteh Ghanbarnejad, and
Vı´ctor M Egu´ıluz, “Particle velocity controls phase
transitions in contagion dynamics,” arXiv preprint
arXiv:1810.07169 (2018).
[20] William Ogilvy Kermack and Anderson G McKendrick,
“A contribution to the mathematical theory of epi-
demics,” Proceedings of the Royal Society of London.
Series A, Containing Papers of a Mathematical and Phys-
ical Character 115, 700–721 (1927).
[21] Steven H Strogatz, Nonlinear dynamics and chaos: with
applications to physics, biology, chemistry, and engineer-
ing (CRC Press, 2018).
[22] Donald Ludwig, Dixon D Jones, and Crawford S Holling,
“Qualitative analysis of insect outbreak systems: the
spruce budworm and forest,” The Journal of Animal
Ecology , 315–332 (1978).
11
[23] Hans-Karl Janssen and Olaf Stenull, “First-order phase
transitions in outbreaks of co-infectious diseases and the
extended general epidemic process,” EPL (Europhysics
Letters) 113, 26005 (2016).
[24] Dimitris Achlioptas, “D. achlioptas, rm d’souza, and j.
spencer, science 323, 1453 (2009).” Science 323, 1453
(2009).
[25] Golnoosh Bizhani, Maya Paczuski, and Peter Grass-
berger, “Discontinuous percolation transitions in epi-
demic processes, surface depinning in random media,
and hamiltonian random graphs,” Physical Review E 86,
011128 (2012).
[26] Alexander V Goltsev, Sergey N Dorogovtsev, and Jose
Ferreira F Mendes, “k-core (bootstrap) percolation on
complex networks: Critical phenomena and nonlocal ef-
fects,” Physical Review E 73, 056101 (2006).
[27] Hans-Karl Janssen, Martin Mu¨ller, and Olaf Stenull,
“Generalized epidemic process and tricritical dynamic
percolation,” Physical Review E 70, 026114 (2004).
[28] Peter Sheridan Dodds and Duncan J Watts, “Universal
behavior in a generalized model of contagion,” Physical
review letters 92, 218701 (2004).
[29] Sergey V Buldyrev, Roni Parshani, Gerald Paul, H Eu-
gene Stanley, and Shlomo Havlin, “Catastrophic cascade
of failures in interdependent networks,” Nature 464, 1025
(2010).
[30] Roni Parshani, Sergey V Buldyrev, and Shlomo
Havlin, “Interdependent networks: Reducing the cou-
pling strength leads to a change from a first to second or-
der percolation transition,” Physical review letters 105,
048701 (2010).
[31] Seung-Woo Son, Golnoosh Bizhani, Claire Christensen,
Peter Grassberger, and Maya Paczuski, “Percolation
theory on interdependent networks based on epidemic
spreading,” EPL (Europhysics Letters) 97, 16006 (2012).
