Abstract-This paper discusses the use of modern two-dimensional (2-D) spectral estimation algorithms for synthetic aperture radar (SAR) imaging. The motivation for applying power spectrum estimation methods to SAR imaging is to improve resolution, remove sidelobe artifacts, and reduce speckle compared to what is possible with conventional Fourier transform SAR imaging techniques. This paper makes two principal contributions to the field of adaptive SAR imaging. First, it is a comprehensive comparison of 2-D spectral estimation methods for SAR imaging. It provides a synopsis of the algorithms available, discusses their relative merits for SAR imaging, and illustrates their performance on simulated and collected SAR imagery. Some of the algorithms presented or their derivations are new, as are some of the insights into or analyses of the algorithms. Second, this work develops multichannel variants of four related algorithms, minimum variance method (MVM), reduced-rank MVM (RRMVM), adaptive sidelobe reduction (ASR) and space variant apodization (SVA) to estimate both reflectivity intensity and interferometric height from polarimetric displaced-aperture interferometric data. All of these interferometric variants are new. In the interferometric context, adaptive spectral estimation can improve the height estimates through a combination of adaptive nulling and averaging. Examples illustrate that MVM, ASR, and SVA offer significant advantages over Fourier methods for estimating both scattering intensity and interferometric height, and allow empirical comparison of the accuracies of Fourier, MVM, ASR, and SVA interferometric height estimates.
I. INTRODUCTION

S
YNTHETIC aperture radar (SAR) imaging can be viewed as a parameter estimation problem in which one seeks to estimate the scene reflectivity intensity versus slant-plane location, i.e., an intensity image. Interferometric SAR systems also seek to estimate scattering height out of the slant-plane, which is proportional to the phase difference, pixel by pixel, between registered images formed from a pair of coherent, vertically displaced measurement apertures. Here we discuss the limitations of conventional Fourier methods for estimating intensity and interferometric height images, and the rationale for employing alternative two-dimensional (2-D) spectral estimation methods. Section II provides a synopsis of 2-D spectral Manuscript received July 6, 1995; revised January 30, 1997. This work was supported by the Advanced Research Projects Agency (DOD), Advanced Systems Technology Office, under ARPA Order A284, issued by U.S. Army Missile Command under Contract DAAH01-93-C-R178. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. John W. Adams.
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estimation algorithms, discusses their relative merits for SAR imaging, and compares scalar imagery produced by these algorithms for both synthetic point scattering data and data collected of two commercial ships near Toledo, Ohio. This section also presents a theoretical model for the impact of adaptive sidelobe reduction (ASR) filter order and constraint on target-to-clutter ratio (TCR) that sheds light on strategies for selecting these parameters. Section III generalizes four algorithms-minimum variance method (MVM), reduced rank MVM (RRMVM), ASR, and space variant apodization (SVA)-for application to interferometric (and polarimetric) data, and uses data collected of the area around the University of Michigan football stadium to illustrate that MVM, ASR and SVA (but not RRMVM) offer significant advantages over Fourier methods for interferometric SAR imaging. This section also provides an empirical comparison of the accuracies of Fourier, MVM, ASR, and SVA interferometric height estimates, and discusses their impact on absolute and relative contrast. Section IV summarizes and draws conclusions. All SAR data shown were collected by the Wright Laboratory-ERIM Data Collection System (DCS) SAR, which is installed on a CV-580 aircraft, and operates at a variety of frequency bands, resolutions, and polarizations, in spotlight and stripmap modes. The DCS supports research in multichannel SAR, where the channels can represent multiple frequencies, multiple polarizations, and/or multiple interferometric apertures. Finally, the Appendix contains a table that summarizes the numerous acronyms used throughout the text. Fourier SAR imaging exploits the Fourier transform pair relationship between signal history measurements (polar-torectangular [1] or range migration [2] , [3] formatted) and scene reflectivity. Reference [3] provides a comprehensive discussion of SAR imaging methods. Fourier imaging exhibits several drawbacks for imaging interferometric intensity and phase/height. First, as the collection apertures are of finite size in -space (wavenumber space), the spatial resolution afforded by Fourier imaging is inherently limited. Typically, Taylor or Kaiser-Bessel weightings are employed to control impulse response (IPR) peak sidelobe and integrated sidelobe level. The artifacts (poor resolution and/or sidelobe artifacts) induced in Fourier SAR imagery by a fixed system IPR are often undesirable. Second, finite resolution leads to the classical coherent imaging speckle phenomenon, which is caused by scintillation of independent unresolved scattering elements. Complex circular white Gaussian noise, with variance is a common signal history domain model for the scattering from a patch of homogeneous clutter. The corresponding unweighted (and not zero-padded) Fourier transform image is also complex circular white Gaussian noise. The magnitude of this Fourier image is Rayleigh distributed, with mean and standard deviation that are both proportional to the intensity is exponentially distributed. The classic description of SAR image speckle as "multiplicative noise" stems from the fact that the Fourier transform is not an appropriate estimator for On the other hand, a power spectral density (PSD) estimator is appropriate for estimating PSD estimators are also appropriate for estimating the scattering intensity of deterministic scatterers. Third, thermal noise, horizontally unresolved scatterers, and IPR integrated sidelobe level all contribute to interferometric phase noise which degrades the accuracy of interferometric height estimates. Generally, height accuracy improves with increasing signal-to-noise ratio (SNR). In this case, we are referring to thermal noise that is independent in the two interferometric apertures; clutter, which is also a noise process, is very strongly correlated between the apertures. Often, some form of smoothing or filtering is necessary to reduce the thermally induced phase/height noise associated with clutter and target scattering.
Modern spectral estimation techniques offer attractive alternatives to Fourier SAR imaging. These nonlinear techniques offer the promise of improved resolution and contrast, and reduced speckle. Improvements in resolution and reductions in sidelobe artifacts arise through adaptive interference nulling, linear predictive modeling, signal-clutter subspace decomposition, or parametric sinusoidal signal history (point scatterer) modeling. Speckle reduction arises through the signal history domain averaging implicit in PSD image estimation. Contrast improvement arises through signal-clutter subspace decomposition or algorithm singularities. Similarly, interferometric variants of some of these algorithms offer the promise of reduced phase/height noise and improved phase/height accuracy through enhanced resolution and averaging.
II. 2-D SPECTRAL ESTIMATION ALGORITHMS
In this section, we summarize the available 2-D spectral estimation algorithms, review the theory behind them, and discuss their relative advantages for SAR imaging. In addition, we illustrate their performance on both simulated and collected SAR data. Table I summarizes the rationale and formulation of a variety of 2-D spectral estimation algorithms. The table groups the algorithms on the basis of their rationale. Many of these algorithms are discussed in [4] - [7] , and in a vast spectral estimation and array processing literature, for example [8] - [32] . However, RRMVM [44] , ASR [45] , [46] , and SVA [48] , [49] are new, as is much of the literature describing the application of spectral estimation algorithms to radar cross-section (RCS) analysis and imaging [33] - [49] . Moving from the top of the table toward the bottom, the degree to which the algorithms exploit a point scattering (sinusoidal signal history) model increases. As the algorithms exploit this model to a higher degree, their resolution and accuracy improves, provided the model is valid. However, the high-performance algorithms are less robust when the model is compromised. While Fourier SAR imagery is often characterized by "prominent points," the sinusoidal signal history model can be compromised in the cross-range dimension by a variety of common physical phenomena: glints, sliding speculars, creeping waves, resonances and motion-induced phase errors. Similarly, frequencydependent scattering amplitude, characteristic of certain types of scattering, can compromise the sinusoidal model in the range dimension for systems that exploit a large fractional bandwidth.
A. Synopsis of Algorithms
Some of the mathematical notation in Table I is fundamental, and is defined here. The rest is defined in the subsections that describe the individual algorithms. The elements of the signal history data vector are the rectangularly formatted 2-D radar signal history samples. (We assume that the resampling involved in polar format or migration processing has already occurred, and do not address it here.) One can either raster-scan the Cartesian signal history samples into the signal history vector, or choose another convenient lexicographic ordering. The elements of vector are the samples of the complex-valued 2-D unit sinusoid that corresponds to the scattering from a point target at location the elements constitute the exponential coefficients of a 2-D Fourier transform tuned to spatial location If the 2-D signal history data is raster-scanned into the vector then can be described as a Kronecker product of one-dimensional (1-D) Fourier transform vectors. Obviously, the lexicographic ordering of the elements of and must be consistent. Signal history correlation matrix represents an estimate of the expected matrix
The following paragraphs provide an overview of the algorithms to establish their conceptual relationships and discuss issues that are common to the algorithms.
The fast Fourier transform (FFT) and ASR algorithm both produce coherent (complex-valued) imagery. These coherent images represent the outputs of banks of 2-D narrowband filters, where each filter output is tuned to a given spatial location. The images are a convolution between the scene reflectivity and IPR. The FFT filters are fixed, and the FFT IPR is space invariant. The ASR filters are adaptive, and the ASR IPR is space variant. SVA is a special case of ASR that employs a single degree of freedom, together with a constraint motivated by the oscillatory nature of the sidelobes of a sinc IPR.
The periodogram, MVM, and RRMVM techniques all produce power spectral density (positive semidefinite, real-valued) imagery. These PSD images represent the average, or expected value, of the output energies of banks of 2-D narrowband filters, where each filter output is tuned to a given spatial location. The periodogram filters are fixed, while the MVM and RRMVM filters are adaptive. In each case, a correlation matrix whose entries are estimates of the correlations between signal history domain data samples, must be estimated from the signal history data. MVM requires a full-rank, nonsingular correlation matrix estimate, which implies a large amount of averaging, while RRMVM and the periodogram can accommodate a reduced-rank, singular correlation matrix based on a small amount of averaging. I  SYNOPSIS OF 2-D SPECTRAL ESTIMATION ALGORITHM RATIONALE AND FORMULATION RRMVM, ASR, and SVA share the spirit of MVM in that they seek to maximize adaptively the signal-to-interference ratio (SIR). However, they are "singular" methods in that they optimize SIR on the basis of low-rank (unit-rank for ASR and SVA) signal history correlation matrices. In sequence, RRMVM, ASR, and SVA utilize progressively fewer adaptive degrees of freedom, and computational complexity decreases dramatically. Stankwitz [49] has developed a nonlinear bandwidth extrapolation technique based on the premise that SVA preserves sinc IPR mainlobes, but eliminates their sidelobes. Super SVA combines inverse filtering with this nonlinear behavior of SVA to obtain bandwidth extrapolation.
Eigenvector (EV) and multiple signal classification (MU-SIC) methods are signal-clutter subspace decomposition variants of MVM that cause the image peaks corresponding to high target-to-clutter ratio (TCR) point scatterers to become very sharp and bright. MUSIC explicitly whitens, or equalizes, the clutter eigenvalues, while EV does not.
Autoregressive linear prediction (ARLP) methods predict signal history samples as linear combinations of the neighboring signal history samples, and select the predictor filter coefficients to minimize average prediction error. Based on the assumption that the prediction error signal is an innovations process, i.e., white noise, the PSD estimate equals the minimized prediction error energy divided by the magnitude squared of the transfer function. ARLP imagery benefits from reciprocal root mean square (RRMS) averaging across multiple prediction elements to reduce spurious peaks and improve contrast. RRMS averaging of the ARLP spectra across all prediction elements yields one of Pisarenko's spectral estimates.
The Tufts-Kumaresan ARLP (TKARLP) method is based on a signal-clutter subspace decomposition in the framework of ARLP. In this case, the clutter contribution to the correlation matrix is omitted to boost the apparent TCR. Further, the TKARLP prediction filter is chosen on the basis of the pseudoinverse of the signal portion of a singular correlation matrix, which allows larger subaperture sizes to be used, thereby improving resolution. TKARLP imagery also benefits from RRMS averaging across multiple prediction elements.
In those instances where a point scattering model is valid in both range and cross-range dimensions, the parametric maximum likelihood (PML) [18] , [19] , [22] , [26] method provides extremely accurate estimates of both the location of scattering points and their complex scattering amplitudes. This method is not suitable for general SAR imaging, but may be valuable for specialized SAR analysis tasks, including automatic target recognition (ATR).
Four methods can be employed to estimate the correlation matrix from the signal history data [4] , [5] : the covariance method (subaperture averaging), the modified covariance method (forward-backward subaperture averaging), the biased or unbiased correlation method (block-Toeplitz enforcement), and, for oversampled data, decimation averaging. Block-Toeplitz enforcement can be combined with the covariance or modified covariance methods. Unfortunately, the correlation method yields poor results for SAR imaging (and many other spectral estimation applications), which negates its computational appeal. We employ the modified covariance method of averaging in conjunction with all 2-D spectral estimation algorithms that utilize a correlation matrix. Fig. 1 illustrates that the unidirectional (forward) correlation matrix estimate is an average of outer-products which represent all possible overlapping sample subapertures within the full sample aperture (1) Recall that the individual subaperture vectors are formed by raster-scanning the sample 2-D subapertures into element vectors. For forward-backward averaging, the correlation matrix estimate is an average of outer-products,
where resembles an identity matrix, but the diagonal is oriented from NE to SW rather than NW to SE; represents the reversal (rotation by 180 of subaperture Forward-backward averaging exploits the fact that a 2-D sinusoid evolves in one spatial direction in the same manner as the conjugate sinusoid evolves in the opposite spatial direction, while conjugating and reversing the clutter/noise contribution effectively yields an independent realization, thereby doubling the amount of averaging that occurs.
Most SAR clutter exhibits texture over large spatial scales. Nevertheless, treating returns from locally homogeneous clutter (such as unresolved blades of grass or tree canopy) as white noise enables us to invoke the well-known theory of Fourier SNR processing gain to understand SAR image contrast, as well as the impact of subaperture averaging on SAR image contrast. SAR imaging engineers generally define TCR in the image domain as the ratio of a target peak intensity to the surrounding clutter variance, which can be viewed as a measure of contrast. On the other hand, spectral estimation researchers typically define TCR (or SNR) in the signal history domain, where it represents the ratio of sinusoid (point scatterer target) squared amplitude to total clutter (noise) variance. The 2-D sample FFT normally used to form a SAR image adds the point scattering sinusoid phasors coherently, but adds the independent clutter samples incoherently. Thus, the image domain TCR is times the signal history domain TCR. The improvement factor of the area of the aperture, is usually known as the SNR processing gain. Here, for obvious reasons, we adopt the terminology TCR gain. Based on asymptotic theory, it is well known that the TCR gains of MVM and ARLP equal the subaperture area and that the resolution capability of these algorithms improves with increasing TCR and subaperture size. Thus, we have two compelling reasons to employ large subapertures in obtaining our correlation matrix estimate. At the same time, we need to perform enough averaging to obtain nonsingular and statistically robust estimates. The resolution and TCR gain of EV and MUSIC increases when the accuracy of the correlation matrix estimate improves [15] ; for this reason, forward-backward averaging has a particularly positive impact on EV and MUSIC image contrast (much more so than with MVM).
In the context of 2-D SAR data, we have found empirically that subaperture sizes of 40-50% (i.e., work best for MVM, Pisarenko, EV, and MUSIC, while 50-60% subapertures work best for TKARLP. In conjunction with forward-backward averaging, 40% subapertures provide a factor of 4.5 times as many subapertures in the correlation average as the dimension of the correlation matrix; with 50% and 60% subapertures, the factors are 2 and 0.889, respectively. Using 40-50% forwardbackward subapertures with ARLP leads to poor contrast due to a large number of spurious peaks; however, RRMS averaging over prediction element, a la Pisarenko's method, reduces the occurrence of these spurious peaks dramatically.
In practice, all of the methods that require evaluation, inversion, or eigendecomposition of a full-rank signal history correlation matrix are computationally intensive, with complexity on the order of for typical amounts of averaging, Tufts-Kumaresan ARLP shares this order of computational complexity. To apply these algorithms to typical SAR scenes, it is necessary to employ a decimation and mosaicing strategy. As shown in Fig. 2 , the signal history is decimated down by factors and in range and crossrange dimensions. Decimation is performed so as to obtain the downsampled signal history measurements that correspond to a series of small overlapping subimages or regions of interest (ROI) within the entire SAR scene. Neglecting the small overlap, the decimation factors correspond to the number of image chips in range and cross-range. The computational complexity for each subimage drops by a factor of If the subimages are computed serially, then the overall improvement factor drops to Of course, the individual chips can be computed in parallel. Overlapped polyphase bandpass filterbanks provide better mosaicing performance than the Fourier approach illustrated in Fig. 2 , and allow use of smaller chip sizes.
B. Mathematical Algorithm Formulations
Following is a brief mathematical review of each of the adaptive SAR imaging methods. The derivation presented here for ASR is new in that it solves the joint I/Q optimization problem exactly, rather than approximately as in [45] . In addition, Fig. 2 . Decimation/mosaicing strategy employed to evaluate large adaptive images. Downsampled signal histories corresponding to each image chip are imaged adaptively and mosaiced into a composite image. In practice, the chips overlap, so that edge effects can be trimmed. Each chip signal history yields a correlation matrix by averaging subapertures, as in Fig. 1 .
the new derivation generalizes ASR and SVA for multichannel applications. This paper does not discuss the separate I/Q channel implementations of ASR and SVA, since they are neither well suited for interferometric imaging nor optimum for multichannel imaging. While RRMVM was developed simultaneously and in parallel by the author and Benitz [44] , the mathematical details of the algorithm have not been published before. Our presentation of ARLP and TKARLP methods emphasizes the twist of varying the prediction element, and leads to a previously unreported connection between ARLP and one of Pisarenko's methods. Varying the ARLP prediction element has been touched upon in [7] , [13] , [27] . Also, the author is unaware of any previous work that describes varying prediction element in conjunction with TKARLP. The remaining algorithms and their brief derivations and algorithms are not new, but are included because they provide the foundation for multichannel interferometric imaging (MVM) or are useful for completeness, logical flow, and consistency of presentation (FFT, periodogram, EV, and MUSIC, and PML).
1) Fourier Transform:
Fourier transform image formation evaluates a linear combination of the signal history samples of the form is a real-valued diagonal matrix whose entries correspond to a separable or nonseparable weighting function used to control the IPR mainlobe/sidelobe tradeoff. Unweighted FFT image formation corresponds to evaluating a bank of matched filter outputs, each filter being matched to a particular spatial location. In the simple case of a single sinusoid in white Gaussian noise or clutter, this matched filter maximizes SIR. However, in more complicated scenarios, energy from scatterer B can leak through the sidelobes (or even mainlobe) of the IPR tuned to scatterer A, thereby corrupting the estimate of energy scattered from A.
2) Periodogram: The periodogram recognizes the stochastic nature of the clutter data and seeks to estimate the average power output of the Fourier transform, i.e., the power spectral density One can view this averaging as the logical extension of "independent look averaging," which is often performed in SAR to reduce image speckle. Of course, subaperture averaging entails a loss of resolution because the subapertures are smaller than the full aperture. For this reason, the periodogram is of little practical interest.
3) Minimum Variance Method: To maximize expected SIR at each spatial location, Capon's minimum variance method [7] evaluates a different linear combination of the signal history samples, of the form where the space-variant weighting vector is complex-valued. Both the amplitude and phase of the components of can differ from those of the weighted Fourier transform vector Thus MVM does more than merely change the real-valued weights in a Fourier transform. To insure that the sinusoidal signal returned from a point scatterer at location is passed with unit gain, MVM imposes the constraint Since the output consists of desired and undesired energy, and since the signal passes with unit gain, MVM maximizes SIR by selecting to minimize the expected output energy,
Solving the constrained optimization via the method of Lagrange multipliers yields (4) and corresponding optimized output energy, or spectral estimate (5) Evaluating and inverting the correlation matrix dominates the computational complexity of MVM; subsequent evaluation of the quadratic form in (5) involves computing a pair of 2-D FFT's.
4) Reduced Rank Minimum Variance Method:
The reduced-rank minimum variance method [44] also provides a power spectral density estimate that maximizes the expected SIR. While MVM does this on the basis of a nonsingular, invertible correlation matrix, RRMVM seeks to do this on the basis of a singular, noninvertible correlation matrix. RRMVM circumvents the difficulty of a singular correlation matrix by invoking an additional constraint, namely,
The impact of the added constraint is to add a scaled identity matrix to the singular correlation matrix. Thus the optimum RRMVM weight vector is (6) where the Lagrange multiplier satisfies (7) Substituting expression (6) into definition (3) yields the RRMVM PSD image (8) In the case of full-rank MVM, represents the reciprocal of TCR gain against white clutter. Thus, one can interpret the factor in the new constraint as a factor by which RRMVM can degrade white TCR gain in its efforts to optimize SIR. In conjunction with singular correlation matrices, the effect of the new constraint is to prevent the output energy from always being zero in spite of the original unit-gain signal constraint. Use of allows the algorithm no data adaptation; in this case and the weight vector is colinear with
In conjunction with signal history averaging, causes RRMVM to reduce to the unweighted periodogram. In the case of a unit-rank correlation matrix (a single full aperture, no averaging), choosing causes RRMVM to further degenerate to the magnitude-squared of the unweighted Fourier transform. Use of allows data adaptation, i.e., weighting vectors that are not colinear with As is clear from comparing (8) and (5), when averaging is sufficient to insure a full-rank correlation matrix, relaxing the new constraint, i.e., using and causes RRMVM to degenerate to MVM.
We define the data subaperture matrix to have columns corresponding to the small number of forward-backward data subapertures, such that It is computationally advantageous to evaluate the right singular vectors and singular values of or equivalently, the eigendecomposition of which is dimensionally smaller than and where Exploiting the matrix inverse lemma we obtain which, when substituted into (7) and (8) forms the basis of the following efficient computational procedure. 1) Evaluate "kernel" correlation matrix 2) Evaluate eigendecomposition 3) Evaluate eigen images, i.e., Fourier transforms of data mapped onto eigenvectors, 4) Evaluate Lagrange multiplier by solving
5) Evaluate output
When a small amount of averaging is performed, as is the intent of the algorithm, evaluating the eigen images, step (3), dominates both the computational complexity and storage requirements of RRMVM. The burden of evaluating and storing all of the eigen images makes RRMVM unattractive when a significant amount of averaging is performed. However, our experience suggests that, in very low-rank scenarios, in which either a handful of forward-backward nearly full-aperture subapertures or a handful of forwardbackward nonoverlapping subapertures are used, the dominant effect of RRMVM is to threshold the corresponding unweighted (sinc IPR) Fourier image. In scenes where the scattering intensity spans a large dynamic range, selecting a constraint that is large enough to eliminate the sidelobe artifacts of prominent scatterers causes weaker scatterers to be eliminated. In conjunction with limited averaging, we have observed significant resolution enhancement by RRMVM only in simple, simulated scenarios. However, in cases where the dynamic range is limited, RRMVM produces cleaner looking intensity imagery than ASR. We have been unable to establish a criterion for selecting reasonable choices of the constraint coefficient as a function of the amount of averaging (i.e., correlation matrix rank) that insures consistent RRMVM image characteristics from one SAR scene to the next.
Benitz's high definition imaging (HDI) method [52] introduces a clever subspace constraint into RRMVM that prevents the weight vector from becoming orthogonal to the subaperture data. HDI constrains the degree to which the weight vector deviates from the projected Fourier vector, rather than the norm of the weight vector. Together with use of 80% subapertures (more averaging), these modifications eliminate the weak signal suppression problem that plagues RRMVM.
5) Adaptive Sidelobe Reduction:
The adaptive sidelobe reduction algorithm, extends RRMVM to its logical conclusion, namely maximizing the SIR on the basis of a single, fullaperture realization, or unit-rank correlation matrix. In the process, ASR overcomes the weak signal suppression (WSS) and computational complexity drawbacks of RRMVM by restricting the number of adaptive degrees of freedom. To do this, ASR imposes a structure on the functional form of the weighting vector. For purposes of clarity, we present the ASR algorithm in a 1-D context, and subsequently discuss its application to 2-D data. For a single full-aperture we can expand the complex-valued (i.e., omit the magnitude squared) starting point of MVM and RRMVM, namely (3), as (9) where we have explicitly broken the complex weighting coefficients into an amplitude term and an exponential Fourier phase factor. Here, we require to be real-valued; thus, unlike MVM and RRMVM, ASR does not perturb the Fourier transform phase factors. The form of this equation resembles that of a weighted inverse discrete Fourier transform (interpolated by a factor except that the weighting coefficients can depend on the spatial tuning location To restrict the number of adaptive degrees of freedom further, ASR requires that the weighting coefficients be of the form (10) where the ASR order is small This weighted sum-of--cosines form parallels that of a Taylor weighting function of order except that we allow the coefficients to vary with output sample
The rationale for this choice is that, for integer interpolation (zero-pad) factors, substituting expression (10) into (9) yields (11) where is the unweighted (sinc IPR) inverse Fourier transform image. Equation (11) says that the ASR image can be evaluated by applying a space-variant, symmetric, noncausal finite impulse response (FIR) filter to the sinc IPR Fourier image. One can either wrap the lags that go off one edge of the scene around to the other, or treat the missing samples as zero; we let them wrap. The unit-gain signal constraint, is satisfied automatically, regardless of the filter coefficients This is clear from the fact that the sinc IPR centered at interpolated sample exhibits its zeros at samples Thus, we maximize the single-realization SIR by selecting the FIR coefficients to minimize As with RRMVM, in spite of the unit-gain signal constraint, an additional constraint must be invoked to insure a nonzero ASR image. We define the vector of ASR filter coefficients as and impose a constraint on the -norm of the filter vector, This constraint limits cancellation of the desired spatial frequency sinusoid that can arise from modulating and amplifying the sinusoids from neighboring spatial frequencies via the weighted cosine form of the weighting function.
To formulate the solution for the ASR filter coefficients, it is convenient to treat the complex-valued sinc IPR Fourier image and the ASR output image as real-valued, twochannel (I and Q) vector images, and respectively. We also define a real-valued lag matrix where and are -element vectors of the I and Q channel lags, respectively, combined symmetrically around output sample Using this notation, we express (11) as (12) and suppress the understood dependence on Equation (12) We select the ASR filter vector to minimize the output energy (or average multichannel energy) subject to The solution is (13) where the Lagrange multiplier satisfies the constraint (14) In the underdetermined case, where it is computationally advantageous to evaluate the right singular vectors and values of and exploit where together with the matrix inverse lemma to obtain and thus (15) (16) (17) Thus, the following procedure implements the ASR algorithm efficiently for the underdetermined case. Note that the output is zero whenever the constraint is inactive. Evaluating the SVD in step (1) dominates the computational complexity of the underdetermined ASR algorithm.
In the overdetermined case, where it is computationally advantageous to evaluate the eigendecomposition of to obtain and thus (18) (19) (20) Thus, the following procedure implements the ASR algorithm efficiently for the overdetermined case.
1) Evaluate eigendecomposition of 2) Project lags onto eigenvectors, 3) Evaluate 4) Evaluate Lagrange multiplier by solving 5) Evaluate output, Projecting the lags onto the eigenvectors, step (2), dominates the computational complexity of the overdetermined ASR algorithm.
To apply the ASR algorithm to 2-D SAR data, we have two options. First, we can implement distinct 1-D ASR filters to the rows, then columns, or columns, then rows of an image, and select the ordering that achieves the minimum output energy. This approach yields a suboptimum (but very good) separable 2-D ASR filter. Finding the optimum separable ASR filter involves solving a set of nonlinear equations, and is difficult. The second option is to implement a nonseparable 2-D ASR filter. To preserve the computational simplicity and spirit of the 1-D ASR algorithm, we employ 2-D weighting functions of the form (21) In this manner, we obtain a 2-D FIR filter implementation. However, since the weights are nonseparable functions of the 2-D lags, we do not encounter nonlinear equations in solving for the filter coefficients. In fact, by defining -element vectors in the obvious way, the formalism of our 1-D solutions can be used directly to obtain a 2-D solution. For a given order the separable ASR filter offers degrees of freedom in each direction, while the nonseparable ASR filter offers a total of degrees of freedom.
A simple argument, based on a single isolated scalar point scatterer, establishes the minimum constraint value that will insure that input sinc IPR sidelobes are eliminated in the ASR output image. The argument is based on the fact that the distant on-axis sidelobes, rather than near-in or off-axis sidelobes, are the most difficult to eliminate. For both separable and nonseparable ASR implementations, it can be shown that employing a filter constraint of (or larger) will eliminate sidelobes.
Similarly, we have gained insight into the impact of underdetermined ASR implementation (separable versus nonseparable), order and constraint by developing approximate formulae for the image domain TCR by assuming scalar data of a single point scatterer in additive white Gaussian clutter. Omitting the details, the excess TCR gain afforded by underdetermined ASR (in excess of the usual Fourier TCR gain) is determined by the product of the number of ASR degrees of freedom and the squared constraint, i.e., as well as by the input image domain TCR, as in (22), shown at the bottom of the page, where
As a function of increasing input TCR, the excess gain function saturates at a value dictated purely by the product i.e., (23) , shown at the bottom of the page.
For a nonseparable ASR filter the excess TCR gain is, directly (24) On the other hand, for a separable ASR filter, we get a cascade of excess gain from running in the row and column directions Equation (23) indicates that underdetermined nonseparable and separable ASR filters for which the product is a constant, offer the same maximum level of excess TCR gain; however, since the separable ASR filter cascades these gains, it attains high levels of excess gain at lower input TCR than the nonseparable ASR filter. Fig. 3 illustrates theoretically predicted and observed excess TCR gain versus input TCR for nonseparable and separable filters using and While the theoretical predictions are higher than we observe in practice, the predictions accurately reflect the general behavior of excess TCR gain with respect to order, constraint and input TCR. Thus our approximate formulae afford useful insight into the impact of ASR implementation, order and constraint on image domain TCR. Table II summarizes strategies for selecting ASR constraint to either eliminate sidelobes or fix the maximum excess TCR gain. The separable sidelobe and excess TCR gain strategies are consistent, in that they share the same power-oforder dependence. In contrast, the nonseparable sidelobe and excess TCR gain strategies are inconsistent. If one implements the sidelobe rejection strategy with both nonseparable and separable filters, the nonseparable filter will suppress clutter to a greater degree.
6) Space Variant Apodization:
The SVA algorithm is a special case of ASR that exhibits minimal impact on clutter. Its dominant impact is to remove the sinc sidelobe artifacts present in unweighted Fourier imagery. SVA exploits a separable ASR filter of order one (hence overdetermined even for a single channel) together with a filter coefficient positivity constraint. This constraint reflects the oscillatory nature of a sinc IPR. When the pixel being operated upon is a sidelobe of sinc IPR, the neighboring lags are of opposite sign, and adding them to (rather than subtracting them from) the input reduces the output energy. An additional ramification of this constraint is that it prevents SVA from sharpening the interpolated sinc mainlobe, since in this case the neighboring lags share the sign of the mainlobe, and a negative coefficient is necessary to reduce the output energy. Since the SVA algorithm uses only a single filter coefficient, it is more direct to employ complex notation rather than the separate I/Q channel notation employed in deriving the higher-order ASR algorithm. Note that Stankwitz [48] based on this nonlinear operation, combined with inverse filtering. Fig. 4 shows a block diagram of the basic super SVA algorithm, and illustrates how it extrapolates the signal history of a single point scatterer by a factor of As shown, the nonlinear SVA operation increases the original bandwidth of the point scatterer, but introduces a magnitude taper that includes nulls. This taper corresponds to the transform of a sinc mainlobe, and can be computed easily and analytically for any integer input interpolation factor. The magnitude taper can be equalized over an aperture somewhat larger than a factor of (the position of the first null depends on the input interpolation factor) in each direction without encountering the singularity. In practice, however, it is convenient to extrapolate by a factor of and repeat the operation twice to obtain extrapolation.
Various refinements can be incorporated into the super SVA algorithm. One can replace the center portion of the extrapolated data with the measured data and perform nonextrapolative iterations to smooth the junction between the measured and extrapolated signal history. One can employ separate I/Q, rather than joint I/Q SVA filters, or 2-D uncoupled SVA filters. Finally, on a pixel-by-pixel basis, one can merge the basic SVA or super SVA images on the basis of selecting the algorithm that yields a smaller magnitude result. All of these nuances can qualitatively improve the nature of the super SVA result, particularly in clutter areas. We utilized replacement and nonextrapolative smoothing in our subsequent examples.
However, one cannot accurately characterize an SVA image of distributed or very closely spaced scatterers as the convolution of impulses with a sinc mainlobe. In the author's experience, super SVA is most effective for isolated point targets where the convolutional model is accurate. Under these conditions, the algorithm affords image sharpening and TCR gain consistent with the extrapolated aperture size. The algorithm can also resolve points that are not resolved in the initial sinc IPR Fourier image. The resolution capability of super SVA has yet to be determined or analyzed theoretically.
8) Autoregressive Linear Prediction:
The autoregressive linear prediction method [7] predicts a particular sample in the signal history subaperture as a linear combination of the remaining samples, i.e., Note that the prediction filter in question is a true 2-D filter, rather than a succession of 1-D predictions in the row and column directions. Let then the prediction error can be written as where and is the error prediction filter. The error prediction coefficients are chosen to minimize the average prediction error energy over all subapertures within the full signal history aperture (26) subject to the normalization constraint where is a vector of zeros, with a single unit-valued entry corresponding to the predicted element. In this context, the use of forward-backward averaging corresponds to minimizing the average of forward and backward prediction errors while using the spatially reversed and conjugated forward error prediction filter for backward error prediction. Solving the constrained optimization via the method of Lagrange multipliers yields (27) and a minimum prediction error energy of One can invert the prediction process, and view the prediction error as noise driving an all-pole (autoregressive) filter whose output is the data sample being predicted. Based on the assumption that the prediction error signal is an innovations process, i.e., white noise, the PSD estimate equals the minimized prediction error energy divided by the magnitude squared of the transfer function. However, it is known that the PSD should be chosen as the square root of this quantity to obtain correct scaling [7] , [13] . Thus, the ARLP spectral estimate is -
Evaluating and inverting the correlation matrix (or at least solving the equations dominates the computational complexity of ARLP.
A more common, but equivalent formulation of the ARLP algorithm [4] , [5] involves solving the normal equations where the reduced correlation matrix is obtained from the full correlation matrix by omitting prediction element row and column and is obtained by extracting column from the full correlation matrix, omitting the th row. Similarly, the prediction filter is missing the th unit entry element of the error prediction filter
One reason for the popularity of this less conceptually direct formulation is that, in the special case of Toeplitz correlation estimates (correlation method) and a causal prediction filter, the normal equations become the Yule-Walker equations, which make the use of efficient numerical methods, such as Durbin's recursion, more direct. In addition, the normal equation formulation is useful for describing the Tufts-Kumaresan ARLP algorithm.
9) ARLP Spectral Averaging and Pisarenko's Method:
The signal history sample being predicted need not have any particular spatial relationship to the samples being used to predict it. In other words, the filter need not be causal, semicausal, etc. ARLP imagery based on any one choice of prediction element may exhibit spurious spiky behavior and elliptical, rather than circular, contours. The first-and secondquadrant averaging proposed in [27] reduces (but does not eliminate) the spurious spikiness, and makes the countours more circular: -In this case, prediction elements and are chosen such that they lie in orthogonal quadrants with respect to the center of the subaperture. Even with this averaging, the choice of orthogonal prediction elements remains arbitrary. A logical generalization of the orthogonal-quadrant RRMS averaging concept is to RRMS average ARLP spectra/images across all possible prediction elements, i.e., -where indicates the diagonal portion of so is a diagonal matrix of prediction errors. If one makes the assumption that the individual ARLP filters yield the same prediction error energy, i.e., then the RRMS ARLP image reduces to one of a family of estimates suggested by Pisarenko [10] , as follows: -
In practice, the difference between RRMS ARLP imagery and Pisarenko imagery is negligible, validating the assumption.
10) Signal-Clutter Subspace Decomposition:
Here we consider the idealized form and properties of the signal history correlation matrix [14] , [15] , [20] based on an assumption of a superposition of sinusoids (point scatterers) embedded in additive white Gaussian clutter
The ideal (infinite averaging) correlation matrix takes the form of an identity matrix scaled by the clutter variance, combined with a quadratic term that combines outer-products of constituent sinusoidal signal vectors weighted by a so-called coherence matrix
The diagonal terms of the coherence matrix are the sinusoid energies. By definition, the correlation matrix is positive definite and Hermitian; consequently, its eigenvectors form an orthonormal basis for the -dimensional space spanned by its columns. Further, the correlation matrix can be expressed as a sum of outer-products of the eigenvectors weighted by their associated eigenvalues. The eigenvectors associated with the largest eigenvalues span the subspace defined by the sinusoid vectors, i.e., the columns of the signal matrix The remaining eigenvectors are orthogonal to the signal vectors, and display eigenvalues equal to the clutter variance. The signal subspace eigenvalues are larger than the clutter variance, but their values are complicated functions of the point scattering energies and differential locations.
The ideal correlation matrix inverse can be expressed similarly, but using the reciprocal eigenvalues. However, establishing the order i.e., the number of point scatterers, is not as simple as determining the number of large eigenvalues that deviate from a constant clutter floor, for several reasons. First, the correlation matrix estimate is imperfect, and statistical perturbations cause the clutter eigenvalues to spread about the clutter energy. Second, a collection of equal energy point scatterers typically produces a range of signal eigenvalues, that can vary from near the clutter energy to well above it; unequal scattering amplitudes exacerbate this spread. Third, realistic SAR clutter is not white.
There are two simple methods for establishing the model order. First, one can assume/decree the value of a priori, and assume that the largest eigenvalues correspond to the point scatterers. Second, one can assume that the ensemble of point scatterers contributes a fixed fraction of the total signal history energy, and select the order so that where we have assumed that the eigenvalues are sorted from smallest to largest, i.e., More complicated informationtheoretic criteria for choosing order also exist. We defer further discussion of order selection until we show examples with actual SAR data.
11) Eigenvector and Multiple Signal Classification:
The EV [15] and MUSIC [14] methods are variants of MVM that seek to drive its denominator toward zero when the analysis sinusoid vector aligns with one of the true sinusoid signal vectors, thereby giving rise to sharp image peaks. The height of these peaks is a measure of "pointiness" rather than of scattering intensity. Since the correlation matrix eigenvectors that span the clutter subspace are orthogonal to the signal vectors, EV and MUSIC truncate the eigendecomposition of the correlation matrix inverse to include only those eigenvector outer products that lie in the clutter subspace. While EV employs the reciprocals of the measured clutter eigenvalues, MUSIC exploits the white clutter assumption further, by replacing the measured clutter eigenvalues with a constant (we use the arithmetic mean of the measured clutter eigenvalues):
Evaluating and performing the eigendecomposition of the correlation matrix dominates the computational complexity of EV and MUSIC; subsequent evaluation of the quadratic form in (30) 
or (31) involves computing a pair of 2-D FFT's.
MUSIC is not generally suitable for SAR imaging because whitening the clutter eigenvalues destroys the spatial inhomogeneities associated with terrain clutter or other diffuse scattering in SAR imagery.
12) Tufts-Kumaresan ARLP:
The Tufts-Kumaresan method [16] is a variation of ARLP that seeks to force the prediction filter to lie in the signal subspace, or equivalently, the error prediction filter to lie in the clutter subspace. TKARLP differs from ARLP in two respects. First, it allows the use of larger subapertures, such that the correlation matrix becomes singular, by employing the Moore-Penrose pseudoinverse in calculating the prediction filter. Use of larger subapertures improves resolution. Second, the correlation matrix is truncated to omit the clutter contribution. While this truncation improves the apparent TCR, and improves the accuracy of point scattering peak locations in the imagery, it does not improve the image domain TCR. Thus, the TKARLP prediction filter is the minimum-norm solution to which is (32) where the eigendecomposition of the reduced correlation matrix is One obtains the corresponding error prediction filter by inserting a one in the th entry of the prediction filter and obtains the TKARLP image -
Evaluating and performing the eigendecomposition of the correlation matrix or the right singular vectors in the SVD of the corresponding reduced forward-backward subaperture data matrix dominates the computational complexity of TKARLP.
As with ARLP, we find that TKARLP imagery benefits from RRMS averaging over multiple prediction elements, for example -and -
For TKARLP we have been unable to derive a nonbrute force method of RRMS averaging across all prediction elements. 
13) Parametric Maximum Likelihood:
The PML algorithm fits a complex-valued superposition of sinusoids to the signal history data, and selects the amplitude, phase, and location of the point scatterers to minimize residual energy. For sinusoids in white Gaussian clutter, the PML algorithm achieves the Cramer-Rao lower bound on estimation accuracy [19] , [22] , [26] . The signal model is while the estimated signal model is where The residual and its energy are Given a set of point scattering location estimates, we minimize the residual energy with respect to the complex amplitudes via closed-form least-squares regression which yields the residual that now must be minimized with respect to the spatial scattering locations
We employ quasi-Newton methods to solve this nonlinear optimization problem [18] in conjunction with interactive graphics that lets us monitor and guide the convergence of the algorithm from a set of selectable initial location estimates. In some cases, a variant of the CLEAN algorithm [53] used in radio astronomy can provide adequate initial location estimates.
C. Simulated Point-Scattering Results
Preliminary assessment of the benefits and limitations of 2-D spectral estimation algorithms for SAR imaging can be made using simulated point scatterers. These simple examples illustrate the characteristic properties of these imaging methods. Fig. 5 compares imagery of a collection of 36 equalamplitude, randomly phased simulated point scatterers, configured to spell in additive white Gaussian clutter; the Fourier image domain TCR is 33 dB (the product of the 6 dB signal history domain TCR and the 27 dB compression gain afforded by the 24 24 signal history sample size). This is a higher TCR than is typical of many SAR imaging scenarios. The SVA image essentially resembles sinc mainlobe contributions (from an unweighted Fourier image) of the point scatterers, and is sharper than the baseline Taylor weighted Fourier imagery. The nonseparable underdetermined ASR and RRMVM images are slightly sharper than the SVA image, and have enhanced the TCR due to their singular nature. The super SVA extrapolated signal history has been imaged both by Taylor weighted FFT and SVA. Both super SVA images show improved TCR compared with the nominal Fourier or SVA images because their increased apertures afford 6 dB greater TCR gain. Similarly, the super SVA images do a better job of resolving the point scatterers than the Fourier, RRMVM, ASR, or SVA images. Use of 50% subaperture averaging in our MVM, EV, MUSIC, ARLP, and Pisarenko examples (60% for TKARLP) penalizes these algorithms with roughly 6 dB loss of TCR gain compared to the full aperture Fourier transform. Nevertheless, the MVM image is much sharper than the Fourier image, and the speckle variability of the clutter background is reduced. EV and MUSIC improve upon the resolution of MVM and boost the apparent TCR, more than compensating for the 6 dB averaging loss. While MUSIC yields a benign, flat background, EV clutter variations track those afforded by MVM. The ARLP image exhibits numerous spurious peaks in the clutter background (despite first-and second-quadrant averaging).
The Pisarenko image exhibits fewer spurious clutter peaks and more accurate target peaks than the ARLP image. The Pisarenko image is slightly sharper than the MVM image, but its clutter variability is higher; Pisarenko clutter variations track those afforded by MVM. TKARLP provides excellent localization of the point scatterers, but loses roughly 20 dB of TCR and introduces a herringbone texture into the clutter. RRMS averaging TKARLP imagery across all prediction elements, improves contrast, eliminates the herringbone clutter texture, and reduces the bias of the peak locations in the but degrades point resolution slightly. PML provides extremely accurate estimates of point scattering amplitude, phase, and location, as is evident by comparing them against the true point locations and amplitudes. All of these methods, with the possible exception of ARLP, provide a truer picture of the underlying point scatterers than does the baseline Taylor weighted Fourier image. Fig. 6 compares the same types of imagery of the same simulated point scatterers when the Fourier image domain TCR is 13 dB, which is a more typical TCR than the 33 dB of Fig. 5 . As is well known, the resolution of the MVM, EV, MUSIC, ARLP, TKARLP and Pisarenko methods is coarser at lower TCR than at high TCR. In contrast, the resolution of RRMVM, ASR, SVA, and super SVA is largely independent of TCR. With the TCR already low, the compression losses suffered by MVM, ARLP, and TKARLP are problematic. The EV and MUSIC algorithms offer better contrast, but are beginning to place their 36 peaks in erroneous locations. ASR, RRMVM, and super SVA provide better definition of the points in the and M than EV or MUSIC.
Both ASR and RRMVM tend to suppress clutter scattering, thereby relatively enhancing stronger scattering. In contrast, EV enhances strong point scatterers, while leaving clutter scattering relatively unaffected. While RRMVM, ASR, SVA, and super SVA do not offer the resolution enhancement that EV can at high TCR, our experience is that they are more robust than EV at low TCR. ASR enhances locally prominent scatterers over a spatial extent dictated by the order of the ASR filter, and super SVA enhances locally prominent scatterers by increasing the aperture and compression gain. In contrast, RRMVM and EV enhance only the strongest scatterers in the scene.
The TKARLP and PML algorithms provide the best localization of the point scatterers. Indeed, much literature exists to illustrate that they approach and/or attain the Cramer-Rao bound on estimation accuracy for sinusoids in white clutter. However, the electromagnetic notion of a point scatterer is, arguably, more of a mathematical and conceptual construct than a physically meaningful entity. The usual purpose and role of SAR imaging is far more complicated than the simple problem of estimating optimally the location of and amplitude of point scatterers. While neither TKARLP nor PML is well suited nor intended for imaging realistically complicated scenes, these algorithms may be valuable for specialized SAR analysis tasks, such as target classification in ATR.
Table III summarizes the dominant order of computational complexity (for single channel data), TCR gain, and advantages or disadvantages of the 2-D spectral estimation Recall that the computational burden of the order complexity algorithms can be reduced by employing a decimation and mosaicing strategy.
D. Collected Scalar SAR Results
Naturally, a more complete assessment of the benefits and limitations of 2-D spectral estimation algorithms for SAR imaging necessitates the use of collected data. Here, we utilize Ku-band data collected by the WL-ERIM DCS radar of two commercial ships docked near Toledo, OH, together with some calibration trihedrals. The same signal history, which affords a uniformly weighted Fourier image resolution of one meter, was used to produce all images shown. The rectangularly formatted signal history employed is 400 400 samples. We computed Taylor weighted and unweighted Fourier images using a zeropad factor of four. We exploited signal history decimation and image mosaicing to compute MVM, ARLP, Pisarenko, and EV images based on 40% subaperture forward-backward averaging. Each decimated signal history aperture was 25 25; the subaperture size was 10 10. The overall images were computed as mosaics of overlapping 100 100 sample subimages. The final image sizes for all methods is 1600 1600 samples, of which 1000 1200 samples are shown. Fig. 7 illustrates the baseline Taylor weighted 35 dB, order 5) Fourier image on a relative 60 dB gray scale. Sidelobes are visible in the water from the trihedral near the water's edge. Also note the water tower in the center-top portion of the image; the tower lays over toward the radar, which is looking from the right. All subsequent images should be compared against this baseline. Fig. 8 illustrates the MVM image on a relative 45 dB scale. The reduced dynamic range (compared to the 60 dB scale used for the Fourier image) was chosen to preserve the apparent contrast ratio. The reduced TCR gain afforded by the 40% subapertures accounts for 8 dB of the difference; we hypothesize that motion compensation errors, i.e., alongtrack phase errors, together with MVM's increased sensitivity to such errors, accounts for the remaining 7 dB loss in contrast. Aside from contrast, the differences between MVM and Fourier imagery are startling. First, MVM improves the sharpness of the trihedrals and resolution of detail on the ships, yet displays less IPR scintillation (breakup) along the continuous bulkheads and gunwales of the ships. Second, there are no sidelobe artifacts in the MVM image. Third, MVM reduces clutter speckle. The MVM image has a more "optical" quality than the Fourier image. Fig. 9 illustrates the RRMVM image, evaluated using a forward-backward subaperture size of 398 398 samples out of an aperture of 400 400 samples and a constraint of 1.0002, on a relative 70 dB scale. This example highlights a problem that can arise with the algorithm when a large dynamic range of scattering amplitudes exists within the scene. In this case, RRMVM eliminates much of the detail of the ships' structure between the bow and stern, yet at the same time, fails to eliminate the near-in sidelobes of the bright trihedral scatterers. To first order, the effect of RRMVM is to threshold the uniformly-weighted Fourier image. RRMVM exhibits too many adaptive degrees of freedom for the small amount of averaging and highly singular correlation matrix employed. The result is global weak signal suppression. While this suppression can be reduced by using smaller subapertures, i.e., more averaging, RRMVM rapidly loses its computational advantage when a significant amount of averaging is performed. Fig. 10 illustrates the underdetermined nonseparable (order 2, constraint .5, eight degrees of freedom) ASR image on a relative 70 dB gray scale. Sidelobes are no longer visible in the water from the trihedral near the water's edge despite the 10 dB increase in dynamic range of the ASR display. The trihedrals and prominent scatterers on the ships are more sharply defined. In addition, the contrast of the trihedrals with respect to the surrounding clutter is improved by roughly 8 dB, although the variance of the clutter speckle (on a dB scale) is increased. While ASR eliminates sidelobes without suppressing weak scatterers globally, it does suppress weak scatterers locally, on the scale of the FIR filter size. Clutter suppression, local weak signal suppression, and increased clutter speckle are related phenomena caused by the complete lack of averaging in the spectral estimate, despite the small number of adaptive degrees of freedom. Fig. 11 illustrates the SVA image on a relative 60 dB gray scale. Sidelobes are no longer visible in the water from the trihedral near the water's edge, yet the trihedrals and prominent scatterers on the ships are more sharply defined. For comparison, Fig. 12 illustrates the unweighted Fourier image on a relative 60 dB gray scale. The dominant impact of SVA is to eliminate the sidelobe artifacts while leaving the sinc IPR mainlobe and clutter largely intact. Fig. 13 illustrates the ARLP image on a relative 35 dB scale. The image shown is the RRMS average of imagery based on first-and second-quadrant predictors, as described in the text. The ARLP image is qualitatively very poor. Compared to the MVM image, the ARLP image offers less contrast and displays spurious diagonal texture (both caused by ubiquitous spurious peaks), and exhibits sidelobelike artifacts that extend throughout the scene. Fig. 14 illustrates the Pisarenko image on a relative 35 dB scale. Compared to the MVM image (Fig. 8) , Pisarenko loses roughly 10 dB of compression gain or contrast. We suspect this occurs because Pisarenko is even more sensitive than MVM to along-track phase errors. Otherwise, there appears to be little difference between the Pisarenko and MVM imagery. However, by averaging over all possible ARLP predictors, the Pisarenko image greatly reduces spurious diagonal texture and improves image contrast compared to that afforded by a single pair of orthogonal prediction elements. Fig. 15 illustrates the EV image on a relative 55 dB scale. We employed a fixed order of ten point targets for each mosaic chip. The EV image is very similar to the MVM image, but EV gains roughly 10 dB of contrast by enhancing the prominent point scatterers; several scatterers on the ships are more sharply defined by EV. The EV image also enhances random points in mosaic chips comprised of homogeneous clutter; in such cases, there are no dominant signal eigenvalues, yet certain eigenvalues are decreed to be signal, and EV enhances the associated points. Use of energy-based order selection criteria results in poor quality imagery where the boundaries between mosaic chips become clearly (and distractingly) visible, particularly between benign homogeneous chips and chips containing a few dominant scatterers. Both clutter level and textural mismatches occur with energy-based order selection criteria. SAR target detection, target recognition, and scene analysis problems usually involve spatially distributed objects. Order selection criteria that are based solely on discontinuities in or thresholding of the eigenvalue spectrum fail to satisfy our desire to enhance scatterers on the basis of their local prominence or relative spatial position. Further, order selection is complicated by the arbitrary manner in which an object or terrain can span multiple mosaic chips. More sophisticated order selection criteria are necessary to fully realize the potential of EV for SAR imaging. The logical intersection between EV order selection and SAR target detection is very intriguing. Fig. 16 illustrates the SVA imagery of the super SVA extrapolated signal history on a relative 66 dB gray scale. Compared with the SVA imagery, the super SVA imagery appears somewhat sharper, the clutter has a more fine-grained speckle, and the extrapolated aperture provides 6 dB greater TCR gain. Sidelobes of the trihedrals and other prominent point scatterers are heavily attenuated, although low-level residual sidelobes of the strongest scatterers are visible.
Figs. 17 and 18 illustrate heavily interpolated slices through one of the trihedrals on the causeway, and facilitate comparison of the sharpness, but not strictly the resolution, afforded by each algorithm. Fig. 17 demonstrates that SVA effectively yields a sinc IPR mainlobe while eliminating the sinc sidelobes. ASR realizes a slight sharpening of the sinc mainlobe, together with a reduction in the background clutter. Both SVA and ASR offer lower sidelobes and sharper mainlobe than the baseline Taylor weighted imagery. Super SVA sharpens the mainlobe by roughly a factor of two. Fig. 18 demonstrates that MVM, EV, ARLP, and Pisarenko all produce 3 dB peak widths that are roughly five times sharper than the sinc IPR mainlobe. The relatively poor contrast ratios, compared to MVM, exhibited in the ARLP and Pisarenko slices reflect the greater sensitivity of these algorithms to measurement phase errors.
Finally, Fig. 19 illustrates the application of PML to the stern of the upper ship. The image on the right displays the point scattering estimates (dots) superimposed on the Taylor weighted residual image. In this case 100 points were fit to the image. Clearly, one might choose to fit more points to the ship structure. One could conceive of an application where the precise point scattering estimates afforded by PML would be useful, but the estimates do not, by themselves, constitute a useful image.
III. INTERFEROMETRIC AND POLARIMETRIC
MVM, RRMVM, ASR, AND SVA
We developed multichannel interferometric versions of MVM, RRMVM, ASR, and SVA based on our belief that these methods could improve upon the accuracy of Fourier height estimates, through a combination of statistical averaging and/or interference nulling and resolution enhancement. ARLP and the signal-noise subspace decomposition methods offer no plausible interferometric generalizations. The following subsections generalize the four algorithms and illustrate results.
A. Algorithm Generalizations
Interferometric SAR systems exploit vertically displaced apertures and to collect registered, phase coherent signal histories, and Conventional interferograms are the product of the Fourier image from aperture times the conjugate of the Fourier image from aperture i.e., The magnitude of the interferogram corresponds to scattering intensity, while the phase is proportional to scattering height out of the slant-plane. illustrates the geometric and conceptual basis of interferometric SAR imaging.
Both target and clutter returns are virtually perfectly correlated across the two interferometric apertures. Thermal noise, which is independent for the two apertures, together with unresolved scatterers and IPR sidelobe leakage, contributes to interferometric phase noise, thereby degrading the accuracy of interferometric height estimates. Generally, height accuracy improves with increasing SNR or clutter-to-noise ratio (CNR). Often, interferograms must be lowpass filtered (spatially averaged) to reduce the phase/height noise associated with clutter and target scattering. Filtering the interferogram, rather than the phase, weights strong scatterers with less phase noise more heavily than the weak scatterers with more phase noise. Unfortunately, spatial averaging of interferograms degrades resolution.
A fully polarimetric SAR system collects the full 2 2 scattering matrix. Without loss of generality, we assume a linearly polarized basis, i.e., horizontal and vertical receive and transmit polarizations, providing two co-polarized receivetransmit pairs HH and VV, and two cross-polarized receivetransmit pairs HV and VH. To apply MVM and RRMVM to polarimetric data, we assume that we seek a polarimetric spanlike intensity that represents the energy received by a receive antenna whose polarization is aligned with the scattered field, averaged over all possible transmit polarizations. The polarimetric span weights the energy on the four polarization channels equally. Thus, we apply the same processing to all polarimetric channels, and maximize average SIR across the four polarization channels. Similarly, to apply MVM and RRMVM to interferometric data, we assume balanced and independent thermal noise levels for the two interferometric channels and
To preserve interferometric phase, we apply the same processing to channels and and maximize SIR on the basis of the average of the two interferometric channels. In a fully polarimetric and interferometric system, there are a total of eight data channels. An average correlation matrix (35) across the interferometric and polarimetric channels arises naturally as we seek to minimize average output energy, or maximize average SIR. Thus, from (4) and (6) , the interferometric and polarimetric MVM and RRMVM filters, respectively, are (36) and (37) where the Lagrange multiplier solves (38) In both cases, we average the output interferogram across all available forward-backward subapertures, as well as all polarization channels to insure target visibility, i.e., where the polarimetrically averaged interferometric correlation matrix is and superscript denotes a polarimetric interferogram image. Thus, the interferometric MVM and RRMVM images, respectively, are (39) and (40) Recall that RRMVM exhibits global weak signal suppression in scalar SAR data because of excess degrees of freedom.
In an interferometric context, we find that these excess degrees of freedom destroy the interferometric height information, as well. Consequently, we have not found the RRMVM algorithm to be useful in the context of interferometric SAR. This is also why we show no subsequent interferometric results for RRMVM.
To apply ASR to interferometric data, we again assume balanced and independent thermal noise levels for the two interferometric channels and and seek a spanlike output. Consequently we apply the same ASR filter to the polarimetric and interferometric channels. In this case, the multichannel ASR algorithm outlined in the previous section employs 16 channels (two I and Q channels for each polarization and interferometric channel), and selects the optimum filter based on all 16 channels simultaneously. The ASR polarimetric interferogram is simply (41) As described in Section II-B6, multichannel SVA is a special case of ASR in which a separable order one filter is employed together with a requirement that the single filter coefficient be positive-valued.
B. DCS IFSAR Examples
Here we compare Fourier, MVM, ASR, and SVA polarimetric interferograms using X-band data collected of the area around the University of Michigan football stadium by the ERIM-WL DCS IFSAR. The same signal histories, which afford a baseline (Taylor weighted) Fourier image resolution of one meter, were used as input to each of the adaptive imaging algorithms. The rectangularly formatted interferometric signal histories employed were 600 600 samples. We computed the Fourier interferogram using Taylor weighting dB peak sidelobe, order 5) and a zero-pad factor of two. We computed the underdetermined nonseparable ASR interferogram using (24 filter taps for 16 I/Q channels) and a constraint from eight sinc IPR Fourier images, each interpolated by a factor of two. We exploited signal history decimation and image mosaicing to compute an MVM interferogram based on 40% subaperture forward-backward averaging. Each decimated signal history aperture was 50 50; the subaperture size was 20 20. The overall MVM interferogram was computed as a mosaic of overlapping 100 100 sample subimages. The final interferogram image size for all three methods is 1200 1200 samples, of which 850 1050 samples are shown.
Figs. 21-24 illustrate the intensity and phase/height of the Fourier, MVM, SVA, and ASR interferograms, respectively. The relative dB scales for interferogram intensities have been chosen to preserve apparent contrast across the algorithms.
Compared against Fourier intensity contrast, MVM loses roughly 10 dB of contrast due to the loss of TCR gain afforded by the 40% subapertures, SVA contrast is comparable, while ASR improves contrast by roughly 10 dB, approximately consistent with theoretical predictions. Qualitatively, the MVM intensity imagery looks more "optical" than the Fourier, displaying both less speckle and sharper resolution of prominent structures. MVM intensity of linear structures is not broken up by IPR scintillation, while the Fourier intensity is. The SVA intensity imagery is somewhat sharper than the Fourier imagery, and comparably speckled. The ASR intensity imagery is more speckled and sharper than either the Fourier or SVA imagery. To reduce the phase noise of the Fourier, ASR and SVA estimates, we applied a 3 3 ideal averaging filter to these interferograms prior to displaying their phases (but not intensities). Without such smoothing, phase noise obscures the ASR, and to a lesser extent the SVA and Fourier, height signatures. In contrast, we did not average the MVM interferogram to display its phase; all averaging associated with MVM phase estimate occurs in the signal history domain. The principal difference between the Fourier and MVM phase imagery is that the Fourier imagery is much noisier, despite filtering. In addition, the MVM phase signature displays much sharper definition of the structural detail around the perimeters of the stadium and Crisler arena than the Fourier interferogram. The SVA phase imagery offers slightly sharper detail than the Fourier phase imagery, as well as slightly less noise. The ASR phase imagery has a dramatically different character from that of the Fourier or MVM phase imagery. While the ASR height is noisier than the Fourier height, the spatial structures are much better defined in the ASR height image. This is largely due to the fact that the ASR interferogram phase is randomized in the relatively low return areas that surround locally prominent scatterers.
Typically, the quality of SAR intensity imagery is judged on the basis of metrics like image contrast, IPR peak sidelobe level, and IPR integrated sidelobe level, or other criteria established by SAR image analysts. Estimation theoretic concepts, such as bias and variance, are less commonly discussed in a SAR context. Here, we attempt to establish crudely the relative performance of the imaging algorithms in such a context, by examining various statistics of the log (dB) intensity over homogeneous areas; homogeneous SAR clutter intensity is frequently modeled as log-normal. Table IV compares the mean, standard deviation, coefficient of skewness, and coefficient of kurtosis of five 50 50 sample regions in the Fourier, MVM, SVA, and ASR interferogram dB intensity. The coefficient of skewness [50] is proportional to the third central moment of a histogram or density, and is a normalized measure of its symmetry about its mean; a Gaussian or other symmetric density exhibits zero skewness. The coefficient of kurtosis [50] is proportional to the fourth central moment of a histogram or density about its mean, and is a normalized measure of its compactness; the coefficient for a Gaussian density is three, while that of a more heavily or lightly tailed density is higher or lower, respectively. The first four regions are spatially homogeneous clutter areas: tree crown, football field, grass, and parking lot; the fifth region is inhomogeneous, containing Across the clutter regions, the MVM dB intensities are better-fit by log-normal distributions than are the Fourier dB intensities. Further, the MVM clutter distributions are tighter than the corresponding Fourier distributions, yet equally well separated. The Fourier mean dB intensities are roughly 6.6 dB higher than the corresponding mean MVM dB intensities, suggesting a normalization bias. At the same time, the MVM standard deviations are roughly 2.2 dB less than the corresponding Fourier standard deviations, reflecting a reduction in speckle across the clutter regions. The MVM dB intensity distributions are less skewed than the Fourier distributions, and also exhibit kurtoses that are closer to three. The MVM dB intensity distribution is also tighter and more Gaussian than the Fourier over the building.
Across the clutter regions, the SVA and Fourier dB intensity statistics are very similar, with the SVA distributions slightly broader than the Fourier distributions. The Fourier mean dB intensities are roughly 3.3 dB higher than the mean SVA dB intensities, again suggesting a normalization bias. The standard deviations of the SVA intensities are roughly 0.4 dB higher than the Fourier standard deviations. The skewnesses and kurtoses of the SVA dB intensities are generally somewhat more consistent with Gaussian distributions than the Fourier statistics.
Since we employed an underdetermined ASR filter, there was a risk that some of the ASR interferogram intensities would be zero, causing the statistics of the dB intensities to be undefined. While this did not occur, the underdetermined ASR filter does impact the dB intensity distribution in two undesirable ways. First, the ASR mean intensities are less than the Fourier mean intensities by roughly 9-15 dB, where the difference is larger for strong return areas than for weak return areas; these differences are not the result of a normalization bias. Second, the ASR standard deviations are much larger and compare the ratio of building mean intensity to field mean intensity, then ASR provides a contrast improvement of 3.0 dB over Fourier; this is the sense in which our TCR analysis suggests that ASR improves contrast. Underdetermined ASR decreases absolute dB contrast because it surrounds prominent points with low return areas, which are accentuated by the log nonlinearity. Table V compares two measures of contrast between the building and homogeneous clutter patches. The first metric, the difference between mean building and clutter values, is a measure of absolute contrast. The second metric, the average value of the constant false alarm rate (CFAR) detection statistic [51] between the building and the clutter patch, normalizes the absolute contrast by the clutter standard deviation. In both cases, the mean and standard deviations are of dB intensities. Larger values indicate that the building is more detectable in the context of a log-normal CFAR detector, while lower values indicate it is less detectable. SVA improves absolute contrast (with respect to Fourier) in all cases. However, when the Fourier image exhibits strong positive absolute contrast, SVA decreases the CFAR statistic slightly. In complementary fashion, MVM decreases the absolute contrast (with respect to Fourier) in all cases. However, when the Fourier image exhibits strong positive absolute contrast, MVM increases the CFAR statistic dramatically. Underdetermined ASR has the dubious distinction of decreasing both absolute and CFAR contrast in all cases.
To compare the interferometric height accuracy of the methods, we evaluated the mean and standard deviation of the polarimetric interferogram phase over four flat regions (30 30 pixels) within the stadium scene: a roof, the football field, two other grassy regions, a low-return parking lot (which we expect to be noisy). Table VI compares these statistics for Fourier, MVM, SVA, and ASR imagery, with and without interferogram averaging by an ideal 3 3 smoothing kernel.
With the exception of the low-return parking lot, there is generally good agreement (less than 1.4 difference) between the unfiltered and filtered Fourier, SVA and MVM mean phases. Also, filtering has relatively little impact on the Fourier, SVA, and MVM mean phases. While filtering reduces the standard deviation of the Fourier phases by a factor of 1.7, it reduces the standard deviations of the MVM phases by only a factor of 1.1; filtering reduces the standard deviation of the SVA phases by a large factor of 2.8. The unfiltered Fourier phase standard deviations are roughly 3.0 times as large as those of the unfiltered MVM phase standard deviations. The filtered Fourier phase standard deviations remain roughly 1.9 times as large as those of the unfiltered MVM phase standard deviations. Although the unfiltered SVA phase standard deviations are significantly larger than the unfiltered Fourier standard deviations, the filtered SVA phase standard deviations are smaller than the filtered Fourier standard deviations. The Fourier, SVA, and MVM interferogram phases are equally accurate, yet the MVM phases are both less noisy and resolve finer structural detail; if spatial averaging is performed, the SVA phases are also less noisy and sharper than the corresponding Fourier phases.
In contrast, the unfiltered ASR mean phases can be as much as 6.0 different from the unfiltered Fourier mean phases, and display huge standard deviations. However, filtering the ASR interferogram improves its phase enormously, reducing its phase standard deviations by roughly a factor of 3.6 and causing its mean phase to be less than 3.5 from the filtered Fourier mean phase. The reason that filtering the interferograms has a relatively greater impact on underdetermined ASR phase than Fourier or MVM phase is that many of the ASR pixels display very low intensity. The phase of the low intensity pixels is effectively garbage, which manifests itself as the huge phase standard deviation. However, the phase accuracy of the prominent points is relatively good (comparable to the Fourier). Since the interferogram effectively weights each pixel by its intensity, spatial smoothing of the interferogram spreads the phases of the good pixels spatially, replacing the phase of the bad pixels.
IV. CONCLUSIONS
This paper discussed the rationale for using modern 2-D spectral estimation algorithms, rather than Fourier transforms, to form SAR imagery, and provided numerous examples of their application to collected SAR data. Of the methods discussed here, the adaptive methods that seem to offer the most immediate utility are MVM, Pisarenko, ASR, and SVA. MVM and Pisarenko offer improved resolution of prominent scatterers, reduced speckle, and imagery that is more "optical" in character than Fourier imagery. Pisarenko's method produces cleaner imagery than conventional ARLP, and obviates the need to choose a prediction element, since Pisarenko averages over all ARLP prediction elements. SVA offers sinclike resolution without sidelobe artifacts; ASR offers slightly sharper resolution as well as TCR gain, albeit at the cost of increased speckle. The computational burden of SVA and ASR is trivial compared with that of MVM and Pisarenko. EV offers great potential for enhancing resolution and contrast in SAR imagery; however, sophisticated new methods for estimating model order, based on spatial content, rather than simply intensity, must be developed before EV can realize its full potential. Methods such as PML and TKARLP offer great promise for specialized applications in which accurate localization of point scatterers is of paramount importance, but offer little utility for general SAR imaging. MVM may improve the CFAR detectability of targets in clutter. Over homogeneous regions, MVM intensity is distributed more lognormally than corresponding Fourier intensity.
We showed how MVM, ASR, and SVA methods can be extended to estimate height interferometrically, and demonstrated that these methods offer significant improvement over Fourier methods for imaging interferometric scattering intensity and height. MVM simultaneously improves resolution and reduces the variance of both intensity and height imagery. ASR improves the spatial definition one sees in interferometric height signatures, although it also increases noise. SVA both improves spatial definition of and reduces noise in interferometric height signatures slightly.
The ultimate utility of these adaptive imaging algorithms for various SAR applications has yet to be established. For example, it is unclear whether and/or to what degree these methods will improve automatic target detection and recognition performance. Similarly, the ramifications of these methods for systems-related issues such as area coverage rate, and requirements on motion compensation accuracy have yet to be addressed. Many other questions exist, as well. Which methods are most appealing to SAR image analysts? Which methods produce imagery that is best suited to subsequent enhancement, exploitation, or compression methods? Is the computational burden imposed by MVM, Pisarenko, and EV prohibitive, or just large? This paper has demonstrated that these adaptive algorithms can have a dramatic impact on SAR imagery, and there is reason to believe that imaging techniques based on modern 2-D spectral estimation methods may prove valuable in the SAR community. 
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