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Abstract
Motivated by the study on the uniqueness problem of the coupled model, in this paper, we revisit 2d
incompressible Navier–Stokes equations in bounded domains. In fact, we establish some new smoothing
estimates to the Leray solution based on the spectral analysis of Stokes operator. To understand well these
estimates, on one hand, we establish some new Brezis–Waigner type inequalities in general domain and in
any dimension and disclose the connection between both of them. On the other hand, we show that these
new estimates can be applied to prove the existence and uniqueness of the weak solutions for two coupled
models: Boussinesq system with partial viscosity (no dissipation for the temperature) and Fluid/Particle
system, in two dimension and in bounded domains.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The present paper concerns the Leray solution of the two-dimensional incompressible Navier–
Stokes equations in bounded domains with no-slip boundary condition:⎧⎨
⎩
∂tu+ u · ∇u+ ∇p − νu = f,
∇ · u = 0,
u(x,0) = u0, u|∂Ω = 0,
(1.1)E-mail address: lbhe@math.tsinghua.edu.cn.
0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
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field, p(x, t) is the pressure scalar function, f (x, t) is the external force and ν is the kinematic
viscosity which is considered as constant.
1.1. Existing result and goals
In two-dimensional case, Leray [18] first proved the global existence and uniqueness of en-
ergy solution to Navier–Stokes system as soon as the initial data is in L2(R2). Later Lions and
Prodi [20] and Ladyzhenskaya [16] independently generalized the related result to bounded do-
mains. Moreover, when the external force term f is neglected, the Leray solution is exactly the
classical solution.
The main purpose of this article is to investigate the maximum regularity estimate for the
Leray weak solution which means only L2 condition is imposed on the initial data. And we
address the problem for more physically relevant case of bounded domains. The motivation of
the study comes from the uniqueness problem of the weak solution to the coupled model which
contains the incompressible Navier–Stokes equations.
The question was well studied in the whole space. The pioneering work is due to Chemin
and Lerner in 1995. In [6], they introduced the Littlewood–Paley theory to obtain the smoothing
estimate which is stronger than the one usually expected. More precisely, they proved that the
Leray solution satisfies
( ∑
j−1
‖ju‖2L1T (H 2)
) 1
2
 C
(
T ,‖u0‖L2
)
, (1.2)
where j is Littlewood–Paley frequency localization operator defined as
ju = 22q
∫
R2
h
(
2qy
)
u(x − y)dy,
and h is the inverse Fourier transform of some φ that is an appropriate bump function supported
on the annulus {3/4 |ξ | 8/3}. However, notice that:
• There is no Littlewood–Paley theory for the bounded domains. This means that the tech-
niques such as the frequency localization and Bony’s decomposition used in [6] cannot be
applied.
• It is difficult to bound the convection term u · ∇u by the conserved quantities.
Thus we have to find a new way to obtain a similar result as (1.2). To overcome these difficulties,
our key observation is that instead of frequency localization in the whole space, we can make
full use of the eigenfunction expansion to capture the smoothing estimates for the linear Stokes
equations (3.22). Moreover, it shows that the smoothing estimates are bounded by the initial data
and the force term g with the norm of L1T (L2). In order to keep the smoothing estimates still hold
for Navier–Stokes equations, we only need to overcome the difficulty how to bound the L1 (L2)T
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would be
‖u · ∇u‖L1T (L2)  ‖u‖L2(L∞)‖∇u‖L2T (L2). (1.3)
This gives the hint that we shall first close the estimate for the quantity ‖u‖L2([0,T ];L∞). It is lucky
for us to establish some variant of Young’s inequality in which the quantity ‖u‖L2([0,T ];L∞) can
be controlled by ‖∇u‖L2([0,T ];L2) and the smoothing estimates of Stokes equations (see (3.2)).
Then using (1.3), we finally complete the estimate for ‖u‖L2([0,T ];L∞) which will in turn imply
the smoothing estimates.
To understand well these new estimates, we establish some new Brezis–Waigner type inequal-
ities in general domain and in any dimension. It is very interesting to see that there exists a natural
connection between both estimates and inequalities which will help us to renew some knowledge
of the Leray solution to the Navier–Stokes equations. Finally, we try to apply these estimates to
prove the existence and uniqueness of the weak solution to some coupled models.
1.2. Notation and main results
We start by introducing the notation that will be used throughout the paper.
• Wξ = 〈ξ 〉l = (1 + |ξ |2) l2 .
• (·,·) stands for the standard L2 inner product on Ω or on T2 × R2:
(f, g) =
∫
Ω
fg dx or (f, g) =
∫
T2×R2
fg dx dv.
• Given s ∈ N, ‖ · ‖Hs represents the usual Sobolev norm on Ω . For simplicity, we omit the
integration domain [0, T ] and Ω , which corresponds to variable t and variables x respec-
tively. For example, we write LpT (L
q) instead of Lp([0, T ];Lq(Ω)). Given 0 < α < 1 and
Ω ⊂ Rd , we define that
‖u‖C0,α(Ω) def= ‖u‖L∞ + sup|x−y|<1
x,y∈Ω
|u(x)− u(y)|
|x − y|α
and
‖u‖LLα def= ‖u‖L∞ + sup
|x−y|<e−2d
x,y∈Ω
|u(x)− u(y)|
|x − y|(1 − log |x − y|)α .
Given any sequence {aN }N1, we denote lp norm on {aN } by
‖aN‖lp(N) =
(∑
N1
|aN |p
) 1
p
.
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lines, such as a  Cb. We denote by C(λ1, λ2, . . .) a constant depending on the parameters
λ1, λ2, . . . .
Now we state our results which concern the smoothing properties of the Leray solution to the
Navier–Stokes equations:
Theorem 1.1. Let l  2 and Ω be an open and bounded domain in R2 with ∂Ω ∈ Cl . Assume
f = f1 + f2 verifying f1 ∈ L1T (L2) and f2 ∈ L2T (H−1) and u is the finite energy solution to the
Navier–Stokes equations (1.1). Then for any t  T , there holds
‖u‖L∞T (L2) + ‖∇u‖L2T (L2)  C
(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (H−1)).
Moreover, the following estimates hold:
• Suppose f2 ∈ L2T (Lq) with q > 1. Then we have the end-point estimate:
‖u‖L2T (L∞) 
q
q − 1‖f2‖L2T (Lq) + C
(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq))
× [logC(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq))+ 1]. (1.4)
Moreover, the connection between ‖u‖L2T (L∞) and ‖∇u‖L2T (L2) can be concluded that for
any N ∈ N, there holds
‖u‖L2T (L∞) 
q
q − 1‖f2‖L2T (Lq) +N
[‖∇u‖L2T (L2) + ‖f2‖L2T (Lq)]
+ 2−NC(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq)). (1.5)
• Suppose f2 = 0. Then we have the regularity estimates:
T∫
0
‖u‖
LL
1
2 +

dt  
− 12 C(‖u0‖L2 ,‖f1‖L1T (L2)), with 
 > 0, (1.6)
and
sup
p2
T∫
0
‖∇u‖Lp√
p
ds  C(‖u0‖L2,‖f1‖L1T (L2)). (1.7)
• Suppose f2 = ∇ · (g ⊗ g)+h with g ∈ L∞T (L2)∩L2T (H 1) and h ∈ L2T (Lq) verifying q > 1.
Then for any 0 < β < 2,
‖u‖
L
β
T (L
∞) 
1
2 − β C
(
‖u0‖L2,‖g‖L∞T (L2)∩L2T (H 1),
q
q − 1‖h‖L2T (Lq),‖f1‖L1T (L2)
)
.
(1.8)
3434 L. He / Journal of Functional Analysis 262 (2012) 3430–3464Moreover if h = 0, there holds
sup
p2
T∫
0
‖∇u‖Lp
p
ds 
∥∥u0 − u(T )∥∥L2 + ‖u‖2L2T (H 1) + ‖g‖2L2T (H 1) + ‖f1‖L1T (L2). (1.9)
A few remarks on the smoothing estimates are in order.
Remark 1.1. To obtain the estimate (1.4), we first assume that the quantity ‖u‖L2T (L∞) is finite
and then use the uniqueness result to give the rigorous proof. In other words, the end-point es-
timate is some kind of a priori estimate which cannot be generalized to any weak solution of
the coupled system which contains the incompressible Navier–Stokes equations verifying our
assumptions. However, the good news is that we can construct a weak solution satisfying the es-
timate (1.4). Notice that the estimates (1.5)–(1.7) have strong connection with the estimate (1.4).
Therefore, for the coupled system, it is better to regard all these estimates as a priori estimates
except the uniqueness result is available.
Remark 1.2. We mention that for the liquid crystal flow (see [19]), the external force f takes
exactly the form of ∇ · (g⊗g) with g ∈ L∞T (L2)∩L2(H 1) which gives the sense to our assump-
tion. It is obvious that the estimates (1.8)–(1.9) are weaker than the others (1.5)–(1.7) when we
take g = 0. However, to get them, we follow the different strategy which guarantees that the es-
timates (1.8)–(1.9) are really the estimates in the sense that they can be generalized to any weak
solution of the coupled model when the assumption is verified.
To understand well these new smoothing estimates, we first show the connection between
them and the Log-Lipschitz norm and the Brezis–Waigner inequality in general domains.
Theorem 1.2. Let 0 < α, β  1 and Ω be a Lipschitz domain in Rd verifying that there exist
constants A> 1, δ0 ∈ (0,diam(Ω)) such that for any r ∈ (0, δ0) and x ∈ Ω ,
A
∣∣Ω(x, r)∣∣ ∣∣B(x, r)∣∣ ∣∣Ω(x, r)∣∣, (1.10)
where Ω(x, r) = Ω ∩ B(x, r) and B(x, r) is the ball with center x and radius r . Suppose u is
a smooth function. Then there exists a constant C depending only on δ1 def= min{e−2d, δ0} such
that:
‖u‖L∞(Ω)  C(δ1)β−α
(
sup
p2
‖u‖Lp(Ω)
pα
+ 1
)
logα
(
e + ‖u‖C0,β (Ω)
) (1.11)
and
‖u‖L1T (L∞(Ω))  C(δ1)β
−α
(
sup
p2
‖u‖L1T (Lp(Ω))
pα
+ 1
)
logα
(
e + ‖u‖L1T (C0,β (Ω))
)
. (1.12)
And if ∂Ω ∈ C2, then there hold
‖u‖LLα(Ω)  C(δ1) sup ‖∇u‖Lp(Ω)
pα
+ ‖u‖L1(Ω) (1.13)
p2
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sup
|x−y|<δ1
x,y∈Ω
T∫
0
|u(t, x)− u(t, y)|
|x − y|(1 − log |x − y|)α dt  C(δ1) supp2
‖∇u‖L1T (Lp(Ω))
pα
. (1.14)
Moreover, we have
‖∇u‖L∞(Ω)  C(δ1)β−α
(‖u‖LLα(Ω) + 1) logα(e + ‖∇u‖C0,β (Ω)). (1.15)
Remark 1.3. To our best knowledge, the inequalities (1.11), (1.13), (1.15) are only proved in the
whole space based on the Fourier analysis. Here we provide a simply and robust proof which
holds in general domains. Observe that the constants in the inequalities are independent of the
size of the domain. All inequalities (1.11)–(1.15) can be extended to the whole space case without
any doubt.
Remark 1.4. Notice that in the whole space, there hold the facts (see [15])
sup
p2
‖u‖Lp
p1− 1r
 C
(‖u‖
W
n
r ,r
,‖u‖L1
) (1.16)
and
sup
p2
‖u‖Lp
p
 C
(‖u‖BMO,‖u‖L2).
The estimate (1.11) is a little weaker than the classical Brezis–Waigner inequalities (see [2,15])
which are
‖u‖L∞  1 + ‖u‖W nr ,r log1−
1
r
(
e + ‖u‖Ws,q
)
and
‖u‖L∞  1 +
(‖u‖Lp + ‖u‖BMO) log(e + ‖u‖Ws,q ),
where 1  p < ∞, 1 < r,q < ∞ and s > d
q
. The estimate (1.13) makes clear the connection
between the quantity supp2
‖∇u‖Lp(Ω)
pα
and the Log-Lipschitz norm. Moreover, thanks to the
fact (1.16), it can be used to recover the classical inequality
‖u‖
LL1− 1r (Ω)
 ‖u‖
W
n
r ,r (Ω)
which is proven in the whole space in [2]. The estimate (1.14) is some kind of weak version of
the estimate (1.13). In particular, it implies that
∥∥∥∥∥
T∫
u(t, ·) dt
∥∥∥∥∥
LLα(Ω)
 sup
p2
‖∇u‖L1T (Lp(Ω))
pα
+ ‖u‖L1T (L1(Ω)). (1.17)
0
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equality (1.11) is not optimal. On the other hand, we only use Hölder norm in the inequality and
we believe that it cannot be improved any more.
Combining Theorem 1.1 and Theorem 1.2, we first derive that the estimate (1.7) can be re-
garded as the limiting case (
 = 0) of the estimate (1.6) thanks to (1.17). Moreover, (1.9) shows
that the integration of the Leray solution with respect to time at least belongs to the Log-Lipschitz
space. Secondly, if the initial data is smooth, the estimate (1.9) and the Brezis–Waigner inequal-
ity (1.12) can be used to bound the quantity ‖∇u‖L1T (L∞) and thus to obtain the global smooth
solution. For instance, it can be used to provide an alternative method to prove the partial result
of the main theorem in [19].
Now we focus on the direct applications of these new estimates. The first application is to
obtain the existence and uniqueness of the solutions for the particle-trajectory equations based
on the estimate (1.6). The reader may follow the argument in the spirit of [6] or [9] to give the
proof. That is,
Theorem 1.3. Let Ω be an open and bounded domain in R2 with ∂Ω ∈ C3. If u is the finite
energy solution to the Navier–Stokes equations (1.1), then the differential equation
dX
dt
= u(X(t), t), X(0) = a ∈ Ω,
has a unique solution over [0, T ].
The second application is to prove the existence and uniqueness of weak solution to the
Boussinesq system with partial viscosity based on the estimate (1.9) (see Theorem 5.1 in Sec-
tion 5). Finally we shall use the estimate (1.4) and (1.5) to prove the existence and uniqueness of
weak solution to the Fluid/Particle system (see Theorem 6.1 in Section 6).
The paper unfolds as follows. In Section 2, we set up the needed well-known results. Section 3
is devoted to the proof of smoothing estimates stated in Theorem 1.1. The results of Theorem 1.2
will be proven in Section 4. We will explore the special structure underneath the transport equa-
tion and prove the existence and uniqueness result for the finite energy solution of Boussinesq
system with partial viscosity in Section 5. In the last section, we shall prove the uniqueness of
the weak solution to the Fluid/Particle system.
2. Some well-known results
We recall some basic function spaces which are constantly used to solve the Navier–Stokes
equations in bounded domains. We introduce
L2σ (Ω) =
{
f ∈ L2(Ω)2 ∣∣ divf = 0, f · nΩ = 0},
and
W
1,2
(Ω) = {f ∈ H 1(Ω)2 ∣∣ divf = 0},0,σ 0
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tion P : L2(Ω)2 → L2σ (Ω). Then the classical Stokes operator A is defined by
A :D(A) ⊂ L2σ (Ω) → L2σ (Ω), A = −P, D(A) = H 2(Ω)2 ∩W 1,20,σ (Ω).
Due to the spectrum theory for the Stokes operator A, we obtain that
Awj = λjwj , wj ∈D(A); (2.18)
0 < λ1 < · · · λj  λj+1  · · · ; (2.19)
lim
j→∞λj = ∞; (2.20)
{wj }j=1,... is an orthogonal basis of L2σ (Ω). (2.21)
Based on these properties, we introduce the projection operators {PN }N1 with respect to the
orthogonal basis {wj } which are defined as
PNu =
∑
2N−1λj<2N
(u,wj )wj , if N  2; and
P1u =
∑
λj<2
(u,wj )wj .
Let α > 0 be a real number. We also can define Aα by
Aαu =
∑
j
λαj (u,wj )wj if u ∈D
(
Aα
)
,
where
D
(
Aα
)= {u ∈ L2σ (Ω) ∣∣∣∑
j
λ2αj
∣∣(u,wj )∣∣2 < ∞
}
.
For the reader’s convenience, we list some well-known results for the Stokes operator. One
may check the proof in the corresponding references.
Lemma 2.1. (See [7,23].) Let Ω ⊂ R2 be an open bounded set of class Cl with l  2. Then
(i) D(A 12 ) = W 1,20,σ (Ω) and moreover, if u ∈ W 1,20,σ (Ω),
∥∥A 12 u∥∥
L2 = ‖∇u‖L2;
(ii) If u ∈D(A), then
‖u‖H 2  ‖Au‖L2;
3438 L. He / Journal of Functional Analysis 262 (2012) 3430–3464(iii) If 1m l, then D(Am2 ) ⊂ (Hm(Ω))2 ∩W 1,20,σ (Ω). That is, for all u ∈D(A
m
2 ),
‖u‖Hm 
∥∥Am2 u∥∥
L2;
(iv) For N  1, one has
min
{
λ1,
1
2
}
2N‖PNu‖L2  ‖APNu‖L2  2N‖PNu‖L2 .
Lemma 2.2. (See [15].) Let Ω ⊂ R2 be an open set of class Cl with l  2. Suppose that u ∈
C∞(Ω). Then
‖u‖Lp(Ω) √p ‖u‖
2
p
L2(Ω)
‖∇u‖1−
2
p
L2(Ω)
,
‖u‖L∞(Ω)  ‖u‖
1
2
L2(Ω)
∥∥∇2u∥∥ 12
L2(Ω)
.
3. Smoothing estimates for the Navier–Stokes equations
In this section, we shall give the proof to the main Theorem 1.1. We first consider the Stokes
equations in the bounded domain which read as:{
∂tv +Av = g,
v|t=0 = v0. (3.22)
Here we assume that g ∈ L1T (L2). We will prove:
Lemma 3.1. Let Ω ⊂ R2 be an open bounded set of class Cl with l  2. Suppose v is the weak
solution of (3.22) with g ∈ L1T (L2). Then
∥∥‖PNv‖L∞T (L2)∥∥l2(N) +
∥∥∥∥∥
T∫
0
2N‖PNv‖L2 ds
∥∥∥∥∥
l2(N)
 ‖v0‖L2 +
T∫
0
‖g‖L2 ds.
Proof. Take P 2Nv as the test function into the weak formula of (3.22). Then by standard energy
estimate, we obtain that
1
2
d
dt
‖PNv‖2L2 + (APNv,PNv) = (PNg,PNv).
Notice that
(APNv,PNv) =
∑
2N−1λj<2N
λj
∣∣(v,wj )∣∣2  122N‖PNv‖2L2, (3.23)
we arrive at
d ‖PNv‖L2 + 2N‖PNv‖L2  ‖PNg‖L2 , (3.24)
dt
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‖PNv‖L∞T (L2) +
T∫
0
2N‖PNv‖L2 ds  ‖PNv0‖L2 +
T∫
0
‖PNg‖L2 ds.
Then by Minkowski’s inequality, we shall obtain the desired estimate in the lemma. 
In order to bound the first smoothing estimate (1.4), we need the following Young type in-
equality.
Lemma 3.2. Let Ω ⊂ R2 be an open bounded set of class Cl with l  2. Suppose v is the weak
solution of (3.22) with g ∈ L1T (L2). Then for any integer N , there holds
T∫
0
‖v‖2L∞ ds N
T∫
0
‖∇v‖2
L2 ds + 2−N
(
‖v0‖L2 +
T∫
0
‖g‖L2 ds
)2
.
Proof. By Lemma 2.1 and Lemma 2.2, we obtain the Bernstein type inequality
‖Pmu‖L∞  ‖Pmu‖
1
2
L2
‖APmu‖
1
2
L2
 2m2 ‖Pmu‖L2 .
Then
T∫
0
‖v‖2L∞ ds 
T∫
0
(∑
m
‖Pmv‖L∞
)2
ds

T∫
0
∑
m,n
2
m
2 ‖Pmu‖L22
n
2 ‖Pnu‖L2 ds

( ∑
|m−n|2N
+
∑
|m−n|>2N
) T∫
0
2
m
2 ‖Pmu‖L22
n
2 ‖Pnu‖L2 ds
def= I1 + I2.
Now we shall estimate the terms in the right hand side detail by detail. It is not difficult to check
that
I1 
∑
|m−n|2N
( T∫
0
2m‖Pmv‖2L2 ds +
T∫
0
2n‖Pnv‖2L2 ds
)
N
∑
m
T∫
2m‖Pmv‖2L2 ds0
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T∫
0
∑
m
∥∥A 12 Pmv∥∥2L2 ds
N
T∫
0
∥∥A 12 v∥∥2
L2 ds = N
T∫
0
‖∇v‖2
L2 ds, (3.25)
where we use (3.23) and the definition of A 12 .
While for I2, by Young’s inequality, we can deduce that
I2 = 2
∑
m−n>2N
2
n−m
2
T∫
0
2m‖Pmv‖L2‖Pnu‖L2 ds

∑
m−n>2N
2
n−m
2
( T∫
0
2m‖Pmv‖L2 ds
)(‖Pnu‖L∞T (L2))
 2−N
∥∥‖Pmv‖L∞T (L2)∥∥l2(m)
∥∥∥∥
T∫
0
2m‖Pmv‖L2 ds
∥∥∥∥∥
l2(m)
. (3.26)
Then (3.25), (3.26) and Lemma 3.1 imply the estimate in the lemma. 
With these two lemmas in hand, we can give the proof of Theorem 1.1.
Proof of Theorem 1.1. In order to derive the basic energy estimate, we split u into two parts:
v and w verifying ⎧⎪⎨
⎪⎩
∂tv + ∇II1 − νv = f1,
∇ · v = 0,
v(x,0) = 0, v|∂Ω = 0,
and ⎧⎪⎨
⎪⎩
∂tw + ∇II2 − νw = f2 − u · ∇u,
∇ · u2 = 0,
w(x,0) = u0, w|∂Ω = 0.
By standard energy estimates, one may obtain that there exists a constant E depending on
‖u0‖L2,‖f1‖L1T (L2) and ‖f2‖L2T (H−1) such that
‖u‖L∞T (L2) + ‖∇u‖L2T (L2) E
(‖u0‖L2 ,‖f1‖L1T (L2),‖f2‖L2T (H−1)). (3.27)
Step 1: Smoothing estimates when f2 ∈ L2(Lq) with q > 1. Noting that the weak solution
to (1.1) is unique, we can assume that ‖u‖ 2 ∞ is finite otherwise we first do the estimate forLT (L )
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prove the smoothing estimates, we need to decompose the solution u into two parts u1 and u2
which satisfy:
⎧⎪⎨
⎪⎩
∂tu1 + ∇p1 − νu1 = f1 − u · ∇u,
∇ · u1 = 0,
u1(x,0) = u0, u1|∂Ω = 0,
and
⎧⎪⎨
⎪⎩
∂tu2 + ∇p2 − νu2 = f2,
∇ · u2 = 0,
u2(x,0) = 0, u2|∂Ω = 0.
By standard energy estimates, one may obtain that
‖u2‖L∞T (L2) + ‖∇u2‖L2T (L2)  ‖f2‖L2(Lq)
and
‖u1‖L∞T (L2) + ‖∇u1‖L2T (L2) E
(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq)).
We first claim that for any 1 < r < 2, there holds
∥∥∥∥∑
m
2−m(
1
r
− 12 )Pmf
∥∥∥∥
L2

√
r
r − 1‖f ‖Lr . (3.28)
In fact, it follows directly from the calculation that for any φ ∈ L2, there holds
∣∣∣∣
(∑
m
2−m(
1
r
− 12 )Pmf,φ
)∣∣∣∣=
∣∣∣∣
(
f,
∑
m
2−m(
1
r
− 12 )Pmφ
)∣∣∣∣

√
r
r − 1‖f ‖Lr
∥∥∥∥A 1r − 12 ∑
m
2−m(
1
r
− 12 )Pmφ
∥∥∥∥
L2

√
r
r − 1‖f ‖Lr‖φ‖L2 .
Here we use the facts that if s = p−2
p
, then
‖f ‖Lp(Ω) √p‖f ‖Hs(Ω),
and D(Aα) is continuously imbedding into the Sobolev space H 2α with α ∈ [0,1].
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∥∥Pmu2(t)∥∥L2 
t∫
0
e−2m(t−s)
∥∥Pmf2(s)∥∥L2 ds,
which implies that for 1 < q  2,
T∫
0
‖u2‖2L∞ 
T∫
0
(∑
m
2
m
2 ‖Pmu2‖L2
)2
ds

(∑
m
2−
m
2
( T∫
0
‖Pmf2‖2L2 ds
) 1
2
)2

(∑
m
2−m(1−
1
q
)
( T∫
0
∥∥2−m( 1q − 12 )Pmf2∥∥2L2 ds
) 1
2
)2
.
Due to the inequality (3.28), we get that
T∫
0
‖u2‖2L∞ 
(
q
q − 1
)2 T∫
0
‖f2‖2Lq ds.
Now we turn to give the estimate for u1. Applying Lemma 3.2 to u1, we can obtain that for
any N > 0,
‖u1‖L2T (L∞) N‖∇u1‖L2T (L2) + 2
−N (‖u0‖L2 + ‖u · ∇u‖L1T (L2)).
Patching together the above two estimates, we arrive at that for any N > 0,
‖u‖L2T (L∞) 
q
q − 1‖f2‖L2T (Lq) +CN
(‖∇u1‖L2T (L2))
+C2−N (‖u0‖L2 + ‖u · ∇u‖L1T (L2)). (3.29)
Noticing that
‖u · ∇u‖L1T (L2)  ‖u‖L2T (L∞)‖∇u‖L2T (L2)
 ‖u‖L2T (L∞)E
(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq)),
we take N sufficiently large such that C2−NE(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq))
1
2 and finally
obtain
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q
q − 1‖f2‖L2T (Lq) +E
(‖u0‖L2 ,‖f1‖L1T (L2),‖f2‖L2T (Lq))
× [logE(‖u0‖L2,‖f1‖L1T (L2),‖f2‖L2T (Lq))+ 1].
Notice that
‖∇u1‖L2T (L2)  ‖∇u2‖L2T (L2) + ‖∇u‖L2T (L2)
 ‖f2‖L2T (Lq) + ‖∇u‖L2T (L2),
from which together with (3.29) will imply the estimate (1.4). And the estimate (1.5) is followed
by (1.4) and Lemma 3.2.
Step 2: Smoothing estimates when f2 = 0. With the help of (1.4) and Lemma 3.1, we deduce
that
∥∥∥∥∥
T∫
0
2m‖Pmu‖L2 ds
∥∥∥∥∥
l2(m)
 C(‖u0‖L2,‖f1‖L1T (L2)).
Suppose that the boundary of the domain is Cl smooth with l  2. We first claim that for
p  2,
‖∇Pmu‖Lp  ‖∇Pmu‖
1
3 + 43p
L2
‖Pmu‖
2
3 − 43p
W 2,4
 2m(1−
1
p
)‖Pmu‖L2 . (3.30)
It is easy to check that Pmu satisfies the following equation:
−Pmu+ ∇p =
∑
2m−1λi<2m
λi(u,wi)wi,
where λi and wi are the eigenvalue and eigenfunction of the Stokes operator. By standard regu-
larity estimate for the Stokes operator, one has
‖Pmu‖W 2,4 
∥∥∥∥ ∑
2m−1λi<2m
λi(u,wi)wi
∥∥∥∥
L4

∥∥∥∥ ∑
2m−1λi<2m
λi(u,wi)wi
∥∥∥∥
3
4
L2
∥∥∥∥A ∑
2m−1λi<2m
λi(u,wi)wi
∥∥∥∥
1
4
L2
 2m 54 ‖Pmu‖L2 ,
which is enough to derive the claim. Then one has for any p  2 that there holds
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0
‖∇u‖Lp ds 
∑
m
T∫
0
‖∇Pmu‖Lp ds

∑
m
T∫
0
2m(1−
1
p
)‖Pmu‖L2 ds
√p
∥∥∥∥∥
T∫
0
2m‖Pmu‖L2 ds
∥∥∥∥∥
l2(m)
,
which implies estimate (1.7).
Next, we will follow the argument in [6] to prove the Log-Lipschitz estimates (1.8). Notice
that
∣∣u(x)− u(y)∣∣ |x − y| ∑
mN
‖∇Pmu‖L∞ + 2
∑
m>N
‖Pmu‖L∞
 |x − y|N
+ 12
∑
mN
2m‖Pmu‖L2
m
+ 12
+ 2
∑
m>N
2−
m
2 m
+
1
2
2m‖Pmu‖L2
m
+ 12

(|x − y|N
+ 12 +N
+ 12 2−N2 )∑
m
2m‖Pmu‖L2
m
+ 12
.
Then take N = 2([− log |x − y|] + 1) and we can get
∣∣u(x)− u(y)∣∣ |x − y|(− log |x − y| + 1)
+ 12 ∑
m
2m‖Pmu‖L2
m
+ 12
,
which implies that
T∫
0
sup
|x−y|<1
x,y∈Ω
|u(x)− u(y)|
|x − y|(− log |x − y| + 1)
+ 12
 
− 12
∥∥∥∥∥
T∫
0
2m‖Pmu‖L2 ds
∥∥∥∥∥
l2(m)
.
Step 3: Smoothing estimates when f2 = ∇ · (g ⊗ g) + h. When the source term f2 takes the
form such as div(g⊗g)+h with g ∈ L∞T (L2)∩L2T (H 1), the argument mentioned before fails to
obtain the smoothing estimates since now f2 only belongs to L2T (H−1). Fortunately, the estimate
(1.9) can be obtained. Decompose the solution u into two parts u1 and u2 which satisfy:
⎧⎪⎨
⎪⎩
∂tu1 + ∇p1 − νu1 = f1 + ∇ · (g ⊗ g)− u · ∇u,
∇ · u1 = 0,
u1(x,0) = u0, u1|∂Ω = 0,
L. He / Journal of Functional Analysis 262 (2012) 3430–3464 3445and ⎧⎪⎨
⎪⎩
∂tu2 + ∇p2 − νu2 = h,
∇ · u2 = 0,
u2(x,0) = 0, u2|∂Ω = 0.
By basic energy estimate (3.27), one may obtain that
‖u2‖L∞T (L2) + ‖∇u2‖L2T (L2)  ‖h‖L2T (Lq)
and
‖u1‖L∞T (L2) + ‖∇u1‖L2T (L2) E
(‖u0‖L2,‖f1‖L1T (L2),‖h‖L2T (Lq),‖g‖L∞T (L2)∩L2T (H 1)).
As shown in Step 1, one has
‖u2‖L2T (L∞) 
q
q − 1‖h‖L2T (Lq). (3.31)
As for the estimate of u1, we go back to (3.24) and rewrite it as
d
dt
2−
m
p ‖Pmu1‖L2 + 2m(1−
1
p
)‖Pmu1‖L2  2−
m
p
∥∥Pm(−u · ∇u+ div(g ⊗ g)+ f1)∥∥L2 ,
which implies that
∑
m
T∫
0
2m(1−
1
p
)‖Pmu1‖L2 ds 
∑
m
2−
m
p
∥∥Pm(u0 − u1(T ))∥∥L2 +∑
m
T∫
0
2−
m
2p
× ∥∥2− m2p Pm(−u · ∇u+ div(g ⊗ g)+ f1)∥∥L2 ds.
Observing (3.30) and the fact
∑
m
2−
m
p am 
√
p
(∑
m
a2m
) 1
2
we deduce that
T∫
0
‖∇u1‖Lp ds √p
(∥∥u0 − u1(T )∥∥L2
+
T∫
0
∥∥∥∥∑
m
2−
m
2p Pm
(−u · ∇u+ div(g ⊗ g)+ f1)
∥∥∥∥
L2
ds
)
.
From the inequality (3.28), we arrive at
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∥∥∥∥∑
m
2−
m
2p Pm
(
u · ∇u+ div(g ⊗ g))∥∥∥∥
L2
 ‖∇u‖L2‖u‖L2p + ‖∇g‖L2‖g‖L2p
√p(‖u‖2
H 1 + ‖g‖2H 1
)
.
Then we immediately deduce that
sup
p2
T∫
0
‖∇u1‖Lp
p
ds 
∥∥u0 − u1(T )∥∥L2 + ‖u‖2L2T (H 1) + ‖g‖2L2T (H 1) + ‖f1‖L1T (L2). (3.32)
Due to the interpolation inequality
‖u‖L∞(Ω)  ‖u‖
α
1+α
L2(Ω)
‖u‖
1
1+α
C0,α(Ω)
,
take β = 2p−2
p
< 2, then we may derive that
‖u1‖LβT (L∞) 
2
2 − β ‖u1‖
p−2
p
L∞T (L2)
‖∇u1‖L1T (Lp)
p
.
From which together with (3.31), we obtain the estimate (1.8). The estimate (1.9) is easily fol-
lowed from (3.32). 
4. Proof of Brezis–Waigner type inequality
In this section, we give a simple proof to the Brezis–Waigner type inequality in general do-
mains.
Proof of Theorem 1.2. For any δ < δ1
def= min{e−2d , δ0}, one may obtain that
u(x) = 1|Ω(x, δ)|
∫
Ω(x,δ)
u(y) dy + 1|Ω(x, δ)|
∫
Ω(x,δ)
(
u(x)− u(y))dy
def= u1(x)+ u2(x).
By Hölder’s inequality, u1 can be bounded as
|u1|
∣∣Ω(x, δ)∣∣ 1ln δ ‖u‖L− ln δ
 C(δ1)‖u‖L− ln δ .
As for u2, one may obtain
|u2| 1|Ω(x, δ)|
∫
Ω(x,δ)
|x − y|β‖u‖C0,β dy
 δβ‖u‖C0,β ,
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‖u‖L∞  C(δ1)‖u‖L− ln δ(Ω) + δβ‖u‖C0,β (Ω)
 C(δ1)(− ln δ)α sup
p2
‖u‖Lp(Ω)
pα
+ δβ‖u‖C0,β (Ω). (4.33)
Now we take δ = min{δ1, (e + ‖u‖C0,β )−
1
β }, then we obtain
‖u‖L∞  1 +C(δ1)β−α logα
(
e + ‖u‖C0,β
)
sup
p2
‖u‖Lp(Ω)
pα
.
Thanks to (4.33), a slight modification will give that
‖u‖L1T (L∞)  1 +C(δ1)β
−α logα
(
e + ‖u‖L1T (C0,β )
)
sup
p2
‖u‖L1T Lp(Ω)
pα
.
Suppose ∂Ω ∈ C2. If the function takes the form of derivative, one has that
∂iu(x) = 1|Ω(x, δ)|
∫
Ω(x,δ)
∂iu(y) dy + 1|Ω(x, δ)|
∫
Ω(x,δ)
(
∂iu(x)− ∂iu(y)
)
dy
= 1|Ω(x, δ)|
∫
∂Ω(x,δ)
[
u(y)− u(x)]ni dS + 1|Ω(x, δ)|
∫
Ω(x,δ)
(
∂iu(x)− ∂iu(y)
)
dy.
It is not difficult to check that
‖∂iu‖L∞  C(− ln δ)α‖u‖LLα + δβ‖∂iu‖C0,β ,
which is enough to get the desired result (1.15).
Next we want to prove (1.13). We denote by Ωδ the set of points in Ω within distance δ of the
boundary of Ω :
Ωδ
def= {x ∈ Ω: dist(x, ∂Ω) < δ}.
Since ∂Ω ∈ C2, we may suppose that for every pair of points x, y ∈ Ωδ1 such that |x − y| < δ1,
there exists j such that x, y ∈ Vj def= {x ∈ Uj : dist(x, ∂Uj ) > δ1}, where {Uj } is a locally finite
open cover of ∂Ω .
In order to derive the inequality (1.13), we decompose the domain Ω into two areas: Ωδ1 and
Ω \ Ωδ1
2
. Suppose that |x − y| < δ14 . Then we deduce that x, y ∈ Ωδ1 or x, y ∈ Ω \ Ωδ12 . We
first consider the case x, y ∈ Ω \ Ωδ1
2
. This means that y ∈ B(x, δ14 ) ⊂ Ω . Then one has for any
δ < δ1 ,4
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∫
B(x,δ)
[
u(z)− u(y)]dz + 1|B(x, δ)|
∫
B(x,δ)
[
u(x)− u(z)]dz
def= I1 + I2.
By mean value theorem and the Hölder inequality, we have
|I1| 1|B(x, δ)|
1∫
0
∫
B(x,δ)
∣∣∇u(θz + (1 − θ)y)∣∣|z − y|dθ dz

∣∣B(x, δ)∣∣− 1p (|x − y| + δ)
1∫
0
( ∫
B(x,δ)
|∇u|p(θz + (1 − θ)y)dz) 1p dθ

∣∣B(x, δ)∣∣− 1p (|x − y| + δ)‖∇u‖Lp(Ω)
1∫
0
θ
− d
p dθ,
where we use the fact θz + (1 − θ)y ∈ Ω and the change of variables in the last step. Take
p = − ln δ. Thanks to δ < e−2d , we may derive that
|I1|
(|x − y| + δ)‖∇u‖L− ln δ(Ω).
A similar argument can be applied to I2. Thus we arrive at
∣∣u(x)− u(y)∣∣ (|x − y| + δ)‖∇u‖L− ln δ(Ω)

(|x − y| + δ)(− ln δ)α sup
p2
‖∇u‖Lp(Ω)
pα
. (4.34)
Therefore we may take δ = |x − y| which implies the desired estimate (1.13).
Next we consider the case x, y ∈ Ωδ1 . Since |x − y| < δ14 , then there exist Uj , Φj and Ψj
such that x, y ∈ Vj , Ψj = Φ−1j , Φj(Uj ) = B(0,1) and Φj(Uj ∩Ω) = B+(0,1) def= {y ∈ B(0,1);
yd > 0}. Moreover, for |m| 2,
∣∣DmΦj(p)∣∣ 1, for p ∈ Uj ;∣∣DmΨj(z)∣∣ 1, for z ∈ B.
It is easy to check that
‖u ◦Ψj‖Lp(B+)  ‖u‖Lp(Uj∩Ω),
∥∥∇(u ◦Ψj )∥∥Lp(B+)  ‖∇u‖Lp(Uj∩Ω).
We claim that
‖u‖LLα(B+)  sup
‖∇u‖Lp(B+)
pα
+ ‖u‖L1(B+).p2
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u(p)− u(q) = 1|B¯(p, δ)|
∫
B¯(p,δ)
[
u(z)− u(q)]dz + 1|B¯(p, δ)|
∫
B¯(p,δ)
[
u(p)− u(z)]dz.
Notice that for any θ ∈ (0,1),p1, q1 ∈ B+(0,1), one has θp1 + (1 − θ)q1 ∈ B+(0,1). Therefore
we may almost copy the proof to the case x, y ∈ Ω \ Ωδ1
2
to obtain the claim. In particular, we
obtain that u◦Ψj ∈ LLα(B+(0,1)). Observing that u = u◦Ψj ◦Φj and Φj ∈ C2(Uj ), we finally
obtain that for x, y ∈ Vj such that |x − y| < δ14 ,
∣∣u(x)− u(y)∣∣ C(δ1)|x − y|(− ln |x − y|)α
[
sup
p2
‖∇u‖Lp(Ω)
pα
+ ‖u‖L1(Ω)
]
,
which completes the proof to (1.13).
Thanks to (4.34), a slight modification will give that
sup
|x−y|<δ1
x,y∈Ω
T∫
0
|u(t, x)− u(t, y)|
|x − y|(1 − log |x − y|)α dt  supp2
‖∇u‖L1T (Lp(Ω))
pα
. 
5. Energy solution for Boussinesq system with partial viscosity
In this section, we shall establish the global existence and uniqueness of the finite energy
solution to the so-called Boussinesq system with partial viscosity which is written as:⎧⎪⎪⎨
⎪⎪⎩
∂t θ + u · ∇θ = 0, x ∈ Ω,
∂tu+ u · ∇u+ ∇II − νu = θe2, x ∈ Ω,
∇ · u = 0, x ∈ Ω,
u|t=0 = u0, θ |t=0 = θ0, u|∂Ω = 0.
(5.35)
Here, θ = θ(t, x) and II = II(t, x) are real valued functions, and u = u(t, x) is the velocity field,
e2 represents the vertical unit vector of R2. The viscosity ν is assumed to be positive.
Before stating our result, we give the definition of the weak solution to (5.35):
Definition 5.1. With an initial data (θ0, u0) ∈ L2(Ω) × L2(Ω), (θ(t), u(t)) is called a weak
solution of the Cauchy problem (5.35) if for any T > 0, the following hold:
(i) θ ∈ C([0, T ];L2w(Ω))∩L∞([0, T ];L2), u ∈ C([0, T ];L2(Ω))∩L2([0, T ];H 10 (Ω));
(ii) For all ψ ∈ (C1([0, T ] ×Ω))2 such that divψ = 0, there hold
t∫
0
{(
u,
dψ
dt
)
− (∇u,∇ψ)− (u · ∇u,ψ)
}
ds
= −
t∫
(θ,ψ)ds + (u(t),ψ(t))− (u0,ψ(0)),0
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t∫
0
(
θ,
dφ
dt
− u · ∇φ
)
ds = (θ(t), φ(t))− (θ0, φ(0)).
The theorem can be stated as follows:
Theorem 5.1. Assume Ω ⊂ R2 is an open and bounded domain of the class C2. Let the initial
data (θ0, u0) ∈ L2 ×L2. Then for arbitrary T , there exists a global and unique finite energy weak
solution (θ, u) ∈ C([0, T ];L2)×C([0, T ];L2) of the problem (5.35) satisfying
‖u‖L2T (L∞) + supp2
T∫
0
‖∇u‖Lp√
p
ds  C
(
T ,‖u0‖L2 ,‖θ0‖L2
)
.
The problem of global well-posedness to (5.35) in the whole space is well understood (see
references [4,14,13]). Recently Danchin and Paicu in [8] generalized the results in Lorentz space
and also therein, they established the celebrated uniqueness result in the energy space. There
are quite a few recent developments on the 2d Boussinesq equations with partial dissipation. We
refer to [3,5,17].
Unfortunately, as we known, there is no similar result as the classical Littlewood–Paley
theory for the bounded domain. Thus in order to get the uniqueness result for the weak
solution, we have to resort to the classical energy estimates. The main obstruction is that
since θ is transported by the flow of u, it has no time decay nor gain of smoothness for θ
which makes difficult the estimate of the nonlinear term u · ∇θ . Thanks to the divergence
free property and no-slip boundary condition for velocity u, roughly speaking, our key obser-
vation is to introduce the operator ∂xj ()−1 to transfer the derivative required for θ to the
velocity field u by integration by part. Thanks to the accurate interpolation inequality (see
Lemma 2.2) and the smoothing estimate (1.9), the Yudovich type energy method (see [25],
in which the author established the uniqueness result for Euler equation) can be applied. Fi-
nally we recover the uniqueness result for finite energy solution which can be considered
as the generalization of the uniqueness of Leray solution for Navier–Stokes in bounded do-
mains.
Compared with the uniqueness result in the whole space in [8] in which Danchin and Paicu
employed the losing regularity technique and Littlewood–Paley analysis, our strategy looks more
elementary and simple. Moreover, by a similar argument, we can study the diffusion vanishing
limit (μ → 0) from (uμ, θμ)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂t θ
μ + uμ · ∇θμ −μθμ = 0, x ∈ Ω,
∂tu
μ + uμ · ∇uμ + ∇IIμ − νuμ = θμe2, x ∈ Ω,
∇ · uμ = 0, x ∈ Ω,
uμ
∣∣
t=0 = u0, θμ
∣∣
t=0 = θ0, uμ
∣∣
∂Ω
= 0, ∂θ
μ
∣∣∣∣ = 0,∂n ∂Ω
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obtained. That is, ∥∥uμ − u∥∥
L2(Ω) +
∥∥∇(−)−1(θμ − θ)∥∥
L2(Ω) = O(
√
μ), (5.36)
where (−)−1g denotes the unique solution to
{−f = g,
f |∂Ω = 0.
Proof of Theorem 5.1. We divide the proof into two steps.
Step 1: Existence of the solution. As for the existence theory, we may follow the classical
Faedo–Galerkin approximation argument. One may also check [17] for the different approach
to get the existence of the weak solution to (5.35). We stress that the solution (u, θ) constructed
in [17] satisfies the estimate (1.9) since it holds for the approximated solution. Now, consider a
sequence of finite dimensional spaces
Xn =
[
span{wj }nj=1
]
, Yn =
[
span{j }nj=1
]
, n = 1,2, . . . ,
where {j }j is the smooth orthogonal basis of the function space L2(Ω). Thanks to Lemma 2.1
and boundary assumption in Theorem 1.1, we obtain that for any j , wj ∈ H 2(Ω) ∩ C2−
(Ω)
with 
 > 0. It is not difficult to prove that there exist the solutions θn ∈ C([0, T ];Yn), un ∈
C([0, T ];Xn) to the approximation system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂t θ
n + un · ∇θn = 0,
∂tu
n + un · ∇un + ∇IIn − νun = θne2,
∇ · un = 0,
un|∂Ω = 0,
(5.37)
with the initial data
un

∣∣
t=0 = u0,n, θn
∣∣
t=0 = θ0,n.
Here u0,n and θ0,n satisfy that
u0,n =
n∑
j=1
(u0,wj )wj ; θ0,n =
n∑
j=1
(θ0,j )j .
By basic energy estimate, we can obtain that∥∥un∥∥
L∞T (L2)
+ ∥∥θn∥∥
L∞T (L2)
 ‖u0‖L2 + ‖θ0‖L2
and ∥∥∇un∥∥ 2 2  (‖u0‖L2 + ‖θ0‖L2)T .LT (L )
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finite. Thus we may follow the idea in Theorem 1.1 to obtain that
‖un‖L2T (L∞)  C
(
T ,‖u0‖L2,‖θ0‖L2
)
.
Follow the standard compactness argument and pass to the limit with respect to n, then we
can obtain a weak solution (θ, u) to the system (5.35). And moreover, there hold
‖u‖L∞T (L2) + ‖θ‖L∞T (L2)  ‖u0‖L2 + ‖θ0‖L2,
‖∇u‖L2T (L2) 
(‖u0‖L2 + ‖θ0‖L2)T ,
and
‖u‖L2T (L∞) + supp2
T∫
0
‖∇u‖Lp√
p
ds  C(T ,‖u0‖L2,‖θ0‖L2).
Thanks to (1.9), we also have
sup
p2
T∫
0
‖∇u‖Lp
p
ds 
∥∥u0 − u(T )∥∥L2 + C(‖u0‖L2 ,‖θ0‖L2)T (T + 1).
Since ∂tu ∈ L2([0, T ]; (W 1,20,σ )′) and u ∈ L2([0, T ];W 1,20,σ ), by Aubin–Lions lemma, we deduce
that u ∈ C([0, T ];L2) which implies that
lim
T→0 supp2
T∫
0
‖∇u‖Lp
p
ds = 0. (5.38)
This completes the proof to the existence result.
Step 2: Uniqueness of the solution. Uniqueness result can be reduced to prove that any weak
solution of the system (5.35) is identical to the weak solution constructed in Step 1. Suppose
(u1, θ1) is the weak solution constructed in Step 1 and (u2, θ2) is another weak solution.
Before going further, we introduce the operator K : L2(Ω) → H 2(Ω) ∩ H 10 (Ω). For any
function g ∈ L2(Ω), Kg is defined as the solution to{−(Kg) = g,
Kg|∂Ω = 0.
Recalling the fact θ ∈ L∞([0, T ];L2(Ω)), one has Kθ ∈ L∞([0, T ];H 2)∩L∞([0, T ];H 10 ). We
also notice the fact that if g ∈ L2T (H 2),
T∫ (
div(uθ), g
)
dt  ‖u‖L2T (H 1)‖θ‖L∞T (L2)‖g‖L2T (H 2).0
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lim
h→0
(
θ(t + h)− θ(t), φ)= 0,
which implies that
lim
h→0
(
Kθ(t + h)−Kθ(t),φ)= 0. (5.39)
Indeed, we have
(
Kθ(t + h)−Kθ(t),φ)= (θ(t + h)− θ(t),Kφ).
Set Uh
def= 1
h
∫ t+h
t
U(x, τ ) dτ . Then the above arguments imply that (Kθ)h can be chosen as the
test function into the weak formula of θ -equation.
Let δu = u1 − u2 and δθ = θ1 − θ2. We can rewrite the difference system as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂t δθ + div(u1δθ + δuθ2) = 0,
∂t δu+ u2 · ∇δu+ δu · ∇u1 + ∇δII − νδu = δθe2,
∇ · δu = 0,
δu|∂Ω = 0, δu|t=0 = 0, δθ |t=0 = 0.
(5.40)
Thanks to (5.39), the weak continuity of ∇Kδθ , take (Kδθ)h as the test function into the weak
formula of the δθ -equation and pass to the limit h → 0, then we obtain that
1
2
∥∥∇Kδθ(t)∥∥2
L2 
t∫
0
∣∣(div(u1δθ + δuθ2),Kδθ)∣∣ds. (5.41)
By integration by parts, it is easy to check
∣∣(div(δuθ2),Kδθ)∣∣= ∣∣(δuθ2,∇Kδθ)∣∣
 ‖θ2‖L2‖δu‖L2p‖∇Kδθ‖Lq ,
where p,q satisfy
p  2 and 1
p
+ 2
q
= 1.
By Lemma 2.2, one has
‖δu‖L2p 
√
2p‖δu‖
1
p
L2
‖∇δu‖1−
1
p
L2
,
‖∇Kδθ‖Lq √q ‖K∇δθ‖
2
q
L2
‖δθ‖1−
2
q
L2
.
From which and q  4, we obtain that
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1
p
L2
‖K∇δθ‖1−
1
p
L2
‖δθ‖
1
p
L2
 p‖K∇δθ‖2−
2
p
L2
+ ‖∇δu‖2
L2, (5.42)
where we use Young’s inequality and the fact δθ, θ2 ∈ L∞T (L2).
As for the other nonlinear term in (5.41), we observe that
∣∣(div(u1δθ),Kδθ)∣∣= ∣∣((−)Kδθ,u1 · ∇Kδθ)∣∣
=
∣∣∣∣∑
j
(
∂jKδθ, ∂j (u1 · ∇Kδθ)
)∣∣∣∣
=
∣∣∣∣∑
j
(∂jKδθ, ∂ju1 · ∇Kδθ)
∣∣∣∣,
where we use integration by parts and the fact (−)Kg = g. Then by Hölder’s inequality and
interpolation inequality, one gets for p  2,
∣∣∣∣∑
j
(∂jKδθ, ∂ju1 · ∇Kδθ)
∣∣∣∣ ‖∇u1‖Lp‖∇Kδθ‖2− 2pL2 ‖δθ‖
2
p
L2
. (5.43)
Combining (5.41)–(5.43), we arrive at
1
2
∥∥∇Kδθ(t)∥∥2
L2  C1p
t∫
0
‖∇Kδθ‖2−
2
p
L2
ds
+C1
t∫
0
‖∇δu‖2
L2 ds +C1
t∫
0
‖∇u1‖Lp‖∇Kδθ‖2−
2
p
L2
ds. (5.44)
Next we handle the Navier–Stokes equation in (5.40). By standard energy estimate, one has
1
2
∥∥δu(t)∥∥2
L2 +
t∫
0
‖∇δu‖2
L2 ds 
t∫
0
∣∣(δu · ∇u1, δu)∣∣+ ∣∣(δθe2, δu)∣∣ds.
It is not difficult to see that
∣∣(δu · ∇u1, δu)∣∣ 4‖∇u1‖2L2‖δu‖2L2 + 14‖∇δu‖2L2
and
∣∣(δθe2, δu)∣∣= ∣∣(∂jKδθe2, ∂j δu)∣∣ 4‖∇Kδθ‖2 2 + 1‖∇δu‖2 2 .L 4 L
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∥∥δu(t)∥∥2
L2 +
t∫
0
‖∇δu‖2
L2 ds  8
t∫
0
‖∇u1‖2L2‖δu‖2L2 ds + 8
t∫
0
‖∇Kδθ‖2
L2 ds. (5.45)
We introduce the energy function E(t) as
E(t)
def= sup
s∈[0,t]
(
C1
∥∥δu(s)∥∥2
L2 +
∥∥∇Kδθ(s)∥∥2
L2
)
.
We restrict t  t1 < 132 where t1 is sufficiently small and verifies that
t1∫
0
‖∇u1‖2L2 ds 
1
16
.
Then (5.44) and (5.45) can be rewritten as
E(t) 4C1
t∫
0
(‖∇u1‖Lp
p
+ 1
)
pE(s)
1− 1
p ds,
for any t  t1. Setting
Ξ
def=
t∫
0
(‖∇u1‖Lp
p
+ 1
)
pE(s)
1− 1
p ds,
and Ξ

def= Ξ + 
, we obtain that
1
p
Ξ
1
p
−1


d
dt
Ξ
  4C1
(‖∇u1‖Lp
p
+ 1
)
.
Performing a time integration yields
Ξ
(t)
(


1
p + 4C1 sup
p2
t∫
0
(‖∇u1‖Lp(Ω)
p
+ 1
)
dτ
)p
.
Taking 
 tends to 0, we end up with
E(t)
(
4C1 sup
p2
t∫ (‖∇u1‖Lp(Ω)
p
+ 1
)
dτ
)p
. (5.46)0
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sup
p2
t2∫
0
(‖∇u1‖Lp(Ω)
p
+ 1
)
dτ < (8C1)−1.
Letting p tend to infinity in (5.46) thus entails that (∇Kδθ, δu) = (0,0) on [0, t2]. Recalling that
t∫
0
‖u1‖LL1 ds < ∞
and
∂t δθ + u1 · ∇δθ = 0,
we immediately get that δθ = 0 on [0, t2]. Because δθ and δu are L2 weak continuous and L2
continuous in time, it is now easy to conclude that (δθ, δu) = 0 on R+, by means of a standard
connectivity argument. Thanks to the uniqueness result and the fact θ ∈ C([0, T ];L2w), take
(θ(s), u(s)) as a new initial data, then by similar arguments mentioned in Step 1, we may derive
that for t  s,
∥∥θ(t)∥∥
L2 
∥∥θ(s)∥∥
L2 ,
which implies that θ ∈ C([0, T ];L2). We complete the proof the theorem. 
6. The uniqueness result on Fluid/Particle system
In this section, we shall prove the uniqueness of the weak solution of Fluid/Particles system
that couples the incompressible Navier–Stokes equations to the Vlasov–Fokker–Planck equation,
which arises in the modeling of sprays, where a dense phase interact with a disperse phase.
Mathematically, this system reads:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut + u · ∇u+ ∇p − νu =
∫
RN
(v − u)F dv,
∇ · u = 0,
Ft + v · ∇F + divv
(
(u− v)F − ∇vF
)= 0.
(6.47)
We complete the system by the following initial data:
u|t=0 = u0, ∇x · u0 = 0, F |t=0 = F0,
and assume periodicity with respect to the space variable x ∈ [−π,π]2 = T2. The fluid is de-
scribed by its velocity field u(t, x) ∈ R2, and its pressure p(t, x)  0, which are both function
of the time variable t  0 and the space variable x ∈ T2. The particles are described by their
distribution function in phase space which depends additionally on the velocity variable v ∈ R2:
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domain centered on x with volume dx with velocity in the domain centered on v with volume dv.
We refer the reader to [22] or [24] for details of the physical background and to [11] and [12] for
mathematical analysis of the model.
We recall the definition of the weak solution to the model:
Definition 6.1. With an initial data u0 ∈ L2, F0 ∈ L∞ ∩ L12 and F0 lnF0 ∈ L1, (u,F ) is called a
weak solution of the Cauchy problem (5.35) if for any T > 0, the following hold:
(i) F  0,F ∈ C([0, T ];L1w)∩L∞((0, T ),L12 ∩L∞);
(ii) u ∈ C([0, T ];L2)∩L2((0, T );H 1);
(iii) For all ψ ∈ (C1((0, T )× TN))N such that divψ = 0, there hold
t∫
0
{(
u,
dψ
dt
)
− (∇u,∇ψ)− (u · ∇u,ψ)
}
ds
= −
t∫
0
(J − uN ,ψ)ds + (u(t),ψ(t))− (u0,ψ(0)),
and for all φ ∈ C1((0, T )× TN × RN) with compact support in v,
t∫
0
(
F,
dφ
dt
+ v · ∇φ + (u− v) · ∇vφ +vφ
)
ds = (F(t),φ(t))− (F0, φ(0)),
where N = ∫RN Fdv and J = ∫RN vF dv.
Remark 6.1. The assumption F ∈ L∞ is used to obtain that for any t ∈ [0, T ],∥∥N (t)∥∥p1
Lp1 +
∥∥J (t)∥∥p2
Lp2  ‖F‖L∞((0,T );L∞)
∥∥F 〈v〉2∥∥
L∞((0,T );L1), (6.48)
with p1 ∈ [1,2) and p2 ∈ [1, 43 ), which is to make sense the inner production
∫ t
0 (uN ,ψ)ds.
Our last result can be read as:
Theorem 6.1. With the additional assumption that F0 ∈ L2l with l > 3, the weak solution to (5.35)
is unique.
Remark 6.2. As for the existence of the weak solution to the system, one may follow a similar
argument in the spirit of [1] or [21] in which the authors proved the global existence of weak
solutions to coupled system for compressible fluid under minimal assumption (finite mass and
energy) on the initial data with absorption or reflection boundary conditions.
Remark 6.3. Going further, due to the uniqueness result, the hypo-elliptic property of the
Fokker–Planck operator (see [10]) and the smoothing estimate (1.4), we may also derive that for
any τ > 0, u ∈ C∞([τ,∞)×T2) and F ∈ C∞([τ,∞)×T2 ×R2). And for any s > 0 there holds:
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t∈[τ,T ]
[∥∥u(t)∥∥2
Hs
+ ∥∥F(t)(1 + |v|2) l−12 ∥∥2
Hs
]
 C
(
τ, T , sup
t∈[0,T ]
‖u‖2
L2,
T∫
0
‖∇u‖2
L2 ds,‖F‖L∞((0,T );L∞),
∥∥F 〈v〉2∥∥
L∞((0,T );L1),
∥∥F0〈v〉l∥∥L2
)
.
This means that the weak solution is exactly the classical solution just the same as the Leray
solution to the Navier–Stokes equation.
We give the explanation to the additional assumption on the initial data. Due to Remark 6.1,
the fact that the force term in the u-equation does not belong to L2 space will cause the obstruc-
tion when we employ the energy method. To bypass the difficulty, our strategy is to transfer the
original system (6.47) to another one (6.49). The additional assumption will play the key role in
the validity of the transformation. We point out that there is another obstruction coming form the
study of the uniqueness problem: the bound of the nonlinear term δug2 in the difference system
(δu, δg) (see (6.50)). Since the functions δu and g have different set of variables, it is natural
to bound the nonlinear term ‖δug‖L2(x,v) by ‖δu‖L∞(x) and ‖g‖L2(x,v). However this will lead
to the difficulty to close the energy estimate for (δu, δg) since we only obtain the estimate of
‖∇δu‖L2 from the δu-equation. To overcome it, our key observation is to make full use of the
connection between ‖δu‖L2T (L∞) and ‖δu‖L2T (H 1) as shown in (1.5) to get the desired result.
6.1. Reformulation of the system
We first show that
Lemma 6.1. Let (u,F ) be a weak solution to (5.35). Then
T∫
0
‖u‖2L∞ ds  C
(
T , sup
t∈[0,T ]
‖u‖2
L2,
T∫
0
‖∇u‖2
L2 ds,‖F‖L∞((0,T );L∞),
∥∥F 〈v〉2∥∥
L∞((0,T );L1)
)
.
One may use the Littlewood–Paley decomposition in the torus and follow the argument in [12]
to give the proof. Thanks to Lemma 6.1, we can show that the moment can be propagated which
is:
Proposition 6.1. Let F be a weak solution of F -equation with initial data F0 ∈ L1l ∩ L∞ for
some l ∈ N. Then for any t ∈ [0, T ],
∥∥Wl(v)F (t)∥∥2
L2 +
t∫
0
∥∥Wl(v)∇vF (s)∥∥2L2 ds
 exp
{
exp
{ T∫
0
(‖u‖2L∞ + 2)ds
}
Ct
}∥∥Wl(v)F0∥∥2L2 .
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position to do the transformation. Introduce the new function g defined as g def= F 〈v〉l−1 then the
original system is formulated as (u, g):
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tu+ u · ∇u+ ∇p −u =
∫
Rn
(v − u)g〈v〉−l+1 dv,
∇ · u = 0,
∂tg + v · ∇g + divv
(
(u− v)g − ∇vg
)= ∇vg · a(v)+ gb(v)+ gu · d(v),
(6.49)
where
a(v) = −2(l − 1)〈v〉−2v;
b(v) = −(l − 1)∇v
(〈v〉−2v)+ (l − 1)2〈v〉−4|v|2 − (l − 1)〈v〉−2|v|2;
d(v) = (l − 1)〈v〉−2v.
Thanks to Lemma 6.1 and Proposition 6.1, we deduce that 〈v〉g ∈ L∞([0, T ];L2(x, v)) and
〈v〉∇vg ∈ L2([0, T ];L2(x, v)). Moreover, the drag force can be bounded as∥∥∥∥
∫
R2
(v − u)F dv
∥∥∥∥
L2T (L
2
x)

(
1 + ‖u‖L2T (L∞x )
)‖g‖L∞(L2x,v).
We address that the condition l > 3 is to make sure that g ∈ C([0, T ];L2w) which is crucial to
prove the uniqueness of weak solution to the new system (6.49).
6.2. The uniqueness result of the new system
Let (u1, g1) and (u2, g2) be two weak solutions to (6.49) with the same initial data (u0, g0).
Suppose δu = u1 − u2 and δg = g1 − g2. Then (δu, δg) solves the following system in the sense
of distribution: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t δu+ u1 · ∇δu+ ∇δp −δu+
∫
R2
u1δg〈v〉−l+1 dv
=
∫
R2
vδg〈v〉−l+1 dv −
∫
R2
δug2〈v〉−l+1 dv − δu · ∇u2,
∇ · δu = 0,
∂t δg + v · ∇δg + divv
(
(u1 − v)δg − ∇vδg
)− δgu1 · d(v)
= ∇vδg · a(v)+ δgb(v)+ g2δu · d(v)− δu · ∇vg2,
(6.50)
with the vanishing initial data.
We rewrite δu-equation as
∂t δu+ ∇δp −δu = G, (6.51)
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G = −u1 · ∇δu−
∫
R2
u1δg〈v〉−l+1 dv +
∫
R2
vδg〈v〉−l+1 dv
−
∫
R2
δug2〈v〉−l+1 dv − δu · ∇u2.
It is easy to check that
‖G‖L1T (L2)  ‖u1‖L2T (L∞)
(‖∇δu‖L2T (L2) + T 12 ‖δg‖L∞T (L2))
+ ‖δu‖L2T (L∞)
(‖∇u2‖L2T (L2) + T 12 ‖g2‖L∞T (L2))+ T ‖g2‖L∞T (L2).
Then we obtain the following lemma:
Lemma 6.2. There holds
T∫
0
‖δu‖2L∞ ds N
T∫
0
‖δu‖2
H 1 ds + 2−N.
Now we are in a position to prove the uniqueness result.
Proof of Theorem 6.1 (uniqueness part). It is not difficult to arrive at the basic energy estimates
for (δu, δg):
∥∥δu(t)∥∥2
L2 +
t∫
0
‖∇δu‖2
L2 ds

t∫
0
(‖u2‖2L∞ + ‖g2‖2L2)‖δu‖2L2 ds +
t∫
0
(
1 + ‖u1‖2L∞
)‖δg‖2
L2 ds (6.52)
and
∥∥δg(t)∥∥2
L2 +
t∫
0
‖∇vδg‖2L2 ds

t∫
‖g2‖2L2‖δu‖2L∞ ds +
t∫ (
1 + ‖u1‖2L∞
)‖δg‖2
L2 ds. (6.53)0 0
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t∫
0
‖g2‖2L2‖δu‖2L∞ ds N
t∫
0
‖δu‖2
H 1 ds + 2−N.
Let ΞN(t) = CN‖δu(t)‖2L2 + ‖δg(t)‖2L2 . Then (6.52) and (6.53) imply that
ΞN  CN
t∫
0
(
1 + ‖u1‖2L∞ + ‖u2‖2L∞
)
ΞN ds + 2−N.
Performing Gronwall’s inequality, one may obtain that for t < 1,
ΞN  e−N [ln 2−C
∫ t
0 (1+‖u1‖2L∞+‖u2‖2L∞ ) ds].
Choose t1 small enough such that
C
t1∫
0
(
1 + ‖u1‖2L∞ + ‖u2‖2L∞
)
ds  1
2
ln 2,
then we deduce that for any N ∈ N and t < t1,
ΞN(t) e−N
ln 2
2 ,
which immediately implies that δu = δg = 0 on the interval [0, t1]. Since δu ∈ C([0, T ];L2) and
δg ∈ C([0, T ];L2w), the global uniqueness can be get by the standard connectivity argument on
the next small time interval. 
For the sake of completeness, we give the proof of Proposition 6.1.
Proof of Proposition 6.1. Let ϕ1 ∈ C∞(T2), ϕ2 ∈ C∞c (B(0,1)) be radical functions and verify
0 ϕi  1, ϕ1|T2 = ϕ2|T2 ,
∫
B(0,1)
ϕi(z) dz = 1, i = 1,2.
Suppose ϕ
i (·) = 
−2ϕi( ·
 ). Then the standard mollifier for F(x, v) is defined as
Φ
F =
(
ϕ
1(x)ϕ


2(v)
) ∗x,v F
def=
∫
T2×R2
ϕ
1(x − y)ϕ
2(v −w)F(y,w)dy dw.
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Wlη = 〈v〉
l
(1+η|v|2) N+l2
. Thus we take φ(x, v) = (ϕ
1(x)ϕ
2(v)) ∗x,v [(W lη)2Φ
F ] as the test function
(with some mollification in order to take care of the regularity w.r.t. the variable t) into the
definition of weak solution. Then it follows
1
2
d
dt
∥∥WlηΦ
F∥∥2L2 + (F, (−v · ∇x −v − (u− v) · ∇v)φ)= 0.
By calculation for the commutator, one has
[v,Φ
]F = 

[(
ϕ
1
)
(x)∇ϕ
2(v)
] ∗x,v F. (6.54)
Then
∣∣(F, v · ∇xφ)∣∣= ∣∣(F,∇x · [v,Φ
][(Wlη)2Φ
F ])∣∣
= ∣∣(F, [(∇ϕ1)
(x) · (∇ϕ2)
(v)] ∗x,v [(Wlη)2Φ
F ])∣∣
= ∣∣(Φ˜
F, (Wlη)2Φ
F )∣∣ ∥∥WlηΦ˜
F∥∥2L2 + ∥∥WlηΦ
F∥∥2L2 , (6.55)
where Φ˜
F = [(∇ϕ1)
(x) · (∇ϕ2)
(v)] ∗x,v F .
A similar process can be applied to the term containing vF and it gives
∣∣(vF,∇vφ)∣∣= ∣∣(vΦ
F − [v,Φ
]F,2∇v(Wlη)WlηΦ
F + (Wlη)2∇vΦ
F )∣∣

∥∥WlηΦ
F∥∥2L2 + 14
∥∥Wlη∇vΦ
F∥∥2L2 + ∥∥Wlη[v,Φ
]F∥∥2L2 , (6.56)
where we use the fact
〈v〉∣∣∇vW lη∣∣Wlη. (6.57)
Since F is nonnegative, one has
∣∣Φ
(uF)∣∣ ‖u‖L∞Φ
F,
from which together with (6.57), we arrive at
∣∣(uF,∇vφ)∣∣ 14
∥∥Wlη∇vΦ
F∥∥2L2 + ‖u‖2L∞∥∥WlηΦ
F∥∥2L2 . (6.58)
For the remainder term,
(F,−φ) = (∇vΦ
F,∇v[(Wlη)2Φ
F ])

∥∥Wlη∇vΦ
F∥∥2L2 − ∥∥WlηΦ
F∥∥2L2 . (6.59)
Putting together the estimates (6.55)–(6.59), we finally obtain the following energy estimate:
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dt
∥∥WlηΦ
F∥∥2L2 + ∥∥Wlη∇vΦ
F∥∥2L2

(‖u‖2L∞ + 2)∥∥WlηΦ
F∥∥2L2 + ∥∥WlηΦ˜
F∥∥2L2 + ∥∥Wlη[v,Φ
]F∥∥2L2 . (6.60)
Gronwall’s inequality implies that for all t ∈ [0, T ],
∥∥WlηΦ
F (t)∥∥2L2  exp
{ T∫
0
(‖u‖2L∞ + 2)dt
}
×
[∥∥WlηΦ
F0∥∥2L2 +
t∫
0
(∥∥WlηΦ˜
F∥∥2L2 + ∥∥Wlη[v,Φ
]F∥∥2L2)ds
]
. (6.61)
Noting that u ∈ L2([0, T ],L∞) and for 
  
0,
∥∥WlηΦ˜
F∥∥2L2 + ∥∥Wlη[v,Φ
]F∥∥2L2  2 + ∥∥WlηF∥∥2L2 = O(η−l),
which allows us to pass 
 to zero in the both sides of (6.61), we get
∥∥WlηF (t)∥∥2L2  exp
{ T∫
0
(‖u‖2L∞ + 2)dt
}[∥∥WlF0∥∥2L2 +
t∫
0
∥∥WlηF∥∥2L2 ds
]
.
From which and Gronwall’s inequality, one has
∥∥WlηF (t)∥∥2L2  exp
{
exp
{ T∫
0
(‖u‖2L∞ + 2)ds
}
Ct
}∥∥WlF0∥∥2L2 .
Since the quantities in the right hand side are independent of η, we obtain that
∥∥WlF(t)∥∥2
L2  exp
{
exp
{ T∫
0
(‖u‖2L∞ + 2)ds
}
Ct
}∥∥WlF0∥∥2L2 .
Going back to (6.60) and integrating both sides on the interval [0, T ], we finally arrive at the
proposition by taking limit. 
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