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Mit der europäischen Datenschutz-Grundverordnung (DSGVO) besteht 
zum ersten Mal eine gesetzliche Verpflichtung für die Betreiber von 
Datenverarbeitung, in bestimmten Fällen eine Datenschutz-Folgenab-
schätzung (DSFA) durchzuführen. In diesem Beitrag wird erläutert, wel-
che Anforderungen die DSGVO stellt und wie diese in einem modellhaf-
ten Prozess realisiert werden können. Ein besonderer Fokus liegt auf 
Elementen, die nach Erfahrung aus der TA-Tradition problematisch sein 
bzw. wie diese adressiert werden können.
Data Protection Impact Assessment
Opportunities, Barriers, Implementation
With the European General Data Protection Regulation (GDPR) there will 
be a legal obligation for controllers to conduct a Data Protection Impact 
Assessment (DPIA) for the first time. This paper examines the new pro-
visions in detail and examines ways for their implementation. A special 
focus is on elements which, according to experience, can be problem-
atic and how they can be addressed.
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Von der Technikfolgenabschätzung 
zur Datenschutz-Folgenabschätzung
Technikfolgenabschätzungen haben eine jahrzehntelange Tradi­
tion. Sie dienen der Identifikation und Bewertung von technik­
induzierten Auswirkungen auf Umwelt, Gesellschaft und Wirt­
schaft. Ziel ist der Gedanke der Vorsorge: Wie kann man beste­
hende oder zukünftige Risiken zuverlässig erkennen, eindämmen 
und beherrschen? Dabei dominierte in den 1970er­ und frühen 
1980er­Jahren vor allem die Betrachtung von Großtechnologien 
wie der Kernenergie. Seit Mitte der 1980er­Jahre sind auch Au­
tomation und elektronische Datenverarbeitung Themen der TA, 
allerdings zunächst mit Blick auf Veränderungen in der Arbeits­
welt – Stichwort „menschenleere Fabrik“ (Biervert und Monse 
1990; U. S. Congress 1984).
Nachdem das Konzept des Datenschutzes – zunächst als Ge­
gengewicht gegen die staatliche „Datenmacht“  – in der Nach­
folge der (19)68er­Bewegung entwickelt wurde, das den Schutz 
der bürgerlichen Grundrechte zum Ziel hat (Lewinski 2012), 
wurde Datenschutz ab Mitte der 1980er­Jahre erstmals auch ein 
Gegenstand der TA (z. B. U. S. Congress 1985). Plädoyers für die 
Entwicklung einer rechtswissenschaftlichen Technikfolgenfor­
schung (Roßnagel 1993) blieben allerdings zunächst folgenlos. 
Erst seit Beginn der 2000er­Jahre stehen Datenschutzaspek te 
verstärkt auch im Zentrum von TA­Studien (Klüver et al. 2006; 
Kündig und Bütschi 2008; Peissl 2007). Die meisten dieser Stu­
dien stellen fest, dass heutige Produkte und Dienstleistungen, 
die auf Vernetzung über das Internet und den Austausch von 
(häufig personenbezogenen) Daten basieren, zu einer Macht­
asymmetrie zwischen Anbietern und Nutzenden geführt haben, 
wobei letztere sich meist nur entscheiden können, ob sie die An­
gebote nach den Regeln der Anbieter oder gar nicht nutzen wol­
len. Daneben ist angesichts von zunehmenden Cyberattacken 
auf Internetdienste und deren Nutzer längst klar, dass Daten­
verarbeitung und Internet für das Funktionieren moderner Ge­
sellschaft entscheidend sind und somit eine umfangreiche Tech­
nikfolgenabschätzung sinnvoll ist (Leimbach und Bachlechner 
2014; Wanzeck 2008). Aus diesem Grund wurde in den ent­
sprechenden TA­Studien gefordert, dass Privacy Impact Assess-
ments (PIAs) 1 verpflichtender Bestandteil von IKT­Projekten 
sein sollten (Peissl 2007, S. 286).
PIAs werden im angelsächsischen Raum bereits seit Mitte 
der 1990er­Jahre diskutiert und teilweise auch durchgeführt. 
Allerdings verbergen sich dahinter weder eine einheitliche Me­
thode noch einheitliche Anforderungen an die Umsetzung. Eine 
Verpflichtung zur Durchführung eines PIAs besteht ebenfalls 
meist nicht (zu Details Wright und De Hert 2012).
In der deutschen Gesetzgebung hatte die Technikfolgenab­
schätzung durchaus hoffnungsvoll begonnen, sie wurde aber 
durch verschiedene Gesetzgebungsnovellen bis zur Unkennt­
lichkeit verwässert (Friedewald et al. 2016, S. 8 f.). So ist zwar 
1 Der Begriff Privacy Impact Assessment (für den es keine allgemein akzeptierte 
deutsche Übersetzung gibt) ist zumindest vor der Veröffentlichung des Entwurfs 
der DSGVO 2012 vielfach synonym mit dem der Datenschutz-Folgenabschätzung 
verwendet worden. Es gab aber zahlreiche Ansätze, auch Folgen jenseits des 
Daten schutzes zu bewerten und auch andere Grundrechte, soziale und ethische 
Folgen mit zu berücksichtigen (Wright und de Hert 2012, Part V).
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entstehen. Ziel der DSFA ist es, die Da­
tenflüsse und Folgen der Datenverarbei­
tung so komplett wie nur möglich zu er­
fassen, sowie objektiv nach einheitlichen 
Kriterien so zu bewerten, dass typischen 
Risikoquellen mit adäquaten technischen 
und organisatorischen Gegenmaßnahmen 
begegnet und das Risiko für die Rechte 
der Betroffenen verringert werden kann 
(Friedewald et al. 2016, S. 5).
Über diesen Kernzweck hinaus kön­
nen mit einer DSFA weitere Nebenziele 
verfolgt werden: Beispielsweise hilft die 
Durchführung einer DSFA Entwicklern 
dabei, Datenschutzrisiken zu erkennen 
und diese im Sinne des in Art. 25 DSGVO 
geforderten „Datenschutz durch Technik­
gestaltung“ zu vermeiden. Gegenüber der 
Öffentlichkeit (inklusive der Politik) ist 
die DSFA ein Mittel zu Herstellung von 
Transparenz, die eine informierte Debatte 
über Risiken ermöglicht und Verantwort­
lichkeiten verdeutlicht.
Die DSGVO selbst definiert in Art. 35 
Abs. 7 lediglich Mindestanforderungen an 
die Durchführung einer DSFA. Der Ausgangspunkt ist dabei 
eine systematische Beschreibung der vorgesehenen Verarbei­
tungsvorgänge und ihrer Zwecke (Art. 35 Abs. 7 lit. a  DSGVO). 
Auf dieser Grundlage aufbauend können die Erforderlichkeit und 
Verhältnismäßigkeit der Verarbeitungsvorgänge sowie die Risi­
ken für die Rechte der Betroffenen untersucht werden (Art. 35 
 Abs. 3 lit. b und c DSGVO). Schließlich muss jede DSFA erstens 
Abhilfemaßnahmen bezüglich der festgestellten Risiken benen­
nen, diese verstehen sich einschließlich Garantien, Sicherheits­
vorkehrungen und Verfahren zum Schutz personenbezogener Da ­ 
 ten. Zweitens muss jede DSFA nachweisen, dass die Bestimmun­
gen der DSGVO insgesamt eingehalten werden (Art. 35 Abs. 3 
 lit. d DSGVO).
Abbildung 1 zeigt einen prototypischen Prozess, der die Be­
stimmungen der DSGVO erfüllt und Elemente kombiniert, mit 
denen in der Praxis die bestmöglichen Resultate erzielt werden 
können. Durch einen standardisierten Prozess wird die Repro­
duzierbarkeit und Überprüfbarkeit der Ergebnisse sichergestellt. 
So ist es für Dritte möglich, zu kontrollieren, ob rechtliche Vor­
gaben eingehalten werden. Es könnte Kunden bzw. Betroffene 
zudem in die Lage versetzen, die Datenschutzfolgen verschiede­
ner technischer Systeme miteinander zu vergleichen. Schließlich 
fokussiert das Verfahren nicht nur auf eine Technologie oder An­
wendung, sondern ist technologieneutral formuliert. Dies hilft, 
den Aufwand für die wiederholte Durchführung gering zu hal­
ten. Da die einzelnen Schritte bereits an anderer Stelle detailliert 
dokumentiert sind (Bieker et al. 2016; Friedewald et al. 2016), 
sollen im Folgenden einige entscheidende bzw. kritische Ele­
mente diskutiert werden.
in den noch geltenden Vorschriften des Bundesdatenschutzge­
setzes eine Vorabkontrolle vorgesehen. Da aber jeder Betreiber 
nur für die Betrachtung der konkret von ihm durchgeführten 
 Datenverarbeitungsvorgänge verpflichtet ist, bleiben insbesonde ­ 
 re kumulative Wirkungen, die sich aus dem Zusammenspiel ver­
schiedener Technologien ergeben können, außer Betracht (Le 
Grand und Barrau 2012). Vorgaben für eine standardisierte und 
unabhängige, nicht von Einzelinteressen geleitete Technikfol­
genabschätzung fehlen vollständig.
Die Datenschutz- Folgenabschätzung 
nach der europäischen 
 Datenschutz-Grundverordnung
Die ganze Situation ändert sich mit der europäischen Daten­
schutz­Grundverordnung (DSGVO), die ab 25. Mai 2018 ange­
wendet wird. Sie hat als Verordnung grundsätzlich unmittelbar 
in allen Mitgliedstaaten Geltung und wird die Datenschutzricht­
linie aus dem Jahr 1995 (und deren nationale Umsetzungen) er­
setzen. Ab diesem Zeitpunkt sind Organisationen und Unter­
nehmen unter Androhung eines Bußgeldes verpflichtet, in be­
stimmten Fällen eine Datenschutz­Folgenabschätzung (DSFA) 
durchzuführen.
Eine DSFA ist eine systematische Untersuchung eines Daten­
verarbeitungsverfahrens im Hinblick darauf, welche Risiken für 
den Datenschutz durch Organisationen (z. B. Unternehmen oder 
Behörden) aus der Perspektive der Betroffenen in verschiede­
nen Rollen und Kontexten (z. B. Bürger, Kunden, Patienten etc.) 
1. Vorbereitungsphase
 • Prüfung Relevanzschwelle
 • Prüfplanung, u. a. Teambildung
 • Beschreibung des Prüfgegenstandes
 • Identifikation der Akteure und Betroffenen
 • Identifikation der maßgeblichen Rechts-
grundlagen
2. Bewertungsphase
 • Konsultation von Betroffenen
 • Identifikation von Schutzzielen
 • Identifikation möglicher Angreifer, 
Angriffsmotive und -ziele
 • Bestimmung von Eingriffsintensität 
und Schutzbedarf
 • Bewertung des Risikos
3. Maßnahmenphase
 • Identifikation und Auswahl passender Schutzmaßnahmen
 • Implementierung von Schutzmaßnahmen
 • Test und  Dokumentation der Wirksamkeit von Schutz-
maßnahmen
 • Dokumentation der Bewertungsergebnisse inkl. Rest-
risiken
 • Nachweis der Einhaltung der DSGVO insgesamt
4. Berichtsphase
 • Erstellung des DSFA-Berichts
 • Veröffentlichung des Berichts 
bzw. einer Kurzfassung
 • (Unabhängige Überprüfung 
der DSFA-Ergebnisse)
5. Fortschreibung und Überprüfung
 • im Rahmen des Risiko- und Datenschutz-
Managements
Abb. 1: Phasen einer Datenschutz-Folgenabschätzung. Kursiv gesetzte Prozess elemente 
werden im Text diskutiert. Quelle: Eigene Darstellung
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Das DSFA-Team
Die Durchführung einer DSFA ist nach Art. 35 Abs. 1 eine Ma­
nagementaufgabe, verantwortlich ist also die Unternehmens­ 
oder Behördenleitung. Dies soll sicherstellen, dass sich die Da­
tenschutz­Folgenabschätzung nicht anderen Zielen der Organi­
sation unterzuordnen hat.
Die praktische Durchführung wird in der Regel an Mitar­
beiter oder einen externen Dienstleister delegiert werden. Nach 
Art. 35 Abs. 2 ist dabei (sofern vorhanden) der Rat des betrieb­
lichen oder behördlichen Datenschutzbeauftragten (bDSB) ein­
zuholen. Offen bleibt, wie die konkrete Beteiligung des bDSB 
aussehen soll. Insbesondere bei kleinen Organisationen ist es 
naheliegend, wenn der Verantwortliche den bDSB mit der Ko­
ordination oder Durchführung der DSFA beauftragt, da dieser 
in der Regel die dafür erforderliche fachliche Eignung hat. Mit 
Hinweis auf die Weisungsunabhängigkeit des bDSB kann man 
aber durchaus auch die Meinung vertreten, dass der bDSB ledig­
lich die Durchführung mit Ratschlägen begleiten bzw. überwa­
chen sollte – so auch die Position der Artikel­29­Datenschutz­
gruppe (2016, S. 16 f.).
Unübersehbar ist aber ein zentraler Interessenskonflikt: Die 
Organisation soll einerseits die Datenschutzrisiken möglichst 
umfassend und im Sinne der Betroffenen beurteilen, sie hat aber 
gleichzeitig u. U. ein Interesse daran, personenbezogene Daten 
für eigene Partikularinteressen zu nutzen. Um auszuschließen, 
dass sich die Organisation bei der Analyse als mögliche Risi­
koquelle ausblendet, sollte wenigstens eine nachträgliche Über­
prüfung durchgeführt werden. Bei der Zusammenstellung des 
Teams ist es wichtig, eine Balance zwischen Unabhängigkeit und 
Verantwortlichkeit herzustellen. Für die Objektivität und Glaub­
würdigkeit der Ergebnisse ist entscheidend, dass das Team in der 
Lage ist, eine wirkungsvolle Prüfung vorzunehmen. Darüber hi­
naus ist eine ausreichende Berücksichtigung der Interessen al­
ler Betroffenen sicherzustellen (s. u.). Auch vom bDSB (sofern 
ein solcher benannt ist) ist zu erwarten, dass er die Betroffenen­
perspektive einnimmt und seine eigene Organisation „von au­
ßen“ betrachtet.
Konsultation von Betroffenen
Da es im bisherigen Datenschutzrecht letztlich um die Sicher­
stellung individueller Rechte jedes Einzelnen geht, fordern wis­
senschaftliche Studien bereits seit Jahren, dass bei Datenschutz­
Folgenabschätzungen (bzw. PIAs) nicht nur die Sicht von (tech­
nischen und juristischen) Experten eingeholt werden sollte. Mit 
der elaborierten Expertise technischer Experten allein geht näm­
lich die Gefahr einer verengten Sichtweise und folglich einer 
technokratisch­paternalistischen Bevormundung Technik nut­
zender Personen einher. Vielmehr sei eine umfassende und the­
matisch breite Konsultation der Betroffenen notwendig. Dabei 
sollte aber die Frage im Blick behalten werden, welche Akteure 
überhaupt als „relevant“ gelten und wer darüber entscheidet 
(Wright und Friedewald 2013; Wright et al. 2015). Diesen Über­
legungen trägt auch Art. 35 Abs. 9 DSGVO Rechnung, der vor­
sieht, dass für eine DSFA der Standpunkt der betroffenen Per­
Wann ist eine Datenschutz-Folgenabschätzung 
 durchzuführen?
Zunächst muss sich der Verantwortliche mit der Frage auseinan­
dersetzen, ob im konkreten Fall die Durchführung einer DSFA 
überhaupt notwendig ist. Dies ist eine entscheidende, aber nicht 
triviale Frage, da die DSGVO in Art. 35 Abs. 1 bestimmt, dass 
eine DSFA durchzuführen ist, wenn „insbesondere bei Verwen­
dung neuer Technologien, aufgrund der Art, des Umfangs, der 
Umstände und der Zwecke der Verarbeitung voraussichtlich ein 
hohes Risiko für die persönlichen Rechte und Freiheiten“ der 
Betroffenen besteht und dann in Art. 35 Abs. 3 ein nicht ab­
schließender Katalog mit Anwendungsfällen aufgeführt wird. Zu 
diesen Anwendungsfällen mit hohem Risiko gehören: a) die sys­
tematische und umfassende Bewertung persönlicher Aspekte na­
türlicher Personen (Profiling), b) die umfangreiche Verarbeitung 
besonderer Kategorien von personenbezogenen Daten 2 oder von 
Daten über strafrechtliche Verurteilungen und Straftaten sowie 
c)  die systematische weiträumige Überwachung öffentlich zu­
gänglicher Bereiche. Zusätzlich können die Aufsichtsbehörden 
nach Art. 35 Abs. 4–6 DSGVO weitere Anwendungsfälle defi­
nieren, in denen vorab eine DSFA vorzunehmen ist und solche, 
in denen keine DSFA notwendig ist.
Trotz einiger Hilfestellungen durch die Erwägungsgründe 75 
und 76 bietet diese Bestimmung wegen der Verwendung von 
unbestimmten Begriffen („voraussichtlich  … hohes Risiko“) 
und nicht abschließenden Aufzählungen erheblichen Interpre­
tationsspielraum. Aus diesem Grund hat die Artikel­29­Daten­
schutzgruppe (2017, S. 7 ff.) zehn Kriterien erarbeitet, nach de­
nen sich eine Verarbeitung mit hohem Risiko bestimmen lässt. 
Dennoch besteht weiterhin erhebliche Unsicherheit, in welchen 
Fällen in der Praxis tatsächlich eine DSFA erforderlich ist. Die 
Einschätzung der Aufsichtsbehörden reicht momentan (Februar 
2017) von „in wenigen Fällen“ (CNIL, Frankreich) bis „sehr 
häufig“ (ULD, Schleswig­Holstein). Es ist allerdings zu beden­
ken, dass die ernsthafte Feststellung, es bestehe kein „hohes Ri­
siko“, bereits eine Abschätzung potenzieller Folgen erfordert, 
die zu dokumentieren und ggf. einer Aufsichtsbehörde vorzule ­ 
 gen ist.
2 Hierzu gehören Daten über die rassische oder ethnische Herkunft, politische 
Meinungen, religiöse oder weltanschauliche Überzeugungen bzw. Gewerkschafts-
zugehörigkeit sowie genetische, biometrische und Gesundheitsdaten sowie 
 Daten über das Sexualleben und die sexuelle Orientierung.
Es besteht weiterhin  erhebliche 
 Unsicherheit, in welchen  Fällen 
in der Praxis tatsächlich eine 
DSFA erforderlich ist.
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Bewertungsphase
Die Anforderungen des Datenschutzes sind gesetzlich vorge­
schrieben. Diese Anforderungen lassen sich mit Hilfe von sog. 
Gewährleistungszielen umsetzen, die in kompakter und metho­
disch zugänglicher Form die operativen Risiken explizit machen, 
vor denen es durch angemessene Verfahrensgestaltung und Maß­
nahmen zu schützen gilt. Sechs Gewährleistungsziele gelten der­
zeit im Bereich des Datenschutzes als etabliert. Den Risiken der 
Informationssicherheit wird klassisch mit der Sicherung der drei 
Schutzziele (1) Verfügbarkeit, (2) Integrität und (3) Vertraulich­
keit begegnet. Aufbauend hierauf werden zusätzlich als spezi­
fische Datenschutzschutzziele formuliert: (4) Nichtverkettbar­
keit, (5) Transparenz und (6) Intervenierbarkeit (für Details Rost 
und Bock 2011; Rost und Pfitzmann 2009). Als zusätzliches 
Schutzziel nennt die DSGVO die Belastbarkeit (im englischen 
Text der DSGVO: resilience) der Systeme und Dienste (Art. 32 
Abs. 1 lit. b DSGVO). Für die Bewertung eines Risikos haben 
sich die Schutzbedarfsabstufungen (normal, hoch, sehr hoch) 
bewährt, die das Bundesamt für Sicherheit in der Informations­
technik (BSI) in seinen IT­Grundschutz­Katalogen empfiehlt.
Die eigentliche Herausforderung liegt freilich darin, dass bei 
dem auf Grundrechtsschutz angelegten Datenschutz der Schutz­
bedarf nicht wie beim Risikomanagement allein anhand von 
Schadenshöhen und Eintrittswahrscheinlichkeiten bestimmt wer­
den darf, obwohl Art. 24 Abs. 1 DSGVO vorschreibt, dass der 
Verantwortliche genau diese Größen bei der Auswahl und Im­
plementierung von technisch­organisatorischen Maßnahmen be­
rücksichtigen soll. Darüber hinaus gibt es aus rein praktischen 
Erwägungen Unsicherheit, welche Form der Bewertung Unter­
nehmen und Behörden zuzumuten sind. Eine Checkliste, auf der 
(wie bei der bisherigen Vorabkontrolle) kritische Punkte bzw. 
Schutzmaßnahmen abgehakt werden, ist zwar einfach einzuset­
zen, wird aber der Komplexität moderner IT­Systeme meist nicht 
gerecht und führt auch nicht zu einer ausreichenden Auseinan­
dersetzung der Verantwortlichen mit möglichen Gefahren für 
den Datenschutz. Andererseits ist ein auf Datenschutz angepass­
tes Risikomanagement in Anlehnung an ISO 31 000, wie es bei­
spielsweise von der französischen Datenschutzaufsicht (CNIL 
2015) propagiert wird, für viele kleinere und mittlere Unterneh­
men, Freiberufler und Behörden in der Praxis oft zu vorausset­
zungsvoll und umfangreich.
Hierzu besteht deshalb noch Forschungs­ und Normierungs­
bedarf, um alle Verantwortlichen in die Lage zu versetzen, eine 
aussagekräftige und damit zweckmäßige DSFA zu erstellen. Das 
Standard­Datenschutzmodell der Konferenz der unabhängigen 
sonen eingeholt werden soll. Allerdings wird diese Vorschrift in­
sofern relativiert, als zum Schutz gewerblicher oder öffentlicher 
Interessen auch auf die Konsultation verzichtet werden kann.
Unbeschadet solcher Einschränkungen stellt sich die Frage, 
auf welche Weise die verschiedenen Akteursgruppen und In­
teressen im Bewertungsprozess einer Datenschutz­Folgenab­
schätzung eingebunden werden können. Methodisch bieten sich 
hierbei relativ einfache und bewährte Verfahren an, mit denen 
Unternehmen bereits in den Bereichen Produktgestaltung und 
Marketing Erfahrung haben (z. B. Fokusgruppen), aber natürlich 
sind auch elaboriertere pTA­Methoden einsetzbar.
Eine Bewertung unter Mitwirkung von Betroffenen stellt al­
lerdings besondere Herausforderungen an Zeitpunkt und Um­
stände:
• Bei einer DSFA, die vor der Markteinführung bzw. parallel 
zum Entwicklungsprozess durchgeführt wird, kann die Ein­
beziehung von externen, u. U. kritisch eingestellten Perso­
nengruppen unerwünscht sein, nicht nur weil Betriebs­ und 
Geschäftsgeheimnisse betroffen sind, sondern auch weil aus 
Imagegründen keine unausgereiften Lösungen präsentiert 
werden sollen.
• Die Einbeziehung von Betroffenen kann problematisch sein, 
da eine sorgfältige und systematische Bewertung häufig 
Fachwissen erfordert, das bei technischen Laien nicht vor­
ausgesetzt werden kann. Hier ist somit die Frage maßgeb­
lich, wie sich dieses Fachwissen vermitteln lässt, damit eine 
Diskussion „auf Augenhöhe“ zwischen Laien und Experten 
möglich ist.
• Das für das Bewertungsverfahren verwendete Vokabular hat 
Folgen für die Intensität und Qualität der Einbeziehung un­
terschiedlicher Akteursgruppen. So dürften bestimmte For­
mulierungsweisen etwa besonders technophile Akteure oder 
solche mit Rechtskenntnissen begünstigen. Fraglich ist da­
her, wie sich Übersetzungsprozesse zwischen den beteilig­
ten Gruppen erfolgreich gestalten lassen.
Umfangreiche partizipative DSFAen unter Einbeziehung von 
Externen werden vermutlich schon deswegen eher die Aus­
nahme bleiben, da dieser Prozess zeitaufwendiger ist und es an­
sonsten bei bestimmten Akteursgruppen rasch zu einer „Konsul­
tationsmüdigkeit“ kommen könnte. Im Normalfall ist aber zu­
mindest darauf zu achten, auch solche Gruppen innerhalb einer 
Organisation mit einzubinden, die unmittelbar mit den Betrof­
fenen zu tun haben, also Verkauf oder Service bzw. der Betriebs­ 
oder Personalrat (Kiesche 2017).
In der deutschen Datenschutz-Gesetzgebung hatte die Technikfolgen-
abschätzung  durchaus hoffnungsvoll begonnen, sie wurde aber durch 
 verschiedene  Gesetzgebungsnovellen bis zur Unkenntlichkeit verwässert.
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warteten Nutzen haben. Es gilt sicherzustellen, dass die Maß­
nahmen an Veränderungen angepasst werden. Um auf Verände­
rungen der Rahmenbedingungen möglichst effizient reagieren zu 
können, ist eine Einbindung in das allgemeine Risiko­ und/oder 
Datenschutz­Management der Organisation ratsam (Rost 2013; 
Wright et al. 2014).
Fazit
Die Datenschutz­Folgenabschätzung ist in den meisten EU­Mit­
gliedstaaten ein relativ neues Instrument zur Identifikation von 
Risiken, die durch den Einsatz von (neuen) datenverarbeitenden 
Technologien und Systemen für die Grundrechte der Menschen 
auf Achtung des Privatlebens und den Schutz personenbezoge­
ner Daten entstehen. Sie hat Potenzial als „Frühwarnsystem“, 
das es den beteiligten Akteuren erlaubt, über die Folgen tech­
nischer Entwicklungen und deren Nutzung systematisch nach­
zudenken sowie mögliche Mängel rechtzeitig – idealerweise be­
reits in der Entwurfsphase eines Systems – zu erkennen und zu 
beseitigen. Ein Fortschritt gegenüber früheren Ansätzen ist da­
bei der Rückgriff auf eine Reihe von standardisierten Bewer­
tungskriterien: Diese gewährleisten, dass Betroffenenrechte um­
fassend betrachtet werden und garantieren gleichzeitig die Ver­
gleichbarkeit. Damit kann eine in der Technikfolgenabschätzung 
häufig vermisste Balance zwischen dem Verlangen nach Norma­
tivität auf der einen und nach Operationalisierung auf der ande­
ren Seite hergestellt werden.
Unverkennbar ist aber auch, dass es für die praktische Um­
setzung noch eine ganze Reihe methodisch­praktischer  Fragen 
zu klären gilt, insbesondere bezüglich der systematischen und 
aktiven Konsultation der Betroffenen. Darüber hinaus sind 
noch Wege zu eruieren, wie man mit dem Problem umgehen 
soll, dass die Risikoabschätzung durch den potenziellen Verur­
sacher des Risikos selbst erfolgt. Hier besteht freilich die Hoff­
nung, dass sich die Erfahrungen aus mehreren Jahrzehnten prak­
tischer Technikfolgenabschätzung für diesen Bereich fruchtbar 
machen  lassen.
Allerdings blenden die Vorschriften der DSGVO auch wich­
tige Aspekte aus, die für eine umfassende Folgenabschätzung 
wünschenswert wären. Dies ist einerseits die Limitierung auf 
Folgen für das Individuum, da mittlerweile auch das Recht von 
Gruppen und Institutionen auf Datenschutz zunehmend als 
wichtig erachtet wird (Taylor et al. 2017). Im Sinne einer stärker 
ganzheitlichen Bewertung von Technikfolgen wäre andererseits 
eine Erweiterung auf weitere Rechte und Freiheiten (Recht auf 
Schutz des Privatlebens, Meinungsfreiheit, Benachteiligungsver­
bot etc.) und die Kombination mit anderen Bewertungsdimensi­
onen (sozial, ethisch etc.) wünschenswert.
Insgesamt bietet die Verpflichtung zur Durchführung von 
DSFAen für die Technikfolgenabschätzung die Chance, recht­
liche Technikfolgen (wieder) stärker zu adressieren, so wie es 
auch im Rahmen von Responsible Research and Innovation vor­
geschlagen wird (Schomberg 2011).
Datenschutzbehörden des Bundes und der Länder 3 ist ein erfolg­
versprechender Ansatz in dieser Richtung, der 2017/18 in ei­
nem vom Autor geleiteten Forschungsprojekt weiterentwickelt 
und praktisch getestet wird.
Berichtsphase
Ein DSFA­Bericht sollte im Sinne der Transparenz veröffent­
licht werden, zumindest in einer Kurzversion, die Geschäftsge­
heimnisse sowie die Restrisikoanalyse, die sonst als Angriffsvor­
lage missbraucht werden könnte, ausspart. Es sollten aber alle 
wesentlichen Informationen enthalten sein und keine (negati­
ven) Ergebnisse der Untersuchung verschwiegen werden. Aller­
dings ist eine Veröffentlichung der DSFA­Ergebnisse nach der 
DSGVO nicht verpflichtend vorgeschrieben, wird aber von der 
Artikel­29­Datenschutzgruppe (2017, S. 17) empfohlen.
Um zu gewährleisten, dass die DSFA ordnungsgemäß durch­
geführt wurde, ist es sinnvoll, die DSFA von einem unabhängi­
gen Dritten, einem externen Auditor oder der zuständigen Da­
tenschutzaufsichtsbehörde überprüfen zu lassen. Die Überprü­
fung sollte insbesondere sicherstellen, dass angemessen mit 
Interessenskonflikten umgegangen wurde, die Interessen der Be ­ 
 troffenen angemessen berücksichtigt wurden, die Öffentlich ­ 
 keit ausreichend über die Ergebnisse der DSFA informiert wird 
und die vorgeschlagenen Schutzmaßnahmen tatsächlich umge­
setzt wurden. Dies könnte dann Grundlage der in Art. 42 DS­
GVO vorgesehenen Zertifizierung oder eines Datenschutzsie­
gels sein.
Fortschreibung
Die Abschätzung von Datenschutzfolgen ist kein einmaliger und 
linearer Prozess, sondern muss während des gesamten Lebens­
zyklus eines Projekts fortlaufend überwacht werden. Der Grund 
hierfür liegt im bekannten Steuerungs­ oder Collingridge­Di­
lemma (Grunwald 2010, S. 165 ff.). Kern dieses Dilemmas ist 
die Forderung, dass eine Folgenabschätzung möglichst frühzei­
tig erfolgen sollte, um noch Änderungen in der Gestaltung vor­
nehmen zu können. Gleichzeitig ist es aber notwendig, die zu 
bewertende Technologie oder den zu bewertenden Prozess so 
genau wie möglich zu beschreiben und zu charakterisieren, was 
erst in späteren Entwicklungsphasen möglich ist, wenn grund­
sätzliche Gestaltungsentscheidungen längst gefallen sind und 
nicht mehr ohne Weiteres geändert werden können.
Art. 35 Abs. 11 DSGVO legt fest, dass die DSFA jedenfalls 
dann zu wiederholen ist, wenn sich das mit der Verarbeitung 
verbundene Risiko ändert. Die Artikel­29­Datenschutzgruppe 
(2017, S. 12) empfiehlt darüber hinaus, dass wenigstens alle drei 
Jahre überprüft werden sollte, ob die Ergebnisse einer DSFA 
noch zutreffend sind. Insofern hat der Verantwortliche kontinu­
ierlich zu überwachen, ob sich die Rahmenbedingungen des Ein­
satzes in technischen, organisatorischen oder rechtlichen  Weisen 
ändern, die neue Datenschutzrisiken nach sich ziehen. Auch hat 
er zu überwachen, ob die gewählten Schutzmaßnahmen den er­
3 https://www.datenschutzzentrum.de/sdm/
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