Introduction
In May 1977, ECFA recommended that LEP studies should be carried out for a machine to be built in Europe in the 1980s. In 1978 a Summer Study was held at Les Houches and CERN' and a Design Study was published for a 15 to 100 GeV machine2. An ECFA-LEP Working Group of about 300 physicists and engineers, mainly European, was set up to consider the over-all technical feasibility of the proposed machine and its impact on subnuclear physics and the physics community. During 1979, a second Design Study has been published with an upgraded beam energy of 22 to 130 GeV 3 and the Working Group has prepared a report for ECFA4. In parallel, another ECFA Group has been studying sociological aspects of High Energy Physics (HEP) activities in the CERN Member States and will report early in 1980 5. The ECFA-LEP Working Group was divided into 20 Specialized Study Groups and this paper presents, in part, the findings of those concerned with Data Handling . Whatever the final recommendations of ECFA will be, our work has clearly focused an already evident need, namely that standardization is required in many areas to enable huge experiments to be carried out by collaborations involving hundreds of people from tens of institutes.
We have recommended to ECFA that a small group should study further the kind of standards needed and how the HEP community can be encouraged to adopt them. This initiative comes from the physicists themselves, who are already familiar with the problems of organizing large experiments. Therefore, we are sure that the group will receive encouragement and that its recommendations will be supported.
Data Loads
The latest LEP design is for a machine of 30 km circumference, with 8 equidistant beam intersecting regions located around it. The predicted luminosity is lo 2 cm-2 s-1 at 86 GeV. There will be 4 circulating bunches per beam, giving a bunch crossing frequency, and therefore a primary strobe rate, of around 50 kHz (20 We now consider some aspects of HEP data handling in areas where further studies should delimit common practices. We firstly look mainly at hardware features and treat the software in detail later.
Hardware and Data
We assume that CAMAC 4100 16 In a HEP data-handling sequence, the aim is to reduce the event (trigger) rate from the bunch crossing rate to something approaching the interesting physics rate'9. The selection of wanted events from the candidates is made in a series of increasingly sophisticated, and therefore increasingly time-consuming, processes. Event data are passed through an inter-connected processing chain from the detector to the off-line analysis program. The format or representation of the data at each stage, whether electrical signals or recorded bit patterns, cannot be independently chosen if efficiency and compatibility are to be optimized for succeeding processes. Global consideration must be given to requirements at all stages in the sequence.
Detector Design
The complexity of LEP events is reflected in the pattern recognition and track-fitting programs. Extremely sophisticated software will be required for these geometrical reconstructions, and in some cases complex interactive graphic techniques will be needed. The more suitable the raw data is to algorithmic manipulation, the more easy it will be to produce effective software. The 21 gives some CERN examples). These devices should be standardized to the extent of being housed in the FASTBUS system, which allows access from a host computer and pointto-point communication anywhere within the system itself24. The logic should be modular, so that several modules can be coupled together to increase the efficiency of the decision process.
Trigger Processing
Trigger processing is the next filter applied to the data, during 100 ps or so after the secondary trigger, depending on dead-time constraints. It involves a primitive track fitting or similar pattern-recognition procedure, and is optimally implemented in a fast stored-program device for flexibility. These devices should also be housed in FASTBUS. Not only does the bus speed match that of bit-slice processors, in the 100 ns range, but a well-integrated triggering sequence can be more easily created if the associated processors are intimately connected. We need FASTBUS systems as soon as possible, to avoid one-off systems at the frontend of experiments; otherwise experience will not be cumulative and incompatibilities will eventually become overwhelming. Other facilities could be standardized as firmware in CAMAC controllers if wider use is made of the CAMAC 6500 standard33, which supports multi-controllers on the Dataway. Greater use should also be made of the CAMAC serial system34 for long-distance, slow data traffic, such as infrequent control and monitoring functions. This would rationalize the integration of these subsystems into the over-all data-acquisition system. Serial and multi-controller CAMAC have been largely ignored in HEP. They are widely used in accelerator control and must be adopted by physicists as experiments begin to have similar control and monitoring requirements.
Software and Languages
We now look more closely at the software environment. People can have real difficulty adjusting to more than one type of computer system or language with a bewildering variety of rules and conventions. Efficiency rapidly diminishes if there are different ways to perform the same job, such as character rub-out on a keyboard. Almost superhuman organization is required to maintain different implementations of what is functionally the same program. LEP physicists will be confronted with a whole collection of processors simultaneously, on-shift, where an array of terninals will connect them to various micros, minis, and maxis, in addition to the collection of offline computers used for equipment testing, data analysis, and other distributed jobs. There will be system and application software for all of these devices, and it will be essential that several members of the team have a clear over-all understanding of the subsystems and their interconnections.
Obviously an interface is needed between the user and the equipment, so that differences between devices or subsystems are hidden or made transparent. The more subsystems which can be encompassed by a uniform interface, and the further such interfacing can be pushed towards the actual hardware, the less complicated will be the total system.
High-Level Languages
Physicists are rarely excited by the attractions of the latest computing language. It is more important that programs can be easily produced, debugged and maintained, and, if necessary, transferred between machines. The languages in which they are written must be widely used by programmers and manufacturers. It is preferable that the language lends itself to good coding practices, such as structured programming. In any case, a set of guidelines should be established, so that software produced independently by members of a collaboration will be jointly understandable, runnable, and maintainable35.
For minis, midis and maxis, two kinds of high-level language are required; an interactive language suitable for equipment testing, and a compilable language for fast data manipulation. The languages used most widely are BASIC and FORTRAN, respectively and there is no change imminent36. It is therefore desirable that an International Standard for BASIC is defined as soon as possible, and that FORTRAN77 is widely adopted to conserve the tremendous investment already made in FORTRAN programs.
Other Portable Languages
Standardization at the intermediate and lower language levels is more difficult because details of processor architecture become increasingly evident. It is usually systems and applications programmers who use these languages rather than physicists themselves. 634 Nonetheless, with mixed-mini systems, and mini-micro combinations, program production and maintenance are expensive and difficult if portable languages are not used. Some experience has been gained at CERN using the language BCPL37. BCPL is portable by virtue of its compiler, which is itself written in BCPL. Its biggest success has been in CERNET software for the online minis and CERNET Modcomps. The software is now being translated into machine-dependent languages to improve performance, but BCPL software will remain the reference version for future updates to eliminate risk of divergence.
Another potentially portable language gaining popularity is PASCAL. The PASCAL compiler is available in PASCAL and has been implemented at CERN as a crosscompiler rwning on the IBM 370/168 for the TMS 9900 microprocessor3 . PASCAL compilers for minis are already produced by the major manufacturers.
Use of Hardware Emulators
Implementing portable compilers or cross-compilers is adequate if the number of host/target combinations stays small. Experience to date gives little hope that this will be the case for micros. At CERN, official support has been limited to Intel 8080s, Motorola 6800s, Texas Instruments TMS9900s and Ferranti's F 100-L.
With the increased use of bit-slices, a language explosion can be avoided if they are configured to emulate well-known computers (see above). Less programming and support effort is needed than for a micro with special machine code, and programs can be produced, tested and debugged in the more friendly environment of the emulated host system. Standardization should automatically emerge if widely-used machines are emulated.
Object Mbdule Format
Another technique to reduce the support effort for lower-level languages is to use a machine-independent format for the output from compilers and assemblers. There is a lot of activity in this area and an IEEE project is devoted to it39. A CERN group have had considerable success in introducing CUFOM, the CERN Univer- 
Stored Data Structures
To facilitate the general handling of recorded data from a large experiment, the file and record format of the stored data must be standardized so that read-andunpack software can be written in some standard language and used at all installations.
At CERN we have defined the file structure for unlabelled43 and labelled44 magnetic tapes recorded by all on-line computers. The label standard is a subset of the ECMA standard45 and is compatible with both the CDC and IBM (ANSI) systems at the CERN Computer Centre and elsewhere.
We are now working on a common format for records and event data within the files. This will be an expansion of the format already supported on the HP and ND computers and at the Computer Centre. It will eventually be implemented also on the PDP-lls, and on the new VAXs. This format must be clearly defined, because it will have an impact on the event data collector and on analysis programs. Features of the analysis software must be considered when defining the format as the data complexity increases, and the introduction of schemes similar to the HYDRA system for bubble-chamber data analysis should be considered46. 
Communications
We lastly consider communication between the user and the experiment, and between the users themselves. As mentioned earlier, it will be impractical for users to have a variety of conventions for communicating with the experiment. WVork is in progress on a CERN standard interface for the simple control functions of experiments such as START, STOP, SELECT EVENTS, and so on. Several international bodies are working on the more difficult problem of standardizing Job Control Languages for operating systems48. Some common set of meaningful error messages is also needed, and these messages should be identical on whichever devices they are printed or displayed.
Experience gained during ECFA-LEP work, FASTBUS work and while preparing this paper (on the CERN IBM WYLBUR facility) has clearly shown that members of large, dispersed teams need to be in easy communication with each other. For documentation, messages, etc., it is almost essential to have a central mass storage filing facility, accessible from all participating institutes. With the aid of a good text-manipulator and post-box service, documents can be produced, inspected, edited, and messages can be circulated quickly and easily. In this direction, the FASTBUS group have recently established central WYLBUR files at SLAC. 
