The fast and energy-efficient simulation of dynamical systems defined by coupled ordinary/partial differential equations has emerged as an important problem. The accelerated simulation of coupled ODE/PDE is critical for analysis of physical systems as well as computing with dynamical systems. This paper presents a fast and programmable accelerator for simulating dynamical systems. The computing model of the proposed platform is based on multilayer cellular nonlinear network (CeNN) augmented with nonlinear function evaluation engines. The platform can be programmed to accelerate wide classes of ODEs/PDEs by modulating the connectivity within the multilayer CeNN engine. An innovative hardware architecture including data reuse, memory hierarchy, and near-memory processing is designed to accelerate the augmented multilayer CeNN. A dataflow model is presented which is supported by optimized memory hierarchy for efficient function evaluation. The proposed solver is designed and synthesized in 15nm technology for the hardware analysis. The performance is evaluated and compared to GPU nodes when solving wide classes of differential equations and the power consumption is analyzed to show orders of magnitude improvement in energy efficiency.
INTRODUCTION
The dynamical system, represented as coupled ordinary/partial differential (continuous time) or difference (discrete time) equations (ODE/PDE), is a mathematical model for describing complex processes. The solution of dynamical systems is an important computing problem. The scientific simulations, a key driver for highperformance computing, are defined by solution of coupled ODEs/ PDEs. There are many real-time control problems such as bipedal robotic walking, UAV path planning, or aircraft control that necessitates real-time ODE/PDE solution for fast actions [13, 16, 24, 26] .
More recently, there is a growing interest in computing with dynamical systems, e.g. reaction-diffusion equations or oscillatory networks [1, 9, 29, 32, 38] . The concept of building a Turing complete machine using reaction-diffusion equations has been proposed [1] . The coupled oscillators based dynamical systems are being explored as a platform for solving complex problems [28, 31, 33, 41] . Computing with biophysical neuron with dynamics modeled using coupled PDEs is another well-known example of dynamical system based computing [29, 32] . The dynamical system based computing is showing promise in solving complex problems in computer vision, graph theory, optimization, to name a few [29, 32, 33, 41] .
There are three major trends in designing hardware platforms for accelerating solution of coupled ODE/PDE to support dynamical system analysis. First, the Graphical Processor Unit (GPU) helps accelerate ODE/PDE solution for scientific computation [3, 22] . The GPU-based platforms provide the advantage of programmability, but in general are more power hungry and less energy-efficient. Second, the FPGA-based coprocessors have also been developed to speed up the computation of conventional numerical analysis methods [2, 43, 46] . However, FPGAs only accelerate the numerical algorithms, do not provide a different computing model. Finally, there is significant effort in exploring ASICs and non-CMOS devices to accelerate specific dynamical systems, for example, simple first/second order equations, oscillatory networks, and spiking systems [25, 29, [31] [32] [33] 41] . The ASIC-based approach provides high energy-efficiency, but lack the capability of solving different types of dynamical systems in a single platform. Likewise, directly using the internal dynamics of a device to build a computing platform does not provide the ability to 'program' a required dynamical behavior.
A fundamentally different computing model for dynamical system analysis is Cellular Nonlinear Network (CeNN) [8] . The CeNN is composed of an array of cells where each cell follows an ODE based dynamics [8] . Each cell in CeNN is connected to (local) neighboring cells resulting in a system of coupled ODEs. The weight of local connections, referred to as the templates, defines the coupling and hence, the nature of the system of the equations. A multilayer CeNN can realize a system defined by multiple coupled PDEs, where each layer represents the 'first-order' equation. The advantage of CeNN based computation originates from the inherent ODE-based cell dynamics, the high-degree of parallelism, local connectivity, and programmability to solve wide classes of 'system of equations' (Fig. 1) .
Although the CeNN platform is most widely known for image processing, several past efforts have shown that a multilayer CeNN with linear and nonlinear templates can be used to solve different types of coupled differential equations [7, 10, 12, 37, 42, 47] . There are many studies on how to map a specific equation to CeNN algorithm [5, 12, 21, 42, 47] . Significant research efforts have also been directed to design digital and analog CeNN chips for image processing applications [20, 23, 36, 40] . However, the mapping algorithms developed in prior studies mostly focused on specific equations and/or linear templates. Likewise, the hardware accelerators were designed for image processing applications with spatially and/or temporally invariant templates. Therefore, the prior efforts are not sufficient to develop a generic dynamical system simulator with nonlinear interactions between equations leading to space and time variant templates. This paper presents a generic and programmable hardware platform to solve coupled ODEs/PDEs and analyze dynamical systems. The contribution of the paper is to connect the versatility of the CeNN computing model with innovative 'fully digital' architecture to instigate orders of magnitude higher performance and energyefficiency over generic purpose GPUs (GP-GPUs) in solving coupled differential equations. The main contributions can be summarized as follows: 1. We present a CeNN based computing model and mathematical mapping approach for solving dynamical systems. We map a dynamical system defined by multiple coupled PDEs to a multilayer CeNN, where each layer discretizes one equation in space, individual cell realizes the temporal dynamics, coupling between layers represents the interactions of different equations (nonlinear template). The mapping process identifies the linear (finite difference method for space discretization) and nonlinear templates to realize a given dynamical system. 2. We present a memory-centric model to enable spatially and temporally varying nonlinear templates that are updated dynamically during evolution of a dynamical system. We augment the multilayer CeNN with nonlinear function evaluation to enable real-time template update. A memory-based model composed of a hierarchy of look-up tables (LUT) and finite series expansion is proposed for fast function evaluation during operation. 3. We propose a memory-centric architecture with digital compute engine. The memory system is composed of global and local buffers for storing inputs, states, and template weights with LUTs for nonlinear function evaluation. The compute layer consists of an array of digital processing engines (PEs) that performs the convolution operation over template weights and current cell-states to generate the new states of the cells. We explore integration of computing platform with high-bandwidth and high-concurrency memory system, namely, hybrid memory cube (HMC). 4. We present programming and execution model of the dynamic system solver. The programming includes communicating number of layers, the template weights, and LUTs. The execution is managed by a dataflow model that pushes data from main memory to compute engines.
COMPUTATION MODEL
A CeNN is defined as a regular structure where cells are locally connected to their neighboring cells within a given radius. The dynamics of each cell in CeNN is defined by:
where i is the row index, j is the column index, x i j (t) is the state, y i j (t) is the output, u i j (t) is the input, z is the offset,Â is the state (feedback) template which is a function of time-varying state variables x i j (t) and x kl (t), A is the output (feedback) template, and B is the feedforward template for each cell C(i, j). Here, N r (i, j) represents neighbors of a cell C(i, j) within radius r where (k, l) is the index of those cells. In multilayer CeNN, each 2D array defines one equation discretized in space, while the connections between nodes in different layers represent the coupling between different equations (Fig. 2) . The prior efforts in exploring CeNN based differential equation solvers only focused on space-/time-invariant linear templates. We develop a more generic approach to map multiple coupled equations with nonlinear interactions by programming the template weights, (Â kl (t), A kl , and B kl ).
The first step is to determine the number of layers as a function of the number of variables involved and the highest order of derivatives for each variable in the system. Second, we identify each first-order differential equations and map that to a layer within the multilayer CeNN. Assume a dynamic system described by the following coupled differential equations:
As CeNN cell dynamics is described by the first-order ODE, equation (3) is re-written aṡ
Third, while mapping an equation to a layer in CeNN, we will identify whether the equation involves linear or nonlinear templates, and program the templates following the methods explained in Sections 2.1 and 2.2.
Mapping Linear Systems
A dynamical system can be described as a scalar ODE given aṡ ϕ = g(x) where g : R → R is a continuous function. Let us first explain the mapping process when g(x) is a linear equation, for example, heat equation given by:
where ϕ (x, y,t) is temperature at location (x,y) at time t and κ is thermal conductivity. As CeNN cell dynamics in equation (1) is an ordinary differential equation (ODE), Laplace operator is discretized by Euler method. Then, equation (5) can be approximated as
where h is the step size in R 2 Euclidean space. With an infinitesimal h, the approximation error goes to zero. Then, heat diffusion shown in equation (5) can be solved by CeNN model by setting parameters in equation (1) tô
Likewise, if the system of interest is described by a partial differential equation, we need to discretize the equation in space by using finite difference method to make them ODE [12, 30] . This discretization decides the linear part of state (feedback) templateÂ. Note that in most physical systems, the output template A will be zero; it is used for applications like image processing or associative memory.
Mapping Nonlinear Systems
Our proposed approach for mapping equations with nonlinear templates is based on Taylor series based approximation for wide range of nonlinear functions (beyond polynomial). Assume that there is an additive nonlinear physical behavior observed on top of heat propagation in the system. The equation (5) converts to
where l(·) is a continuous and infinitely differentiable nonlinear function. Using Taylor series expansion a nonlinear function can be approximated by a polynomial function at a specific point 'p'. By applying the Taylor series of degree three on function l(·) at p, equation (8) becomes
With simple derivation from equation (9), the parameters in equation (1) becomeŝ
where
It implies that CeNN computing model requires real-time weight updates when a nonlinear function is involved in a given dynamic system. As shown in equation (10), the nonlinear template having α has to be recomputed with respect to the current cell state ϕ (x, y,t). By providing c 0 , c 1 and c 2 data to CeNN hardware platform, the state templateÂ can be updated with specialized hardware computing new α value. Note that c 0 ∼ c 3 can be pre-computed with a given l(·) and stored as a look-up table (LUT) in off-chip memory. The degree of the polynomial function determines the accuracy of approximation.
OPERATION OF DE SOLVER
Before going into architecture details, the basic operation of the proposed CeNN-based differential equation (DE) solver is explained.
Set parameters: Fig. 3 illustrates the entire process of solving a coupled dynamical system described by the well-known reactiondiffusion (RD) equation. For a given equation, one can extract the required number of layers for the DE solver (refer to Section 2). As RD equation has two variables involved, u ∈ R 2 and v ∈ R 2 , a two-layer CeNN model is used for simulating it. There is a nonlinear function involved in updating the activator u, but only linear term is present when updating the inhibitor v. The nonlinear function is Initial state map Figure 3 : The overall operation of the proposed CeNN-based differential equation (DE) solver. With a given dynamical system, template weights and other parameters are set to program the DE solver (binary bit stream is used to program). Then, a sub-block in each state map (each layer) is fed into PE array to perform convolution on them. When real-time weight update is required, it looks at LUTs at different levels.
programmed to the DE solver by having state templateÂ uu (selffeedback template for layer u) with real-time update as the function depends on u(t).
As such a nonlinear function can be any function depending on the system of interest, we utilize LUTs to store sampled function values and coefficients of Taylor series to compute function values between sampled points (refer to Section 4.1 for details). By looking up LUTs, we can update the template weights at each cycle if required. Thus, we need an indicator to let PEs identify an equation that needs the real-time weight update. This update indicator flag is appended in the template data as shown in Fig. 3 (U uu appended to A uu making the total data bit-width 32bit).
Program DE solver: Accordingly, there are several parameters to be loaded to program the DE solver. They are input size (Size input ), kernel size (Size kernel ), number of layers (N layer ), space-invariant and linear templates (Template linear ), and binary indicator matrices for real-time weight update (WUI). This can be programmed by using a bit stream pushed to the DE solver. The bit size representing each parameter bounds the maximum value of that parameter. For instance, if 3 bits are used to represent N layer , then a coupled dynamical system with up to 8 layers (equivalently, 8 equations) can be solved. The size of kernel or input is programmed by providing the side length; to program 3×3 kernel, 3 is given in the bit sequence. For the input size, the side length is constrained to be the power of 2. Thus, the exponent is programmed in the bit sequence; 1010 (2) to program 1024×1024 input size.
Other than state template (Â), feedforward template (B) and offset (z) are also provided to the solver. They are appended to the bit sequence as well which adds another 148-Byte data at the end. For most cases, B and z do not require real-time update thus no weight update indicator is needed. In summary, a set of templates can be considered as a program for the DE solver to simulate a specific dynamical system.
Computation: After the DE solver is programmed, a PE array performs convolution on a sub-block in the state map of single variable (e.g. u). At each clock cycle, multiplication between the weight and the state value within a convolution is performed. For 3×3 convolution with 8×8 PEs, it takes nine cycles to complete convolutions for 64 cells of one state variable. Then, the PE array moves to a sub-block at the same position but for the next variable (equivalently, layer) to be computed. As RD equation has two variables, convolution is done over 8×8 sub-blocks for two layers to get the updated sub-block of one layer. Then, the result is written back to off-chip memory for the computation in the next cycle.
Real-time weight update: During the multiplication, each PE checks WUI bit in the weight data and if the computation requires weight update it looks at a local (L1) LUT. If it misses, it looks at higher level (L2) LUT while setting PEs in idle mode. By having the intermediate level of shared LUT between off-chip memory and local LUT, we reduce the number of expensive accesses to DRAM. By retrieving the function value for the given state, PE becomes active again and completes the multiplication at next clock cycle. After the convolution for one output layer (update on one variable) is done, the computation moves to next layer to update next state variable. For RD equation, it needs to update two (output) variables; u and v. Fig. 4 shows the overall architecture of the proposed generic DE solver. The system architecture is composed of memory system, the real-time template update, and the processing engine cluster.
SYSTEM ARCHITECTURE

Real-Time Template Weight Update
We propose a memory-centric approach using a hierarchy of lookup-tables (LUT) for real-time template update. We create an LUT to store the nonlinear function using Taylor-series expansion around different values as illustrated in Fig. 5 . We store finite number of exact values for l(x) in equation (9), i.e. l( p) at points 'p', expand l(x) in Taylor series around 'p', and store the coefficients (c 0 ∼ c 3 ). Therefore, stored data corresponding to a point p is a tuple D LUT = {l( p), c 0 , c 1 , c 2 , c 3 − l( p)}. Note, as l( p) is stored, we store c 3 in equation (10) without the term l( p).
We propose a two-level cache hierarchy to manage the LUTs. The full LUTs are stored in the main memory. A part of the data is stored in a shared L2 LUT (one per memory channel of a chip), and multiple distributed L1 LUTs (one per processing engine). The performance of the solver depends on miss rates from the LUTs can vary the degree of expansion by trading-off throughput/power with accuracy (mr L1 or mr L2 ). As the LUT access is determined by the state of the CeNN cell, the miss rate depends on the size of on-chip LUTs and the distribution of states in the CeNN model.
As the number of LUT blocks is small in L1, the index is directly matched, multi-bit XNOR operation between higher 16 bits among 32bit of cell state and index in L1 LUT, to find the required value. For L2 LUT, as the size is much larger, direct matching is impossible. Therefore, a hash function utilizing modulo is being used as search index. The modulo by power-of-2 is used as the size of L2 LUT is 2 N and it is simple to design as hardware.
When there is miss at L1 LUT, required data is copied (also fetched to PE at the same time) from L2 LUT if the data is present. The L1 LUT has write pointer which increments by one (cyclic) to provide write address whenever L1 LUT misses. When L2 LUT misses, expensive DRAM access happens thus we get multiple data points whenever it happens. In the proposed DE solver, it fetches eight data points whenever L2 LUT misses. For instance, if data for p = 3.0 was required in Fig. 5 and both on-chip LUTs missed then the solver fetches data from p = 0.0 to p = 7.0 in DRAM. When storing these data to L2 LUT, the same hash function is used to synchronize the data address with read operation.
After the function value l( p) at point 'p' and coefficients (c 0 , c 1 , c 2 , c 3 ) are loaded, each PE needs to decide whether to directly use the exact l( p) or approximate function value using coefficients. This can be checked by looking at lower 16bit of state data as the off-chip LUT contains exact l( p) with p represented by higher 16bit. Assume we have 32bit state (fixed-point) where the first half bits are integer and the rest are fractional. Then, 'p' will be an integer number for look-up index in LUTs. If the fractional part is non-zero, containing at least one high(1) bit in lower 16bit, we need to approximate a nonlinear template by computing α in equation (10) . This is done by a specific hardware called, Template Update Module (TUM), attached to each PE (Fig. 6 ).
Storage of States, Inputs, and Templates
The state x, input u, template weights (Â, B), and values of nonlinear functions are stored in the off-chip memory. There are 32 data banks in our system and the half of them are dedicated to state x, the rest to input u of CeNN model. The data banks for each data type (x or u) are grouped into two (primary and support).
For each main memory channel, we consider a global buffer consisting of data banks, and one L2 LUT cache for nonlinear template update (Fig. 4) . The off-chip memory communicates with the onchip global buffer, and the global buffer pushes required data to a processing engine (PE) array which consists of a template buffer, L1 LUT cache for template updates, and PEs.
In the PE array, a template buffer is placed to store and broadcast template weight for the current convolution computation. The sequencing over this template decides which equation that PE array is currently solving (refer to Section 5). The data size filled in the template buffer is N 2 layer · l 2 kernel for each template type (either feedback or feedforward); l kernel is the length of a template. The finite state machine is used to address the template weight for each convolution operation.
Whenever a real-time weight update is required as a function of the current cell state, each PE searches for the value of that function or coefficients to perform series expansion from its local L1 LUT. If the required data is present, a PE computes its convolution without waiting. If not, the PE will wait for extra clock cycles to search the data from the connected L2 LUT.
Processing Engine Architecture
The detailed block diagram of PE array is shown in Fig. 7 . There are N 2 layer convolution templates in DE solver to handle and each convolution template has the size of Size kernel . Each template weight is prefetched from shared template buffer by having two counters; one for layer indexing and the other for convolution indexing. Then, PEs start to compute convolution with the given weight and convolution index. By having proper data controller and muxes, the dedicated dataflow mode is used to move around the data within PEs as well as from data banks. The backup register in Fig. 7 helps PE promptly retrieve data when there is row change in template (refer to mode 2 in Fig. 10 ). The data prior to the horizontal shift is retrieved to move data to the upper PE of each PE (via x V or u V path). For mode 1 and mode 3, the data is moved to left within PE array; by mr L2 Figure 6 : The operation of real-time weight update to compute state nonlinear templateÂ.
path is for this purpose. This PE structure is simpler than the one presented in [11] as our PE only requires single-word register for state and input (no FIFO buffers needed).
In the following section, the proper dataflow method is explored suited for the proposed DE solver with real-time weight update. Also, the data movement in the memory system is explained in detail.
DATAFLOW IN PROPOSED DE SOLVER 5.1 Exploration of Different Dataflow Schemes
The main operation of CeNN is convolution between cell state (or external input) and programmed template kernelÂ (or B). Thanks to the improvement of convolutional neural network, various dataflow schemes exploiting data reuse are proposed and evaluated; optimized for the convolution computation [4, 6, 11, 14, 34, 45] . As CeNNbased DE solver requires the real-time weight update, the dataflow scheme that maximizes the throughput differs from the previous analyses.
In [6] , various dataflow schemes are summarized and compared. The dataflow scheme can be grouped into four categories: no local reuse (NLR [45] ), weight stationary (WS [4] ), output stationary (OS [11, 14, 34] ), and row stationary (RS [6] ). According to the analysis in [6] , RS dataflow showed the best energy-delay product by minimizing DRAM access and maximizing data reuse within memory units in lower hierarchy. However, one important thing to note is that other than OS dataflow different kernel (template) weights are given to PEs for convolution operation. In OS dataflow, one template weight is shared by all PEs in the processing array (refer to Fig. 8) .
As shown in equation (4), some equations have a nonlinear function involved which is a function of the current state. Thus, a realtime weight update by accessing on-chip/off-chip LUTs is often needed for differential equation solving. By fetching coefficients from the LUT, we are able to update the template with complex functions. Depending on the size of on-chip LUTs, miss rate will vary. Whenever there is a LUT miss, DRAM needs to be accessed which is expensive in terms of delay and energy consumption. For dataflows other than OS dataflow, DRAM will be accessed at a clock cycle when at least one weight value in the template requires the update and on-chip LUT misses. Then, the number of DRAM access for the proposed DE solver becomes
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where mr is the LUT miss rate and N (U ll * 0) is the number of templates requires weight update. For the example shown in Fig. 3 , it requires 100K DRAM accesses if (mr L1 · mr L2 ) = 0.1 and N (U ll * 0) = 1. By using OS dataflow, the number of DRAM access for real-time weight update is Figure 9 : Data prefetching from off-chip DRAM to on-chip global buffer for 32×32 input. There are two bank groups (primary and support) to utilize intra-PE data transfer.
This is due to the weight sharing among all PEs, thus DRAM is accessed at that specific cycle when weight update is required. Then, the estimated number of DRAM access becomes 1.6K for the same scenario (#PEs× less). This analysis shows that OS dataflow is better than other dataflow schemes for the convolution where template needs to be updated over time. As CeNN state evolves over time, the advantage of utilizing OS dataflow piles up.
OS Dataflow in Proposed DE Solver
Before start computing, required data should be pushed from DRAM to the on-chip global buffer (Fig. 9) . We have 16 state banks and 16 input banks in the global buffer for 8×8 PEs in the system. Among 16 data banks, 8 banks are in the primary group and the remaining banks are in the support group. This is to utilize intra-PE data transfer to reduce data delivery energy from banks to local registers in the PE array.
As the process of input data (u kl ) prefetching is identical to state data (x kl ) prefetching, only the dataflow for states of entire layers in CeNN model is discussed. Each row block in a data bank stores nPE x = 8 words where there is a [nPE y × nPE x = 8 × 8] PE array. The state map is divided into 8×8 sub-blocks where convolutions for those cells are handled by PE array at a time. Each bank in the primary group stores data for a row in the processing sub-block; bank (k − 1) has data for the k th row in each sub-block. The support group stores state data in an interleaved fashion as shown in Fig. 9 . Assuming external memory as DDR3 (2 channels), each channel handles data prefetching for each bank type (primary or support).
After the state and the input data are prefetched to the global buffer, template weights are pushed to the template buffer in PE array. The total number of weight data to be prefetched is N 2 layer × l 2 kernel (36 for the example in Fig. 3 ). After all data is prepared for DE solver, the convolution operation begins to solve a differential equation. There are four modes during the convolution and they are shown in Fig. 10 . A dataflow mode is selected depending on which convolution operation is currently being handled by PE array:
(
The proper mode selection for the convolution with 3×3 template (kernel) is shown in Fig. 10 .
As we have 64 PEs in the system (Fig. 4) , 64 convolutions with 3×3 template is completed in 9 clock cycles (w.r.t. CLK PE ) when there is no weight update. If there is the need for real-time weight update for any element in the template, then the required clock cycles increases accordingly.
SYSTEM ANALYSIS OF DE SOLVER
In this section, we present the performance and energy-efficiency of the proposed architecture with CeNN computing model when solving wide classes of differential equations.
Benchmark Differential Equations
To evaluate the efficiency of the proposed CeNN-based DE solver, we selected six differential equations describing various dynamical systems. For the simplest benchmark, heat diffusion is selected as it is described by single PDE in which only linear template is present. The Navier-Stokes equation is used to simulate single PDE with nonlinear template. To simulate coupled systems, Fisher's and reaction-diffusion equations are selected. Among these, the RD equation can be used as another set of computing model, which is capable of simulating Turing machine [1] . Also, physical behaviors of cortical neurons can be modeled by coupled differential equations. They are called Hodgkin-Huxley (HH) model [15] and Izhikevich model [18] . These spiking models are candidates for a basic unit in neuromorphic computing engines. Thus, the CeNN-based DE solver not only finds the solution for a given differential equation, but it also accelerates the simulation of other computing models for faster development. When designing the DE solver, the bit-precision of a system has to be carefully determined. If the system is designed to compute with floating-point, the accuracy will be high but the energyefficiency degrades compared to fixed-point counterparts. For the power-constrained environment, such as mobile platforms or robotic controllers, the DE solver should perform fixed-point computation. Also, it becomes possible to run massive simulations with different conditions in parallel by utilizing mutiple (energy-efficient) DE solvers in finding a number of solutions to obtain near-optimal solution for a complex and large problem.
For six benchmark equations, we compared solutions with GPU (32bit floating-point) and the proposed DE solver (32bit fixed-point).
The results on different dynamical systems are summarized in Fig. 11 . The average and standard deviation of absolute error for three benchmarks (Navier-Stokes, HH model, and Izhikevich model) are shown with the solution of each example. The error values for other differential equations are also provided as a table in Fig. 11 . For spiking models, spikes were well-matched with the GPU simulation. If we breakdown the error, the fixed-point computation always adds error. The LUT approximation error is negligible for linear (or low-order polynomial) interactions, but dominates total error for scientific functions (exp, sin, cos, tanh, ... 1.39x Figure 13 : The performance comparison on six different benchmark differential equations. The speed-up using the proposed CeNNbased solver with DDR3 is shown compared to the performance using GPU (GTX 850).
|fixed_point_error| is ∼1.2e −7 while |LUT_error| can vary from ∼7.9e −8 to ∼5.4e −4 .
Miss Rate Analysis for Weight Update
As mentioned before, there exists trade-off between on-chip LUT size and miss rate. Several design choices are simulated and the results are shown in Fig. 12 . They are simulated with two representative differential equations; one is reaction-diffusion and the other is Navier-Stokes equation. For both cases, miss rate of L1 LUT when there is only four blocks in the cache is about 0.7 which is quite high. The miss rate reduces by increasing the capacity, but with the support of larger L2 LUT the miss rate drops significantly (to 0.15-0.3) with one extra cycle. As the energy-efficiency is also crucial in some applications, we select the size of L1 and L2 LUT to 4 blocks and 32 blocks for the following simulations.
Performance Comparison
According to the analysis in Section 6.1, we designed our DE solver computing with 32bit fixed-point. To simulate the performance, we developed a cycle-level simulator including all architecture details explained in Section 4. The simulator takes parameters in Fig. 3 with a configuration file (memory type, Size kernel , Size input , N layer , Template linear , and WUI). In the simulator, memory specification (bandwidth, # of channels, bus-width, latency), global buffer (# of banks, bank size, mr L2 ), shared template buffer (buffer size), and PE array (# of PEs, latency, mr L1 ) are parameterized. The miss rates, mr L1 and mr L2 , are extracted from Matlab simulation and fed to the simulator to consider actual state distribution of each benchmark.
The data prefetching from DRAM is performed in burst mode and burst length is assumed to be 8. Thus, the data are pushed to global buffer for eight consecutive cycles and data controller waits for t CCD for another burst to happen. For the real-time weight update, when PE array gets required data from data banks, it checks WUI-bit in weight data and either computes or checks LUTs for nonlinear template. The clock cycle of PE array is 1/4 of DRAM (or L2 LUT) clock as four PEs are connected to one L2 LUT.
By assuming DDR3 as off-chip memory, the performance comparison between CPU, GPU, and our DE solver is summarized in Fig. 13 . The performance depends on the number of layers, the number of nonlinear weight updates, and the number of grid cells to be computed. About 46.48× (13.52×) performance improvement over CPU (GPU) on average is achieved by using the CeNN-based DE solver with DDR3. We assumed two channels for DDR3 and this limits the performance as each channel connects to 8 L2 LUTs (Fig. 4) . In the worst case, these 8 LUTs will miss and request data from DRAM forming a long request queue. As there are 16 L2 LUTs in our DE solver, the system throughput maximizes by having 16 memory channels with concurrent access.
Integration with High-bandwidth Memory
The memory-centric nature of the proposed architecture suggests that a higher bandwidth and concurrent accesses between compute and memory can enhance the system performance. As illustrated in Fig. 4 , having more memory channels, so that each channel connects to individual L2 LUT, improves system throughput as the PE array can handle concurrent L1 LUT misses with better parallelism. A higher degree of parallelism also reduces the time required to push the states, inputs, and weights into the compute layer. Therefore, we have explored integration of the CeNN based computing platforms with memory systems providing concurrent high bandwidth accesses, such as Hybrid Memory Cube (HMC) [17] .
We evaluate the effect of high-bandwidth memory for different benchmarks (Fig. 14) . Note that HMC provides two different interfaces: one externally connects to processors (HMC-EXT) and the other internally connects to processor-in-memory (HMC-INT). The simulations show that integration with HMC significantly improves the performance compared to the one with GPU (Fig. 14) . By using HMC-INT (or HMC-EXT), the performance improves by 23.67× (or 77.37×) on average. As the I/O clock frequency of HMC-EXT (10GHz) is much faster than that of HMC-INT (2.5GHz), the performance improvement is higher. However, this naturally leads to higher power consumption in the memory system and the processing array.
Power Consumption of DE Solver
To validate the power-efficiency of the proposed DE solver, the PE array is designed and synthesized using 15nm FinFET technology [27] . The power consumption of global buffer (L2 LUTs + data banks) is estimated by using PCACTI [39] . The power consumption is estimated assuming HMC-INT as an off-chip memory. As the maximum The performance improvement by using 3D memory stack with higher memory bandwidth. (Fig. 7) . This is denoted as ALU in Table 1 . The template update module (TUM) is attached to ALU to form a PE. Table 1 shows the power estimation of PE array: 64 (PE-L1 LUT) pairs. The power consumption of 16 L2 LUTs or 32 banks is summarized in Table 2 . Each L2 LUT has 16 lines of 64 Byte data (1KB); each line contains four look-up data. The global buffer has state data banks, input data banks, and shared template buffer where total size is about 2MB. As a result, the power consumption of the proposed DE solver (on-chip components) becomes ∼523mW and the area becomes ∼1.1mm 2 . To compare the system power with GPU, the external memory power should be added to the on-chip system power reported in Table 2 . The memory power depends on energy/bit and application-dependent activity ratio for DRAM accesses. For example, considering Izhikevich simulation (activity ratio = 0.22) the memory power estimates to ∼1.04W for HMC-Int (3.7pJ/bit) [19] . Then, the total system power of the proposed DE solver becomes 1.56W which is 32× less than GPU (40∼50W).
RELATED WORK
There has been research focus on developing hardware platforms for implementing CeNN model [20, 23, 35, 36, 40, 44] . They are categorized by underlying circuit type: analog/ mixed-signal, FPGA, or fully digital platforms (Table 3 ). The analog CeNN hardware is fast and energy-efficient but it lacks accuracy (only 8bit precision), scalability, and programmability [20, 35, 36, 40] . There are emulated digital [44] and fully digital platforms [23] which give some level of programmability with higher accuracy. However, these works are only capable of dealing with linear time-invariant templates. Some emulated digital platforms provide specialized hardware units to handle nonlinear templates [21, 30] . Yet, they fail to provide architecture support to cover more general functions other than polynomial.
Our CeNN-based DE solver significantly improves the programmability compared to any previous platforms with proper architecture for real-time template update. This versatility is achieved along with high efficiency (∼103 GOPS/W). Accordingly, the proposed DE solver will enable the efficient simulation of 'computing with dynamical systems'.
CONCLUSION
This paper presents the programmable differential equation (DE) solver based on CeNN computing model. The generic mapping of wide classes of dynamical systems to CeNN model is presented along with the architecture support to accelerate the computation. The proposed DE solver includes a spatial PE array with LUTs for real-time weight update which enables handling nonlinear functions involved in differential equations. This real-time weight update is the important feature to make the solver truly programmable. The performance significantly improves by ∼24× to ∼77× on average with the use of high bandwidth memory. The energy efficiency improves by three to four orders of magnitude by using CeNN-based DE solver. 
