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Vortex ratchet reversal in an asymmetric washboard pinning potential subject to
combined dc and ac stimuli
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The mixed-state resistive response of a superconductor thin film with an asymmetric washboard
pinning potential subject to superimposed dc and ac currents of arbitrary amplitudes and frequency
at finite temperature is theoretically investigated. The problem is considered in the single-vortex
approximation, relying upon the exact solution of the Langevin equation in terms of a matrix
continued fraction. The dc voltage response and the absorbed power in ac response are analyzed
as functions of dc bias, ac current amplitude and frequency, in a wide range of corresponding
dimensionless parameters. Predicted are (i) a reversal of the rectified voltage at small dc biases and
strong ac drives and (ii) a non-monotonic enhancement of the absorbed power in the nonlinear ac
response at far sub-depinning frequencies. It is elucidated how and why both these effects appear
due to the competition of the fixed internal and the tunable, dc bias-induced external asymmetry
of the potential as the only reason. This is distinct from other scenarios used for explaining the
vortex ratchet reversal effect so far.
I. INTRODUCTION
The investigation of directed and reversed net trans-
port in systems lacking reflection symmetry, i.e. in ratch-
ets, in the presence of deterministic or stochastic forces
with time averages of zero has been a fascinating topic
of research over the last two decades1–3. The originally
mechanical ratchet scenario4 was successfully adopted in
biology while studying molecular motors5 and has been
exploited in many other areas of science and engineering.
For instance, directed net transport has been experimen-
tally observed in the motion of colloidal particles6, in
superconducting quantum interference devices7, Joseph-
son junctions8,9, cold atoms10, and in the driven motion
of domain walls in asymmetrically patterned magnetic
films11. Besides, one often deals with the ratchet effect
when investigating stepper motors12 and other mode-
locking13 and synchronization14 phenomena.
Among different types of ratchet systems, the su-
perconducting Abrikosov vortex ratchets (VRs)15 have
gained especial attention. In essence, the VR is a system
where the vortex can acquire a net motion whose direc-
tion is determined only by the asymmetry of the periodic
pinning potential. The asymmetry of the potential refers
to the current direction reversal. Initially, the VR effect
has been proposed for driving fluxons out of supercon-
ductors16 and for constructing flux pumps and lenses17.
Later on, it has been observed by magneto-optical imag-
ing18,19. Most commonly, VRs have been used for mod-
ifying the magneto-resistive response of nanostructured
superconductors3. Accordingly, along with the vortex
guiding effect the VR effect represents one of the two
most important phenomena3 stipulating the modern field
of research and technology known as fluxonics. Simi-
lar to the manipulation of electrons in micro- and nano-
electronics, fluxonics is based upon the manipulation of
flux-line vortices in superconductors, usually by making
use of artificially fabricated pinning nanolandscapes.
An even more intriguing phenomenon in the VR dy-
namics is the switching effect between direct and reversed
net motion, also known as the ratchet reversal effect.
Experimentally, a sign change in the rectified voltage
as a function of an ac driving force has been widely
reported20–27. Also, a reversal of the current of parti-
cles has been observed in an optical ratchet28. For ex-
plaining the VR reversal different mechanisms have been
proposed. These include the presence of interstitial vor-
tices27,29, a reconfiguration of the vortex lattice at differ-
ent drive and field values24, the competition of the char-
acteristic vortex-vortex interaction length scale with the
period of an asymmetric pinning landscape23, the inertia
effect25, the interaction between vortices within pinning
centers21, and the coexistence of pinned and interstitial
vortices moving in opposite directions20. At the same
time, it has been shown that VR reversals can also occur
when interstitial vortices are absent22.
To experimentally investigate the VR dynamics, differ-
ent approaches have been used for tailoring the pinning
in an asymmetric fashion. This is achieved, e.g., by us-
ing pinning sites of different sizes21 and shapes, such as
triangles20, grading circles23, and arrow-shaped wedged
cages18. However, the resulting pinning potential in such
structures is rather complex and does not allow for a full
and exact theoretical description of the vortex flow at
any arbitrary angle with respect to the guiding direction
of the potential, as a function of all driving parameters of
the problem. At the same time, this complexity is absent
for a more simple type of an asymmetric periodic pinning
potential — the washboard pinning potential (WPP).
It is worth noting that already in 1970 Morrison and
Rose30 used In–Bi foils imprinted with a diffraction grat-
ing providing an asymmetric WPP landscape. Though
the investigation of the VR effect was beyond the scope
of their work30, the critical current anisotropy caused by
to the guiding of vortices along the imprinted channels
was clearly seen.
2Among state-of-the-art nanofabrication methods suit-
able for an accurate realization of the WPP used in this
work [see below equation (2)] two advanced mask-less
techniques should be mentioned. First, the direct nano-
writing by focused ion beam milling31,32 allows one to
fabricate nanogroove arrays33 inducing a WPP in pro-
cessed films by vortex length reduction and order param-
eter suppression. Second, a complementary nanofabrica-
tion tool, focused electron beam-induced deposition34 of
the metal-organic precursor Co2(CO)8 can be used for
furnishing the surface of superconducting films with an
array of ferromagnetic Co strips35,36 such that a WPP is
provided that influences the vortex motion. Both tech-
niques allow one to fabricate carefully designed nanopat-
terns in which an asymmetry of the induced WPP is
achieved by pre-defining the left and right groove or strip
slopes’ steepness differently37. As for the terminology
used throughout this paper, we will use the notions steep-
slope and gentle-slope WPP directions for referring to
the hard and the easy direction for the vortex motion,
respectively. These are sketched in figure 1.
A considerable amount of theoretical work about the
general properties of different types of ratchet systems
exists21,29,38–40. Depending on the way to bring asym-
metry into a system, one can distinguish between the
fixed intrinsic asymmetry, i.e., that caused by the spa-
tial asymmetry of the potential, and the tunable extrin-
sic asymmetry, usually invoked by an external dc bias.
A VR with internal pinning asymmetry is called a rock-
ing ratchet. In an earlier work41, we have studied this
case in the limit of non-interacting vortices, i.e., in the
single-vortex approximation for an asymmetric saw-tooth
WPP. A VR with external pinning asymmetry is known
as a tilted-potential or tilting ratchet. Previously, also
this case has been considered42 for a cosine WPP in the
presence of a dc current. In42, the exact expressions for
the experimentally accessible values being the dc ratchet
voltage and the absorbed ac power have been derived
by using the matrix continued fractions technique43. In
the present work our objective is to substantially gen-
eralize these two studies41,42 and to theoretically inves-
tigate a rocking VR subject to superimposed (dc+ac)
stimuli. The analytical treatment of the problem is per-
formed with the help of the matrix continued fraction
method which will be extended for an asymmetric WPP,
although all expressions become more complicated than
in the case of a cosine potential.
The motivation of our study is the following: Firstly,
we would like to answer the question whether some new
effects arise due to the interplay of the tilt-induced and
the intrinsic asymmetry of the WPP. Secondly, we would
like to propose an exact analytical description of these ef-
fects which have not been theoretically addressed so far.
These effects are (i) the dc ratchet voltage reversal and
(ii) a non-monotonic enhancement of the power absorp-
tion as a function of dc bias at low frequencies. As will be
elucidated below, all these predicted effects appear due
to the competition of the aforementioned asymmetries
FIG. 1. The coordinate system xy is associated with the
WPP channels which are parallel to y indicating the guiding
direction of the WPP. The coordinate system x′y′ is associ-
ated with the direction of the transport current density vector
j = jdc+ jac cosωt directed at the angle α with respect to the
y axis. B is the magnetic field and FL is the Lorenz force
for a vortex. Owing to the average pinning force 〈Fp〉 due to
the WPP, the average vortex velocity vector v is not perpen-
dicular to j. The sketch is drawn neglecting the Hall effect.
The ratchet WPP Up(x) is shown to indicate the orientation
of its steep-slope and gentle-slope directions along the x axis.
The modification of the WPP in the presence of a dc bias is
detailed in the caption of figure 2.
as the only reason. This is distinct from other scenar-
ios21,23–25,27,29 used for explaining the VR reversal effect
so far.
The paper is organized as follows. Section II presents
the general formulation of the problem and its solution in
terms of a matrix continued fraction. A graphical anal-
ysis of the calculated dependences follows in section III.
The limiting case of low frequencies is considered in sec-
tion IV, with the focus on the scenario of the VR reversal
effect. A general discussion of the obtained results con-
cludes our presentation in section V.
II. MAIN RESULTS
A. Formulation of the problem
The geometry of the problem is schematically shown in
figure 1. Our theoretical treatment of this system relies
upon the Langevin equation for a vortex moving with
velocity v in a magnetic field B = nB (B ≡ |B|, n = nz,
z is the unit vector in the z direction and n = ±1) having
the form43
ηv + nαHv × z = FL + Fp + Fth, (1)
where FL = n(Φ0/c)j × z is the Lorentz force, Φ0 is
the magnetic flux quantum, and c is the speed of light.
j = j(t) = jdc + jac cosωt, where jdc and jac are the dc
and ac current density amplitudes and ω is the angu-
lar frequency. Fp = −∇Up(x) is the anisotropic pinning
force, where Up(x) is a ratchet WPP. Fth is the ther-
mal fluctuation force, η is the vortex viscosity, and αH
is the Hall constant. We assume that the fluctuational
force Fth(t) is represented by a Gaussian white noise,
whose stochastic properties are defined by the relations
3〈Fth,i(t)〉 = 0, 〈Fth,i(t)Fth,j(t
′)〉 = 2Tηδijδ(t− t
′), where
T is the temperature in energy units, 〈...〉 means the sta-
tistical average, Fth,i(t) with i = x or i = y is the i
component of Fth(t), and δij is Kronecker’s delta.
The ratchet WPP is modeled by
Up(x) = (Up/2)[1− cos kx+ e(1− sin 2kx)/2], (2)
where k = 2π/a. Here a is the period and Up is the
depth of the WPP. In equation (2) e is the asymmetry
parameter allowing for tuning the asymmetry strength.
As is apparent from equation (2), e = 0 corresponds to
a cosine WPP. This limiting case of a symmetric WPP
has been studied previously42–47. In the opposite lim-
iting case of e > 1 a double-well WPP ensues. This
can also be accounted for within the proposed approach
but will be discussed elsewhere. Here, we will focus on
the case e = 0.5, as representative for the most com-
monly7,14,28,39,48–50 used ratchet potential.
Since the ratchet WPP has no component along the y
axis the pinning force Fp has only an x component
Fˆpx = − sinx+ e cos 2x, (3)
where Fˆpx = Fpx/Fp, Fp ≡ Upk/2, and x = kx is the
dimensionless vortex coordinate.
Then, along the x axis equation (1) acquires the fol-
lowing form
τˆ (dx/dt) + sin x− e cos 2x = FˆLx + Fˆx, (4)
where τˆ ≡ 2ηD/Upk
2 is the relaxation time with D ≡
1 + δ2, δ ≡ nǫ, and ǫ ≡ αH/η is the dimensionless Hall
constant. In equation (4) FˆLx = (FLx − δFLy)/Fp is the
dimensionless generalized moving force in the x direction.
Fˆx = (Fx−δFy)/Fp and 〈Fˆx(t)Fˆx(t
′)〉 = τδ(t−t′), where
τ ≡ 2τˆ/g and g = Up/2T is the dimensionless inverse
temperature.
From the Langevin equation (1), the average vortex
velocity components can straightforwardly be written as


〈vy〉 = FLy/η + δ〈vx〉,
〈vx〉(t) =
Φ0jc
cηD
[jdc + jac cosωt− 〈sin x〉(t) + e〈cos 2x〉(t)],
(5)
where jdc ≡ n(jdcy +δj
dc
x )/jc, j
ac ≡ n(jacy +δj
ac
x )/jc, j
dc
y =
jd cosα, jdcx = j
d sinα, jd = |jdc|, jacy = j
a cosα, jacx =
ja sinα, ja = |jac|, and jc ≡ cUpk/2Φ0. In equation (5)
〈sin x〉(t) = i[〈r〉(t) − 〈r−1〉(t)]/2,
〈cos 2x〉(t) = [〈r2〉(t) + 〈r−2〉(t)]/2,
(6)
where rm(t) = exp{−imx(t)} are the moments and their
averages can be derived in terms of a matrix continued
fraction, as detailed next.
B. Solution in terms of a matrix continued fraction
The mathematical aspects of solving the Langevin
equation (1) by the matrix continued fraction method are
comprehensively addressed in51. This method has been
previously used by two of us to solve the Langevin equa-
tion for a cosine WPP in43. In this subsection, we extend
that method to the ratchet WPP given by equation (2).
We are only concerned with the stationary ac response
independent of the initial conditions. This is why, having
substituted equation (2) into equation (1), we perform
the following series of transformations43 for the dimen-
sionless vortex coordinate
x(t)→ rm(t) = e−imx(t) =
∞∑
k=−∞
Fmk (ω)e
ikωt, (7)
where Fmk (ω) are the Fourier amplitudes. Then, equa-
tion (1) can be reduced to the following recurrence equa-
tion
i[Fm−1k (ω)− F
m+1
k (ω)] + j
ac[Fmk+1(ω) + F
m
k−1(ω)]+
+zm,k(ω)F
m
k (ω) + e[F
m−2
k (ω) + F
m+2
k (ω)] = 0,
(8)
where
zm,k(ω) = 2(j
dc + ωτˆk/m− im/g). (9)
The recurrence equation (8) can be solved in terms
of a matrix continued fraction. For this, one introduces
the infinite column vectors Cm(ω) containing all Fourier
amplitudes Fmk (ω), viz.,
Cm=±1,±2,...(ω) =


...
Fm−2(ω)
Fm−1(ω)
Fm0 (ω)
Fm1 (ω)
Fm2 (ω)
...


and Cm=0 =


...
0
0
1
0
0
...


.
(10)
Then, the scalar seven-term recurrence equation (8) can
be transformed into the matrix five-term recurrence re-
lation
QmCm = i(Cm+1 −Cm−1)− e(Cm+2 +Cm−2), (11)
where Qm ≡ Qm(ω) are matrices of infinite dimension.
In order to reduce equation (11) to the canonical form,
one performs the changes m → 2m − 1 and m → 2m,
and introduces a new unknown column vector
Cm(ω)→
(
C2m−1
C2m
)
≡ Am(ω), (12)
that allows one to rewrite equation (11) as the following
three-term matrix equation
Q−mAm−1 +QmAm +Q
+
mAm+1 = 0. (13)
4Here the three known matrices Qm, Q
+
m, and Q
−
m are
defined as
Qm ≡
(
Q2m−1 −iI
iI Q2m
)
,
Q+m ≡
(
eI 0
−iI eI
)
, and Q−m ≡
(
eI iI
0 eI
)
(14)
In equation (14) I is the identity matrix of infinite dimen-
sion. Also the sub-matrices in Qm ≡ Qm(ω) are infinite
and three-diagonal. They are given by
Qm = i


...
...
...
...
...
... jac 0
...
...
... zm,−1(ω) j
ac 0
...
... jac zm,0(ω) j
ac
...
... 0 jac zm,1(ω)
...
...
... 0 jac
...
...
...
...
...
...


. (15)
To solve equation (13) with respect to Am(ω), we use
the standard ansatz51 Am = SmAm−1. It reduces equa-
tion (13) to
Sm = −(Qm +Q
+
mCm+1)
−1Q−m. (16)
Having substituted Sm+1, Sm+2, . . . into equation (16)
one obtains the solution in terms of a matrix continued
fraction
S1 =
−I
Q1 +Q
+
1
−I
Q2 +Q
+
2
−I
Q3 +Q
+
3
−I
...
Q−3
Q−2
Q−1 ,
(17)
where the fraction lines designate the matrix inversions.
Once S1 has been found, all the column vectors C1,
C−1, C2, and C−2 can been obtained. To accomplish
this, due to the relation A1 = S1A0 one can write(
C1
C2
)
= S1
(
C−1
C0
)
≡
(
S11 S12
S21 S22
)(
C−1
C0
)
, (18)
where Sik (i, k = 1, 2) are matrices of infinite dimension.
Turning back to the Fourier amplitudes Fmk (ω) it can
be shown that these satisfy the relations
F 10 (ω) = F
−1∗
0 (ω) and F
−1
k (ω) = F
1∗
−k(ω), (19)
where the asterisk denotes the complex conjugate. Ac-
cordingly, from relations (19) and the definition ofCm(ω)
by equation (10) it follows that
C∗−m =


...
(F−mk )
∗
...

 =


...
(Fm
−k)
...

 = TCm, (20)
where T is the matrix of column transposition defined by
T


...
Fm−1
Fm0
Fm1
...


=


...
...
...
...
...
... 0 0 1
...
... 0 1 0
...
... 1 0 0
...
...
...
...
...
...




...
Fm−1
Fm0
Fm1
...


=


...
Fm1
Fm0
Fm−1
...


.
(21)
Finally, taking into account equations (20) and (21),
equation (18) can be solved with respect to C1, C−1,
C2, and C−2. The result is
C1 = (I− S11TS∗11T)(S12 + S11TS
∗
12)C0,
C−1 = TC
∗
1,
(22)
C2 = S21S11(C1 − S12C0) + S22C0,
C−2 = TC
∗
2,
(23)
where the overlines designate the matrix inversions.
In this way, with the help of equations (7),(10),(22),
and (23) the moments 〈r〉(t), 〈r−1〉(t), 〈r2〉(t), 〈r−2〉(t),
and the corresponding Fourier amplitudes Fmk (ω) are
now known.
C. Calculation of the average pinning force
According to equation (3) the dimensionless average
pinning force is 〈Fˆpx〉(t) = −〈sin x〉(t)+e〈cos 2x〉(t). This
quantity is the main anisotropic nonlinear component of
the theory under discussion. The nonlinearity of 〈Fˆpx〉(t)
is due to its dependence on the ac and dc current inputs
and temperature. For the subsequent analysis, taking
into account equations (6) and (7), it is convenient to
expand 〈Fˆpx〉(t) into three parts
〈Fˆpx〉(t) = 〈Fˆpx〉
ω
0 + 〈Fˆpx〉t1 + 〈Fˆpx〉
k>1
t , (24)
whose physical meaning is explained next.
The first term 〈Fˆpx〉
ω
0 is the time-independent (but
frequency-dependent) static average pinning force. It has
the form
〈Fˆpx〉
ω
0 ≡ −〈sinx〉
ω
0 + e〈cos 2x〉
ω
0 = Imψ
(1)
0 + eReψ
(2)
0 .
(25)
This term will be used for the derivation of the dc voltage
response. In equation (25), ψ
(1)
0 ≡ F
1
0 (ω) and ψ
(2)
0 ≡
F 20 (ω). Both these are determined by equation (10).
The second term 〈Fˆpx〉t1 is the time-dependent dy-
namic average pinning force with the frequency ω of the
ac current input. This component is responsible for the
nonlinear impedance Z1(ω) and can be expressed as
〈Fˆpx〉t1 ≡ −〈sinx〉t1+e〈cos2x〉t1 = Im(ψ
(1)
1 e
iωt)+eRe(ψ
(2)
1 e
iωt),
(26)
5where ψ
(1)
k ≡ F
1
k (ω)−F
−1
k (ω) and ψ
(2)
k ≡ F
2
k (ω)+F
−2
k (ω)
can be found by equations (10), (22), and (23).
The third term 〈Fˆpx〉
k>1
t1 describes the contribution of
higher harmonics with k > 1 to the dynamic average
pinning force. It is determined by
〈Fˆpx〉
k>1
t ≡ −〈sin x〉
k>1
t + e〈cos2x〉
k>1
t =
=
∞∑
k=2
{Im(ψ
(1)
k e
ikωt) + eRe(ψ
(2)
k e
ikωt)}.
(27)
D. Expressions for experimentally accessible values
The main quantity of physical interest in our problem
is the average electric field 〈E(t)〉 induced by the vortex
ensemble on move. It is given by
〈E(t)〉 = (n/c)B× 〈v〉 = n(B/c)(−〈vy〉x+ 〈vx〉y), (28)
where x and y are the unit vectors in the x and y di-
rections, respectively. Then, substituting equation (5)
into equation (28) the time-independent dc components
〈Edcx 〉
ω
0 and 〈E
dc
y 〉
ω
0 can be expressed as

〈Edcy 〉
ω
0 = ρfν
ω
0 (j
dc
y + δj
dc
x )/D,
〈Edcx 〉
ω
0 = ρf j
dc
x − δ〈E
dc
y 〉
ω
0 ,
(29)
where ρf = BΦ0/ηc
2 is the flux-flow resistivity. Here νω0
is the (jdc, jac, ω, T )-dependent effective mobility of the
vortex under the influence of the dimensionless general-
ized moving force Fˆ dcLx = j
dc in the x direction being
νω0 ≡ 1− [〈sin x〉
ω
0 − e〈cos 2x〉
ω
0 ]/j
dc = 1 + 〈Fˆpx〉
ω
0 /j
dc.
(30)
The time-dependent stationary ac response is deter-
mined as
〈E〉t ≡ 〈〈E〉(t)− 〈E〉
ω
0 〉 = (nB/c)[〈vx〉ty− 〈vy〉tx], (31)
where 〈E〉ω0 is the time-independent part of 〈E〉(t). Note
that 〈vy〉t and 〈vx〉t are time-dependent periodic parts
of 〈vy〉(t) and 〈vx〉(t) vanishing after averaging over the
period 2π/ω of an ac cycle in equation (29). Then, from
equations (29) and (31)


〈Eacy 〉t = (nρf jc/D)
∑∞
k=1(j
ac)kRe{Zk(ω)e
ikωt},
〈Eacx 〉t = ρf j
ac
x cosωt− δ〈E
ac
y 〉t,
(32)
with
Zk(ω) = δ1,k − [iψ
(1)
k (ω)− eψ
(2)
k (ω)]/(j
ac)k, (33)
where δ1,k is Kronecker’s delta. The dimensionless trans-
formation coefficients Zk(ω) have the physical meaning
of the kth harmonic with frequency ωk ≡ kω in the ac
nonlinear 〈Eacy 〉t response.
The nonlinear power absorption in the ac response per
unit volume and averaged over the period of an ac cycle
is given in accordance with equation (84) of43 by the
following expression
P¯(Ω) = (ρf/2D)(j
ac)2[D sin2 α+ (1− sin2 α)ReZ1(ω)],
(34)
where
Z1(ω) = 1− [〈sinx〉t1−e〈cos2x〉t1]/j
ac = 1+〈Fˆpx〉t1/j
ac.
(35)
is the nonlinear impedance.
To summarize, the experimentally accessible values be-
ing the dc voltage, the contribution of the kω-harmonics
in the ac response, and the absorbed ac power are de-
termined by equations (29), (32), and (34), respectively.
Their behavior as functions of all driving parameters in
the problem is analyzed next.
III. GRAPHICAL ANALYSIS
Our objective in this section is to analyze the dc volt-
age response and the absorbed ac power as functions of
their driving parameters. These are the dimensionless dc
bias ξd = jd/jc, the dimensionless amplitude ξ
a = ja/jc
and the dimensionless frequency Ω = ωτˆ of the ac in-
put. An analysis of the response on the kω-frequency
will be reported elsewhere. It is worth noting that equa-
tions (29) and equation (34) are written for arbitrary
values of α and ǫ. However, to simplify the interpreta-
tion of the obtained results, below the Hall effect will be
neglected (ǫ = 0) and we will put emphasis on the case
when α = 0◦. In this geometry both currents flow along
the WPP channels provoking the vortex movement per-
pendicular to them. As a result, below we consider only
the nonlinear y component of the dc voltage response.
We will omit all indices and 〈. . . 〉 in E given by equa-
tion (29) to simplify the notation.
All data presented in the following figures are cal-
culated for the dimensionless inverse temperature g ≡
Up/2T = 100. This represents a reasonable, experimen-
tally achievable value, e.g., for thin Nb films either grown
on facetted sapphire substrates52–54 or furnished with
nano-fabricated WPP landscapes33, where Up ≃ 5000 K
and T ≈ 8 K. The frequency Ω is measured in units
of the depinning frequency ωp = 1/τˆ . This frequency
ωp determines the transition from the weakly dissipative
to strongly dissipative regimes in the vortex dynamics55.
For unpatterned films, the experimentally deduced value
of the depinning frequency in the absence of a dc current
at a temperature of ≃ 0.6Tc is ωp ≈ 7 GHz for 20 nm-
thick56 and 40 nm-thick57 Nb films. For comparison,
ωp < 15 GHz in YBCO, typically
58.
Before entering the discussion, the actual calculation
procedure relying upon the exact matrix continued frac-
tion solution (17) should be commented on. In the cal-
culation, the infinite matrix continued fraction in equa-
tion (17) was approximated by a matrix continued frac-
6FIG. 2. Modification of the effective ratchet WPP U(x) ≡
Up(x)−Fx with gradual increase of the Lorentz force compo-
nent in the x-direction F . The data are plotted for e = 0.5 for
the ratchet WPP given by equation (2). The motive force F
is applied against the steep-slope (Fp steep for x > 0) and the
gentle-slope (Fp gentle for x < 0) WPP directions. Accord-
ingly, depending on the bias value, in the absence of an ac
current and assuming T = 0 for simplicity, the vortex move-
ment in a tilted ratchet WPP has the following regimes: (i)
If F < Fp gentle, Fp steep the vortex is in the localized state.
With further increase of the bias value the gentle-slope barrier
vanishes, i.e., the critical tilt is achieved with respect to the
left WPP barrier. (ii) If Fp gentle < F < Fp steep, the run-
ning mode in the vortex motion appears in the gentle-slope
direction of the WPP. Whereas the vortex remains in the lo-
calized state with respect to the steep-slope direction of the
WPP. Further increase of the bias value leads to the vanish-
ing of the right WPP barrier, i.e., the steep-slope critical tilt
is achieved. (iii) When Fp gentle, Fp steep < F , the running
state in the vortex motion is realized with respect to both,
gentle- and steep-slope directions of the WPP.
tion of finite order. This has been done by putting
Qm = 0 at some m = M , whereas the dimension of
the submatrices Qm and the vectors Cm was confined to
some finite number K. Both M and K depend on the
parameters g and ξa and on the number of harmonics to
be taken into account. These numbers were chosen as
K = 61 and M = 200− 1000 for the reliable calculation
of the components F 1k (ω) for k up to 10, for ξ
a up to 10,
and for g = 100 − 1000, respectively. This has ensured
a calculation accuracy of not less than four digits for the
majority of cases. Two groups of new results caused by
the competition between the internal and the external
anisotropy of the WPP are reported next.
A. Electric field dc response
The ratchet current-voltage curve (CVC) E(ξa) has
been thoroughly analyzed in the adiabatic, intermediate-,
and high-frequency regimes for a cosine WPP in42. Here
we will discuss only those distinct features originating
from the asymmetry of the WPP. The central notion in
this discussion will be the critical tilt, as is explained in
the caption of figure 2. If one defines the critical dc bias
ξdc as that corresponding to the vanishing WPP barrier
in figure 2, then it is evident that for the gentle-slope
(left) WPP barrier the critical dc density | − ξdc gentle|
is less than ξdc steep for the steep-slope (right) WPP bar-
rier. This feature allows for the rectification of ac signals
(the diode effect), provided the ac amplitude satisfies the
condition | − ξc gentle| ≤ ξ
a ≤ ξc steep.
The dc ratchet voltage E(ξa) is plotted for a set of
dc densities ξd in figure 3. Consider first the adiabatic
case (Ω = 0.01) in figure 3(a). Depending on the tilting
bias value, one can distinguish three qualitatively differ-
ent regimes in E(ξa). For ξd . 0.4, with increasing ξa the
curves demonstrate a zero plateau for ξa < ξac gentle ≃ 0.6
followed by a negative voltage having a minimum at
ξac steep and a sign change, i.e., the effect of ratchet re-
versal. By contrast to this scenario, for ξd & 0.4 the
bias-induced asymmetry prevails over the internal asym-
metry of the WPP irregardless of ξa. As a result, the
overcritical tilts for the gentle-slope WPP direction are
not achievable during the negative portion of the ac pe-
riod and thus, the running vortex state in the gentle-slope
(negative) direction of the x axis is not possible. For
this reason E(ξa) is non-negative in the entire parame-
ter range. At the same time, a zero plateau in E(ξa) is
maintained as long as the steep-slope critical current is
not reached. Lastly, for ξd > ξdc steep ≃ 1.4 the running
vortex state is realized irrespective of ξa.
Turning now to the intermediate- and high-frequency
regimes in figures 3(b) and 3(c) we notice that the curves
also largely exhibit the phase-locking features discussed
previously in42. The voltage reversal effect persists at
very small tilting biases only while the effect itself is very
small. This is due to the fact that with increasing fre-
quency the vortices tend to oscillate within one and the
same WPP well. This corresponds to the localized vor-
tex state43. Due to this depinning scenario, the impact of
the pinning potential on the vortex dynamics vanishes at
very high ac frequencies. Accordingly, the vortex motion
becomes less sensitive to the asymmetry of the WPP as
the potential itself comes out of play. As a result, inter-
mediate and high frequencies Ω > 1 are unfavorable for
observing the switching between the direct and reversed
net motion in our problem.
The frequency dependence of the dc voltage is shown
in figure 4. It is evident from figure 4(a) that the average
voltage response is zero as long as the critical tilts of
the WPP are not achieved by the driving stimuli in the
weak-drive regime ξd . 1. For 1 . ξd . 1.4 the curves
start at a constant value, then develop a phase-locking
fringe followed by a maximum and finally approach zero.
The stronger the dc bias the higher the dissipation. For
overcritical dc biases ξd & 1.4 with respect to the steep
WPP barrier the curves E(Ω) saturate at constant values
at Ω → ∞. Another scenario occurs for intermediate
drives ξa = 1 in figure 4(b). For ξd . 0.3 the voltage
is negative up to about Ω ≃ 0.2 and then tends to zero.
7FIG. 3. The ratchet voltage E(ξa) for a set of dc biases ξd, as indicated, in the adiabatic (a), intermediate- (b), and high-
frequency (c) regime.
FIG. 4. The ratchet voltage E versus Ω for a set of dc biases ξd, as indicated, at small (a), intermediate (b), and strong (c) ac
drives.
For ξd & 0.3 the behavior of the curves is qualitatively
similar to that at weak ac drives and subcritical dc biases.
In the regime of strong ac drives, as representative for
ξa = 3 in figure 4(c), E(Ω) are non-regularly oscillating
curves whose main value largely replicate the behavior
of those at weaker ac drives and subcritical dc biases.
In the regime of strong ac drives one can also recognize
multiple voltage reversals ensuing at very small dc biases
ξd . 0.1.
As for the influence of the temperature g on the rec-
tified voltage E, it should be mentioned that increasing
temperature can itself cause a sign change in E, as exem-
plified in Fig. 5 for subcritical dc biases and overcritical
ac drives. In the range 0.01 . ξd . 0.2 and 1 . g . 500
one observes the temperature-activated voltage switch-
ing effect from negative E at low temperatures (large g)
to positive E at elevated temperatures. This effect can
be explained as follows: An increase of temperature in-
creases the hopping rate of the vortex for overcoming the
WPP barriers, that disturbs the fragile balance between
the internal and external asymmetries. At substantially
high temperatures (g ≤ 1), the negative net voltage is no
longer possible as the temperature-mediated transition to
the direct free flux flow regime in the vortex motion en-
FIG. 5. The temperature dependence of the dc voltage E(g)
in the strong ac drive regime for a set of dc biases, as indi-
cated.
sues. In this regime, the voltage (in units of ρf ) is equal
to the dc current magnitude. Thus, the temperature g is
one additional parameter for fine-tuning the sign of the
net voltage. This is owing to the strong non-linearity of
the average pinning forces for the gentle-slope and steep-
slope WPP directions as functions of the tilting bias ξd
and the temperature g.
8Summing up what has been said so far, three conclud-
ing remarks should be made. Firstly, a sign change in
the ratchet voltage results only for overcritical ac den-
sities with respect to the gentle-slope WPP direction.
This condition is needed for enabling the reversed recti-
fication effect, as the gentle-slope direction of the WPP
corresponds to the negative direction of the x axis in our
problem. Secondly, a ratchet reversal is possible only
for those small dc biases for which the internal asym-
metry of the WPP is not completely suppressed by the
bias-induced external asymmetry. Lastly, the range of
ξd for the VR reversal effect to appear is broader in
the adiabatic regime. This is because for reducing the
frequency-dependent depinning the ac frequency must be
small enough.
B. Power absorption in ac response
Before entering the discussion, let us recall that two
physically different regimes in the vortex motion ensue
depending on the driving parameters of the problem. The
first regime is the localized mode when the vortex is os-
cillating within one WPP well. In the this regime the
pinning forces dominate and the response is weakly dis-
sipative. This regime ensues at low frequencies ω ≪ ωp
(Ω≪ 1). By contrast to this, at high frequencies ω ≫ ωp
(Ω ≫ 1) frictional forces dominate and the response is
strongly dissipative. A treatment of both regimes in
terms of simple functions at T = 0 and 0 < ξd < 1
can be found, e.g., in55.
The power absorbed per unit volume and averaged over
the period of an ac cycle P¯(ω) can be written for α = 0◦
in accordance with equation (34) as
P¯(Ω) = ρf
(ξa)2
2
ReZ1(Ω), (36)
where Z1(ξ
a, ξd,Ω, g) is the nonlinear dc and ac
amplitude-, frequency- and temperature-dependent
impedance. As can be seen from equation (36), for ana-
lyzing the dependence P¯(ξa, ξd,Ω) at at g = 100 it is suf-
ficient to calculate the ac resistivity ρ1 ≡ ReZ1(ξ
a, ξd,Ω).
The results are presented in figures 6 and 7.
Consider at first the curves in figure 6 at Ω = 0.01
corresponding to the adiabatic case. For subcritical tilts
with respect to the steep slope of the WPP, ξd . ξdc steep,
an absorption threshold occurs in the ρ1(ξ
a) curves. Its
position coincides with the thresholds in the correspond-
ing ratchet voltage curves in figure 3(a). At close-to-
critical ac amplitudes with respect to the steep slope of
the WPP the curves ρ1(ξ
a) demonstrate a nonlinear tran-
sition to unity. For close-to-critical dc biases ξd ≃ 1.2 a
maximum is developing in the curves at subcritical ac
amplitudes ξa ≃ 0.7. For over-critical biases ξa & 1.4
an enhanced power absorption ensues already for weak
ac drives. The reason for this is that the vortex running
state is achieved by the overcritical tilting bias. In the
case of intermediate and high frequencies (not shown)
FIG. 6. ρ1 versus ξ
a in the adiabatic regime for a set of dc
biases ξd, as indicated.
FIG. 7. ρ1 versus Ω at intermediate ac drives for a set of dc
biases ξd, as indicated.
the curves ρ1(ξ
a, ξd,Ω) quickly approach unity as the
high-frequency drive shakes the vortex within one and
the same WPP well which can be treated as the effective
vanishing of the pinning.
We now turn to the analysis of the frequency depen-
dence of ρ1 shown in figure 7 for close-to-critical ac drives
ξa ≃ 1. We begin with the consideration of a special case
ξd = 0.3. This curve is interesting as it is a smooth step-
like function being in good agreement with the results of
Coffey and Clem45 who calculated in linear approxima-
tion in ξa the temperature dependence of the depinning
frequency in a nontilted cosine pinning potential. We
note that for e = 0.5 the bias ξd = 0.3 is very close to
the gentle-slope critical value. Physically this means that
this curve corresponds to a virtually complete “compen-
sation” of the internal asymmetry by the external bias-
induced asymmetry. If one now reduces the bias value,
an enhanced absorption results at low frequencies due to
the running vortex state owing to the rectification effect
in the gentle-slope direction of the WPP. In the opposite
case of stronger biases an enhancement of the absorbed
power ensues thanks to the running state caused by the
over-critical total (dc+ac) densities with respect to the
steep-slope direction. The behavior of ρ1(Ω) for over-
critical dc biases is non-monotonic: with increasing Ω
peculiarities in the curves become more pronounced and
9a sharp minimum develops at Ω ≃ 1. The appearance
of this frequency- and temperature-dependent minimum
was discussed in more detail in43. With increasing ξd the
minimum shifts towards higher frequencies.
At strong ac drives (not shown) ρ1(Ω) acquires large
values already at very low frequencies Ω≪ 1 and quickly
approaches unity. The response becomes almostly in-
dependent of the dc tilting bias. In the opposite limit-
ing case of small ac drives (not shown) ρ1(Ω) replicates
the well-known Coffey-Clem results for all biases up to
ξd ≃ 1.2. Summing up, the variety of nonlinear regimes
the vortex ensemble passes through is most rich for in-
termediate ac drives. Thus, this regime is most favor-
able for observing both, the non-monotonic dependence
of the absorbed ac power at very low frequencies and the
dc bias-dependent minimum in ρ1(Ω) at Ω ≃ 1.
Up to this point, the following conclusions can be
drawn: In the limiting case of virtually “compensated”
asymmetries the well-known results of Coffey and Clem
at ξa ≪ 1 are reproduced45. At strong dc biases an en-
hanced power absorption results at low frequencies, hav-
ing a deep minimum at Ω ≃ 1. At weak dc biases a non-
monotonic dependence of ρ1(ξ
d,Ω) on ξd follows. From
the analysis above we notice that the predicted effects
mainly ensue at low frequencies ω ≪ ωp. This is due
to the fact that the WPP depth and its asymmetry are
virtually left intact by the depinning effects which are
pronounced at elevated frequencies. Accordingly, more
attention to the low-frequency regime will be paid in the
next section.
IV. DISCUSSION
In this section we will consider the physically impor-
tant limiting case of low frequencies at zero temperature.
Our objective is to elucidate the scenario of the VR re-
versal to appear in the problem of question. This will
allow us to supply the exact results discussed so far with
a more visual and intuitive interpretation. It should be
noted that the ratchet response at T = 0 can be calcu-
lated with the help of the conventional stationary CVC.
For this reason, at zero temperature, we first consider the
CVC for a cosine potential and next derive the CVC for
the asymmetric potential given by equation (2).
Consider the vortex motion in the symmetric WPP
Up(x) = (Up/2)[1−coskx] subject to an arbitrary current
j at zero temperature. Suppose that j ≡ j(t) changes its
sign very slowly with ω → 0. In this case one can perform
the change x(t) → rm = exp{−imx} in the Langevin
equation (1). Accordingly, from equation (4) the equa-
tion for the moments rm reads
ijrm = [rm−1 − rm+1]/2, (37)
where we have neglected the term τˆd(rm)/dt.
Having divided both its parts by rm−1, one can rewrite
equation (37) as
r2 + 2ijr − 1 = 0, (38)
FIG. 8. (a) The CVC E0(j) calculated by equation (43) in the
absence of a dc bias in the adiabatic case at zero temperature.
(b) The ratchet voltage at T = 0 calculated by equation (44)
(solid) is plotted together with the exact solution calculated
by equation (32) for Ed(j) for Ω = 0.001, j0 = 0.1 at g =
1000 (dashed) and g = 100 (dotted).
where
r± =
{
−ij ±
√
1− j2, |j| < 1,
−ij ± i
√
j2 − 1, |j| > 1
(39)
are its roots.
Accordingly, in the adiabatic regime equation (5) reads
〈vx〉(t) = Φ0jc[j − 〈sin x〉(t)]/cη. Having in mind that
in accordance with equation (7) 〈sin x〉(t) = −Imr one
obtains the CVC sought for
E0(j) = j + Imr =
{
0, |j| < 1,
±
√
j2 − 1, |j| > 1.
(40)
We note that equation (40) corresponds to the CVC of a
resistively shunted Josephson junction, as detailed, e.g.,
in the book of Likharev59.
We proceed now to the calculation of the CVC for the
asymmetric potential Up(x) = (Up/2)[1− cos kx+ e(1 −
sin 2kx)/2] at zero temperature. In this case the equation
for the moments rm reads
2ij = (r−1 − r) − ie(r−2 + r2). (41)
Equation (41) can be solved by making the change y =
r−1 − r. Its roots are
r± = (iD ±
√
4−D2)/2, (42)
where D ≡ A/2e = (1−
√
1 + 8e(e+ j))/2e.
The CVC for the asymmetric potential is given by
E0(j) = j + Imr + e[1− 2(Imr)
2] (43)
and is illustrated in figure 8(a) for e = 0.5 together
with the CVC for the symmetric potential (e = 0). One
may notice the difference between the steep-slope and the
gentle-slope critical currents due to the asymmetry of the
potential. It can also be shown that the CVC E0(j) in
figure 8(a) coincides with the dc CVC E(ξd) calculated
by equation (29) in the limit of zero temperature and
zero ac frequency.
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FIG. 9. Contour plots E(ξd, ξa) for e = 0.5 (a) and E(e, ξd) for ξa = 1.5 (b) illustrate the reversal of the ratchet voltage. The
thick solid lines correspond to E = 0.
Our objective now is to calculate the dc ratchet re-
sponse Er in the presence of a dc bias j0. For this, one
performs the change j → j cosωt + j0 (say j0 = 0.1
for definiteness). As we are seeking for the average dc
ratchet voltage Er in response to the superimposed stim-
uli (j cosωt+ j0), one needs to integrate the function E
over the ac period Tω
Er ≡
1
Tω
∫ Tω
0
dt E(j cosωt+ j0). (44)
Equation (44) can be reduced to the sum of two inte-
grals for the positive and negative half-waves of the ac
drive. We perform calculations in the spirit of42 that
allows us to take the resulting integrals over the appro-
priate range of t. This is because of the sign-changing
expressions under the radicals in equation (42). The fi-
nal result for the dc ratchet voltage Er(j cosωt + j0) is
shown in figure 8(b) by the solid line. The exact solution
given by equation (29) for the same bias value j0 = 0.1
is shown by the dashed line. Both curves practically co-
incide: They have a zero plateau for j . 0.7 followed by
a minimum with E < 0. With further increasing j both
curves demonstrate a sign reversal, have a maximum and
then tend to zero at very large j (not shown).
As a generalization of the obtained results, in fig-
ure 9 we present the entire (ξd, ξa, e)-parameter space
at g = 100 where a VR reversal effect results in the adi-
abatic regime Ω = 0.01. It should be noted that the
VR reversal effect is only possible at close-to-critical ac
amplitudes and deeply subcritical dc biases, as depicted
in figure 9(a). One can trace that with increasing dc
bias ξd the gentle-slope critical current ξc gentle increases,
whereas the steep-slope critical current ξc steep decreases.
At ξd ≈ 0.36 the condition ξc gentle = ξc steep is satisfied
and for ξd & 0.36 the (negative) rectifying effect is no
longer possible. From figure 9(b) it follows that the re-
versed net motion (negative voltage) ensues in a most
wide range of dc biases 0 < ξd . 0.4 at e ≈ 1. At the
same time, it is evident that the anisotropy parameter
e ≃ 0.5 should be favored for observing a most sequence
of the different regimes in the rectified net motion of vor-
tices.
V. CONCLUSION
We have proposed an exactly solvable two-dimensional
model structure for the study of the dc voltage response
and the absorbed ac power in superconducting films with
an asymmetric (ratchet) washboard pinning potential
subject to superimposed dc and ac stimuli. We have
theoretically examined the strongly nonlinear behavior
of these responses as functions of the (dc+ac) transport
current density j, the frequency ω, the temperature T ,
and the current tilt angle α with respect to the guid-
ing direction of the WPP. It is physically clear that cur-
rent, temperature, and angle α have qualitatively dif-
ferent effects on the weakening of the pinning and the
corresponding transition from anisotropic vortex dynam-
ics to isotropic. With increasing j the Lorentz force FL
grows and the height of the potential barrier decreases,
so for j > jcr1, jcr2 these barriers essentially disappear.
Here jcr1,2 are the crossover currents for these transitions
to occur regarding the gentle- and steep-slope WPP bar-
riers. In the absence of a dc bias, jcr1 < jcr2 owing
to the internal asymmetry of the WPP. In the presence
of a dc bias, this balance is changed depending on the
bias value so that the opposite inequality jcr2 < jcr1
can be achieved. The intensity of the internal asymme-
try defined by the parameter e in equation (2) appears
to be tunable in a narrower range as compared to the
external bias-caused asymmetry for which even far over-
critical tilts of the WPP can be achieved. Accordingly,
the reversed net motion due to the internal asymmetry
is possible at weak dc biases only, at strong dc biases the
direct net transport prevails over the reversed one.
Proceeding now to a short description of the main theo-
retical results, we note that an exact analytical represen-
tation of the nonlinear (dc+ac)-driven responses of the
investigated system in terms of a matrix continued frac-
tion was possible thanks to the use of a simple but physi-
cally realistic model of anisotropic pinning with an asym-
metric WPP. Firstly, the exact solution obtained made
it possible to consistently analyze not only the qualita-
tively clear vortex dynamics of the ratchet reversal effect,
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but also non-trivial features in the conventional CVC, at
any arbitrary values of the driving parameters. Secondly,
the proposed model allows one to exactly calculate the
nonlinear power absorbtion being usually a non-trivial
issue in other models. Besides, it should be stressed that
in our model the VR reversal effect unavoidably results
when tuning the dc bias from zero up to overcritical val-
ues, as the two competing asymmetries having opposite
effects on the vortex motion are initially included in the
formulation of the problem.
With respect to the experimental verification of the
theory, to the best of our knowledge, there has been
no direct examination of the predicted effects so far.
However, in connection with our theoretical predictions
three recent studies25,60 on nano-patterned superconduc-
tors should be mentioned. B. B. Jin et al.25 have experi-
mentally investigated the frequency dependence of the dc
voltage at large amplitudes of the ac driving force in the
frequency range between 0.5 MHz and 2 GHz. A strong
dependence of the ratchet reversals at frequencies higher
than 3 MHz has been reported25. At lower frequencies,
their results were virtually frequency-independent, as in
the case of61. Wo¨rdenweber et al.60 have reported re-
sults of combined dc and microwave electronic measure-
ments of magnetic flux transport in (sub-)micron pat-
terned high-Tc films. They have shown that the guided
flux motion persists up to 8 GHz, the highest frequency
achievable in that experiment. Recently, one of us33 has
made electronic transport measurements of the mixed
state of epitaxial Nb films patterned with a symmetric
pinning landscape induced by a nanogroove array. It
has been shown that all anisotropic effects in the two-
dimensional vortex dynamics are clearly seen. Currently
under way are measurements of the magneto-resistive re-
sponse of superconductor Nb films with a ratchet WPP
similar to that presented in37, with an extension of ac
frequencies towards the microwave range. Summing up,
we consider these systems25,33,60 to be most promising
for the experimental verification of the results reported
here, provided the WPP in such samples is tailored in an
asymmetric fashion.
It should be noted that the realization of the regime
of strong dc biases involves certain difficulties in ex-
periment. Indeed, when the critical current density jc
is rather large, the realization of the strongly dissipa-
tive mode, in which the flux-flow resistivity ρf can be
measured, requires jdc ≃ jc. This is commonly accom-
panied by a non-negligible electron overheating in the
sample62,63 which changes the value of the sought ρf .
We note, however, this difficulty can be overcome pro-
vided high-speed current sweeps64 or short-pulse mea-
surements65 are employed.
Finally, we would like to note that the reported exten-
sion of the matrix continued fraction method for an asym-
metric periodic potential in the presence of combined
(dc+ac) stimuli may be useful for the wide class of nonlin-
ear stochastic systems with an asymmetric potential un-
der the action of superimposed constant and alternating
drives. In particular, here we mean charge-density-wave
pinning66, the nonlinear impedance of Josephson junc-
tions67,68, nonlinear magnetization relaxation69, stochas-
tic resonance70, resonance activation71, and noise en-
hanced stability72. We hope that some problems em-
bracing an asymmetric potential in these research do-
mains may benefit from the theoretical model structure
presented here.
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