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Kombinatorična teorija matrik
Povzetek
Delo opisuje nekatere osnovne rezultate kombinatorične teorije matrik. Kombinato-
rična teorija matrik je veja matematike, ki združuje kombinatoriko, teorijo grafov in
linearno algebro. V prvem delu diplomske naloge si podrobneje ogledamo algebra-
ične lastnosti (0, 1)-matrik. Klasičen problem tlakovanja pravokotnikov zapišemo z
matrično enačbo in s pomočjo lastnosti (0, 1)-matrik rešimo zanimiv kombinatorični
primer. V drugem delu diplomske naloge graf predstavimo z matriko sosednosti ter
incidenčno matriko. Izpeljemo povezavo med tema dvema matrikama in definiramo
Laplaceovo matriko grafa. Povežemo nekatere lastnosti grafa z algebraičnimi la-
stnostmi matrike sosednosti ter incidenčne matrike. Na koncu se podrobneje posve-
timo Laplaceovi matriki grafa in izpeljemo formulo za izračun števila vpetih dreves
v grafu.
Combinatorial matrix thoery
Abstract
This thesis describes some of the basic results of combinatorial matrix theory. Com-
binatorial matrix theory is a branch of mathematics that connects combinatorics,
graph theory and linear algebra. The first part of the thesis deals with algebraic
properties of (0, 1)-matrices. We reformulate an elementary problem in geometry
in terms of matrices and solve an interesting combinatorial problem with the help
of the properties of (0, 1)-matrices. In the second part of the thesis we represent
a graph with its adjacency matrix and its incidence matrix. We derive a relation
between the two matrices and define a Laplacian matrix of a graph. We connect
properties of a graph with algebraic properties of its adjacency and incidence ma-
trix. At the and we discuss Laplacian matrix of a graph and derive a formula for
calculating the number of spanning trees in a graph.
Math. Subj. Class. (2010): 05C50, 15Axx
Ključne besede: (0, 1)-matrika, matrika sosednosti, spekter grafa, incidenčna ma-
trika, Laplaceova matrika, kompleksnost grafa
Keywords: (0, 1)-matrix, ajdacency matrix, graph spectrum, incidence matrix,
Laplacian matrix, graph complexity
1. Osnovni pojmi
Ogledali si bomo osnovne pojme, ki se bodo pojavljali skozi celotno delo. Na
koncu poglavja si bomo ogledali klasičen problem tlakovanja pravotokotnikov in ga
predstavili z matrično enačbo. Če ni drugače navedeno, bomo snov črpali iz [1].
Za matriko velikosti n× n pravimo, da je reda n. Z J bomo označili matriko, ki
ima za elemente same enice, z 0 ničelno matriko, z I pa identično matriko. Včasih
bomo želeli poudariti dimenzijo matrike. Tako uporabimo Am,n za matriko velikosti
m× n. Če je matrika kvadratna, bomo uporabili krajši zapis An = An,n. Vrstici ali
stolpcu matrike bomo rekli prečka.
1.1. Permutacijske matrike. Permutacijske matrike so posebna vrsta matrik, ki
je neposredno povezana s permutacijami.
Definicija 1.1. Permutacijska matrika reda n je matrika, ki jo dobimo s permuta-
cijo vrstic ali stolpcev identične matrike In.
V naslednjem primeru si bomo ogledali, kako tvorimo permutacijsko matriko iz
dane permutacije.
Primer 1.2. Naj bo Pπ permutacijska matrika reda n, dobljena s permutacijo stolp-
cev glede na permutacijo π ∈ Sn. Elementi bodo torej oblike pij = 1 če j = π(i) in
0 sicer. Torej je Pπ oblike
Pπ =
⎡⎢⎢⎣
eπ(1)
eπ(2)
...
eπ(n)
⎤⎥⎥⎦ . ♢
Naslednji primer ponazarja ta postopek na konkretni permutaciji.
Primer 1.3. Oglejmo si permutacijsko matriko, ki jo dobimo s permutacijo stolpcev
pri permutaciji
π =
(︃
1 2 3 4
3 1 2 4
)︃
.
Pπ =
⎡⎢⎢⎣
eπ(1)
eπ(2)
eπ(3)
eπ(4)
⎤⎥⎥⎦ =
⎡⎢⎢⎣
e3
e1
e2
e4
⎤⎥⎥⎦ =
⎡⎢⎢⎣
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
⎤⎥⎥⎦ ♢
Permutacijske matrike so očitno ortogonalne, zato za vsako permutacijsko matriko
P velja
PP T = P TP = I.
1.2. (0,1)-matrike. Zelo pomembno vlogo bodo imele matrike, katerih elementi so
izključno 0 in 1. Takim matrikam bomo rekli (0, 1)-matrike. Za ilustracijo uporabe
teh matrik si oglejmo naslednji geometrijski problem tlakovanja pravokotnikov, ki
ga bomo predstavili z (0, 1)-matrikami.
Primer 1.4. Naj bo R pravokotnik višine m ∈ N in širine n ∈ N, razdeljen na
t manjših pravokotnikov. Vsi ti pravokotniki morajo prav tako imeti celoštevilsko
višino in širino. Manjše pravokotnike lahko poljubno oštevilčimo s števili 1, . . . , t.
Primer za m = 5 in n = 6 je predstavljen na sliki 1. Tej razdelitvi bomo priredili
dve (0, 1)-matriki – X velikosti m × t in Y velikosti t × n. Število enic v i-tem
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Slika 1. Primer tlakovanja pravokotnika višine 5 in širine 6.
stolpcu matrike X predstavlja višino i-tega pravokotnika. Vse enice se v stolpcu
pojavijo zaporedno, najvišja in najnižja enica pa določata navpični položaj i-tega
pravokotnika v R. Podobno število enic v j-ti vrstici Y predstavlja širino j-tega
pravokotnika, vse enice v vrstici se pojavijo zaporedno, najbolj leva in najbolj desna
enica pa določata vodoravni položaj j-tega pravokotnika v R. Za primer na sliki 1
sta ti matriki oblike
X =
⎡⎢⎢⎢⎢⎣
1 1 0 0 0 0 0
1 1 0 0 0 0 0
0 0 1 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 1 0 1
⎤⎥⎥⎥⎥⎦ ,
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 0 0
0 0 0 0 1 1
1 0 0 0 0 0
1 0 0 0 0 0
0 1 1 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Opazimo, da velja enakost
♢(1) XY = J.
Enačba (1) velja tudi v splošnem. Iskanje tlakovanja pravokotnika R velikosti
m × n s t pravokotniki lahko prevedemo na reševanje matrične enačbe (1), kjer je
X (0, 1)-matrika velikosti m × t, Y pa (0, 1)-matrika velikost t × n in razporeditev
enic zadošča prej navedenim pogojem. Tega dejstva ni težko preveriti. Element
Xij je enak 1 natanko tedaj, ko pravokotnik j prekriva neko točko z ordinato i.
Podobno je element Yij enak 1 natanko tedaj, ko pravokotnik i prekriva neko točko
z absciso j. Torej je skalarni produkt i-te vrstice X in j-tega stolpca Y enak številu
pravokotnikov, ki prekrivajo točko s koordinatami (j, i). Pri tlakovanju pravokotnika
zahtevamo, da je to število enako 1 za vsak i in j. Po definiciji množenja matrik je
to ekvivalentno enačbi XY = J .
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2. Izrek o minimaksu
Dokazali bomo izrek o minimaksu, ki je osrednji izrek v tem poglavju. S pomočjo
izreka o minimaksu bomo dokazali še nekaj trditev, ki bolj podrobno klasificirajo
(0, 1)-matrike. Na koncu si bomo ogledali uporabo trditev na zanimivem kombinato-
ričnem problemu. Za začetek si oglejmo dva pojma, ki ju potrebujemo za formulacijo
izreka.
Definicija 2.1. Naj bo A (0, 1)-matrika. Pokritje v A je taka množica prečk M , da
se vsaka enica v A nahaja na vsaj eni prečki iz M .
Definicija 2.2. Naj bo A (0, 1)-matrika. Minimalno pokritje enic v A je pravo, če
ne vsebuje vsaj ene vrstice in vsaj enega stolpca matrike A.
Primer 2.3. Naj bo matrika A oblike
A =
⎡⎣1 1 1 0 00 0 0 1 0
0 0 0 1 0
⎤⎦ .
Minimalno pokritje A je M = {prva vrstica, četrti stolpec}. Tako pokritje je pravo,
saj ne vsebuje vsaj ene vrstice in vsaj enega stolpca.
Oglejmo si še matriko J4,3 oblike
J4,3 =
⎡⎢⎢⎣
1 1 1
1 1 1
1 1 1
1 1 1
⎤⎥⎥⎦ .
Minimalno pokritje matrike J4,3 vsebuje vse stolpce, zato nima pravega pokritja. ♢
Izrek 2.4 (izrek o minimaksu). Naj bo A (0, 1)-matrika. Najmanjše število prečk, ki
pokrijejo vse enice v A, je enako največjemu številu enic v A, kjer nobeni dve enici
nista na isti prečki.
Preden gremo na dokaz izreka, si oglejmo uporabo na matriki A iz primera 2.3.
Primer 2.5. Za matriko A iz primera 2.3 smo našli minimalno pokritje M sesta-
vljeno iz dveh prečk. Izrek o minimaksu trdi, da sta v matriki A največ dve taki
enici, ki nista na isti prečki. Očitno to velja, saj lahko vzamemo le eno enico iz prve
vrstice in eno enico iz četrtega stolpca, če zahtevamo, da nobeni dve enici nista na
isti prečki. ♢
Dokaz izreka 2.4. Naj bo A velikosti m × n. Dokaza se bomo lotili z indukcijo na
velikost matrike A. Izrek očitno velja v primeru, ko je m = 1 ali n = 1.
Poglejmo si primer, ko velja m,n > 1. Naj bo ρ′ najmanjše število prečk, ki
pokrijejo vse enice v A in naj bo ρ največje število enic v A, kjer nobeni dve enici
nista na isti prečki. Dokazujemo, da je ρ = ρ′. Iz definicije ρ sledi, da za pokritje
vseh enic potrebujemo vsaj ρ prečk, torej je ρ ≤ ρ′. Zato zadošča pokazati, da je
ρ ≥ ρ′. Obravnavamo dva primera.
Najprej si oglejmo primer, ko A nima pravega pokritja. Potem velja
ρ′ = min{m,n}.
V A lahko permutiramo vrstice in stolpce tako, da se na mestu z indeksoma (1, 1)
nahaja enica. Če nato izbrišemo prvo vrstico in prvi stolpec, dobimo matriko A′
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velikosti (m− 1)× (n− 1). Matrika A′ ne more imeti pokritja z manj kot
ρ′ − 1 = min{m− 1, n− 1}
prečkami. Če bi imela tako pokritje, bi bilo to pokritje s prej odstranjenima preč-
kama pravo pokritje A, saj ima največ m− 1 vrstic in največ n− 1 stolpcev. Torej
ima najmanjše pokritje A′ ρ′ − 1 prečk. Po indukcijski predpostavki je število enic
v A′, kjer nista nobeni dve na isti prečki, enako ρ′ − 1. Enica na poziciji (1, 1) v
matriki A ni na nobeni prečki, ki seka matriko A′, torej ima A vsaj ρ′ enic, kjer
nobeni dve nista na isti prečki. Sledi ρ ≥ ρ′.
Naj ima matrika A pravo pokritje, ki je sestavljeno iz e vrstic in f stolpcev. Velja
ρ′ = e+ f.
V matriki A lahko permutiramo vrstice in stolpce tako, da pokrite vrstice in pokriti
stolpci zasedajo začetne pozicije, kar pomeni, da je A oblike
A =
[︃ ∗ A1
A2 0
]︃
.
V tem zapisu je 0 ničelna matrike velikosti (m−e)×(n−f). Matrika A1 ima e vrstic,
njeno najmanjše pokritje pa vsebuje vsaj e prečk. Denimo, da obstaja pokritje M ′
matrike A1 z manj kot e prečkami. Pokritje, ki vsebuje prvotnih f stolpcev in
prečke iz M ′, je sedaj tudi pokritje matrike A, ki pa je manjše od prvotnega. To je
v nasprotju z minimalnostjo prvotnega pokritja A, zato ima najmanjše pokritje A1
res vsaj e prečk, torej je e ≤ ρ′A1 . Podobno velja, da ima najmanjše pokritje A2 vsaj
f prečk, torej je f ≤ ρ′A2 . Na matriki A1 uporabimo indukcijsko predpostavko po
kateri velja e ≤ ρ′A1 = ρA1 . Podobno za matriko A2 velja f ≤ ρ′A2 = ρA2 . Ker sta si
bloka A1 in A2 v A diagonalno nasprotna, prečke ki pokrivajo A1 ne sekajo matrike
A2 in prečke, ki pokrivajo A2 ne sekajo matrike A1. Torej ima A vsaj toliko enic,
kjer nobeni dve nista na isti prečki, kot A1 in A2 skupaj. Od tod lahko zaključimo
ρ′ = e+ f ≤ ρ′A1 + ρ′A2 = ρA1 + ρA2 ≤ ρ. □
V nadaljevanju si bomo ogledali posebno vrsto matrik, imenovano dvojno stoha-
stične matrike in dokazali trditev, ki nam poda zanimivo lastnost dvojno stohastičnih
matrik.
Definicija 2.6. Matrika reda n je dvojno stohastična, če so vsi njeni elementi ne-
negativna realna števila in je vsota elementov na vsaki prečki enaka 1.
Primer 2.7. Permutacijske matrike reda n so očitno dvojno stohastične. Prav tako
je matrika
1
n
Jn
dvojno stohastična. ♢
Lema 2.8. Naj bo A dvojno stohastična matrika reda n. Tedaj v A obstaja n takih
pozitivnih elementov, da nobena dva nista na isti prečki.
Dokaz. Predpostavimo, da v A ne obstaja n takih pozitivnih elementov, da nobena
dva nista na isti prečki. Torej je največje število pozitivnih elementov, kjer nobena
dva nista na isti prečki, manjše od n. Po izreku o minimaksu lahko pokrijemo vse
pozitivne elemente A z m prečkami, kjer je m < n. Ker je A dvojno stohastična,
je vsota elementov v vsaki prečki enaka 1. Vsoto vseh pozitivnih elementov v A
lahko izračunamo kot vsoto po vrsticah, kar je vsota n prečk, torej n. Vsota vseh
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pozitivnih elementov je tudi vsota elementov v m prečkah, torej m. Od tod sledi
n ≤ m < n, kar pa je protislovje. □
S pomočjo leme 2.8 lahko dokažemo trditev, ki poda zanimivo lastnost dvojno sto-
hastičnih matrik. Trditev pove, da so dvojno stohastične matrike natanko matrike,
ki so vsota s skalarjem pomnoženih permutacijskih matrik.
Trditev 2.9. Nenegativna realna matrika A reda n je dvojno stohastična natanko
tedaj, ko obstajajo permutacijske matrike P1, P2, . . . , Pt in pozitivna realna števila
c1, c2, . . . , ct, da velja
(2) A = c1P1 + c2P2 + · · ·+ ctPt
in
(3) c1 + c2 + · · ·+ ct = 1.
Dokaz. Naj bo A nenegativna realna matrika, ki zadošča enačbama (2) in (3). Tedaj
velja
(AJ)ij = c1(P1J)ij + c2(P2J)ij + · · ·+ ct(PtJ)ij = c1 + c2 + · · ·+ ct = 1.
Ker je (AJ)ij po deficinicji množenja matrik enako vsoti elementov i-te vrstice ma-
trike A, je vsota elementov matrike A na vsaki vrstici enaka 1. Podoben razmislek
lahko naredimo za produkt JA, kar pomeni, da je vsota elementov matrike A v
vsakem stolpcu enaka 1. Torej je A dvojno stohastična.
Dokažimo še implikacijo v drugo smer. Po lemi 2.8 v matriki A obstaja n takih
pozitivnih elementov, da nobena dva nista na isti prečki. Označimo množico teh
elementov s S. Naj bo P1 taka permutacijska matrika reda n, da ima enice na tistih
mestih, kjer se nahajajo pozitivni elementi iz S. Označimo s c1 najmanjši element
v S. Matrika A − c1P1 je s skalarjem pomnožena dvojno stohastična matrika, saj
smo vsaki prečki odšteli c1. Ta matrika prav tako vsebuje vsaj eno ničlo več kot
matrika A. Torej lahko isti argument ponovimo na A−c1P1. To ponavljamo, dokler
ne pridemo do ničelne matrike in s tem iskane dekompozije iz (2). Če enačbo (2)
pomnožimo z J in upoštevamo, da je A dvojno stohastična, dobimo enačbo (3). □
Podobno kot smo v trdtivi 2.9 zapisali dvojno stohastično matriko kot vsoto s
skalarjem pomnoženih permutacijskih matrik, lahko tudi (0, 1)-matriko zapišemo
kot vsoto permutacijskih matrik.
Posledica 2.10. Naj bo A taka (0, 1)-matrika reda n, da je vsota elementov na vsaki
prečki enaka k ∈ N. Tedaj obstajajo take permutacijske matrike P1, P2, . . . , Pk, da
velja
A = P1 + P2 + · · ·+ Pk.
Dokaz. Matrika A je k-kratnik dvojno stohastične matrike, zato lahko uporabimo
iste argumente, kot smo jih uporabili za dokaz trditve 2.9. V tem primeru so vsi
ci = 1 in zato pridemo do ničelne matrike v k korakih. □
S pomočjo zapisa (0, 1)-matrike kot vsote permutacijskih matrik lahko rešimo
zanimiv kombinatorični primer.
Primer 2.11. Denimo, da organiziramo ples, na katerega pride n fantov in n deklet.
Vsak fant pozna natanko k deklet in vsako dekle pozna natanko k fantov. Želimo si
fante in dekleta razporediti v pare tako, da se v vsakem paru fant in dekle poznata
že od prej. Zanima nas, ali je to možno.
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Konstruirajmo (0, 1)-matriko A reda n tako, da je aij = 1, če se fant j in dekle i že
poznata, drugače pa je aij = 0. Očitno ima A vsoto elementov na vsaki prečki enako
k, torej zadošča pogojem posledice 2.10. Za razporeditev v pare lahko izberemo
poljubno permutacijsko matriko Pl iz posledice 2.10. Če je p
(l)
ij = 1, bomo dali v par
fanta j in dekle i. Ker je Pl permutacijska matrika, bo vsak fant v paru z natanko
enim dekletom in prav tako vsako dekle v paru z natanko enim fantom. Ker je A
enaka vsoti vseh takih matrik, velja, da če je p(l)ij = 1, je tudi aij = 1. Torej se bosta
fant in dekle v vsakem paru poznala že od prej. S tem nismo samo pokazali, da
takšna razporeditev v pare obstaja, ampak smo našli k takih razporeditev. ♢
3. Matrike in grafi
Poljubnemu grafu bomo priredili matriko in si ogledali zvezo med lastnostmi grafa
ter algebraičnimi lastnostmi prirejene matrike. Grafu lahko priredimo različne ma-
trike. Najprej bomo obravnavali matriko sosednosti ter incidenčno matriko, na
koncu pa še Laplaceovo matriko. S pomočjo Laplaceove matrike bomo izpeljali osre-
dnji rezultat tega poglavja, ki je formula za izračun števila vpetih dreves v grafu.
Ponovimo osnovne definicije iz teorije grafov.
3.1. Osnovni pojmi. Enostaven graf je dvojica G = (V,E), kjer je
• V = {a, b, c, . . .} končna množica vozlišč,
• E ⊆ {{a, b} | a, b ∈ V, a ̸= b} množica povezav.
Enostaven graf ima med dvema vozliščema lahko največ eno povezavo in ne more
imeti zank, to so povezave oblike {a, a}; a ∈ V .
Multigraf je trojica G = (V,E, r), kjer je
• V = {a, b, c, . . . , } končna množica vozlišč,
• E končna množica povezav,
• r : E → {{a, b} | a, b ∈ V, a ̸= b} preslikava, ki vsaki povezavi dodeli krajišči.
Multigraf ima lahko več kot eno povezavo med dvema vozliščema, vendar ne more
imeti zank.
Splošni graf je trojica G = (V,E, r), kjer je
• V = {a, b, c, . . . , } končna množica vozlišč,
• E končna množica povezav,
• r : E → {{a, b} | a, b ∈ V } preslikava, ki vsaki povezavi dodeli krajišči.
Splošni graf ima lahko več kot eno povezavo med dvema vozliščema in dopušča
zanke.
Opomba 3.1. Pri splošnem grafu ne moremo govoriti o stopnji vozlišč, saj nimamo
dobre definicije za stopnjo vozlišča z zanko.
Slika 2 prikazuje primer enostavnega grafa, multigrafa ter splošnega grafa.
a b
c
a b
c
a b
c
Slika 2. Primer enostavnega grafa (levo), multigrafa (na sredini) in
splošnega grafa (desno).
Pravimo, da je graf reda n, če ima n vozlišč. V multigrafu in splošnem grafu je
povezava s krajiščema a in b večkratnosti m, če je med vozliščema a in b m povezav.
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3.2. Matrika sosednosti. Grafu bomo priredili matriko sosednosti in izpeljali po-
vezavo med nekaterimi lastnostmi grafa ter algebraičnimi lastnostmi matrike sose-
dnosti.
Definicija 3.2. Naj bo G = (V,E) splošen neusmerjen graf reda n z vozlišči
V = {a1, a2, . . . , an}.
Naj bo aij večkratnost povezave oblike {ai, aj}. Matriki
A = [aij], i, j = 1, 2, . . . , n
pravimo matrika sosednosti grafa G.
Primer 3.3. Matrika sosednosti grafa G, ki je prikazan na sliki 3, je enaka
A =
⎡⎢⎢⎣
0 1 1 0
1 0 1 0
1 1 0 2
0 0 2 1
⎤⎥⎥⎦ . ♢
1 2
3
4
Slika 3. Primer splošnega grafa, ki mu pripada matrika sosednosti
A iz primera 3.3.
Ker je graf neusmerjen, je matrika sosednosti očitno simetrična, njeni elementi pa
so nenegativna cela števila. Diagonalni element aii po definiciji predstavlja število
zank pri vozlišču ai. Od tod sledi, da je sled matrike sosednosti enaka številu zank
v grafu. Če je G multigraf, je vsota vseh elementov na i-ti prečki enaka stopnji
vozlišča ai. Če je G enostaven, je matrika sosednosti (0, 1)-matrika.
Spomnimo se, kdaj sta dva grafa izmorfna.
Definicija 3.4. Splošna grafa G in H sta izomorfna, če obstaja bijekcija
f : V (G)→ V (H)
za katero velja:
(i) Število povezav med vozliščema u in v v G je enako številu povezav med voz-
liščema f(u) in f(v) v H.
(ii) Število zank pri vozlišču v v G je enako številu zank pri vozlišču f(v) v H.
Izomorfizem grafov lahko zapišemo s pomočjo matrik sosednosti. Naj bosta G in
G′ splošna grafa reda n in A ter A′ njuni matriki sosednosti. Grafa G in G′ sta
izomorfna natanko tedaj, ko lahko A transformiramo v A′ z istoležno zamenjavo
vrstic in stolpcev. To pomeni, da če zamenjamo i-to in j-to vrstico, moramo v
istem koraku zamenjati še i-ti in j-ti stolpec. Menjavo vrstic ter stolpcev lahko
predstavimo z množenjem matrike A ter permutacijske matrike P . Z matrikami
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sosednosti lahko zapišemo, da sta grafa G in G′ izomorfna natanko tedaj, ko obstaja
taka permutacijska matrika P reda n, da velja
PAP T = A′.
Primer 3.5. Naj bosta grafa G in G′ na sliki 4 izomorfna. Matrika sosednosti A
1 2
3
4
3 2
4
1
Slika 4. Izomorfna grafa G (levo) in G′ (desno) iz primera 3.5.
grafa G je enaka
A =
⎡⎢⎢⎣
0 1 1 0
1 0 1 0
1 1 0 2
0 0 2 1
⎤⎥⎥⎦ ,
matrika sosednosti A′ grafa G′ pa je enaka
A′ =
⎡⎢⎢⎣
1 0 0 2
0 0 1 1
0 1 0 1
2 1 1 0
⎤⎥⎥⎦ .
Izomorfizem f je v tem primeru enak permutaciji
f =
(︃
1 2 3 4
3 2 4 1
)︃
.
Permutacijsko matriko P tvorimo s permutacijo vrstic identične matrike I4 glede na
permutacijo f . Matrika P je torej enaka
P =
⎡⎢⎢⎣
0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0
⎤⎥⎥⎦ .
Res velja enakost
A′ = PAP T . ♢
Sprehodi v grafu so prav tako neposredno povezani z matriko sosednosti. Spo-
mnimo se, da je sprehod zaporedje m sosednih povezav, ki ga ponavadi zapišemo
kot a0a1 . . . am−1am. Pot je sprehod, kjer so vse povezave med seboj različne. S
pomočjo matrike sosednosti lahko preštejemo število sprehodov izbrane dolžine med
poljubnima vozliščema v grafu.
Trditev 3.6. Naj bo A matrika sosednosti grafa G. Število sprehodov dolžine k med
vozliščema vi in vj, je enako
(︁
Ak
)︁
ij
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Dokaz. Trditev bomo dokazali z indukcijo na k. Za k = 1 trditev sledi direktno iz
definicije matrike sosednosti. Za k > 1 velja
Ak = Ak−1A =
[︄
n∑︂
t=1
a
(k−1)
it atj
]︄
i,j=1,2,...,n
.
Fiksirajmo i in j. Za vsak t je po indukcijski predpostavki a(k−1)it atj, število spre-
hodov dolžine k − 1 od vozlišča vi do vozlišča vt pomnoženo s številom sprehodov
dolžine 1 od vozlišča vt do vozlišča vj. To je ravno število sprehodov dolžine k od
vozlišča vi do vozlišča vj, ki gredo čez vozlišče vt. Ko seštejemo število sprehodov
po vseh vmesnih vozliščih vt, dobimo želeni rezultat. □
Na polnem grafuKn z matriko sosednosti A lahko matriko Ak izrazimo neposredno
in s tem dobimo enačbo za število sprehodov dolžine k med dvema vozliščema.
Primer 3.7. Naj bo Kn polni graf. Matrika sosednosti grafa Kn je
A = J − I.
Iz definicije množenja sledi J l = nl−1J , torej velja
Ak = (J − I)k =
k∑︂
j=0
(︃
k
j
)︃
Jk−j(−I)j =[︃
nk−1 −
(︃
k
1
)︃
nk−2 +
(︃
k
2
)︃
nk−3 − · · ·+ (−1)k−1
(︃
k
k − 1
)︃]︃
J + (−1)kI.
Po binomskem izreku velja
(n− 1)k = nk −
(︃
k
1
)︃
nk−1 +
(︃
k
2
)︃
nk−2 − · · ·+ (−1)k−1
(︃
k
k − 1
)︃
n+ (−1)k.
Od tod izpeljemo
Ak =
(︃
(n− 1)k − (−1)k
n
)︃
J + (−1)kI. ♢
3.2.1. Spekter grafa. Posvetili se bomo lastnim vrednostim matrike sosednosti in si
ogledali kospektralne grafe. Na koncu bomo izpeljali zvezo med premerom grafa ter
njegovim spektrom.
Definicija 3.8. Naj bo G splošni graf in A njegova matrika sosednosti. Polinomu
∆(λ) = det(λI − A)
pravimo karakteristični polinom grafa G, množici lastnih vrednosti matrike A pa
spekter grafa G.
Če je G reda n, je njegova matrika sosednosti simetrična matrika reda n z realnimi
elementi. Iz linearne algebre vemo, da ima zato same realne lastne vrednosti.
Pokazali smo, da sta grafa G in G′ izomorfna natanko takrat, ko obstaja taka
permutacijska matrika P , da velja PAP T = A′, kjer sta A in A′ matriki sosednosti
grafov G ter G′. Ker je P permutacijska matrika, velja P T = P−1, zato sta A
in A′ podobni matriki. Ker imata podobni matriki enake lastne vrednosti, imata
izomorfna grafa enaka spektra. Ni pa nujno, da sta grafa z enakima spektroma
izomorfna.
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Definicija 3.9. Naj imata grafa G in H enak spekter in naj ne bosta izomorfna.
Pravimo, da sta G in H kospektralna.
Konstrukcija kospektralnih grafov je netrivialen problem, s katerim se v tem delu
ne bomo ukvarjali. Vseeno si oglejmo primer dveh kospektralnih grafov.
Primer 3.10. Naj bo graf G podan z matriko sosednosti
A =
⎡⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
1 0 1 0 0 1
0 1 0 1 0 1
0 0 1 0 1 1
0 0 0 1 0 0
0 1 1 1 0 0
⎤⎥⎥⎥⎥⎥⎦
in graf H podan z matriko sosednosti
B =
⎡⎢⎢⎢⎢⎢⎣
0 1 1 0 0 0
1 0 1 0 0 0
1 1 0 1 1 1
0 0 1 0 1 0
0 0 1 1 0 0
0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎦ .
Grafa G in H sta prikazana na sliki 3.10. Karakteristična polinoma grafov sta
∆G(λ) = ∆H(λ) = (λ− 1)(λ+ 1)2(λ3 − λ2 − 5λ+ 1),
torej imata grafa enak spekter. Očitno grafa nista izomorfna, saj ima graf H vozlišče
stopnje 5, graf G pa ima vozlišča kvečjemu stopnje 3. ♢
1
2
3
4
5
6
1
3
2 6
5
4
Slika 5. Kospektralna grafa G (na levi) in H (na desni) iz primera 3.10.
Ponovimo nekaj pojmov v zvezi s povezanostjo grafa. Spomnimo se, da sta vozlišči
u in v grafa G povezani, če obstaja sprehod, ki ima u in v za krajišči. Graf G je
povezan, če sta povezani vsaki vozlišči tega grafa. Povezanost vozlišč je očitno
ekvivalenčna relacija, zato lahko V (G) razdelimo na ekvivalenčne razrede
V1 ∪ V2 ∪ · · · ∪ Vt.
Induciranim podgrafomG(V1), G(V2), . . . , G(Vt) pravimo povezane komponente grafa
G. Če je G povezan graf, lahko za vsaki vozlišči u in v definiramo razdaljo d(u, v)
kot dolžino najkrajše poti med u in v. Vozlišče ima razdaljo 0 do samega sebe, tj.
d(v, v) = 0. Največji razdalji v grafu, tj. maxu,v∈V (G) d(u, v), pravimo premer grafa.
Nepovezan graf ima neskončen premer.
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Povezane komponente grafa se izražajo v matriki sosednosti. Ker ima vsako vo-
zlišče v povezani komponenti Vi povezave samo z drugimi vozlišči iz Vi, lahko A z
istoležno zamenjavo vrstic in stolpcev transformiramo v A′ oblike
A′ = A1 ⊕ A2 ⊕ · · · ⊕ At,
kjer je Ai matrika sosednosti povezane komponente G(Vi) za i = 1, 2, . . . , t.
Premer grafa podaja spodnjo mejo za število različnih lastnih vrednosti v spektru
grafa.
Trditev 3.11. Naj bo G povezan splošni graf s premerom d. Potem spekter grafa
G vsebuje vsaj d+ 1 različnih lastnih vrednosti.
Dokaz. Naj ima graf G premer d. Naj bosta v0 in vd vozlišči, za kateri velja
d(v0, vd) = d in naj bo
v0v1 . . . vd
najkrajša pot med v0 in vd. Tedaj za vsak i = 1, 2, . . . , d obstaja vsaj ena pot dolžine
i med v0 in vi. Ker je v0v1 . . . vd najkrajša pot med v0 in vd, ne obstaja pot med
v0 in vi, ki bi bila krajša od i. Zato ima Ai neničelni element na indeksih, ki jih
določata v0 in vi, matrike I, A,A2, . . . , Ai−1 pa imajo na temu mesto ničlo. Torej
Ai ni linearna kombinacija I, A,A2, . . . , Ai−1. Iz linearne algebre vemo, da je A
ničla svojega minimalnega polinoma. Ker Ai ni linearna kombinacija I, A, . . . , Ai−1
za vsak i = 1, 2, . . . , d, mora biti minimalni polinom vsaj stopnje d + 1, da bo A
njegova ničla. Ker je A realna simetrična matrika, je podobna diagonalni matriki,
zato so ničle minimalnega polinoma stopnje 1, torej ima minimalni polinom vsaj d+1
različnih ničel. Od tod sledi, da ima A vsaj d+ 1 različnih lastnih vrednosti. □
3.3. Incidenčna matrika. Grafu bomo priredili incidenčno matriko in izpeljali po-
vezavo med matriko sosednosti ter incidenčno matriko. Dokazali bomo izrek, ki poda
število povezanih komponent v grafu. Na koncu razdelka bomo definirali totalno
unimodularne matrike in pokazali, da je incidenčna matrika totalno unimodularna.
Definicija 3.12. Naj bo G = (V,E) neusmerjen splošni graf reda n z vozlišči
V = {a1, a2, . . . , an}
in povezavami
E = {α1, α2, . . . , αm}.
Naj bo aij = 1, če je vozlišče aj krajišče povezave αi, in aij = 0 sicer. (0, 1)-matriki
A = [aij], i = 1, 2, . . . ,m; j = 1, 2, . . . , n
velikosti m× n pravimo incidenčna matrika grafa G.
Vsaka vrstica v incidenčni matriki vsebuje vsaj eno enico in največ dve enici.
Vrstice z eno enico pripadajo povezavam, ki so zanke, enake vrstice pa predstavljajo
večkratnost povezav.
Opomba 3.13. Incidenčna matrika praznega grafa G reda n, je dimenzije 0 × n.
Privzeli bomo, da je rang matrike velikosti 0× n oziroma n× 0 enak 0.
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Primer 3.14. Incidenčna matrika grafa G, ki je prikazan na sliki 6, je enaka
A =
⎡⎢⎢⎢⎢⎢⎣
1 1 0 0 0
0 1 1 0 0
1 0 1 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎦ . ♢
1 2
4 5
3
a
c b
d
e
f
Slika 6. Splošni graf, ki mu pripada incidenčna matrika A iz primera 3.14.
Incidenčna matrika je neposredno povezana z matriko sosednosti preko enačbe, ki
jo podaja naslednja trditev.
Trditev 3.15. Naj bo G multigraf reda n. Naj bo A incidenčna matrika grafa G in
B matrika sosednosti grafa G. Potem velja
ATA = D +B,
kjer je D = diag(d1, d2, . . . , dn) diagonalna matrika reda n, katere diagonalni element
di je stopnja vozlišča ai grafa G.
Dokaz. Naj bo V = {v1, v2, . . . , vn} množica vozlišč v grafu G. Poglejmo si ij-ti
element matrike ATA. Ta je enak skalarnemu produktu i-tega in j-tega stolpca
incidenčne matrike A. Naj bo α(l) l-ti stolpec matrike A.
Za i ̸= j je ta skalarni produkt enak
α(i)α(j) =
m∑︂
k=1
α
(i)
k α
(j)
k =
∑︂
aki=akj=1
1.
Ta vsota je enaka številu vrstic matrike A, ki imajo na i-tem in j-tem mestu enico.
Po definiciji incidenčne matrike je to enako številu povezav med vozliščema vi in vj,
kar je po definiciji matrike sosednosti enako Bij.
Za i = j je α(i)α(i) enak številu vrstic matrike A, ki imajo na i-tem mestu enico.
To je po definiciji incidenčne matrike enako številu povezav, ki imajo vi za krajišče,
kar je po definiciji enako stopnji vozlišča vi, to pa je ravno Dii. □
Vsaki povezavi v grafu lahko priredimo navidezno usmerjenost. Incidenčno ma-
triko lahko posplošimo, da vključuje še informacijo o navidezni usmerjenosti pove-
zave.
Definicija 3.16. Naj bo G neusmerjen multigraf reda n z vozlišči v1, v2, . . . , vn
in povezavami α1, α2, . . . , αm. Vsaki povezavi priredimo eno izmed dveh možnih
orientacij. Naj bo aij = 1, če je vozlišče vj začetno vozlišče povezave αi, in aij = −1,
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če je vj končno vozlišče povezave αi. Če vj ni krajišče povezave αi, je aij = 0.
Matriko
A = [aij] i = 1, 2, . . . ,m; j = 1, 2, . . . , n
imenujemo orientirana incidenčna matrika grafa G.
Primer 3.17. Ena izmed možnih orientiranih incidenčnih matrik grafa G, ki je
prikazan na sliki 7, je
A =
⎡⎢⎢⎢⎢⎣
−1 1 0 0 0
0 −1 1 0 0
−1 0 1 0 0
0 0 0 1 −1
0 0 0 −1 1
⎤⎥⎥⎥⎥⎦ . ♢
1 2
3
4 5
a
c b
d
e
Slika 7. Multigraf, ki mu pripada orientirana incidenčna matrika A
iz primera 3.17.
Orientirana incidenčna matrika A je (0, 1,−1)-matrika velikosti m× n in je eno-
lično določena do predznakov vrstic natančno. V vsaki vrstici orientirane incidenčne
matrike je natanko en element enak 1 in natanko en element enak −1. Iz dokaza
trditve 3.15 je očitno, da za orientirano incidenčno matriko A velja
ATA = D −B.
Matriki ATA pravimo Laplaceova matrika grafa G, kateri se bomo bolj natančno
posvetili v poglavju 3.5.
S pomočjo orientirane incidenčne matrike lahko določimo število povezanih kom-
ponent v grafu.
Izrek 3.18. Naj bo G multigraf reda n s t povezanimi komponentami. Tedaj ima
orientirana incidenčna matrika A rang n − t. Velja še več – vsaka matrika, ki
jo dobimo iz A tako, da odstranimo največ t stolpcev, kjer nobena dva stolpca ne
pripadata vozliščema iz iste povezane komponente, ima rang n− t.
Dokaz. Označimo povezane komponente grafa G z
G(V1), G(V2), . . . , G(Vt).
Vozlišča in povezave v G lahko označimo tako, da je orientirana incidenčna matrika
A grafa G oblike
A = A1 ⊕ A2 ⊕ · · · ⊕ At,
kjer Ai predstavlja vozlišča in povezave iz G(Vi) za i = 1, 2, . . . , t. Naj povezana
komponenta G(Vi) vsebuje ni vozlišč. Dovolj je dokazati, da je rangAi = ni− 1, saj
je A direktna vsota matrik Ai in zato velja
rangA =
t∑︂
i=1
rangAi.
16
Za povezane komponente, kjer je ni = 1, je matrika Ai velikosti 0 × 1, torej je
rang(Ai) = 0.
Obravnavajmo še primer, ko je ni > 1. Z βj označimo j-ti stolpec v matriki
Ai. Ker Ai v vsaki vrstici vsebuje natanko eno 1 in natanko eno −1, je vsota vseh
stolpcev enaka ∑︂
βj = 0.
Torej je vseh ni stolpcev med sabo linearno odvisnih, zato je rang matrike Ai največ
ni − 1.
Naj bo S množica, ki jo sestavlja ni − 1 stolpcev matrike Ai. Pogoj za linearno
odvisnost stolpcev iz S je
(4)
∑︂
βj∈S
bjβj = 0.
S protislovjem bomo dokazali, da so v vsoti (4) vsi bj enaki 0. Denimo, da je bk ̸= 0.
V stolpcu βk so neničelni elementi v tistih vrsticah, ki predstavljajo povezave s
krajiščem vk. Za vsako tako vrstico obstaja še natanko en stolpec βl, ki ima neničelen
element v tej vrstici. Da je vsota (4) enaka 0, mora veljati βl ∈ S in bl = bk za vsa
vozlišča vl, ki so sosedna vk. Ker je G(Vi) povezan, morajo biti vsi koeficienti bj
enaki, množica S pa mora vsebovati vseh ni stolpcev, kar je v nasprotju z dejstvom,
da S vsebuje ni − 1 stolpcev.
Torej so vsi bj v (4) enaki 0 in je zato vsakih ni − 1 stolpcev matrike Ai linearno
neodvisnih. Zato je rangAi = ni − 1 in lahko odstranimo en stolpec, pa bo rang
novo dobljene matrike še vedno ni − 1. □
Primer 3.19. Oglejmo si primer uporabe izreka 3.18 na grafu iz primera 3.17.
Orientirana incidenčna matrika A grafa G, ki je prikazan na sliki 7, je enaka
A =
⎡⎢⎢⎢⎢⎣
−1 1 0 0 0
0 −1 1 0 0
−1 0 1 0 0
0 0 0 1 −1
0 0 0 −1 1
⎤⎥⎥⎥⎥⎦ .
Izračunajmo rang te matrike.
rang(A) = rang
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
−1 1 0 0 0
0 −1 1 0 0
−1 0 1 0 0
0 0 0 1 −1
0 0 0 −1 1
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠
= rang
⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
−1 1 0 0 0
0 −1 1 0 0
0 0 0 0 0
0 0 0 1 −1
0 0 0 0 0
⎤⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎠ = 3.
Graf G ima 5 vozlišč, torej je število povezanih komponent v G enako
n− rang(A) = 5− 3 = 2. ♢
Posledica 3.20. Naj bo G multigraf reda n z vsaj n−1 povezavami in A orientirana
incidenčna matrika grafa G. Naj bo U množica, ki vsebuje n− 1 povezav iz G. Naj
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bo A′ podmatrika matrike A reda n − 1, ki vsebuje tiste vrstice iz A, ki pripadajo
povezavam iz U in G′ vpeti podgraf grafa G, ki vsebuje povezave iz U . Matrika A′
ima rang n− t natanko tedaj, ko ima graf G′ t povezanih komponent.
Dokaz. Grafu G′ priredimo orientirano incidenčno matriko B. Matriko A′ dobimo
tako, da matriki B odstranimo en stolpec. Po trditvi 3.18 ima A′ rang n− t natanko
tedaj, ko ima graf G′ t povezanih komponent. □
Primer 3.21. Uporabimo posledico 3.20 na grafu G, ki je prikazan na sliki 8.
1 2
34
a
b
c
d
f
e
Slika 8. Primer enostavnega grafa, ki mu pripada incidenčna matrika
A iz primera 3.21.
Orientirana incidenčna matrika A grafa G je enaka
A =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 −1
1 −1 0 0
0 1 −1 0
0 0 1 −1
0 1 0 −1
1 0 −1 0
⎤⎥⎥⎥⎥⎥⎦ .
Naj bo U = {a, b, c}. Podmatrika A′ reda n − 1 = 3 matrike A, ki vsebuje tiste
vrstice iz A, ki pripadajo povezavam iz U in prve tri stolpce, je oblike
A′ =
⎡⎣1 0 01 −1 0
0 1 −1
⎤⎦ .
Vpeti podgraf G′ grafa G, ki vsebuje povezave iz U je prikazan na sliki 9.
1 2
34
a
b
c
Slika 9. Vpeti podgraf G′ grafa G, ki vsebuje povezave iz U iz primera 3.21.
Očitno je rang matrike A′ enak rang(A′) = 3, torej je po posledici 3.20 število
povezanih komponent v G′ enako
n− rang(A′) = 4− 3 = 1,
kar je tudi razvidno iz slike 9. ♢
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V nadaljevanju si bomo ogledali posebno vrsto celoštevilskih matrik, imenovano
totalno unimodularne matrike. Videli bomo, da so vse orientirane incidenčne ma-
trike totalno unimodularne.
Definicija 3.22. Naj bo A matrika s celoštevilskimi elementi. Pravimo, da je
A totalno unimodularna matrika, če je determinanta vsake kvadratne podmatrike
enaka 0, 1 ali −1.
Očitno je totalno unimodularna matrika (0, 1,−1)-matrika, saj lahko vsak element
take matrike predstavimo kot 1 × 1 matriko, katere determinanta mora biti enaka
0, 1 ali −1. Trivialna primera totalno unimodularne matrike sta ničelna matrika ter
identiteta. Naslednja trditev poda zadosten pogoj za totalno unimodulrano matriko.
Trditev 3.23. Naj bo A matrika velikosti m× n in naj bosta disjunktni množici B
ter C razdelitev vrstic matrike A, tako da velja naslednje:
(i) Vsak element matrike A je 0, 1 ali −1.
(ii) Vsak stolpec v A ima največ dva neničelna elementa.
(iii) Če imata dva neničelna elementa določenega stolpca enak predznak, je vrstica
enega elementa v B in vrstica drugega v C.
(iv) Če imata dva neničelna elementa določenega stolpca različen predznak, sta obe
njuni vrstici v B ali pa sta obe v C.
Tedaj je A totalno unimodularna matrika.
Dokaz. Naj A zadošča predpostavkam trditve. Tedaj tudi vsaka podmatrika v A
očitno zadošča predpostavkam trditve. Torej zadošča dokazati, da je determinanta
vsake kvadratne matrike, ki zadošča predpostavkam trditve, enaka 0, 1 ali −1.
Naj bo A matrika reda n, ki zadošča predpostavkam trditve. Za n = 1 je očitno
detA ∈ {0, 1,−1}, saj A zadošča točki (i). Naj bo sedaj n > 1 in naj ima A v
vsakem stolpcu natanko dva neničelna elementa. Oglejmo si vsoto vseh vrstic v
množici B ter v C, kjer na vrstice gledamo kot na vektorje. Če sta v stolpcu dva
neničelna elementa in sta oba enakega predznaka, je po (iii) vrstica enega elemnta
v B, vrstica drugega elementa pa v C. Torej bo v tem stolpcu vsota vrstic v B
enaka vsoti vrstic v C. Če pa imata elementa različen predznak, bosta po (iv) obe
vrstici v B, ali pa bosta obe vrstici v C. Ker sta elementa različnega predznaka, se
bosta vrstici na mestu tega stolpca sešteli v 0. Torej bo v vsakem primeru vsota
vseh vrstic v B enaka vsoti vseh vrstic v C. To pomeni, da so vse vrstice v A med
seboj linearno odvisne in velja detA = 0. Če ima kak stolpec v A same ničle, bo
ponovno veljalo detA = 0.
Ostane nam še primer, ko ima nek stolpec v A natanko en neničelen element.
Determinanto matrike A razvijemo po temu stolpcu in z uporabo indukcijske pred-
postavke dobimo želeni rezultat. □
Posledica 3.24. Orientirana incidenčna matrika A grafa G je totalno unimodu-
larna.
Dokaz. Matrika AT očitno zadošča pogojem trdtive 3.23, kjer je C = ∅, torej je
totalno unimodularna. □
3.4. Povezavni graf. Izpeljali bomo dejstvo, da sta incidenčna matrika grafa in
matrika povezanosti pripadajočega povezavnega grafa neposredno povezani. Iz tega
bo sledila omejitev na spekter povezavnega grafa. Na koncu si bomo ogledali še
povezavo med karakterističnim polinomom regularnega grafa ter karakterističnim
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polinomom pripadajočega povezavnega grafa. Za začetek se spomnimo definicije
povezavnega grafa.
Definicija 3.25. Naj bo G enostaven graf reda n z m povezavami. Povezavni graf
L(G) grafa G je graf, katerega vozlišča so povezave grafa G. Vozlišči povezavnega
grafa sta povezani, če imata pripadajoči povezavi v G skupno krajišče in sta različni.
Primer 3.26. Graf G in njegov povezavni graf L(G) sta prikazana na sliki 10. ♢
Slika 10. Graf G (levo) in njegov povezavni graf L(G) (desno).
Incidenčna matrika grafa in matrika sosednosti pripadajočega povezavnega grafa
sta med seboj neposredno povezani z enačbo, ki jo podaja naslednja trditev.
Trditev 3.27. Naj bo A incidenčna matrika grafa G reda n z m povezavami in BL
matrika sosednosti povezavnega grafa L(G). Tedaj velja
(5) AAT = 2Im +BL.
Dokaz. Za i ̸= j je element z indeksoma (i, j) v matriki AAT enak skalarnemu
produktu i-te in j-te vrstice incidenčne matrika A grafa G. Ta skalarni produkt je
enak 1, ko imata povezavi αi ter αj skupno krajišče, v nasprotnem primeru pa je
enak 0. Element z indeksoma (i, j) v matriki BL je po definiciji matrike sosednosti
prav tako enak 1, če imata povezavi αi ter αj skupno krajišče in 0 sicer.
Za i = j je element z indeksoma (i, i) v matriki AAT enak skalarnemu produktu
vrstice i same s seboj. Ta skalarni produkt je vedno enak 2. Diagonalni elementi
matrike BL so vsi enaki 0, saj graf G(L) nima zank. □
Matrika AAT je očitno simetrična. V naslednji lemi pokažemo, da so matrike take
oblike tudi pozitivno semidefinitne.
Lema 3.28. Za vsako matriko A z realnimi elementi velja, da je AAT pozitivno
semidefinitna.
Dokaz. Naj bo x poljuben vektor. Velja naslednje
⟨AATx, x⟩ = xTAATx = (ATx)TATx = ⃦⃦ATx⃦⃦2 ≥ 0. □
Trditev 3.27 implicira omejitve na spekter povezavnega grafa. Te omejitve poda
naslednja trditev.
Trditev 3.29. Za vsako lastno vrednost λ povezavnega grafa L(G) velja λ ≥ −2. Če
ima G več povezav kot vozlišč, je λ = −2 lastna vrednost povezavnega grafa L(G).
Dokaz. Naj bo A incidenčna matrika grafa G in BL matrika sosednosti povezavnega
grafa L(G). Naj bo v lastni vektor matrike BL, ki pripada lastni vrednosti λ. Po
enačbi (5) velja
(6) (2Im +BL)v = (2 + λ)v = AATv.
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Po lemi 3.28 je simetrična matrika AAT pozitivno semidefinitna, zato so njene lastne
vrednosti nenegativne. Torej velja
2 + λ ≥ 0
λ ≥ −2
Naj ima sedaj G več povezav kot vozlišč. Tedaj je incidenčna matrika A velikosti
m× n, kjer je m > n, zato velja rangA ≤ n < m. Matrika AAT je velikosti m×m
in zanjo velja rangAAT ≤ n < m. Torej je AAT singularna matrika in je 0 njena
lastna vrednost. Iz enačbe (6) sledi, da je −2 lastna vrednost matrike BL. □
Naj bo X matrika velikosti m×n in Y matrika velikosti n×m. Zelo hitro vidimo,
da so neničelne lastne vrednosti matrik XY ter Y X enake. Za lastno vrednost λ ̸= 0
matrike XY in vsak lastni vektor v, ki pripada λ, velja
XY v = λv
Y X(Y v) = λ(Y v),
torej je λ tudi lastna vrednost matrike Y X za lastni vektor Y v. Podoben sklep lahko
naredimo za lastne vrednosti µ ̸= 0 matrike Y X. Iz tega dejstva lahko izpeljemo
povezavo med karakterističnima polinomoma matrike XY ter Y X. Snov za dokaz
naslednje leme je vzeta iz [6].
Lema 3.30. Naj bo matrika X velikosti m × n in matrika Y velikosti n ×m, kjer
je m ≥ n. Za matriki XY ter Y X velja
∆XY (λ) = λ
m−n∆Y X(λ),
kjer sta ∆XY ter ∆Y X karakteristična polinoma matrik XY in Y X.
Dokaz. Naj bo matrika A enaka
A =
[︃
Im X
Y λIn
]︃ [︃
λIm −X
0n,m In
]︃
=
[︃
λIm 0m,n
λY λIn − Y X
]︃
in matrika B enaka
B =
[︃
Im X
Y λIn
]︃ [︃
λIm 0m,n
−Y In
]︃
=
[︃
λIm −XY X
0n,m λIn
]︃
.
Po eni strani za determinanti matrik A in B velja
detA =
⃓⃓⃓⃓
Im X
Y λIn
⃓⃓⃓⃓ ⃓⃓⃓⃓
λIm −X
0n,m In
⃓⃓⃓⃓
= (detλIm)(det In)
⃓⃓⃓⃓
Im X
Y λIn
⃓⃓⃓⃓
= λm
⃓⃓⃓⃓
Im X
Y λIn
⃓⃓⃓⃓
detB =
⃓⃓⃓⃓
Im X
Y λIn
⃓⃓⃓⃓ ⃓⃓⃓⃓
λIm 0m,n
−Y In
⃓⃓⃓⃓
= (detλIm)(det In)
⃓⃓⃓⃓
Im X
Y λIn
⃓⃓⃓⃓
= λm
⃓⃓⃓⃓
Im X
Y λIn
⃓⃓⃓⃓
,
torej velja detA = detB. Po drugi strani pa velja
detA =
⃓⃓⃓⃓
λIm 0m,n
λY λIn − Y X
⃓⃓⃓⃓
= (detλIm)(det(λIn − Y X)) = λm det(λIn − Y X)
detB =
⃓⃓⃓⃓
λIm −XY X
0n,m λIn
⃓⃓⃓⃓
= (det(λIm −XY ))(detλIn) = λn det(λIm −XY ).
Od tod sledi
det(λIm −XY ) = λm−n det(λIn − Y X). □
Spomnimo se definicije regularnega grafa.
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Definicija 3.31. Graf G je regularen stopnje k, če so vsa vozlišča stopnje k. Pra-
vimo, da je G k-regularen.
Naj bo graf G reda n k-regularen. Tedaj je število povezav v grafu enako m = nk
2
.
Oglejmo si njegov povezavni graf L(G). Vozlišče α v povezavnem grafu L(G) je
povezava v grafu G. Obe krajišči povezave α v G sta krajišči še dodatnim k − 1
povezavam. Po definiciji povezavnega grafa je torej vozlišče α v L(G) povezano z
2(k − 1) vozlišči. Zaključimo lahko, da je povezavni graf L(G) 2(k − 1)-regularen.
Za konec tega razdelka izpeljimo zvezo med karakterističnima polinomoma grafa
G in njegovega povezavnega grafa L(G).
Trditev 3.32. Naj bo G k-regularen reda n z m povezavami. Naj bo f(λ) karak-
teristični polinom grafa G in g(λ) karakteristični polinom povezavnega grafa L(G).
Tedaj velja
g(λ) = (λ+ 2)m−nf(λ+ 2− k).
Dokaz. Naj bo B matrika sosednosti grafa G in BL matrika sosednosti povezavnega
grafa G(L). Naj bo A incidenčna matrika grafa G. Z uporabo trditve 3.27 dobimo
det(λIm −BL) = det(λIm − (AAT − 2Im)) = det((λ+ 2)Im − AAT ).
Po lemi 3.30 velja
det((λ+ 2)Im − AAT ) = (λ+ 2)m−n det((λ+ 2)In − ATA).
S pomočjo trditve 3.15 lahko to poenostavimo v
(λ+ 2)m−n det((λ+ 2)In − ATA)
= (λ+ 2)m−n det((λ+ 2)In − (kIn +B))
= (λ+ 2)m−n det((λ+ 2− k)In −B). □
3.5. Laplaceova matrika. Podrobneje bomo obravnavali Laplaceovo matriko in
izpeljali izrek, ki podaja enačbo za izračun števila vpetih dreves v grafu. Spomnimo
se definicije Laplaceove matrike.
Definicija 3.33. Naj bo G multigraf reda n in naj bo A orientirana incidenčna
matrika grafa G. Naj bo B matrika sosednosti grafa G in D diagonalna matrika
reda n, katere diagonalni element di je enak stopnji vozlišča vi. Laplaceova matrika
grafa G je definirana kot
F = ATA = D −B.
Laplaceova matrika F je singularna, saj je rang matrike A, ter posledično rang
matrike F , po izreku 3.18 največ n− 1. Spomnimo se, da je vpeto drevo T grafa G
vpet podgraf grafa G, ki tvori drevo. Očitno vsak povezan graf vsebuje vpeto drevo.
Iz diskretne matematike že poznamo naslednjo lemo, njen dokaz pa se nahaja tudi
v [2, trditev 4.1.4].
Lema 3.34. Graf G reda n je drevo natanko tedaj, ko je povezan in ima n − 1
povezav.
Naj bo U podmnožica povezav grafa G. Z ⟨U⟩ označimo podgraf v G, ki vsebuje
vse povezave iz U ter vozlišča, ki so krajišče vsaj ene povezave iz U .
Primer 3.35. Naj bo G graf z množico povezav E = {a, b, c, d, e, f} in naj bo
U = {c, f, e}. Grafa G in ⟨U⟩ sta prikazana na sliki 11. ♢
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Slika 11. Graf G (levo) in njegov podgraf ⟨U⟩ (desno) iz primera 3.35.
S pomočjo posledice posledice 3.20 izpeljimo pogoj, da je ⟨U⟩ vpet podgraf.
Lema 3.36. Naj bo U podmnožica povezav v povezanem grafu G reda n in |U | =
n− 1. Naj bo AU podmatrika reda n− 1 orientirane incidenčne matrike A grafa G,
kjer vrstice AU predstavljajo povezave iz U . Potem je AU obrnljiva natanko tedaj,
ko je ⟨U⟩ vpeto drevo v G.
Dokaz. Naj bo G′ vpeti podgraf grafa G, ki vsebuje natanko povezave iz U . Po
posledici 3.20 je G′ povezan natanko tedaj, ko je rang(AU) = n− 1. Ker je AU reda
n− 1, je G′ povezan natanko tedaj, ko je AU obrnljiva.
Dokazati moramo še, da je G′ vpeto drevo natanko tedaj, ko je ⟨U⟩ vpeto drevo.
Če je graf G′ vpeto drevo, je povezan. Graf G′ vsebuje natanko povezave iz U , torej
je vsako vozlišče v G krajišče vsaj ene povezave iz U . Zato so v ⟨U⟩ vsa vozlišča
iz G in velja G′ = ⟨U⟩. V obratno smer sledi direktno iz definicij. Če je ⟨U⟩ vpeto
drevo, je vpeti podgraf s povezavami iz U , torej je ⟨U⟩ = G′. □
Definicija 3.37. Kompleksnost grafa G je število vpetih dreves v grafu. Označimo
jo s c(G). V primeru da G ni povezan, je kompleksnost grafa G enaka c(G) = 0.
V nadaljevanju bomo potrebovali nekaj osnovnih lastnosti adjungiranih matrik,
ki so bolj podrobno navedene v [4]. Naj bo A matrika reda n. Spomnimo se,
da je adjungirana matrika matrike A enaka transponirani matriki kofaktorjev in jo
označimo z adj(A). Matrika kofaktorjev C je definirana kot
C =
[︁
(−1)i+jMij
]︁
i,j=1,2,...,n
,
kjer je Mij determinanta podmatrike A, ki jo dobimo tako, da v A odstranimo i-to
vrstico ter j-ti stolpec. Osnovne lastnosti adjungirane matrike so
adj(0) = 0,
adj(I) = I,
adj
(︁
AT
)︁
= adj(A)T ,
adj(AB) = adj(B) adj(A),
adj(cA) = cn−1 adj(A), c ∈ R,
A adj(A) = adj(A)A = det(A)I.
Iz linearne algebre poznamo naslednjo lemo, ki povezuje dimenzijo jedra in dimenzijo
slike linearne preslikave.
Lema 3.38. Naj bosta V in U končno razsežna vektorska prostora. Za linearno
preslikavo A : V → U velja
dim(im(A)) + dim(ker(A)) = dim(V ).
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Lema 3.39. Naj bo A realna matrika. Velja
rang(ATA) = rang(A).
Dokaz. Dokazali bomo, da je ker(ATA) = ker(A). Od tod sledi
dim(ker(ATA)) = dim(ker(A))
in zato po lemi 3.38 velja
rang(ATA) = dim(V )− dim(ker(ATA)) = dim(V )− dim(ker(A)) = rang(A).
Naj bo x ∈ ker(A). Po definiciji jedra velja
Ax = 0
ATAx = 0
x ∈ ker(ATA),
torej je ker(A) ⊆ ker(ATA).
Naj bo sedaj x ∈ ker(ATA). Po definiciji jedra velja
ATAx = 0
xTATAx = 0
(Ax)TAx = 0
||Ax||2 = 0.
Po definiciji norme je Ax = 0 in zato x ∈ ker(A). Torej je ker(ATA) ⊆ ker(A). □
V naslednji lemi bomo dokazali, da je adjungiranka Laplaceove matrike posebne
oblike.
Lema 3.40. Adjungiranka Laplaceove matrike F je večkratnik matrike J .
Dokaz. Lemo bomo najprej dokazali za nepovezane grafe, nato pa še za povezane.
Naj bo G nepovezan graf. Iz F = ATA po lemi 3.39 sledi, da je rang(F ) =
rang(A). Ker je G nepovezan, iz izreka 3.18 sledi rang(F ) = rang(A) < n−1. Rang
vsake (n−1)×(n−1) podmatrike F , ki jo dobimo tako, da odstranimo en stolpec in
eno vrstico, je strogo manjši od n− 1, zato je determinanta take podmatrike enaka
0. Od tod sledi adj(F ) = 0.
Naj bo sedaj G povezan. Po izreku 3.18 je rang(F ) = rang(A) = n − 1 in zato
det(F ) = 0. Iz enačbe
F adj(F ) = det(F )I = 0
sledi, da je vsak stolpec matrike adj(F ) v jedru matrike F . Ker je rang(F ) = n− 1,
je jedro matrike F enodimenzionalen vektorski prostor. Definirajmo vektor e =
(1, 1, . . . , 1)T . Iz definicije F sledi
Fe = (D −B)e = De−Be,
kjer je D diagonalna matrika, katere diagonalni člen di je stopnja vozlišča vi in B
matrika sosednosti grafa G. Člen na mestu z indeksom i v vektorju Be je enak
vsoti elementov i-te vrstice matrike sosednosti B, kar je stopnja vozlišča vi. Torej
je Fe = 0. Vektor e vzamemo za bazo jedra matrike F . Vsak stolpec v adj(F ) je s
skalarjem pomnožen vektor e. Zapišimo j-ti stolpec matrike adj(F ) kot uje, kjer je
uj skalar. Ker je F = ATA simetrična, je zaradi lastnosti adjungiranih matrik tudi
adj(F ) simetrična in od tod sledi uj = ui za vse i, j = 1, 2, . . . , n. □
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V nadaljevanju bomo potrebovali Cauchy–Binetovo formulo. Snov za dokaz te
formule bomo črpali iz [5].
Trditev 3.41 (Cauchy-Binet). Naj bo A matrika velikosti m × n in B matrika
velikosti n ×m, kjer je m ≤ n. Definiramo množico [n] = {1, 2, . . . , n}. Naj bo S
podmnožica [n] z m elementi. Z A[m],S označimo matriko velikosti m × m, katere
stolpci so stolpci matrike A z indeksi iz S in z BS,[m] označimo matriko velikosti
m×m, katere vrstice so vrstice matrike B z indeksi iz S. Velja
det(AB) =
∑︂
S⊆[n]
|S|=m
det(A[m],S) det(B[m],S).
Za dokaz trditve 3.41 bomo potrebovali naslednjo lemo.
Lema 3.42. Naj bo A matrika reda n. Za vsak 1 ≤ k ≤ n je koeficient pred členom
λn−k v polinomu det(λIn + A) enak vsoti glavnih poddeterminant velikosti k × k
matrike A.
Dokaz. Dokaza se bomo lotili z indukcijo na velikost matrike n. Za n = 2 velja
det(λI + A) =
⃓⃓⃓⃓
a+ λ b
c d+ λ
⃓⃓⃓⃓
= λ2 + λ(a+ d) + ad− bc.
Vsota glavnih poddeterminant velikosti k = 1 je enaka a + d, vsota glavnih podde-
terminant velikosti k = 2 pa je enaka det(A) = ad− bc.
Dokažimo lemo še za n > 2. Označimo s p(λ) = det(λIn + A). Po definiciji
determinante velja
p(λ) =
∑︂
π∈Sn
sgn(π)b1π(1)b2π(2) · · · bnπ(n),
kjer je bij element matrike λIn + A z indeksoma (i, j). Odvod p′(λ) polinoma p(λ)
je enak
p′(λ) =
(︄∑︂
π∈Sn
sgn(π)b1π(1)b2π(2) · · · bnπ(n))
)︄′
=
∑︂
π∈Sn
sgn(π)(b′1π(1)b2π(2) · · · bnπ(n)+ b1π(1)b′2π(2) · · · bnπ(n)+ · · ·+ b1π(1)b2π(2) · · · b′nπ(n))
=
⃓⃓⃓⃓
⃓⃓⃓⃓ 1 0 · · · 0a21 a22 + λ · · · a2n... ... ...
an1 an2 · · · ann + λ
⃓⃓⃓⃓
⃓⃓⃓⃓+
⃓⃓⃓⃓
⃓⃓⃓⃓a11 + λ a12 · · · a1n0 1 · · · 0... ... ...
an1 an2 · · · ann + λ
⃓⃓⃓⃓
⃓⃓⃓⃓+ · · ·
+
⃓⃓⃓⃓
⃓⃓⃓⃓a11 + λ a12 · · · a1na21 a22 + λ · · · a2n... ... ...
0 0 · · · 1
⃓⃓⃓⃓
⃓⃓⃓⃓ ,
kjer je aij element matrike A z indeksoma (i, j). Determinanto na i-tem mestu v
zgornji vsoti razvijemo po i-ti vrstici in dobimo
(7) p′(λ) = det(λIn−1 +M1) + det(λIn−1 +M2) + · · ·+ det(λIn−1 +Mn),
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kjer je Mi glavna podmatrika matrike A velikosti (n− 1)× (n− 1), ki jo dobimo z
odstranitvijo i-te vrstice ter i-tega stolpca matrike A. Označimo
gi(λ) = det(λIn−1 +Mi)
in zapišemo polinoma p(λ) ter p′(λ) kot
p(λ) = λn + c1λ
n−1 + · · ·+ ckλn−k + · · ·+ cn−1λ+ cn
p′(λ) = nλn−1 + (n− 1)c1λn−2 + · · ·+ (n− k)ckλn−k−1 + · · ·+ cn−1.
Dokazati želimo, da je ck enak vsoti glavnih poddeterminant velikosti k× k matrike
A. Po (7) je p′(λ) enak vsoti polinomov gi(λ). Za koeficient pred λn−k−1 v polinomu
p′(λ) zato velja
(8) (n− k)ck =
n∑︂
i=1
c
(i)
k ,
kjer je c(i)k koeficient pred λ
n−k−1 v polinomu gi(λ). Po indukcijski predpostavki je
c
(i)
k enak vsoti glavnih poddeterminant velikosti k × k matrike Mi, ki so očitno tudi
glavne poddeterminante velikosti k × k matrike A.
Poljubna glavna poddeterminanta B velikosti k×k matrike A je glavna poddeter-
minanta velikosti k× k matrike Mi za tiste i, kjer B ne vsebuje i-te vrstice matrike
A. Takih Mi je natanko n − k. Torej bo vsaka glavna poddeterminanta velikosti
k× k matrike A v vsoti∑︁ni=1 c(i)k nastopala natanko (n− k)-krat. Iz (8) sledi, da je
ck enak vsoti glavnih poddeterminant velikosti k × k matrike A.
Za k = n iščemo prosti člen polinoma p(λ), ki je enak p(0) = det(A), kar je očitno
tudi edina poddeterminanta velikosti n× n matrike A. □
S pomočjo leme 3.42 se lahko lotimo dokaza Cauchy–Binetove formule.
Dokaz trditve 3.41. Iz dokaza leme 3.30 sledi enakost
(9) det(λIn +BA) = λn−m det(λIm + AB).
Oglejmo si koeficient pred λn−m v enačbi (9). Na levi strani bomo po lemi 3.42
dobili vsoto glavnih poddeterminant velikost m×m matrike BA, na desni strani pa
bomo dobili prosti člen polinoma det(λIm+AB), ki je enak det(AB). Dobimo torej
enakost
det(AB) =
∑︂
S⊆[n]
|S|=m
det((BA)S,S) =
∑︂
S⊆[n]
|S|=m
det(BS,[m]A[m],S)
=
∑︂
S⊆[n]
|S|=m
det(A[m],S) det(BS,[m]). □
Naj bo G graf in F njegova Laplaceova matrika. V lemi 3.40 smo pokazali,
da je adjungirana Laplaceova matrika večkratnik matrike J , torej adj(F ) = uJ .
Dokažimo, da je skalar u enak kompleksnosti grafa G.
Izrek 3.43. Naj bo G graf in F njegova Laplaceova matrika. Velja
adj(F ) = c(G)J.
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Dokaz. Po lemi 3.40 je dovolj pokazati, da je en kofaktor matrike F enak komple-
ksnosti c(G). Označimo z A0 matriko, ki jo dobimo iz orientirane incidenčne matrike
A grafa G tako, da odstranimo zadnji stolpec v A. Očitno je det(AT0A0) kofaktor
matrike F . Naj bo U podmnožica povezav v G moči n − 1. Z AU označimo pod-
matriko reda n − 1 matrike A0, katere vrstice se ujemajo s povezavami iz U . Po
trditvi 3.41 velja
det(AT0A0) =
∑︂
det(ATU) det(AU),
kjer je vsota po vseh možnih izbirah U . Po lemi 3.36 je AU obrnljiva natanko tedaj,
ko je ⟨U⟩ vpeto drevo v grafu G in posledično je det(AU) ̸= 0 natanko tedaj, ko je
⟨U⟩ vpeto drevo. V primeru da je ⟨U⟩ vpeto drevo, je AU orientirana incidenčna
matrika grafa ⟨U⟩, brez zadnjega stolpca. Po posledici 3.24 velja det(AU) = ±1.
Ker je det(AU) = det(ATU), je en člen vsote det(ATU) det(AU) = 1 natanko tedaj, ko
je ⟨U⟩ vpeto drevo. Od tod sledi det(AT0A0) = c(G). □
Za število vpetih dreves v polnem grafu Kn poznamo Cayleyevo formulo, ki pravi,
da je to enako
c(Kn) = n
n−2.
Izpeljimo to dejstvo s pomočjo izreka 3.43, kot prikazano v [3, poglavje 4.1.3].
Primer 3.44. Naj bo Kn poln graf reda n. V grafu Kn je vsako vozlišče povezano
z vsakim, torej je njegova matrika sosednosti enaka B = J − I. Iz tega prav tako
sledi, da je stopnja vsakega vozlišča enaka n− 1. Laplaceova matrika polnega grafa
je torej
F = D −B = (n− 1)I − (J − I) = nI − J.
Po izreku 3.43 je dovolj izračunati en element matrike adj(F ). Element z indeksoma
(1, 1) je determinanta velikosti (n− 1)× (n− 1) naslednje oblike.
(adj(F ))1,1 =
⃓⃓⃓⃓
⃓⃓⃓⃓n− 1 −1 · · · −1−1 n− 1 · · · −1... . . . ...
−1 −1 · · · n− 1
⃓⃓⃓⃓
⃓⃓⃓⃓
Prištejemo vse stolpce prvemu in dobimo
(adj(F ))1,1 =
⃓⃓⃓⃓
⃓⃓⃓⃓1 −1 · · · −11 n− 1 · · · −1... . . . ...
1 −1 · · · n− 1
⃓⃓⃓⃓
⃓⃓⃓⃓ .
Sedaj prištejemo prvi stolpec vsem ostalim, ter dobljeno determinanto razvijemo po
prvi vrstici.
(adj(F ))1,1 =
⃓⃓⃓⃓
⃓⃓⃓⃓1 0 · · · 01 n · · · 0... . . . ...
1 0 · · · n
⃓⃓⃓⃓
⃓⃓⃓⃓ = det(nIn−2) = nn−2.
S tem smo izpeljali Cayleyevo formulo
c(Kn) = n
n−2. ♢
Izrek 3.43 lahko zapišemo v bolj elegantni obliki, kjer je kompleksnost grafa izra-
žena direktno in ne v matrični obliki.
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Trditev 3.45. Naj bo G graf reda n in F njegova Laplaceova matrika. Kompleksnost
grafa G je podana z enačbo
c(G) = n−2 det(F + J).
Dokaz. Oglejmo si naslednjo enakost.
(F + J)(nI − J) = nF − FJ + nJ − J2 = nF.
Pri izračunu smo uporabili dejstvo J2 = nJ , ki sledi direktno iz definicije množenja
matrik, ter enakost FJ = JF = 0, ki sledi iz dokaza leme 3.40. Adjungiramo obe
strani zgornje enačbe. Pri izračunu adjungirane desne strani uporabimo izrek 3.43
in dobimo
adj(nF ) = nn−1 adj(F ) = nn−1c(G)J.
Za izračun adjungirane leve strani pa uporabimo enačbo, ki smo jo dobili v pri-
meru 3.44 in dobimo
adj ((F + J)(nI − J)) = adj(nI − J) adj(F + J) = nn−2J adj(F + J).
Prišli smo torej do enakosti
nn−2J adj(F + J) = nn−1c(G)J.
Obe strani enačbe pomnožimo s F + J z desne in dobimo
nn−2J adj(F + J)(F + J) = nn−1c(G)J(F + J)
nn−2J det(F + J) = nn−1c(G)(JF + J2)
nn−2 det(F + J)J = nnc(G)J.
Če obe strani delimo z nn in primerjamo koeficienta pred J , dobimo želeno enakost
c(G) = n−2 det(F + J). □
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