Case-based reasoning can be a particularly useful problem solving strategy when combined with other artificial intelligence reasoning paradigms or with some other computational problem solving method. An approach is presented in which the machine learning capabilities of an artificial neural network are used to enhance the reuse of past experience in the case-based reasoning cycle. This approach has been found to be effective in the application of case-based reasoning to forecasting.
Introduction
Although case-based reasoning (CBR) may be employed on its own as a method of artificial intelligence (AI) problem solving, it can be particularly useful when combined with some other AI problem solving paradigm, for example artificial neural networks, constraint satisfaction or rule-based mechanism. As well as being used in conjunction with other AI problem solving paradigms, case-based reasoning may also be integrated with other computer-based technologies.
The structure of the paper is as follows. The combination of CBR with some other method of problem solving is considered, first through the combination of CBR with some other non-AI computational problem solving method, and then through the combination of CBR with another AI method. Then the particular combination of CBR and artificial neural networks is discussed. A model for the integration of CBR and neural network operations, which has been investigated by the authors, is then presented. The application of this approach to the problem of forecasting, and the ensuing results, are then described.
CBR in Hybrid Problem Solving

Combining CBR with a Non-AI Method
As well as operating in conjunction with other AI reasoning methods, CBR may, to good effect, also be used in support of some other computer-based technology or theory. CBR has, for example, been integrated with Decision Theory, to provide a casebased assistant to help in the design of pharmaceuticals [1] . This approach is reported to have demonstrated its usefulness in the evaluation of design alternatives and choices, based on user-defined criteria, by combining the heuristic descriptive reasoning of CBR with the formal reasoning of Decision Theory.
CBR has been applied in support of Quality Function Deployment (QFD), a product development methodology which is aimed at increasing customer focus throughout the product development process. The methodology involves a number of stages in which the means for achieving a set of requirements are identified, culminating in a set of production operations to create the product. Problems are frequently encountered because of the nature of the decisions that need to be made in QFD, which depend heavily on the previous experience of the designer. Because of this reliance on previous experience and the subjective nature of the decisions which are required in the early stages of QFD, it is believed that Case-Based Reasoning may be an effective approach in providing computational decision support to the designer in applying QFD. A prototype system is being developed to support the early stages of QFD, which employs previous design experience and relevant customer feedback [2] .
The concepts of CBR and QFD have also been combined to assist in software design by supporting the attainment of quality in software development. Advice is given on which metrics are appropriate for assessing the quality of the software being designed [3] . The system incorporates a library of cases holding past software quality histories. To apply QFD in software development it is necessary to determine the software requirements (quality factors) which need to be specified by the customer, e.g. efficiency, maintainability, portability, and also to measure the software metrics during the different stages of development. The quality assessment model which has been developed is designed to measure the overall quality deviation (i.e. the deviation from the customer requirements) as a useful overall measure of software quality. The results obtained using data drawn from industrial case studies suggest that the combination of quality function deployment and case based reasoning can provide an effective means of supporting the assessment of software quality.
Combining CBR with another AI Method
This section considers the combination of two or more AI problem solving methods in order to produce a hybrid problem solving approach. Much work has been carried out elsewhere, especially in combining rule-based and connectionist approaches to problem solving. In the particular case of hybrid case-based reasoning, Hunt and Miles [4] identify two approaches to combining the separate reasoning methods: the tightlycoupled approach, in which the lines of communication and the control process are defined algorithmically; and the loosely-coupled approach, in which the system components are not closely linked and the control mechanism may be determined dynamically. Whilst the former approach may provide more efficient operation, the latter approach has the potential of providing a more flexible problem solving capability.
The incorporation of another AI method may be to support one or more of the processes of the CBR cycle, with the aim of strengthening the CBR problem solving behaviour. For example, case adaptation may be guided with the aid of a rule-based component, through access to a collection of adaptation rules. Used as such, the second problem solving method may be regarded as being subservient to the CBR method.
Alternatively, the CBR mechanism may be used, either in parallel with, or in support of some other problem solving method. In this paper, attention is directed to the combination of artificial neural networks and case-based reasoning, possibilities for which are discussed in the next section.
Combining CBR and Neural Networks
Case-Based Reasoning and Neural Networks may be considered to be complementary problem solving methods [5] ; CBR systems are able to reuse information from past experience, whereas neural networks can generate adaptive structures using large data sets. Many complex tasks that a human being can perform with apparent ease, for example distinguishing among visual images, patterns or sounds, are not so easily performed by computers using traditional algorithmic methods. Neural networks are a more appropriate means of carrying out such tasks, since their structure and processing operations are modelled on those believed to be present in the human brain [6] . ANNs are able to analyse large quantities of data to establish patterns and characteristics in situations where rules are not known and, in many cases, can make sense of incomplete or noisy data.
CBR systems have the potential to provide, by reference to previous learned experiences, some of the human characteristics of problem solving that are difficult to simulate using the logical, analytical techniques of knowledge-based systems and standard software technologies. CBR has much potential application in engineering, particularly design. An underlying premise in such research is that in providing intelligent computer-aided support for design, a strategy of enabling access to and reuse of previous design experience may be more effective than attempting to reason from domain knowledge alone. The aim in applying CBR to engineering design may be to meet one of various design goals: to support quality assurance, to learn from previous design processes, or to facilitate design traceability [7] .
Hybrid CBR and ANN Systems
There is current interest in the application of hybrid CBR and ANN systems in various domains, including engineering and healthcare. For example, a fuzzy logic-based neural network in a case-based system, as a means of diagnosing symptoms in electronic systems has been proposed by Liu and Yan [8] , the aim being to overcome the problem that descriptions of symptoms are often uncertain and ambiguous. In the domain of medical diagnosis, Reategui et al. [9] have used an integrated case-based reasoning and neural network approach: the task of the neural network is to generate hypotheses and to guide the CBR mechanism in the search for a similar previous case that supports one of the hypotheses. The model has been used in developing a system for the diagnosis of congenital heart diseases and has been evaluated using two cardiological databases with a total of over two hundred cases. The hybrid system is able to solve problems that cannot be solved by the neural network alone with a sufficient level of accuracy.
An important task in the design of case-based systems is the determination of the features that make up a case and also of ways to index those cases in the case-base for efficient and correct retrieval. Main et al. [10] consider the use of fuzzy feature vectors and neural networks as a means of improving the indexing and retrieval steps in casebased systems. A neural network has been employed as a basis for calculating a measure of similarity between a new problem case and each stored candidate [11] . It is claimed that the neural network provides a mechanism to retrieve cases using information that in other models would require a parallel architecture. The connection between both case-based and rule-based reasoning mechanisms and high level connectionist models has been investigated by Sun [12] in the process of exploring the use of such models for approximate common sense reasoning.
Design Support with Neural Networks and CBR
The field of engineering design, in particular, has attracted the attention of CBR researchers. An algorithm for neural network based analogical case retrieval and a strategy of constraint networks based object scheme evaluation and modification are proposed by Quan et al. [13] who have applied such an approach to industrial steam turbine design.
Artificial neural networks have been applied to many civil and structural engineering problems, where their ability to solve unknown functional mappings has been exploited to solve complex problems. As an example, a hybrid AI approach to masonry panel design support has been developed at the Universities of Strathclyde and Edinburgh [14] . Because of the lack of an adequate theoretical model for such designs and also the availability of a considerable amount of experimental results, the situation lends itself well to the application of CBR and neural networks. The role of CBR is to identify a theoretical method of analysis which is most suitable for the current problem, whilst the neural network is employed to obtain a solution with substantial savings in computer processing time. The hybrid system combines ANN and CBR to obtain the failure pressure of masonry panels. The CBR system stores cases derived from experimental tests at various research centres. The experimental failure pressure results are analysed using a finite element plate bending program incorporating the bi-axial failure criterion [15] . By comparing the experimental results with theoretically predicted results, it is possible to deduce which method would be expected to produce the most reliable results in any particular situation.
A case base containing several such panel analyses is used to assist the user in determining which method should be used. Each case contains the experimental results from the analysis of panels, using different boundary conditions, together with theoretical results for the various cases and an appraisal of the recommended method of analysis.
The operation of the hybrid model in calculating the failure pressure of a panel is as follows. First the neural network is trained with data generated from existing methods of analysis. After training, the performance of the net is evaluated by testing it against a separate set of problems. When a new panel is to be analysed, the user supplies its parameter values to the CBR component. The CBR system identifies the best matching stored case, which, as well as the experimental results, also records the theoretical predictions of the failure load and the most reliable method of analysis. The method that previously produced the closest result to the experimentally obtained failure pressure is then displayed. After studying the results, the user can decide which method to adopt for the current problem.
Integrating ANN in CBR
The introduction of a neural network in a hybrid CBR system may be with the aim of supporting one of the processes in the CBR cycle. It is this approach which is being investigated in the current research and which enables the learning capabilities of a neural network to be used in making effective reuse of information contained in several cases which closely match the current problem situation.
An appropriate type of network for this, and the one which has been employed in the current research, is the Radial Basis Function network [16] , in which the input layer is a receptor for the input data, whilst the hidden layer performs a non-linear transformation from the input space to the hidden layer space. The hidden neurons form a basis for the input vectors; the output neurons merely calculate a linear combination of the hidden neurons' outputs. Activation is fed forward from the input layer to the hidden layer where a Basis Function is calculated. The weighted sum of the hidden neurons' activations is calculated at the single output neuron. Radial Basis Functions (RBF) are better at interpolating that at extrapolating and are less sensitive to the order in which data is presented to them than is the case with other neural network models, such as Multi-Layer Perceptrons. Furthermore, Radial Basis Functions are of potential use in hybrid systems because of their fast learning capability. A model for the incorporation of an RBF network in the Reuse phase of the CBR cycle is depicted in Figure 1 . The parameters of a previously trained network (i.e. the network's centres and weights) are stored. On input of a new problem, the closest matching cases are retrieved from the case base. Then the stored network parameters are retrieved and the network is trained with the data values in the retrieved cases. After training, the corresponding values of the new problem are presented to the network inputs, in order to produce a problem solution. This provisional solution may need to be modified, using other stored knowledge, to produce the final output solution. Finally, the revised parameters are recorded for use in solving future problems.
Practical Application
The hybrid CBR problem solving method outlined above is being investigated in collaborative work between the University of Paisley and Plymouth Marine Laboratory (PML) in which the aim is to develop a methodology for predicting the values of physical parameters of the ocean (in particular, sea temperature at a given depth) at some point ahead of a moving vessel from data acquired in real time, and also from past records of sea temperature (and possibly other oceanographic parameters). This information may also then be used to provide a forewarning of an impending oceanographic front, i.e. a boundary between different large water masses. The approach builds on earlier collaborative into the application of knowledge based methods for the analysis of oceanographic data [17] .
Real-Time Forecasting
The raw data (on sea temperature, salinity, density and other physical characteristics of the ocean) which are measured in real time by sensors located on the vessel, consist of a time series of sampled parameter values. These data values are supplemented by additional data derived from satellite images, which are received weekly. Temperature values are sampled along a single horizontal dimension, thus forming a set of data points. This data must be pre-processed in order to eliminate noise, to enhance interesting features, to smooth stable areas and to transform the data set into a form which may be represented on an absolute scale. Figure 2 gives an outline of the forecasting system and its components.
In order to produce a forecast in real-time, a problem case is generated every 2 km, which consists of a sequence of N sampled data values (after suitable filtering and preprocessing) immediately preceding the data value corresponding to the current position of the vessel. The problem case also includes various other numerical values, which include the current geographical location of the vessel and the time and date when the case was recorded. The set of N data values forms an input vector, which is then used to produce a forecast of the ocean temperature, ahead of the vessel.
The forecasted values are created using the neural network enhanced case-base reasoning approach, presented in the preceding section. The CBR mechanism allows the experience recorded in previous forecasting situations to be reused. The role of the neural network lies in the case adaptation process. Type A cases are used to forecast up to 10 km ahead and Type B up to 40 km ahead of the current location. The case base which is composed of a large number of data profiles recorded by the Plymouth Marine Laboratory during the last decade, during many scientific cruises. The case base also holds additional cases that have been created from satellite images, to create a collection of cases representative of the whole of the Atlantic Ocean. Cases may also be created from data obtained from a temperature sensor operating in real time. The forecasting system uses data from two sources: (i) the real-time data are used to create a succession of problem cases, characterising the current forecasting situation; (ii) data derived from satellite images are stored in a database (which, for simplicity, is not shown in Fig. 3 ). The satellite image data values are used to generate cases, which are then stored in the case base and subsequently updated during the CBR operation.
System Operation
The cycle of forecasting operations (which is repeated every 2 km) proceeds as outlined below.
• First a new problem case is created from the pre-processed real-time data.
• A set of k cases, which most closely match this current problem case, is then obtained from the case base during the CBR retrieve phase, using nearest neighbour matching.
• In the reuse phase, the values of the weights and centres of the RBF neural network used in the previous forecast are retrieved from the neural network knowledge base. These network parameters together with the k closest matching cases are then used to create a forecast of the temperature 5 km ahead. At this point the parameters of the network are modified by taking into account the information contained in the retrieved cases. The effect of this is to allow the system to learn from all these k cases (rather than simply using the single adjudged closest matching case) in making a new forecast.
• The revised forecast is then retained in a temporary store -the forecasts database.
When the vessel has travelled a further 5 km, the actual value of the water temperature at that point is measured. The forecasted value for the temperature at this point can then be evaluated, by comparison of the actual and forecasted values, and the error obtained. A new case, corresponding to this forecasting operation is then entered in the case base. Knowledge of the forecasting error is also, at this point, used to update the error limits of all the k cases that were reused to obtain that forecast.
Conclusion
The hybrid system has been tested at sea, on a research cruise in the Atlantic Ocean, which crossed several water masses and oceanographic fronts. The results obtained were very encouraging and indicate that the hybrid system is able to produce a forecast with a low average forecasting error. Experiments have also been carried out to evaluate the performance of the hybrid forecasting approach in comparison with several separate neural networks and statistical forecasting methods and also with a CBR system alone. The hybrid CBR-neural network method produced a lower forecasting error than any of these other methods.
The experimental results obtained to date are encouraging and indicate that the neural network supported approach is effective in the task of predicting future oceanographic parameter values. It is believed that the approach may be applicable to the problem of parametric forecasting in other complex domains using sampled time series data.
