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Abstract
In this article a fractional cross-diffusion system is derived as the rigorous many-particle limit of a multi-
species system of moderately interacting particles that is driven by Le´vy noise. The form of the mutual
interaction is motivated by the porous medium equation with fractional potential pressure. Our approach
is based on the techniques developed by K. Oelschla¨ger, in which the convergence of a regularization of
the empirical measure to the solution of a correspondingly regularized macroscopic system is shown. A
well-posedness result and the non-negativity of solutions is proved for the regularized macroscopic system,
which then yields the same results for the non-regularized fractional cross-diffusion system in the limit.
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1 Introduction
The analysis of cross-diffusion systems has attracted the interest of the scientific community in the last years.
However, concerning their rigorous derivation from stochastic N -particle systems, only few results have been
obtained [8, 10, 22]. Compared to these previous results, here we consider the combination of cross-diffusion
and nonlocal effects coming from fractional differential operators. The study of fractional diffusion is motivated
in part by its application in biology, where particles (cells, bacteria, etc.) may move according to Le´vy processes
[2, 17, 19]. In this paper, we first rigorously derive a fractional cross-diffusion system as the many-particle limit
of a moderately interacting particle system. Then we prove a well-posedness result for the limiting fractional
system, which is also novel.
In our derivation the fractional cross-diffusion system
∂tui + σi(−∆)αui − div
( n∑
j=1
aijui∇βuj
)
= 0 in (0, T )× Rd,
ui(0, ·) = u0i in Rd, i = 1, . . . , n,
(1)
for T > 0 with aij ≥ 0 and σi > 0, is obtained as the many-particle limit of a suitable particle system. Here we
consider α ∈ (1/2, 1) and β ∈ (0, 1) in such a way that 2α > β + 1 –this means we are in the regime in which
self-diffusion dominates cross-diffusion effects. In (1), we use the shorthand notation ∇βuj := ∇((−∆)β−12 uj).
The starting point of our analysis is the microscopic description of the particle dynamics, which will be
introduced in detail in Section 1.1. It is given in terms of a system of SDEs –we assume that there are n species,
each with Ni particles for i = 1, . . . , n. In our model, the dynamics are influenced by two forces: a nonlocal
mutual interaction between the subpopulations, which scales in a moderate way as the particle number increases,
and random dispersal, which is modelled by
∑n
i=1Ni i.i.d Le´vy processes. For simplicity, we assume that the
i.i.d. Le´vy processes are taken to correspond to the fractional Laplacian (in the sense of (7) below), which then
appears in (1). However, we expect our analysis to hold for any choice of i.i.d α-stable Le´vy processes. The main
result of this paper is that, in the many-particle limit, the empirical processes of the various subpopulations
converge to the solution of the fractional cross-diffusion system (1).
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The methods that we exploit in this contribution were mainly developed by Oelschla¨ger (see e.g. [24, 25, 26,
27]) and adapted by Stevens to the case of chemotaxis [30]. The basic technique in [24, 25, 26, 27, 30] and [28] is
to, using Itoˆ’s formula and some martingale estimates, examine the asymptotic behaviour of a regularization of
the empirical measure, now viewed as a stochastic process taking values in L2(Rd)n. The contribution [24] was
inspired by the previous work [7] in which a propagation of chaos result for the Burgers’ equation is proven. The
methods of [24] and [7] distinguish themselves in that in [7] the mutual interaction is scaled independently of
the particle number, whereas in [24] these limits are performed simultaneously as the scaling of the interaction
potential and the particle number are coupled. Moreover, a similar approach was also performed in [21], and we
also want to mention the seminal work on propagation of chaos in [32]. Other results in this direction include
[15] in which a rigorous derivation of a Keller-Segel model with fractional diffusion from an N -particle system
was obtained.
The structure of this paper is as follows: We first introduce our microscopic model and review some standard
facts about Le´vy processes. In Section 2, we formulate the main results and give heuristic arguments. Then, in
Sections 3 and 4 we give the arguments for our convergence results. In Section 5 and 6 we prove existence and
uniqueness of non-negative solutions for the limiting macroscopic model. In the Appendix, we collect various
classical results on fractional derivatives that we use in our proofs.
1.1 Description of the microscopic dynamics
We consider the following system of
∑n
i=1Ni SDEs:
dXk,Ni (t) = −
n∑
j=1
1
N
Nj∑
ℓ=1
aij∇β VˆN
(
Xk,Ni (t)−Xℓ,Nj (t)
)
dt+
√
2σidL
k
i (t), (2)
for i = 1, . . . , n and k = 1, . . . , Ni, with aij ≥ 0 and σi > 0. Here, Xk,Ni (t) denotes the position of the k-th
particle of species i at time t > 0 and the Lki are i.i.d. Le´vy processes corresponding to the fractional Laplacian.
The mutual interaction The interaction potential that we use is (−∆)β−12 VˆN for β ∈ (0, 1). Here, VˆN is
defined in terms of a radially symmetric probability density W1 as
VˆN := WN ∗ WˆN for WN (x) = κdNW1(κNx) and WˆN (x) = κˆdNW1(κˆNx), (3)
where κN = N
κ/d and κˆN = N
κˆ/d for exponents κ and κˆ that satisfy conditions given in (11) and κ > κˆ. The
properties satisfied by W1 are listed in (13a) - (13c).
The motivation for our choice of interaction potential is to introduce integrable long-range interactions –the
precise form of the potential is motivated by the porous medium equation with fractional potential pressure
that has been treated by Caffarelli and Va´zquez (see [6, 18, 5] and the overview [33]). Their equation is, in
particular, given by vt = ∇ · (v∇p(v)), where the pressure p(v) = (−∆)−sv for s ∈ (0, 1). This model has
appeared in the context of the macroscopic evolution and the phase segregation dynamics of particles systems
with short- and long-range interactions [11, 12, 13]. It, furthermore, appears in the study of dislocations [3, 14].
In order for our limiting theorems to hold, it is important that the scaling of the interaction is moderate. In
particular, we consider an interaction to be “moderate” if, in the many-particle limit, the mutual interaction
does not depend on the microscopic fluctuations of the particle densities. For more details on the different
scaling regimes see e.g. [24]. To verify that our interaction is moderate we perform a heuristic calculation,
similar to [24]: Assume for simplicity that the processes Xk,Ni (t) for i = 1, . . . , n and k = 1, . . . , Ni are i.i.d.
with a smooth density µ(·, t) and, furthermore, that each Ni = N . We consider the force exerted at x ∈ Rd,
which is given by
∇gN (x, t) := 1
N
n∑
j=1
Nj∑
k=1
aij∇β VˆN
(
x−Xk,Nj (t)
)
,
and take the variance:
Var
(∇gN (x, t)) ≤ C(n, aij) 1
N2
n∑
j=1
N∑
k=1
(∫
Rd
|∇β VˆN
(
x− y)|2µ(y, t) dy − (VˆN ∗ ∇βµ(·, t))(x))2).
We treat the first term on the right-hand side of the above expression using∫
Rd
|∇β VˆN
(
x− y)|2µ(y, t) dy = ∫
Rd
|∇β(WˆN ∗WN )(x− y)|2µ(y, t) dy
=
∫
Rd
κd+2βN κˆ
2d
N |(Wˆ1(κˆN ·) ∗ ∇βW1(κN ·))(s)|2µ(x+ κ−1N s, t) ds,
(4)
2
where we have made the change of variables s = κN (y − x). To finish this calculation we notice that∣∣∣(Wˆ1(κˆN ·) ∗ ∇βW1(κN ·))(s)∣∣∣ ≤
∫
Rd
∣∣Wˆ1(κˆNz)∇βW1(s− κNz)∣∣dz
= κ−dN
∫
Rd
∣∣Wˆ1( κˆN
κN
s′
)∣∣ ∣∣∇βW1(s− s′)∣∣ ds′,
where s′ = κNz. Plugging this into (4) and using that κ > κˆ yields that
Var
(∇gN (x, t)) . N−1κ−d+2βN κˆ2dN ≤ N−1κd+2βN = O(N−1+ (d+2β)κd ).
Notice that, since N−1+
(d+2β)κ
d → 0 when κ satisfies (11), the interactions are moderate.
1.2 Regularized empirical processes
The empirical processes corresponding to the subpopulations are given by
SNi (t) :=
1
N
Ni∑
k=1
δXk,Ni (t)
for i = 1, . . . , n;
so, for any real-valued function ψ on Rd we have that
〈SNi (t), ψ〉 =
1
N
Ni∑
k=1
ψ(Xk,Ni (t)).
Throughout this paper, for any real-valued measure ν, we use the notation
〈ν, ψ〉 :=
∫
Rd
ψ(x)ν(dx).
In Theorem 1, we show that certain regularizations of the empirical processes converge to the solution of a
regularized version of (1). We introduce the following regularized versions of the empirical processes:
sˆNi (t, x) := (S
N
i (t) ∗ VˆN )(x),
sNi (t, x) :=
(
SNi (t) ∗ VN
)
(x),
hNi (t, x) :=
(
SNi (t) ∗WN
)
(x),
(5)
where VN := WN ∗WN and we use the notation from (3). We notice that with (5) we are able to rewrite the
system (2) as
dXk,Ni (t) = −
n∑
j=1
aij∇β sˆNj
(
Xk,Ni (t)
)
dt+
√
2σidL
k
i (t). (6)
1.3 Itoˆ’s formula for Le´vy processes
For i = 1, . . . , n and k = 1, . . . , Ni, the L
k
i (t) in (6) are i.i.d. Le´vy processes on a filtered probability space
(Ω,F ,Ft,P) corresponding to (−∆)α. We mean this in the sense that the Le´vy measure ν of the processes is
given by
dν :=
cd,α
|z|d+2αdz,
where 1/2 < α < 1 and cd,α is a dimensional constant that is, e.g., given in [23, Section 3]. With ν defined as
above, for any real-valued function ψ with sufficient regularity, the nonlocal operator L corresponding to the
i.i.d. Le´vy processes satisfies
Lψ :=
∫
Rd
(
ψ(x+ z)− ψ(x) −∇ψ(x) · zχ|z|≤1
)
dν(z)
= −cd,αP.V.
∫
Rd
ψ(x) − ψ(y)
|x− y|d+2α dy =: −(−∆)
αψ,
(7)
where P.V. denotes the Cauchy principal value.
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As it is the main tool of our derivation, we now give Iˆto’s formula for the dynamics determined by (6). For
this, we notice that the natural space of test functions is given by
C1,2αb (R+ × Rd) =
{
ψ ∈ C1,1b (R+ × Rd) | (−∆)αψ ∈ C0b (R+ × Rd)
}
,
where C0b (R+ × Rd) is the space of continuous bounded functions and C1,1b (R+ × Rd) also requires continuous
and bounded derivatives with respect to time and space. For ψ ∈ C1,2αb (R+ × Rd) the dynamics given by (6)
then yield that
〈SNi (t), ψ(t, ·)〉 = 〈SNi (0), ψ(0, ·)〉 − σi
∫ t
0
〈SNi (τ), (−∆)αψ(τ, ·)〉dτ
−
n∑
j=1
∫ t
0
〈SNi (τ), aij∇β sˆNj (τ,Xk,Ni (τ)) · ∇ψ(τ, ·)〉dτ
+
1
N
Ni∑
k=1
∫ t
0
∫
Rd\{0}
√
2σiDzψ(τ,X
k,N
i (τ−)) N˜ ki (dzdτ).
(8)
Here, Xk,Ni (τ−) denotes the one-sided limit of X
k,N
i (t) as tր τ and
Dzf(y) := f(y + z)− f(y) for any z, y ∈ Rd.
Furthermore, the compensated Poisson measure N˜ ki is defined by
N˜ ki ((0, t]× U) := N ki ((0, t]× U)− tν(U) for any U ∈ B(Rd \ {0}) and t > 0,
where N ki is the Poisson measure
N ki ((0, t]× U) :=
∑
τ∈(0,t]
1U (L
k
i (τ)− Lki (τ−)).
The above expression is a sum because it can be shown that almost-surely the Le´vy process only has a finite
number of jumps in a bounded interval. For the reader’s convenience, we remark that a useful reference on
Le´vy processes is [1].
1.4 Heuristic derivation of the limiting behaviour
Assume that in the many-particle limit the empirical processes SNi (t) converge to limiting processes with smooth
densities, which we suggestively call ui(t, ·). Since
WN ⇀ δ0 and WˆN ⇀ δ0 as N →∞
by (5), it holds that limN→∞ sˆ
N
i = ui and limN→∞∇β sˆNi = ∇βui. Furthermore, the last term of (8) is a
martingale with respect to the filtration {Ft}t>0 generated by the processes t 7→ Xk,Ni (t). Then if the quadratic
variation of the martingale vanishes as N →∞, from (8) we obtain the formal limit
〈ui(t, ·), ψ(t, ·)〉 =〈u0i (·), ψ(0, ·)〉 − σi
∫ t
0
〈ui(τ, ·), (−∆)αψ(τ, ·)〉dτ
−
n∑
j=1
aij
∫ t
0
〈ui(τ, ·)∇βuj(τ, ·),∇ψ(τ, ·)〉dτ,
(9)
for any ψ ∈ C1,2αb (R+ × Rd), which is the weak formulation of (1).
1.5 Additional notation
Unless otherwise stated, we use the convention that the indices i, j = 1, . . . , n denote species, whereas k, ℓ =
1, . . . , Ni are used to denote the k-th (or ℓ-th) particle (in this case, of species i); e.g., X
k,N
i (t) is referring to
the k-th particle of species i at time t.
For T > 0, we denote the natural norm associated with (1) on (0, T )× Rd as ‖ · ‖[0,T ]. In particular, let f
be a function defined on (0, T )× Rd, then
‖f‖2[0,T ] := sup
0≤t≤T
‖f(t)‖22 +
∫ T
0
‖(−∆)α2 f(t)‖22 dt. (10)
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We will use ‖ · ‖p to denote ‖ · ‖Lp(Rd) for p ∈ (1,∞]. Furthermore, for α ∈ (0, 1) and p ∈ (1,∞] we use ‖ · ‖Wα,p
to denote ‖ · ‖Wα,p(Rd) and similarly ‖ · ‖Hα denotes ‖ · ‖Hα(Rd).
To compare two positive finite real-valued measures ν1, ν2 ∈M(Rd), we introduce the distance
d(ν1, ν2) := sup
{〈
ν1 − ν2, ψ
〉 | ψ ∈ C1b (Rd), ‖ψ‖L∞(Rd) + ‖∇ψ‖L∞(Rd) ≤ 1}.
Throughout the article, we denote uˆN = (uˆN1 , . . . , uˆ
N
n ) and
‖uˆN‖2 =
( n∑
i=1
‖uˆNi ‖22
) 1
2
,
analogous notation is used for all other n-dimensional vectors (e.g. u, hN , sN , and sˆN ) and other norms.
We use the notation “ . ” in order to denote “ ≤ C(n, α, β, aij , σi, d)”. If there are additional dependencies
for the universal constant, e.g. on a time T > 0, then we write “ .T ”. Of course, often the universal constant
does not depend on the full retinue of n, α, β, d, aij , and σi, but we still use the notation “ . ”.
2 Formulation of the main results
2.1 Further technical assumptions
We have already defined VˆN , WN , and WˆN in terms of κN = N
κ/d and κˆN = N
κˆ/d in (3). Now, we give the
precise conditions on κ and κˆ. For a given arbitrarily small ρ > 0, we require that
0 < κˆ <
δd
d+ 4
and δ(1 + ρ)d < κ <
d
d+ 3
, (11)
for some δ ∈ (0, 1). We shall also use the notation
δN := N
−δ. (12)
We assume the following properties satisfied by W1:
F (W1) ∈ C2b (Rd), (13a)
|F (W1)(ξ)| . exp(−C′ξ), (13b)
|∆F (W1)(ξ)| . (1 + |ξ|2)|F (W1)(ξ)|, (13c)
where F denotes the Fourier transform and C′ > 0 is a constant.
2.2 Main results
The first theorem of this paper is a convergence result that shows that a certain regularization of the empirical
measure, namely hN defined in (5), converges to uˆN solving the system
∂tuˆ
N
i + σi(−∆)αuˆNi − div
( n∑
j=1
aij uˆ
N
i ∇β
(
uˆNj ∗ WˆN
))
= 0 in (0, T )× Rd,
uˆNi (0, ·) = u0i in Rd, i = 1, . . . , n,
(14)
for T > 0. The convergence result is as follows:
Theorem 1. Let α ∈ (1/2, 1) and β ∈ (0, 1) satisfy β+1 < 2α and, furthermore, when d = 1 that α− β < 1/2
or α < 3/4 holds. The kernel W1 satisfies (13a)-(13c) with WN defined by (3). Assume that u
0 ∈ Hs(Rd)n, for
s > d/2 + 2, is non-negative and satisfies
lim
m→∞
sup
N∈N
P
[〈SNi (0), 1〉 ≥ m] = 0 for i = 1, . . . , n, (15)
lim
N→∞
P
[
‖hN(0, ·)− u0‖22 ≥ δ1+ρN
]
= 0, (16)
where δ and ρ satisfy (11) and we use the notation (12). Then, we have
lim
N→∞
P
[
‖hN − uˆN‖2[0,T ] ≥ δN
]
= 0,
where uˆN solves (14).
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In words, we find that in the many-particle limit the regularized empirical process converges to the regularized
limiting dynamics determined by (14).
Remark 1. Notice that the assumptions (15) and (16) ensure that Ni, which is number of particles of species i,
is of the same order of magnitude as the scaling parameter N , i.e. Ni ≈ N . An example of an admissible initial
condition would be to have N i.i.d random variables for species i with distribution u0i /‖u0i ‖1 for i = 1, . . . , n
(see [25]).
In our second theorem, we post-process the result of Theorem 1 in order to compare the not regularized
objects, the empirical processes SNi and ui solving (1).
Theorem 2. Assume that the conditions of Theorem 1 are satisfied and that
〈u0i , ψ〉 ≤ C and limm→∞ supN∈NP
[〈SNi (0), ψ2〉 ≥ m] = 0, (17)
where C is a constant and ψ(x) = log(2 + x2), then
lim
N→∞
P
[ n∑
i=1
sup
0≤t≤T
d(SNi (t), ui(t)) ≥ µ
]
= 0
for any µ > 0.
Our final two theorems are well-posedness and regularity results that are used in Theorems 1 and 2. In
particular, in Theorem 3 we ensure that the system (14) has a unique non-negative solution with sufficient
regularity. Then, in Theorem 4, we pass to the limit in the regularization to obtain a solution of (1).
Theorem 3. Assume that the conditions of Theorem 1 are satisfied. Letting u0 ∈ Hs(Rd)n, for s > d/2, be
non-negative, the following results hold:
i) (Local solution) There exists a time T = T (‖u0‖L2(Rd)n) > 0 such that there is a unique non-negative weak
solution uˆN ∈ L∞(0, T ;Hs(Rd)n) of the regularized problem (14) in the time interval [0, T ]. This solution
satisfies
‖uˆN‖L∞(0,T ;Hs(Rd)n) + ‖uˆN‖L2(0,T ;Hs+α(Rd)n) ≤ C (18)
and if additionally s > d/2 + 2, then we obtain
sup
(0,T )×Rd
|D2uˆNi (t, x)| ≤ C, i = 1, . . . , n, (19)
where C = C(d, σi, aij , n) is independent of N .
ii) (Gobal solution for small initial data) Additionally, there exists θ = θ(d, σi, aij , n) > 0 such that if
‖u0‖Hs(Rd) ≤ θ(d, σi, aij , n), (20)
then part i) holds for any T > 0.
Passing to the limit N →∞ in the result of Theorem 3, we obtain a solution for the original system (1). In
particular, we find that
Theorem 4. Under the assumptions of Theorem 3, there exists a unique non-negative solution u of problem (1)
in L∞(0, T ;Hs(Rd)n) ∩ L2(0, T ;Hs+α(Rd)n) such that
lim
N→∞
‖uˆN − u‖2[0,T ] = 0. (21)
Here T > 0 corresponds to either the local or global existence interval from Theorem 3.
3 Argument for Theorem 1: Convergence of the regularized empir-
ical measure
3.1 Auxiliary Lemma
The following lemma, which is taken from [26], is the motivation for many of the assumptions on the convolution
kernel W1.
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Lemma 5 (Lemma 1 of [26]). Let i = 1, . . . , n. Assume that W1 satisfies the conditions listed in (13a) - (13c)
and WN is defined by (3). Then, using the convention U(·) = WN (·)| · | and for any ε > 0 and τ > 0, we have
the following estimate
‖SNi ∗ U‖22 ≤ C(d)(κ2ε−2N ‖SNi (τ) ∗WN‖22 + 〈SNi (τ), 1〉2 exp (−C′κεN )). (22)
For f ∈ H1(Rd) we have that
‖f ∗ WˆN − f‖22 ≤ C(d)κˆ−2N ‖∇f‖22. (23)
Since there is no birth or death possible in our dynamics, 〈SNi (τ), 1〉 = Ni/N for all τ ∈ (0, T ].
For the proof of Lemma 5 we refer to [26]. Here, we only remark that the proof relies on properties of the
Fourier transform and exploits the assumptions (13a)-(13c).
3.2 Proof of Theorem 1
The proof that we give below generalizes [26, Theorem 1] and [30, Theorem 6.2] to the setting of nonlocal
mutual interactions and Le´vy noise.
Proof. Our argument proceeds in five steps –the majority of the novel estimates are contained in Step 3.
Step 1: Introduction of a stopping time We introduce a first hitting time tN such that
tN = tN (ω) := inf
{
τ > 0
∣∣ ‖hN − uˆN‖2[0,τ ](ω) > δN} for ω ∈ Ω. (24)
Noticing that ‖hN − uˆN‖2[0,τ ] for τ ≤ T is right-continuous yields
P
[‖hN − uˆN‖2[0,tN∧T ] ≥ δN] = P[‖hN − uˆN‖2[0,T ] ≥ δN ]. (25)
Let k be a multi-index. Using the Cauchy-Schwarz inequality, the definition of tN and that of WˆN in (3),
and the assumption (13b) on W1 we obtain
sup
x∈Rd
∣∣Dk[sˆN (x, t)− (uˆN (·, t) ∗ WˆN )(x)]∣∣ ≤ ‖hN(·, t)− uˆN(·, t)‖2 sup
x∈Rd
‖DkWˆN (x − ·)‖2
≤
√
δN κˆ
|k|+d2
N ‖DkW1‖2 .
√
δN κˆ
|k|+ d2
N ,
for 0 ≤ t ≤ tN . By our assumptions on κˆN and δN , see (11) and (12), we have that√
δN κˆ
2+d2
N = N
− δ2N
κˆ
d (2+
d
2 ) ≤ 1 for N ≥ 1.
Additionally, using the triangle inequality and (19) of Theorem 3, we have that
sup
0≤t≤tN
‖sˆN(t)‖C2 ≤ sup
0≤t≤tN
( ∑
|k|≤2
sup
x∈Rd
∣∣Dk[sˆN (x, t)− (uˆN (·, t) ∗ WˆN )(x)]∣∣ + ‖uˆN(t)‖C2) . 1. (26)
Step 2: Deriving an Expression for ‖hN − uˆN‖22 For i = 1, . . . , n, we apply Itoˆ’s formula (8) to compute
the expressions 〈hNi , hNi 〉 and 〈hNi , uˆNi 〉.
Step 2.1: Starting with 〈hNi , hNi 〉, we notice that
〈hNi (t, ·), hNi (t, ·)〉 =
1
N2
Ni∑
k,ℓ=1
VN (X
k,N
i (t)−Xℓ,Ni (t))
by the definition of VN given after (5). Then we use the equation for X
k,N
i −Xℓ,Ni obtained from (6), that the
Le´vy processes Lki are i.i.d, and that ∇VN and DzVN are odd for any z ∈ Rd, to write
〈hNi (t, ·), hNi (t, ·)〉 =
1
N2
Ni∑
k,ℓ=1
VN (X
k,ℓ
i (0)−Xℓ,Ni (0))
− 2
N2
n∑
j=1
Ni∑
k,ℓ=1,k 6=ℓ
aij
∫ t
0
∇β sˆNj (τ,Xk,Ni (τ)) · ∇VN
(
Xk,Ni (τ)−Xℓ,Ni (τ)
)
dτ
− 2
N2
σi
Ni∑
k,ℓ=1,k 6=ℓ
∫ t
0
(−∆)αVN
(
Xk,Ni (τ) −Xℓ,Ni (τ)
)
dτ
+
2
N2
Ni∑
k,ℓ=1,k 6=ℓ
√
2σi
∫ t
0
∫
Rd\{0}
DzVN (X
k,N
i (τ−)−Xℓ,Ni (τ−)) N˜ ki (dzdτ).
(27)
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Step 2.2: For 〈hNi , uˆNi 〉, we use the definition of hNi to obtain
〈hNi (t, ·), uˆNi (t, ·)〉 =
∫
Rd
uˆNi (t, x)
1
N
Ni∑
k=1
WN (X
k,N
i (t)− x) dx. (28)
Making use of the relation
v(t)
∫ t
0
g(τ) dτ =
∫ t
0
∂τ
[
v(τ)
∫ τ
0
g(ξ) dξ
]
dτ
in conjunction with Itoˆ’s formula, we can write
〈hNi (t, ·), uˆNi (t, ·)〉 = 〈hNi (0, ·), uˆNi (t, ·)〉
− 1
N
∫
Rd
∫ t
0
uˆNi (τ, x)
Ni∑
k=1
n∑
j=1
aij∇β sˆNj (τ,Xk,Ni (τ)) · ∇WN (Xk,Ni (τ) − x) dτdx
− σi
N
∫
Rd
∫ t
0
uˆNi (τ, x)
Ni∑
k=1
(−∆)αWN (Xk,Ni (τ) − x) dτdx
+
√
2σi
N
∫
Rd
∫ t
0
uˆNi (τ, x)
Ni∑
k=1
∫
Rd\{0}
DzWN (X
k,N
i (τ−)− x) N˜ ki (dzdτ) dx
+
1
N
∫
Rd
∫ t
0
∂τ uˆ
N
i (τ, x)
Ni∑
k=1
(
WN (X
k,N
i (τ) − x)−WN (Xk,Ni (0)− x)
)
dτdx.
(29)
We then use
1
N
∫
Rd
∫ t
0
∂τ uˆ
N
i (τ, x) dτ
Ni∑
k=1
WN (X
k,N
i (0)− x) dx = 〈hNi (0, ·), uˆNi (t, ·)〉 − 〈hNi (0, ·), uˆNi (0, ·)〉
and the system (14) for uˆNi to rewrite the last term of (29) as
〈hNi (0, ·), uˆNi (0, ·)〉 − 〈hNi (0, ·), uˆNi (t, ·)〉+
∫
Rd
∫ t
0
∂τ uˆ
N
i (τ, x)h
N
i (τ, x) dτdx
=〈hNi (0, ·), uˆNi (0, ·)〉 − 〈hNi (0, ·), uˆNi (t, ·)〉 − σi
∫ t
0
〈
(−∆)α2 hNi (τ, ·), (−∆)
α
2 uˆNi (τ, ·)
〉
dτ.
−
∫ t
0
〈∇(−∆)α−12 hNi (τ, ·),
n∑
j=1
aij(−∆) 1−α2
(
uˆNi (τ, ·)∇β(uˆNj ∗ WˆN )(τ, ·)
)〉
dτ.
(30)
Notice that in the above computation we have used (100) from the Appendix.
Plugging the identity (30) into (29) implies
〈hNi (t, ·), uˆNi (t, ·)〉 = 〈hNi (0, ·), uˆNi (0, ·)〉 −
∫ t
0
〈
SNi (τ),
n∑
j=1
aij∇β sˆNj (τ, ·) · ∇(uˆNi ∗WN )(τ, ·)
〉
dτ
− σi
∫ t
0
〈
SNi (τ), (−∆)α(uˆNi ∗WN )(τ, ·)
〉
dτ
+
√
2σi
N
Ni∑
k=1
∫ t
0
∫
Rd\{0}
Dz(uˆ
N
i ∗WN )(τ,Xk,Ni (τ−)) N˜ ki (dzdτ)
−
∫ t
0
〈∇(−∆)α−12 hNi (τ, ·),
n∑
j=1
aij(−∆) 1−α2
(
uˆNi (τ, ·)∇β(uˆNj ∗ WˆN )(τ, ·)
)〉
dτ
− σi
∫ t
0
〈
(−∆)α2 hNi (τ, ·), (−∆)
α
2 uˆNi (τ, ·)
〉
dτ.
(31)
Step 2.3: Considering uˆNi as a test function in (14) and integrating by parts yields
〈uˆNi (t, ·), uˆNi (t, ·)〉 = 〈uˆNi (0, ·), uˆNi (0, ·)〉 − 2σi
∫ t
0
〈(−∆)α2 uˆNi (τ, ·), (−∆)
α
2 uˆNi (τ, ·)〉dτ
− 2
∫ t
0
〈
∇(−∆)α−12 uˆNi (τ, ·),
n∑
j=1
aij(−∆) 1−α2
(
uˆNi (τ, ·)∇β(uˆNj ∗ WˆN )(τ, ·)
)〉
dτ.
(32)
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Step 2.4: Combining (27), (31), and (32), we obtain
‖hN(t, ·)− uˆN (t, ·)‖22 = ‖hN(0, ·)− uˆN(0, ·)‖22 (I)
−
n∑
i,j=1
2aij
∫ t
0
〈
SNi (τ),∇β sˆNj (τ, ·) · ∇
((
hNi − uˆNi
) ∗WN (τ, ·))〉 dτ (II)
+
n∑
i,j=1
2aij
∫ t
0
〈
∇(−∆)α−12 (hNi (τ, ·)− uˆNi (τ, ·)), (−∆)
1−α
2
(
uˆNi (τ, ·)∇β(uˆNj ∗ WˆN (τ, ·))
)〉
dτ (III)
−
n∑
i=1
2σi
∫ t
0
〈
SNi (τ), (−∆)α
((
hNi − uˆNi
) ∗WN (τ, ·))〉 dτ (IV)
+
n∑
i=1
2σi
∫ t
0
〈
(−∆)α2 (hNi (τ, ·)− uˆNi (τ, ·)), (−∆)
α
2 uˆNi (τ, ·)
〉
dτ (V)
+
n∑
i=1
2
N
(−∆)αVN (0)
∫ t
0
〈
SNi (τ), σi
〉
dτ (VI)
+
n∑
i=1
2
√
2σi
N
Ni∑
k=1
∫
Rd
∫ t
0
∫
Rd\{0}
Dz
[
(hNi (τ−, x)− uˆNi (τ, x))WN (x−Xk,Ni (τ−))
] N˜ ki (dzdτ) dx. (VII)
Step 3: Estimates for terms (I) - (VII). We now proceed to estimate terms (I)-(VII) separately.
Step 3.1: Terms (II) + (III). First, we write (III) = (III.1) + (III.2) + (III.3), where
(III.1) =
n∑
i,j=1
2aij
∫ t
0
〈
∇(−∆)α−12 (hNi (τ) − uˆNi (τ)) , (−∆) 1−α2 (uˆNi (τ)∇β(uˆNj (τ) ∗ WˆN − sˆNj (τ)))〉 dτ,
(III.2) =
n∑
i,j=1
2aij
∫ t
0
〈
∇(−∆)α−12 (hNi (τ) − uˆNi (τ)), (−∆)
1−α
2
((
uˆNi (τ)− hNi (τ)
)∇β sˆNj (τ))〉 dτ,
(III.3) =
n∑
i,j=1
2aij
∫ t
0
〈
∇(−∆)α−12 (hNi (τ) − uˆNi (τ)), (−∆)
1−α
2
(
hNi (τ)∇β sˆNj (τ)
)〉
dτ.
Then
(II) + (III.3) = −
n∑
i,j=1
2aij
∫ t
0
∫
Rd
〈
SNi (τ), (−∆)
1−α
2 RNj (τ, ·, y)∇(−∆)
α−1
2 GNi (τ, y)
〉
dydτ,
where GNi (τ, y) = h
N
i (τ, y) − uˆNi (τ, y) and RNj (τ, x, y) = WN (x − y)
(∇β sˆNj (τ, x) − ∇β sˆNj (τ, y)). Thus, by the
triangle inequality we have that
|(II) + (III)| ≤ |(II) + (III.3)|+ |(III.1)|+ |(III.2)|, (33)
which leaves us to estimate the three terms on the right-hand side of (33).
We start by estimating (III.1), for which we use (99), (102), and (105) of the Appendix and (18) of Theorem
3 to write:
(III.1) ≤ ς
∫ t
0
‖(−∆)α2 (uˆN (τ, ·)− hN(τ, ·))‖22 dτ + Cς
∫ t
0
‖uˆN(τ, ·)‖2Hs+1−α‖∇β(uˆN (τ, ·)− hN (τ, ·))
∥∥2
H1−α
dτ
≤
∫ t
0
(
Cς′‖uˆN(τ, ·)− hN (τ, ·)‖22 + ς ′‖(−∆)
α
2 (uˆN (τ, ·)− hN (τ, ·))‖22
)
dτ,
for any ς and ς ′ > 0. Notice that we have used 0 < 1 − α + β < α. Our treatment of (III.2) follows along the
same lines, but we replace the use of (102) by that of (103) and (18) by (26). We obtain that
(III.2) ≤
∫ t
0
(
Cς‖uˆN(τ, ·)− hN (τ, ·)‖22 + ς‖(−∆)
α
2 (uˆN(τ, ·) − hN(τ, ·))‖22
)
dτ,
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for any ς > 0 and where we have used that 1− α+ β < 2 to apply (26).
Treating the first term on the right-hand side of (33) is more involved than the previous two terms and
requires the use of Lemma 5. To begin, we first apply Young’s inequality:
(II) + (III.3) .
n∑
i,j=1
∫ t
0
(
Cς
∫
Rd
∣∣∣ 1
N
Ni∑
k=1
(−∆) 1−α2 RNj (τ,Xk,Ni (τ), y)
∣∣∣2dy + ς‖(−∆)α2 GNi (τ, ·)‖22)dτ. (34)
Then, for τ ∈ (0, t) and arbitrary ε > 0, we process the first factor on the right-hand side using Parseval’s
identity as
∫
Rd
∣∣∣ 1
N
Ni∑
k=1
(−∆) 1−α2 RNj (τ,Xk,Ni (τ), y)
∣∣∣2dy = ∫
Rd
∣∣∣F( 1
N
Ni∑
k=1
(−∆) 1−α2 RNj (τ,Xk,Ni (τ), ·)
)
(ξ)
∣∣∣2dξ
=
∫
Rd
|ξ|2(1−α)
∣∣∣F( 1
N
Ni∑
k=1
RNj (τ,X
k,N
i (τ), ·)
)
(ξ)
∣∣∣2dξ
≤
∫
|ξ|≤κ1+εN
|ξ|2(1−α)
∣∣∣F( 1
N
Ni∑
k=1
RNj (τ,X
k,N
i (τ), ·)
)
(ξ)
∣∣∣2dξ
+
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣F( 1
N
Ni∑
k=1
RNj (τ,X
k,N
i (τ), ·)
)
(ξ)
∣∣∣2dξ
=: I1 + I2.
(35)
We treat the near-field contribution I1 using Parseval’s identity, the bound (26), and (22) of Lemma 5. In
particular, we write:
I1 ≤ κ2(1−α)(1+ε)N
∫
|ξ|≤κ1+εN
∣∣∣F( 1
N
Ni∑
k=1
RNj (τ,X
k,N
i (τ), ·)
)
(ξ)
∣∣∣2dξ
≤ κ2(1−α)(1+ε)N ‖sˆNj (τ)‖2C2
∫
Rd
( 1
N
Ni∑
k=1
WN (X
k,N
i (τ)− y)|Xk,Ni (τ) − y|
)2
dy
. κ
2(1−α)(1+ε)
N κ
2ε−2
N ‖SNi (τ) ∗WN‖22 +
(Ni
N
)2
exp (−C′κεN ),
(36)
where we recall that RNj (τ, x, y) =WN (x− y)
(∇β sˆNj (τ, x)−∇β sˆNj (τ, y)).
In order to handle the far-field term, we further split I2 into two parts and apply the triangle inequality as
I2 ≤
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣F( 1
N
Ni∑
k=1
WN (X
k,N
i (τ) − ·)∇β sˆNj (τ,Xk,Ni (τ))
)∣∣∣2dξ
+
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣F( 1
N
Ni∑
k=1
WN (X
k,N
i (τ)− ·)∇β sˆNj (τ, ·)
)∣∣∣2dξ =: J1 + J2.
(37)
The term J1 can be treated using standard properties of the Fourier transform, Jensen’s inequality for sums,
the assumption (13b), and the estimate (26). In particular, we find that
J1 =
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ 1
N
Ni∑
k=1
∇β sˆNj (τ,Xk,Ni (τ))F
(
WN (X
k,N
i (τ)− ·)
)
(ξ)
∣∣∣2dξ
≤ ‖sˆNj (τ)‖2C1
Ni
N
∫
|ξ|>κ1+εN
|ξ|2(1−α) 1
N
Ni∑
k=1
∣∣∣F (δXk,Ni (τ) ∗WN)(ξ)
∣∣∣2dξ
.
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣F (W1)( ξ
κN
)∣∣∣2dξ
.
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α) exp
(
− 2C′ |ξ|
κN
)
dξ
.
(Ni
N
)2 ∫
|ξ′|>κεN
|ξ′|2(1−α)κ2(1−α)+dN exp (−2C′|ξ′|) dξ′
.
(Ni
N
)2
exp (−C′κεN).
(38)
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To treat J2, we once more split it into a near-field and far-field contribution, but now corresponding to the
integral coming from an additional convolution that turns up as
J2 =
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
Rd
F
( 1
N
N∑
k=1
WN (X
k,N
i (τ) − ·)
)
(ξ − η)F
(
∇β sˆNj (τ)
)
(η) dη
∣∣∣2dξ. (39)
Applying the triangle inequality then yields
J2 ≤
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
|η|≤κ1+εN
F
(
SNi (τ) ∗WN
)
(ξ − η)F (∇β sˆNj (τ))(η) dη∣∣∣2dξ
+
∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
|η|>κ1+εN
F
(
SNi (τ) ∗WN
)
(ξ − η)F (∇β sˆNj (τ))(η) dη∣∣∣2dξ
=: K1 +K2.
(40)
The term K1 can be estimated using the same properties of the Fourier transform already used above along
with the assumption (13b) and another application of Jensen’s inequality for sums. We additionally make use
of |ξ − η|+ |η| ≥ |ξ| for ξ, η ∈ Rd. In particular, using these tools we obtain
K1 ≤
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
|η|≤κ1+εN
|F (WN )(ξ − η)||F (∇β sˆNj (τ))(η)| dη∣∣∣2dξ
≤
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
|η|≤κ1+εN
|η|β |F (WN )(ξ − η)∣∣∣∣F (SNj )(η)F (WN )(η)F (WˆN )(η)∣∣dη∣∣∣2dξ
≤
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)κ2β(1+ε)N
∣∣∣ ∫
|η|≤κ1+εN
∣∣∣F (W1)(ξ − η
κN
)∣∣∣∣∣∣F (W1)( η
κN
)∣∣∣∣∣∣F (W1)( η
κˆN
)∣∣∣ dη∣∣∣2dξ
.
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)κ2β(1+ε)N
∣∣∣ ∫
|η|≤κ1+εN
exp
(
− C′
( |ξ − η|
κN
+
|η|
κN
+
|η|
κˆN
))
dη
∣∣∣2dξ
≤
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)κ2β(1+ε)N
∣∣∣ ∫
|η|≤κ1+εN
exp
(
− C′
( |ξ|
κN
+
|η|
κˆN
))
dη
∣∣∣2dξ
≤
(Ni
N
)2 ∫
|ξ|>κ1+εN
κ
2β(1+ε)
N |ξ|2(1−α) exp
(
− 2C′ |ξ|
κN
)
dξ
∣∣∣ ∫
|η|≤κ1+εN
exp
(
− C′ |η|
κˆN
)
dη
∣∣∣2
.
(Ni
N
)2 ∫
|ξ′|>κεN
|ξ′|2(1−α)κ2β(1+ε)N κ3d+2(1−α)N exp
(− 2C′|ξ′|)dξ′
.
(Ni
N
)2
exp
(− C′κεN).
(41)
To treat the term K2 we use that κˆN ≤ κN , which follows from the conditions (11). Using similar methods
as above, we write
K2 ≤
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
|η|>κ1+εN
∣∣F (WN )(ξ − η)∣∣∣∣F (∇β sˆNj (τ))(η)∣∣dη∣∣∣2dξ
.
(Ni
N
)2 ∫
|ξ|>κ1+εN
|ξ|2(1−α)
∣∣∣ ∫
|η|>κ1+εN
|η|β exp
(
− C′
( |ξ − η|
κN
+
|η|
κN
+
|η|
κˆN
))
dη
∣∣∣2dξ
≤
(Ni
N
)2 ∫
|ξ′|>κεN
|ξ′|2(1−α)κ2(1−α)+2β+3dN exp
(− 2C′|ξ′|)dξ′ ∣∣∣ ∫
|η′|>κεN
|η′|β exp
(
− C′|η′|κN
κˆN
)
dη′
∣∣∣2
.
(Ni
N
)2
exp
(− C′κεN).
(42)
Here ξ′ = ξ/κN and η
′ = η/κN .
Compiling the estimates (34)–(42), we find that
∫
Rd
∣∣∣ 1
N
N∑
k=1
(−∆) 1−α2 RNj (τ,Xk,Ni (τ), y)
∣∣∣2dy . κ2(1−α)(1+ε)N ‖hNi (τ, ·)‖22 + (NiN
)2
exp (−C′κεN ). (43)
Combining (43) with (34), summing over i, j = 1, . . . , n, and additionally using (18) of Theorem 3 we obtain
(II) + (III.3) ≤Cς
(
κ
2(1−α)(1+ε)
N κ
2ε−2
N
∫ t
0
(
‖(hN − uˆN )(τ, ·)‖22 + 1
)
dτ +
(Ni
N
)2
exp (−C′κεN )t
)
+ ς
∫ t
0
‖(−∆)α2 (hN (τ, ·)− uˆN(τ, ·))‖22 dτ.
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Step 3.2: Terms (IV), (V), and (VI). The sum of the terms (IV) and (V) satisfies
(IV) + (V) . −
∫ t
0
‖(−∆)α2 (uˆN(τ, ·)− hN (τ, ·)) ‖22 dτ.
For (VI), using that 〈SNi , σi〉 . Ni/N , we find that
|(VI)| . 1
N
Ni
N
κd+2αN t.
Step 3.3: Compilation of the estimates. Combining the estimates from Steps 3.1 and 3.2, choosing
ς, ς ′ > 0 small enough, we obtain
sup
0≤t≤T˜∧tN
‖hN(t, ·)− uˆN (t, ·)‖22 +
∫ T˜∧tN
0
‖(−∆)α2 (hN − uˆN )(τ, ·)‖22 dτ
. ‖hN(0, ·)− uˆN(0, ·)‖22 +
∫ T˜∧tN
0
sup
0≤ξ≤τ
‖hN(ξ, ·)− uˆN (ξ, ·)‖22 dτ
+ κ
4ε−2α(1+ε)
N
∫ T˜∧tN
0
(
sup
0≤ξ≤τ
‖hN(ξ, ·) − uˆN(ξ, ·)‖22 + 1
)
dτ +
κd+2αN
N
Ni
N
T˜
+
(Ni
N
)2
exp (−C′κεN )T˜ +
n∑
i=1
sup
0≤t≤T˜∧tN
|MNi (t)|,
(44)
for 0 < T˜ ≤ T . Here, we have used the notation
MNi (t) :=
2
√
2σi
N
Ni∑
k=1
∫ t
0
∫
Rd\{0}
Dz
([(
hNi (τ−, ·)− uˆNi (τ, ·)
) ∗WN ](Xk,Ni (τ−))) N˜ ki (dzdτ). (45)
Step 3.4: Estimate for the martingale term (VII). First notice that
E
[ n∑
i=1
sup
0≤t≤T˜∧tN
|MNi (t)|
∣∣F0]2 . n∑
i=1
E
[
sup
0≤t≤T˜∧tN
|MNi (t)|
∣∣F0]2, (46)
since the LKi are i.i.d. To treat the right-hand side, we begin by noting that, due to the optional sampling
theorem, the stopped process MNi (t∧ tN ) is a martingale adapted to the natural filtration Ft associated to the
processes t 7→ Xk,Ni (t) for k = 1, . . . , Ni. We can then apply Jensen’s inequality and Doob’s Lp- martingale
inequality (to the stopped process) in order to write
E
[
sup
0≤t≤T˜∧tN
|MNi (t)|
∣∣F0]2 ≤ E[ sup
0≤t≤T˜∧tN
|MNi (t)|2
∣∣F0] = E[ sup
0≤t≤T˜
|MNi (t ∧ tN )|2
∣∣F0]
≤ 4E
[
|MNi (T˜ ∧ tN )|2
∣∣F0],
(47)
for any T˜ ≤ T . Injecting definition (45) into (47), we then notice that, thanks to the mutual independence of
the Lki , we have
E
[
sup
0≤t≤T˜∧tN
|MNi (t)|
∣∣∣F0]2
.
1
N
E
[ 1
N
Ni∑
k=1
∣∣ ∫ T˜∧tN
0
∫
Rd\{0}
Dz
([(
hNi (τ−, ·)− uˆNi (τ, ·)
) ∗WN ](Xk,Ni (τ−))) N˜ ki (dzdτ)∣∣2∣∣∣F0].
(48)
We continue by using the Itoˆ isometry (see [1, Chapter 4]), in conjunction with the observation that the jump-set
of a Le´vy process is a Lebesgue null set –which means that within the time integral we may replace the left
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limit hNi (τ−, ·) by hNi (τ, ·). Finishing-off the estimate with an application of Jensen’s inequality with respect to
the measure determined by the density WN , we obtain
E
[
sup
0≤t≤T˜∧tN
|MNi (t)|
∣∣∣F0]2
.
1
N
E
[ 1
N
Ni∑
k=1
∫ T˜∧tN
0
∫
Rd\{0}
∣∣Dz([(hNi (τ, ·)− uˆNi (τ, ·)) ∗WN ](Xk,Ni (τ))∣∣2 dν(z)dτ ∣∣∣F0]
≤ 1
N
E
[ ∫ T˜∧tN
0
〈
SNi (τ, ·),
∫
Rd\{0}
∣∣Dz(hNi (τ, ·)− uˆNi (τ, ·))∣∣2 dν(z) ∗WN〉dτ ∣∣∣F0]
≤ 1
N
E
[ ∫ T˜∧tN
0
〈
hNi (τ, ·),
∫
Rd\{0}
∣∣Dz(hNi (τ, ·)− uˆNi (τ, ·))∣∣2 dν(z)〉dτ ∣∣∣F0].
The additional observation that
‖hNi ‖L∞(0,T˜∧tN ;L∞(Rd)) ≤
Ni
N
κdN ,
the definition of the fractional Sobolev seminorm (see the Appendix), and the equivalence (99) yield
E
[ n∑
i=1
sup
0≤t≤T˜∧tN
|MNi (t)|
∣∣∣F0]2 . κdN
N
n∑
i=1
E
[Ni
N
∫ T˜∧tN
0
∥∥∥(−∆)α2 (hNi (τ, ·)− uˆNi (τ, ·))∥∥∥2
2
dτ
∣∣∣F0].
Step 5: Conclusion. We now assume that there exists n1 ∈ N such that
P
[Ni
N
≥ n1
]
= 0. (49)
Then, taking the conditional expectation in (44), setting ε = (2α − 1)/(4 − 2α), and in the martingale term
using a ≤ a2κ2N + κ−2N for a ≥ 0, we obtain
E
[
sup
0≤t≤T˜∧tN
‖hN(t, ·)− uˆN (t, ·)‖22 +
∫ T˜∧tN
0
‖(−∆)α2 (hN − uˆN )(τ, ·)‖22 dτ
∣∣∣F0]
. ‖hN (0, ·)− uˆN (0, ·)‖22 +
∫ T˜
0
E
[
sup
0≤ξ≤τ∧tN
‖hN(ξ, ·)− uˆN (ξ, ·)‖22 dτ
∣∣∣F0]
+ n21(κ
2α−3
N + κ
−1
N )T˜ + κ
−2
N + n1
κd+2N
N
E
[ ∫ T˜∧tN
0
∥∥(−∆)α2 (hN − uˆN)(τ, ·)∥∥2
2
dτ
∣∣∣F0].
(50)
Notice that in the transition from (44) to (50), we have used the upper bound on κ included in (11). Using the
notation
ξ(T˜ ) = E
[
‖hN − uˆN‖2
[0,T˜∧tN ]
∣∣F0]
and the assumptions on κ given in (11), we can for N ≫ 1 absorb the last term on the right-hand side of (50)
into the left-hand side to obtain
ξ(T˜ ) . ‖hN(0, ·)− uˆ(0, ·)‖22 + κ2α−3N + κ−1N + κ−2N +
∫ T˜
0
ξ(τ) dτ,
for 0 < T˜ ≤ T with T ∈ (0, T1] where T1 = 1/n21.
An application of Gro¨nwall’s inequality then yields that
ξ(T ) ≤ C(‖hN (0, ·)− uˆ(0, ·)‖22 + κ−1N )eC˜T ,
where C˜ = C˜(d, n, σi, aij) and C = C(d, n, σi, aij) are positive constants. Now we obtain
P
[
ξ(T ) ≥ 2CeC˜T δ1+ρN
]
≤ P
[
‖hN(0, ·)− uˆN(0, ·)‖22 + κ−1N ≥ 2δ1+ρN
]
< σ(N),
where σ(N)→ 0 as N →∞ by (16) and the lower bound on κ from (11).
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To finish we define
Ω˜ :=
{
ω ∈ Ω
∣∣∣E [‖hN − uˆN‖2[0,T∧tN ] ∣∣F0
]
(ω) < 2CeC˜T δ1+ρN
}
.
Applying Markov’s inequality, we then find that
P
[‖hN − uˆN‖[0,T∧tN ] ≥ δN] ≤
∫
Ω
P
[‖hN − uˆN‖[0,T∧tN ] ≥ δN ∣∣F0]dP
≤ P(Ω˜c) + δ−1N
∫
Ω˜
E
[
‖hN − uˆN‖[0,T∧tN ]
∣∣∣F0]dP
≤ σ(N) + 2CeC˜T δρN → 0 for N →∞.
This completes our argument thanks to (25). We can then repeat our arguments on the intervals [T1, 2T1],
[2T1, 3T1], and so on, in order to obtain the result for any T > 0. Of course, we can then substitute (49) by
(15).
4 Argument for Theorem 2: Convergence of the empirical measure
4.1 Auxiliary Lemma
Recall that ψ is the function from the assumptions (17) on the initial data in Theorem 2. Throughout our proof
of Theorem 2, we make use of the following elementary relations for ψ.
Lemma 6. Let ψ(x) = log(2 + |x|2) and α ∈ (1/2, 1). For all x ∈ Rd, the following relations hold:
|(−∆)αψ(x)| .α ψ(x), |∇2ψ(x)| . ψ(x), |∇ψ(x)| . ψ(x),
|(−∆)αψ2(x)| .α ψ2(x), |∇ψ2(x)| . ψ2(x), |∇2ψ2(x)| . ψ2(x).
Proof. The second and third relations are simple computations. In particular, letting i, j = 1, . . . , d denote the
coordinate directions of Rd and xi = x · ei, we have that
∂iψ(x) =
2xi
(2 + |x|2) . 1 and ∂j∂iψ(x) =
2δij(2 + |x|2)− 4xixj
(2 + |x|2)2 . 1.
Likewise, we prove the relations five and six by calculating:
∂iψ
2(x) = 2ψ(x)∂iψ(x) . ψ(x) and ∂j∂iψ
2(x) = 2∂jψ(x)∂iψ(x) + 2ψ(x)∂j∂iψ(x) . ψ(x).
For the first relation we split the integral in the definition of the fractional Laplacian into two contributions:
(−∆)αψ(x) = lim
ǫ→0
∫
BR(x)\Bǫ(x)
ψ(x)− ψ(y)
|x− y|d+2α dy +
∫
Rd\BR(x)
ψ(x) − ψ(y)
|x− y|d+2α dy, (51)
where we choose R > 0 such that ψ(x) . |x|α for all x ∈ Rd \ BR(0). Then, fixing any ε < R/2, for the first
term on the right-hand side we notice that∫
BR(x)\Bǫ(x)
ψ(x) − ψ(y)
|x− y|d+2α dy =
∫
BR(x)\Bǫ(x)
ψ(x)− ψ(y)−∇ψ(x) · (x − y)
|x− y|d+2α dy.
This is followed by the observation that∣∣∣ ∫
BR(x)\Bǫ(x)
ψ(x) − ψ(y)−∇ψ(x) · (x− y)
|x− y|d+2α dy
∣∣∣ ≤ ∫
BR(x)
|ψ(x)− ψ(y)−∇ψ(x) · (x− y)|
|x− y|d+2α dy
≤
∫
BR(x)
|∇2ψ(x)|
|x− y|d+2α−2dy . |∇
2ψ(x)|.
For the second term of (51), we remark that∫
Rd\BR(x)
ψ(x)
|x− y|d+2α dy . ψ(x)
and, furthermore, use the convexity of ψ to write∫
Rd\BR(x)
|ψ(y)|
|x− y|d+α dy ≤
∫
Rd\BR(x)
|ψ(2x)|
2|x− y|d+2α dy +
∫
Rd\BR(x)
|ψ(2(y − x))|
2|x− y|d+2α dy.
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By the calculation
ψ(2x) = log(2 + |2x|2) ≤ log(4) + log(1 + |x|2) . ψ(x), (52)
along with our choice of R, we obtain∫
Rd\BR(x)
|ψ(2x)|
2|x− y|d+2αdy +
∫
Rd\BR(x)
|ψ(2(y − x))|
2|x− y|d+2α dy
. ψ(x) +
∫
Rd\BR(x)
ψ(y − x)
|x− y|d+2α dy . ψ(x) +
∫
Rd\BR(x)
|x− y|α
|x− y|d+2αdy . ψ(x).
For the fourth relation, we use exactly the same argument as for the first, where we additionally notice that ψ2
is convex.
4.2 Proof of Theorem 2
Our proof follows the previous arguments in [26, Theorem 2] and [30, Theorem 6.3] with adaptions made to
take into account the Le´vy noise.
Proof of Theorem 2. Let f ∈ B1, where
B1 :=
{
f ∈ C1b (Rd) | ‖f‖∞ + ‖∇f‖∞ ≤ 1
}
,
and decompose it into a near-field, fR, and a far-field, fˆR, contribution. In particular, we assume that f =
fR + fˆR, where supp(fR) ⊆ BR and supp(fˆR) ⊆ Rd \BR−2, for R > 2. For any t > 0, we can then estimate∣∣〈SNi (t)− ui(t, ·), f〉∣∣ ≤ |〈SNi (t)− uˆNi (t, ·), fR〉|+ |〈uˆNi (t, ·)− ui(t, ·), fR〉|+ 〈SNi (t) + ui(t, ·), |fˆR|〉
≤ |〈hNi (t)− uˆNi (t, ·), fR〉|+ 〈SNi (t), |fR − fR ∗WN |〉
+|〈uˆNi (t, ·)− ui(t, ·), fR〉|+
C
ψ(R)
〈SNi (t) + ui(t, ·), ψ〉 (53)
. R
d
2
(‖hNi (t)− uˆNi (t, ·)‖2 + ‖uˆNi (t, ·)− ui(t, ·)‖2)+ κ−1N 〈SNi (t), 1〉+ 1ψ(R) 〈SNi (t) + ui(t, ·), ψ〉,
where we recall that ψ(x) = log(2 + |x|2). Notice that in the above estimate we have used the positivity of ui,
which is shown in Theorem 3; the estimate
|f(x)− (f ∗WN )(x)| . κ−1N ‖∇f‖L∞(Rd),
which has been shown in e.g. [26]; the conditions on the space B1; and that ψ is monotonically increasing.
By (53), using the stopping time tN defined in (24) and the convergence results for ‖hN(t, ·) − uˆN(t, ·)‖2 and
‖uˆN(t, ·)− u(t, ·)‖2, shown in Theorems 1 and 4 respectively, it suffices to show
lim
R→∞
lim
N→∞
P
[
sup
0≤t≤T
〈SNi (t ∧ tN ) + ui(t ∧ tN , ·), ψ〉ψ−1(R) ≥ µ
]
= 0, (54)
for i = 1, . . . , n and µ > 0. To obtain (54), we first apply Itoˆ’s formula as
〈SNi (t ∧ tN), ψ〉 = 〈SNi (0), ψ〉 − σi
∫ t∧tN
0
〈SNi (τ), (−∆)αψ〉dτ
−
n∑
j=1
∫ t∧tN
0
〈SNi (τ), aij∇β sˆNj (τ,Xk,Ni (τ)) · ∇ψ〉dτ +
1
N
Ni∑
k=1
∫ t∧tN
0
∫
Rd\{0}
Dzψ(X
k,N
i (τ−))N˜ ki (dzdτ).
(55)
To bound the terms on the right-hand side of (55) we use that |∇ψ| . ψ and |(−∆)αψ| . ψ by Lemma 6. We,
furthermore, make use of the regularity of sˆNj to obtain
∣∣〈SNi (t ∧ tN ), ψ〉∣∣ . 〈SNi (0), ψ〉+
∫ t
0
∣∣〈SNi (τ ∧ tN ), ψ〉∣∣dτ + ∣∣MN,1i (t ∧ tN )∣∣, (56)
where
MN,1i (t) :=
1
N
Ni∑
k=1
∫ t∧tN
0
∫
Rd\{0}
Dzψ(X
k,N
i (τ−))N˜ ki (dzdτ).
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An application of Gro¨nwall’s inequality to (56) gives that
sup
0≤t≤T
∣∣〈SNi (t ∧ tN ), ψ〉∣∣ .T 〈SNi (0), ψ〉+ sup
0≤t≤T
∣∣MN,1i (t ∧ tN )∣∣. (57)
We estimate the martingale MN,1i (t) using similar methods as in the proof of Theorem 1. In particular, we
use the independence of the Le´vy processes and apply the optional sampling theorem, Doob’s Lp-inequality,
and the Itoˆ isometry to write:
E
[
sup
0≤t≤T
|MN,1i (t ∧ tN )|
∣∣∣F0]2 ≤ 4E[|MN,1i (T ∧ tN)|2∣∣∣F0]
.
1
N
E
[ ∫ T˜∧tN
0
〈
SNi (τ, ·),
∫
Rd\{0}
|Dzψ|2dν(z)
〉
dτ
∣∣F0].
(58)
To continue we emulate the argument from Lemma 6, we set R > 0 such that ψ(z) ≤ |z|α2 for all z ∈ Rd \BR(0)
and use the convexity of ψ and (52) to write
∫
Rd\{0}
∣∣Dzψ(x)|2dν(z) .
∫
BR(0)
|∇ψ(x)|2
|z|d+2α−2 dz +
∫
Rd\BR(0)
|ψ(x)|2 + |ψ(z + x)|2
|z|d+2α dz
.α |∇ψ(x)|2 + |ψ(x)|2 +
∫
Rd\BR(0)
|ψ(2z)|2 + |ψ(2x)|2
|z|d+2α dz .α |∇ψ(x)|
2 + |ψ(x)|2.
Combining this estimate with (58) and Lemma 6, we obtain
E
[
sup
0≤t≤T
|MN,1i (t ∧ tN )|
∣∣∣F0]2 . 1
N
E
[ ∫ T˜∧tN
0
〈
SNi (τ, ·), ψ2
〉
dτ
∣∣∣F0]. (59)
To handle the right-hand side of (59), we again use Itoˆ’s formula now applied with ψ2, in conjunction with the
observations that |∇ψ2| . ψ2 and |(−∆)αψ2| . ψ2 from Lemma 6. We find that
〈SNi (t ∧ tN ), ψ2〉 . 〈SNi (0), ψ2〉+
∫ t
0
〈SNi (τ ∧ tN ), ψ2〉dτ +MN,2i (t ∧ tN ), (60)
for i = 1, . . . , n, where MN,2i are martingales with M
N,2
i (0) = 0. Taking the conditional expectation of (60)
and applying Gro¨nwall’s inequality yields
sup
0≤t≤T
E
[〈SNi (t ∧ tN ), ψ2〉∣∣F0] .T 〈SNi (0), ψ2〉. (61)
After an application of the Fubini theorem this allows us to bound the right-hand side of (59) by 〈SNi (0), ψ2〉,
up to a multiplicative constant depending on T .
To finish, we now take the conditional expectation of (57) to obtain
E
[
sup
0≤t≤T
〈SNi (t ∧ tN ), ψ〉
∣∣F0] .T 〈SNi (0), ψ2〉+ 1, (62)
where we remark that the additional constant on the right-hand side compensates for the estimate (58) being
for the squared expectation of the martingales MN,1i .
Similar estimates, now using (9) instead of the Itoˆ formula, ensure
sup
0≤t≤T
〈ui(t, ·), ψ〉 .T 〈u0i , ψ〉, (63)
where we know that the right-hand side is finite due to our assumption on u0i in (17).
To conclude the proof of Theorem 2, we combine (59), (62), and (63), together with the assumptions on the
initial condition given in (17).
5 Proof of Theorem 3: Existence and regularity results for the reg-
ularized system of PDEs
We begin by specifying our notion of a weak solution for (14).
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Definition 1. A weak solution of (14) is a function uˆN ∈ L2(0, T ;Hα(Rd))n ∩L∞(0, T ;L2(Rd))n with ∂tuˆN ∈
L2(0, T ;Hα(Rd)′)n that satisfies the system (14) in the variational form∫ T
0
〈∂tuˆNi , ψi, 〉(Hα)′,Hαdt+
∫ T
0
σi〈(−∆)α2 uˆNi , (−∆)
α
2 ψi〉dt
+
n∑
j=1
∫ T
0
aij〈(−∆) 1−α2 (uˆNi ∇β(uˆNj ∗ WˆN )),∇(−∆)
α−1
2 ψi〉dt = 0,
(64)
for ψi ∈ L2(0, T ;Hα(Rd)), where i = 1, . . . , n. The initial condition is satisfied in the L2-sense.
In this definition, 〈φ, ψ〉(Hα)′,Hα denotes the dual pairing between φ ∈ L2(0, T ;Hα(Rd)′) and ψ ∈ L2(0, T ;Hα(Rd)).
We remark that weak solutions of (1) are defined in the analogous way.
Proof of Theorem 3. This proof proceeds in five steps. In the first step, we use a Galerkin argument to prove the
existence of a weak solution for a linearization of the regularized system (14). In the second step, we transition
from the linearized problem to the system (14) using a Banach fixed-point argument. In the next step we prove
higher-order regularity estimates for the local solutions –these are, however, not uniform in N . In Step 4, we
obtain the uniform in N higher order estimates (18) and (19) for local solutions of (14). In Step 5 we show that
for small enough initial data, we can construct a global solution that also satisfies the estimates (18) and (19).
Step 1: Existence of a local weak solution for a linearization of (14). We first consider the following
linearized version of (14)
∂tuˆ
N
i + σi(−∆)αuˆNi − div
( n∑
j=1
aijv
N
i ∇β(uˆNj ∗ WˆN )
)
= 0 in (0, T )× Rd,
uˆNi (0) = u
0
i in R
d, i = 1, . . . , n,
(65)
for a given vN ∈ L2(0, T ;Hα(Rd))n ∩ L∞(0, T ;L2(Rd))n. To show existence of a solution of (65) we take a
Galerkin approximation {uˆN,k}k∈N with
uˆN,ki (t, x) =
k∑
l=1
ρN,kil (t)ql(x) for i = 1, . . . , n, (66)
where the span of the elements {ql}l∈N is dense in Hα(Rd) and they are pairwise orthonormal in L2(Rd),
satisfying∫
Rd
[
∂tuˆ
N,k
i ql + σi(−∆)
α
2 uˆN,ki (−∆)
α
2 ql
]
dx+
∫
Rd
n∑
j=1
aij(−∆) 1−α2 (vNi ∇β(uˆN,kj ∗ WˆN ))∇(−∆)
α−1
2 ql dx = 0,
(67)
for l ∈ N. We remark that by (103), since ∇β uˆN,kj ∗ WˆN ∈ W 1,∞(Rd) and vNi ∈ Hα(Rd), the expression
(−∆) 1−α2 (vNi ∇β(uˆN,kj ∗ WˆN )) ∈ L2(Rd) is well-defined. Now, by standard ODE theory, there exist unique
ρN,kil ∈ H1(0, T ) such that uˆN,ki , defined by (66), are solutions of (67) with uˆN,ki (0) = u0,ki , where u0,ki are the
projections of u0i onto Span{q1, . . . , qk}.
We now derive a priori estimates that are uniform in k ∈ N. Considering uˆN,ki as a test function in (67),
integrating with respect to the time variable, summing over i = 1, . . . , n, and using Young’s inequality we obtain
n∑
i=1
∫ τ
0
d
dt
∫
Rd
|uˆN,ki |2dxdt+
n∑
i=1
σi
∫ τ
0
∫
Rd
|(−∆)α2 uˆN,ki |2dxdt
≤ Cς
n∑
i,j=1
∫ τ
0
∫
Rd
∣∣∣(−∆) 1−α2 (vNi (∇β uˆN,kj ∗ WˆN))∣∣∣2 dxdt+ ς
n∑
i=1
∫ τ
0
∫
Rd
|(−∆)α2 uˆN,ki |2dxdt,
(68)
for any τ ∈ (0, T ]. Notice that here we have used the equivalence (99) from the appendix.
We now treat the first term on the right-hand side of (68) in more detail. In particular, using (103) and the
Gagliardo-Nirenberg interpolation inequality, we obtain that∥∥(−∆) 1−α2 (vNi (t, ·)∇β uˆN,kj (t, ·) ∗ WˆN)∥∥2 . ‖vNi (t, ·)‖H1−α‖uˆN,kj (t, ·) ∗ ∇βWˆN‖W 1,∞
. ‖WˆN‖H1+β‖vNi (t, ·)‖H1−α‖uˆN,kj (t, ·)‖2
.N ‖vNi (t, ·)‖
1−α
α
Hα ‖vNi (t, ·)‖
2α−1
α
2 ‖uˆN,kj (t, ·)‖2,
(69)
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for each t ∈ (0, τ ]. We, furthermore, notice that by Young’s inequality yields∫ τ
0
‖vNi (t, ·)‖
2(1−α)
α
Hα ‖vNi (t, ·)‖
2(2α−1)
α
2 ‖uˆN,kj (t, ·)‖22 dt
≤
∫ τ
0
(
ς‖vNi (t, ·)‖2Hα + Cς‖vNi (t, ·)‖22
)‖uˆN,kj (t, ·)‖22 dt
≤ ς‖vNi ‖2L2(0,τ ;Hα(Rd)) sup
t∈(0,τ ]
‖uˆN,kj (t, ·)‖22 + Cς‖vNi ‖2L∞(0,τ ;L2(Rd))
∫ τ
0
‖uˆN,kj (t, ·)‖22 dt,
(70)
for any ς ∈ (0, 1). Combining (68), (69), and (70), making use of the regularity assumed for vN , and taking the
supremum over τ ∈ (0, T ], we obtain
sup
τ∈(0,T ]
‖uˆN,k(τ, ·)‖22 +
∫ T
0
‖(−∆)α2 uˆN,k(t, ·)‖22dt
.N ‖u0‖22 + ς‖vN‖2L2(0,τ ;Hα(Rd)) sup
t∈(0,T ]
‖uˆN,k(t, ·)‖22 + Cς‖vN‖2L∞(0,τ ;L2(Rd))
∫ T
0
sup
t∈(0,τ ]
‖uˆN,k(t, ·)‖22dt.
(71)
Choosing ς > 0 small enough, depending on vN , we can absorb the first term on the right-hand side into the
left-hand side.
Applying Gro¨nwall’s lemma to (71), we obtain
sup
t∈(0,T ]
‖uˆN,k(t, ·)‖22 .N ‖u0‖22 exp
(‖vN‖2L∞(0,T ;L2(Rd))‖vN‖ 2(1−α)2α−1L2(0,T ;Hα(Rd))C(N)T ) (72)
and
‖uˆN,k‖2L2(0,T ;Hα(Rd)) .N ‖u0‖22
(
1 + exp
(‖vN‖2L∞(0,T ;L2(Rd))‖vN‖ 2(1−α)2α−1L2(0,T ;Hα(Rd))C(N)T )T ), (73)
where C(N) > 0 is a constant depending on N . Using the estimate (72) and (73), it follows directly from (67)
that
‖∂tuˆN,k‖L2(0,T ;Hα(Rd)′) ≤ C(‖u0‖2, ‖vN‖L∞(0,T ;L2(Rd)), ‖vN‖L2(0,T ;Hα(Rd)), N).
Since the universal constants in the above estimates are independent of k, we can pass to a weakly convergent
subsequence such that
uˆN,k ⇀∗ uˆN in L∞(0, T ;L2(Rd))n and uˆN,k ⇀ uˆN in L2(0, T ;Hα(Rd))n, (74)
as k →∞.
Integrating (67) in time and passing to the limit k →∞, yields uˆN ∈ L∞(0, T ;L2(Rd))n∩L2(0, T ;Hα(Rd))n
as a weak solution of (65) with ∂tuˆ
N ∈ L2(0, T,Hα(Rd)′). In order to pass to the limit in the third term of
(67), we write
∫
Rd
n∑
j=1
aij(−∆) 1−α2 (vNi ∇β(uˆN,kj ∗ WˆN ))∇(−∆)
α−1
2 ψi dx =
∫
Rd
n∑
j=1
aijv
N
i (uˆ
N,k
j ∗ ∇βWˆN ))∇ψi dx.
Then notice that∇β(uˆN,kj ∗WˆN ) ⇀ ∇β(uˆNj ∗WˆN) weakly in L2(0, T ;L2(Rd)) and consider ψ ∈ C∞0 (0, T ;C∞0 (Rd)).
A standard argument shows that the initial condition is satisfied in the L2-sense.
We remark that by the lower semicontinuity of the norms, we obtain (71) also for the limiting uˆN . Applying
Gro¨nwall’s inequality and using the linearity of (65), we can then deduce the uniqueness of solutions of problem
(65).
Step 2: Existence of local solutions for (14). To show existence of a local solution of the nonlinear problem
(14) we apply the Banach fixed point theorem in the space
X :=
{
v ∈ L2(0, T ;Hα(Rd))n ∩ L∞(0, T ;L2(Rd))n :
‖v‖2L2(0,T ;Hα(Rd)) + ‖v‖2L∞(0,T ;L2(Rd)) ≤ 3C′(N)‖u0‖22
}
,
(75)
where C′(N) is the maximum of the universal constants appearing in (72) and (73). In particular, we consider
the following mapping
K : X → X , vN K7−→ uˆN ,
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where uˆN is the unique weak solution of the linear problem (65) provided by the previous step. Notice that by
(72) and (73), for T := T (‖u0‖2, N) small enough this mapping is a self-map of X .
We now show that for T := T (‖u0‖2, N) > 0 small enough, the mapping K is a contraction on X . For this,
we let vN1 7→ uˆN1 and vN1 7→ uˆN2 , then we find that the difference uˆN1 − uˆN2 satisfies the energy estimate
sup
t∈(0,T ]
‖uˆN1,i − uˆN2,i‖22 +
∫ T
0
‖(−∆)α/2(uˆN1,i − uˆN2,i)‖22 dt
.
∫ T
0
∫
Rd
∣∣∣∇(−∆)α−12 (uˆN1,i − uˆN2,i) ·
n∑
j=1
aij(−∆) 1−α2 (vN1,i∇β(uˆN1,j − uˆN2,j) ∗WN )
∣∣∣dxdt
+
∫ T
0
∫
Rd
∣∣∣∇(−∆)α−12 (uˆN1,i − uˆN2,i) ·
n∑
j=1
aij(−∆) 1−α2 ((vN1,i − vN2,i)∇β uˆN2,j ∗WN )
∣∣∣dxdt
.
∫ T
0
[
γ‖(−∆)α2 (uˆN1,i − uˆN2,i)‖22
+
n∑
j=1
Cγ(‖vN1,i‖2H1−α‖∇β(uˆN1,j − uˆN2,j) ∗WN‖2W 1,∞ + ‖vN1,i − vN2,i‖2H1−α‖∇β uˆN2,j ∗WN‖2W 1,∞)
]
dt,
for γ > 0. Here we have used the relation (103) from the Appendix.
To continue we use the Gagliardo-Nirenberg interpolation inequality and Young’s inequality for convolutions,
to continue the above estimate as
sup
t∈(0,T ]
‖uˆN1,i − uˆN2,i‖22 +
∫ T
0
‖(−∆)α2 (uˆN1,i − uˆN2,i)‖22 dt
.N
∫ T
0
(Cγ′‖vN1,i‖22 + γ′‖vN1,i‖2Hα)‖uˆN1 − uˆN2 ‖22 + (Cγ′′‖vN1,i − vN2,i‖22 + γ′′‖vN1,i − vN2,i‖2Hα)‖uˆN2 ‖22 dt,
(76)
for additional γ′ and γ′′ > 0. Treating the second and third terms in more detail, we notice that∫ T
0
(Cγ′‖vN1,i‖22 + γ′‖vN1,i‖2Hα)‖uˆN1 − uˆN2 ‖22dt
≤ Cγ′ sup
t∈(0,T ]
‖vN1,i‖22 sup
t∈(0,T ]
‖uˆN1 − uˆN2 ‖22T + γ′‖vN1,i‖2L2(0,T ;Hα(Rd)) sup
t∈(0,T ]
‖uˆN1 − uˆN2 ‖22
≤ 3C′(N)‖u0‖22
(
Cγ′T sup
t∈(0,T ]
‖uˆN1 − uˆN2 ‖22 + γ′ sup
t∈(0,T ]
‖uˆN1 − uˆN2 ‖22
)
(77)
and, in exactly the same way, we obtain∫ T
0
(Cγ′′‖vN1,i − vN2,i‖22 + γ′′‖vN1,i − vN2,i‖2Hα)‖uˆN2 ‖22dt
≤ Cγ′′ sup
t∈(0,T ]
‖vN1,i − vN2,i‖22 sup
t∈(0,T ]
‖uˆN2 ‖22T + γ′′‖vN1,i − vN2,i‖2L2(0,T ;Hα(Rd)) sup
t∈(0,T ]
‖uˆN2 ‖22
≤ 3C′(N)‖u0‖22
(
Cγ′′T sup
t∈(0,T ]
‖vN1,i − vN2,i‖22 + γ′′‖vN1,i − vN2,i‖2L2(0,T ;Hα(Rd))
)
.
(78)
We now return to (76), in which we sum over i = 1, . . . , n. This is combined with (77) and (78) for which
we choose small enough γ′ and T , depending on γ, ‖u0‖22, and N , in order to obtain
sup
t∈(0,T ]
‖uˆN1 − uˆN2 ‖22 +
∫ T
0
‖(−∆)α2 (uˆN1 − uˆN2 )‖22 dt
≤ 3C′(N)‖u0‖22
(
Cγ′′T sup
t∈(0,T ]
‖vN1 − vN2 ‖22 + γ′′‖vN1 − vN2 ‖2L2(0,T ;Hα(Rd))
)
.
Possibly choosing a smaller γ′′ and T , this shows that for small enough T := T (‖u0‖22, N) the mapping K is a
contraction on X .
By the Banach fixed-point theorem we obtain a unique fixed point of the mapping K in the set X . This
fixed point is a local solution of (14) up to the time T := T (‖u0‖22, N) that is required to make our arguments
work.
Step 3: Higher-order a priori estimates for local solutions of (14). In this step we show that uˆN ∈
L2(0, T ;Hs+α(Rd)), where u0 ∈ Hs(Rd). The distinction between the current step and the next is that here
allow the constants in our estimates to depend on N .
19
Let τ ∈ (0, T ], where this is the interval of existence of the local solution uˆN . Taking ψi = Dl−hDlhuˆNi for
l = 1, . . . , s as a test function in the weak formulation of (14), and using estimate (103) yields
∥∥DlhuˆNi (τ)∥∥22 +
∫ τ
0
∥∥(−∆)α2 DlhuˆNi (t)∥∥22dt
. ‖Dlhu0i
∥∥2
2
+
n∑
j=1
∫ τ
0
∥∥∥(−∆) 1−α2 ( l∑
m=1
Dmh uˆ
N
i (t)D
l−m
h
(
uˆNj ∗ ∇βWˆN
)
(t, ·+mh)
)∥∥∥2
2
dt
. ‖Dlhu0i
∥∥2
2
+
n∑
j=1
∫ τ
0
l∑
m=1
‖Dmh uˆNi (t)‖2H1−α‖uˆNj ∗Dl−mh ∇βWˆN (t)‖2W 1,∞dt
.N ‖Dlhu0i
∥∥2
2
+
n∑
j=1
∫ τ
0
l∑
m=1
‖Dmh uˆNi (t)‖
2(1−α)
α
Hα ‖Dmh uˆNi (t)‖
2(2α−1)
α
2 ‖uˆNj (t)‖22dt,
(79)
for l = 1, . . . , s and i = 1, . . . , n. Then applying Young’s inequality we find that
n∑
j=1
∫ τ
0
l∑
m=1
‖Dmh uˆNi (t)‖
2(1−α)
α
Hα ‖Dmh uˆNi (t)‖
2(2α−1)
α
2 ‖uˆNj (t)‖22dt
.
n∑
j=1
∫ τ
0
( l∑
m=1
(
‖Dmh uˆNi (t)‖
2(1−α)
α
2 + ‖(−∆)
α
2 Dmh uˆ
N
i (t)‖
2(1−α)
α
2
)
‖Dmh uˆNi (t)‖
2(2α−1)
α
2 ‖uˆNj (t)‖22
)
dt
.
∫ τ
0
l∑
m=1
(
‖Dmh uˆNi (t)‖22‖uˆN(t)‖22 + γ‖(−∆)
α
2 Dmh uˆ
N
i (t)‖22 + C(γ)‖Dmh uˆNi (t)‖22‖uˆN(t)‖
2α
2α−1
2
)
dt
for γ > 0. Summing over l = 1, . . . , s and i = 1, . . . , n and choosing γ appropriately implies that
s∑
l=1
‖DlhuˆN(τ)‖22 +
∫ τ
0
s∑
l=1
‖(−∆)α2 DlhuˆN‖22dt
.N
s∑
l=1
(
‖Dlhu0
∥∥2
2
+
l∑
m=1
∫ τ
0
(
‖Dmh uˆN (t)‖22‖uˆN(t)‖22 + C(γ)‖Dmh uˆN(t)‖22‖uˆN(t)‖
2α
2α−1
2
)
dt
)
.
s∑
l=1
(
‖Dlhu0‖22 +
(‖uˆN‖ 2α2α−1
L∞(0,τ ;L2(Rd))
+ ‖uˆN‖2L∞(0,τ ;L2(Rd))
) ∫ τ
0
‖DlhuˆN‖22dt
)
.
Thus, the regularity assumption on u0 and applying the Gro¨nwall inequality yields
s∑
m=1
‖Dmh uˆN‖L∞(0,T ;L2(Rd)) + ‖Dmh uˆN‖L2(0,T ;Hα(Rd)) ≤ C(N), (80)
where C(N) > 0 is independent of h, and hence
‖uˆN‖L∞(0,T ;Hs(Rd)) + ‖uˆN‖L2(0,T ;Hs+α(Rd)) ≤ C(N). (81)
Step 4: Uniform in N higher-order estimates for local solutions of (14). In this step we show the
relations (18) and (19) for local solutions of (14). The main step is showing that there exists s′ < s such that
the relation
n∑
i=1
d
dt
‖uˆNi ‖2Hs +
n∑
i=1
σ˜‖(−∆)α2 uˆNi ‖2Hs
.
n∑
i,j=1
[
‖uˆNj ‖Hs‖(−∆)
α
2 uˆNi ‖Hs′ + ‖(−∆)
α
2 uˆNj ‖Hs′ ‖uˆNi ‖Hs
]
‖(−∆)α2 uˆNi ‖Hs
(82)
holds, where σ˜ > 0.
To see that (82) is sufficient for (18) and (19), notice that the Gagliardo-Nirenberg interpolation yields
‖uˆNj ‖Hs‖(−∆)
α
2 uˆNi ‖Hs′ . ‖uˆNj ‖Hs‖(−∆)
α
2 uˆNi ‖θHs‖uˆNi ‖1−θHs ,
20
for θ ∈ (0, 1), where we have used that s′ < s. The second term of the right-hand side of (82) can be treated
in the same way. We then obtain
d
dt
‖uˆN‖2Hs + σ˜‖(−∆)
α
2 uˆN‖2Hs . ‖(−∆)
α
2 uˆN‖1+θHs ‖uˆN‖2−θHs . (83)
Integrating (83) in time and applying Ho¨lder’s inequality then gives that
‖uˆN(τ)‖2Hs + σ˜
∫ τ
0
‖(−∆)α2 uˆN‖2Hsdt
. ‖u0‖2Hs +
(∫ τ
0
‖(−∆)α2 uˆN‖2Hsdt
) 1+θ
2
(∫ τ
0
‖uˆN‖
2(2−θ)
1−θ
Hs dt
) 1−θ
2
,
which for τ ∈ (0, T ] yields
‖uˆN(τ)‖2Hs + σ˜
∫ τ
0
‖(−∆)α2 uˆN‖2Hsdt . ‖u0‖2Hs +
∫ τ
0
‖uˆN‖
2(2−θ)
1−θ
Hs dt (84)
by means of Young’s inequality. An application of the generalized Gro¨nwall inequality, see e.g. [20], and our
assumptions on the initial data then yield (18). The relation (19) follows from Morrey’s inequality.
We now give the argument for (82). By the previous step, we use φi = D
lDlhuˆ
N
i as a test function in (64).
After an integration by parts and taking the limit h→ 0, this yields that
d
dt
∥∥DluˆNi ∥∥22 + 2σi∥∥(−∆)α2 DluˆNi ∥∥22 .
n∑
j=1
‖(−∆) 1−α2 Dl(uˆNi ∇β uˆNj ∗ WˆN)∥∥2∥∥∇(−∆)α−12 DluˆNi ∥∥2, (85)
for all l = 0, . . . , s. We then first apply the product rule to write
‖(−∆) 1−α2 Dl(uˆNi ∇β uˆNj ∗ WˆN)‖2 ≤
l−1∑
m=1
‖(−∆) 1−α2 (Dl−muˆNi Dm∇β uˆNj ∗ WˆN )‖2
+ ‖(−∆) 1−α2 (DluˆNi ∇β uˆNj ∗ WˆN )‖2 + ‖(−∆) 1−α2 (uˆNi Dl∇β uˆNj ∗ WˆN)‖2 := J1 + J2 + J3.
(86)
Applying the fractional Leibniz rule (101), the last two terms on the right-hand side of (86) are estimated as
J2 .
∥∥(−∆) 1−α2 DluˆNi ∇β uˆNj ∗ WˆN∥∥2 + ‖DluˆNi (−∆) 1−α2 ∇β uˆNj ∗ WˆN‖2
+‖Dl(−∆)α12 uˆNi ‖p1‖(−∆)
α2
2 ∇β uˆNj ∗ WˆN‖p2 := J21 + J22 + J23,
(87a)
J3 .
∥∥(−∆) 1−α2 uˆNi Dl∇β uˆNj ∗ WˆN∥∥2 + ‖uˆNi (−∆) 1−α2 Dl∇β uˆNj ∗ WˆN‖2
+‖(−∆)α12 uˆNi ‖q1‖(−∆)
α2
2 Dl∇β uˆNj ∗ WˆN‖q2 := J31 + J32 + J33,
(87b)
where α1 + α2 = 1 − α (α1 and α2 can be different in (87a) and (87b)) and 1/2 = 1/p1 + 1/p2 = 1/q1 + 1/q2.
We then apply Ho¨lder’s inequality and use Young’s inequality for convolutions along with the L1-normalization
of WˆN to write
J21 ≤
∥∥(−∆) 1−α2 DluˆNi ∥∥2p∥∥∇β uˆNj ∥∥2p′ , J22 ≤ ∥∥DluˆNi ∥∥2pˆ∥∥(−∆) 1−α2 ∇β uˆNj ∥∥2pˆ′ ,
J31 ≤
∥∥(−∆) 1−α2 uˆNi ∥∥2q∥∥Dl∇β uˆNj ∥∥2q′ , J32 ≤ ∥∥uˆNi ∥∥2qˆ∥∥(−∆) 1−α2 Dl∇β uˆNj ∥∥2qˆ′ , (88)
where 1/p+ 1/p′ = 1/q + 1/q′ = 1/pˆ+ 1/pˆ′ = 1/qˆ + 1/qˆ′ = 1. To finish our estimates we split our arguments
into two cases, which are l = 0 and 1 ≤ l ≤ s.
Treatment of the Jij for i = 2, 3 and j = 1, 2, 3 when l = 0.
(i.) J21 and J31. Since l = 0, we have that J21 = J31. We then further distinguish between two cases:
0 < α−β < d/2 and α < (d+ 2)/4. Notice that whenever d > 1 the conditions are both trivially satisfied, they
only place additional restrictions on β and α when d = 1.
Case 1: 0 < α−β < d/2. Then there exists γ ∈ (0, 1−α) such that d/(1−β− γ) > 2. We first notice that p′
in (88) can be chosen such that p′ > d/(d− 2(1− β − γ)). Then, using the theorem for Riesz potentials (106),
that β + γ < 1, and the fractional Sobolev embedding [23, Theorem 6.5], we obtain∥∥∇β uˆNj ∥∥2p′ =
∥∥∥(−∆)β+γ−12 ∇(−∆)− γ2 uˆNj ∥∥2p′ . ∥∥∇(−∆)− γ+α2 (−∆)α2 uˆNj ∥∥r
. ‖∇(−∆)− γ+α2 (−∆)α2 uˆNj
∥∥
Hs′−1+α+γ
. ‖(−∆)α2 uˆNj
∥∥
Hs′
,
(89)
21
where r = 2p′d/(d+ 2p′(1− β − γ)) > 2 and d/2 + β − α ≤ s′ < s . By the Sobolev embedding we obtain
∥∥(−∆) 1−α2 uˆNi ∥∥2p . ‖uˆNi ∥∥Hs ,
for 1 < p < d/(d− 2(s− 1 + α)), where p is the Ho¨lder conjugate of p′. To see that the conditions on p and p′
are possible, notice that p′ > d/(d− 2(1− β − γ)) > d/(2(s− 1 +α)) since s ≥ d/2, γ < 1−α, and β +1 < 2α.
Case 2: 0 < α < (d + 2)/4. We choose p in (88) such that p > d/(d− 2(2α− 1)). Then applying (106) and
the Sobolev embedding, we obtain∥∥(−∆) 1−α2 uˆNi ∥∥2p = ∥∥(−∆) 1−2α2 (−∆)α2 uˆNi ∥∥2p . ∥∥(−∆)α2 uˆNi ∥∥r′ . ∥∥(−∆)α2 uˆNi ∥∥Hs′ , (90)
where r′ = 2pd/(d+ 2(2α− 1)p) > 2 and d/2 − (2α − 1) ≤ s′ < s. We again apply the Sobolev embedding to
write ∥∥∥∇β uˆNj ∥∥2p′ =
∥∥∥(−∆)β−12 ∇uˆNj ∥∥2p′ .
∥∥∥(−∆)β−12 ∇uˆNj ∥∥Hs−β . ‖uˆNj ∥∥Hs ,
where we require that 1 < p′ < d/(d − 2(s− β)). Since p ≥ d/(d− 2(2α− 1)) ≥ d/(2(s − β)) for s ≥ d/2, the
condition 1/p+ 1/p′ = 1 can be satisfied.
(ii.) J22 and J32 Since l = 0, we have that J22 = J32. For these terms, we first notice that
‖uˆNi ‖2pˆ . ‖uˆNi ‖Hs ,
for any 1 < pˆ <∞ because s > d/2.
Under the conditions of both Case 1 or Case 2 above, we have that α < (d + 2)/4 + β/2. We now choose
0 < γ < 1 such that 2α < γ+β+ d/2 holds and set pˆ′ in (88) such that pˆ′ > d/(d− 2(2α− β− γ)). This allows
us to perform the following embeddings:
‖(−∆) 1−α2 ∇β uˆNj ‖2pˆ′ = ‖(−∆)
β+γ−2α
2 (−∆)− γ2∇(−∆)α2 uˆNj ‖2pˆ′ . ‖(−∆)−
γ
2∇(−∆)α2 uˆNj ‖r
. ‖(−∆)− γ2∇(−∆)α2 uˆNj ‖Hs′−1+γ . ‖(−∆)
α
2 uˆNj ‖Hs′ ,
where r = 2pˆ′d/(d+ 2pˆ′(2α− β − γ)) > 2 and d/2− (2α− β − 1) ≤ s′ < s.
(iii.) J23 and J33 Since l = 0, we have that J23 = J33. These terms can be estimated in a similar way as
in (ii). In particular, the Sobolev embedding yields
‖(−∆)α12 uˆNi ‖p1 ≤ ‖uˆNi ‖Hs ,
where we require that 2 < p1 ≤ 2d/(d− 2(s− α1)).
We again notice that α < (d + 2)/4 + β/2 is satisfied in both Case 1 or Case 2 above. Then we can fix
0 < γ′ < 1 such that 1+α−α2 < γ′+β+ d/2 for some 0 < α2 < 1−α –we remark that α2 is set in such a way
that γ′ exists. Furthermore choosing p2 such that p2 > 2d/(d− 2(1 + α− γ′ − α2 − β)), we can then estimate
‖(−∆)α22 ∇β uˆNj ‖p2 = ‖∇(−∆)−
γ′
2 (−∆) γ
′+α2+β−1−α
2 (−∆)α2 uˆNj ‖p2 . ‖∇(−∆)−
γ′
2 (−∆)α2 uˆNj ‖r
. ‖∇(−∆)− γ
′
2 (−∆)α2 uˆNj ‖Hs′−1+γ′ . ‖(−∆)
α
2 uˆNj ‖Hs′ ,
where r = p2d/(d+ p2(1 + α− γ′ − α2 − β)) > 2 and d/2− (α− α2 − β) ≤ s′ < s. Since s > d/2 we have that
p2 > 2d/(d− 2(1 + α− γ′ − α2 − β)) ≥ d/(s− α1), which implies that 1/p1 + 1/p2 = 1/2 can be satisfied.
Treatment of the Jij for i = 2, 3 and j = 1, 2, 3 when 1 ≤ l ≤ s.
(i.) J21 For this term we notice that∥∥∥∇β uˆNj ∥∥2p′ =
∥∥∥(−∆)β−12 ∇uˆNj ∥∥2p′ .
∥∥∥(−∆)β−12 ∇uˆNj ∥∥Hs−β . ‖uˆNj ∥∥Hs ,
where we require that 1 < p′ ≤ d/(d− 2(s− β)) if s− β < d/2 or any 1 < p <∞ if s− β ≥ d/2. Furthermore,
we have the following embeddings:∥∥Dl(−∆) 1−α2 uˆNi ∥∥2p = ∥∥Dl(−∆) 1−2α2 (−∆)α2 uˆNi ∥∥2p . ∥∥Dl(−∆) 1−2α2 (−∆)α2 uˆNi ∥∥Hs′−l−1+2α . ∥∥(−∆)α2 uˆNi ∥∥Hs′ ,
where d/(2(s− β)) ≤ p ≤ d/(d− 2(s′+2α− s− 1)) and s′ can be chosen to satisfy max{d/2− (2α− 1− β), s+
1 − 2α} < s′ < s. Notice that the lower bound for p is derived from the upper bound for p′, since the two are
22
Ho¨lder conjugates –it possible to choose p and p′ due to the restrictions on s′.
(ii.) J31 Using similar estimates as in the previous case, we obtain∥∥(−∆) 1−α2 uˆNi ∥∥2q . ∥∥uˆNi ∥∥Hs
where we require that 1 < q ≤ d/(d − 2(s + α − 1)) if s + α − 1 < d/2 or 1 < q < ∞ if s + α − 1 ≥ d/2.
Additionally, we find that∥∥∥Dl∇β uˆNj ∥∥2q′ =
∥∥∥Dl(−∆)β−1−α2 ∇(−∆)α2 uˆNj ∥∥2q′ .
∥∥∥Dl(−∆)β−1−α2 ∇(−∆)α2 uˆNj ∥∥Hs′−l−β+α . ‖(−∆)α2 uˆNj ∥∥Hs′ ,
where we first notice that d/(2(s + α − 1)) ≤ q′ ≤ d/(d − 2(s′ + α − s − β)). Again, just as above, the lower
bound for q′ is derived from the upper bound for q. It is possible to choose an appropriate q′ satisfying the
above conditions if max{d/2− (2α− 1− β), s+ β − α} < s′ < s.
(iii.) J22 We use the Sobolev embedding as
‖(−∆) 1−α2 ∇β uˆNj ‖2pˆ′ . ‖uˆNj ‖Hs ,
where we require that 1 < pˆ′ ≤ d/(d−2(s+α−1−β)) if s+α−1−β < d/2 or 1 < pˆ′ <∞ if s+α−1−β ≥ d/2.
Additionally, we estimate
‖DluˆNi ‖2pˆ = ‖Dl(−∆)−
α
2 (−∆)α2 uˆNi ‖2pˆ ≤ ‖(−∆)
α
2 uˆNi ‖Hs′
for d/(2(s− (1 + β − α))) ≤ pˆ ≤ d/(d− 2(s′ + α− s)). In order to ensure the existence of an appropriate pˆ we
choose s′ to satisfy max{d/2− (2α− β − 1), s− α} < s′ < s.
(iv.) J32 We estimate as
‖uˆNi ‖2qˆ ≤ ‖uˆNi ‖Hs ,
for any 1 < qˆ <∞ since by assumption s ≥ d/2. Additionally, we find that
‖Dl(−∆) 1−α2 ∇β uˆNj ‖2qˆ′ = ‖Dl∇(−∆)
β−2α
2 (−∆)α2 uˆNj ‖2qˆ′ . ‖(−∆)
α
2 uˆNj ‖Hs′ ,
where we require that 1 < qˆ′ ≤ d/(d − 2(s′ + 2α − 1 − β − s)). It is possible to find such a qˆ′ by setting s′ to
satisfy s− (2α− 1− β) < s′ < s.
(v.) J23 Using the Sobolev embedding, we find
J23 = ‖Dl(−∆)
α1−α
2 (−∆)α2 uˆNi ‖Lp1‖(−∆)
α2
2 ∇β uˆNj ∗ WˆN‖Lp2 . ‖(−∆)
α
2 uˆNi ‖Hs′ ‖uˆNj ‖Hs ,
where we require that 2 < p1 ≤ 2d/(d−2(s′+α−s−α1)) and d/(s′+α−s−α1) ≤ p2 ≤ 2d/(d−2(s−β−α2)).
These relations are satisfied for max{d/2− (2α− β − 1), s+ α1 − α} < s′ < s.
(vi.) J33 We estimate this term as
J33 = ‖(−∆)
α1
2 uˆNi ‖Lq1‖Dl∇(−∆)
α2+β−1−α
2 (−∆)α2 uˆNj ∗ WˆN‖Lq2 . ‖uˆNi ‖Hs‖(−∆)
α
2 uˆNj ‖Hs′ ,
where we require that 2 < q1 ≤ 2d/(d − 2(s − α1)) when s − α1 < d/2 or 2 < q1 < ∞ when s − α1 ≥ d/2
and, furthermore, that d/(s − α1) ≤ q2 ≤ 2d/(d − 2(s′ − s + α1 + 2α − 1 − β)). These conditions stipulate
that s−s′−(2α−β−1) < α1 and s′ ≥ d/2−(2α−β−1), which by our assumptions can be satisfied for some s′ < s.
Treatment of J1 when l ≥ 2.
We remark that the term J1 only appears when l ≥ 2. Applying the fractional Leibniz rule (101) yields
J1 .
l−1∑
m=1
∥∥(−∆) 1−α2 Dl−muˆNi Dm∇β uˆNj ∗ WˆN∥∥2 +
l−1∑
m=1
‖Dl−muˆNi (−∆)
1−α
2 Dm∇βuˆNj ∗ WˆN‖2
+
l−1∑
m=1
‖(−∆)α12 Dl−muˆNi ‖pm1 ‖(−∆)
α2
2 Dm∇β uˆNj ∗ WˆN‖pm2 = J11 + J12 + J13,
(91)
where α1 + α2 = 1− α, 1/2 = 1/pm1 + 1/pm2 .
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(i.) J11 Since m+ β < l ≤ s for all m = 1, . . . , l − 1 and 2 ≤ l ≤ s, we can estimate
J11 ≤
l−1∑
m=1
∥∥(−∆) 1−α2 Dl−muˆNi ∥∥2q′m∥∥Dm∇β uˆNj ∥∥2qm . ‖(−∆)α2 uˆNi ‖Hs′ ‖uˆNj ‖Hs ,
where qm ≤ d/(d − 2(s − m − β)) if s − m − β < d/2 and 1 < qm < ∞ if s − m − β ≥ d/2 and
d/(2(s − m − β)) ≤ q′m ≤ d/(d − 2(s′ − s + m − 1 + 2α)). These conditions stipulate that we choose s′ to
satisfy max{d/2 − (2α − 1 − β), s − (m − 1) − 2α, s − α} < s′ < s, which is possible since 2α − 1 − β > 0,
1 ≤ m ≤ s− 1 and 1/2 < α < 1.
(ii.) J12 In a similar way, we now write
J12 ≤
l−1∑
m=1
∥∥Dl−muˆNi ∥∥2pm∥∥(−∆) 1−α2 Dm∇β uˆNj ∥∥2p′m . ∥∥uˆNi ∥∥Hs∥∥(−∆)α2 uˆNj ∥∥Hs′ ,
where 1 < pm ≤ d/(d − 2m) if m < d/2 and 1 < pm < ∞ if m ≥ d/2 and d/(2m) ≤ p′m ≤ d/(d − 2(s′ −m +
2α−β− 1)). This places the following condition on s′: max{m+1+β− 2α, d/2− (2α− 1−β), s−α} < s′ < s,
where 1 ≤ m ≤ s− 1.
(iii.) J13 Lastly, we find that
J13 . ‖uˆi‖Hs‖(−∆)α2 uˆNj ‖Hs′ ,
where 2 < pm1 ≤ 2d/(d− 2(m− α1)) and d/(m − α1) ≤ pm2 ≤ 2d/(d− 2(s′ −m + 2α − β − 1 + α1)), which is
satisfied if max{d/2− (2α− β − 1), s+ β + 1− 2α− α1} < s′ < s.
To conclude, we remark that combining all of the above estimates on J1, J2, and J3 and summing over
l = 1, . . . , s and i = 1, . . . , n yields (82).
Step 5: Global existence of solutions for (14) with small initial data. Using an application of [8,
Lemma 17], in this step we show that there exists θ = θ(d, σi, aij , n) such that if (20) holds, then we can iterate
the argument in Step 2 to obtain a global solution of (14).
Here we use a simplified version of (82). In particular, by using that s′ < s, we obtain
d
dt
‖uˆN‖2Hs + σ˜‖(−∆)
α
2 uˆN‖2Hs ≤ C(d, aij , n)‖(−∆)
α
2 uˆN‖2Hs‖uˆN‖Hs , (92)
for some σ˜ > 0. With (92) in-hand, we can apply [8, Lemma 17] with
f(t) = ‖uˆN(t, ·)‖Hs , g(t) = ‖(−∆)α2 uˆN (t, ·)‖Hs , a = σ˜, and b = C(d).
The lemma yields that if ‖u0‖Hs ≤ a/b, then (d/dt)‖uˆN‖2Hs ≤ 0 and, in particular, ‖u(t, ·)‖Hs ≤ a/b for any
t ∈ [0, T ]. Therefore, setting θ = a/b allows us to iterate the local existence result of Step 2 to obtain a global
solution.
To address the uniqueness and positivity of the solution, we remark that these properties can be shown in
the same way as in Theorem 4.
6 Proof of Theorem 4: Existence and regularity results for the lim-
iting system of PDEs
Finally we give the proof of Theorem 4.
Proof of Theorem 4. In the first step we use the uniformity in N of the a priori estimates (18) to pass to the
limit as N → ∞, which yields a solution of (1). In the second step we show the non-negativity of solutions of
(1). In the third step we prove the uniqueness of weak solutions of (1). To finish, in the fourth step, we prove
strong convergence of a sequence of solutions of (14) to the solution of (1).
Step 1: Existence of solutions of (1). Since (18) is uniform in N , by compactness there exists u ∈
L∞(0, T ;Hs(Rd)n) ∩ L2(0, T ;Hs+α(Rd)n) so that
uˆN ⇀∗ u in L∞(0, T ;Hs(Rd)n),
uˆN ⇀ u in L2(0, T ;Hs+α(Rd)n),
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where the uˆN are the solutions of (14) provided by Theorem 3. Furthermore, by (18) and the lower semiconti-
nuity of the norms we have that
‖u‖L∞(0,T ;Hs(Rd)n) + ‖u‖L2(0,T ;Hs+α(Rd)n) . 1. (93)
We must still pass to the limit N →∞ in the weak formulation (64). We first notice that
WˆN ∗ ∇βuˆNj ⇀ ∇βuj in L2(0, T ;L2(Rd)), (94)
which follows, e.g. from (23). Furthermore, using the equation (14), we remark that
‖∂tuˆNi ‖L2(0,T ;H−α(Rd)) ≤ ‖uˆi‖L2(0,T ;Hα(Rd)) +
N∑
j=1
‖uˆNi ‖L∞(0,T ;L∞(Rd))‖WˆN‖1‖∇β uˆNj ‖L2(0,T ;L2(Rd)) . 1, (95)
where we have used (18) and Morrey’s inequality.
Now, for any R > 0, since the embedding of Hα(BR) into L
2(BR) is compact and by (95), the Aubin-Lions
lemma yields that uˆNi → ui strongly in L2(0, T ;L2(BR)). To finish, we consider the weak formulation (64) for
a test function ψ ∈ C∞0 (0, T ;C∞0 (Rd)). Using the observations made above, we are then able to pass to the
limit in the nonlinear term of (64). Using a standard argument, it can be shown that the initial condition is
satisfied.
Step 2: Positivity of solutions of (1). Considering u−i = min{ui, 0} as a test function in the weak
formulation of (14), we then obtain
d
dt
‖u−i ‖22 +
〈
u−i , (−∆)αui
〉
.
n∑
j=1
‖(−∆) 1−α2 (u−i ∇βuj)‖22 + γ‖(−∆)
α
2 u−i ‖22 (96)
for any t ∈ (0, T ] and γ > 0. To treat the second term on the left-hand side of (96) we use [9, Lemma 5.2]. In
particular, we find that for any t ∈ (0, T ], the relation
〈
u−i , (−∆)αui
〉 ≥ ∫
Rd
|(−∆)α2 u−i |2dx
holds. Combining this observation with (96) and using (101), we find that
d
dt
‖u−i ‖22 + ‖(−∆)
α
2 u−i ‖22 .
n∑
j=1
[
‖∇βuj‖2L∞‖(−∆)
1−α
2 u−i ‖22 + ‖(−∆)
1−α
2 ∇βuj‖2L∞‖u−i ‖22
]
+
n∑
j=1
‖(−∆)α12 ∇βuj‖2p1‖(−∆)
α2
2 u−i ‖2p2 ,
where 1/p1 + 1/p2 = 1/2 and α1 + α2 = 1− α. This we then combine with the observation that
‖(−∆)α12 ∇βuj‖2p1‖(−∆)
α2
2 u−i ‖2p2 . ‖uj‖2Hs+β‖u−i ‖2H1−α . ‖uj‖2Hs+β
(‖u−i ‖22 + ‖(−∆) 1−α2 u−i ‖22),
where we require that 2 < p1 ≤ 2d/(d− 2(s− α1)) and d/(s− α1) ≤ p2 ≤ 2d/(d− 2α1). We are able to satisfy
these conditions since s > d/2. Plugging-in this relation, using the embedding of Hs →֒ L∞ for s > d/2, and
additionally using the fractional Gagliardo-Nirenberg interpolation inequality, we obtain
n∑
i=1
d
dt
‖u−i ‖22 .
n∑
i,j=1
(
‖uj‖
2β
2α−1
Hs+α‖uj‖
2(α−β)
2α−1
Hs + ‖uj‖2Hs+β + ‖uj‖
2 2α−1−βα
Hs ‖uj‖
2 1+β−αα
Hs+α
)
‖u−i ‖22. (97)
From (97) and using the regularity of u and non-negativity of initial data, we conclude that ui ≥ 0 in (0, T )×Rd,
for i = 1, . . . , n.
Step 3: Uniqueness of solutions of (1). We assume that there are two solutions u1 and u2 of (1) and
consider wi = u
1
i − u2i as a test function in the weak formulation of the equation for wi:
n∑
i=1
∂t‖wi‖22 + σ˜‖(−∆)
α
2 wi‖22 .
n∑
i,j=1
∥∥(−∆) 1−α2 (wi∇βu1j + u2i∇βwj)∥∥22
.
n∑
i,j=1
‖wi‖2H1−α‖u1j‖2Hs+β+1−α + ‖u2i ‖2Hs+1−α‖wj‖2Hβ+1−α
.
n∑
i,j=1
‖wi‖2θHα‖wi‖2(1−θ)2 ‖u1j‖2Hs+β+1−α + ‖u2i ‖2Hs+1−α‖wj‖2θ1Hα‖wj‖2(1−θ1)2 ,
(98)
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where θ = 1/α− 1 and θ1 = (1 + β − α)/α are defined by applying Gagliardo-Nierenberg inequality.
To obtain (98), we have used (101) and
‖(−∆)α12 wi‖2p1‖(−∆)
α2
2 ∇βu1j‖2p2 . ‖wi‖2H1−α‖u1j‖2Hs+β+1−α ,
where we require that 2 < p1 ≤ 2d/(d− 2α2) and s ≥ d/2− (1− α). Likewise, we have that
‖(−∆)α12 u2i ‖2p1‖(−∆)
α2
2 ∇βwj‖2p2 . ‖u2i ‖2Hs+1−α‖wj‖2Hβ+1−α ,
for 2 < p2 ≤ 2d/(d− 2α1) and s ≥ d/2− (1− α).
Integrating (98) in time and applying Young’s inequality gives
‖w(τ)‖22 +
∫ τ
0
‖(−∆)α2 w(t)‖22 dt
.
∫ τ
0
‖w(t)‖22
(‖u2(t)‖ 21−θ1Hs+1−α + ‖u2(t)‖2Hs+1−α + ‖u1(t)‖ 21−θHs+β+1−α + ‖u1(t)‖2Hs+β+1−α)dt,
for any τ ∈ (0, T ]. An application of the Gro¨nwall inequality implies that wi = u1i − u2i = 0 a.e. in (0, T )× Rd,
and hence uniqueness of a solution of (14).
Step 4: Strong convergence of a sequence of solutions of (14) to solution of (1). Finally, we prove
the strong convergence of uˆN to u. We consider the equation for uˆNi − ui in the weak form, and use as a test
function uˆNi − ui to obtain
d
dt
‖ui − uˆNi ‖22 + σ˜‖(−∆)
α
2 (ui − uˆNi )‖22
.
n∑
j=1
‖(−∆) 1−α2 [(ui − uˆNi )∇β uˆNj ∗ WˆN ]‖22 +
n∑
j=1
‖(−∆) 1−α2 (ui[∇β(uˆNj ∗ WˆN )−∇βuj ])‖22
.
n∑
j=1
[
‖(−∆) 1−α2 [(ui − uˆNi )∇β uˆNj ∗ WˆN ]‖22 + ‖(−∆) 1−α2 (ui[∇β uˆNj −∇βuj ])‖22
+ ‖(−∆) 1−α2 (ui[∇β(uˆNj ∗ WˆN )−∇β uˆNj ])‖22] = J1 + J2 + J3.
We estimate the terms on the right hand-side using (101) and for the first term obtain
J1 .
n∑
j=1
[
‖∇β uˆNj ‖2L∞‖(−∆)
1−α
2 (ui − uˆNi )‖22 + ‖(−∆)
1−α
2 ∇β uˆNj ‖2L∞‖ui − uˆNi ‖22
]
+
n∑
j=1
‖(−∆)α12 ∇β uˆNj ‖2p1‖(−∆)
α2
2 (ui − uˆNi )‖2p2
.
n∑
j=1
‖uˆNj ‖2Hs+β‖ui − uˆNi ‖2θHα‖ui − uˆNi ‖2(1−θ)2 + ‖uˆNj ‖2θ1Hs+α‖uˆNj ‖2(1−θ1)Hs ‖ui − uˆNi ‖22
+ ‖uˆNj ‖2Hs+β
(‖ui − uˆNi ‖22 + ‖(−∆)α2 (ui − uˆNi )‖2θ2 ‖ui − uˆNi ‖2(1−θ)2 ),
where θ = 1/α− 1, θ1 = (1 + β − α)/α and α1 + α2 = 1− α.
For the second term we find that
J2 .
n∑
j=1
[
‖∇βuˆNj −∇βuj‖22‖(−∆)
1−α
2 ui‖2L∞ + ‖(−∆)
1−α
2 ∇β(uˆNj − uj)‖22‖ui‖2L∞
]
+
n∑
j=1
‖(−∆)α12 ∇β(uˆNj − uj)‖2q1‖(−∆)
α2
2 ui‖2q2
.
n∑
j=1
(
‖ui‖2Hs+1−α‖uj − uˆNj ‖2θ2Hα‖uj − uˆNj ‖2(1−θ2)2 + ‖ui‖2Hs‖uj − uˆNj ‖2θ1Hα‖uj − uˆNj ‖2(1−θ1)2
+ ‖ui‖2Hs‖uj − uˆNj ‖2θ1Hα‖uj − uˆNj ‖2(1−θ1)2
)
,
where θ1 = (1 + β − α)/α and θ2 = β/α < 1.
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For the third term we have
J3 . ‖ui‖2Hs+1−α‖∇βuˆNj ∗ WˆN −∇β uˆNj ‖22 + ‖ui‖2Hs‖(−∆)1−α(∇β uˆNj ∗ WˆN −∇β uˆNj )‖22
+‖ui‖2Hs‖∇βuˆNj ∗ WˆN −∇β uˆNj ‖2H1−α . κˆ−2N ‖ui‖2Hs+1−α‖uˆNj ‖2Hβ+2−α ,
see [26] or estimate (23) of Lemma 5. Then applying Young’s inequality yields
n∑
i=1
d
dt
‖ui − uˆNi ‖22 +
n∑
i=1
‖(−∆)α2 (ui − uˆNi )‖22 .
n∑
i,j=1
[(
1 + ‖uˆNj ‖
2β
2α−1
Hs+α‖uˆNj ‖
2(α−β)
2α−1
Hs
+ ‖uˆNj ‖
2(2α−1−β)
α
Hs ‖uˆNj ‖
2(1+β−α)
α
Hs+α + ‖uj‖
2α
2α−1−β
Hs + ‖uj‖
2(1−α)
α−β
Hs+α ‖uj‖
2(2α−1)
α−β
Hs
)
‖ui − uˆNi ‖22
+ κˆ−2N ‖ui‖2Hs+1−α‖uˆNj ‖2Hβ+2−α
]
.
Using the regularity of u and uˆN , the definition of κˆN , and applying the Gro¨nwall inequality, we obtain the
convergence result in (21).
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Appendix
We now summarize some facts about fractional Sobolev spaces and the fractional Laplacian that we use through-
out the paper. For a more complete picture of these objects see [23] and [31].
Definition 2 (Fractional Sobolev norm Hα(Rd)). Let α ∈ (0, 1). We define the fractional Hα-seminorm as
[ψ]2Hα :=
∫
Rd
∫
Rd
|ψ(x)− ψ(y)|2
|x− y|d+2α dxdy
and remark that the Hα-norm is then given by
‖ψ‖2Hα := ‖ψ‖22 + [ψ]2Hα .
The other fractional Sobolev spaces are defined analogously, see e.g. [23, Section 2]. Throughout the article the
following equivalences are important:
‖∇(−∆)α−12 ψ‖22 ∼ ‖(−∆)
α
2 ψ‖22 and ‖(−∆)
α
2 ψ‖2 ∼ [ψ]Hα (99)
and can be found in [23, Prop. 3.6]. These are simple consequences of the Fourier analytic definition of the
fractional Laplacian.
For f ∈ H1(Rd) and g ∈ H1−α(Rd), with α ∈ (0, 1), it holds that
〈∇f, g〉 = 〈∇(−∆)(1−α)/2(−∆)(α−1)/2f, g〉 = 〈∇(−∆)(α−1)/2f, (−∆)(1−α)/2g〉. (100)
Furthermore, for the fractional Laplacian the classical product rule may be replaced by the following commutator
estimate:
‖(−∆)α2 (fg)− (g(−∆)α2 f + f(−∆)α2 g)‖p . ‖(−∆)
α1
2 f‖p1‖(−∆)
α2
2 g‖p2 , (101)
where 1/p = 1/p1 + 1/p2 with p1, p2 ∈ (1,∞) and α = α1 + α2 with α1, α2 > 0, see [16]. We often make use of
(101) in the form
‖(−∆)α2 (fg)‖2 . ‖g‖Hα+s‖f‖2 + ‖g‖Hα+s′‖f‖Hα for s ≥
d
2
and s′ ≥ d
2
− α. (102)
We remark that (102) is a simple consequence of (99), (101), and the Sobolev embedding for fractional Sobolev
spaces, which can be found in [23, Theorem 6.5].
We will also make use of the estimate
‖(−∆)α2 (fg)‖2 .
(‖g‖∞ + ‖∇g‖∞)‖f‖Hα , (103)
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which holds assuming that g ∈W 1,∞(Rd) and f ∈ Hα(Rd). For (103), since (101) is not given in a form which
includes the endpoints p1, p2 = 1 or ∞, we instead use the definition (7). In particular, we write∫
Rd
|(−∆)α2 (fg)(x)|2dx ≤ ‖g(−∆)α2 f‖22 +
∫
Rd
∣∣∣P.V. ∫
Rd
g(x)− g(y)
|x− y|d+α f(y)dy
∣∣∣2dx = J1 + J2,
where
J1 . ‖g‖2L∞‖(−∆)
α
2 f‖22,
J2 =
∫
Rd
∣∣∣P.V.∫
|x−y|<1
g(x)− g(y)
|x− y|d+α f(y)dy
∣∣∣2dx+ ∫
Rd
∣∣∣ ∫
|x−y|≥1
g(x)− g(y)
|x− y|d+α f(y)dy
∣∣∣2dx = J21 + J22.
Denote
h1(x) =


1
|x|d+α−1 for |x| < 1,
0 otherwise,
and h2(x) =


1
|x|d+α for |x| ≥ 1,
0 otherwise,
for 0 < α < 1, with
‖h1‖L1(Rd) =
∫
B1
1
|x|d+α−1 dx ≤ C, ‖h2‖L1(Rd) =
∫
Rd\B1
1
|x|d+α dx ≤ C.
Then we have the following estimates
J21 . ‖∇g‖2L∞
∫
Rd
(∫
|x−y|<1
|f(y)|
|x− y|d+α−1 dy
)2
dx . ‖∇g‖2L∞‖f ∗ h1‖22 . ‖∇g‖2L∞‖f‖22,
J22 . ‖g‖2L∞
∫
Rd
(∫
|x−y|≥1
|f(y)|
|x− y|d+αdy
)2
dx . ‖g‖2L∞‖f ∗ h2‖22 . ‖g‖2L∞‖f‖22.
To finish-off this section, we give a version of the Gagliardo-Nirenberg interpolation inequality for fractional
Sobolev spaces. For a discussion and proof of Lemma 7 see [4].
Lemma 7 (Gagliardo-Nirenberg interpolation inequality).
‖f‖W s,p(Rd) . ‖f‖|θW s1,p1(Rd)‖f‖|1−θW s2,p2(Rd) (104)
for s = θs1 + (1− θ)s2 and 1/p = θ/p1 + (1 − θ)/p2, where 0 ≤ s1, s2 and 1 ≤ p1, p2 ≤ ∞, and θ ∈ (0, 1).
We often use (104) of Lemma 7 in the form
‖f‖Hs ≤ Cς‖f‖Hs1 + ς‖f‖Hs2 , (105)
for ς > 0 and where we assume that 0 ≤ s1 < s < s2. Notice that (105) follows from Young’s inequality and
(104).
To finish, we remark that for the inverse fractional Laplace operator we have
(−∆)−κf(x) = 1
cd,κ
∫
Rd
f(y)
|x− y|d−2κ dy = I2κ ∗ f(x), I2κ(x) =
1
cd,κ
|x|−(d−2κ),
for d > 2κ > 0, and for p < d/(2κ)
‖(−∆)−κf‖Ldp/(d−2κp)(Rd) . ‖f‖Lp(Rd). (106)
For this statement see [29, Chapter 5, Theorem 1].
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