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Abstract 
The techniques developed within the field 
of Biomedical Text Mining (BioTM) have 
been mainly tested and evaluated over a set 
of known corpora built by a few researchers 
with a specific goal or to support scientific 
competitions. The generalized use of 
BioTM software therefore requires that an 
enlarged set of corpora is made available 
covering a wider range of biomedical re-
search topics. This work proposes a soft-
ware tool that facilitates the task of building 
a BioTM corpus by providing a user-
friendly and interoperable tool that allows 
both automatic and manual annotation of 
biomedical documents (supporting both ab-
stracts and full text). This tool is also inte-
grated in a more comprehensive BioTM 
framework. 
1 Introduction 
Semantic annotation, sometimes called concept 
matching in the biomedical literature, is the 
process of mapping phrases within a source text 
to distinct concepts defined by domain experts.  
Traditionally, such annotation was exclusively 
manual. However, the growing scientific publica-
tion rate, the continuous evolving of biological 
terminology and the more complex analysis re-
quirements brought by systems-level approaches 
urge for automated curation processes 
(Ananiadou et al., 2006; Natarajan et al., 2005; 
Erhardt et al., 2006). 
The research field of BioTM emerged from 
this need and has been providing for helpful 
computerised approaches. In particular, Bio-
medical Named Entity Recognition (BioNER), 
the field that deals with the unambiguous identi-
fication of named entities (such as names of 
genes, proteins, gene products, organisms, drugs, 
chemical compounds, etc.), is the key step for 
accessing and integrating the information stored 
in the literature (Zweigenbaum et al., 2007; Jen-
sen et al., 2006; Natarajan et al., 2005). 
Techniques for term identification are becom-
ing widely used in biomedical research. Lexical 
resources (Fundel and Zimmer, 2006; Mukherjea 
et al., 2004; Kou et al., 2005; Muller et al., 2004) 
and rule-based systems (Hu et al., 2005; Hanisch 
et al., 2005) deliver some degree of automation. 
On the other hand, Machine Learning contribu-
tions (Okazaki and Ananiadou, 2006; Kou et al., 
2005; Shi and Campagne, 2005; Yeganova et al., 
2004; Sun et al., 2006) address issues like term 
novelty, synonymy (including term variants and 
abbreviations) and homonymy.  
Despite current achievements, technique de-
velopment and usage are constrained by the lim-
ited availability of high-quality training corpora. 
In fact, at this point, biomedical annotated cor-
pora represent a bottleneck in the development of 
BioTM software. Existing approaches cannot be 
extended without the production of corpora, con-
veniently validated by domain experts.  
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In this work, a contribution to tackle this mat-
ter is provided, with the development of a novel 
interoperable and user-friendly software applica-
tion that supports manual curation of biomedical 
documents. The proposed software implements a 
workflow where a biomedical corpus is auto-
matically annotated based on a specialised dic-
tionary. The discovered biomedical concept 
output is then directed into a manual curation 
stage, and finally a high-quality biomedical an-
notated corpus is made available. 
Both the automatic and manual annotation 
tasks are envisioned to be flexible, allowing the 
tagging of many biological entity classes and the 
creation and use of different dictionaries, ex-
tracted from major biomedical databases. Al-
though we have our own annotation schema, the 
software is expected to be useful within other 
domains which have domain-specific resources 
available. In other words, if a new annotation 
schema is defined and the dictionary builders 
cope with it, both automatic and manual annota-
tion are granted. 
The remainder of this paper starts by placing 
annotation tools within BioTM scenario, estab-
lishing basic requirements and identifying related 
work. The enumeration of the software develop-
ment aims follows. Next, the main features of the 
proposed software application are discussed, 
namely the creation of particular dictionaries, the 
default annotation schema, the automatic annota-
tion module and user-friendly manual annotation 
environment. Final remarks provide an overall 
perspective of the work and identify new fea-
tures.  
2 The Role of Annotation Tools in 
BioTM 
Emerging efforts in BioTM agree on considering 
manually annotated biomedical corpora as price-
less resources (Kim et al., 2008; Kim et al., 
2003). Many researchers openly contribute and 
disseminate annotated corpora such as GENIA 
(Kim et al., 2003), PennBioIE (Kulick S et al., 
2004) or GENETAG (Tanabe et al., 2005). Also, 
there are datasets coming from knowledgeable 
challenges such as BioCreAtive1. Yet, adaptation 
of available resources to new problems (real-
world scenarios) usually requires substantial ef-
forts, since they have been designed to meet a 
particular aim and tend not to comply with any 
common data format.  
                                                          
1
 http://biocreative.sourceforge.net/ 
The construction of a new corpus implies the 
laborious and time-consuming manual collection 
and annotation of a significant number (typically 
hundreds) of documents. It is not straightforward 
to gather, organise and annotate a valuable set of 
documents. On the one hand, the set of docu-
ments has to be representative of the domain it is 
supposed to describe, i.e., it has to embrace the 
terminological trends that characterise the do-
main, while establishing a contrast towards other 
domains. On the other hand, annotation has to be 
as comprehensible and consensual as possible. 
According to a given annotation schema, differ-
ent annotators should be able to agree, producing 
similar outputs. Otherwise, either the annotation 
schema is not able to reflect the domain conven-
iently, or the domain requires further annotation 
rules that prevent contradicting or misleading 
outputs.  
It is not reasonable to acknowledge the need 
for corpora without devising computational an-
notation tools. There exist several manual text 
annotation tools for creating annotated corpora. 
General-purpose annotation tools such as Cal-
listo2, WordFreak3(Morton and LaCivita, 2003), 
the General Architecture for Text Engineering 
(GATE4) (Cunningham et al., 2002) and 
MMAX25 are references in the area. However, 
these tools present limited flexibility and its ‘out 
of the box’ usage often demands expert pro-
gramming skills.  
Although offering customisable tasks (for ex-
ample, a simple annotation schema can be de-
fined with an XML DTD), these tools do not 
offer any support for biology-related natural lan-
guage processing. Dedicated tools such as POS 
taggers, parsers and named entity recognisers are 
becoming widely available and it would be desir-
able to include them into annotation tools.  
Tools should support semantic annotation by 
hand and some form of automatic annotation (us-
ing available resources such as dictionaries, on-
tologies, templates or user-specified rules). 
Moreover, by supporting both syntactic and se-
mantic annotation, a wide variety of annotation 
schemas can be defined and used. New annota-
tion tasks can be built without writing new soft-
ware or creating specialised configuration files.  
3 Development Aims  
                                                          
2
 http://callisto.mitre.org/ 
3
 http://wordfreak.sourceforge.net/ 
4
 http://gate.ac.uk/ 
5
 http://mmax.eml-research.de/ 
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The development of our biomedical annotation 
tools was driven by two important needs, essen-
tial for creating useful text corpora: i) accuracy 
and consistency of the annotations, and ii) usabil-
ity of the data. The major aim of this work is 
therefore two-fold: i) to provide a friendly envi-
ronment for curators and ii) to take advantage of 
the multiple informational resources available, 
enhancing the annotation process as much as 
possible.  
In this sense, the baseline requirements of our 
tools were interoperability with other 
tools/modules and flexibility in terms of annota-
tion schemas and data exchange formats. Anno-
tation schemas should be made as general as 
possible, covering major biomedical classes and 
thus, enabling (partial) schema interchange. 
Also, document annotation may comprise both 
syntactic (POS information) and semantic anno-
tations (BioNER information).  
The main aim of the annotation environment 
presented here is to provide common text proc-
essing modules and to enable automatic and 
manual document annotation. The text process-
ing pipeline was modelled with minimal assump-
tions on their dependences and application 
ordering. Tokenisation, sentence splitting and 
stopword removal are the basic text processing 
steps, and typically do not rely on previous pre-
processing, whereas chunk parsing as well as 
BioNER may be based on POS annotation. Not 
only the tools should be able to deal with multi-
layer annotation, as annotation processes should 
not have precedence over one another, i.e. se-
mantic annotation may occur after or before POS 
tagging.  
Furthermore, neither automatic nor manual 
annotation processes are considered mandatory. 
Typically, manual annotation is time-consuming 
and should be considered a later step, accounting 
for false positive matches (term homonymy) and 
miss annotations (term synonymy and term nov-
elty). However, it is up to the user to decide 
whether to trigger one or the two processes. 
4 Implementation 
The implementation of our tools devised the fol-
lowing components/modules:   
• an input/output module enabling the con-
version of documents for common file for-
mats (such as PDF and HTML) to plain 
text; 
• a pre-processing module embracing XML-
based text structuring (the title, authors, 
journal, abstract and the location of major 
sections are tagged), tokenisation and stop-
word removal; 
• a default annotation schema embracing all 
major biological entity classes (genes, pro-
teins, compounds and organisms) and some 
uncommon, although valuable classes 
(laboratory techniques and physiological 
states); 
• a lexicon-based biomedical annotator which 
supports the construction of customised dic-
tionaries as well as user-defined rules and 
lookup tables; 
• an user-friendly annotation viewer based on 
Cascade Style Sheets (CSS) that allows the 
user to verify and correct annotations and 
refine dictionary contents. 
 
Additionally, it is important to note that unlike 
many previous approaches our tools are able to 
handle both abstracts and full text documents 
indistinctively. The latter will undoubtedly give 
an increasing amount of useful information in 
most cases. 
4.1 Lexical Resources 
The tool supports two kinds of lexical resources: 
lookup tables and dictionaries. The authors have 
prepared lookup lists of standard laboratory 
techniques and general physiological states. 
Also, the user may create general or particular 
dictionaries from major biomedical databases 
such as BioCyc6, UniProt7 or ChEBI8 and inte-
grated databases such as Biowarehouse9 (Figure 
1). Each data source is characterised in terms of 
the embraced biological classes and organism (if 
it is a multi-organism source). The user may de-
cide to include all contents or select just a few, 
depending on the purpose of the dictionary. 
Database copyrights are preserved as there is 
no content distribution with the tool. In order to 
deploy any loader, the user has to download the 
contents from the corresponding source.  
                                                          
6
 http://biocyc.org/ 
7
 http://www.uniprot.org/ 
8
 http://www.ebi.ac.uk/chebi/ 
9
 http://biowarehouse.ai.sri.com/ 
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Figure 1. Deploying the construction of a new dictionary using available data loaders. 
 
 
On the other hand, all created resources are 
kept in relational format (currently, on MySQL 
database engine) and thus, allow eventual shar-
ing. 
4.2 Annotation Schemas 
The default semantic annotation schema was cre-
ated by the authors and aims at tracking down 
major biological entities. Currently, the system 
accounts for a total of 14 biological classes as 
follows:  
• gene  
• metabolic gene 
• regulatory gene 
• protein  
• transcription factor  
• enzyme  
• pathway  
• reaction  
• compound  
• organism  
• DNA  
• RNA  
• physiological state  
• laboratory technique  
 
This schema allows the user to identify mo-
lecular entities that may describe different levels 
of biological organisation and thus, lead to a bet-
ter insight in functional description of cellular 
processes. 
For instance, a physiological state is fre-
quently characterised by particular level of de-
fined biological entities, like compounds 
catalysed by certain enzymes, which in turn are 
encoded by the respective genes. Besides com-
mon annotation, this schema also supports anno-
tation linking to lexical resources (Figure 2), i.e., 
it identifies the dictionary entry that triggered 
each tagging as well as the normalised term (the 
“concept label” that gathers together known vari-
ants and synonyms of a given term). 
The ability to use other annotation schemas is 
considered a premise of tool interoperability and 
data re-use. As such, annotation schemas derived 
from the GENIA ontology (Kim et al., 2003), a 
formal model of cell signaling reactions in hu-
man, or used in challenges such as Biocreative, 
often referenced by the research community as 
gold standards, were accounted for. It is possible 
to choose which schema to use on a given anno-
tation task and also to translate from one schema 
to another. Additionally, we devise the incorpo-
ration of new schemas as long as the user speci-
fies tagging and mapping functions. 
Regarding POS, the premise is similar and 
thus, we chose to incorporate GATE for the de-
velopment language processing components. 
GATE provides a reusable design and a set of 
prefabricated software building blocks (namely 
tokenizers, sentence splitters and POS taggers) 
that can be used, extended and customised for 
specific needs. Also, its component-based model 
allows for easy coupling and decoupling of the 
processors, thereby facilitating comparison of 
alternative configurations or different implemen-
tations of the same module (e.g., different pars-
ers). At Figure 2, we illustrate an example of 
POS tagging output. 
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Figure 2. Small piece of an annotated document using the default annotation schema and GATE default POS 
tagging. 
 
 
 
 
Figure 3. Configuring the automated lexical-based BioNER process. 
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Figure 4. Snapshot of the manual annotation environment. 
 
 
4.3 Automatic Annotation 
The conversion of source formats into plain text 
is carried out by freeware programs such as 
Xpdf10 (Windows or Linux) and pdftotext11 (Mac 
OS). The process of XML-oriented document 
structuring was implemented by the authors us-
ing simple pattern matching. Documents (ab-
stracts or full-texts) are submitted to tokenising 
and stopword removal processes, implemented 
using Lingua::PT::PLNbase and Lin-
gua::StopWords Perl modules, respectively.  
Following the pre-processing step, lexicon-
based BioNER is sustained by a specialised re-
writing system developed by the authors upon 
the Text::RewriteRules Perl module. The user 
specifies the supporting dictionary and the set of 
biological classes to be annotated (Figure 3). 
Lookup tables and general templates may also be 
included. Furthermore, the process can be de-
ployed over abstracts or full-texts. 
The system attempts to match terms against 
dictionary and lookup table contents, checking 
for different term variants (e.g. hyphen and apos-
trophe variants) and excluding too short terms 
                                                          
10
 http://www.foolabs.com/xpdf/ 
11
 http://www.bluem.net/downloads/pdftotext_en/ 
(less than 3-character long). Annotation gives 
preference to longest term matching, tracking up 
to hepta-grams (i.e. 7-word composition). 
Additional patterns account for previously un-
known terms and term variants. For example, the 
template ”([a-z]{3}[A-Z]+\d*)” (a sequence of 
three lower-case letters followed by an upper-
case letter and a sequence of zero or more digits) 
is used to identify candidate gene names while 
the categorical nouns ”ase” and ”mRNA” track 
down possible enzyme and RNA mentions, re-
spectively. Besides class identification, the sys-
tem also sustains term normalisation, grouping 
all term variants around a “common name” for 
visualisation and statistical purposes. 
4.4 Manual Annotation 
The manual annotation environment accounts 
for the review of automatic annotations by ex-
perts and the enhancement of the lexical re-
sources. Also, manually curated documents are 
intended to be further used as training corpora to 
build annotation, classification or other general-
ised learning models regarding biomedical con-
tents. 
Although the actual corpus file with annota-
tion is encoded in XML, the annotators work on 
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a CSS-styled view which is much more user-
friendly (Figure 4). Furthermore, a query view is 
used to depict the relation of the annotated terms 
with dictionary entries.  
When the user revises dictionary-based anno-
tation and corrects or adds annotations, the dic-
tionary is updated with such previously unknown 
or mischaracterised information. Therefore, this 
process has two major outputs: high-quality an-
notation and dictionary enrichment. The latter is 
a classical example of a process of learning by 
experience that accounts for well-known biologi-
cal issues such as term novelty, term synonymy 
and term homonymy. Term novelty and the asso-
ciation of synonyms are far from being adequate-
ly tackled as they will depend on expert’s 
knowledge, which is limited and often outdated 
just like dictionaries. However, the disambigua-
tion of distinct mentions using the same term 
(e.g. same gene, protein and RNA name) is a 
classical example where manual curation is inva-
luable. 
Also, users may cooperate on curation tasks, 
sharing locally processed documents and taking 
advantage of dictionaries that have been refined 
by other users. 
5 Conclusions 
The need for user-friendly and interoperable se-
mantic annotation tools is indisputable in 
BioTM. Research benefits greatly from the re-
use of data (such as annotated corpora) and the 
capacity to interchange tools (namely POS and 
semantic taggers). However, this is only possible 
if tools are devised for this purpose, i.e., if they 
account for general annotation as well as annota-
tion interchange and if processing tools are pre-
pared to account for distinct annotation schemas. 
On the other hand, annotation is a laborious and 
time-consuming task that requires from the cura-
tors both expertise on the subjects and critical 
judgment. In this sense, it is very important that 
annotation tools take advantage of data mining 
models and available knowledge resources, 
minimising manual curation efforts, and at the 
same time, provide for a user-friendly environ-
ment.  
In this work, a contribution to these issues is 
provided, with the development of a novel inter-
operable and user-friendly software tool for bio-
medical annotation. Its primary contributions are 
as follows: the ability to process abstract and 
full-texts interchangeably; a basic semantic anno-
tation schema encompassing embracing all major 
biomedical entity classes (genes, proteins, com-
pounds and organisms) and some uncommon, 
although valuable classes (laboratory techniques 
and physiological states); the ability to use stan-
dard annotation schemas such as GENIA; a pre-
processing module capable of converting docu-
ments from common file formats (such as PDF 
and HTML) to plain text and then, tokenise and 
remove stopword from such texts; a lexicon-
based biomedical annotator for annotating bio-
medical texts which allows the construction of 
customised dictionaries as well as user-defined 
rules and lookup tables; a user-friendly annota-
tion view that allows the user to verify and cor-
rect annotations and refine dictionary contents. 
The tool can be used as a stand-alone envi-
ronment or it can be integrated in a more com-
prehensive BioTM framework. Currently, it is 
incorporated in the @Note Biomedical Text 
Mining workbench12 (Lourenço et al., 2008). 
Here, tool interoperability enables automatic in-
formation retrieval (PubMed keyword-based 
query and document retrieval from open-access 
and subscribed web-accessible journals) as well 
as mining experiments (using annotated corpora 
to construct BioNER models). 
Future work includes the enhancement of an-
notation skills based on curator suggestions and 
the implementation of several measures to mini-
mize discrepancies of inter-annotation and main-
tain the quality of annotation. Semantic type 
checking and detection of anomalies in the re-
sulting annotations are devised as the first steps. 
The tools are freely available from 
http://sysbio.di.uminho.pt/anote.php. 
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