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Resumen: El objeto de este trabajo es la modelizacio´n de movimiento en secuencias de
ima´genes que presentan cierta dina´mica estacionaria y homoge´nea. En este caso se adopta
un modelo de Campos Aleatorios Markovianos con estados mixtos, como representacio´n
de las llamadas texturas de movimiento. El enfoque consiste en describir la distribucio´n
espacial de algu´n tipo de medida de movimiento, la cual consiste de dos tipos de valores:
una componente discreta relativa a la ausencia de movimiento y una parte continua para
mediciones diferentes de cero. Se proponen varias extensiones importantes y se aplica
el modelo al problema de segmentacio´n de texturas, tanto en secuencias sinte´ticas como
reales. Copyright c©2007 CEA-IFAC
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1. INTRODUCCION
El objeto de este trabajo es la modelizacio´n de
movimiento en secuencias de ima´genes, donde cierta
dina´mica estacionaria y homoge´nea esta´ presente. En
particular, escenas relacionadas a feno´menos naturales
cumplen con esta caracterı´stica (fuego, olas de mar,
rı´os, humo etc). El problema ha sido recientemente
analizado en el contexto de las llamadas texturas
dina´micas (Doretto et al., 2003 ; Chan y Vasconcelos,
2005). En te´rminos generales, los mayores esfuerzos
se han dedicado a describir la evolucio´n de la intensi-
dad de brillo en el tiempo, utilizando modelos lineales.
En este caso se adopta un modelo de Campo
Aleatorio Markoviano (Markov Random Field, MRF)
con estados mixtos, recientemente introducido en
(Bouthemy et al., 2005) como representacio´n de las
llamadas texturas de movimiento. El enfoque consiste
en describir la distribucio´n espacial de algu´n tipo
de medida de movimiento, la cual consiste de dos
tipos de valores: una componente discreta relativa a
la ausencia de movimiento y una parte continua para
mediciones diferentes de cero. Se proponen varias
extensiones importantes al primer modelo introducido
en (Bouthemy et al., 2005) permitiendo capturar ma´s
propiedades de las texturas en cuestio´n. En primer
lugar se considera un sistema de 8 vecinos ma´s
cercanos, lo cual resulta en un modelo mixto descrito
por 11 para´metros. En segundo lugar, se asume una
distribucio´n Gaussiana con media variable para la
parte continua, lo cual permite expresar una mayor
correlacio´n espacial.
Luego, se propone un me´todo de segmentacio´n de
texturas basado en el modelo desarrollado. Un aspecto
original del mismo es que no se supone independencia
condicional para las observaciones de movimiento
en cada textura (Cross y Jain, 1983). Adema´s, y
en consecuencia, no se desprecian los te´rminos de
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normalizacio´n (funciones de particio´n), a diferencia
de la mayorı´a de los me´todos utilizados actualmente.
Resultados sobre ejemplos reales y sinte´ticos demues-
tran la eﬁciencia y precisio´n del enfoque.
2. MODELO MRF MIXTO
Para deﬁnir un Campo Aleatorio Markoviano necesi-
tamos especiﬁcar dos cosas: la primera es la estruc-
tura de vecinos del modelo, lo que es equivalente en
una dimensio´n a especiﬁcar el orden de un proceso
de Markov ; y en segundo lugar se requiere deﬁnir la
forma de las distribuciones condicionales. En conse-
cuencia deﬁnimos la vecindad Ni de un punto i ∈ S =
{1,2,3....n} de la imagen, como el conjunto de 8 ve-
cinos mas cercanos. Experimentos en simulacio´n de
campos markovianos, han demostrado que esta es una
conﬁguracio´n adecuada para capturar las propiedades
principales y orientacio´n del campo, pero mantenien-
do un nu´mero de para´metros pequen˜o. Asimismo, el
modelo condicional adoptado es el siguiente:
p(xi |Ni) = Piδ0(xi)+(1−Pi) f (xi |Ni)w∗0(xi)
(1)
con w∗0(x) la funcio´n indicadora de valores no nulos
y donde xi es la medida de movimiento en el punto i
de la imagen, Pi = P(xi = 0 | Ni), δ0(x) es la funcio´n
Delta de Dirac y f es una densidad de probabilidad
continua. En consecuencia, se tiene una distribucio´n
consitente de dos partes: un componente discreto para
xi = 0 y uno continuo para xi = 0. Este modelo otorga
una especial atencio´n al valor nulo de la variable
aleatoria xi, el cual, en este caso, corresponde a la
propiedad de no movimento para un punto. Esto es
crucial en la formulacio´n presentada, en tanto que
permite describir texturas mas reales.
Para la parte continua, f , se asume una densidad
Gaussiana con varianza σ2 y media mi, dependiente
de Ni. Luego se puede rescribir (1) segu´n:
p(xi |Ni) = exp
[
ΘiT (Ni) ·S(xi) +
+ log(gν(xi))w0(xi)+ log(Pi)]
(2)
donde w0(x) = 1−w∗0(x) es el indicador del valor nu-
lo. Para evitar inconsistencias, en lugar de δ0(x) se
introduce gν(x), donde δ0(x) debe interpretarse co-
mo el lı´mite en distribucio´n de la secuencia de fun-
ciones Gaussianas de media nula, gν(x), con varianca
ν aproxima´ndose a cero. S(xi) ∈ Rd es una estadı´stica
suﬁciente y en este caso:
Θi(Ni) =
[
log
(
1−Pi
σ
√
2πPi
)
− m2i2σ2 , 12σ2 ,
mi
σ2
]T
(3)
S(xi) =
[
w∗0(xi), −x2i , xi
] (4)
El teorema de Hammersley-Clifford (Besag, 1974)
garantiza que el modelo condicional da lugar, y es co-
herente, con una distribucio´n conjunta de probabili-
dad. La forma general de la misma es una distribucio´n
de Gibbs:
p(x) = p(x1,x2, ...xn) =
eQ(x)
Z
(5)
donde Z es la llamada funcio´n de particio´n que nor-
maliza la densidad de probabilidad, y Q(x) es una fun-
cio´n de energı´a.
Deﬁnimos clique C ⊂ S como todo subconjunto de
puntos tal que sus elementos son todos vecinos dos a
dos. El orden de un clique se deﬁne como la cantidad
de elementos que lo componen. Se puede demostrar,
entonces, que Q(x) puede expresarse en forma u´nica
como una suma de potenciales VC donde C ⊂ S son
cliques, i.e. Q(x) =∑C⊂SVC(x). Si A⊂ S no es clique,
entonces VA = 0.
Para un modelo condicional de un para´metro que
satisface la suposicio´n de que pertenece a la familia ex-
ponencial de distribuciones y que depende u´nicamente
de los cliques que contienen no ma´s de dos puntos, i.e.
auto-modelos, la expresio´n para el para´metro es cono-
cida con respecto a las estadı´sticas suﬁcientes de los
vecinos (Besag, 1974). En el caso de un auto-modelo
multiparame´trico, el resultado de (Besag, 1974) fue
extendido en (Bouthemy et al., 2005) mostrando que:
Θi(Ni) = αi + ∑
j:x j∈Ni
βi jS(x j) (6)
con βi j ∈ Rd×d y αi ∈ Rd . De la deﬁnicio´n de auto-
modelo, los potenciales asociados son no nulos so-
lo para cliques de primer o segundo orden. Luego se
puede escribir para la distribucio´n de Gibbs:
Q(x) =∑
i∈S
Vi(xi)+ ∑
<i, j>⊂S
Vi j(xi,x j) (7)
Vi(xi) = αTi ·S(xi)+ log(gν(xi))w0(xi) (8)
Vi j(xi,x j) = ST (xi)βi jS(x j) (9)
De esta forma queda deﬁnida la funcio´n de probabili-
dad conjunta a partir del modelo condicional.
3. PARAMETROS DEL MODELO
De la ecuacio´n (3) se pueden relacionar los
pa´rametros Pi,σ,mi con los componentes de Θi =
[θ1,i,θ2,i,θ3,i]T obteniendo:
Pi =
(σ
√
2π)−1
(σ
√
2π)−1 + eθ1,i+
m2i
2σ2
(10)
σ2 = (2θ2,i)−1 (11)
mi =
θ3,i
2θ2,i
(12)
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Asumiendo un modelo homoge´neo, de las ecua-
ciones (7), (8) y (9) se requiere que αi = α y βi j =
βTji = β j. Deﬁnimos entonces:
β j =
⎛
⎝ d j e j f je′j g j q j
f ′j q′j h j
⎞
⎠ α= [ a b c ]T (13)
De (6) quedan ﬁnalmente expresados los para´metros
de la distribucio´n exponencial para un punto, dado los
vecinos:
θ1,i = a+ ∑
j:x j∈Ni
[
d jw∗0(x j)− e jx2j + f jxi j
]
θ2,i = b+ ∑
j:x j∈Ni
[
e′jw
∗
0(x j)−g jx2j +q jxi j
]
θ3,i = c+ ∑
j:x j∈Ni
[ f ′jw∗0(x j)−q′jx2j +h jxi j]
(14)
Varias simpliﬁcaciones pueden hacerse. En primer
lugar, de la segunda lı´nea de (14) vemos que
imponiendo σ como constante para todo punto,
e′j = g j = q j = 0. Luego de la propiedad βi j = β jiT se
deduce que e j = q′j = 0.
En segundo lugar se observa que el para´metro θ1,i
determina en parte a Pi. Si en la ecuacio´n (14) no im-
ponemos f j = 0, los valores arbitrarios (positivos y
negativos) que toman los vecinos x j provocarı´an una
asimetrı´a en Pi, con respecto a mediciones iguales pero
de distinto signo (debido a la forma de la ecuacio´n
(10)). Es decir, un valor de x j con una determinada
magnitud y signo positivo no inﬂuirı´a de la misma
forma en Pi que una medicio´n de igual magnitud y
signo opuesto, lo cual no tiene sentido fı´sico. Luego,
f j = f ′j = 0.
Finalmente el modelo resulta en:
β j =
⎛
⎝ d j 0 00 0 0
0 0 h j
⎞
⎠ α= [ a b c ]T (15)
y de la ecuacion (6), se obtiene:
θ1,i = a+ ∑
j:x j∈Ni
d jw∗0(x j)
θ2,i = b
θ3,i = c+ ∑
j:x j∈Ni
h jx j (16)
Aqui, podemos ver que se puede imponer h j ≥ 0,
en virtud de obtener un esquema cooperativo, ya que
estos coeﬁcientes estan relacionados con la media
mi. Obviamente b > 0 dado que deﬁne la varianza
condicional y podemos notar, adema´s, que los coeﬁ-
cientes d j y h j correspondientes a vecinos sime´tricos
deben ser iguales para deﬁnir un proceso estacionario
con cuatro direcciones de interaccio´n (v: vertical,
h:horizontal, d:diagonal principal, ad: anti-diagonal).
Finalmente se tiene un conjunto de 11 para´metros
que caracterizan el modelo de textura de movimiento,
φ= {a,b,c,dh,hh,dv,hv,dd ,hd ,dad ,had}.
Una condicio´n necesaria para el modelo conjunto
es que debe satisfacer
∫
Ω e
Q(x) < ∞ para estar bien
deﬁnido. De las ecuaciones (7), (8) y (9) se obser-
va que Q(x) es de la forma Q(x) = −yT (x)Ry(x),
con y(x) creciendo linealmente en el lı´mite. En con-
secuencia, la condicio´n de integrabilidad se reduce a
garantizar que la matriz R es positiva deﬁnida. Es-
ta matriz es de una forma particular: todas sus ﬁlas
suman el mismo valor, ya que el modelo es homoge´neo
(∀i hi j = h j); los elementos de la diagonal son todos
iguales a b; y es sime´trica. Luego tenemos el siguiente
teorema:
Teorema 1. Para un modelo de estados mixtos coope-
rativo y homoge´neo, como el deﬁnido en (16), la dis-
tribucio´n conjunta asociada se encuentra bien deﬁni-
da si y solo si b > ∑ j h j2 .
Demostracio´n. Podemos en primer lugar demostrar
que la condicio´n requerida es suﬁciente por aplicacio´n
del teorema de los Discos de Gersgorin (Horn y John-
son, 1986) el cual garantiza que todos los autoval-
ores de la matriz R son positivos si b > ∑ j | h j2 |,
donde podemos quitar el mo´dulo ya que h j > 0. La
parte necesaria se demuestra observando que el vector
x = [111..,1]T es un autovector de R, Rx = λx, donde
λ = b−∑ j h j2 el cual necesariamente debe ser positi-
vo
4. ESTIMACION DE PARAMETROS
En virtud de estimar los pa´rametros del modelo de
textura a partir de las mediciones de movimiento, se
adopta el criterio de maximizacio´n de la funcio´n de
pseudo-verosimilitud, introducida por Besag (1974),
ya que la formulacio´n exacta de ma´xima verosimil-
itud es en general intratable. Luego, buscamos el
conjunto de para´metros ˆφ que maximiza la funcio´n
L(φ) = ∏i∈S p(xi | Ni,φ). Se utiliza una te´cnica de
descenso por gradiente para la optimizacio´n ya que
las derivadas de L con respecto a φ son conocidas en
forma cerrada.
5. SEGMENTACION DE TEXTURAS
5.1 Medicio´n de movimiento
Como se propone en (Bouthemy et al., 2005; Fa-
blet y Bouthemy, 2003) consideramos como medicio´n
local de movimiento al ﬂujo normal. Sin embargo, en
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contraste con (Bouthemy et al., 2005; Fablet y Bouthe-
my, 2003), no tomamos solo su magnitud, sino su ex-
presio´n vectorial deﬁnida por
Vn(x,y) =− It(x,y)‖∇I(x,y) ‖
∇I(x,y)
‖∇I(x,y) ‖ (17)
donde I(x,y) representa la intensidad de brillo en un
punto e It(x,y) la variacio´n temporal de I(x,y). Luego,
se introduce un promediado del ﬂujo normal con el
objeto de reducir el ruido de las mediciones:
˜Vn(x,y) =
∑
(x′,y′)∈W
Vn(x′,y′) ‖∇I(x′,y′) ‖2
max( ∑
(x′,y′)∈W
‖∇I(x′,y′) ‖2,η2) (18)
donde η2 es una constante, como en (Fablet y
Bouthemy, 2003), yW es una pequen˜a ventana centra-
da en (x,y). Finalmente, se considera la siguiente ex-
presio´n escalar, para el denominado movimiento resid-
ual:
vres(x,y) = ˜Vn(x,y) · ∇I(x,y)‖∇I(x,y) ‖ (19)
la cual proyecta la versio´n promediada del
movimiento normal sobre la direccio´n del gradiente
espacial, resultando en vres ∈ (−∞,+∞).
En este punto es importante relacionar la naturaleza
de las medidas de movimiento recie´n deﬁnidas, con
la necesidad de formular un modelo de estados mix-
tos. A partir del ana´lisis estadı´stico de los datos de
movimiento obtenidos de secuencias de texturas de
movimiento reales, se observa que, si computamos los
histogramas de movimiento correspondientes (ﬁgura
1), efectivamente la distribucio´n de los valores de vres
tiene dos componentes: una componente discreta en el
valor nulo vres = 0, y una distribucio´n continua para el
resto de los valores de movimiento.
5.2 Me´todo de segmentacio´n
El problema de segmentar diferentes texturas de
movimiento en una secuencia de ima´genes puede for-
mularse como un proceso de asignacio´n de etiquetas
o labels a cada punto de la imagen. Se adopta el cri-
terio MAP (Maximum a Posteriori) en un esquema
Bayesiano de estimacio´n. Entonces, se busca una re-
alizacio´n de labels l = {li}, donde li ∈ {1,2, ...,c} es
el valor de la etiqueta, que maximice p(l | x) ∝ p(x |
l)p(l), donde x representa el mapa de movimiento vres.
Si se supone que las c diferentes texturas provienen de
feno´menos dina´micos independientes, dado el campo
de labels, podemos escribir:
p(x | l) =
c
∏
k=1
p(xk) =
c
∏
k=1
eQk(xk)
Zk(l)
(20)
donde Qk(xk) es la funcio´n de energı´a correspondiente
al modelo mixto para la clase de texturas k y dependi-
ente solo de los puntos asignados con dicha etiqueta,
xk . Zk(l) es la funcio´n de particio´n de cada clase.
Esto permite considerar dependencia condicional
entre observaciones. Estrictamente hablando, en la
ecuacio´n (20) estamos suponiendo que el nu´mero
de pixels que pertenecen a los bordes entre texturas
es pequen˜o en comparacio´n al nu´mero de puntos
interiores, de modo que la interaccio´n entre texturas
puede despreciarse. Actualmente se estan investi-
gando modelos que tengan en cuenta estos feno´menos.
Para la informacio´n a priori sobre el campo de la-
bels, p(l), introducimos un nuevo campo aleatorio de
Markov de 8 vecinos que se comporta como un te´rmi-
no de regula- rizacio´n para el proceso de asignacio´n de
etiquetas. De este modo p(l) ∝ exp[QS(l)] con:
QS(l) =∑
i
∑
j:x j∈Ni
γ(2I0(li− l j)−1) (21)
donde I0(z) es la funcio´n indicadora de argumento
nulo. p(l) penaliza las diferencias de etiquetas en-
tre puntos adyacentes, suavizando el proceso de seg-
mentacio´n. La formulacio´n completa puede ser expre-
sada, entonces, como el problema de maximizar la en-
ergı´a:
E(l) =
c
∑
k=1
Qk(xk)−
c
∑
k=1
log(Zk(l))+QS(l) (22)
Aqui se propone un me´todo de segmentacio´n
basado en un modelo general no necesariamente
Gaussiano. Esto implica que la funcio´n de particio´n
Zk no puede ser descartada ya que para cada textura
la escala de energı´a Qk puede ser muy diferente, de
modo que la normalizacio´n es crucial. No considerar
estos factores puede llevar a una prevalencia de
una textura sobre la otra en te´rminos energe´ticos,
resultando en una incorrecta segmentacio´n.
5.3 Maximizacio´n de la Energı´a
La maximizacio´n de la ecuacio´n (22) se lleva a
cabo utilizando la te´cnica de simulated annealing
mediante la cual se asignan etiquetas a los puntos
de la imagen (Geman y Geman, 1984). El problema
se reduce a computar iterativamente variaciones de
energı´a ΔE, con respecto a cambios de labels, para una
posicio´n elegida aleatoriamente. Habiendo estimado
los para´metros de una textura podemos utilizar las
ecuaciones (7) y (21) para este ﬁn.
Para el ca´lculo de Δ[log(Zk(l))] (ver ecuacio´n 22),
notemos en primer lugar que a partir del teorema fuerte
del lı´mite de Szego 1, tenemos asimpto´ticamente que
1El teorema de Szego demuestra que el logaritmo del determi-
nante de matrices de covarianza con estructura asimpto´ticamente
Toeplitz tiene esta forma.
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Figura 1: Arriba: ima´genes de escenas reales. Abajo: histogramas obtenidos a partir de las medidas de movimiento
propuestas. Se observa la presencia de un componente discreto y uno continuo
log(Zk(l)) ≈ log(αk)Nk(l) + μk , donde Nk(l) es la
dimensio´n del vector xk, i.e. el conjunto de puntos
asignados con el label lk. Por lo tanto, asimpto´tica-
mente el logaritmo de la funcio´n de particio´n crece
linealmente con Nk. Como simpliﬁcacio´n, si las
observaciones fueran independientes, la funcio´n de
particio´n tomarı´a la forma log(Zk(l)) = log(ρk)Nk(l),
donde ρk es la funcio´n de particio´n para la distribucio´n
de un solo punto.
Basa´ndonos en estos resultados, podemos aprox-
imar Δ[log(Zk(l))] ≈ log(ρk) y entonces se puede
demostrar que ρk = 1/P con P la probabilidad global
de movimiento nulo, tal y como se obtiene de la
ecuacio´n (2). Esto da una primera aproximacio´n al
co´mputo del factor de normalizacio´n para el proceso
de segmentacio´n de diferentes texturas. El enfoque
presentado aqui es totalmente general para un nu´mero
arbitrario de clases c.
6. RESULTADOS
Hemos aplicado el me´todo de segmentacio´n de
texturas en secuencias sinte´ticas y reales con dos
texturas de movimiento (c = 2). En primer lugar
se requiere estimar los para´metros de las diferentes
texturas presentes en la imagen. Luego de computar
el ﬂujo normal a partir de dos ima´genes consecutivas
de la secuencia, dividimos el mapa de movimiento en
bloques de 40x40 puntos y para cada bloque se obtiene
un estimado de los para´metros. Luego se aplica un
proceso de clustering en virtud de obtener una primera
clasiﬁcacio´n en dos clases (bloques comunes a dos
texturas pueden ser fa´cilmente descartados en esta
etapa). A continuacio´n se recomputan los para´metros
para cada cluster obtenie´ndose un estimado para
cada modelo. A partir de aqui se inicia el proceso de
segmentacio´n por simulated annealing.
En la ﬁgura 2 observamos el caso de un campo
de 150x150 puntos, generado artiﬁcialmente donde
dos texturas estan separadas por una curva deﬁnida.
El resultado de la segmentacio´n es muy satisfactorio
como se puede apreciar en la imagen de la derecha.
(a) (b)
Figura 2: a) mapa de movimiento sinte´tico, b) resulta-
do del proceso de segmentacio´n
En la ﬁgura 3 a) analizamos la situacio´n en la cual
tenemos una textura de movimiento sobre un fondo
esta´tico. El taman˜o de las ima´genes es de 320x240
pixels. Se muestra en la segunda columna el mapa
de movimiento medido, vres. Este es un caso donde
se presentan regiones mu´ltiples pertenecientes a la
misma clase. Los resultados son nuevamente bastante
precisos. Cabe destacar en este caso que el fondo
esta´tico es en si mismo una textura de movimiento
segu´n la deﬁnicio´n del modelo, ya que es solo un
caso especial de textura mixta, donde todos los puntos
esta´n quietos.
En la ﬁgura 3 b) consideramos otra escena real de
la naturaleza. Consiste en dos a´rboles superpuestos
movidos por el viento. El proceso de segmentacio´n
muestra que ambas regiones principales son separadas
adecuadamente. Este es un caso complejo dado que
Texturas de Movimiento: Campos Markovianos Mixtos y Segmentación84
a)
b)
c)
Figura 3: Izquierda: ima´genes originales. Centro: mapa de movimiento. Derecha: resultado del proceso de seg-
mentacio´n.
los a´rboles presentan similares texturas de intensidad
y movimiento.
Finalmente, en la ﬁgura 3 c) hemos comproba-
do satisfactoriamente el funcionamiento del algorit-
mo de segmentacio´n propuesto sobre una secuencia de
ima´genes que consiste en dos texturas de movimien-
to, donde una regio´n circular asociada a una textura
de vapor fue superpuesta a una secuencia de olas. Las
ima´genes son de taman˜o 150x150 pixels.
7. CONCLUSION
El modelo de estados mixtos propuesto ha mostrado
ser una adecuada representacio´n de las llamadas tex-
turas de movimiento permitiendo describir contenidos
dina´micos complejos con pocos para´metros. Adema´s,
un enfoque original de segmentacio´n fue introducido
sin asumir independencia condicional entre las obser-
vaciones de una textura. De los experimentos puede
observarse que, para problemas de dos clases, los
resultados fueron satisfactorios.
Actualmente se estan investigando otros aspectos
relacionados con texturas de movimiento: la inclusio´n
de la evolucio´n temporal de las medidas de movimien-
to, un estudio profundo de las funciones de particio´n,
modelos para los bordes entre texturas, clasiﬁcacio´n
de mas de dos clases.
Otra lı´nea de investigacio´n en consideracio´n por los
autores es la posibilidad de utilizar Campos Aleato-
rios Markovianos Condicionales (Conditional Markov
Random Fields), lo cual permitirı´a considerar situa-
ciones au´n mas complejas introduciendo informacio´n
contextual adicional.
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