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SEMISTAR OPERATIONS AND STANDARD CLOSURE
OPERATIONS
NEIL EPSTEIN
Dedicated to Professor Marco Fontana on the occasion of his 65th birthday.
Abstract. Let R be a commutative ring. It is shown that there is
an order isomorphism between a popular class of finite type closure
operations on the ideals of R and the poset of semistar operations of
finite type.
1. Introduction
Star operations have long represented an important topic in commutative
ring theory, especially among non-Noetherian practitioners, ever since they
were introduced by Krull [Kru35] as a generalization of some elements of
number theory. Later [MO94], the definition was extended to the notion of
“semistar operations”, a topic that also has attracted much interest in the
non-Noetherian world.
On the other hand and in parallel, particular closure operations on ideals
(e.g. radical, integral closure [HS06], and tight closure [Hun96]) have been
investigated intensively (and to great effect) in Noetherian rings. Axioma-
tization of these ideas occurred even more recently, as part of an attempt
toward solving some conjectures in mixed characteristic. See the recent
survey [Eps12].
It is clear how to relate star operations to certain kinds of closure oper-
ations [Eps12, Proposition 4.1.3]. On the other hand, semistar operations
appear to be further afield at first glance, since the star of an ideal is not
always an ideal. In this article, perhaps counterintuitively, we show that if
anything, the notion of the semistar operation is more well-suited to build-
ing a bridge between the Noetherian and non-Noetherian worlds than the
notion of the star operation.
Namely, we define a particular kind of closure operation (called a standard
closure operation), a rubric under which most of the closure operations in
common use fit (with the radical being the primary counterexample). Then
in the main theorem (Theorem 3.1), we show that there is a one-to-one,
order-preserving correspondence between the standard finite-type closure
operations on a ring and the finite-type semistar operations on a ring. In
doing so, we launch a basic investigation on various operations on the poset
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of closure operations on ideals, namely the finitization and the standardiza-
tion of a closure operation.
In the last section of the paper, we investigate the smallest standard
closure operation above the radical. We characterize it in terms of the total
ring of quotients (Theorem 4.1) and give an algorithm for its computation
for any ideal that has a primary decomposition (Theorem 4.5).
It is hoped that that this work will foster greater cooperation between
non-Noetherian and Noetherian researchers on either side of this hitherto-
unseen bridge.
2. Closure operations and semistar operations
Throughout, R is a commutative ring with unity, and Q is its total ring
of fractions. (However, the reader loses nothing by assuming that R is an
integral domain.) Let I(R) (resp. If(R)) denote the set of ideals (resp.
finitely generated ideals) of R. We denote by Ff(R) (resp. F(R)) the set of
finitely generated R-submodules (resp. arbitrary R-submodules) of Q. The
set of non-zerodivisors of R will be denoted nzd(R). The set of fractional
ideals of R (i.e. those elements A ∈ F(R) such that xA ⊆ R for some
x ∈ nzd(R)) is denoted F(R).
Convention: Operations on I(R) and If(R) will be superscripted, whereas
operations on F(R), Ff(R), and F(R) will be subscripted.
Definition 2.1. A set map c : I(R) → I(R) is called an (ideal) preclosure
operation if it satisfies the following conditions for all I, J ∈ I(R):
• (Extension) I ⊆ Ic, and
• (Order-preservation) If J ⊆ I, then Jc ⊆ Ic.
A preclosure operation c is called a closure operation if it also satisfies
• (Idempotence) (Ic)c = Ic.
For more information on closure operations, the reader may consult the
recent survey article [Eps12].
Definition 2.2. Let c : I(R) → I(R) be a preclosure operation. We say
that c is:
• of finite type if Ic =
⋃
{Jc | J ⊆ I and J ∈ If(R)},
• weakly prime1 if for all w ∈ nzd(R) and I ∈ I(R), w · Ic ⊆ (wI)c.
• standard if for all w ∈ nzd(R) and I ∈ I(R), ((wI)c :R w) = I
c.
Lemma 2.3. Any standard preclosure operation is weakly prime.
Proof. Elementary. 
Definition 2.4. Let c be a preclosure operation. Define cf : I(R) → I(R)
(the finitization of c) as follows:
Icf :=
⋃
{Jc | J ⊆ I and J ∈ If(R)}.
1This name is chosen since it is a weakening of the notion of semi-prime from [Pet64].
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Define cs : I(R)→ I(R) (the standardization of c) as follows:
Ics :=
⋃
{((wI)c :R w) | w ∈ nzd(R)}.
It is not a priori clear from the definitions, given a (pre)closure operation
c, that cf or cs is even a (pre)closure operation, much less one with desired
properties. However, we have the following
Proposition 2.5. Let c : I(R)→ I(R) be a preclosure operation.
(1) cf is a preclosure operation of finite type, weakly prime if c is, stan-
dard if c is, a closure operation if c is, and cf ≤ c. In fact, cf is the
largest finite type preclosure operation d such that d ≤ c.
(2) If c is weakly prime, then cs is a standard preclosure operation, of
finite type if c is, and c ≤ cs. In fact, cs is the smallest standard
preclosure operation d such that c ≤ d.
(3) If c is a weakly prime closure operation of finite type, then cs is a
standard closure operation of finite type.
Proof. Part (1): Let I ∈ I(R). To see that Icf is an ideal, let x, y ∈ Icf and
r ∈ R. Then there exist finitely generated ideals J,K ⊆ I such that x ∈ Jc
and y ∈ Kc. It follows that rx ∈ Jc ⊆ Icf , and that x+ y ∈ (J +K)c ⊆ Icf ,
by order preservation and since J +K is a finitely generated subideal of I.
Order-preservation is clear.
To see that cf satisfies extension, note that I ⊆
⋃
{(x)c | x ∈ I} ⊆ Icf .
cf is of finite type by definition.
Now suppose c is weakly prime. Let w ∈ nzd(R), I an ideal, and x ∈ Icf .
Then there is some finitely generated ideal K ⊆ I such that x ∈ Kc. Then
since c is weakly prime, wx ∈ (wK)c ⊆ (wI)cf , finishing the proof that cf is
weakly prime.
Suppose c is standard. Let w ∈ nzd(R), I an ideal, and x ∈ R such that
wx ∈ (wI)cf . Then there is a finitely generated ideal J ⊆ wI such that
wx ∈ Jc. But then there exist r1, . . . , rn ∈ R such that J = (wr1, . . . , wrn).
In particular, each wri ∈ J ⊆ wI, so since w is regular, it follows that ri ∈ I,
so that K = (r1, . . . , rn) ⊆ I and J = wK. Thus, x ∈ ((wK)
c : w) = Kc
since c is standard. Then by definition, x ∈ Icf , so that cf is standard.
If c is a closure operation, we show here that cf is idempotent. Let
r ∈ (Icf )cf . Then there is a finitely generated ideal J ⊆ Icf with r ∈ Jc. Say
J = (r1, . . . , rn). Since each ri ∈ I
cf , there exist finitely generated ideals Ji
with Ji ⊆ I and ri ∈ (Ji)
c. Let K :=
∑n
i=1 Ji. Then J ⊆ K
c, K is finitely
generated, K ⊆ I, and r ∈ Jc ⊆ (Kc)c = Kc. Thus, r ∈ Icf .
As for maximality of cf , let d be a finite-type preclosure operation with
d ≤ c. Let I be an ideal and a ∈ Id. Since d is of finite type, there is some
finitely generated ideal J ⊆ I with a ∈ Jd. Since d ≤ c, we have a ∈ Jc.
Thus, a ∈ Icf , so d ≤ cf , as required.
Part (2): Let I ∈ I(R). To see that Ics is an ideal, let x, y ∈ Ics and
r ∈ R. Then there exist v,w ∈ nzd(R) such that x ∈ ((vI)c : v) and
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y ∈ ((wI)c : w). Clearly rx ∈ ((vI)c : v) ⊆ Ics . Moreover, we have
vw(x + y) = w(vx) + v(wy) ⊆ (w · (vI)c) + (v · (wI)c) ⊆ (vw · I)c,
with the last containment since c is weakly prime. Hence, x+ y ∈ ((vwI)c :
vw) ⊆ Ics .
Extension follows since I ⊆ Ic = ((1I)c : 1) ⊆ Ics . Order-preservation
follows since if J ⊆ I, we have ((wJ)c : w) ⊆ ((wI)c : w) for any w.
To see that cs is standard, let I be an ideal and w ∈ nzd(R). If x ∈ I
cs ,
then vx ∈ (vI)c for some v ∈ nzd(R), whence vwx ∈ w(vI)c ⊆ (v · wI)c,
whence wx ∈ ((vwI)c :R v) ⊆ (wI)
cs , so that x ∈ ((wI)cs : w). Conversely, if
x ∈ ((wI)cs : w), then wx ∈ (wI)cs , which means that for some v ∈ nzd(R),
we have vwx ∈ (vwI)c, so that x ∈ ((vwI)c : vw) ⊆ Ics , as required.
Now, suppose c is of finite type, and let x ∈ Ics . Then there is some
w ∈ nzd(R) with wx ∈ (wI)c. Since c is of finite type, there is an ideal
J ⊆ wI with J ∈ If(R) and wx ∈ J
c. It follows that J = wK for some
K ∈ If(R) with wx ∈ (wK)
c, and K ⊆ I since w is R-regular. Thus
x ∈ Kcs , so that cs is of finite type.
It is obvious that c ≤ cs. As for minimality of cs, let d be a standard
preclosure operation with c ≤ d. Let I be an ideal and take any a ∈ Ics .
Then for some w ∈ nzd(R), we have wa ∈ (wI)c ⊆ (wI)d (since c ≤ d).
That is, a ∈ ((wI)d :R w) ⊆ I
d since d is standard, so that cs ≤ d as
required.
Part (3): Assuming c is a weakly prime closure operation of finite type, we
need only show that cs is idempotent. Let x ∈ (I
cs)cs . Then wx ∈ (w(Ics))c
for some w ∈ nzd(R). Since c is of finite type, there is some finitely generated
ideal J with J ⊆ Ics and wx ∈ (wJ)c. Say J = (r1, . . . , rn). Then for
i = 1, . . . , n, there exist v1, . . . , vn ∈ nzd(R) such that viri ∈ (viI)
c. Let
v =
∏n
i=1 vi. It follows from weak primeness of c that vri ∈ (vI)
c for
i = 1, . . . , n, and hence that vJ ⊆ (vI)c. Thus,
vwx ∈ v(wJ)c ⊆ (wvJ)c ⊆ (w(vI)c)c ⊆ ((wvI)c)c = (vwI)c,
since c is both weakly prime and idempotent. It follows that x ∈ ((vwI)c :R
vw) ⊆ Ics , as required. 
Those familiar with the usual closure operations will recognize that Frobe-
nius, plus, and integral closure are standard closure operations of finite type.
Tight closure [HH90] is also a standard preclosure operation, and in a Noe-
therian ring, it is a closure operation [HH90, Proposition 4.1]. In general,
though, it is neither of finite type nor idempotent [Eps]. In a Noetherian
local ring R of prime characteristic where a is a fixed proper ideal, a-tight
closure is another example of a preclosure operation that is typically not
idempotent [HY03, Remark 1.4(1)] but is easily seen to be standard. Rad-
ical is a finite type weakly prime closure operation that is almost never
standard (see Corollary 4.2).
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Definition 2.6. [MO94] A set map ⋆ : F(R)→ F(R) is a semistar operation
provided it satisfies the following properties for all A,B ∈ F(R) and all units
u of Q:
• (Extension) A ⊆ A⋆.
• (Order-preservation) If A ⊆ B then A⋆ ⊆ B⋆.
• (Idempotence) (A⋆)⋆ = A⋆.
• (Divisibility) u ·A⋆ = (uA)⋆.
We say that ⋆ is of finite type if A⋆ =
⋃
{B⋆ | B ⊆ A and B ∈ Ff(R)}.
Remark 2.7. The above definition is slightly different from the one in the
literature, in two respects. First, we define it above for general commu-
tative rings, whereas it was previously only explored for integral domains.
Secondly, we define semistar operations as operations on the set of all R-
submodules of Q, rather than restricting (as is traditionally done) to the
nonzero R-submodules of Q. To fit the previous literature into the sys-
tem presented here, simply set 0⋆ := 0 for any previously defined semistar
operation ⋆.
There is no canonical reference for semistar operations, though I might
recommend [FL06]. For star operations, see [Gil72, ch. 32–34].
Recall that ⋆f is defined similarly to cf . See [MO94, p. 4].
Examples include the trivial semistar operation, the b-operation, and
certain canonical extensions of star operations.
3. An order-isomorphism
Theorem 3.1 (Main Theorem). There is a bijection, order-preserving in
both directions, between the poset of finite-type standard closure operations
on R and the poset of finite-type semistar operations on R.
Before starting the proof, we give the constructions for both directions of
the correspondence.
Definition 3.2. Let ⋆ be a semistar operation. Then we define κ(⋆) :
I(R)→ I(R) as follows:
Iκ(⋆) := I⋆ ∩R.
Lemma 3.3. If ⋆ is a semistar operation, then κ(⋆) is a standard closure
operation. Moreover, κ(⋆) is of finite type whenever ⋆ is.
Proof. Extension is clear, as is order-preservation. For idempotence, let
r ∈ (Iκ(⋆))κ(⋆). Then r ∈ (I⋆)⋆ = I⋆, but since we also have r ∈ R, it follows
that r ∈ I⋆ ∩R = I
κ(⋆).
To see standardness, let w ∈ nzd(R). Then
w · Iκ(⋆) ⊆ (w · I⋆) ∩R = (wI)⋆ ∩R = (wI)
κ(⋆),
where the first equality follows from divisibility of ⋆. Hence Iκ(⋆) ⊆ ((wI)κ(⋆) :
w).
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For the reverse containment, let r ∈ ((wI)κ(⋆) :R w), where w ∈ nzd(R).
Then
wr ∈ (wI)κ(⋆) = (wI)⋆ ∩R ⊆ (wI)⋆ = w · I⋆,
where the last equality follows from divisibility of ⋆. That is, there is some
f ∈ I⋆ such that wr = wf . But w is a unit of Q, so r = f ∈ I⋆ ∩R = I
κ(⋆).
Finally, assume that ⋆ is of finite type. Let I be an ideal of R and
r ∈ Iκ(⋆) = I⋆ ∩ R. Then there is a finitely generated R-submodule J of I
with r ∈ J⋆. Hence, r ∈ J⋆ ∩ R = J
κ(⋆). Since J ∈ If(R), it follows that
κ(⋆) is of finite type. 
Definition 3.4. Let c be a standard preclosure operation. We define π(c) :
F(R)→ F(R) as follows:
For an element f ∈ Q and a fractional ideal A, pick a representation
f = r/z, r ∈ R, z ∈ nzd(R) and choose x ∈ nzd(R) such that xA ⊆ R (so
that xA ∈ I(R)). Then we say that f ∈ Aπ(c) if xr ∈ (z · xA)
c.
Next, we define σf(c) : F(R)→ F(R) as follows:
Aσf (c) :=
⋃
{Bπ(c) | B ⊆ A and B ∈ Ff(R)}.
Proposition 3.5. Let c be a standard preclosure operation.
(1) π(c) is well-defined on F(R), independent of the choices of x and z
above.
(2) If c is moreover a closure operation, then σf(c) is a semistar opera-
tion of finite type.
Proof. Part (1): Given A ∈ F(R) and f ∈ Q. Let x, z, r be as above, so
that f = r/z and I := xA ⊆ R, and suppose f ∈ Aπ(c) according to these
choices – that is, xr ∈ (zI)c. Let x′, z′, r′ be another valid choice. That
is, f = r′/z′, J := x′A ⊆ R, and x′, z′ ∈ nzd(R). We need to show that
f ∈ Aπ(c) according to the latter set of choices as well.
Note that xJ = xx′A = x′I and that zr′ = zz′f = z′r. Therefore,
xz · x′r′ = xx′zr′ = xx′z′r = x′z′xr
∈ x′z′(zI)c ⊆ (z′zx′I)c = (z′zxJ)c = (xz · z′J)c,
so that by standardness of c, we have x′r′ ∈ (z′J)c, as required.
Part (2): Extension follows from the fact that f ∈ (Rf)π(c) for any f ∈ Q.
Order-preservation is clear.
For divisibility, let A ∈ F(R) and f ∈ Aσf (c). Then there is some B ∈
Ff(R) with B ⊆ A and f ∈ Bπ(c). Choose x, z ∈ nzd(R) and r ∈ R such
that I := xB ⊆ R and f = r/z. Let u = w/y be a unit of Q (so that w, y
are non-zerodivisors of R). Then xr ∈ (zI)c. Multiplying both sides by yw,
we get
yx · wr = ywxr ∈ yw(zI)c ⊆ (ywzI)c = (yz · wI)c,
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which means precisely that uf = wr
yz
∈
(
wI
yx
)
π(c)
= (uB)π(c). But uB is
a finitely generated R-submodule of uA, whence uf ∈ (uA)σf (c). Hence,
u ·Aσf (c) ⊆ (uA)σf (c).
For the opposite direction, replace u in the previous argument with t :=
u−1 and A with D := uA. Then we have
u−1 · (uA)σf (c) = t ·Dσf (c) ⊆ (tD)σf (c) = (u
−1uA)σf (c) = Aσf (c).
Multiplying both sides by u, it follows that (uA)σf (c) ⊆ u · Aσf(c).
By definition/construction, σf(c) has finite type.
Finally, we must show idempotence. Let f = r/z ∈ (Aσf (c))σf (c). Then
there exists B ∈ Ff(R) with B ⊆ Aσf (c) and f ∈ Bπ(c). Say B =
∑n
i=1Rfi.
Since each fi ∈ Aσf(c), there exist finitely generated R-submodules Bi of A
such that fi ∈ (Bi)π(c). Let D :=
∑n
i=1Bi. There exists some x ∈ nzd(R)
such that xB ⊆ R and xD ⊆ R. Let ri := xfi for each i (hence ri ∈ R). We
have
xB = (r1, . . . , rn) ⊆
∑
i
(xBi)
c ⊆
(∑
i
(xBi)
)c
= (xD)c.
Hence, since f ∈ Bπ(c),
xr ∈ (zxB)c ⊆ (z · [(xD)c])c ⊆ ((zxD)c)c = (zxD)c,
which means that f = r/z ∈ Dπ(c). But since D is a finitely generated
R-submodule of A, it follows that f ∈ Aσf (c). 
Theorem 3.6. For any semistar operation ⋆ on R, one has σf(κ(⋆)) = ⋆f .
In particular, if ⋆ is of finite type, then σf(κ(⋆)) = ⋆.
Proof. Let A ∈ F(R) and let r
z
= g ∈ A⋆f . By definition of ⋆f , there exists
B ∈ Ff(R) with B ⊆ A and g ∈ B⋆. Then r ∈ z · B⋆ = (zB)⋆, so letting
x ∈ nzd(R) be such that xB ⊆ R, we have
xr ∈ x · ((zB)⋆ ∩R) ⊆ (x(zB)⋆) ∩R = (zxB)⋆ ∩R = (z · xB)
κ(⋆).
Then by definition, g = r
z
∈ Bπ(κ(⋆)), so that g ∈ Aσf (κ(⋆)), by definition of
σf .
Conversely, suppose r
z
= g ∈ Aσf (κ(⋆)). Let B ⊆ A with B ∈ Ff(R) and
g ∈ Bπ(κ(⋆)). Let x ∈ nzd(R) such that xB ⊆ R. Then by definition,
xr ∈ (zxB)κ(⋆) = (zxB)⋆ ∩R ⊆ (zxB)⋆ = xz ·B⋆.
Then dividing by the unit zx of Q, we have g = r
z
∈ B⋆. Since B is a finitely
generated R-submodule of A, it follows that g ∈ A⋆f , as required.
The last statement is obvious. 
Proposition 3.7. Let c be a standard closure operation. Then κ(σf(c)) = cf .
In particular, if c is of finite type, then κ(σf(c)) = c.
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Proof. Let I ∈ I(R) and r ∈ R.
If r ∈ Icf , then there is some J ∈ If(R) with J ⊆ I and r ∈ J
c, by
definition of cf . Clearly, then r ∈ Jπ(c) (by using the denominators 1 and
1), so that since J is finitely generated, r ∈ Iσf (c) ∩R = I
κ(σf (c)).
If, conversely, r ∈ Iκ(σf (c)), this means that r ∈ Iσf (c) ∩R, so that there is
some finitely generated ideal J ⊆ I with r ∈ Jπ(c). Again using denominators
1 and 1, it follows that r ∈ Jc, whence r ∈ Icf .
The last statement is obvious. 
Proof of Theorem 3.1. All that remains after Theorem 3.6 and Proposi-
tion 3.7 is order preservation. So let ⋆ and ◦ be semistar operations such
that ⋆ ≤ ◦ – that is, A⋆ ⊆ A◦ for all A ∈ F(R). Then in particular this
holds for all ideals I of R, so we have
Iκ(⋆) = I⋆ ∩R ⊆ I◦ ∩R = I
κ(◦).
Hence, κ is order-preserving.
To see that σf is also order-preserving, let A ∈ F(R) and let c ≤ c
′ be
standard closure operations. Let f = r/z ∈ Aσf (c). Then there is some
finitely generated R-submodule B of A with f ∈ Bπ(c). Let x ∈ nzd(R)
with xB ⊆ R. Then xr ∈ (zxB)c ⊆ (zxB)c
′
, whence f ∈ Bπ(c′), so that
f ∈ Aσf (c′), as required. 
Definition 3.8. Say that a semistar operation ⋆ is of fractional type if for
all A ∈ F(R), one has
A⋆ =
⋃
{B⋆ | B ⊆ A,B ∈ F(R)}.
Note: When R is Noetherian, “fractional type” coincides with “finite
type” for semistar operations.
It is natural to ask whether all semistar operations are of fractional type.
The answer in general, however, is no. The following is essentially due to
Marco Fontana [Fon12]:
Proposition 3.9. Let R be a commutative ring. Then all semistar opera-
tions on R are of fractional type if and only if F(R) = F(R) ∪ {Q}.
Proof. It is obvious that if F(R) = F(R) ∪ {Q}, any semistar operation
must be of fractional type.
Suppose, on the other hand, that F(R) 6= F(R)∪{Q}. Define g : F(R)→
F(R) as follows:
Ag :=
{
A, if A ∈ F(R),
Q, otherwise.
It is easy to see that g is a semistar operation – the key point is that any
R-submodule of a fractional ideal is a fractional ideal. However, choose an
element A ∈ F(R) \ (F(R)∪ {Q}). Then A ⊆
⋃
{Bg | B ⊆ A,B ∈ F(R)} =⋃
{B | B ⊆ A,B ∈ F(R)} ⊆ A, so all are equalities. But Ag = Q 6= A.
Thus, g is not of fractional type. 
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Such rings are rare. For instance any such ring must clearly be conducive
(i.e. for any ring T with R ⊆ T ⊆ Q, T is a fractional R-ideal) [DF84], and
if R is a Noetherian conducive integral domain, then R is local of dimension
≤ 1 [DF84, Corollary 2.7].
Remark 3.10. Let c be a standard preclosure operation on R. Let π(c) :
F(R)→ F(R) be as in Definition 3.4, and define σ(c) : F(R)→ F(R) by
Aσ(c) :=
⋃
{Bπ(c) | B ⊆ A and B ∈ F(R)},
As noted above, if R is Noetherian, then F(R) = Ff(R), so in this case
σ = σf and if c is a standard closure operation then σ(c) = σf(c) is a
semistar operation.
Even in the non-Noetherian case, the proofs of the results in this section
show that σ(c) is extensive, order-preserving, and divisible. However, even if
c is a closure operation, the author does not know whether σ(c) is idempotent
(the only obstruction to σ(c) being a semistar operation). If so, perhaps this
could provide the basis for a bijection between the poset of standard closure
operations on R and the poset of semistar operations on R of fractional type.
In other words, we propose the following questions:
(1) If c is a standard closure operation on R, must σ(c) be a semistar
operation on R? (It clearly has fractional type.)
(2) If so, do σ and κ create a bijection between the semistar operations
on R of fractional type and the standard closure operations on R?
Example 3.11. It is worth looking at one example of the correspondence
outlined above.
Let R be a commutative ring and Q its total ring of fractions. We define
the b-operation b : F(R) → F(R) as follows. For A ∈ F(R) and n ∈ N, let
An be the R-submodule of Q generated by all n-fold products of elements
of A. Then for x ∈ R, we say x ∈ Ab if there is some n ∈ N and there exist
elements a1 ∈ A, a2 ∈ A
2, . . . , an ∈ A
n such that
xn + a1x
n−1 + a2x
n−2 + · · ·+ an = 0.
In the case where R is an integral domain, this is the usual definition of the
b-operation, and the usual proofs go through to show that it is a semistar
operation for arbitrary R. Note also that it is of finite type.
On the other hand, one defines the integral closure of ideals − : I(R) →
I(R) as follows: For r ∈ R and I ∈ I(R), we say r ∈ I− if there is some
n ∈ N and there exist elements i1 ∈ I, i2 ∈ I
2, . . . , in ∈ I
n such that
rn + i1r
n−1 + i2r
n−2 + · · ·+ in = 0.
This is the usual definition of integral closure of ideals (cf. [NR54] or [HS06]),
and it is a standard closure operation [Eps12, Proposition 4.1.3(ii)] of finite
type.
An easy computation shows that κ(b) = − and σf(−) = b.
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4. The standard closure operation associated to radical
Let R be any commutative ring. Define rad : I(R) → I(R) by Irad :=
{f ∈ R | ∃n ∈ N : fn ∈ I}, called the radical (or sometimes the nilradical)
of an ideal I. This notion is doubtless familiar; only the notation is unusual.
Radical is clearly a weakly prime closure operation of finite type. How-
ever, it is almost never standard. To see this, we begin with the following
characterization of rads:
Theorem 4.1. Let R be a commutative ring, let Q be its total ring of
fractions, and let I be an ideal of R. Then
Irads = (IQ)rad ∩R.
Proof. Let W be the set of regular elements of R, so that Q = RW . Let
x ∈ Irads . Then for some w ∈ W , we have wx ∈ (wI)rad. That is, there is
some n ∈ N such that (wx)n ∈ wI, so that wn−1xn ∈ I. It follows that
(x/1)n =
xn
1
=
1
wn−1
·
wn−1xn
1
∈
1
wn−1
IQ = IQ,
since wn−1/1 is a unit of Q. Thus x/1 ∈ (IQ)rad, whence x ∈ (IQ)rad ∩R.
Conversely, let x ∈ (IQ)rad∩R. Then for some n ∈ N, we have xn/1 ∈ IQ.
Without loss of generality, we may choose n ≥ 2. But then there is some
w ∈W such that wxn ∈ I. Multiplying by wn−1, we have (wx)n = wnxn ∈
wn−1I ⊆ wI, which means that wx ∈ (wI)rad, whence x ∈ ((wI)rad :R w) ⊆
Irads , as was to be shown. 
We immediately obtain the following:
Corollary 4.2. Let R be a commutative ring. Then rads = rad if and only
if all non-zerodivisors of R are units. Indeed, for any ideal I that contains
a non-zerodivisor, Irads = R.
Next we show what happens with primary ideals and primary decompo-
sition. First, note the following fact about intersections:
Corollary 4.3. Let R be a commutative ring and I1, . . . , In ideals of R.
Then (I1 ∩ · · · ∩ In)
rads = Irads1 ∩ · · · ∩ I
rads
n .
Proof. Let Q be the total quotient ring of R. We have
n⋂
j=1
Iradsj =
n⋂
j=1
(
(IjQ)
rad ∩R
)
=
( n⋂
j=1
(IjQ)
rad
)
∩R
=
( n⋂
j=1
(IjQ)
rad
)
∩R =
(( n⋂
j=1
Ij
)
Q
)rad
∩R =
(
∩nj=1Ij
)rads . 
Proposition 4.4. Let R be a commutative ring, and let I be a primary
ideal. Then
Irads =
{
Irad if all elements of I are zero-divisors of R,
R otherwise.
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Proof. If I contains a non-zerodivisor, Corollary 4.2 shows Irads = R.
So assume that all elements of I are zero-divisors. Let a ∈ ((wI)rad : w),
where w is a non-zerodivisor, so that wa ∈ (wI)rad. Then there is some n
with wnan ∈ wI, so that wn−1an ∈ I. But since wn−1 /∈ I and I is primary,
it follows that some power of an is in I, whence a ∈ Irad. Thus,
Irad ⊆ Irads =
⋃
w∈nzd(R)
((wI)rad : w) ⊆ Irad,
so that all are equal. 
The following then gives a way to compute the standardized radical of
any ideal of a Noetherian ring, without changing rings to the total ring of
fractions.
Theorem 4.5. Let R be a commutative ring. Let I be an ideal that has a
primary decomposition. Represent I as follows:
I = q1 ∩ · · · ∩ qn ∩ qn+1 ∩ · · · ∩ qk,
where each of q1, . . . qn are primary ideals consisting of zero-divisors, and
each qi, i > n, contains a regular element. Say each qi is pi-primary, so
that pi = q
rad
i . Then
Irads = p1 ∩ · · · ∩ pn.
Proof. By Proposition 4.4 and Corollary 4.3, we have
Irads =
(
k⋂
i=1
qi
)rads
=
k⋂
i=1
q
rads
i =
(
n⋂
i=1
q
rads
i
)
∩
(
k⋂
i=n+1
q
rads
i
)
=
(
n⋂
i=1
q
rad
i
)
∩
(
k⋂
i=n+1
R
)
=
n⋂
i=1
pi. 
Example 4.6. It can happen that a radical ideal consisting of zero-divisors
has a nontrivial standardized radical. That is, the assumption of primariness
is necessary in Proposition 4.4.
Let k be a field and let R = k[X,Y,Z]/(X2,XY ) = k[x, y, z], where
X,Y,Z are indeterminates over k and x, y, z are their homomorphic images
in R. Let I := (x, yz). Then I is a radical ideal, since R/I ∼= k[Y,Z]/(Y Z)
is a reduced ring. Moreover, I consists of zero-divisors, as xI = 0. However,
Irads = (x, y), as follows from Theorem 4.5, since we have the primary
decomposition I = (x, y)∩(x, z), but (x, z) contains z, an R-regular element.
Acknowledgment
The author would like to extend his thanks to the referee for useful com-
ments that improved the paper.
12 NEIL EPSTEIN
References
[DF84] David E. Dobbs and Richard Fedder, Conducive integral domains, J. Algebra 86
(1984), no. 2, 494–510.
[Eps] Neil Epstein, Non-Noetherian tight closure, in preparation.
[Eps12] , A guide to closure operations in commutative algebra, Progress in Com-
mutative Algebra 2 (Berlin/Boston) (Christopher Francisco, Lee Klingler, Sean
Sather-Wagstaff, and Janet C. Vassilev, eds.), De Gruyter Proceedings in Math-
ematics, De Gruyter, 2012, pp. 1–37.
[FL06] Marco Fontana and K. Alan Loper, A historical overview of Kronecker function
rings, Nagata rings, and related star and semistar operations, Multiplicative ideal
theory in commutative algebra, Springer, New York, 2006, pp. 169–187.
[Fon12] Marco Fontana, personal communication, Bressanone/Brixen, 2012.
[Gil72] Robert Gilmer, Multiplicative ideal theory, Pure and Applied Mathematics,
no. 12, Dekker, New York, 1972.
[HH90] Melvin Hochster and Craig Huneke, Tight closure, invariant theory, and the
Brianc¸on-Skoda theorem, J. Amer. Math. Soc. 3 (1990), no. 1, 31–116.
[HS06] Craig Huneke and Irena Swanson, Integral closure of ideals, rings, and modules,
London Math. Soc. Lecture Note Ser., vol. 336, Cambridge Univ. Press, Cam-
bridge, 2006.
[Hun96] Craig Huneke, Tight closure and its applications, CBMS Reg. Conf. Ser. in Math.,
vol. 88, Amer. Math. Soc., Providence, RI, 1996.
[HY03] Nobuo Hara and Ken-ichi Yoshida, A generalization of tight closure and multiplier
ideals, Trans. Amer. Math. Soc. 355 (2003), no. 8, 3143–3174.
[Kru35] Wolfgang Krull, Idealtheorie, Springer, Berlin, 1935.
[MO94] Ryu¯ki Matsuda and Akira Okabe, Semistar-operations on integral domains,
Math. J. Toyama Univ. 17 (1994), 1–21.
[NR54] Douglas G. Northcott and David Rees, Reductions of ideals in local rings, Proc.
Cambridge Philos. Soc. 50 (1954), no. 2, 145–158.
[Pet64] John W. Petro, Some results on the asymptotic completion of an ideal, Proc.
Amer. Math. Soc. 15 (1964), no. 4, 519–524.
Department of Mathematical Sciences, George Mason University, Fairfax,
VA 22030
E-mail address: nepstei2@gmu.edu
