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Abstract
We introduce the notion of Nakajima monomials for quantum generalized Kac–Moody algebras and
construct the crystals B(∞) and B(λ) in terms of Nakajima monomials. We also give an explicit description
of the Nakajima monomials in the crystals B(∞) and B(λ) for the rank 2 quantum generalized Kac–Moody
algebras and for the quantum Monster algebra.
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Introduction
The crystal basis theory was introduced by Kashiwara for the quantum groups associated
with Kac–Moody algebras [7]. Among others, he showed that there exist a crystal basis B(∞)
for the negative part of a quantum group and a crystal basis B(λ) for the irreducible highest
weight module V (λ) with a dominant integral highest weight λ. During the past 15 years, it has
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important and interesting applications both in combinatorics and in representation theory.
In [9,10], Nakajima discovered that the set of monomials appearing in t-analogue of
q-characters for finite dimensional representations of quantum affine algebras has a colored ori-
ented graph structure. These monomials are called the Nakajima monomials, and in [8] and [11],
Kashiwara and Nakajima independently defined a crystal structure on the set of Nakajima mono-
mials. Moreover, it was shown that the connected component containing a maximal vector with
a dominant integral weight λ is isomorphic to the crystal B(λ).
In [6], Kang, Kim and Shin extended the above idea to the realization of the crystal B(∞) in
terms of Nakajima monomials. That is, by adding a new variable 1, they introduced the notion
of modified Nakajima monomials, defined a crystal structure on the set of modified Nakajima
monomials, and showed that the connected component containing 1 is isomorphic to the crys-
tal B(∞).
On the other hand, in [2], Jeong, Kang and Kashiwara developed the crystal basis theory for
the quantum generalized Kac–Moody algebras – the quantum groups associated with generalized
Kac–Moody algebras. As in the Kac–Moody algebra case, they showed that there exist a crystal
basis B(∞) for the negative part of a quantum generalized Kac–Moody algebra and a crystal
basis B(λ) for the irreducible highest weight module V (λ) with a dominant integral highest
weight λ.
In this paper, we introduce the notion of Nakajima monomials for quantum generalized Kac–
Moody algebras and construct the crystals B(∞) and B(λ) in terms of Nakajima monomials.
We first prove the recognition theorems for B(∞) and B(λ) in which they are characterized
as the crystals satisfying certain rank 2 conditions. We then introduce two kinds of Nakajima
monomials – Verma type and integrable type – and define a crystal structure on each set of
Nakajima monomials.
Using the crystal embedding theorem (see [3]) and the recognition theorems, we show that
the connected component of Nakajima monomials of Verma type (respectively integrable type)
containing 1 (respectively a maximal vector with a dominant integral weight λ) is isomorphic to
the crystal B(∞) (respectively B(λ)). Finally, we give an explicit description of the Nakajima
monomials in the crystals B(∞) and B(λ) for the rank 2 quantum generalized Kac–Moody
algebras and for the quantum Monster algebra.
1. Crystals
Let I be a countable index set. A Borcherds–Cartan matrix A = (aij )i,j∈I is a real matrix
satisfying the following conditions: (i) aii = 2 or aii  0 for all i ∈ I , (ii) aij  0 if i = j ,
(iii) aij ∈ Z if aii = 2, (iv) aij = 0 if and only if aji = 0. We say that an index i ∈ I is real if
aii = 2 and imaginary if aii  0. We denote by I re = {i ∈ I | aii = 2} and I im = {i ∈ I | aii  0}
the set of real indices and the set of imaginary indices, respectively. In this paper, we assume that
aij ∈ Z, aii ∈ 2Z, and A is symmetrizable.
A Borcherds–Cartan datum (A,P∨,P ,Π∨,Π ) consists of
(i) A: a Borcherds–Cartan matrix,
(ii) P∨ = (⊕i∈I Zhi)⊕ (⊕i∈I Zdi): the dual weight lattice,
(iii) P = {λ ∈ h∗ | λ(P∨) ⊂ Z}, where h = Q ⊗Z P∨: the weight lattice,
(iv) Π∨ = {hi | i ∈ I }: the set of simple coroots,
(v) Π = {αi | i ∈ I }: the set of simple roots.
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We denote by P+ = {λ ∈ P | λ(hi) 0 for all i ∈ I } the set of dominant integral weights. For
instance, the fundamental weight Λi (i ∈ I ) defined by
Λi(hj ) = δij and Λi(dj ) = 0 (j ∈ I )
is a dominant integral weight. For convenience, we will abuse the notation and write λ =∑
i∈I aiΛi whenever 〈hi, λ〉 = ai ∈ Z, 〈di, λ〉 = 0. We also use the notation Q =
⊕
i∈I Zαi
and Q+ =∑i∈I Z0αi .
Let Uq(g) be the quantum generalized Kac–Moody algebra associated with the Borcherds–
Cartan datum (A,P∨,P ,Π∨,Π) (see, for example, [2,4]). We recall the definition of abstract
crystals for quantum generalized Kac–Moody algebras introduced in [3].
Definition 1.1. An abstract Uq(g)-crystal or simply a crystal is a set B together with the maps
wt :B → P , e˜i , f˜i :B → B unionsq {0} and εi, ϕi :B → Z unionsq {−∞} (i ∈ I ) satisfying the following
conditions:
(i) wt(e˜ib) = wtb + αi if e˜ib = 0,
(ii) wt(f˜ib) = wtb − αi if f˜ib = 0,
(iii) for any i ∈ I and b ∈ B , ϕi(b) = εi(b)+ 〈hi,wtb〉,
(iv) for any i ∈ I and b, b′ ∈ B , f˜ib = b′ if and only if b = e˜ib′,
(v) for any i ∈ I and b ∈ B such that e˜ib = 0, we have
(a) εi(e˜ib) = εi(b) − 1, ϕi(e˜ib) = ϕi(b)+ 1 if i ∈ I re,
(b) εi(e˜ib) = εi(b) and ϕi(e˜ib) = ϕi(b) + aii if i ∈ I im,
(vi) for any i ∈ I and b ∈ B such that f˜ib = 0, we have
(a) εi(f˜ib) = εi(b) + 1 and ϕi(f˜ib) = ϕi(b)− 1 if i ∈ I re,
(b) εi(f˜ib) = εi(b) and ϕi(f˜ib) = ϕi(b) − aii if i ∈ I im,
(vii) for any i ∈ I and b ∈ B such that ϕi(b) = −∞, we have e˜ib = f˜ib = 0.
Definition 1.2. Let B1 and B2 be crystals. A map ψ :B1 → B2 is called a morphism of crystals
or a crystal morphism if it satisfies the following conditions:
(i) for b ∈ B1, we have
wt
(
ψ(b)
)= wt(b), εi(ψ(b))= εi(b), ϕi(ψ(b))= ϕi(b) for all i ∈ I,
(ii) if b ∈ B1 and f˜ib ∈ B1, then we have ψ(f˜ib) = f˜iψ(b).
Example 1.3.
(a) The crystal basis B(λ) of the irreducible highest weight module V (λ) with λ ∈ P+ is a
Uq(g)-crystal, where the maps εi, ϕi (i ∈ I ) are given by
εi(b) =
{
max{k  0 | e˜ki b = 0} for i ∈ I re,
im0 for i ∈ I ,
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{
max{k  0 | f˜ ki b = 0} for i ∈ I re,
〈hi,wt(b)〉 for i ∈ I im.
(b) The crystal basis B(∞) of U−q (g) is a Uq(g)-crystal, where
εi(b) =
{
max{k  0 | e˜ki b = 0} for i ∈ I re,
0 for i ∈ I im,
ϕi(b) = εi(b) +
〈
hi,wt(b)
〉
(i ∈ I ).
Example 1.4. For λ ∈ P , the singletons Tλ = {tλ} and Rλ = {rλ} are Uq(g)-crystals with the
maps defined by
wt(tλ) = λ, εi(tλ) = ϕi(tλ) = −∞, e˜i tλ = f˜i tλ = 0 for all i ∈ I ,
and
wt(rλ) = λ, εi(rλ) = −〈hi, λ〉, ϕi(rλ) = 0, e˜irλ = f˜irλ = 0 for all i ∈ I .
Example 1.5. For each i ∈ I , let Bi = {bi(−n) |n  0}. Then Bi is a crystal with the maps
defined by
wt
(
bi(−n)
)= −nαi,
e˜ibi(−n) = bi(−n+ 1), f˜ibi(−n) = bi(−n− 1),
e˜j bi(−n) = f˜j bi(−n) = 0 if j = i,
εi
(
bi(−n)
)= n, ϕi(bi(−n))= −n if i ∈ I re,
εi
(
bi(−n)
)= 0, ϕi(bi(−n))= −naii if i ∈ I im,
εj
(
bi(−n)
)= ϕj (bi(−n))= −∞ if j = i.
Here, we understand bi(−n) = 0 for n < 0. The crystal Bi is called an elementary crystal.
Example 1.6. For two crystals B1 and B2, their tensor product B1 ⊗B2 is a crystal with the maps
wt, εi, ϕi given by
wt(b ⊗ b′) = wt(b)+ wt(b′),
εi(b ⊗ b′) = max
(
εi(b), εi(b
′)− 〈hi,wt(b)〉),
ϕi(b ⊗ b′) = max
(
ϕi(b)+
〈
hi,wt(b′)
〉
, ϕi(b
′)
)
,
f˜i(b ⊗ b′) =
{
f˜ib ⊗ b′ if ϕi(b) > εi(b′),
b ⊗ f˜ib′ if ϕi(b) εi(b′),
e˜i (b ⊗ b′) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
e˜ib ⊗ b′ if ϕi(b) εi(b′) and i ∈ I re
or ϕi(b) > εi(b
′)− aii and i ∈ I im,
0 if εi(b′) < ϕi(b) εi(b′)− aii ,
b ⊗ e˜ib′ if ϕi(b) < εi(b′) and i ∈ I re,′ imor ϕi(b) εi(b ) and i ∈ I .
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infinitely many times in i, and let
B(i) = {· · · ⊗ bik (−xk)⊗ · · · ⊗ bi1(−x1)
∈ · · · ⊗Bik ⊗ · · · ⊗Bi1; xk ∈ Z0, and xk = 0 for k  0
}
.
Then B(i) has a crystal structure as follows. Let b = · · · ⊗ bik (−xk) ⊗ · · · ⊗ bi1(−x1) ∈ B(i).
Then we have
wt(b) = −
∑
k
xkαik .
For i ∈ I re, we have
εi(b) = max
{
xk +
∑
l>k
〈hi,αil 〉xl 1 k, ik = i
}
,
ϕi(b) = max
{
−xk −
∑
1l<k
〈hi,αil 〉xl; 1 k, ik = i
}
,
and, for i ∈ I im, we have
εi(b) = 0 and ϕi(b) =
〈
hi,wt(b)
〉
.
For i ∈ I re, we have
e˜ib =
{ · · · ⊗ bine (−xne + 1)⊗ · · · ⊗ bi1(−x1) if εi(b) > 0,
0 if εi(b) 0,
f˜ib = · · · ⊗ binf (−xnf − 1)⊗ · · · ⊗ bi1(−x1),
where ne (respectively nf ) is the largest (respectively smallest) k  1 such that ik = i and xk +∑
l>k〈hi,αil 〉xl = εi(b). When i ∈ I im, let nf be the smallest k such that
ik = i and
∑
l>k
〈hi,αil 〉xl = 0.
Then we have
f˜ib = · · · ⊗ binf (−xnf − 1)⊗ · · · ⊗ bi1(−x1)
and
e˜ib =
⎧⎪⎪⎨
⎪⎪⎩
· · · ⊗ binf (−xnf + 1)⊗ · · · ⊗ bi1(−x1)
if xnf > 0 and
∑
k<lnf 〈hi,αil 〉xl < aii
for any k such that 1 k < nf and ik = i,
0 otherwise.
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is a crystal with the maps wt, εi, ϕi given by
wt(b ⊗ rλ) = wt(b) + λ,
εi(b ⊗ rλ) = max
(
εi(b),−
〈
hi, λ+ wt(b)
〉)
,
ϕi(b ⊗ rλ) =
{
ϕi(b) + 〈hi, λ〉 for i ∈ I re,
max(ϕi(b)+ 〈hi, λ〉,0) for i ∈ I im,
e˜i (b ⊗ rλ) =
{
e˜ib ⊗ rλ if ϕi(b)−〈hi, λ〉 and i ∈ I re,
or ϕi(b)+ 〈hi, λ〉 + aii > 0 and i ∈ I im,
0 otherwise,
f˜i (b ⊗ rλ) =
{
f˜ib ⊗ rλ if ϕi(b) > −〈hi, λ〉,
0 otherwise.
2. The recognition theorems
Let B be an abstract crystal and let J be a subset of I . We denote by Uq(gJ ) the quantum
group associated with the Borcherds–Cartan matrix AJ = (aij )i,j∈J . Moreover, we denote by
ψJ (B) the Uq(gJ )-crystal obtained from B by removing all the i-arrows with i /∈ J .
Theorem 2.1. Suppose that B is an abstract crystal satisfying the following conditions:
(i) there exists a unique element b0 ∈ B such that e˜ib0 = 0 for all i ∈ I ,
(ii) for all b ∈ B , there exist i1, . . . , ir ∈ I (r  0) such that b = f˜i1 · · · f˜ir b0,
(iii) for all J ⊂ I with |J |  2, ψJ (B) is a disjoint union of the crystals BJ (∞) ⊗ Tμ with
μ ∈ PJ .
Then there is a crystal isomorphism B ∼−→ B(∞) ⊗ Tλ with λ = wt(b0).
Proof. The proof is almost the same as the one for quantum groups associated with Kac–Moody
algebras (see [5, Proposition 2.4.4]). 
Theorem 2.2. Suppose that B is an abstract crystal satisfying the following conditions:
(i) there exists a unique element b0 ∈ B such that e˜ib0 = 0 for all i ∈ I ,
(ii) for all b ∈ B , there exist i1, . . . , ir ∈ I (r  0) such that b = f˜i1 · · · f˜ir b0,
(iii) for all J ⊂ I with |J | 2, ψJ (B) is a disjoint union of the crystals BJ (μ) with μ ∈ P+J .
Then there is a crystal isomorphism B ∼−→ B(λ) with λ = wt(b0).
Proof. By (i) and (ii), B = {f˜i1 · · · f˜ir b0 | r  0, ik ∈ I }. Moreover, by (ii), the Uq(gJ )-crystal
generated by b0 is isomorphic to BJ (λ) with λ = wtJ (b0) ∈ P+J . For σ = (σ1, . . . , σr) ∈ I r ,
write |σ | = r and f˜σ = f˜σ1 · · · f˜σr . We will show by induction on r that
A(r): f˜σ b0 = 0 if and only if f˜σ uλ = 0 for all |σ | = r ,
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C(r): f˜σ b0 = f˜τ b0 if and only if f˜σ (uλ) = f˜τ (uλ) for all |σ | = |τ | = r .
When r = 0, our assertions are trivial. Assume that our assertions are true for all sequences σ
with |σ | < r . By the same argument given in [5, Proposition 2.4.4], one can prove B(r) and C(r).
So it suffices to show A(r). Write j = σ1, σ ′ = (σ2, . . . , σr ) for σ = (σ1, . . . , σr ). If f˜σ ′uλ = 0,
then f˜σ uλ = 0, and by the induction hypothesis A(r − 1), f˜σ ′b0 = 0, which implies f˜σ b0 = 0.
If f˜σ ′uλ = 0, write f˜σ ′uλ = f˜ kj f˜τ uλ, where k  0 and e˜j f˜τ uλ = 0. By the induction hypothesis
B(r − 1), e˜j f˜τ b0 = 0 and f˜σ ′b0 = f˜ kj f˜τ b0. Now, by our assumption (iii), we have
f˜σ b0 = 0 ⇔ f˜j (f˜σ ′b0) = 0
⇔ ϕj (f˜σ ′b0) = 0
⇔ 0 = εj (f˜σ ′b0)+
〈
hj ,wt(f˜σ ′b0)
〉
=
{
k + 〈hj ,wt(f˜τ b0)− kαj 〉 if j ∈ I re,
〈hj ,wt(f˜τ b0)− kαj 〉 if j ∈ I im
=
{−k + ϕj (f˜τ uλ)− εj (f˜τ uλ) if j ∈ I re,
−kajj + ϕj (f˜τ uλ) if j ∈ I im
⇔ ϕj (f˜τ uλ) = k if j ∈ I re, and ϕj (f˜τ uλ) = 0 if j ∈ I im
⇔ f˜ k+1j f˜τ uλ = f˜σ uλ = 0.
Hence A(r) is proved.
Define a map ψ :B → B(λ) by ψ(f˜σ b0) = f˜σ uλ. Then by A(r), it commutes with f˜i .
By B(r) and C(r), we have
e˜i f˜σ b0 = 0 ⇔ e˜i f˜σ uλ = 0
and
e˜i f˜σ b0 = f˜τ b0 ⇔ f˜σ b0 = f˜i f˜τ b0
⇔ f˜σ uλ = f˜i f˜τ uλ
⇔ e˜i f˜σ uλ = f˜τ uλ,
which shows that ψ commutes with e˜i . Hence B is isomorphic to B(λ). 
3. Monomial realization of B(∞)
In this section, we introduce the notion of Nakajima monomials for quantum generalized Kac–
Moody algebras and give a realization of the crystal B(∞) in terms of Nakajima monomials.
K. Jeong et al. / Journal of Algebra 319 (2008) 3732–3751 3739Let A = (aij )i,j∈I be a Borcherds–Cartan matrix. For each i ∈ I , we define an integer Ni ∈ Z
by
Ni =
{
1 + aii if aii < 0,
0 otherwise,
and set Zi = {n ∈ Z | nNi}.
Let Yi(n) (i ∈ I, n ∈ Z) and 1 be commuting variables, and letM be the set of monomials in
Yi(n)’s and 1 of the form
1 ·
∏
i∈I,n∈Zi
Yi(n)
yi (n) (3.1)
satisfying the following conditions:
(i) yi(n) ∈ Z if i ∈ I re, and yi(n) ∈ Z0 if i ∈ I im,
(ii) for each i ∈ I , yi(n) = 0 for all but finitely many n,
(iii) for each i with aii < 0, if yi(k) > 0 for some k = aii + 1, . . . ,−1, then yi(k + 1) > 0.
Note that this is a product of infinite variables. This can be interpreted as a function f : I ×Z → Z
defined by f (i, n) = yi(n). The multiplication of two such functions is given by (f × g)(i, n) =
f (i, n)+ g(i, n). For convenience, we will use the monomial notation.
The monomials inM are called the Nakajima monomials of Verma type. We wish to define a
crystal structure onM. For a Nakajima monomial M ∈M of the form (3.1), we define
wt(M) =
∑
i∈I
(∑
n
yi(n)
)
Λi,
ϕi(M) = max
{ ∑
Nikn
yi(k)
∣∣∣ nNi
}
,
εi(M) = ϕi(M) −
〈
hi,wt(M)
〉
. (3.2)
To define the Kashiwara operators e˜i , f˜i (i ∈ I ) on M, we choose a set C = (cij )i =j of
nonnegative integers such that cij + cji = 1 and define
Ai(n) =
⎧⎪⎨
⎪⎩
Yi(n)Yi(n+ 1)∏j =i Yj (n+ cji)aji if i ∈ I re,
Yi(n)
−1 · · ·Yi(n + aii + 1)−1∏j =i Yj (n + cji)aji if aii < 0,∏
j =i Yj (n+ cji)aji if aii = 0.
For each i ∈ I , we set
nf = nf (M) =
{
min{nNi | ϕi(M) =∑Niknyi(k)} if M = 1,
0 if M = 1,
ne = ne(M) =
{
max{nNi | ϕi(M) =∑Niknyi(k)} if i ∈ I re,
im (3.3)nf if i ∈ I .
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is the largest positive integer k such that yi(k) > 0. Also, for each i ∈ I im, we define Si(nf ) as
follows:
(i) when aii < 0, nf > 0,
Si(nf ) = Yi(nf )2Yi(nf − 1) · · ·Yi(nf + aii + 1)
∏
j =i
j∈I im
Yj (nf + cji)−aji ,
(ii) when aii < 0, nf = 0,
Si(nf ) = Yi(nf ) · · ·Yi(nf + aii + 1)
∏
j =i
j∈I im
Yj (nf + cji)−aji ,
(iii) when aii = 0,
Si(nf ) =
∏
j =i
j∈I im
Yj (nf + cji)−aji .
We now define the Kashiwara operators e˜i , f˜i (i ∈ I ) as follows:
f˜iM = M · Ai(nf )−1,
e˜iM =
{
M · Ai(ne) if i ∈ I re and εi(M) > 0,
or i ∈ I im and Si(nf )−1M ∈M,
0 otherwise.
(3.4)
Then it is straightforward to verify thatM becomes a Uq(g)-crystal with the maps wt, εi, ϕi ,
e˜i , f˜i (i ∈ I ) defined in (3.2) and (3.4). Moreover, we have a realization of the crystal B(∞) in
terms of the monomials inM.
Theorem 3.1. Fix p ∈ Z0 and choose a sequence (λi(p) | i ∈ I ) of nonnegative integers. If M
is a maximal vector inM of the form
M = 1 ·
∏
i∈I
Yi(p)
λi(p) (p  0),
then the connected component C(M) ofM containing M is isomorphic to the Uq(g)-crystal
B(∞) ⊗ Tλ, where λ = wt(M) =∑i∈I λi(p)Λi .
In particular, we have C(1) ∼−→ B(∞).
Proof. Let M = 1 ·∏i∈I Yi(p)λi(p) (p  0) be a maximal vector inM. Thanks to Theorem 2.1,
it suffices to prove that for any subset J of I with |J | 2, the connected component of ΨJ (M)
containing M is isomorphic to the Uq(gJ )-crystal BJ (∞) ⊗ Tλ. If |J | = 1, it is easy to see
that f˜ Ni M = 0 for all N  0, and so the connected component C(M) ofM containing M is
isomorphic to the Uq(gJ )-crystal BJ (∞) ⊗ Twt(M).
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algebra case was already known in [6], we may assume that at least one of the indices is imagi-
nary, say, a11  0. Then
A1(n) =
{
Y1(n)−1 · · ·Y1(n + a11 + 1)−1Y2(n)a21 ∏j =1,2 Yj (n+ cj1)aj1 if a11 < 0,
Y2(n)a21
∏
j =1,2 Yj (n + cj1)aj1 if a11 = 0,
and
A2(n) =
⎧⎪⎨
⎪⎩
Y2(n)Y2(n + 1)Y1(n+ 1)a12 ∏j =1,2 Yj (n+ cj2)aj2 if a22 = 2,
Y2(n)−1 · · ·Y2(n + a22 + 1)−1Y1(n + 1)a12 ∏j =1,2 Yj (n + cj2)aj2 if a22 < 0,
Y1(n + 1)a12 ∏j =1,2 Yj (n + cj2)aj2 if a22 = 0.
Set
Kp =
{
b :=
⊗
np
(
b2
(
z2(n)
)⊗ b1(z1(n)))⊗ tλ
= · · · ⊗ b2
(
z2(p + 1)
)⊗ b1(z1(p + 1))⊗ b2(z2(p))⊗ b1(z1(p))⊗ tλ
∈ · · · ⊗ B2 ⊗B1 ⊗ B2 ⊗ B1 ⊗ Tλ
∣∣∣ z1(n) = z2(n) = 0 for n  p
}
. (3.5)
We define a map Φ :Kp →M by
b =
⊗
np
(
b2
(
z2(n)
)⊗ b1(z1(n)))⊗ tλ
→ M := 1 ·
∏
i∈I
Yi(p)
λi(p)
∏
np
A1(n)
z1(n)A2(n)
z2(n)
= 1 ·
∏
i∈I
n∈Zi
Yi(n)
yi (n).
It is easy to see that Φ(b) belongs toM and
wt(b) =
∑
np
(
z1(n)α1 + z2(n)α2
)+∑
i∈I
λi(p)Λi = wtM.
Note that
ϕ1(b) = λ1(p)+ a11z1(p)+
∑
k>p
(
a11z1(k) + a12z2(k − 1)
)
,
and that
y1(n) =
⎧⎪⎨
⎪⎩
−(z1(n)+ · · · + z1(n − a11 − 1)) + z2(n − 1)a12 if n > p,
λ1(p)− (z1(p) + · · · + z1(p − a11 − 1)) if n = p,
−(z1(p)+ · · · + z1(n − a11 − 1)) if p + a11 + 1 n < p,
0 otherwise.
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ϕ1(M) = max
{ ∑
1+a11kn
y1(k)
∣∣∣ n 1 + a11
}
= ϕ1(b),
and hence ε1(b) = ε1(M).
Now, suppose that f˜1 acts on the kth component of b; i.e.,
f˜1b = · · · ⊗ b1
(
z1(k) − 1
)⊗ b2(z2(k − 1))⊗ · · · ⊗ b2(z2(p))⊗ b1(z1(p))⊗ tλ.
Then Φ(f˜1b) = M ·A1(k)−1. On the other hand, by the definition of Kashiwara operator f˜i given
in Example 1.7, we have
〈
h1, z2(k)α2 +
∑
n>k
(
z1(n)α1 + z2(n)α2
)〉= 0, (3.6)
and 〈
h1, z2(k − 1)α2 +
∑
nk
(
z1(n)α1 + z2(n)α2
)〉
> 0. (3.7)
Hence y1(n) = 0 for all n > k and y1(k) > 0. Therefore,
f˜1Φ(b) = f˜1M = M ·A1(k)−1 = Φ(f˜1b).
Next, suppose that e˜1 acts on the kth component of b; i.e.,
e˜1b = · · · ⊗ b1
(
z1(k)+ 1
)⊗ b2(z2(k − 1))⊗ · · · ⊗ b2(z2(p))⊗ b1(z1(p))⊗ tλ.
Then Φ(e˜1b) = M · A1(k). On the other hand, by the definition of Kashiwara operator e˜i given
in Example 1.7, we have (3.6), (3.7) and
z1(k) < 0, and if z1(k) = −1 and k > p, z2(k − 1)〈h1, α2〉 > 0. (3.8)
From (3.8), we know that S1(nf ) = S1(k) is a factor of Φ(b) = M . It follows that e˜1Φ(b) =
e˜1M = MA1(k) = Φ(e˜1b). Moreover, according to the definition of Kashiwara operator e˜i , it is
easy to see that e˜1b = 0 if and only if e˜1M = 0.
Now, if a22 = 2, by the same argument given in the proof of Theorem 3.1 of [6], we have
ϕ2(b) = ϕ2(M), and f˜2 and e˜2 commute with Φ . If a22  0, by the same argument as above,
ϕ2(b) = ϕ2(M), ε2(b) = ε2(M) and f˜2 and e˜2 commute with Φ . Therefore, we conclude that Φ
defines a Uq(gJ )-crystal morphism Kp → ΨJ (M).
By the crystal embedding theorem, it was shown that the connected component of Kp con-
taining · · · ⊗ b1(0) ⊗ b2(0) ⊗ b1(0) ⊗ tλ is isomorphic to the crystal BJ (∞) ⊗ Tλ (see [3,12]).
Therefore, the connected component of ΨJ (M) containing M = 1 ·∏i∈I Yi(p)λi(p) is isomor-
phic to the Uq(gJ )-crystal BJ (∞)⊗ Tλ. 
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A =
(−α −β
−γ −δ
)
be a Borcherds–Cartan matrix with positive integers α,β, γ and δ. That is, all the indices 1,2 are
imaginary. Then we have
A1(k) = Y1(k)−1Y1(k − 1)−1 · · ·Y1(k − α + 1)−1Y2(k)−γ ,
A2(k) = Y2(k)−1Y2(k − 1)−1 · · ·Y2(k − δ + 1)−1Y1(k + 1)−β.
By a direct calculation, we have
C(1) =
{
1 ·
r∏
k=0
A1(k)
−a1(k)A2(k)−a2(k)
∣∣∣ (i) r  0, a1(k) 0, a2(k) 0,
(ii) if a1(k) = 0, then a2(k − 1) = 0
}
.
Example 3.3. Let
A =
(
2 −α
−β −γ
)
be a Borcherds–Cartan matrix with α,β, γ ∈ Z0. Then we have
A1(k) = Y1(k)Y1(k + 1)Y2(k)−β,
A2(k) = Y2(k)−1Y2(k − 1)−1 · · ·Y2(k − γ + 1)−1Y1(k + 1)−α.
We claim that the connected component C(1) ofM containing 1 is the setM(∞) of monomials
of the form
1 ·
r∏
k=0
A1(k)
−a1(k)A2(k)−a2(k)
(
r  0, a1(k) 0, a2(k) 0
)
satisfying the following conditions:
(i) for each k  0, αa2(k) − a1(k + 1) 0,
(ii) for each k  1, if a2(k) > 0, then a1(k) > 0 and αa2(k) − a1(k + 1) > 0.
We first show thatM(∞) is closed under the Kashiwara operators f˜i . Let M be a monomial in
M(∞). Suppose that f˜iM does not satisfy the condition (i). Then i = 1 and αa2(k) = a1(k + 1)
for some k  0 in M and f˜1M is obtained from M by multiplying A1(k + 1)−1. In particular,
nf = k + 1 and y1(k + 1) > 0. However, the multiplicity y1(k + 1) of Y1(k + 1) in M is
y1(k + 1) = −a1(k)− a1(k + 1)+ αa2(k) 0,
which is a contradiction.
Suppose that f˜iM does not satisfy the condition (ii). Then we have the following two possi-
bilities:
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multiplying A1(k + 1)−1.
(b) i = 2, a1(k) = 0, a2(k) = 0 in M , and f˜2M is obtained by multiplying A2(k)−1.
For the case (a), by the same argument as above, we get a contradiction. For the case (b), we
have nf = k and y2(k) > 0. On the other hand, the multiplicity y2(k) of Y2(k) in M is
y2(k) = βa1(k) +
k+γ−1∑
t=k
a2(t).
In this case, since a2(k) = 0, by (i) and (ii), a1(t) = a2(t) = 0 for all t  k, and hence y2(k) = 0,
which is a contradiction. Therefore,M(∞) is closed under the Kashiwara operator f˜i .
Similarly, we can prove thatM(∞) is closed under the Kashiwara operator e˜i .
It remains to show thatM(∞) is connected. Suppose that M = 1 and e˜iM = 0 for all i ∈ I .
Let j1 (respectively j2) be the greatest integer j such that a1(j) > 0 (respectively a2(j) > 0)
in M . If j1 > j2, then ε1(M) > 0 and e˜1M = 0, which implies j1  j2. In this case, S2(j2) is a
factor of M and e˜2M = M · A2(j2) = 0, which is also a contradiction.
Remark 3.4. It can be shown that Φ(B) =M(∞), where Φ is the map in the proof of Theo-
rem 3.1 and B is the crystal in [3, Example 4.3].
4. Monomial realization of B(λ)
In this section, we introduce another set of Nakajima monomials and give a realization of
the crystal B(λ) in terms of these monomials. Let M be the set of monomials of the form m =∏
i∈I
n∈Z
Yi(n)
yi (n), where Yi(n) (i ∈ I, n ∈ Z) are commuting variables, yi(n) ∈ Z for i ∈ I re,
yi(n) ∈ Z0 for i ∈ I im and for each i ∈ I , yi(n) = 0 for all but finitely many n. The monomials
in M are called the Nakajima monomials of integrable type.
For a monomial m ∈ M, we define
wt(m) =
∑
i
(∑
n
yi(n)
)
Λi,
ϕi(m) = max
{∑
kn
yi(k)
∣∣∣ n ∈ Z},
εi(m) = max
{
−
∑
k>n
yi(k)
∣∣∣ n ∈ Z}. (4.1)
To define the Kashiwara operators, we take cij and Ai(n) to be the same ones as in Section 3,
and define
nf = nf (m) = min
{
n ∈ Z
∣∣∣ ϕi(m) =∑
kn
yi(k)
}
,
ne = ne(m) =
{
max{n ∈ Z | ϕi(m) =∑knyi(k)} if i ∈ I re,
imnf if i ∈ I ,
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⎧⎪⎨
⎪⎩
Yi(nf )
2Yi(nf − 1) · · ·Yi(nf + aii + 1)∏ j =i
j∈I im
Yj (nf + cji)−aji if aii < 0,∏
j =i
j∈I im
Yj (nf + cji)−aji if aii = 0.
We now define the Kashiwara operators e˜i , f˜i (i ∈ I ) by
f˜im =
{
m · Ai(nf )−1 if ϕi(m) > 0,
0 otherwise,
e˜im =
{
m · Ai(ne) if i ∈ I re and εi(m) > 0,
or i ∈ I im and Ti(nf )−1m ∈ M,
0 otherwise.
(4.2)
Then it is straightforward to verify that M becomes a Uq(g)-crystal with the maps wt, εi, ϕi ,
e˜i , f˜i (i ∈ I ) defined in (4.1) and (4.2). Moreover, we have a realization of the crystal B(λ) in
terms of Nakajima monomials of integrable type.
Theorem 4.1. Fix p ∈ Z0 and choose a sequence (λi(p) | i ∈ I ) of nonnegative integers. If m
is a maximal vector in M of the form
m =
∏
i∈I
Yi(p)
λi(p) (p ∈ Z),
then the connected component C(m) of M containing m is isomorphic to the Uq(g)-crystal B(λ)
with λ = wt(m) =∑i∈I λi(p)Λi .
Proof. Let m =∏i∈I Yi(p)λi(p) be a monomial in M such that e˜im = 0 for all i ∈ I . Thanks to
Theorem 2.2, it suffices to prove that for any subset J of I with |J | 2, the connected component
of ΨJ (M) containing m is isomorphic to the Uq(gJ )-crystal BJ (λ). We assume J = {1,2} and
take c12 = 1, c21 = 0. Since the proof for the Kac–Moody algebras case was already known, we
may assume that at least one of the indices is imaginary, say, a11  0. Set
Kp =
{
b :=
⊗
np
(
b2
(
z2(n)
)⊗ b1(z1(n)))⊗ rλ
= · · · ⊗ b2
(
z2(p + 1)
)⊗ b1(z1(p + 1))⊗ b2(z2(p))⊗ b1(z1(p))⊗ rλ
∈ · · · ⊗B2 ⊗ B1 ⊗B2 ⊗B1 ⊗ Rλ
∣∣∣ z1(n) = z2(n) = 0 for n  p
}
. (4.3)
We define a map Φ :Kp → M by
b =
⊗
np
(
b2
(
z2(n)
)⊗ b1(z1(n)))⊗ rλ
→ m :=
∏
i∈I
Yi(p)
λi(p) ·
∏
np
A1(n)
z1(n)A2(n)
z2(n).
It is easy to see that Φ(b) belongs to M, wt(b) = wt(m), ϕ1(b) = ϕ1(m), and ε1(b) = ε1(m).
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f˜1b = · · · ⊗ b1
(
z1(k)− 1
)⊗ b2(z2(k − 1))⊗ · · · ⊗ b2(z2(p))⊗ b1(z1(p))⊗ rλ.
Then Φ(f˜1b) = m ·A1(k)−1 and by the tensor product rule, we have
〈
h1,wt(b)
〉
> 0, (4.4)〈
h1, z2(k)α2 +
∑
n>k
(
z1(n)α1 + z2(n)α2
)〉= 0, (4.5)
and 〈
h1, z2(k − 1)α2 +
∑
nk
(
z1(n)α1 + z2(n)α2
)〉
> 0. (4.6)
By (4.5) and (4.6), we have y1(n) = 0 for all n > k and y1(k) > 0. Therefore,
f˜1Φ(b) = f˜1m = m · A1(k)−1 = Φ(f˜1b).
Suppose that e˜1 acts on the kth component of b; i.e.,
e˜1b = · · · ⊗ b1
(
z1(k)+ 1
)⊗ b2(z2(k − 1))⊗ · · · ⊗ b2(z2(p))⊗ b1(z1(p))⊗ tλ.
Then Φ(e˜1b) = m · A1(k). On the other hand, we have (4.4)–(4.6) and
z1(k) < 0, and if z1(k) = −1 and k > p, z2(k − 1)〈h1, α2〉 > 0. (4.7)
From (4.4) and (4.7), we know that T1(nf ) = T1(k) is a factor of Φ(b) = m. It follows that
e˜1Φ(b) = e˜1m = m · A1(k) = Φ(e˜1b).
Now, if a22 = 2, we have
ε2(m) = max
{
−
∑
k>n
y2(k)
∣∣∣ n ∈ Z}
= max
{
−
∑
k>p−1
y2(k),max
{
−
∑
k>n
y2(k)
∣∣∣ n p}}
= max
{
−λ2(p)−
∑
kp
(
2z2(k) + 〈h2, α1〉z1(k)
)
,
− z2(n)−
∑
k>n
(
2z2(k)+ 〈h2, α1〉z1(k)
) ∣∣∣ n p}
= ε2(b),
and hence ϕ2(b) = ϕ2(m). Moreover, by the tensor product rule of Kashiwara operators and the
definition of Kashiwara operator in M, it is easy to see that f˜2 and e˜2 commute with the map Φ .
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commute with the map Φ .
Therefore, we conclude Φ defines a Uq(gJ )-crystal morphism Kp → ΨJ (M). Note that
the connected component of Kp containing · · · ⊗ b2(0) ⊗ b1(0) ⊗ rλ is isomorphic to
the crystal BJ (λ) [3,13]. Therefore, the connected component of ΨJ (M) containing m =∏
i∈I Yi(p)λi(p) is isomorphic to the Uq(gJ )-crystal BJ (λ). 
Example 4.2. Let
A =
(
2 −α
−β −γ
)
be a Borcherds–Cartan matrix with α,β, γ ∈ Z0, and let m = Y1(p)λ1(p)Y2(p)λ2(p) be a maxi-
mal vector so that λ = wt(m) = λ1(p)Λ1 + λ2(p)Λ2. Then C(m) is the set M(λ) consisting of
monomials of the form
m ·
r∏
k=p
A1(k)
−a1(k)A2(k)−a2(k)
(
r  p,a1(k), a2(k) 0
)
satisfying the following conditions:
(i) for each k  p, αa2(k)− a1(k + 1) 0,
(ii) for each k  p + 1, if a2(k) > 0, then a1(k) > 0 and αa2(k)− a1(k + 1) > 0,
(iii) 0 a1(p) λ1(p),
(iv) if a2(p) = 0, then βa1(p)+ λ2(p) > 0.
Since the rest of our proof is similar to that of Example 3.3, we only prove that the condi-
tions (iii) and (iv) are preserved by the Kashiwara operator f˜i .
Suppose that f˜1m does not satisfy the condition (iii). Then a1(p) = λ1(p) in m and f˜1m is
obtained by multiplying A1(p)−1. But, in this case, nf > p, which cannot occur by the definition
of Kashiwara operators.
Suppose that f˜im does not satisfy the condition (iv). Then i = 2, a2(p) = βa1(p)+λ2(p) = 0
in m, and f˜2m is obtained by multiplying A2(p)−1. However, this cannot occur because the
multiplicity y2(p) is 0 in m.
Remark 4.3. It can be shown that Φ(Bλ) = M(λ), where Φ is the map in the proof of Theo-
rem 4.1 and Bλ is the crystal in [3, Example 5.3].
5. Quantum monster algebra
Let I = {(i, t) | i ∈ Z−1, 1 t  c(i)}, where c(i) is the ith coefficient of the elliptic mod-
ular function
j (q) − 744 = q−1 + 196884q + 21493760q2 + · · · =
∞∑
c(i)qi .i=−1
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α(i,t),(j,s) = −(i + j). The associated generalized Kac–Moody algebra g is called the Monster
Lie algebra, and it played a crucial role in Borcherds’ proof of the Moonshine conjecture [1]. The
corresponding quantum generalized Kac–Moody algebra is called the quantum Monster algebra.
For (p1, q1), (p2, q2) ∈ I , we define (p1, q1) > (p2, q2) if and only if p1 > p2, or p1 = p2
and q1 > q2. Also, for (p1, q1, r1), (p2, q2, r2) ∈ I ×Z0, with (p1, q1) ∈ I , r1 ∈ Z0, we define
(p1, q1, r1) > (p2, q2, r2) if and only if
r1 > r2, or r1 = r2 and (p1, q1) > (p2, q2).
In the following proposition, we give an explicit description of the Nakajima monomials in
B(∞) for the quantum Monster algebra.
Proposition 5.1. The connected component C(1) ofM containing 1 is the setM(∞) consisting
of monomials of the form
1 ·
∏
(i,t)∈I
r∏
k=0
A(i,t)(k)
−a(i,t)(k) (r  0, a(i,t)(k) 0)
satisfying the following conditions:
(i) for each k  0,
∑
i2
c(i)∑
t=1
(i − 1)a(i,t)(k)− a(−1,1)(k + 1) 0,
(ii) if a(i,t)(k) > 0 (t = 1, . . . , c(i), k  1) with i = −1, then there is a (p, q, r) such that
(i, t, k − 1) < (p,q, r) < (i, t, k) and (p + i)a(p,q)(r) > 0. (5.1)
In addition, if there exists a unique (p, q, r) = (−1,1, k) satisfying (5.1), then
∑
i2
c(i)∑
t=1
(i − 1)a(i,t)(k)− a(−1,1)(k + 1) > 0.
Proof. We first show thatM(∞) is closed under the Kashiwara operators f˜(i,t). Let M be a
monomial inM(∞). Suppose that f˜(i,t)M does not satisfy the condition (i). Then
(i, t) = (−1,1),
∑ c(i)∑
(i − 1)a(i,t)(k) − a(−1,1)(k + 1) = 0 for some k  0 in M,
i2 t=1
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y(−1,1)(k + 1) > 0. However, the multiplicity y(−1,1)(k + 1) in M is
y(−1,1)(k + 1) = −a(−1,1)(k) − a(−1,1)(k + 1)+
∑
i2
c(i)∑
t=1
(i − 1)a(i,t)(k) 0,
which is a contradiction.
Suppose that f˜(i,t)M does not satisfy the condition (ii). Then we have the following two
possibilities:
(a) a(i,t)(k) = 0, (p+ i)a(p,q)(r) = 0 for all (i, t, k − 1) < (p,q, r) < (i, t, k) in M , and f˜(i,t)M
is obtained from M by multiplying A(i,t)(k)−1.
(b) a(i,t)(k) > 0, a(−1,1)(k) > 0, a(p,q)(r) = 0 for all (i, t, k − 1) < (p,q, r) < (i, t, k) with
(p, q, r) = (−1,1, k),
∑
i2
c(i)∑
t=1
(i − 1)a(i,t)(k) − a(−1,1)(k + 1) = 1 in M,
and f˜(−1,1)M is obtained from M by multiplying A(−1,1)(k + 1)−1.
For the case (a), we have nf = k and the multiplicity y(i,t)(k) of Y(i,t)(k) in M is
y(i,t)(k) =
k+2i−1∑
s=k
a(i,t)(s) +
∑
(l,m)<(i,t)
(l + i)a(l,m)(k) +
∑
(l,m)>(i,t)
(l + i)a(l,m)(k − 1)
=
k+2i−1∑
s>k
a(i,t)(s),
which should be positive. However, if y(i,t)(k) > 0, then a(i,t)(s) > 0 for some k < s  k+2i−1,
which implies y(i,t)(s) > 0. This is a contradiction to the fact that nf = k.
For the case (b), we have nf = k + 1 and y(−1,1)(k + 1) > 0. However, the multiplicity
y(−1,1)(k + 1) is
y(−1,1)(k + 1) = −a(−1,1)(k)− a(−1,1)(k + 1)+
∑
i2
c(i)∑
t=1
(i − 1)a(i,t)(k)
= −a(−1,1)(k)+ 1 0,
which is a contradiction. Therefore,M(∞) is closed under the Kashiwara operator f˜(i,t).
Similarly, we can prove thatM(∞) is closed under the Kashiwara operator e˜(i,t).
It remains to show that M(∞) is connected. Suppose that M = 1 and e˜(i,t)M = 0 for all
(i, t) ∈ I . Let (i0, t0, k0) ∈ I × Z0 be such that
a(i ,t )(k0) > 0 and a(i,t)(k) = 0 for all (i, t, k) > (i0, t0, k0).0 0
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ε(i,t)(M) > 0 when (i, t) = (−1,1) ∈ I re,
S(i,t)(k0) is a factor of M when (i, t) = (−1,1).
In either case, e˜(i,t)M = 0, which is a contradiction. 
Now, we give an explicit description of the Nakajima monomials in B(λ) for the quantum
Monster algebra.
Proposition 5.2. Let (λ(i,t)(0) | (i, t) ∈ I ) be a sequence of nonnegative integers. If m is a maxi-
mal vector in M of the form
m =
∏
(i,t)∈I
Y(i,t)(0)λ(i,t)(0),
then the connected component C(m) of M containing m is the set M(λ) consisting of monomials
of the form
m ·
∏
(i,t)∈I
r∏
k=0
A(i,t)(k)
−a(i,t)(k) (r  0, a(i,t)(k) 0)
satisfying the conditions (i)–(ii) in Proposition 5.1 and two additional conditions:
(iii) 0 a(−1,1)(0) λ(−1,1)(0),
(iv) if a(i,t)(0) > 0 and λ(i,t)(0) = 0 with (i, t,0) = (−1,1,0), then there is a (j, s,0) such that
(j, s,0) < (i, t,0) and (i + j)a(j,s)(0) > 0.
Proof. Since the proof is similar to that of Proposition 5.1, we only prove that the conditions (iii)
and (iv) are preserved by the Kashiwara operator f˜(i,t). Suppose that f˜(−1,1)m does not satisfy
the condition (iii). Then a(−1,1)(0) = λ(−1,1)(0) in m and f˜(−1,1)m is obtained by multiplying
A(−1,1)(0)−1. However, in this case, nf > 0, which cannot occur by the definition of Kashiwara
operators.
Suppose that f˜(i,t)m does not satisfy the condition (iv). Then a(i,t)(0) = λ(i,t)(0) = 0,
(i + j)a(j,s)(0) = 0 for all (j, s,0) < (i, t,0) in m, and f˜(i,t)m is obtained by multiplying
A(i,t)(0)−1. However, this cannot occur, since the multiplicity y(i,t)(0) is 0 in m. 
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