A new method (the sinh-sigmoidal method) is proposed for the numerical evaluation of both nearly weakly and nearly strongly singular integrals on triangular boundary elements. These integrals arise in the 3D boundary element method when the source point is very close to the element of integration. The new polar coordinate-based method introduces a sinh transformation in the radial direction and a sigmoidal transformation in the angular direction, before the application of Gaussian quadrature. It also uses approximately twice as many quadrature points in the angular direction as in the radial direction, in response to a finding that the evaluation of these types of integrals is particularly sensitive to the placement of the quadrature points in the angular direction. Comparisons with various other methods demonstrate its accuracy and competitiveness. A major advantage of the new method is its ease of implementation and applicability to a wide class of integrals.
Introduction
An important consideration when implementing the three-dimensional boundary element method (BEM) is the accurate and efficient evaluation of nearly singular boundary element integrals. These integrals are 'nearly' singular when the distance between the source point and the element of integration becomes very small and, in that situation, Gaussian quadrature cannot be used due to a lack of efficiency and accuracy [1] .
Such problems are of particular interest in many engineering applications, such as the study of thin structures [2, 3] , contact problems [4] , sensitivity problems [5] and displacement around open crack tips [6] . Evaluating these nearly singular integrals accurately and efficiently is important because it is often the case that there are many more nearly singular than singular integrals to be evaluated in the BEM.
Various methods have been proposed to cope with these integrals and also with similar integrals that arise in the singular boundary method [7] . They include some analytic and semianalytic methods [8, 9, 10] , the use of polar coordinate transformations [11, 12] , various nonlinear transformation techniques [13, 14, 15, 16, 17, 18, 19] , distance transformation techniques [20] and adaptive element subdivision techniques [21, 22, 23] . A number of drawbacks are associated with these methods and these include the fact that some apply only to planar elements and others are tailored specifically to the form of the kernel functions and therefore lack wide applicability.
In previous work, the present authors [16] have demonstrated the accuracy and ease of implementation of the sinh transformation for evaluating two-dimensional nearly singular BEM integrals on quadrilateral elements. This work considers a similar approach for triangular elements (for the integral in the radial direction), combined with the use of a sigmoidal transformation in the angular direction. The proposed method is then compared with a number of existing techniques.
Background

A simple case
For simplicity, first consider an integral of the following form, where the nearly singular point is taken to be (0, 0, b) and the triangular element of integration is shown in Figure 1 .
(1) 
where R(θ) is shown in Figure 1 and given by the expression
with all quantities as shown in the figure.
Integrals I A ( f (x, y) ≡ 1) and I B ( f (x, y) = x) are considered in this work and, ignoring constant multiplying factors, these include the potential and flux integrals, respectively [16] . So
and
It may be argued that, for a well behaved function f , the dominant behaviour of the integrand in (2) depends on the form of the function g(r) := r (r 2 +b 2 ) λ which goes to zero as r goes to zero. Whilst this is true, for various values of b and λ, a large spike occurs in the function g(r) (for λ = 0.5 it is nearly a step function, for 0 < b << 1), as seen in Figure 2 . The steep slopes produced by these functions require that integration points be shifted towards the projection of the nearly singular point (hereafter the projection point), in order to evaluate more accurately the integral under consideration.
Splitting into sub-triangles
In general, the projection point does not correspond with a vertex of the triangular integration element and one approach is to split the triangle at the projection point (x 0 , y 0 ) into three subtriangles, as shown in Figure 3 (a). After moving the point (x 0 , y 0 ) to the origin, the integral is found as the sum of three integrals of the form
for i = 1, 2, 3. Various transformations have been suggested to improve the evaluation of the integrals by smoothing the integrand in equation (2) . Hayami and Brebbia [14] have proposed a number of transformations, one of which is considered here and Scuderi's [18] method uses different sets of transformations, tailored to the form of the particular integral. In addition, Scuderi uses triangle splitting, a method where some of the sub-triangles are split in two at the angular bisector of any triangle that contains an angle that is greater than 2π/3 ( Figure 3(b) ). This leads to four or five triangles in total, depending on the position of the projection point. Qin et al. [20] introduce a different co-ordinate system, and a distance transformation technique, combined with triangle splitting. 
Scuderi's method [18]
A full explanation of Scuderi's method can be found in [18] . The method initially splits the triangle into three at the projection point and then re-splits these sub-triangles if they contain angles greater than 2π/3 ( Figure 3(b) ). It then introduces polar coordinates in the sub-triangles. For integrals such as I A and I B it uses analytic results for the inner r integrals. More complicated expressions for f in equation (1) are dealt with by introducing between one and three transformations in r, per integral. These transformations are tailored for the particular integral and their form depends not only on the value of λ in the denominator, but also on the value of b. In addition, sometimes the interval of integration is split at its midpoint. Scuderi's q = 3 method also introduces a transformation for the outer θ integral in certain circumstances. A 24 line decision tree algorithm is employed for the transformation/splitting involved in the evaluation of the outer integral. Finally, Gaussian integration with equal numbers of points in each direction is applied. [14, 18] This (r, θ) method involves a transformation in the radial direction
Rad-ang method of Hayami and Brebbia
as well as the angular direction
where h j is the perpendicular height of the jth triangular region, α j is the angle between the edge of the triangle and the perpendicular and θ is taken from that edge of the triangle. After mapping to [-1,1], Gaussian quadrature is applied in each direction.
2.2.3.
The (α, β) method of Qin et al. [20] Recently, Qin et al. [20] proposed a method, for solving nearly singular integrals on 3D boundary elements, which uses an (α, β) coordinate system rather than the more common (r, θ) system. Now consider the planar triangle, with vertices as shown in Figure 4 and projection point at (x 1 , y 1 ), and introduce α and β, such that 0 ≤ α, β ≤ 1,
and similarly for y a and y b . Then
giving
where αJ is the Jacobian of the transformation given by equations (9) and (10) . Hence
where
Note that the definition of the projection point in the method of Qin et al. [20] is different from the usual definition (but they are the same for the integrals considered here). The method also involves distance transformations in the radial direction to smooth the integrand and concentrates the integration points near the projection point. The method of Qin et al. [20] is similar to Scuderi's [18] in that it not only splits the triangle into 3 sub-triangles at the projection point but it also re-splits sub-triangles with large (≥ 2π/3) angles. 
Sinh and Sigmoidal Transformations
This work considers the use of the sinh and iterated sinh transformations in the radial direction to cluster the integration points near to the projection of the nearly singular point. Most methods simply apply Gaussian quadrature in the angular direction, but the method of Hayami and Brebbia [14] considered here introduces a θ transformation. Scuderi [18] has also proposed a transformation (the 'q = 3 method') which clusters points to one edge of a triangle after resplitting. An alternative to these methods is proposed here, that is the use of the sigmoidal transformation (see Section 3.3), which clusters points to both outer edges of the original triangle, without re-splitting. This should have a similar effect to Scuderi's re-splitting plus transformation approach to the θ integral. 6
Sinh Transformation
To apply the sinh transformation in the radial direction, define 
resulting in, from equation (2),
Iterated sinh transformation
To apply a second sinh transformation, with a 1 :=
(see [24] ), introduce the new variable u which satisfies
where to map
Note
) and hence, from equation (16),
Sigmoidal transformation
The method proposed here applies a sigmoidal transformation in the angular direction. This 'S' shaped function (see Figure 5 ) has the effect of clustering integration points on the interval [0,1] more closely to 0 and to 1. The effect of the transformation on 10 Gaussian quadrature points is also shown in the figure (untransformed Gaussian points are on the x-axis and transformed points are on the y-axis).
A formal definition of a sigmoidal transformation is given in [15] . The particular sigmoidal transformation used here maps [0,1] into [0,1] and is of the form where w ≥ 1. This gives
In particular, γ Comparison of relative errors for the various integrals studied here has indicated that w = 2 gives the best overall results.
Sinh plus Sigmoidal transformation
Now to combine a sinh transformation in the radial direction and a sigmoidal transformation in the θ direction, first write
This gives from equations (16) and (22) 
(25) In summary, the new sinh-sigmoidal method proposed here consists of splitting the triangular element into three sub-triangles, at the projection point, and then mapping each of these subtriangles to a unit triangle with the projection point at (0, 0, 0). Polar coordinates are introduced, followed by the application of a sinh transformation (or iterated sinh transformation for λ ≥ 1) in the r direction and a sigmoidal transformation (with w = 2) in the θ direction. Finally, Gaussian quadrature is performed using approximately twice as many points in the θ direction as in the r direction, since this appears to give the best overall results, even though it is not optimal in every case.
Note that the method is used in full in this work, despite the fact that for I A and I B considered here, it would be possible to use analytic results for the inner r integral. This is to demonstrate its applicability to a wide class of integrals.
(α, β) with sinh method
An alternative approach to the extra triangle splitting in the method of Qin et al. [20] in Section 2.2.3 could be to apply the sinh transformation in both the α and β coordinate directions. This is achieved by letting
where µ and η are chosen so that 0 ≤ α ≤ 1 is mapped to 0 ≤ s ≤ 1. This implies that η = 0 and
). Thus, from equation (12),
Note that an additional mapping can be utilised to evaluate the integral over the interval
Numbers of Points
Methods that will be used for comparison with the method proposed here include those of Qin et al. [20] and Scuderi [18] To make comparisons with this method it is necessary to chose an appropriate number of integration points for methods which do not split the sub-triangles, and therefore have only three sub-triangles, so that the total number of integration points (and hence function evaluations) is as close as possible in each case. These points can be chosen so that an equal number of points m is used in each coordinate direction or differing numbers of points are used, with p points in the r direction and q points in the θ direction (here q ≈ 2p). A list of comparable numbers of points is given in Table 1 .
Relative Error
The methods, described above, are compared in terms of the relative error, defined by
where I approx and I exact are the approximate and 'exact' values, respectively, of the integral under consideration. I exact is evaluated using the subroutine quadl from MATLAB (The MathsWorks Inc.), after evaluating the inner integral analytically. The accuracy of the integration is to 15 decimal places. 
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Effect of the sinh and sigmoidal transformations
As discussed in our previous work, which applied sinh transformations to similar integrals [25, 16, 24] , the reason the sinh transformation is so effective is that it clusters the integration points in the region where there is a spike in the function being integrated (in addition to removing the singularity in the case of the 1/r type functions). We have also established [24] that for nearly strongly singular integrals, a second application of the sinh transformation (the so-called 'iterated sinh transformation'), produces even better results for the case of nearly strongly singular integrals (λ ≥ 1 in equation (1)). This also proves to be the case for integration over triangular elements.
The effect of the sinh transformation is illustrated in Figure 6 (a), which shows (for 5 points in each coordinate direction) the placement of quadrature points in the triangle with vertices (0,0,0), (1,0,0), (0,1,0) (hereafter referred to as the 'unit triangular element' in this work), where the nearly singular point is at (0, 0, b). Three sets of points are shown: Gaussian quadrature points (denoted by rθ), points after the application of a sinh transformation in the r direction (denoted by rsinh θ) and points after the application of a second sinh transformation (denoted by rsinh2 θ). The figure shows the movement of the quadrature points toward the projection point, with greater inward movement for the iterated sinh transformation.
An added complication in the case of triangular elements is introduced by the integration in the θ direction. This turns out to be very sensitive to the placement of the quadrature points and thus requires that more integration points be placed near to the sides of the triangle adjacent to the projection point.
Our proposed strategy to deal with this is to introduce a sigmoidal transformation in the θ direction. This has been considered in previous work by one of the authors [15] and has the effect of clustering the integration points to both outer sides of the triangle, as illustrated in part (b) of the same figure. Here three sets of quadrature points are shown: Gaussian quadrature points (denoted by rθ), points after the application of a sinh transformation in the r direction (denoted by rsinh θ) and points with both a sinh transformation in the r direction and a sigmoidal transformation in the θ direction (denoted by rsinh θsig). The effect of the sigmoidal transformation is to move the points towards the edges of the triangle (ie the x and y coordinate axes), in addition to the previously described effect of the sinh transformation of moving the quadrature points closer to the projection point. The effect of the iterated sinh transformation plus sigmoidal transformation (not illustrated) is to move the quadrature points even closer to the projection point than a single sinh transformation (as illustrated in Figure 6 illustrated for rsinh θsig in Figure 6(b) ). In either case, the sigmoidal transformation has a similar effect to splitting the triangle into two sub-triangles and then applying a transformation that clusters the points towards the outer edge of the triangle (as in Scuderi's q = 3 method, see [18] ).
Of course, the projection point is usually not at one of the vertices of the unit triangular element, and all of the methods considered here first break the element, at the projection point, into three sub-triangles, which are mapped to new unit triangles with the projection point at (0, 0, 0). Since each of these sub-triangles has a different shape, the placement of the quadrature points after the mapping will be more complex than those points shown in Figure 6 .
Splitting into quadrilaterals
A final alternative approach to those above, which could be considered, is to split the triangle into three quadrilaterals (Figure 7) . In this figure, perpendiculars are drawn from the projection point to the side of the triangle, but an alternative approach might be to draw a line from the projection point to the midpoints of the sides. These approaches then map each quadrilateral in (x, y) into the (ξ, η) space, where −1 ≤ ξ, η ≤ 1, using the four basis functions φ j (ξ, η) given by
The integral then becomes the sum of three integrals of the type
where J is the Jacobian of the mapping from (x, y) space into (ξ, η) space and is given by
In the (ξ, η) space the projection point is always at (−1, −1).
Results and Discussion
α, β methods
As mentioned in Section 2.2.3, the (α, β) method of Qin et al. [20] re-splits some of the three sub-triangles, depending on the size of the largest angle in each sub-triangle. The work here explores a modification to the method of Qin et al. [20] (see Section 3.5), which omits the extra triangle splitting and instead applies a sinh transformation in each of the coordinate directions (denoted by αsinh βsinh). These results are then compared with the sinh-sigmoidal method and the method of Qin et al. [20] .
A comparison of these various methods for evaluating integral I A , with λ=0.5 and λ=1.0, on the unit triangular element with nearly singular point (0.2, 0.4, b), is given in Table 2 . Values for 12 (x 0 , y 0 ) b are divided by √ 2 (the area of the element) to allow comparison with the results of Qin et al. [20] , which are presented first in the Table. Since the total number of points used for calculating the relative error is 500 (5 × 10 × 10) for the method of Qin et al. [20] , 513 (3 × 9 × 19) points are used in the other cases. This includes the αsinh βsinh method, since an investigation into applying the αsinh βsinh method with equal numbers of points in each direction found that this is less accurate than using more points in the β direction (similar to increasing the number of points in the θ direction in the sinh-sigmoidal method).
A number of interesting points can be drawn from Table 2: 1. Applying sinh transformations in the (α, β) system is as effective as splitting the triangles. 2. Marked improvements in accuracy, in nearly all cases, can be made using the polar coordinate system with sinh-sigmoidal method rather than the (α, β) co-ordinate system with sinh method. 3. The sinh-sigmoidal method is very accurate, even when the projection point is very close to the element. 4. For the sinh-sigmoidal results, there is little difference in accuracy between the two integrals presented, despite one being strongly rather than weakly nearly singular. A more comprehensive investigation was then carried out to compare the (α, β) plus sinh method with the (r, θ) plus sinh methods (with and without sigmoidal transformation). Its aim was to ascertain whether the conclusions drawn from Table 2 still applied when a range of nearly singular points and integrals was considered. It was found that the αsinh βsinh method is sometimes superior to the rsinh θ (without sigmoidal transformation) method, but this is generally only the case for large b values. The addition of the sigmoidal transformation in the θ direction (that is, the sinh-sigmoidal method) almost always produces smaller or comparable relative errors to the αsinh βsinh method, with the exception of the nearly singular point (0.1, 0.89, 0.1) when λ = 0.5. It is also worth noting that the accuracy of the αsinh βsinh method drops off rapidly as the nearly singular point moves closer to the integration element. Finally, a major drawback to the αsinh βsinh method is its lack of accuracy when b is small, especially for the nearly singular points (0.1, 0.89, b) and (0.4, 0.49, b). 13 Table 1 with n = 10). λ = 0. 
Quadrilateral Sinh method
An alternative to splitting the triangle into sub-triangles was introduced in Section 3.9, viz., breaking the triangle up into three quadrilaterals (Figure 7 ). An investigation into this approach, with sinh transformations applied in each of the ξ and η coordinate directions, has established that using perpendiculars, rather than lines from the projection point to the midpoint of the sides, produces superior results.
A comparison of the quadrilateral sinh method with the sinh-sigmoidal method shows that the quadrilateral sinh method gives very good (and sometimes superior results), but, in general, only when b = 0.1. However, since the accuracy of the quadrilateral sinh method drops off markedly as b becomes smaller, this method is not considered to be a viable alternative to the sinh-sigmoidal method. Tables 3 and 4 present a comparison of the sinh-sigmoidal method proposed here with the q = 3 method of Scuderi [18] , for the nearly weakly (λ = 0.5) and nearly strongly (λ = 1.0) singular integrals I A , respectively. In each case, four different nearly singular points are considered, providing a range of shapes for the sub-triangles over which the integral must be evaluated. Tables 5 and 6 give relative errors for I B with λ = 0.5 and λ = 1.5, respectively.
Sinh-Sigmoidal Method
Relative errors in Table 3 for the sinh-sigmoidal method for I A with λ = 0.5 are generally comparable with Scuderi's method [18] . The sinh-sigmoidal method gives slightly superior results for (0.1, 0.1, b) and (0.2, 0.4, b) and the situation is reversed for the other two nearly singular points. It is possibly not surprising that Scuderi's method performs slightly better for the two cases where the projection points are closest to an edge of the triangle, since these extreme cases are likely to respond best to a strategy that is tailored for that triangle, rather than one applicable to all triangles.
In the case of the stronger integrals in Table 4 , I A with λ = 1.0, and in Table 5 , I B with λ = 1.5, relative errors for the new method are generally not as good as Scuderi's method. A final set of relative errors is given in Table 6 and in this case three different methods are compared for integral I B with λ = 0.5. The methods are Scuderi's q = 3 method [18] , the rad-ang method 14 of Hayami and Brebbia [14] and the sinh-sigmoidal method and, as in Scuderi [18] , results for (0.1, 0.1, b) only are presented. Relative errors for Scuderi's and the sinh-sigmoidal method are comparable and considerably superior to the rad-ang method, except in a couple of cases where the number of points is very small. It should be noted that the sinh-sigmoidal method is a purely numerical method, whereas Scuderi's method, for the integrals considered in this paper, uses an analytic solution for the inner r integral. Despite this, the sinh-sigmoidal method is still able to produce comparable and sometimes superior results to Scuderi's method, particularly in the case of nearly weakly singular integrals. Another point to note is that, regardless of which of the two methods is superior in a particular case, both methods are extremely accurate, with the difference between them consisting mainly of the ease of implementation and general applicability of the sinh-sigmoidal method.
Conclusions
This work presents an alternative approach for the evaluation of both nearly weakly and nearly strongly singular integrals that appear in the solution of 3D boundary element problems using triangular elements. It is an extension of the authors' previous work [16] , where the sinh transformation is used to evaluate such integrals on quadrilateral elements. The proposed sinhsigmoidal method is shown to have the same advantages as the previous methods, in that it is straight-forward to implement, very accurate and can be applied to a wide class of problems.
The sinh-sigmoidal method involves splitting the triangular element into three triangles at the projection point, introducing polar coordinates (r, θ) and then applying a sinh transformation in the r direction and a sigmoidal transformation in the θ direction. Gaussian quadrature is then carried out using approximately twice as many points in the θ direction as in the r direction. Best results can be obtained by applying the sinh transformation once for nearly weakly singular integrals and applying it twice for nearly strongly singular integrals. An examination of the effect of the sinh and sigmoidal transformations shows that the sinh transformation clusters the quadrature points closer to the projection of the nearly singular point, while the sigmoidal transformation moves the quadrature points to both outer edges of the triangle. This has a similar effect to splitting the triangle in two and applying a transformation that moves the points towards the longest edge.
A comparison of the method with other methods shows its competitiveness and wide applicability, in contrast to some other methods which must be specifically tailored to the form of the particular integral, as well as to the shape of the various sub-triangles.
A study into the newly proposed method of Qin et al. [20] , which uses an (α, β) rather than polar coordinate system, in conjunction with extra triangle splitting, finds that equally accurate results can be obtained using an (α, β) coordinate system, combined with sinh transformations in each direction. Since the accuracy of this αsinh βsinh method drops off rapidly as the nearly singular point moves closer to the element and its accuracy is also very low for certain positions of the projection point, this method does not seem to be a viable alternative to the methods based on polar coordinates. In particular, much more accurate results can be achieved using the new sinh-sigmoidal method proposed above.
Another alternative method considered was splitting the triangle into three quadrilaterals, rather than three triangles, and then applying sinh transformations in both coordinate directions. Although this method gives some very good results in certain cases (primarily for b = 0.1), its lack of accuracy for nearly singular points that are very close to the element of integration (small b) rules it out as as suitable method for evaluating the types of integrals considered here.
One interesting aspect of this work is the discovery that the evaluation of potential and flux integrals on triangular elements is particularly sensitive to the placement and number of quadrature points in the angular direction. This is recognised to a certain extent, in the sense that a few authors have proposed angular transformations; however, many authors still suggest methods that recommend the use of Gaussian quadrature in the angular direction. Our work has demonstrated that, for a number of methods (not just the sinh-sigmoidal method), using more points in the angular direction and correspondingly fewer in the radial direction generally produces considerably more accurate evaluations than using the same number of points in each direction. The rule-of-thumb suggested by the work here is to use approximately twice as many points in the angular direction as in the radial direction.
An extension of this work would be to apply the sinh-sigmoidal method to integration over non-planar triangular elements, in a similar fashion to our previous work [16] on non-planar quadrilateral elements. 
