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ABSTRACT. The trend of electronic device miniaturization, from the micro-scale to the nano-
scale, presents a temperature measurement challenge. The available techniques have limitations in 
terms of either resolution, calibration, acquisition time or equipment cost. Here we demonstrate a 
thermography technique called hyperspectral quantum rod thermal imaging (HQTI), which 
exploits temperature dependent photoluminescence (PL) emission of quantum rods to obtain the 
surface temperature map of a biased electronic device, with a straight-forward calibration. This 
method uses relatively simple, low cost equipment, while achieving submicron spatial resolution. 
This technique is demonstrated by measuring the thermal map of a direct current (DC) operated 
Gallium Nitride (GaN) high electron mobility transistor (HEMT), achieving a temperature 
precision of ~4 oC, and a ~700-800 nm estimated lateral optical resolution. This is a versatile 
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method for both measurement in sub-micron scale regions of interest and of larger areas in the 




INTRODUCTION. Electronic devices continue to be miniaturized and in many cases self-
heating occurs in features with a sub-micron length scale1. Accurate temperature measurement on 
this length scale is vital to ensure device performance and reliability. Infrared (IR) thermography 
has been the most commonly used thermal imaging tool over the last 50 years and is a very useful 
qualitative failure analysis technique. 2 However, the spatial resolution of all far field optical 
measurement techniques is diffraction limited to a maximum of ~/2, where  is the wavelength 
of the light being analyzed. This is a major restriction for IR thermography which is sensitive in 
the 3-5 m wavelength range.  Besides, transparency of the substrate results in an underestimation 
of the actual peak temperature3, making reliable quantitative temperature assessment difficult.2-6 
Micro-Raman thermography, based on probing temperature dependency of phonon frequencies, 
was developed as a higher spatial resolution alternative and an 0.5 m resolution and ±1-10 oC 
temperature precision has been demonstrated, depending on the illumination wavelength and 
material under test, respectively.7-8Although this is an established technique in research 
laboratories, it is a serial point-by-point measurement, requiring long acquisition times to obtain a 
temperature map. The acquisition times for a single point measurement can vary from seconds to 
several minutes, depending on the material under test. Microparticle assisted Raman and 
photoluminescence thermometry along with the scanning thermography have been established to 
probe surface temperature of microelectronic devices9-11, while mapping is time consuming due to 
single point scanning. Recently, transient thermo-reflectance imaging has emerged for wide field 
temperature measurements.12-15Although the technique can provide submicron spatial resolution 
(0.3-0.5 m) thermal images with better than a 1 oC precision, calibrating the thermo-optic 
coefficient is a challenge for full field imaging of complex multilayer structures. A pixel by pixel 
calibration of each particular test structure is required, which is time consuming.15Scanning 
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thermal microscopy (SThM) is among the emerging submicron thermal imaging techniques with 
its high resolution (~100s of nm) below the optical diffraction limit.16 Whilst it offers high spatial 
resolution, this is an AFM based technique requiring expertise and expensive equipment. The 
variable tip-to-surface thermal contact resistance depends on the surface topology and poses a 
challenge for the quantitative thermal mapping of typical electronic device structures which have 
trenches and step edges. It also requires special thermal designs of cantilever tips to overcome 
contact resistance related artefacts.17 Quantification of the effect of topology on SThM is an active 
area of research.16,18-19 Temperature measurement techniques based on fluorescence imaging have 
also been established20-23 and recently the fluorescence intensity ratio of a coating material has 
been used to measure the thermal image of a PCB.21 Although the technique can be applied to 
larger structure, the thick fluorescent paint coating obscures accurate temperature measurement at 
the device level. 
Here we demonstrate a new thermography technique, hyperspectral quantum rod thermal 
imaging (HQTI), benefiting from the light emission of quantum rods (QR), which has a potential 
to solve these technical challenges by providing submicron spatial resolution surface temperature 
image with a straightforward one-time calibration procedure. Simple and cost-effective equipment 
is used, consisting of only a tunable filter and a monochrome camera, combined with QR deposited 
on the sample under test. We demonstrate the technique on GaN high electron mobility transistor 
(HEMT) technology, which is the current technology for high speed and high- power 
applications.24 High power densities reaching up to tens of W/mm, and temperature gradients of 
10’s °C/µm, make temperature measurement particularly challenging in this case. To the best of 
authors` knowledge, this is the first time that hyperspectral imaging of fluorescence of 
nanoparticles such as QRs has been used to measure the temperature of semiconductor devices 
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with submicron resolution. Considering the current drive for energy efficient material and devices 
development, this method is expected to be a useful characterization and failure analysis technique 
due to its simplicity, cost effectiveness and general applicability. 
EXPERIMENTAL DETAILS. 
HQTI exploits the temperature dependent emission wavelength of semiconductor nanoparticles, 
in this case QRs. The nanoparticles are deposited on the surface of the device under test (DUT). 
Previously, it has been shown that ~1 m size diamond particles reach thermal equilibrium almost 
instantaneously with the surface they are in contact with, owing to their low heat capacity and low 
radiative heat loss, due to their small size.9 This is also applicable to QRs deposited onto the sample 
surface. We exploit the temperature dependent peak emission wavelength of QRs. The emission 
wavelength is measured across the DUT surface through hyperspectral image reconstruction which 
is converted to a temperature image. 
  Spectral imaging provides intensity information at a region of interest (ROI) as a three-
dimensional (3D) matrix data, i.e.  2D spatial (x,y) and 1D spectral data (), namely I (x, y, ), in 
a  single shot. 25-27 Spectral imaging is classified as multispectral or hyperspectral imaging 
depending on the number of the spectral data measured, which is a series of images recorded at 
particular wavelengths. The precise distinction, based on the number of wavelength data points, 
varies across disciplines.28,29 Here we use the term hyperspectral imaging as it is widely preferred 
for the electronics applications. Hyperspectral imaging reduces image acquisition times compared 
to spectroscopy, which provides only spectral information of a much smaller area at a time, i.e. 
single point-like measurement I () and requires serial mapping for image acquisition. We 
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combined the wide field of view feature of the hyperspectral imaging with the highly efficient QR 
emitters to probe surface temperature of the DUT, on which they are deposited. 
QRs are semiconductor nanoparticles typically with 1-100 nm length and 1-10 nm 
diameter; the band gap can be varied with their size due to quantum confinement effects. QRs (or 
alternatively, quantum dots, which are the spherical counterparts of QRs with 2-10 nm diameter) 
with a 450-620 nm maximum emission wavelength range, have been used commercially in the 
display industry, e.g., in liquid crystal display (LCD) TVs30, due to their efficient and bright 
emission. They are ideal optical sensors due to their high quantum efficiency (QE) as well as 
thermal stability and commercially availability with a narrow size dispersion. The high QE of the 
QRs (above 60 % for the QRs used in this study) allows for fast and accurate signal detection. QRs 
are thermally stable up to ~300 oC (depending on the core morphology as well as synthesis 
conditions). 31 CdSe/CdS core-shell QRs have been shown to maintain emission stability during 
over an 800 min test interval at ~140 oC.31  
   HQTI relies on probing the red shift in peak emission wavelength of QRs with increasing 
temperature. The QR excitation wavelength is selected to be above the band gap of the QR but 
below the band gap of the materials within the DUT, ensuring that device/material being tested is 
unaffected by photocurrent or direct optical heating during the temperature measurement. We 
selected CdSe/CdS quantum rods (StremDots™ Series A Plus, size: dia.3-5 nm x length 15-20 nm 
with 560±8 nm emission wavelength), as they are one of the most efficient commercially available 
QR light emitters, with a QE of ~ %60. Their high emission efficiency aids signal detection, 
ultimately increasing signal to noise ratio (SNR) in the temperature measurement. Other alternative 
fluorescent nanoparticles, such as N-V nanodiamonds32, carbon dots, metal nanoparticles33 or 
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heavy metal-free quantum dots34 could also be utilized depending on the specific application and 
the material system under test. 
After the QRs have been deposited onto the surface of the DUT (See Methods), they are excited 
under continuous illumination and the images at each emission wavelength is obtained by 
sweeping a tunable liquid crystal filter (Thorlabs, Kurious-WB1/M TM , 420-730 nm) with a 
predefined wavelength interval (See Methods) such that the QR emission spectrum is fully 
covered, images of which are successively captured by a 16-bit monochrome camera (See Figure 
S1 for the emission images). This eliminates the need for a spectrometer and we shall demonstrate 
that the hyperspectral imaging concept can be extended to thermal imaging. The schematic of the 
experimental set-up is illustrated in Figure 1. The built system has a ~600 nm diffraction limited 
theoretical resolution (d), using the Sparrow criterion d=0.47  /NA where  is the peak emission 
wavelength (approximately ~600 nm over the measured temperature range) and NA is the 
numerical aperture of the objective lens used. The measured optical spatial resolution is ~680 ±20 
nm, which is only ~12% lower than the theoretical resolution limit (See Figure S3 and Methods). 
The pixel resolution in our optical set-up corresponds to ~180 nm, i.e. spatially oversampled. The 




Figure 1. Schematic of quantum rod (QR) thermography set-up. (a) QRs are deposited onto the 
transistor. (b) A 450 nm LED excites the QRs. (c) QRs photoluminescence is collected. (d) A 
tunable filter is swept through the emission spectrum and 3D image matrices are captured with a 
monochrome camera. 
RESULTS AND DISCUSSION. 
The temperature dependence of the emission wavelength of CdSe/CdS QRs has been previously 
reported for various QR geometries and sizes.31 We deposited QRs onto Si (detailed in the Methods 
section), which was then placed inside a temperature-controlled microscope stage (Linkam 
THMSG 600) in order to calibrate the temperature response of the QRs in our test set-up, shown 
in Figure 1. The calibration was performed by changing the stage temperature from 25 oC to 155 oC 
and the average response over the camera FOV of ~130x175 m2 was evaluated (See Methods for 
the details).  
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The Varshni equation35 is a widely used empirical formula, which relates band gap change 
(or wavelength shift) to temperature. At temperatures above ~200 K, the Varshni equation 
produces a linear relationship between the wavelength shift and temperature. Fig. 2a shows that 
the peak emission wavelength shift with respect to the temperature change is non-linear when 
measured using our test set-up. This is attributed to the QR emission being convoluted with the 
spectral response of the optical measurement system; for example, the tunable liquid crystal filter 
transmission and camera sensitivity are wavelength dependent. The actual QR emission spectrum 
could be obtained by deconvoluting the measured spectrum, although we preferred to fit the data 
with a quadratic function, including the system response in the calibration for the sake of 
computational simplicity. The calibrated emission wavelength temperature dependence is ~1.15 
nm shift per 10 oC at ambient temperature, where the fitting was assumed to be for simplicity a 
quadratic function cw=T+T
2,where =0.072±0.0036 nm/oC, =3.48x10-4 ±4.21 x 10-5 nm/( 
oC)2. Figure 2a illustrates that the measured QR emission wavelength temperature dependency is 
similar to reported values for small (2.2 nm) and medium sized (3.8x3.6 nm) QR cores up to 100 
oC.31  A slight discrepancy is observed between the measured and reported wavelength shift at 
higher temperatures, which is attributed to the response of the optical measurement system 





Figure 2. (a) Temperature calibration of QRs deposited on a silicon wafer and an example 
spectrum taken at a single pixel.  Centre photoluminescence wavelength of the QRs as function of 
temperature is fitted with a second order polynomial function, having a ~1.15 nm shift per 10 oC 
at the ambient temperature.  Ref31 data for small and medium sized QRs (Reproduced from 
[DIROLL, B. T. ; MURRAY, C. B.  HIGH TEMPERATURE PHOTOLUMINESCENCE OF 
CDSE/CDS CORE/SHELL NANOHETEROSTRUCTURES,  ACS NANO, 2014  ,8, 6466–6474.] 
Copyright [2014] American Chemical Society) is overlaid for comparison. (b) A sample 
photoluminescence spectrum and bi-Gaussian fit taken at a single pixel of a 2x2 binned image in 
the middle of the channel of the DUT with QR deposited upon. The arrow indicates the red shift 
in center wavelength between the pinched-OFF (reference) and ON state due to the device heating. 
In order to demonstrate HQTI, a normally-OFF GaN device on a Si substrate 37, passivated 
with a SixNy and SiO2 layer, was tested. The details of the device geometry are given in the 
Methods section. A schematic cross section of the device and optical white light image is shown 
 
 11 
in Figure 3a and Figure 3b, respectively. Once the calibration is performed, peak positions at the 
ON and pinched-OFF (reference) states of the DUT can be related to temperature of the quantum 
rods by using the calibration function shown in Figure 2a. Figure 2b illustrates emission curves for 
the ON and pinched-OFF state of a GaN HEMT, along with the emission peak center fitting 
function. The emission spectrum follows a bi-Gaussian shape due to a combination of factors, such 
as small size variations of nanoparticles, thermal broadening and measurement system response. 
Figure 2b shows an example of the bi-Gaussian function fitted to a pixel spectrum to determine 
the peak emission wavelength. A least squares iterative algorithm results in fits with an R-squared 
value >0.95, for spectra with an adequate signal/noise ratio. The fitting routine is described in more 
detail in the Methods section. The spectra shown in Figure 2b follow the expected trend, i.e., 
increasing emission wavelength and decreasing intensity, as the temperature rises.36 
 
 
Figure 3.  Details of the device under test. (a) Schematic cross section of the GaN on Si HEMT 
(not to scale). Quantum rods are deposited on the surface, covering the metal contacts and the 




The normally-OFF single finger GaN HEMT shown in Figure 3 (measured on wafer), was 
fixed on a thermoelectric vacuum chuck and tested at three different bias conditions to demonstrate 
the technique. The chuck temperature was set to 25 oC and the total power dissipation was varied 
from 0 to 0.83 W, by changing drain bias at a constant gate bias of Vgs=5V (Igs=0.01A).  The pinch-
off condition was used as a reference measurement, by applying Vgs=0 V at the same drain bias 
with the ON state, so that no drain current flows and the device is at the ambient chuck 
temperature.38 At these surface electric field levels, the unbiased condition can also be used without 
affecting the measurement accuracy. However, we note that at higher electric fields (>50s kV/cm, 
depending on the morphology of the nanoparticles), the electro-optic response, known as Quantum 
Confined Stark Effect (QCSE), can affect the peak position shift. 39-40 In that case, taking the 
pinched-off state as the reference measurement yields more accurate temperature measurements. 
 Figure 4a shows a HQTI temperature map (the mean temperature of 7 successive 
measurements) at Pdiss=4. 165 W/mm.  Qualitatively, the result is as expected: The channel region, 
where Joule heating is generated, is hotter than the surrounding contacts due to thermal dissipation. 
The measured HQTI temperature also increases with power dissipation in the expected way (See 
Figure S4). The estimated precision of the HQTI temperature measurement is ~4 oC, which is the 
standard error of the mean of 7 temperature acquisitions (See Methods for the details).  The single 
thermal map data acquisition takes ~1 min with the proof-of-the-concept set-up, which can be 
improved further with a higher power excitation source (while ensuring not to cause excessive 
heating) and a higher quantum efficient detector. Image processing for a single measurement takes 
~15 min on an Intel i7 3.10 GHz processor, which can also be enhanced by implementing parallel 
processing algorithms.   
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Our measurement revealed a fairly uniform temperature distribution (no hotspots and a 
small temperature gradient) in the device channel. In order to verify our finding, we performed an 
infrared (IR) thermography (Quantum Focus Instruments (QFI) InfraScope) measurement on the 
same device and at the maximum power dissipation used for the HQTI measurements. The chuck 
temperature was set to 52 oC for the IR thermography measurements to achieve higher SNR by 
increasing the thermal radiation according to Planck`s law. The drain bias was increased to 
compensate for the drain current reduction at the higher ambient temperature (Vds=11.3 V, Ids=73.8 
mA, Vgs=5V, Igs=0.01 A). A 15x, 0.5NA lens was used for IR thermography measurements. The 
details of the equipment used and its resolution limits are discussed in detail in Ref.3 (See also 
Methods).  IR thermography also confirmed there are no hotspots within the channel by revealing 
a uniform temperature distribution in the channel opening between the field plate and the drain 
contacts. Even though IR thermography is useful for a qualitative comparison (such as a quick 
assessment of hot spots present), IR measurements need to be interpreted carefully.  IR 
thermography underestimates temperature rise compared to HQTI in the active region of the device 
by up to~50% because of lateral (IR wavelength diffraction limit) and axial (semiconductor IR 
transparency) spatial averaging, which is discussed extensively in Refs.3-5.  
In order to validate the temperature distributions measured using HQTI, we simulated the 
device thermal behavior using finite element method (FEM). The thermal conductivity of the strain 
relief layer (SRL) and Si substrate are dependent on processing methods and doping, respectively. 
The thermal conductivity of these layers was obtained by fitting a thermal simulation to Raman 
thermography measurements of ungated (TLM) structures on the same wafer (See Methods). 
Established values were used for the other materials (See details in the Methods section). The 
temperature rise occurs due to Joule heating (J·E) in the 2DEG channel formed on the GaN side 
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of AlGaN and GaN layers. A simplified 3 nm thick uniform heat source is used in the model to 
represent Joule heating between the source and drain opening, approximating the channel as a 
simple resistor.41 Further details about the model are given in Methods section (See also Figure 
S5). The simulated surface temperature of the device shown in Figure 4b reproduces the peak 
temperature and main features seen in the HQTI thermal image as shown in Figure 5a, with a 
maximum deviation of ~8oC from the measured value. Also overlaid is the simulated channel 
temperature at the AlGaN/GaN interface showing a somewhat wider distribution, illustrating the 
impact the source connected field plate and gate contact has on local heat flow.  
 
.  
Figure 4. Temperature rise (T) map of GaN single finger device on Si substrate: (a) HQTI image 
under Vds=10 V, Ids=83.2 mA, Vgs=5 V, Pdiss=4.165 W/mm W,T back plate=25
oC. As the channel 
width is larger than the FOV, the full image was acquired in three successive acquisitions and 
patched into a single image (See Figure S4 for a single image).  The measured temperature is 
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equivalent to peak surface temperature of the device, i.e., in this case at the surface of passivation 
layer and metal contacts. (b) Thermal finite element modeling results. (c) IR thermography image 
at the same power dissipation in (a), with T back plate=52 
oC and Vds=11.3 V, Ids=73.8 mA. 
The thermal simulation predicts that the channel is hotter than the contacts, as expected, 
which is also observed in the HQTI temperature line as shown in Figure 5a. In contrast, the 
temperature profile measured by lower spatial resolution IR thermography in the same region is 
flat. This demonstrates the submicron optical spatial resolution and the high sensitivity of HQTI, 
benefiting from the use of QR for temperature measurements, to detect such fine features which 
are currently not easily accessible using other present thermography techniques.  
Thermal resistance (temperature rise divided by power density) is an important parameter 
for the thermal reliability benchmarking of microelectronic devices. Figure 5b illustrates that 
estimating thermal resistance based on IR thermography measurements results in an ~0.4× 
underestimation, which might lead to insufficient thermal management during the design stage and 
eventually early failure if the effect of depth and lateral averaging in the experimental results are 
not taken into account. This illustrates the advantage of HQTI over IR thermal imaging in the sense 
that HQTI provides both large area mapping and accurate surface temperature probing. The lateral 
spatial resolution of HQTI is further much higher (~700 nm, illustrated here with 50x, 0.5NA) than 
the fundamental limit of IR imaging spatial resolution, ~3-5 m.  
The hotter source metal revealed both by HQTI and IR measurements indicates that the 
joule heating distribution is skewed toward the source. The uniform channel heating approximation 
used in the model produces a reasonable agreement with the measured HQTI surface temperature 
distribution (Fig. 5a), within 5°C of the peak temperature value. At higher bias voltages, >10V Vds 
 
 16 
Joule heating is concentrated within an 0.5µm-long region at the drain edge of the gate.41 However, 
using that Joule heating distribution in the thermal simulation produces a poor fit to the HQTI 
temperature measurement close to the channel, as illustrated in Fig.S5d, although does reproduce 
the measured increased source metal temperature shown in Fig.S5c-d. The HQTI measurement 
shows that the actual temperature distribution is somewhere between these two extremes, 
highlighting the importance of high spatial resolution temperature measurements for thermal 
model verification. 
To further evaluate the accuracy of HQTI, an identical device on the same wafer was 
measured using the established Raman nanoparticle thermometry technique.42,43 Raman nano-
thermometry also has a submicron spatial resolution and is therefore a suitable reference to confirm 
the validity of HQTI measured temperatures. The surface temperature is probed through 
temperature dependent shift of TiO2 nanoparticles deposited on the surface (See Methods for the 
description of the Raman thermography measurements); the measurement location is therefore 
equivalent to HQTI. Temperatures measured by Raman nanoparticle thermometry match the HQTI 
temperature and the thermal simulation results at the center of the DUT, within the experimental 
precision, as shown in Figure 5b. This correlation also confirms that the QR deposition has no 
measurable effect on the DUT surface temperature or thermal resistance (See Methods and Figure 
S14 for the details). However, QR layer might have an observable effect when deposited on a very 





Figure 5. (a) Temperature rise (T) in single-finger GaN on Si substrate device, determined using 
HQTI, from source connected field plate metal to drain metal. The HQTI data represents a lateral 
temperature average over its diffraction limited optical resolution (~700 nm). Overlaid is the 
results of a thermal finite element model, with the temperature shown on the device top surface 
and within the device channel at the AlGaN/GaN interface. (b) Maximum surface temperature rise 
vs power dissipation for the thermal resistance estimation of the device, determined using HQTI. 
TiO2 nanoparticle Raman thermometry and IR thermography at the peak temperature location in 
the device. Also displayed are the results of the thermal finite element model.  
The theoretical optical resolution limit of our test set-up is ~600 nm, considering the peak 
emission wavelength reaching up to ~600 nm at high temperatures, while the experimental optical 
resolution is estimated as ~680±20 nm, which can be conservatively approximated as ~700-800 
nm during the actual operating conditions (See Methods for details.).  Yet, the resolution of the 
system can be easily increased using a higher NA lens or solid immersion lenses and a higher band 
gap (corresponding to shorter peak emission wavelength) quantum rods or quantum dots. As an 
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alternative to hardware solutions, numerical resolution enhancement techniques, such as, but not 
limited to44super resolution translation microscopy (TRAM)45, can be adopted depending on the 
requirements of the application. 
CONCLUSION.  We developed a surface sensitive and generic sub-micron resolution, wide field 
thermal imaging technique with a simple data analysis and device independent one-off calibration 
approach. We introduced nanoparticle assisted hyperspectral thermography approach for the first 
time by exploiting temperature dependence of quantum rod emission. We illustrated the advantage 
of the new technique over standard IR thermography on a DC operated device, exhibiting high 
spatial resolution and surface sensitivity. We verified the accuracy of HQTI by using the well-
established Raman nanoparticle thermometry technique. Finite element thermal simulations were 
shown to support our measurement results. HQTI is a generic and flexible technique and its 
application is not limited to the material systems tested here.  The straightforward one-off 
calibration procedure of HQTI is advantageous when mapping complex structures, compared to 
time-consuming pixel-by-pixel calibration such as in IR thermography or thermo-reflectance. 
HQTI uses low cost, off-the-shelf components, and has a potential applications in testing new 
device designs or for reliability assessment, e.g., for accurate life time estimation of 
microelectronics and improved thermal management. 
METHODS.   
QR deposition on GaN transistor. Commercial CdSe/CdS quantum rods (QR) (StremDots™ 
Series A Plus, size: dia.3-5 nm x length 15-20 nm) with the peak emission range (560 ± 8 nm) 
were used. The supplied QR’s were suspended in hexane, with a concentration of 5mg/ml. QRs 
were then diluted to ~1.5 mg/ml and sonicated for one hour in room temperature to prevent 
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agglomeration of particles and achieve a uniform distribution. The surface of the DUT was treated 
with Ar plasma (Diener Electronic Zepto) for 1 minute at 0.4 mbar, after standard cleaning with 
isopropyl alcohol (IPA) and acetone, prior to QR coating, to ensure that we removed any 
contaminants on the surface of the die. ~10 l of solvent was drop cast onto the region of interest 
in the wafer placed on a hot plate heated to 100 oC, which is above the boiling point of hexane. 
See Figure S6 for the SEM (Zeiss Sigma VP) image of the QR distribution. A thickness of ~500 
nm was measured for the QR layer at the edge of the deposition area using an AFM (Bruker The 
Dimension Edge) (See Figure S7). This is the thickest (upper limit) region of the deposition where 
there is a visible accumulation of QRs; the typical layer in the region of interest should be thinner. 
The effect of QD film thickness on the temperature distribution in the devices is detailed in the 
thermal simulation of the GaN transistor Methods section. The output and transfer characteristics 
of the devices was tested before and after the deposition to verify that they do not impact device 
performance (Figure S8). We performed four terminal measurements to eliminate the errors due 
to probe contact resistance and the voltage drop across the connection cables. While we did not 
observe a change in the linear region, we observed a ~0-7 % variation in the output power in the 
saturation region at some gate biasing conditions (Figure S8a), which is less than the 10% 
repeatability of the current measurement. This way, we confirmed that HQTI can be applied on 
passivated devices without significantly affecting device characteristics, for the steady state (under 
DC biasing) characterization shown here. 
HQTI equipment and image acquisition settings. The set-up was built using a Leica DMLM 
microscope. The original microscope light source was replaced by a multi-LED source, with a 
white light LED (Thorlabs MWWHL4), for viewing the sample, and blue LED (Thorlabs 
M450LP1, 450±20 nm, 1850 mW), as the excitation source for photoluminescence from the QRs 
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(See Figure S9 for LED spectra), mounted perpendicular to each other, with light being directed 
by a dichroic mirror (Thorlabs DMLP490R) with a 490 nm cut-on wavelength. The blue LED 
optical power reaching the sample surface is ~25 mW, within an illumination spot of ~1 mm in 
diameter. The camera (Thorlabs CS2100-M USB 3.0) field of view is ~130x175 m with a Leica 
infinity corrected, 50x, 0.5NA objective lens, corresponding to a light power flux of 0.032 W/mm2 
on the sample. Considering the worst-case scenario, assuming that all of the incident power is 
absorbed by the QR layer and not reflected or scattered, optical heating of the surface would be 
less than ~0.01 W/mm2 (considering that QE of QRs is 60%). Including this additional source, an 
upper limit of less than ~1 oC temperature rise is predicted using thermal simulations, which is 
negligible. In reality, a large proportion of the incident light is either reflected from the metal or 
transmitted through transparent regions, reducing the optical heating. 
 A 500 nm cut-off short-pass filter (Thorlabs FESH0500) was placed between the blue LED 
and the sample to block light originating from LED in the QR emission range. A further 500 nm 
high-pass filter (Thorlabs FELH0500) was placed between the DUT and the tunable filter 
(Thorlabs KURIOS-VB1/M 420-730 nm) (See Figure S9 for the transmission properties of the 
bandpass setting used) to block the blue LED light reflecting off the surface of the DUT. 
Electroluminescence (EL) from the devices can occur at high electric field and high current, which 
might interfere with the PL emission of QRs at high biasing conditions in our device system tested 
(AlGaN/GaN HEMT). We placed a 650 nm short pass filter (Thorlabs FES0650) in front of the 
detector to eliminate this signal as the dominant EL emission is in the near infrared region for the 
devices under test.46 
Photoluminescence emission curves from the QRs were obtained by sweeping the liquid 
crystal tunable filter from 440 to 720 nm with a 10 nm step. The filter has three different bandwidth 
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setting options, namely, wide, medium and narrow. We used the wide setting of 25-40 nm 
bandwidth (depending on central wavelength) which has the highest transmission, improving SNR 
(See Figure S9 for the transmission properties of the bandpass setting used). A 10 nm step size 
was selected following Nyquist-Shannon sampling theorem to avoid undersampling47. A 16-bit, 
1040x1392 pixel, monochrome camera (Thorlabs CS2100-M USB 3.0) was used to detect 
emission from the field of view at each measurement wavelength. In order to improve SNR and 
reduce computational burden for image reconstruction, the images were binned in 2x2 CCD pixels 
using MATLAB built-in image resizing function, i.e. imresize, and image size reduced to 520x696 
pixels. The pixel resolution using this configuration for the measurement was then ~180 nm. 
System calibration was performed by depositing QRs onto a silicon wafer, which was 
mounted in a cryostat (Linkam TMS600). The QR emission wavelength was measured by 
averaging the full FOV (See Figure S10 for the emission images of the calibration sample.) over a 
range of temperatures. We also verified that the temperature dependent emission wavelength shift 
is uniform across various ROIs, defined at the edge, center and side of the FOV (See Figure S11), 
which justifies the average FOV calibration approach. 
Image drift due to thermal expansion of the DUT is important to consider for accurate 
submicron level optical temperature measurements as it potentially leads to erroneous temperature 
estimations. In order to correct for the focal plane change due to the axial drift and the lateral drift 
due to thermal expansion, especially during the calibration process, the sample position was 
automatically corrected in the XY and Z directions using a computer controlled XYZ stage with 
100nm step precision and an in-house developed LabVIEW software. This procedure was run each 
time after the hot stage temperature was changed, during the calibration. The focal plane correction 
software finds the focal plane by moving the sample stage in the Z direction to the height where 
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the image intensity is the highest. The XY drift is corrected to within 1 pixel by moving the stage 
to minimize the difference between a white light illuminated live image and a reference image 
previously recorded, using an image registration method.48 We note that the sample drift was only 
found to be significant during the calibration, as the heated volume in the hot stage is much larger 
than that of the actual measured device during operation, which is mounted on a thermal vacuum 
chuck at a fixed temperature. Focus shift was not observed during actual device temperature 
measurements.  A representative example of the effect of the XY drift correction by image 
registration on the calibration data is shown in Figure S2. As an additional confirmation, images 
at the ON and pinched-OFF state were overlaid on ImageJ software before temperature image 
reconstruction, to ensure that sample image does not drift between ON and pinched-OFF state due 
to thermal expansion. The image correction with 1 pixel accuracy for the raw image (no binning) 
corresponds to 90 nm accuracy. During the measurement, the device drifts at the pixel level. 
Conservatively, the temperature image spatial resolution is 700-800 nm, accounting for sample 
drift due to thermal expansion. 
Line spread function (LSF) estimation of the imaging system for the determination of the 
experimental lateral spatial resolution.  We measured the LSF of our imaging system using the 
well-known knife edge method.49 A sample, with a sharp discontinuity from a reflective (metal 
coated) area to a transmissive area, was imaged under white light illumination. AFM scan (Figure 
S3a) shows that this sample approximates a step function, with a transition on a length scale much 
less than the measurement wavelength. The liquid crystal tunable filter was set to the maximum 
emission wavelength of the quantum rods (560 nm). The measured response (Figure S3a.) is the 
convolution of the LSF and the actual object (which can be approximated as a step function as 
shown in Figure S3a), which can be mathematically expressed as50: 
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where g(X) is the measured reflectivity (the convoluted response), f(x) is the real object, i.e. actual 
line profile, and h(X-x) is the line spread function (LSF). 
Naturally, when f(x) is a step function, the derivative of measured reflectivity (the expression 
above), gives the LSF profile as shown in Figure S3a. The full width at the half maximum 
(FWHM) of the Gaussian function fitted to LSF with 0.94 R-square value, is 680 ± 20 nm. The 
measured optical resolution is therefore within ~12% of the theoretical estimate of 600 nm.  
Statistics used in image processing. We eliminated pixels having an intensity below 500 counts, 
considering the background noise (~350 counts for the longest camera exposure time of 7765 ms 
used at room temperature), to ensure that we process the actual QR emission signal (See Figure 
S1 for the emission intensity distribution). Hot pixels were eliminated by applying a 95% 
maximum intensity threshold. The resulting data was fitted with a bi-Gaussian function, 
implemented with the built-in nonlinear curve fitting function in LabVIEW, which utilizes the 
Levenberg-Marquardt bounded algorithm for optimization. We defined the tolerance of the fit, 
which is the mean squared difference between the measured spectrum and the nonlinear fit, as a 
user defined parameter and decreased the tolerance until numerical temperature convergence is 
achieved. For the results presented here, this value was 10-2. The goodness of the fit was verified 
by applying Chi-squared test to the fitted values using a built-in LabVIEW function Goodness of 
fit.vi, showing that R-square value is greater than 0.95. Further data processing was performed by 
eliminating any spurious peak position detected outside of the swept spectrum range, 440-720 nm 
in our case. This procedure was applied to 7 measurements (images) for each ON and reference 
pinched-OFF state measured. The outliers in successive measurements were removed by applying 
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mean of absolute deviation (MAD) criteria as discussed in Ref.51. The outliers are assigned a zero 
peak position and are attributed to random noise in the measurement system.  If the peak position 
(center wavelength) is non-zero for both ON and pinched-OFF state at a particular pixel, then 
temperature was calculated using the predetermined calibration function. Otherwise the pixel 
temperature is assigned as not-a-number (NaN). The image processing algorithm chart is given in 
Figure S12. The precision of the temperature measurement was quantified by calculating the 
standard error of the sample mean temperature (sample being 7 successive measurements) for each 
pixel which was not rejected. We note that the precision is highly dependent on the fitting accuracy, 
which increases with the SNR. We define SNR as the peak emission intensity divided by the 
baseline intensity. As can be inferred from the emission images in Figure S1, the minimum SNR 
for the case presented in Figure 4 is ~22, which is high enough to recover the temperature map 
shown in Figure 4a.  We note that the SNR scales with the square root of the acquisition time, i.e. 
𝑆𝑁𝑅 𝛼 √𝑡.    
Test measurements were performed at Tbaseplate=25
oC with no device heating (OFF at 
Vds=10 V, Ids=0 mA). A histogram of the distribution of the sample mean temperature estimations 
over the whole image size (for n=3 measurements) around the 25°C ambient temperature is shown 
in Figure S13, resulting in 20±8 oC estimated population mean temperature.  This analysis further 
increases the confidence in the temperature estimations, as the estimation covers the set 
temperature of 25°C. A more comprehensive discussion of the error analysis is given in 
Supplementary Information.   
IR thermography equipment and image acquisition settings. The infrared (IR) thermal imaging 
equipment described in Ref.3,5 was used in this study, i.e. Quantum Focus Instrument (QFI) 
Infrascope, integrated into a Leica DMLM microscope, with LN2 cooled 256x256 InSb detector. 
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A 16 mm working distance SiGe 15x 0.5 NA objective lens was used. The resulting total field of 
view is ~410 x410 m with 1.6 m pixel resolution. The chuck temperature was set to 52oC to 
increase the device IR emission above the ambient thermal radiation. 
TiO2 nanoparticle Raman thermography measurement. The Raman nanoparticle thermometry 
technique described in Ref.42,43 was applied to probe the surface temperature of an identical device 
for the verification of HQTI measurements. A 99.98% purity suspension with 30 nm diameter 
TiO2 particles was sonicated and then drop casted onto the surface of the device. The lowest 
frequency Eg mode (~143 cm
-1 )42,43 was measured to determine the temperature of the particles. A 
532 nm laser with a 50x 0.5NA Leica infinity corrected objective lens was used, resulting in a 
focused spot size of 0.5 m on the sample surface. The temperature calibration function 
determined in our previous work42 was used. The particle in the middle of the channel opening 
between the field plate metal and the drain contact and 41 m along the gate width was selected 
due to its high Raman scattering intensity. As the particles are small, they do not affect the device 
thermal resistance.9 Four measurements were performed at each Pdiss. The error is within ±5
oC. 
The Si temperature, which represents the average of the  ~1 m probing depth with 532 nm laser, 
was also measured simultaneously in the same Raman spectra and used as an additional reference 
point for the thermal model.  The Si temperature was also measured 225 m away the edge of the 
active device, where there is negligible heat flux. The thermal resistance between the chuck and 
the wafer was adjusted in the thermal model to match the temperature rise measured at this 
location. More information about the Raman thermometry method can be found in Ref.7. 
Thermal property determination using a TLM structure, through Raman thermography 
measurement and thermal FEM simulation. The thermal conductivity of the strain relief layer 
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(SRL) is dependent on the material used and the processing conditions. We have measured the 
temperature in an ungated device (TLM structure) with 90 m channel width and 7 m channel 
length on the same wafer to estimate the SRL thermal conductivity, using a similar approach as 
Ref.52. TLM structures are ideal for this type of analysis because they generate a uniform heat 
source between the ohmic contacts and quasi-1D heat flow through the epitaxial layers, into the Si 
substrate. By measuring the resulting temperature gradient and fitting a thermal model, the thermal 
conductivity of the SRL and silicon substrate can be determined.  488 nm Ar+  laser with 50x0.5 
NA Leica infinity corrected objective lens was used for this measurement. A power dissipation of 
0.494 W was applied to the TLM and the chuck temperature fixed at 25°C. The GaN temperature 
was determined from E2 phonon mode shift
53. GaN is transparent at this wavelength and the 
measured temperature is a volumetric the average through the GaN layer. A ΔTmax of ~70 
oC was 
generated between the GaN layer and Si temperature, which allowed the estimation of the SRL 
thermal conductivity in between the GaN and the Si substrate. The estimated effective thermal 
conductivity of SRL was 24 W/mK, which is comparable to the reported values in the literature. 
53 A Si thermal conductivity of 134 W/mK with (T/300)-1.3 was also obtained from this analysis, 
within the range of reported literature values. 39,54 
Thermal simulation of GaN transistor. Commercial FEM software ANSYS was used for the 
steady state thermal simulation. We considered one half of the device in the simulation, taking 
advantage of its mirror symmetry. (See Figure S5 for the model overview). The model includes 
the single-finger AlGaN/GaN device with an 80 nm thick AlGaN barrier grown on top of GaN 
layer with a total thickness of 0.75 m, and a 3.7 m-thick strain relief layer on 700 m thick Si 
substrate. The T-shape gate and the field-plate are considered, along with the device passivation 
with an 800 nm-thick SixNy and SiO2 layer. The device under test is 200 m-wide, having 1.8 m 
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source-gate and 12 m gate-drain distance. The gate foot to field plate edge distance is 3 m. A 3 
nm thick volumetric heater is placed between the source and the drain contact, in GaN layer, at the 
AlGaN/GaN interface41, representing device heating within the 2DEG conduction channel. We 
note that as the bias conditions are in the knee region (See Figure S8b), it is expected that the 
heating profile would be slightly more concentrated between the gate-drain region. 41. The actual 
channel heating profile will be a combination of resistive heating in the access region and at the 
gate edge, which may only be quantified with a detailed drift-diffusion electrothermal simulation. 
However, for low voltage levels as in this work, it is a fair assumption to consider a uniform heating 
profile within the channel width55. The thermal contact resistance between the wafer and the 
aluminum chuck was adjusted to 5x1011 W/m2K, matching the temperature measured by Raman 
thermography 225 m away from the device. Thermal conductivities of metal contacts (gold), 
AlGaN, GaN and passivation were set as 310 W/m·K, 25 W/m·K 41, 160 W/m·K53, and 1.1 
W/m·K,41 with a (300/T)1.4 temperature dependency for GaN. 3,41. The thermal conductivities 
obtained from the TLM measurements were used for the Si and SRL layers. The Fourier heat 
equation was solved with a 25oC isothermal boundary condition at the chuck back side, all other 
boundary conditions are set as insulating. Convection and radiation heat transfer effects are 
negligible because of the small heated area. The validity of this assumption was confirmed by 
comparing the simulated temperature with and without radiative/convective heat transfer 
boundaries, resulting in less than 0.01 oC temperature change, even when assuming an emissivity 
of 1 and hconv=20 W/m
2K for all the surfaces. The meshing was refined until the solution was mesh 
independent, and relative error in the calculated heat flux was of the order of 10-5. The surface 
temperature was extracted from the simulation for a direct comparison with the HQTI 
measurements. The model was used to assess the effect of the QR layer on the measured 
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temperature. Assuming a thermal conductivity of k=4.9 W/mK 56 for the QR layer and a 500 nm 
deposition thickness (upper limit) results in ~ 0.1 oC ΔT between the passivation surface and top 
of the QR layer, as shown in Figure S14. The main impact of QR layer thickness variation on the 
measurements is a reduction in accuracy when the QR layer is too sparse, caused by a reduction 
in the signal-to-noise ratio. 
 
 
Supporting Information. The following files are available free of charge. 
PL emission images of the DUT and the calibration sample; Image correction effect on the 
calibration data; Optical resolution measurement; Verification of HQTI technique with the 
increasing Pdiss; Details of the thermal FEM model; SEM image of the QR deposited DUT; AFM 
image of the QR deposited DUT and the film thickness measurement; The details of the built 
optical system; Verification of the full FOV calibration approach; Image processing algorithm 
chart and its verification;  The effect of QR layer on the electrical and thermal performance of 
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