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2.3 Gručenje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Računanje podobnosti med vložitvami . . . . . . . . . . . . . 10
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Naslov: Označevanje skupin dokumentov z uporabo vložitev besed
Avtor: Nikola Dukić
Dokumente lahko na različne načine predstavimo z vektorji ter jih vizuali-
ziramo v dvorazsežnem prostoru. V tem prostoru lahko poǐsčemo skupine
podobnih dokumentov in nato poǐsčemo besede, ki dobro opisujejo posame-
zne skupine. Vizualizacijo dokumentov lahko obogatimo s prikazom najde-
nih besed. Za to se uporabljajo metode za označevanje skupin dokumentov,
ki temeljijo na uporabi mer pomembnosti, ki upoštevajo le frekvence be-
sed v danem korpusu. V tem diplomskem delu predlagamo novo metodo za
označevanje skupin dokumentov, ki za vložitev dokumentov in besed upora-
blja prednaučene modele za vložitev besed ter temelji na predpostavki, da
so podobne besede predstavljene s podobnimi vektorji. Modele za vložitev
besed med sabo primerjamo s stalǐsča medsebojne podobnosti in uspešnosti
na klasifikacijskih nalogah, da bi izbrali tistega, ki ga bomo uporabili v kom-
binaciji z metodo za označevanje skupin dokumentov. Metodo empirično
ovrednotimo ter jo primerjamo z že obstoječim pristopom in pokažemo, da
zaradi uporabe prednaučenih modelov lahko uspešno dela tudi na zelo majh-
nih podatkovnih množicah, česar že obstoječi pristop ne zmore.
Ključne besede: vložitve besed, vizualizacija, gručenje.
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Title: Labeling document clusters using word embeddings
Author: Nikola Dukić
Documents can be represented as vectors in various ways and visualized in
two-dimensional space. In that space, we can find clusters of similar docu-
ments and the words that describe each cluster as well as possible. Those
words can be added to the visualization to enrich it. This can be achieved by
using methods for labeling document clusters. These methods use the fre-
quencies of words in a given corpus to measure the importance of each word.
In this thesis we propose a novel method for labeling clusters of documents.
The method is based on using pre-trained word embedding models to em-
bed both words and documents and utilizes the assumption that the similar
words are represented with similar vectors. We compare word embedding
models by computing their similarities and scores achieved on classification
tasks to choose the one to use in combination with our method. Method is
empirically evaluated and compared with the traditional approach. We show
that compared to the traditional approach, our method can work on very
small datasets due to the fact that it uses the pre-trained models to obtain
the embeddings.




Z razvojem področja obdelave naravnih jezikov (NLP) se je pojavila množica
metod za vložitev besed, stavkov ali dokumentov v vektorske prostore [14].
Te metode omogočajo, da besede, stavke ali dokumente lahko predstavimo z
množico za besedila značilnih številk oziroma jih predstavimo vektorsko, kar
ilustrira slika 1.1.
Slika 1.1: Beseda, stavek in dokument predstavljeni z vektorji.
V zadnjih nekaj letih je vse bolj popularno učenje s prenosom znanja
[28], ki nam omogoča uporabo že naučenih modelov za pridobitev vložitev
podatkov na katerih model ni bil naučen. Takšni modeli so običajno učeni na
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korpusih (zbirkah besedil) z nekaj milijardami besed [10]. Učenje s prenosom
znanja nam prihrani čas, ki bi ga porabili za učenje modelov, poleg tega pa
je za učenje tako velikih modelov potrebna močna strojna oprema, do katere
nimajo dostopa vsi uporabniki. Glavna prednost pa je v tem, da z učenjem
na tako velikih količinah podatkov modeli lahko zajamejo značilnosti jezika
in so zato še posebej uporabni če želimo dobiti vložitve manǰsih podatkovnih
množic, saj z učenjem novega modela na takšnih množicah ne bi mogli zajeti
toliko informacij kot jih ima veliki model.
Predstavimo si, da smo z uporabo enega od pristopov dobili vložitve vseh
dokumentov v enem korpusu. Dimenzije teh vložitev so običajno vsaj 100.
Podatkov s tolikšno dimenzijo ne znamo interpretirati, vendar jih lahko z eno
izmed metod za vložitev podatkov v nižje dimenzionalne vektorske prostore
vložimo v dvodimenzionalni vektorski prostor ter vsak dokument vizualizi-
ramo kot točko v tem prostoru. Na takih kartah dokumentov so tipično
razvidne skupine, ki bi jih radi razumeli. Obstajajo pristopi, ki v dvodi-
menzionalni karti poǐsčejo skupine s poljubno metodo za odkrivanje skupin
in nato poǐsčejo besede, ki so značilne za vsako skupino ter jih prikažejo v
vizualizaciji, kot je ilustrirano na sliki 1.2. Ta pristop je zelo uporaben, saj
nam pomaga interpretirati vizualizacijo. Han in sodelavci opisujejo metodo
[11], ki temelji na uporabi bolj tradicionalnega načina za predstavitev doku-
mentov z vektorji kot je vreča besed [12] ter za odkrivanje besed pomembnih
za skupino dokumentov uporablja frekvence besed v korpusu.
Slika 1.2: Princip označevanja skupin dokumentov.
V tem diplomskem delu predlagamo alternativo temu pristopu, ki teme-
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lji na uporabi prednaučenih modelov za vložitev besed za odkrivanje besed,
ki so značilne za skupino dokumentov. Pred tem pa opravljamo analizo
najbolj pogosto uporabljenih metod za vložitev besed v vektorske prostore,
preverjamo kako podobne med sabo so vložitve dokumentov, ki jih dobimo
s povprečenjem vložitev besed ter kako se izkažejo na nadzorovanih nalo-
gah. Ta analiza nam pomaga izbrati najbolǰso metodo za pridobitev vložitev
dokumentov in besed, ki jih uporabljamo v kombinaciji z razvito metodo.

Poglavje 2
Sorodna dela in uporabljeni
pristopi
V tem poglavju predstavimo novo razvito metodo za označevanje skupin
dokumentov in vse pristope in metode relevantne za njen razvoj.
2.1 Vložitev besed
V nadaljevanju je opisano nekaj najbolj pogosto uporabljenih metod za vložitev
besed v vektorske prostore. Njihov namen je predstaviti besede kot vektorje
v visoko-dimenzionalnem vektorskem prostoru.
2.1.1 fastText
FastText [2] je metoda, ki temelji na Skip-Gram modelu, ki je prvič predsta-
vljen kot eden izmed dveh modelov metode word2vec [25]. FastText vsaki
besedi v korpusu kot začetno vložitev dodeli naključni vektor. Nato drsi po
korpusu s kontekstnim oknom širine n. Beseda v centru okna je ciljna be-
seda, n−1
2
besed levo in desno od nje so pa njen kontekst. Cilj Skip-Gram
modela je, da za vsako centralno besedo čim bolje napove njen kontekst.
Vektorje besed optimizira tako, da bo napoved konteksta čim bolj podobna
dejanskemu kontekstu. Razlika med metodama word2vec in fastText je v
5
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tem, da fastText ne optimizira vložitve posameznih besed ampak posame-
znih n-gramov sestavljenih iz znakov. Tako lahko vsako besedo predstavimo
kot vsoto vložitev n-gramov. Izkaže se, da je ta pristop dober [2], saj so
vložitve besed, ki so v učnih podatkih bile redke bolǰse kot pri word2vec.
2.1.2 GloVe
Pri učenju Skip-Gram modela drsimo okno skozi besedilo, s čemer zajamemo
lokalne značilnosti korpusa, vendar nikjer ne upoštevamo njegovih globalnih
značilnosti. Takšna metoda zelo uspešno zajame analogije med besedami,
podobnosti med besedami pa manj uspešno. Skozi zgodovino so se razvijale
enostavne metode, ki temeljijo na matrični faktorizaciji matrik dobljenih z
uporabo globalnih statistik korpusa kot je na primer vreča besed [12]. V
najbolj enostavni različici vreče besed, vrstice matrike predstavljajo besede,
stoplci pa dokumente. Če označimo takšno matriko z X, potem Xij predsta-
vlja število pojavitev i-te besede v j-tem dokumentu. S faktorizacijo takšne
matrike lahko enostavno dobimo vložitve besed, ki dobro zajamejo podob-
nosti med besedami, analogije pa slabše, kar pomeni, da takšen vektorski
prostor ni optimalen. GloVe [26] kombinira lokalne in globalne značilnosti
korpusa z optimizacijo cenilne funkcije prikazane v enačbi (2.1), kjer je f(x)
funkcija, ki določa utež in je definirana v enačbi (2.2) (xmax in α sta pa-
rametra), wTi je vhodna vložitev besede i, w̃j je izhodna vložitev besede j,






i w̃j − log Xij)2 (2.1)
f(x) =
( xxmax )α če x ≤ xmax,1 sicer (2.2)
Matrika sopojavitev besed je matrika v R|V |×|V | (V je vokabular), kjer Xij
označuje kolikokrat je j-ta beseda v kontekstnem oknu i-te besede oz. ko-
likokrat se j-ta beseda pojavi v kontekstnem oknu širine n, kadar je i-ta
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beseda centralna. Z uporabo matrike sopojavitev lahko GloVe upošteva lo-
kalne in globalne značilnosti korpusa ter uspešno zajame tako podobnosti
med besedami kot analogije.
2.1.3 BPEmb
BPEmb [32] temelji na združevanju najbolj pogostih parov simbolov v nove
simbole. Na začetku imamo seznam besed, ki jih najbolj pogosto razdelimo
na zaporedje znakov. Nato začnemo najbolj pogoste pare simbolov združevati
v nove simbole, dokler ne dosežemo tega, da je frekvenca vseh parov enaka 1.
Združevanje lahko končamo tudi prej, če ga omejimo z maksimalnim številom
združitev. Dobljeni simboli tvorijo novi vokabular, na katerem lahko naučimo
model vložitev. Ko želimo dobiti vložitev nove besede, ki je v vokabularju ni,
jo razdelimo na zaporedje simbolov, ki so v vokabularju in vložitev definiramo
kot povprečje vložitev teh simbolov. Velika prednost te metode so majhni
modeli.
2.1.4 ExtVec
Metoda [18] razširja Skip-Gram model tako, da namesto običajnega konte-
kstnega okna uporablja dodatne informacije v obliki stavčne vloge besede.
2.1.5 ELMo
Zgoraj naštete metode vedno predstavijo isto besedo (enolično zaporedje zna-
kov) z istim vektorjem. Beseda pa ima v odvisnosti od konteksta v katerem
se nahaja različne pomene. ELMo [27] rešuje ta problem tako, da vložitev
besede napoveduje kot funkcijo celotnega stavka v katerem se beseda nahaja.
Torej kontekst ni več fiksne dolžine. ELMo temelji na tem, da se nenadzo-
rovano nauči vložitve besed z uporabo dvosmernega jezikovnega modela, s
čemer na vsaki plasti modela dobi eno vložitev. Končno vložitev lahko do-
datno optimizira tako, da se na podlagi nekatere nadzorovane naloge nauči
najbolǰso linearno kombinacijo vektorjev iz različnih plasti. Jezikovni model
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modelira verjetnosti danega zaporedja besed. Napreǰsnji jezikovni model to
verjetnost modelira na način prikazan v enačbi 2.3, nazaǰsnji pa na način
prikazan v enačbi 2.4.
p(t1, t2, . . . , tn) =
n∏
k=1
p(tk|t1, t2, . . . , tk−1) (2.3)
p(t1, t2, . . . , tn) =
n∏
k=1
p(tk|tk+1, tk+2, . . . , tn) (2.4)
Z združevanjem obeh modelov dobimo dvosmerni jezikovni model. Takšen
model se običajno naučimo z rekurenčnimi nevronskimi mrežami. ELMo
uporablja dve LSTM plasti z 4096 nevroni, 512-dimenzionalnimi projekcijami
in preskočnimi povezavami. Deluje na nivoju znakov, kar doseže z uporabo
konvolucijskih filtrov. Torej posamezne znake pred vhodom v LSTM spusti
skozi konvolucijsko plast. To dejstvo nam omogoča pridobitev kakovostnih
vložitev besed, ki niso bile prisotne v učnem korpusu.
2.1.6 Flair
Tako kot ELMo, tudi Flair [1] isti besedi dodeli različne vložitve v različnih
kontekstih. Flair se razlikuje po tem, da ne pozna koncepta besede, vendar
deluje samo na znakih. Torej vhodi v LSTM so zaporedja znakov, ne pa be-
sed. Flair tudi uporablja dvosmerni jezikovni model. Če želimo iz naučenega
Flair modela dobiti vložitev posamezne besede v kontekstu stavka v katerem
se nahaja, naredimo naslednje:
• Stavek predstavljen kot zaporedje znakov damo skozi LSTM nevronsko
mrežo.
• Iz napreǰsnjega jezikovnega modela pridobimo izhodno skrito stanje po
zadnjem znaku v ciljni besedi. To stanje vsebuje informacijo propagi-
rano od začetka stavka do te točke.
• Iz nazaǰsnjega jezikovnega modela pridobimo izhodno skrito stanje pred
prvim znakom ciljne besede. To stanje vsebuje informacijo propagirano
od konca stavka do te točke.
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• Končno vložitev dobimo s konkatenacijo obeh stanj.
2.2 Vložitev dokumentov
Obstajajo metode kot je na primer doc2vec [19], ki razširjajo Skip-Gram
tako, da se poleg vložitev besed učijo vložitev celotnih dokumentov in pa ra-
zni drugi modeli optimizirani za vložitev dokumentov v vektorske prostore.
Vložitve dokumentov lahko dobimo tudi tako, da izračunamo povprečje, mi-
nimum ali maksimum vložitev vseh besed, ki so del dokumenta. V svojih
eksperimentih smo uporabili povprečje vložitev besed za pridobitev vložitev
dokumentov. Ta način je običajno slabši v primerjavi z učenjem modela za
vložitev dokumentov [31], vendar je za našo metodo dober, ker želimo, da
so vložitve dokumentov linearne kombinacije vložitev besed, saj bojo zato v
istem vektorskem prostoru.
2.3 Gručenje
Za gručenje smo uporabili metodi DBSCAN in HDBSCAN. Izbrali smo ju
zato, ker za razliko od mnogih drugih metod ne zahtevata, da vnaprej defi-
niramo števila skupin. Nismo pa izbrali samo ene zato, ker smo na nekaterih
podatkovnih množicah dobili bolj smiselne rezultate z eno metodo, na neka-
terih pa z drugo.
2.3.1 DBSCAN
DBSCAN [8] temelji na ideji gostote okolice točk, kar praktično pomeni, da
v ε-okolici vsake točke v skupini mora biti vsaj minimalno število točk. Ta
pristop je naiven, saj ne upošteva dejstva, da točka v sredǐsču skupine ni
ekvivalentna točki na robu skupine, saj bo slednja v svoji ε-okolici imela
manj točk. Zato definiramo dva tipa točk, in sicer jedrno točko in točko
na robu. DBSCAN določi skupine tako, da za vsako točko p v skupini C
obstaja točka q ∈ C, ki je v ε-okolici točke p ter ima v svoji ε-okolici vsaj
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minimalno število sosedov. Torej mora vsaka točka v skupini biti v ε-okolici
vsaj ene jedrne točke. Točke, ki ne ustrezajo temu pogoju niso dodeljene
nobeni skupini oz. so šum. Zato lahko rečemo da DBSCAN ni občutljiv na
osamelce. Parametra algoritma sta ε in minimalno število sosedov. Obliko
skupin določa mera razdalje, ki jo uporabimo. Oblika skupin je za razliko od
mnogih drugih pristopov lahko poljubna. Velika prednost tega algoritma je
v tem, da nam ni treba vnaprej definirati števila skupin, kar pomeni da nam
ni potrebno imeti domenskega znanja.
2.3.2 HDBSCAN
Izbira parametra ε ni enostavna naloga. HDBSCAN [4] je razširitev metode
DBSCAN, ki tvori hierarhijo iz delitev v skupine z različnimi vrednostmi
parametra ε ter iz hierarhije izloči najbolj stabilno med delitvami. Parameter
metode HDBSCAN je minimalna velikost skupine oz. minimalno število točk
v skupini.
2.4 Računanje podobnosti med vložitvami
Želeli bi ugotoviti, kako podobne med sabo so metode za vložitev besed.
Predstavljajmo si, da imamo množico n dokumentov. Naj bo X ∈ Rn×d
matrika vložitev dokumentov dobljenih s povprečenjem vložitev besed, kjer je
d dimenzija vložitve. Potem lahko definiramo vektor c ∈ R(
n
2), ki predstavlja
podobnosti med pari dokumentov. Torej velja
ci = sim(Xb d
i
c,Xi mod d), (2.5)
kjer sim predstavlja poljubno mero podobnosti. V svojih eksperimentih upo-





kjer je 〈·, ·〉 notranji produkt, ‖·‖ pa je norma vektorja. Ko uspešno pri-
dobimo vektorje c za vsako metodo za vložitev, lahko izračunamo korela-
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cijo med dobljenimi vektorji. To storimo za vsako posamezno podatkovno
množico in na koncu dobljene korelacije povprečimo. Podobnosti moramo
računati med vsemi pari dokumentov, kar implicira kvadratno časovno zah-
tevnost. Čas računanja lahko skraǰsamo, če opisano operacijo opravimo na
naključno izbrani podmnožici dokumentov. Kot mero korelacij smo upora-
bili Spearmanovo korelacijo. Izračunamo lahko tudi podobnosti med vektorji
podobnosti c.
2.5 Primerjava klasifikacijskih točnosti
Z različnimi metodami strojnega učenja dobimo različne številske vrednosti,
ki merijo uspešnost metode. Ko želimo metode med sabo primerjati, jih
običajno testiramo na več podatkovnih množicah. Iz tako dobljenih rezulta-
tov ne moremo trditi, da je ena metoda značilno bolǰsa od drugih oziroma,
da ni razlika med uspešnostmi metod produkt naključja. Da bi to lahko trdili
moramo opraviti statistične teste. V tem delu uporabljamo Friedmanov test
[6]. Postavimo si ničelno hipotezo, da so vse metode za vložitev mes sabo
enake. Predstavljajmo si, da imamo k metod za vložitev in N podatkovnih
množic. Za vsako podatkovno množico posebej izračunamo rang metod za
vložitev. Če ima več metod isti rezultat, vsaki dodelimo povprečni rang (npr.
če zasedata dve metodi z istim rezultatom drugo in tretje mesto, obema do-
delimo rang 3+2
2
= 2.5). Označimo z rji rang j-te metode na i-ti podatkovni
množici, kjer je i ∈ [1, k], j ∈ [1, N ]. Za vsako metodo definiramo povprečni






i . Če drži ničelna hipoteza, potem morajo povprečni











Za večje vrednosti N in k (približno N > 10 in k > 5) je χ2F statistika po-
razdeljena po porazdelitvi χ2 s k − 1 prostostnimi stopnjami. Če sta n in k
majhni, χ2k−1 ni dobra aproksimacija porazdelitve statistike χ
2
F in v teh pri-
merih za izračun kritične vrednosti uporabljamo tabelo posebej pripravljeno
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za Friedmanovo statistiko. Tudi za večje vrednosti N in k aproksimacija Fri-




N(k − 1)− χ2F
, (2.8)
ki je porazdeljena po Fischerjevi porazdelitvi s k − 1 in (k − 1)(N − 1) pro-
stostnimi stopnjami. Če se izkaže, da je testna statistika večja od kritične
vrednosti, ničelno hipotezo, da so vse metode enakovredne, lahko zavržemo,
kar pomeni da z določeno verjetnostjo lahko trdimo, da je razlika med me-
todami značilna. Izvemo torej, da so določene metode statistično med sabo
različne, vendar še vedno ne vemo katere.
Uporabimo lahko Nemenyijev post-hoc test, da določimo točno kateri
pari metod se med sabo razlikujejo [6]. Rečemo, da sta dve metodi značilno
različni če je razlika med njihovima povprečnima rangoma večja ali enaka






kjer qα temelji na studentiziranih razmikih. Razlike med metodami lahko
dodatno ponazorimo s t. i. diagramom kritičnih razlik (CD diagram).
2.6 Označevanje skupin dokumentov
Naj bojo dokumenti predstavljeni z vektorji v d-dimenzionalnem vektorskem
prostoru. S poljubnim algoritmom za gručenje lahko odkrijemo skupine po-
dobnih dokumentov. Z metodami za označevanje skupin dokumentov lahko
poǐsčemo besede, ki so najbolj značilne za posamezno skupino oziroma jo do-
bro opisujejo. Če pred uporabo algoritma za gručenje dimenzijo vektorjem
zmanǰsamo na 2 ter nato odkrijemo skupine in značilne besede lahko dobimo
zelo kakovostno vizualizacijo dokumentov. Naredimo jo lahko statično, tako
da za vsako skupino vzamemo prvih nekaj najbolj značilnih besed, ter jih
postavimo na fiksno mesto ali pa naredimo interaktivno vizualizacijo kot je
opisano v publikaciji Hana in sodelavcev [11]. V nadaljevanju je opisana
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metoda za označevanje skupin dokumentov Hana in sodelavcev, ki jo upora-
bljamo za primerjavo z metodo, ki jo v tem delu predlagamo.
2.6.1 Označevanje skupin dokumentov z uporabo fre-
kvenc
Metoda opisana v delu Hana in sodelavcev [11] temelji na uporabi ene izmed
dveh različnih mer značilnosti besede za določeno skupino. Prva je tf-idf [23],
ki je sestavljena iz mere tf, kjer tfw,d predstavlja število pojavitev besede
w v dokumentu d. Če kot mero uporabljamo le tf, pogoste besede dobijo
večjo pomembnost, čeprav se nahajajo v skoraj vseh dokumentih in ne nosijo





kjer je N število vseh dokumentov, dfw pa število dokumentov, ki vsebujejo
besedo w. Torej bo idf redke besede visoka medtem ko bo idf pogoste besede
nizka. Zdaj pa lahko kombiniramo tf in idf, da dobimo pomembnost besede
w za dokument d. Tako dobimo mero tf-idf
tf -idfw,d = tfw,d · idfw. (2.11)
Intuitivno bo tf-idf največja tedaj, ko se beseda w pojavlja pogosto v majh-
nem številu dokumentov. Malo manǰsa bo v primeru, ko se beseda w pojavlja
manj pogosto v majhnem številu dokumentov ali se pojavlja v večjem številu
dokumentov. Najmanǰsa pa bo tedaj, ko se beseda w pojavlja v skoraj vseh
dokumentih [23].
Drugačna mera za ocenjevanje značilnosti besed za skupine je G2 [29], ki
upošteva razliko v frekvencah besede znotraj in zunaj skupine. Naj bo Ow,C
dejanska frekvenca besede w v skupini C in Ow,C̄ dejanska frekvenca besede
w zunaj skupine C. Sedaj lahko izračunamo pričakovane frekvence besed v











kjer NC in NC̄ predstavljata skupno število besed v skupini in zunaj skupine.








Obe meri uporabljata frekvence besed za ocenjevanje pomembnosti.
Poglavje 3
Analiza metod za vložitev
besedil
V tem poglavju analiziramo kako podobne med sabo so vložitve dokumentov
dobljene z različnimi metodami ter z uporabo katerih vložitev dobimo naj-
bolǰse klasifikacijske točnosti. Namen te analize je ugotoviti katera metoda
za vložitev besed producira najbolǰse vložitve in koliko so le te različne od
drugih, saj želimo za iskanje za skupine najbolj značilnih besed imeti vložitve
čim bolǰse kakovosti.
3.1 Podatki in modeli
Za vrednotenje metod za vložitev smo uporabili podatkovne množice, katerih
podrobnosti so prikazane v tabeli 3.1, podrobnosti uporabljenih prednaučenih
modelov pa so prikazane v tabeli 3.2.
3.2 Podobnosti med vložitvami
Po opravljenem računanju podobnosti med vložitvami posameznih metod
ter korelacij med njimi smo ugotovili, da so Spearmanove korelacije med
metodami zelo majhne. Na prvi pogled bi se reklo, da so vektorji dobljeni
15
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Naziv n r Vsebina




20000 20 Novice s kategorijami.
Trec6 [21] 5500 6 Vprašanja s kategorijami
tipa odgovora.
Amazon [13] 140 000 000 2 Pregledi izdelkov.
SENT 140 [9] 2 Tweeti s sentimentom.
MR [5] 22000 2 Pregledi filmov.
CR [5] 8000 2 Pregledi izdelkov.
SUBJ [5] 20000 2 Subjektivnost.
MPQS [5] 22000 2 Polarnost mnenja.
SST binary
[5]
69000 2 Binarna analiza sentimenta.
SST granular
[5]
11 000 5 Drobna analiza sentimenta.
Tabela 3.1: Podatkovne množice uporabljene v nalogi. Prikazano je število
število dokumentov v množici (n), število razredov (r) in vsebina podatkov-
nih množic.
Model d |V |
fastText [2] 300 16.0
GloVe [26] 100 6.0
ELMo [27] 512 5.5
Flair [1] 4096 1.0
BPEmb [32] 50 3.4
ExtVec (Komninos) [18] 300 2.0
Tabela 3.2: Prednaučeni modeli uporabljeni v nalogi. Prikazana je dimenzija
vektorjev (d) in število besed v učnem korpusu (|V |) v milijardah.
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z različnimi metodami med sabo različni, vendar zaradi majhnih variacij v
kosinusnih podobnostih lahko Spearmanova korelacija pade zelo hitro. Da
bi dobili bolǰso sliko, smo izračunali še kosinusne podobnosti med vektorji
podobnosti. Matrika kosinusnih podobnosti je prikazana na sliki 3.1 in kaže
na veliko podobnost med vsemi vektorji dobljenimi z različnimi metodami.
Glede na prisotnost različnih odtenkov barv, je iz slike 3.1 težko določiti

































Slika 3.1: Matrika kosinusnih podobnosti med vektorji podobnosti.
Bolǰso vizualizacijo lahko pridobimo tako, da na vektorjih podobnosti
vsake metode uporabimo hierarhično razvrščanje in izrǐsemo dendrograme,
ki so prikazani na sliki 3.2.
Vidimo torej, da za različne podatke dobimo precej različne dendrograme.
Nemogoče je reči, da sta si dve metodi vedno podobni ne glede na podatke.
Na vseh štirih podatkovnih množicah pa vseeno opazimo veliko podobnost

































































Večina prosto dostopnih korpusov ima poleg besedila tudi oznake, ki jih lahko
uporabimo za klasifikacijo. Klasifikacijo smo na vseh podatkovnih množicah
opravili z uporabo naključnih gozdov s petkratnim prečnim preverjanjem.
Klasifikacijo smo za vsako metodo na vsaki podatkovni množici opravili de-
setkrat zaradi negotovosti, ki nastane zaradi naključij v učnem algoritmu
in deljenju podatkov pri prečnem preverjanju, kar pomeni, da je končni re-
zultat povprečje rezultatov dobljenih v vseh ponovitvah. Kot metriko za
ocenjevanje klasifikacije smo uporabili ploščino pod ROC krivuljo (AUC) [3].
Na podatkih, kjer je razredov več kot 2 smo uporabili pristop
”
ena proti
ena“, t. j. za vsak par razredov smo izračunali AUC ter rezultate povprečili.
Rezultati so prikazani v tabeli 3.3.
GloVe fastText ELMo Flair BPEM Komninos
imdb 0.775 0.835 0.833 0.747 0.733 0.811
news 0.887 0.915 0.944 0.889 0.894 0.892
amazon 0.809 0.827 0.855 0.808 0.791 0.804
trec6 0.835 0.863 0.906 0.905 0.826 0.866
140 0.687 0.723 0.718 0.679 0.669 0.691
cr 0.76 0.793 0.85 0.764 0.709 0.738
mr 0.707 0.785 0.779 0.648 0.674 0.733
subj 0.94 0.96 0.959 0.926 0.941 0.943
mpqa 0.865 0.848 0.856 0.742 0.834 0.845
binary 0.812 0.867 0.855 0.683 0.764 0.808
granular 0.635 0.654 0.666 0.591 0.621 0.623
Tabela 3.3: Točnost (AUC) napovedovanja kategorij dokumentov s tehniko
naključnih gozdov na izbranih podatkih.
Zdi se, da je ELMo na večini podatkovnih množic najbolǰsi, saj ima
najvǐsji AUC. To pa vseeno ne pomeni, da lahko brez dodatne analize kar
rečemo, da je ELMo splošno najbolǰsi. Rezultate smo dodatno preverili z
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uporabo statističnih testov. Uporabili smo Friedmanov test. Na rezultatih
iz tabele 3.3 je vrednost alternativne statistike FF = 19.74. Kritična vre-
dnost porazdelitve s k−1 = 5 in (k−1)(N −1) = 50 prostostnimi stopnjami
in stopnjo značilnosti α = 0.001 je 4.90.
Ker je testna statistika večja od kritične vrednosti, lahko z 99.9 % verje-
tnostjo trdimo, da je razlika med metodami značilna. Uporabili smo Neme-
nyijev post-hoc test, da določimo točno kateri pari metod se med sabo razli-
kujejo. Iz naših podatkov dobimo vrednost CD = 2.27 pri stopnji značilnosti
α = 0.05 ter CD = 1.93 pri stopnji značilnosti α = 0.1. CD diagrama za
α = 0.05 in α = 0.1 sta prikazana na sliki 3.3.














Slika 3.3: CD diagram za α = 0.05 (zgoraj) in α = 0.1 (spodaj). Na x
osi je povprečni rang metode. Skupine metod, ki niso značilno različne so
povezane.
Vidimo, da se pri obeh stopnjah značilnosti izločijo tri skupine metod,
vendar iz podatkov ne moremo sklepati na značilno razliko med njimi. Lahko
vidimo, da sta ELMo in fastText pri α = 0.1 izločeni kot najbolǰsi metodi
na naših podatkih ter da iz podatkov ne moremo sklepati na značilno razliko
med njima (narobe bi bilo reči, da ELMo in fastText nista značilno različna).
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Torej sklepamo, da je v nadaljevanju najbolj smiselno uporabljati ELMo in
fastText.
3.4 VizRank
Da bi dokumente vizualizirali v dveh dimenzijah moramo vektorje, ki pred-
stavljajo vložitve dokumentov reducirati na dvodimenzionalne. V svojih eks-
perimentih to naredimo z metodo UMAP [24]. V literaturi je najbolj pogosto
uporabljena metoda t-SNE, vendar ta v primerjavi z metodo UMAP ne more
dobro zajeti globalnih značilnosti podatkov. Zaradi velike podobnosti med
dokumenti je zelo pomembno zajeti globalno strukturo podatkov, kar smo do-
segli z ustreznimi parametri metode UMAP. Najbolj pomembna parametra
sta število sosedov, ki jih UMAP upošteva pri učenju optimalnega prostora
in minimalna razdalja med primeri v novem prostoru. Z večanjem števila so-
sedov zajamemo več globalne strukture. Z manǰsanjem minimalne razdalje
zmanǰsujemo pomembnost lokalne strukture.
Ker bomo za razlago vizualizacije dokumentov uporabljali tudi dvodimen-
zionalne vložitve podatkov, je smiselno zgornji eksperiment ponoviti tudi na
teh podatkih. Uporabili bomo VizRank [20], tako, da podatke, ki jih bomo
uporabili za vizualizacijo ovrednotimo s klasifikacijo z uporabo k-najbližjih
sosedov. Klasifikacijo na vsaki podatkovni množici smo opravili desetkrat s
petkratnim prečnim preverjanjem ter izračunali povprečni AUC. Optimalni
parameter k smo poiskali z uporabo prečnega preverjanja tako, da smo opra-
vili gnezdeno petkratno prečno preverjanje. Torej podatke petkrat razdelimo
na učno in testno množico ter pri vsaki delitvi nad učno množico opravimo
dodatno petkratno prečno preverjanje s pomočjo katerega izberemo parame-
ter k. Rezultati so prikazani v tabeli 3.4. Tokrat je vrednost alternativne
statistike FF = 8.63, kar spet indicira na to, da so metode značilno različne.
CD diagrama sta prikazana na sliki 3.4. Rezultati na dvodimenzionalnih
podatkih so zelo podobni rezultatom dobljenim v originalnih vektorskih pro-
storih in podpirajo ugotovitve iz preǰsnjega odstavka.
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GloVe fastText ELMo Flair BPEM Komninos
imdb 0.598 0.591 0.611 0.61 0.574 0.602
news 0.717 0.711 0.844 0.758 0.72 0.696
amazon 0.677 0.667 0.692 0.663 0.632 0.647
trec6 0.718 0.744 0.827 0.833 0.718 0.765
140 0.565 0.573 0.639 0.583 0.543 0.558
cr 0.606 0.65 0.681 0.576 0.574 0.594
mr 0.546 0.583 0.611 0.55 0.576 0.539
subj 0.887 0.896 0.937 0.884 0.895 0.894
mpqa 0.729 0.737 0.719 0.582 0.681 0.646
binary 0.616 0.624 0.635 0.551 0.614 0.595
granular 0.527 0.544 0.554 0.513 0.54 0.508
Tabela 3.4: Klasifikacijska točnost (AUC) na dvodimenzionalnih vektorjih
dokumentov.














Slika 3.4: CD diagram za α = 0.05 (zgoraj) in α = 0.1 (spodaj) na dvodi-
menzionalnih podatkih. Na x osi je povprečni rang metode. Skupine metod,




V tem poglavju predstavimo in ovrednotimo svojo metodo za označevanje
skupin dokumentov, ki temelji na uporabi vložitev besed. Uporabimo jo tako
s kontekstnimi kot z nekontekstnimi vložitvami in pokažemo primer uporabe
v slovenskem in angleškem jeziku. Rezultate prikažemo z dvodimenzional-
nimi vizualizacijami dokumentov z razvidnimi skupinami in njihovimi ozna-
kami. Metodo nato primerjamo z zgoraj opisano metodo Hana in sodelavcev
[11].
4.1 Označevanje skupin dokumentov z upo-
rabo vložitev besed
Vložitve podobnih besed so običajno zelo blizu v vektorskem prostoru vložitev.
Metoda predpostavlja, da vložitve dokumentov pridobimo s povprečenjem
vložitev besed. Ker je vložitev dokumenta linearna kombinacija vložitev be-
sed, se bo tudi vložitev dokumenta nahajala v vektorskem prostoru vložitev
besed. Predpostavimo lahko, da bo lastnost o podobnosti med besedami v
prostoru veljala tudi za podobnost med besedami in dokumenti. Če imamo
na voljo razvrstitev dokumentov v skupine, ki jo dobimo s poljubnim al-
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goritmom za odkrivanje skupin, lahko poǐsčemo besede, ki so značilne za
vsako skupino. Želimo, da bo značilna beseda čim bližje eni skupini ter daleč
stran od vseh drugih skupin. Naj bo W ∈ R|V |×d matrika d-dimenzionalnih
vložitev besed v vokabularju V , X ∈ Rn×d matrika vložitev dokumentov do-
bljena s povprečenjem vložitev besed, ki se nahajajo v vsakem dokumentu
ter c ∈ Rn vektor, kjer ci predstavlja v katero izmed k-tih skupin je razvrščen
i-ti dokument. Postopek računanja značilnih besed je naslednji:
1. Izračunamo matriko centroidov C ∈ Rk×d, kjer vsaka vrstica predsta-
vlja centroid ene skupine.
2. Izračunamo matriko razdalj D ∈ R|V |×k, kjer Dij = dist(Wi,Cj)
predstavlja razdaljo med i-to besedo in centroidom j-te skupine. Kot
razdaljo uporabljamo kosinusno razdaljo, definirano kot dist(x,y) =
1− sim(x,y), kjer je sim predstavlja mero iz enačbe (2.6).
3. Za ∀j ∈ [1, k] posebej izračunamo vektor mj ∈ R|V |, kjer je






Tukaj je mji razlika med razdaljo i-te besede do j-te skupine in pov-
prečno razdaljo i-te besede do vseh drugih skupin. Torej mji predstavlja
mero značilnosti i-te besede za j-to skupino. Ker želimo, da je beseda
čim bližja eni skupini ter čim bolj daleč stran od vseh drugih, so naj-
bolj značilne besede za nekatero skupino tiste, pri katerih je vrednost
mji najmanǰsa. Izračun vektorja m
j nam omogoča, da za vsako sku-
pino rangiramo vse besede po značilnosti za to skupino, kar je posebej
koristno za interaktivne vizualizacije.
4.2 Uporaba z nekontekstnimi vložitvami
V nadaljevanju je opisana uporaba nove metode za označevanje skupin doku-
mentov z nekontekstnimi vložitvami dokumentov. Za vložitev besed in doku-
mentov smo uporabili fastText, saj smo v preǰsnjem poglavju z vrednotenjem
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različnih metod ugotovili, da med nekontekstnimi metodami, producira fa-
stText najbolǰse rezultate na klasifikacijskih nalogah. Prednaučeni fastText
modeli so na voljo v skoraj vseh jezikih [10]. Tukaj prikažemo primer v
angleškem in slovenskem jeziku.
4.2.1 Primer v angleškem jeziku
Poglejmo primer, kjer smo za vložitev v dvodimenzionalni prostor upora-
bili UMAP, za odkrivanje skupin pa HDBSCAN. Uporabili smo podatkovno
množico člankov s konference VIS [16]. Čeprav je pri uporabi metod za
vložitev običajna praksa uporabljati čim manj procesiranja, za to aplikacijo
priporočamo odstranitev ločil, praznih besed ter lematizacijo. Rezultat je
prikazan na sliki 4.1.
Na sliki 4.1 se nahaja le ena beseda za vsako skupino. Seveda bi lahko
dodali še eno ali dve, kar bi bilo koristno, saj prva najbolj značilna beseda
za skupino ni nujno najbolj informativna. Poglejmo bolj podrobno skupino
na desni strani katere najbolj značilna beseda je
”
game“. Naslednje štiri








soccer“. Članki, ki se nahajajo znotraj te skupine imajo naslednje naslove:
• AdaptiviTree: Adaptive Tree Visualization for Tournament-Style Brackets
• SnapShot: Visualization to Propel Ice Hockey Analytics
• SoccerStories: A Kick-off for Visual Soccer Analysis
• TenniVis: Visualization for Tennis Match Analysis
• Feature-Driven Visual Analytics of Soccer Data
• Baseball4D: A Tool for Baseball Game Reconstruction & Visualization
• FPSSeer: Visual analysis of game frame rate data
• A Visual Analytics Approach for Understanding Reasons behind Snowbal-































































Slika 4.1: Rezultat nove metode za označevanje skupin dokumentov na kor-
pusu s konference VIS.
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Kot vidimo, se vsi članki nanašajo na športe ali računalnǐske igre, kar po-
meni da prve tri najbolj značilne besede natančno opisujejo celo skupino
člankov. Poglejmo še primer skupine, katere najbolj značilna beseda je
”
ge-








biology“. Ponavljanje različnih oblik besede kaže na
to, da postopku lematizacije ni uspelo odstraniti končnic iz besede
”
geno-
mics“. Pričakujemo, da bo skupina sestavljena iz člankov s področja biolo-
gije. Članki, ki se nahajajo znotraj te skupine imajo naslednje naslove:
• GeneShelf: A Web-based Visual Interface for Large Gene Expression
Time-Series Data Repositories
• MizBee: A Multiscale Synteny Browse
• MulteeSum: A Tool for Comparative Spatial and Temporal Gene Expres-
sion Data
• Gremlin: An Interactive Visualization Model for Analyzing Genomic
Rearrangements
• A visual navigation system for querying neural stem cell imaging data
• Genotet: An Interactive Web-based Visual Exploration Framework to
Support Validation of Gene Regulatory Networks
• Reconstruction and Visualization of Coordinated 3D Cell Migration
Based on Optical Flow
• NeuroBlocks - Visual Tracking of Segmentation and Proofreading for
Large Connectomics Projects
• Screenit: Visual Analysis of Cellular Screens
• Synteny Explorer: An Interactive Visualization Application for Tea-
ching Genome Evolution
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Kot pričakovano, vsi članki so s področja biologije.
V spodnjem desnem kotu slike 4.1 vidimo eno zanimivost. Opazimo lahko
dve skupini katerih najbolj značilna beseda je
”
network“. Naslednje štiri naj-


















cial“. Zdi se, da sta skupini opisani z zelo podobnimi besedami. Poglejmo še
članke obeh skupin:
1. • A contract based system for large data visualization
• Effectively visualizing large networks through sampling
• Opening the black box - data driven visualization of neural ne-
tworks
• Balancing Systematic and Flexible Exploration of Social Networks
• MatrixExplorer: a Dual-Representation System to Explore Social
Networks
• D-Dupe: An Interactive Tool for Entity Resolution in Social Ne-
tworks
• Interactive Wormhole Detection in Large Scale Wireless Networks
• Visualizing Network Traffic to Understand the Performance of
Massively Parallel Simulations
• Visualizing Fuzzy Overlapping Communities in Networks
• idr.
2. • Topographic Visualization of Prefix Propagation in the Internet
• Enhancing Visual Analysis of Network Traffic Using a Knowledge
Representation
• Monitoring Network Traffic with Radial Traffic Analyzer
• Visual Analysis of Network Traffic for Resource Planning, Inte-
ractive Monitoring, and Interpretation of Security Threats
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• Detecting and analyzing relationships among anomalies
• RelEx: Visualization for Actively Changing Overlay Network Spe-
cifications
• SocialNetSense: Supporting sensemaking of social and structural
features in networks with interactive visualization
• Visual Analytics for Multimodal Social Network Analysis: A De-
sign Study with Social Scientists
Tako kot pričakovano, članki obeh skupin sodijo na področje analize omrežij.
Čeprav algoritmu za odkrivanje skupin ni uspelo združiti člankov obeh sku-
pin v eno, smo s pomočjo naše metode za odkrivanje značilnih besed lahko
empirično določili, da lahko te dve skupini štejemo kot eno večjo skupino
podobnih člankov.
4.2.2 Primer v slovenskem jeziku
Poglejmo si podoben primer v slovenščini na DSI korpusu informatike [7], ki
vsebuje 1776 člankov iz zbornikov konference Dnevi slovenske informatike,
konference Informatika v javni upravi in revije Uporabna informatika. Iz
vsakega dokumenta smo izločili naslov in povzetek ter jih procesirali na isti
način kot pri angleškem korpusu, vendar z uporabo slovenskih ekvivalentov.
Rezultati metode so prikazani na sliki 4.2.
Poglejmo podrobnosti skupine, katere najbolj značilna beseda je
”
omrežje“.









preučevan“. Torej spet pričakujemo, da bojo članki s področja analize
omrežij. V skupini se nahajajo naslednji članki:
• Omrežje sodelovanj med avtorji prispevkov iz Informatice in Uporabne
informatike
• Ohranjanje lastnosti pri zmanǰsevanju družbenih omrežij
































































































Slika 4.2: Rezultat nove metode za označevanje skupin dokumentov na kor-
pusu DSI.
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• Zmanǰsevanje socialnih omrežij za namene lažje analize in učinkoviteǰse
vizualizacije
• Lastnosti velikih realnih omrežij in primeri uporabe
• Plagiati programske kode in njihova detekcija
• Analiza dvovrstnega omrežja dblp
• Analiza omrežja soavtorstev
• Nova pristopa k analizi omrežij
• Postopki za analizo omrežij sklicevanj
Tako kot je pričakovano, so članki s področja analize omrežij. Poglejmo še
primer skupine katere najbolj značilna beseda je
”
podjetje“. Naslednje štiri









bančnǐstvo“. Torej pričakujemo članke s področja podjetnǐstva, kar lahko
potrdimo s pregledom člankov te skupine:
• Digitalizacija in njen vpliv na delo
• Najemanje storitev računalnǐstva v oblaku v podjetjih v Sloveniji in
EU
• Vplivi uporabe informacijsko-komunikacijske tehnologije (IKT) na po-
slovanje podjetij
• Stroški nabav ZA IKT in investicije v IKT v podjetjih z 10 ali več
zaposlenimi osebami
• Statistično raziskovanje o uporabi informacijsko-komunikacijske tehno-
logije v podjetjih
• Kaj lahko informatiki v podjetju storijo za izbolǰsanje partnerstva z
managementom
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• Analiza slovenskega sektorja IKT
Spet lahko opazimo, da obstajajo skupine, ki imajo isto najbolj značilno
besedo. Poglejmo si primer dveh skupin opisanih z besedo
”
uprava“. Nasle-


















Poglejmo še članke obeh skupin:
1. • Kje smo po 29. septembru 2018, mejniku e IDAS
• Management znanja v Javni Upravi Republike Slovenije
• SIMSTAT - izmenjava mikropodatkov o izvozu blaga med državami
članicami EU
• Agilna in Učinkovita Javna Uprava
• Enotni kontaktni center Državne Uprave (EKC)
• Strateški dokumenti za razvoj e-uprave
• Ali bi bilo smiselno ponovno ustanoviti Čenter Vlade Republike
Slovenije za informatiko”
• Čezmejne storitve e-uprave
• Strateški dokumenti in akcijski načrt e-poslovanja javne uprave
• Izzivi in zamujene priložnosti prenove poslovanja slovenske Državne
Uprave
• Z e-upravo do bolǰse uprave?
• Projekti e-uprave na Ministrstvu za javno upravo
• Informatika v zdravstvu
• Primerjava elektronske izmenjave podatkov z davčnimi organi v
Sloveniji in Evropi
• Elektronsko poslovanje jave uprave analiza portala e-uprava
2. • Upravljanje ranljivosti, odzivanje in analiza incidentov v informa-
cijskih sistemih državne uprave - storitve SOC
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• Projekt migracije SICIS v DRO na MJU
• Informatika v slovenski državni upravi skozi čas
• Informatika v slovenski javni upravi 1988 - 2013
• Povezave MFERAC z drugimi organi in registri - G2G, G2B
Vidimo, da so članki obeh skupin s področja javne uprave. Torej iz vizuali-
zacije spet lahko sklepamo, da bi lahko dve skupini združili v eno.
4.3 Uporaba s kontekstnimi vložitvami
Pri uporabi naše metode s kontekstnimi metodami kot je ELMo se pojavi
problem, saj vložitev iste besede na različnih mestih v korpusu ne bo ista.
Zaradi LSTM mreže, bo tudi vložitev ene besede v popolnoma enakem kon-
tekstu vedno vsaj malo drugačna. Če vsako besedo tretiramo kot različno,
bomo dobili ogromen vokabular, kar bo opazno vplivalo na hitrost iskanja
najbolj značilnih besed. Namesto da hranimo vse pojavitve ene besede bi
lahko hranili vse kontekste te besede tako, da besedo dodamo v vokabu-
lar le, če v vokabularju ne obstaja kontekst iste besede s podobnostjo med
vložitvama večjo od neke podobnosti, ki jo sami nastavimo. Takšen pristop
nam zmanǰsa vokabular, vendar zahteva nastavitev dodatnega parametra.
Na korpusu člankov s konference VIS smo nastavili ta parameter na vre-
dnost 0.75 in poiskali najbolj značilne besede. Rezultati so prikazani na sliki
4.3.
Dobljeni rezultati se zdijo v primerjavi z rezultati dobljeni z uporabo
nekontekstnih vložitev precej slabši. Zato lahko rečemo, da je v kombinaciji

































Slika 4.3: Rezultat metode za označevanje skupin dokumentov na korpusu s
konference VIS s kontekstnimi vložitvami.
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4.4 Primerjava med uporabo frekvenc in vložitev
besed
Čeprav uspešnosti svoje metode ne moremo oceniti z eno številko, jo lahko
empirično primerjamo z že obstoječo metodo Hana in sodelavcev [11] in
pokažemo primer, kjer naša metoda deluje opazno bolje. Metodo Hana in
sodelavcev smo uporabili na člankih iz konference VIS. Za pridobitev vizu-
alizacije smo uporabili implementacijo Janežiča [17]. Rezultati so prikazani
na sliki 4.4.
Opazimo lahko dosti skupin s podobnimi oznakami kot jih odkrije naša me-
toda. Zato se na prvi pogled ne zdi, da je le ta kaj izbolǰsala. Poleg tega pa
je pred označevanjem skupin z ustreznimi besedami še nekaj korakov, kot je
predstavitev dokumentov z vektorji, reduciranje dimenzij le teh in gručenje.
Iz tega razloga ne moremo vedeti, če je razlika v rezultatih nastala le zaradi
razlik v teh korakih in ne v dejanskem iskanju za skupine pomembnih be-
sed. Metodi moramo primerjati tako, da preǰsnji koraki ne morejo vplivati
na rezultat označevanja skupin. Iz korpusa konference VIS smo ročno izbrali
10 dokumentov med katerimi je polovica s področja spektrometrije oz. bolj
konkretno masne spektrometrije, polovica pa s področja izražanja genov in
genskih regulatornih omrežij oz. bolj splošno s področja genetike. Skupine
dokumentov smo določili ročno namesto z uporabo algoritmov za gručenje
ter nato uporabili metodi za označevanje skupin dokumentov. Tako smo do-
segli, da algoritmi za vložitev, reduciranje dimenzij in gručenje ne vplivajo
na performance metod za označevanje skupin dokumentov. Ker so izbrani
članki s področja spektrometrije in genetike, bi želeli, da metodi označita







sede, s katerimi je vsaka izmed metod opisala posamezni skupini so prikazane
v tabeli 4.1.
Metoda Hana in sodelavcev z mero G2 za obe skupini najde iste besede, kar





















































































Slika 4.4: Rezultati metode za označevanje skupin dokumentov Hana in so-











Tabela 4.1: Tri najbolj pomemebne besede za dve ročno določeni skupini na
podmnožici 10 člankov s konference VIS. Besede so dobljene z novo metodo
za označevanje skupin dokumentov z uporabo vložitev besed in z metodo
Hana in sodelavcev z merama tf-idf in G2.
najde. Iz besed, ki jih najde tf-idf, težko sklepamo, o čem točno pǐse v sku-
pinah člankov. Za skupino člankov s področja genetike najde naša metoda
besedo
”




network“, ki brez besede
”
gene“ ne pomenita veliko. Na tem primeru vidimo, da je naša metoda opa-
zno bolǰsa od metode Hana in sodelavcev na majhnih podatkovnih množicah.
Razlog za to je v tem, da metoda Hana in sodelavcev za označevanje skupin
dokumentov uporablja le znanje, ki ga dobi iz korpusa 10 dokumentov. Po
drugi strani, naša metoda ne temelji na frekvencah, temveč uporablja doda-
tno znanje, ki izvira iz uporabe prednaučenih vložitev in zato lahko odkrije
bolj smiselne besede tudi na manǰsih korpusih. Ravno to je treba izpostaviti
kot njeno glavno prednost. Dodatna prednost naše metode je v tem, da lahko
doseže, da je več skupin smiselno opisanih z isto besedo. To je dobro, saj
ne moremo predpostaviti, da bo algoritem za gručenje vedno odkril najbolj
smiselne skupine. Če pa je določena beseda pogosto prisotna v več skupinah,
jo bo metoda Hana in sodelavcev verjetno ignorirala, čeprav je možno, da je




V tem diplomskem delu smo predstavili najbolj pogosto uporabljene metode
za vložitev besed v vektorske prostore, raziskali kako podobne so med sabo
in katere so najbolj uspešne pri klasifikaciji v originalnem vektorskem pro-
storu ter v dvodimenzionalnem prostoru dobljenim z metodo UMAP. Nato
smo predstavili novo metodo za označevanje skupin dokumentov oz. za is-
kanje najbolj značilnih besed za vsako skupino dokumentov, ki temelji na
podobnostih v vektorskem prostoru vložitev. Pokazali smo primere uproabe
metode na dveh podatkovnih množicah v angleškem in slovenskem jeziku ter
da uporaba naše metode z nekontekstnimi vložitvami producira bolǰse re-
zultate kot uporaba s kontekstnimi vložitvami. Metodo smo primerjali z že
obstoječim pristopom in pokazali, da producira bolǰse rezultate v primerih,
ko imamo na voljo majhen korpus ter da lahko več skupin označi z isto be-
sedo v primerih, ko je to smiselno. V prihodnosti bi lahko dodatno raziskali
metodo na več podatkovnih množicah ter primerjali rezultate s pristopom,
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Univerza v Ljubljani, 2019.
[18] Alexandros Komninos in Suresh Manandhar. Dependency based embed-
dings for sentence classification tasks. In Proceedings of the 2016 Confe-
rence of the North American Chapter of the Association for Computati-
onal Linguistics: Human Language Technologies, strani 1490–1500, San
Diego, California, June 2016. Association for Computational Linguistics.
[19] Jey Han Lau in Timothy Baldwin. An empirical evaluation of doc2vec
with practical insights into document embedding generation. In Proce-
edings of the 1st Workshop on Representation Learning for NLP, strani
78–86, Berlin, Germany, August 2016. Association for Computational
Linguistics.
[20] Gregor Leban, Blaz Zupan, Gaj Vidmar, in Ivan Bratko. Vizrank: Data
visualization guided by machine learning. Data Mining and Knowledge
Discovery, 13:119–136, 2005.
[21] Xin Li in Dan Roth. Learning question classifiers. In Proceedings of the
19th International Conference on Computational Linguistics - Volume
44 Nikola Dukić
1, COLING ’02, strani 1–7, USA, 2002. Association for Computational
Linguistics.
[22] Andrew L. Maas, Raymond E. Daly, Peter T. Pham, Dan Huang, An-
drew Y. Ng, in Christopher Potts. Learning word vectors for sentiment
analysis. In Proceedings of the 49th Annual Meeting of the Association
for Computational Linguistics: Human Language Technologies, strani
142–150, Portland, Oregon, USA, June 2011. Association for Computa-
tional Linguistics.
[23] Christopher D. Manning, Prabhakar Raghavan, in Hinrich Schütze. In-
troduction to Information Retrieval. Cambridge University Press, USA,
2008.
[24] Leland McInnes, John Healy, in James Melville. Umap: Uniform mani-
fold approximation and projection for dimension reduction, 2018.
[25] Tomas Mikolov, Kai Chen, Greg Corrado, in Jeffrey Dean. Efficient
estimation of word representations in vector space. In 1st Internati-
onal Conference on Learning Representations, ICLR 2013, Scottsdale,
Arizona, USA, May 2-4, 2013, Workshop Track Proceedings, 2013.
[26] Jeffrey Pennington, Richard Socher, in Christopher Manning. GloVe:
Global vectors for word representation. In Proceedings of the 2014 Confe-
rence on Empirical Methods in Natural Language Processing (EMNLP),
strani 1532–1543, Doha, Qatar, October 2014. Association for Compu-
tational Linguistics.
[27] Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Chri-
stopher Clark, Kenton Lee, and Luke Zettlemoyer. Deep contextualized
word representations. In Proc. of NAACL, 2018.
[28] Xipeng Qiu, Tianxiang Sun, Yige Xu, Yunfan Shao, Ning Dai, in Xu-
anjing Huang. Pre-trained models for natural language processing: A
survey, 2020.
Diplomska naloga 45
[29] Paul Rayson in Roger Garside. Comparing corpora using frequency pro-
filing. In Proceedings of the Workshop on Comparing Corpora - Volume
9, WCC ’00, strani 1–6, USA, 2000. Association for Computational Lin-
guistics.
[30] Jason Rennie. 20 newsgroups. Dosegljivo: http://qwone.com/~jason/
20Newsgroups. [Dostopano: 16. 06. 2020].
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