Contextual bandit algorithms seek to learn a personalized treatment assignment policy, balancing exploration against exploitation. Although a number of algorithms have been proposed, there is little guidance available for applied researchers to select among various approaches. Motivated by the econometrics and statistics literatures on causal effects estimation, we study a new consideration to the exploration vs. exploitation
Introduction
Contextual bandits [12] seek to learn a personalized treatment assignment policy, balancing the benefits of exploring actions for which there is limited knowledge in order to improve performance in the future against the benefits of exploiting existing knowledge in order to attain better performance in the present. Since large amounts of data can be required to learn how the benefits of alternative treatments vary with individual characteristics, contextual bandits can play an important role in making experimentation and learning more efficient.
Several successful contextual bandit designs have been proposed ( [8, 27, 4, 2] , to name a few seminal contributions). The existing literature has provided regret bounds (e.g., [30, 29, 32] in the case of non-parametric function of arm rewards), has demonstrated successful applications (e.g., news article recommendations [27] or mobile health [24] ), and has proposed system designs to apply these algorithms in practice with low technical debt [1] .
However, there is not yet a lot of theoretical guidance or empirical evidence on how to select among the contextual bandit alternatives. When deciding on a contextual bandit design, the researcher needs to take into account multiple considerations, such as the choice of the outcome model (Ridge regression as in [27] , ordinary least squares (OLS) as in [18] , generalized linear model (GLM) as in [28] or LASSO as in [10] ) or to select between Thompson Sampling and Upper Confidence Bounds (UCB) [13] . Methods from the causal inference literature [20] , such as inverse propensity score weighting or the doubly robust approach, have been proposed for offline evaluation and learning of contextual bandit or reinforcement learning policies from historical data, [33, 15, 26, 14, 25, 34, 21, 36, 7, 22] .
In the offline setting, the complexity of the historical assignment policy is taken as given, and thus the difficulty of the offline evaluation and learning of optimal policies is taken as given. However, the existing literature has not yet considered the implications of the fact that in the online setting, the complexity of the historical assignment policy is controlled by the algorithm. In a standard (non-contextual) bandit setting, the explore-exploit tradeoff envisions that there will be many observations with the same (default) context. The estimation problem is a very straightforward one: seeing a new outcome for a given arm leads to an updated estimate for the mean of the associated arm. In contrast, in the contextual setting, we do not expect to see future observations with the same context as the current observation, and so the value of learning from pulling an arm for this context accrues when that observation is used to estimate the outcome from this arm for a different context in the future. It is straightforward to show that the variance of such a future estimate is higher, if the probability of assignment to an arm varies substantially across contexts, even if the probability of assignment is known. Of course, once enough data has arrived so that it is clear which arm is the best one in a region of contexts, the variability of the estimator plays a less important role, and the assignment probability converges to one for the best arm and zero for the others. However, we show in this paper that, all else equal, using simpler, less variable assignment policies in the learning phases of the algorithm can improve the rate of learning and decrease regret. We illustrate the effects through a variety of simulations, in each case highlighting considerations that can help guide the selection of contextual bandit algorithms in practice.
Contextual Bandit Designs
We have a finite set of treatments, w ∈ W, with cardinality |W|. We have a population of N units, which we wish to assign to one of the |W| treatments. Let X i denote the p-dimensional feature vector of unit i. Every unit i is characterized by a set of |W| potential outcomes,
The objective is to find an assignment rule as a function of the previous observations (X i , W i , Y (W i )) and of the features
The presented contextual bandits rely on modeling the potential outcome of unit i corresponding to treatment w, given the unit's covariate vector. We are interested in estimating the conditional expectation of each of the potential outcomes given a set of covariates x, µ w (x) = E[Y i (w)|X i = x]. In Section 2.1, we discuss the estimation for a single potential outcome. In the implementation of a contextual bandit with independent arms, there are as many models to be estimated as treatments. We do this estimation separately for each one of the treatments w ∈ W on the history of observations corresponding to this treatment,
Direct Model Estimation

Bootstrap Generalized Linear Model (Bootstrap GLM) Bandit
In this approach, the conditional expectation of the potential outcome of unit i corresponding to treatment w, given the unit's covariate vector X i = x, is estimated by training B generalized linear models (GLM) with L1 or L2 regularization on the history of observations assigned to w and bootstrapping the predictions of these models. The method of bootstrap for contextual bandits is also discussed in [35] and GLM are discussed in [28] .
For simplicity, for the moment we focus on a single treatment arm w and suppress w in the notation. We have a set of N units, indexed by i = 1, . . . , N . For each unit, we observe the reward Y i = y i and a set of covariates X i = x. Denote as y the training sample's response vector and as X the training sample's covariate matrix. Given a covariate vector
x, our goal is to estimate the conditional mean function µ(
, in which there are the unknown model parameters θ ∈ R p and a strictly increasing, known link function g : R → R. When the outcome model is linear, i.e., the link function is the identity function, g(x) = x and E[Y i |X i = x] = x θ, we estimate the model parameters θ with regularized linear regression of y on X. The Ridge estimator [19] of the model parameters θ minimizes the residual sum of squares subject to a differentiable constraint expressed in terms of the L2 norm of the coefficients. The LASSO estimator [38] of the model parameters θ minimizes the residual sum of squares subject to a non-differentiable constraint expressed in terms of the L1 norm of the coefficients. When the outcome model is logistic, i.e., the outcomes are binary, the link function is the logit function and E[Y i |X i = x] = 1 1+exp(−x i θ) . In this case, we estimate the model parameters θ with L1 or L2 regularized logistic regression of y on X.
We train B regularized regression models on bootstrap samples drawn from (X, y). The response vector and covariate matrix of bootstrap sample s is (X s , y s ) and the regularized regression estimator of the model parameters isθ s . Then, given a covariate vector x, the estimator of the conditional mean µ(
. We use the bootstrap to obtain a sampling distribution of
We note that if the model is mis-specified, our estimated variance may understate the true conditional variance, but for simplicity we rely on the bootstrap sampling distribution here.
Generalized Random Forest (GRF) Bandit
In this non-parametric statistical estimation approach, the conditional expectation of the potential outcome of unit i corresponding to treatment w, given the unit's covariate vector X i = x, is estimated by training a generalized random forest [6] on the history of observations assigned to w. Related approaches based on random forests or decision trees have been proposed in [17, 16] . The generalized random forest (GRF) is a method that preserves the core elements of random forests [11] including recursive partitioning, sub-sampling, and random split selection. The GRF method differs from traditional approaches in that it integrates "honest" tree estimation [5] , in which the sample used to select the splits of the tree is independent from the sample used to estimate the improvement in fit yielded by a split. In addition, instead of averaging the estimates of several trees to obtain the final estimate, the GRF method uses adaptive weights that express heterogeneity in the specified quantity of interest. The latter turns out not to matter (relative to the standard approach of averaging predictions across leaves) for the base case of regression forests.
There is a set of N samples, S, indexed by i = 1, . . . , N . For each sample, we observe quantity Y i = y i and a set of covariates X i = x i . Given a covariate vector x, our goal is to estimate the conditional mean function µ(
. A set of B trees indexed by t = 1, . . . , B is grown. Tree T is grown on a subsample I of the training sample S. In order to satisfy the "honesty" property, subsample I is split in two evenly-sized, non-overlapping halves, J 1 , J 2 . The splits of T are selected on subsample J 1 by recursive partitioning. A parent node P ⊂ J 1 is split into two children
where Y P is the mean outcome of the parent node. Subsequently, we identify the set of elements N in subsample J 2 that fall into the same leaf as x. Weight α ti (x) captures the frequency with which the i-th training sample falls into the same leaf as x in tree T , indexed by t, and is equal to
Assignment Rules
Thompson Sampling [37, 31, 3] and Upper Confidence Bounds (UCB) [23, 9] are two different methods of assigning units to treatments which are highly effective in dealing with the exploration vs. exploitation trade-off.
The contextual bandit processes units 1, . . . , N in N L batches of size L. The units of the first batch are assigned to treatments in W at random with equal probability. At every batch b > 1 and for every treatment w ∈ W , the Bootstrap GLM bandit and the GRF bandit use the history of observations
given a set of covariates x. Thompson Sampling leverages the asymptotic normality of the potential outcome model estimates obtained via the bootstrap or via generalized random forests to sample the potential outcome for unit i with covariates X i = x corresponding to treatment w,ŷ i (w) ∼ N (μ w (x),σ 2 w (x)). (Note that the in the small samples encountered in early batches of contextual bandits, normality may not be a particularly good approximation, and variance estimates may also be quite noisy. We ignore these considerations for simplicity.) Unit i is then assigned to the treatment with the highest sampled potential outcome,
UCB uses the estimatesμ w (x) andσ 2 w (x) to compute an upper confidence bound for the potential outcome of unit i corresponding to treatment w and assigns unit i to the treatment with the highest upper confidence bound W i = argmax w μ w (x) + √ 2 log n iσw (x) , where n i is the number of units processed before i.
Inverse Propensity Weighted Model Estimation
The direct model estimation methods of section 2.1 may be modified with inverse propensity score weighting, that balances covariates between treatment groups and is less prone to problems of bias.
When at batch b, denote as Y the response vector, as X the covariate matrix and as W the assignment vector of the observations in the previous b − 1 batches. For UCB based contextual bandits, we train a multinomial logistic regression model of W on X. The estimated probability of assigning the i'th observation with covariates X i = x to treatment
, is obtained by the prediction of the trained multinomial logistic regression model on x. For Thompson Sampling based contextual bandits, the propensity scores of the i'th observation are computed via a Monte-Carlo simulation with S iterations. Each iteration samples the potential outcome posterior of every treatment in W, where the posterior is the one that the algorithm considered at the end of a randomly selected prior batch (where the batches are weighted by fraction of the data in each batch). The computed propensity score of unit i corresponding to treatment w is the fraction of the S iterations in which treatment w had the highest sample. We note that this method of calculating a propensity score treats the arrival time of an observation as random. In general, eventually assignment probabilities should approach zero or one for all arms and contexts. However, the assignment probabilities only reach these extremes when sufficient data has been collected about each arm. When the arrival of a unit is treated is random, the associated propensity score incorporates the assignment probabilities across batches, keeping them bounded away from zero and one.
For the Bootstrap GLM bandit, we define as the weight of each observation i the inverse of the propensity score, γ i = 1/ê W i (X i ) and we train the weighted counterparts of the regularized regressions discussed in section 2.1.1. For the GRF bandit, one alternative is to construct an augmented covariate matrixX and response vectorỸ by replicating each observation [γ i ] times and subsequently to estimate the generalized random forest on (Ỹ,X). Another alternative is to include the propensity score in the covariate matrix and estimate the generalized random forest on (Y, (Xê)), whereê is the vector of the estimated propensity scores of the previous observations.
Balancing based on inverse propensity score weighting reduces bias. However, this method may introduce additional noise, even when the propensity score is known. The issue arises for a simple reason: the variance of a mean depends on the square of the variances of the individual components; if each observation has equal variance but the observations are weighted, the variance of the mean is proportional to the sum of the square of the weights, where the sum of squares is minimized at equal weights. This effect is important during the phase where it is uncertain which arm is best; once the choice of arm becomes clear in a region of the covariate space, future estimation quality is less important in that region.
Effect of Contextual Bandit Designs on Estimation
In contextual bandits, when an arm is assigned to a context, the assignment affects the subsequent reward estimation for not only this particular context, but also for "nearby" contexts. Moreover, in contextual bandits, we know and control the assignment rules. Therefore, there is a new consideration to the exploration vs. exploitation framework, which is not just learning about the arms' rewards for a context, but also using this context to "extrapolate" during the estimation of the arms' rewards for "nearby" contexts. The way exploration is conducted in the present may contribute to the difficulty of the estimation problem in future batches and affect the ability to efficiently exploit and explore in the future.
UCB vs. Thompson Sampling
The deterministic nature of the UCB based contextual bandits makes the estimation problem harder in the initial stages of learning, as it results to entire regions of the covariate space having limited or even no observations associated with a treatment. In UCB, if treatment w is estimated to be the highest statistically plausible potential outcome for a unit in the covariate space, then it is estimated to be the highest statistically plausible potential outcome for "nearby" units, since the upper confidence bounds of similar units do not vary by much.
Since UCB is a deterministic algorithm, all these units are assigned to treatment w. On the other hand, Thompson Sampling is a stochastic algorithm. Even if the posterior distribution of the potential outcomes corresponding to treatment w is similar for "nearby" units, the assignment based on the highest sampled potential outcome injects randomness and leads "nearby" units to be assigned to different treatments in the initial stages of learning, when the uncertainty is high. This property of Thompson Sampling facilitates estimation.
We consider a simulation design that demonstrates this difference of UCB and Thompson Sampling. In this simulation design we study the robustness of Thompson Sampling and UCB with direct and inverse propensity weighted model estimation, when they receive a "warm-start" batch of training observations with contexts that come from a region of the covariate space that is not representative of the true functional form of the potential outcomes. There are three treatment arms W = {0, 1, 2} and the contexts X i = (X i0 , X i1 ) are twodimensional with X ij ∼ N (0, 1), j = 0, 1. The potential outcomes are generated as
The expected values of the three arms' potential outcomes are shown in Figure 1 . The learning horizon is T = 500 units, over 50 batches with 10 units each.
The 50 training observations have contexts that are generated from a truncated normal distribution, X ij ∼ N (0, 1), X ij ∈ (−1.15, −0.85), j = 0, 1 and are assigned to each one of the three arms at random with equal probability. Therefore, the training observations' contexts are in the covariate space region where the potential outcome surfaces are "flat". We compare the Bootstrap Ridge Thompson Sampling and the Bootstrap Ridge UCB bandits. The regularization parameter λ is chosen via cross-validation and the number of bootstrap samples is B = 100. 
The models for the arm assignment of the first batch are estimated on the training observations from the (−1.15, −0.85) 2 region of the (x 0 , x 1 ) covariate space, where the potential outcomes of arm w = 0 (red) and w = 2 (blue) are mostly "flat". As a result, the estimated potential outcomes are "flat" and arm w = 2 (blue) has the highest estimate, arm w = 1 (yellow) has the second highest and arm w = 0 (red) has the lowest estimate for the entire (x 0 , x 1 ) covariate space, due to extrapolation.
Well-Specified Outcome Models
In this section we study the behavior of Ridge Thompson Sampling and Ridge UCB, when the potential outcome models of both contextual bandits are well-specified, i.e., when they include both linear and quadratic terms of the covariates.
First, we compare both contextual bandits with the direct model estimation of section 2.1, i.e., without propensity weighting. Figure 2a shows that during the first batches, Thompson
Sampling assigns most units to arms w = 1 and w = 2. The uncertainty and the stochastic nature of the assignment rule leads to a "dispersed" assignment of arms w = 1 and w = 2 and to the crucial assignment of a few units from the first, second and fourth quadrant of the covariate space to arm w = 0. In the subsequent batches, this allows Thompson Sampling to start decreasing the bias in the estimation of all three arms, and most importantly of arm w = 0, leading to the assignment of arm w = 0 to more units. This improves the estimates further and within the first few learning batches, Thompson Sampling estimates the potential outcome models of all three arms correctly and finds the optimal assignment. On the other hand, Figure 2b , shows that the way UCB assigns units is more "rigid", leading to entire regions of the covariate space to be assigned to the same arm. This delays the improvement of the estimation bias for arms w = 1 and w = 2 and most importantly, it limits the assignment of arm w = 0 to only a few units in the first quadrant of the covariate space and only during the first batch. The initial low estimates of w = 0 in combination with the deterministic nature of UCB leads to no units being assigned to w = 0 in subsequent batches, which is detrimental to the estimation of the outcome model of arm w = 0. As a result, UCB never corrects the bias in the estimation of arm w = 0 and, unlike Thompson Sampling, it never finds the optimal assignment. Now, we modify the estimation methods of both contextual bandits with inverse propensity weighting, as explained in section 2.3 and we compare their behavior. In Figure 3b we observe that inverse propensity weighting has a significant impact on the performance of Ridge UCB, since with direct model estimation it was unable to find the optimal assignment, whereas with inverse propensity weighted model estimation, it eventually finds it. This is because the few observations of arm w = 0 outside of the covariate region of the "warm-start" batch are weighted more heavily. Therefore, with a few such observations, Ridge UCB is able to start correcting the bias of the estimation of arm w = 0, leading to more observations of arm w = 0, which are also weighted more heavily. As a result, Ridge UCB, despite its deterministic nature which complicates estimation, is able through inverse propensity weighting to find the optimal assignment after many learning batches. Figure 3a shows that inverse propensity weighting also benefits the already well-performing Ridge Thompson Sampling, which is able to find the optimal assignment a few batches earlier than Ridge Thompson Sampling with direct model estimation. Figure 4 shows the evolution of the estimation bias for all three arms for the well-specified Ridge Thompson Sampling and Ridge UCB without and with propensity weighting. Figure 5 shows the cumulative regret of the well-specified Ridge Thompson Sampling and Ridge UCB without and with propensity weighting averaged over multiple simulations. Figure 4 : Evolution of the potential outcomes estimation bias in the (x 0 , x 1 ) covariate space for well-specified Ridge Thompson Sampling and Ridge UCB with and without propensity weighting. Blue indicates that the actual estimate is lower than the predicted one, whereas red indicates that the actual estimate is higher than the predicted one. 
Mis-Specified Outcome Models
In many problems in practice, the true data generating process is complex and difficult to capture by simpler outcome models oftentimes used in the learning algorithms. In this section we study the behavior of Ridge Thompson Sampling and Ridge UCB, when the potential outcome models of both contextual bandits include only linear terms of the covariates and therefore are mis-specified for this simulation design. Continuing with the simulation design of the last subsection, we first compare both contextual bandits with direct model estimation. In Figures 6a, 6b , we see that during the first batch, both bandits assign most units to arm w = 2 and a few units to arm w = 1. As before, Thompson Sampling, due to its stochastic nature, results to more "dispersed" assignments of arm w = 1 than UCB. Therefore, Thompson Sampling finds faster the linearly approximated area in which arm w = 2 is suboptimal than UCB. However, neither Thompson Sampling nor UCB discover that in the area where they assign arm w = 1, the optimal arm is w = 0. Due to the low estimate of w = 0 from the "warm-start" batch, UCB does not assign any units to arm w = 0 and has no chance to ever estimate the model of w = 0 correctly. Thompson Sampling does assign a few units to arm w = 0 during the second batch, but they are not enough to correct the estimation bias of arm w = 0. As a result, neither the mis-specified Thompson Sampling nor the mis-specified UCB ever find the assignment that is optimal subject to the functional form constraints of the bandits.
Fortunately, inverse propensity weighted estimation is able to harness the advantages of the stochastic assignment rule of Thompson Sampling. The few units assigned to arm w = 0 by Thompson Sampling during the second batch are weighted more heavily. Therefore, as shown in Figure 7a , Thompson Sampling corrects the estimation error of arm w = 0 and finds the (constrained) optimal assignment already from the third batch, whereas the direct estimation Thompson Sampling cannot. On the other hand, the estimation problem created by the deterministic nature of UCB is impossible to resolve in the mis-specified case, even with inverse propensity weighting. UCB does not assign any units to arm w = 0 and inverse propensity weighting cannot help, as shown in Figure 7b . Figure 8 shows the evolution of the estimation bias for all three arms for the mis-specified Ridge Thompson Sampling and Ridge UCB without and with propensity weighting. Figure 9 shows the cumulative regret of the mis-specified Ridge Thompson Sampling and Ridge UCB without and with propensity weighting averaged over multiple simulations. Figure 8 : Evolution of the potential outcomes estimation bias in the (x 0 , x 1 ) covariate space for mis-specified Ridge Thompson Sampling and Ridge UCB with and without propensity weighting. Blue indicates that the actual estimate is lower than the predicted one, whereas red indicates that the actual estimate is higher than the predicted one. This simulation design shows the advantage of Thompson Sampling over UCB in both the ideal well-specified case and the more realistic mis-specified case, and highlights the significant benefits brought by inverse propensity weighting in the online learning setting. Table 1 summarizes the percentage of simulations for the well-specified and the mis-specified case in which each bandit finds the (constrained) optimal assignment. Ridge UCB (Inverse Propensity Weighting) 52% 29% Table 1 : Percentage of 100 simulations in which Ridge Thompson Sampling and Ridge UCB with and without propensity weighting find the optimal and the constrained optimal assignment for the well-specified and the mis-specified case respectively.
Significance of Outcome Model in the Presence of Confounders
In this section, we study the significance of simple outcome models in contextual bandits. The estimatesμ (w) for every treatment w ∈ W are estimated in each batch and are used by the bandit to determine the assignment of units to treatments, e.g. via the construction of upper confidence bounds. Therefore, maintaining a simple outcome model results in a simple assignment model. In each batch of a contextual bandit algorithm, the assignment to the treatment is a function of the user's covariates and not all users have the same assignment probabilities. This creates an environment with confounding, often in combination with small samples, in which the choice of the estimation method plays a big role. We compare a contextual bandit that maintains a simpler outcome model, such as LASSO, with a contextual bandit that maintains a more complex outcome model, such as Ridge.
We consider a simulation setting where the contexts X i are p-dimensional and X i ∼ N (0 p , I p×p ). There are three treatment arms W = {0, 1, 2} and the potential outcomes are generated as
and f (X i ), g(X i ) are functions that shift the potential outcomes of all treatment arms. Therefore, in this design, only covariates X i0 and X i1 are relevant to the assignment model. Among the remaining covariates {2, . . . , p}, there are q + r nuisance covariates that appear in the outcome model, but should not play a role in the assignment model, as their effect to the potential outcomes is the same for all treatment arms. Among these nuisance covariates, the first q are "strong" covariates that shift the potential outcomes by f (X i ) = q+1 j=2 X ij and the next r are "weak" that shift the potential outcomes by g(X i ) = 2σ q+r+1 j=q+2 X ij . The remaining p − q − r − 2 covariates are noise covariates and do not play a role in either the assignment or the outcome model.
We choose p = 60, q = 14, r = 19 and B = 100 bootstrap samples and we compare LASSO and Ridge in terms of fit on 500 units split in 50 batches of 10 units each, when the assignment of units to treatments is purely randomized. As demonstrated in Figure 10 , in this randomized training dataset, the performance of LASSO and Ridge is almost identical in terms of mean squared error (MSE) in the outcome model estimation of all arms. The presence of several weak effects in the outcome model that benefits Ridge and the presence of noise covariates that benefits LASSO strike a balance between these two outcome model alternatives. This balance makes LASSO and Ridge equivalent in terms of fit when trained on batches of randomized data. Ridge still has a slight edge over LASSO. The contributing factor to the bandit performance dissimilarity of these seemingly equivalent models on randomized training data is the presence of confounding. In the initial learning batches, a Ridge bandit, due to L2 regularization, brings in all of the nuisance and the noise covariates, as shown in Figures 12a, 12c . The nuisance covariates affect assignment (possibly in nonlinear ways) and act as confounders. There is insufficient data in the early batches to accurately control for all of them in the outcome model estimation. In addition, both the nuisance and the noise covariates create more extreme and variable assignment probabilities, increasing the variance of estimation. A LASSO bandit, due to the L1 regularization, excludes from the outcome model most of the noise covariates and initially, the weak covariates, as shown in Figures 12b, 12d . As a result, in the early batches, there are fewer confounders compared to a Ridge bandit. Therefore, in the subsequent batches of learning, there is less bias as well as less noise in the assignment process for the LASSO bandit than for the Ridge bandit, as shown in Figure 12e .
Non-Parametric vs. Parametric Bandits
In this section, we compare non-parametric contextual bandits (GRF Thompson Sampling) with parametric contextual bandits (Bootstrap LASSO Thompson Sampling and Bootstrap Ridge Thompson Sampling).
We consider a simulation design with 10-dimensional contexts X i such that X ij ∼ N (0, 1), j = 0, . . . , 9. There are three treatment arms W = {0, 1, 2} and the potential outcomes are generated as
with σ = 0.1. Therefore, only covariates X i0 and X i1 are relevant to the treatment assignment model. In this design, the correct assignment is w = 2 in the first and second quadrants, w = 1 in the third quadrant and w = 0 in the fourth quadrant. We run the bandits on 500 observations split in 10 batches of 50 units each. The models of LASSO and Ridge include quadratic and second order interaction terms, there are B = 100 bootstrap samples, and the regularization parameter λ is chosen via cross-validation. The number of trees in the GRF is m = 200 and the tuning parameters are the default, specified in [6] and in the grf R package. Figure 13 shows that the GRF bandit outperforms the LASSO and the Ridge bandits. In cases where the outcome functional form is complicated, which is expected in real-world settings, bandits based on non-parametric model estimation may be proven useful and perform better. However, one needs to bear in mind that similarly to the Ridge bandit, the GRF bandit creates a complex assignment model and is subject to the disadvantages discussed in section 3.2. In this simulation design, the presence of noise covariates leads the LASSO bandit to outperform the Ridge bandit. However, the inability of the LASSO bandit and the ability of the GRF bandit to fit the potential outcome model of the third arm, results in a strong performance edge of the latter. Figure 14 shows the assignment evolution in the (x 0 , x 1 ) for the Ridge, the LASSO and the GRF bandit.
The GRF bandit has the advantage that the outcome model is non-parametric, and thus is able to account for nonlinear functions of the covariates, in principle reducing problems that might arise if the assignment model is a nonlinear function of covariates. 
Simplifying the Assignment Rule
So far, we have considered the assignment rule for each context distinctly; the rule depends on the mean and variance of estimates at each context x. A literature on optimal policy evaluation in the offline world (e.g. [7] ) derives efficient methods for offline policy estimation when the policy is constrained to be of limited complexity. One example uses trees of limited depth as the relevant policy class. The method first constructs the efficient scoreμ W i (X i ) +
for each observation (X i , W i , Y i ). Subsequently, it estimates a classification tree on (W, X) weighted by the absolute value of the efficient scores in order to determine the optimal choice of arm in each leaf, where leaves are regions of the covariate space.
Here, we propose to follow their method to estimate a policy assignment tree. However, we use the output differently: rather than deterministically assigning each unit to the estimated optimal policy, instead we use estimates of the mean and variance of each arm within each leaf together with Thompson Sampling or UCB to determine assignments. One complication that potentially arises in the online setting is that in the early stages of learning the estimation of the "nuisance parameters" in the efficient score,μ W i (X i ) andê W i (X i ), may be noisy due to the small number of observations.
To understand why using simpler assignment rules through a form of smoothing can be beneficial, it is useful to contrast two cases, one where the probability that an arm is best is estimated very precisely, and the second where we have a noisy estimate of that probability. Suppose that sampling according to the true probability balances exploration and exploitation in an ideal way (e.g. that the Thompson Sampling heuristic is ideal in a given setting). Then, when shifting to the second case where the probabilities are unknown, adding a small amount of smoothing to the assignment rule will have little effect on the exploitation side of the bandit trade-off (given that the estimates were noisy, a little smoothing does not introduce first-order mistakes in assignment). However, smoothing improves the exploration side of the trade-off, since it enables lower-variance estimation in future batches.
Note that simple assignment rules may have other advantages; for example, [24] highlights the advantages of simplicity for interpretability in health applications of contextual bandits.
Conclusion
We analyze parametric (Bootstrap Generalized Linear Model with L1 or L2 regularization) and non-parametric (Generalized Random Forest) contextual bandit designs, as well as the modification of these contextual bandits using causal effect estimation methods that reduce bias due to confounding. Through simulations, we show how the choice among the design alternatives, (Thompson Sampling vs. UCB, L1 vs. L2 model regularization, non-parametric vs. parametric estimation), impacts the performance of contextual bandits and we provide insights on why we observe these effects.
