This paper develops a general control algorithm for the exact output tracking of nonlinear systems with non-minimum phase dynamics. The control technique is causal and does not require preview or knowledge of the desired reference beforehand. Additionally, the control is independent of the operating condition and the desired reference. The main idea of the paper is to convert the output tracking problem into a slow state tracking problem for singularly perturbed systems. Previous work on singularly perturbed systems have shown asymptotic tracking of slow states only for a class of nonlinear systems that are linear in the fast states. However, this paper develops a control technique that does not have this restriction and is applicable to a general class of nonlinear singularly perturbed systems. The procedure is to compute the desired internal state trajectory and the control scheme that stabilizes the nonlinear system online, thereby guaranteeing asymptotic output tracking. Performance of this approach is demonstrated in simulation for two benchmark problems: the beam-ball example that is slightly non-minimum phase and fails to have a well-defined relative degree, and the Conventional Take-off and Landing (CTOL) non-minimum phase aircraft. Results presented in the paper show that the approach is able to accomplish perfect tracking while stabilizing the closed-loop system, while keeping all closed-loop signals bounded. 
This paper develops a general control algorithm for the exact output tracking of nonlinear systems with non-minimum phase dynamics. The control technique is causal and does not require preview or knowledge of the desired reference beforehand. Additionally, the control is independent of the operating condition and the desired reference. The main idea of the paper is to convert the output tracking problem into a slow state tracking problem for singularly perturbed systems. Previous work on singularly perturbed systems have shown asymptotic tracking of slow states only for a class of nonlinear systems that are linear in the fast states. However, this paper develops a control technique that does not have this restriction and is applicable to a general class of nonlinear singularly perturbed systems. The procedure is to compute the desired internal state trajectory and the control scheme that stabilizes the nonlinear system online, thereby guaranteeing asymptotic output tracking. Performance of this approach is demonstrated in simulation for two benchmark problems: the beam-ball example that is slightly non-minimum phase and fails to have a well-defined relative degree, and the Conventional Take-off and Landing (CTOL) non-minimum phase aircraft. Results presented in the paper show that the approach is able to accomplish perfect tracking while stabilizing the closed-loop system, while keeping all closed-loop signals bounded. 1 Additionally, these control approaches require that the output have a well-defined relative degree. But there are a number of important flight control problems such as acceleration control of tail-controlled missiles, 2 control of planar Vertical Take-off and Landing (V/STOL) aircraft, 3 and Conventional Take-off and Landing (CTOL) aircraft 4 that are characterized by unstable zero dynamics, thereby not satisfying the conditions cited above. These restrictions and the need to develop stabilizing trackers have paved the way for control algorithms that are applicable to a more general class of nonlinear systems.
Nomenclature
The technique presented by Benvenuti et.al 5 modified the output of a corresponding linear system so that it does not contain right half-plane zeros. A similar technique was employed by Hedrick and Gopalswamy 6 to track pilot g commands while satisfying flying quality specifications. These approaches were able to guarantee 'local' tracking that is specific to the desired flight condition and reference trajectory. Another approximate approach proposed by Doyle et.al 7 takes a sufficient number of derivatives of the output such that the control and its higher-order derivatives appear in the equation. The paper proposed to modify the sign of some of the control derivatives in order to render the modified output dynamics minimum phase. It was shown that these modified output dynamics closely approximate the actual dynamics of the system. In contrast to the former, Shklnikov and Shtessel 8 modified the sliding surface to ensure that the right half-plane zero is canceled out. The system was required to be in normal form with bounded nonlinearities, and the technique was demonstrated for an F-16 aircraft.
9 Considering the local nature of these works, Zhu et.al 10 proposed a controller which separates the internal dynamics into linear and nonlinear parts. The linear part is stabilized by linear state feedback, whereas the nonlinear part is stabilized only if the system strays away from the trajectory. In an effort to control the V/STOL slightly non-minimum phase aircraft, Hauser et.al 3 neglected some terms that are the cause of this unstable behaviour, and proved that a stable controller can be designed using this approximate technique. Another class of the literature takes advantage of the multiple time-scale behaviour of air vehicles. Lee and Ha 2 designed an autopilot for a Skid-To-Turn (STT) missile by splitting the dynamics into slow and fast components. The slow subsystem was composed of the zero dynamics and was indirectly controlled by the controllable fast subsystem. A similar approach was proposed by Lee and Ha 11 wherein the normal form of a nonlinear I/O feedback linearizable system was transformed to a two time-scale system by a change of coordinates. But in this case the fast subsystem constituted the zero dynamics, and a modified composite control scheme was employed to stabilize the complete system.
In addition to the approximate schemes described above, low gain feedback approaches have been proposed in the literature for nonlinear systems with the upper triangular form. 12, 13, 14 The exact output tracking approach proposed by Devasia et.al 15 employed a combination of feed-forward and feedback control. The feed-forward control was found using inversion, given a desired output trajectory and its higher-order derivatives. This inversion is non-causal and requires the infinite time preview of the complete output trajectory. It is computed offline, and the inversion computes the desired input-state trajectory that would lead to asymptotic output tracking. The linear feedback control is employed to locally stabilize the internal dynamics. This approach was extended to require a finite time preview of the output and was applied to the benchmark VTOL landing example.
16
Summarizing these previous results, internal-state feedback is necessary to stabilize a non-minimum phase system. Moreover, exact output tracking is achieved when the desired internal state trajectory is tracked. Motivated by this fact, this paper develops an exact output tracking control technique for non-minimum systems using singular perturbation methods. The paper makes three major contributions. First, the output dynamics are not required to have a well-defined relative degree with respect to the input. The idea is to take a sufficient number of derivatives of the output and cast the system in a singularly perturbed form. This procedure forces the internal states of the system to behave as the fast variables. It also allows the internal states to be used as 'pseudo-control variables' for output tracking. A sequential procedure is developed to compute the internal states that ensure asymptotic output tracking and the controller is designed to force the internal states to follow the computed trajectory. The second contribution is a full-state feedback controller that is designed online, and is independent of any particular operating condition and desired output trajectory. Third, the controller so designed is causal and does not require any knowledge or preview of the output trajectory beforehand.
The paper is organized as follows. Section II describes the class of systems considered and formulates the control problem. Section III develops the nonlinear control design and analyses stability of the closed-loop system. In Section IV the methodology is illustrated with application to two benchmark problems: the beam-ball example that is slightly non-minimum phase and does not have a well-defined relative degree, and the classic CTOL aircraft non-minimum phase problem. Conclusions are presented in Section V.
II. Problem Statement
The dynamical system considered is the nonlinear affine in control dynamical system expressed aṡ
where x(t) ∈ R n is the vector of state variables, y(t) ∈ R p is the output vector, and u(t) ∈ R p is the vector of control variables. The vector fields f (.), g(.), and h(.) are sufficiently smooth. The control objective is to ensure that the output asymptotically tracks a sufficiently smooth, time-varying, bounded trajectory, such that y(t) → y d (t) as t → ∞. It is assumed that the nonlinear system considered satisfies the following assumptions:
Assumption 1: The system described by Eqs.1-2 is non-minimum phase.
Assumption 2:
The output of the nonlinear dynamical system considered does not have a well-defined relative degree with respect to the control variables.
Assumption 3:
The output dynamics are differentially flat or the number of control inputs available is equal to the number of output variables to be controlled.
Assumption 4:
The desired output trajectory y d and its higher-order derivatives are bounded.
Henceforth the time-dependency notation is dropped for convenience.
III. Tracking Control Development
The system dynamics Eqs.1-2 are expanded and written in the forṁ
. . .
Let the relative degree of the outputs (y 1 , y 2 , . . . , y p ) be (r 1 , r 2 , . . . , r p ) respectively, and let r = r 1 +r 2 +. . .+ r p . Note that in this context the relative-degree is defined as the number of derivatives of the output required such that the control appears linearly. The control influence may be singular. The system is cast into normal form using the procedure shown in Reference 1. Define ξ for i = 1, . . . , p and j = 1, . . . , r i and denote
Let η ∈ R n−r denote the set of internal states such that (ξ, η) form a new set of coordinates for the n th order system Eqs.3. In these new coordinates the system dynamics becomė
for i = 1, . . . , p. It has been shown in Reference.11 that the normal form of Eqs.5 can be cast in the singularly perturbed form. This procedure shows that the internal dynamics constitute the fast subsystem. The singular perturbation parameter is introduced in the system of Eqs. 5 to emphasize that the internal states evolve faster than the other states.ξ
It is desired that the slow states ξ(t) follow the desired output trajectory while the fast states η remain bounded for all time. This problem has been studied in the literature as a control problem of asymptotic tracking of the slow states for a special class of systems in which the fast dynamics are linear in the fast states. 17 In the present work a control algorithm that leads to global asymptotic tracking is developed and demonstrated.
A. Control Design
In geometric singular perturbation theory, 18 the behaviour of singularly perturbed systems is determined using geometric constructs of the reduced-order models, which are obtained by substituting = 0 in Eqs. 6 . This results in two subsystems
Reduced Fast Subsystem:
where represents derivatives with respect to the fast time scale: τ = t . The dynamics of the resulting reduced slow subsystem is restricted to r dimensions and constrained to lie upon an M 0 : n − r dimensional smooth surface defined by the nonlinear algebraic set of equations Eq.7b. This surface is identically the fixed points of the reduced fast subsystem Eq.8b. If the the reduced fast subsystem of Eqs.8 is stable about this smooth surface, then conclusions about the stability of the complete system Eqs.6 can be made by studying the reduced slow system Eqs.7.
Note that the smooth surface cannot be analytically computed, and in addition there maybe several such surfaces that satisfy the algebraic set of equations. In order to obtain the unique surface that the fast variables must be stable about it is assumed that the fast states are the pseudo control variables for the reduced slow subsystem. The control variables may then be computed by ensuring that the fast states follow the computed surface. For convenience rewrite the complete system Eqs.6 in compact form
with the reduced slow subsystem written as
T denote the vector of the desired output trajectory and its r order derivatives. To ensure that y d is an asymptotically stable equilibrium of the reduced slow system, define a positive-definite and decrescent Lyapunov function that satisfies the following:
Design a manifold η = η d (ξ, y d , u) such that the closed-loop reduced slow system Eq.10a satisfies
where ψ 3 (.) is a continuous positive-definite scalar function that satisfies ψ 3 (0) = 0.
Conditions 1-2 complete the design of the controller for the reduced slow subsystem. Note that the manifold M 0 : η d computed above is a function of the control u, which is unknown. It is known that the complete system will have the properties of the reduced slow subsystem if the fast state asymptotically stabilizes about the fast state trajectory η d . This condition is enforced by designing the control u. Define the error e η = η − η d and rewrite Eq.9b as
Define a positive-definite and decrescent Lyapunov function that satisfies
contains the origin, such that
for some class K functions φ 1 (.) and φ 2 (.).
and design u such that the closed-loop reduced fast system Eq. 11 satisfies 
B. Stability Analysis
The following theorem summarizes the main result of the paper.
Theorem 1: Suppose the control u is designed according to the Conditions 1 − 6 and the nonlinear system Eqs.1-2 satisfies Assumptions 1-4. Then for all initial conditions (ξ − y d , e η ) ∈ D y ×D η the control uniformly asymptotically stabilizes the non-minimum phase system and equivalently drives the output y(t) → y d (t) for all positive constants < * , where * satisfies the inequality Eq.17.
Proof. The closed-loop complete system in the error coordinates (e = ξ − y d ) is given as
Rearrange the closed-loop system to form
Next, closed-loop system stability of the states is analyzed using the composite Lyapunov function approach.
19 Consider a Lyapunov function candidate for the complete closed-loop system ν(t, e, e η ) = V (t, e) + W (t, e, e η )
From the properties of V and W it follows that ν(t, e, e η ) is positive-definite and decrescent. The derivative of ν along the trajectories of Eq.13 is given bẏ
Suppose that Lyapunov functions V and W also satisfy both conditions
Using Conditions 1-6 Eq.15 now becomeṡ
Rearrange (16) to getν
where Ψ = ψ 3 φ 3 and
and K is positive-definite for < * . By definition of the continuous scalar functions ψ 3 and φ 3 it follows thatν is negative definite. Using the composite Lyapunov approach 20 it is concluded that y(t) → y d (t) asymptotically. Since the desired trajectory is assumed to be smooth and bounded with bounded first-order derivatives, the control commands u remain bounded for all time.
IV. Numerical Examples

A. Purpose and Scope
The preceding theoretical developments are demonstrated with simulation for two benchmark problems. The first example is the beam-ball example which fails to have a well-defined relative degree. The objective is to ensure that the ball remains in contact with the beam and tracks any trajectory from a class of admissible trajectories. A step-by-step procedure of controller development is detailed for the system and the closed-loop results are studied for a time-varying trajectory. The second example develops control laws for a nonlinear CTOL aircraft problem. The objective of this example is to test the performance of the controller for a nonlinear, non-minimum phase benchmark problem.
B. Low-Order Nonlinear System Tracking: The Beam-Ball Example
The setup consists of a beam that can only rotate in a vertical plane by applying a torque at the center of the beam, and a ball that is free to roll along the beam. It is desired that the ball always remains in contact with the beam and that the rolling occurs without slipping. The goal is to track any trajectory from a class of admissible trajectories. The dynamical system is taken from Reference 3:
where x = (x 1 , x 2 , x 3 , x 4 ) T ≡ (r,ṙ, θ,θ), y = x 1 where r is the distance of the ball from the center of the beam, and θ is the roll angle of the beam. The constants M and J b are the mass and moment of inertia of the ball, J is the moment of inertia of the beam, R is the radius of the ball, G is the acceleration due to gravity, and B is defined as M/(J b /R 2 + M ). The torque of the system is related to the control u by
The system output is required to track a desired trajectory y d (t) asymptotically.
Control Design
Following the procedure detailed in Section III the system Eq.18 is cast in the normal form
Eqs.21 are clearly non-minimum phase since a feedback linearizable control cannot stabilize the internal state x 4 . Additionally, if the angular velocity of the beam is zero and/or the ball is at the center of the beam, the control influence in Eq.21d is zero. The system is nondimensionalized to determine whether or not it exhibits multiple time-scale behaviour. Let (t 0 , x 10 , x 20 , x 30 , x 40 , u 0 ) indicate the reference quantities for time and states of the system Eqs.18. Then the non-dimensional quantities can be represented as the ratio of the actual quantities over their respective reference; for examplet = t t0 , etc. Thus, the non-dimensionalized equations are given aṡ
(22c)
Note that the reference quantities (t 0 , x 10 , x 20 , u 0 ) are all of O(1), whereas (x 30 , x 40 ) are of O(0.1) or even less as they represent angular quantities in radians. So it can be seen that the evolution of the states (x 1 ,x 2 ,x 3 ) is of O (1) whereas the evolution of the state x 4 is of O(1/0.1) which is much faster. Therefore it is concluded that the state x 4 evolves at a much faster rate when compared to the other states of the system. As a result of the above analysis, a desired internal state trajectory x 4d is computed such that the output asymptotically tracks the desired trajectory. The reduced slow system for this example is given by the following equations
which simplifies to
Let the desired output dynamicsν = ...
y where α i are positive constants. Note that this choice ofν ensures that the output exponentially converges to the desired trajectory. Rearrangingν using Eqs.24b-24d gives
where ν = y
which is quadratic in the internal state x 4d . Using the procedure proposed in Reference. 21 the desired internal state is computed as
In order to enforce the condition that the internal state follows the desired x 4d , the control variable u is designed such that the fast subsystem
is asymptotically stable about x 4d . Since the control appears linearly, proportional control is chosen
Results and Discussion
The desired trajectory is y d (t) = A cos( πt 5 ) with A = 1, 2. The constants are chosen as α 2 = 6, α 1 = 12, α 0 = 8, β = 8. Note that these constants are chosen such that the time-scale behaviour is preserved in the closed-loop system. The control torque tau is assumed to have a time constant of 0.05s and position limits of ±1. Figures 1-5 present the simulation results. The position output and the tracking error is shown in Figures 1-2 . Notice that after the transient settles out perfect position tracking is achieved. This perfect output tracking indicates that the internal states are bounded and follow their desired values closely, as seen in Figures 3-4 . The error between the desired internal state x 4d and the actual system response for both the cases is within ±0.001. The control input required to accomplish the exact output tracking is shown in Figure 5 . Notice that the torque computed is bounded and within constrained limits. The peaks around the first few seconds are due to the arbitrarily chosen initial conditions, and not the equilibrium solution for the system. 
C. Nonlinear Aircraft Tracking
The purpose of this example is to test the performance of the proposed controller for the longitudinal axis Conventional Take-off and Landing (CTOL) Aircraft, which is a Douglas DC-8. 4 The aircraft model has three degrees-of-freedom: horizontal and vertical position (x, z), and pitch attitude angle θ. The objective is to control the translational kinematics while stabilizing the unstable rotational dynamics. The two available controls are thrust u 1 , and pitching moment u 2 . The aircraft model is described by the following first-order differential equations:
where u,w are the forward and vertical velocities, q is the pitch rate and α = θ−tan −1 w u is the angle-of-attack. The aerodynamic forces and physical constants are chosen 22 and given as m = 85000kg, J = 4 * 10
g , b = 0.01, and c = 6. The system of Eqs.28 is given in the desired compact normal form. The non-minimum phase characteristic is due to the pitching moment inducing a parasitic downward force onto the system.
Controller Design
The first step in the control design is to write Eqs.28 in singularly perturbed form. To determine whether the rotation θ can be employed as a control, a time-scale analysis similar to the beam-ball example is carried out. Let the reference quantities be denoted as (t 0 , x 0 , z 0 , u 0 , w 0 , θ 0 , q 0 ), (u 10 , u 20 ), and (D 0 = L 0 = u 10 = F y0 ). The non-dimensionalized equations are given aṡ = 1 is a very large quantity. Thus, it can be concluded that the rotational dynamics evolve faster and the pitch rate evolves faster than the translational velocities, where (x, y, u, w, θ) evolve at a rate of O(1). This conclusion permits the assumption of pitch attitude angle as the 'pseudo-control'. Thus pitch rate is the control input for the desired pitch attitude angle. Let e u = u − u d and e w = w − w d denote the errors between the actual and the desired output and rewrite the system of Eqs.28 aṡ
where is introduced to signify the time difference. Let θ d and q d indicate the desired internal states. Thus, the resulting reduced slow subsystem becomeṡ
that further simplifies tȯ
Using trigonometric identities and rearranginġ
In order to force the errors to asymptotically approach the origin, design the desired θ d and thrust u 1 such that
Notice that Eqs.35-36 are independent of q d and hence it can be computed as
This procedure completes the design of the controller for the slow subsystem. The fast subsystem controller now needs to be designed such that the fast state q follows q d asymptotically. This can be achieved by computing the required moment as
In the equations above λ denotes the desired closed-loop characteristics.
Results and Discussion
The control objective is to perform a climbing maneuver that tracks a constant velocity. 22 The forward velocity is commanded to be constant at 145ms Figures 8-9 . Thrust is seen to settle down to its equilibrium value of 3.694 × 10 8 N while the moment varies accordingly to provide sufficient upward force. As expected the directions of the vertical velocity and the applied moment are opposite: positive moment induces a negative downward force and reduces the vertical velocity to its desired value. Therefore, for the first 60 seconds the moment is negative, after which it changes sign. Perfect output tracking indicates that the internal aircraft states are stable. This behaviour is seen in Figure 10 -11. The pitch attitude angle (Figure 11 ) is bounded and behaves as expected. A climb produces an increase in pitch attitude angle, and a descent produces a negative value. The pitch rate behaviour seen in Figure 10 agrees with the commanded trajectory. In comparison with results published in Reference 22, this exact internal state trajectory was obtained using the offline technique proposed by Devasia et.al. 15 The complete two-dimensional trajectory is shown in Figure  12 .
V. Conclusions
A control formulation for output tracking of a general class of nonlinear non-minimum phase systems was developed. The desired internal-state reference and feedback control to stabilize the unstable internal dynamics were posed as an asymptotic slow tracking problem for singularly perturbed systems. Controller performance was demonstrated through numerical simulation for two benchmark nonlinear examples. Based on the results presented in the paper, the following conclusions are drawn. The tracking error for the beam-ball example was demonstrated to remain within |0.03| at all times, and perfect output tracking was demonstrated. This perfect output tracking was a result of perfect internal state tracking that was achieved by the nonlinear feedback law. This same behaviour was also seen for the aircraft example, where the tracking error was within |0.002| for the forward velocity and |0.049| for the vertical velocity. For both of these benchmark problems, the controller demonstrated asymptotic tracking irrespective of the desired reference trajectory. The controller was causal and did not require any preview of the desired reference.
