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Abstract
A simple nonlinear system modeling algorithm designed to work with limited a priori knowledge and short data records, is
examined. It creates an empirical Volterra series-based model of a system using an lq-constrained least squares algorithm with
q ≥ 1. If the system m (·) is a continuous and bounded map with a finite memory no longer than some known τ , then (for a D
parameter model and for a number of measurements N ) the difference between the resulting model of the system and the best
possible theoretical one is guaranteed to be of order
√
N−1 lnD, even for D ≥ N . The performance of models obtained for
q = 1, 1.5 and 2 is tested on the Wiener-Hammerstein benchmark system. The results suggest that the models obtained for q > 1
are better suited to characterize the nature of the system, while the sparse solutions obtained for q = 1 yield smaller error values
in terms of input-output behavior.
I. INTRODUCTION
We consider the following well-known problem: given limited prior knowledge about a discrete-time nonlinear dynamic
system and a limited amount of noisy measurements {(un, yn)} , n = 1, . . . , N, find an accurate model that describes the
system’s behavior; [1]. The only important assumption we make on the system is that it is represented by a continuous map
m (un), where un = [un, . . . , un−τ ]T , which has a finite memory, whose length is not specified but no larger than some
τ ∈ N.
Such a system, for bounded input signals, can be approximated arbitrarily well by a double-truncated Volterra series model;
cf. e.g. [2], [3], [4], [5], [6], [7] and the recent survey [10]. In practice, when no further information about the system is
available, one would like to take the largest accessible model (limited only by the computational resources) to get the best
possible approximation. Such an approach, in case of the Volterra representation, has however an immediate consequence: the
number D of model parameters is large even for models of moderate size. For the standard least squares approach this implies
that, in order to estimate these parameters accurately from the noisy measurements of the system, the number of measurements
N should be much larger than D. In such a case, the corresponding computation routines become both time consuming and
prone to numerical errors; see e.g. [2], [11], [12], [13], [1], [14], [15], [16]. The recent advances in statistics alleviate this
issue by offering constrained optimization algorithms that produce models of good quality for a number of measurements N
comparable to (or even smaller than) the number of model parameters D. The constraint assumptions are mild and in this
work they translate to the requirement that, for a given system, the lq-norm, q ≥ 1, of the vector composed of its Volterra
representation coefficients is finite. Our modeling algorithm relies on constrained convex optimization techniques, [17], [18],
and is derived from the aggregative algorithms which, for q = 1, were proposed and examined in e.g. [19], [20], and then
applied to dynamic nonlinear systems in [21].
The paper contribution consists in:
1) The class of nonlinear system modeling algorithms based on Volterra series and constrained optimization is examined
for lq norms, q ≥ 1.
2) The theoretical bounds for model errors are derived for finite D and N . It is shown, in particular, that these errors grow
like
√
lnD and vanishes like
√
N−1 with growing D and N , respectively; cf. e.g. [22], [23], where small sample size
properties are also examined in nonlinear system modeling problems.
3) The practical performance was verified using the benchmark data from [24] and further investigated using the numerical
experiment.
II. PROBLEM STATEMENT
The discrete-time nonlinear system of interest is described by the following input-output equation
yn = m (un) + en = m (un, un−1, . . . , un−τ ) + en, (1)
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Fig. 1: A nonlinear system.
where un and en are the input and the noise signals, respectively. The system is single-input single-output (SISO) and
m (un, un−1, . . . , un−τ ) denotes a nonlinear mapping whose output depends not only on the current input un but also on the
previous τ ones.
About the signals and the system we assume that:
A1. The system input un is a sequence of bounded i.i.d. random variables.
A2. The noise en is a zero-mean i.i.d. random sequence with a finite variance, σ2 <∞. The noise and the input are mutually
independent sequences.
A3 The nonlinear system m (·) has a finite memory of a length which is unknown but no longer than some τ ∈ N. Moreover,
m (·) is continuous and bounded, i.e. there is some Mm > 0 for which |m (un)| ≤Mm.
Assumptions A1 and A2 are typical for many system identification problems; cf. e.g. [1]. Assumption A3 says that our prior
knowledge about the system is rather limited. We neither assume the knowledge of the system structure nor imply that there
exists a specific parametric representation of any of its elements. The continuity requirement in A3 allows the system to be
approximated by the Volterra series-based models; see also Remark 2.
Example 1. Any LTI system with τ -finite memory satisfies Assumption A3. It also holds true for the aforementioned e.g.
block-oriented cascade (Hammerstein, Wiener, Wiener-Hammerstein, etc.) or multibranched cascade (e.g. Uryson) systems
with τ -finite overall memory length of their dynamic blocks and with (at least) Lipschitz static nonlinearities.
Our goal is to find a good estimate of the system under Assumptions A1–A3 based on a double-truncated Volterra series
model
V (un) = h0 +H1L (un) + · · ·+HPL (un) (2)
= h0 +
P∑
p=1
HpL (un) ,
where h0 is a constant and HpL (un) are the truncated Volterra operators (see e.g. [2], [3], [5])
HpL (un) =
L−1∑
k1=0
· · ·
L−1∑
kp=0
hk1...kp ·
p∏
i=1
un−ki ,
and where hk1...kp are the pth order Volterra kernels; P denotes the degree of the expansion and L ≤ τ stands for the memory
length of the model.
The Volterra expansion is derived from the Taylor series, see e.g. [8, Ch. 2.1], [9, Ch. 1.4] and extends its modeling
capabilities by incorporating dynamics into models. It however does not expand the modeling capability w.r.t. nonlinearities.
For the Volterra series, the class of admissible nonlinearities appears, in fact, to be smaller as indicated by an example of the
peak-hold operator given by Boyd and Chua in [3, p. 1152] (here in a discrete-time version):
yn = max
k=0,1,...
{xn−k} . (3)
The operator in (3) is continuous but has no fading memory property and thus (by virtue of their theorem [3, Th. 3]) cannot be
approximated arbitrarily well by a Volterra series. This example shows that, in order to effectively model the nonlinear system
by the Volterra series, the assumptions imposed on the system nonlinearity:
• cannot be, in general, considered separately from the dynamics, and need to be stronger than in case of static nonlinear
systems and their Taylor expansion-based models, where, by virtue of the Weierstrass-Stone theorem, it suffices that the
nonlinearity is continuous (if we want it to be approximated arbitrarily well - as it is the case in our paper) or is analytic
(if we want to recover it fully). Nevertheless,
• in the particular case of systems satisfying Assumption A3, the continuity requirements is sufficient because of the systems’
finite memory.
Remark 2. In a special case of block-oriented systems of known structure (like e.g. the Hammerstein, Wiener, Uryson, or LNL
and NLN systems), where the Volterra kernels can be expressed in terms of impulse response coefficients of dynamic linear
3blocks and of derivatives of the static nonlinearities, the constraints imposed on these nonlinearities can also be equivalent to
the Taylor series ones; cf. e.g. [8, Ch. 2.1.1] and [6].
III. THE ALGORITHM
Thanks to the fact that the kernels hk1...kp in (2) are symmetric with respect to the permutations of indices k1 . . . kp, the
number of parameters D to be estimated reduces from L
P+1−1
L−1 to
(
L+P
L
)
; cf. [6]. However, even for small P and L, D is a
large number and might not be further reduced without additional information about the structure of the system; see e.g. [25],
[6]. Moreover, even if the system structure was known, we would not be able to decide what parameters P and L should
be used since, under Assumption A3, the class of systems is still too general to be exactly represented by Volterra models.
Therefore, in such a scenario one would take the largest available dictionary and let the data select the best subset. This requires
an algorithm which either:
• selects the largest (i.e. the most important) coefficients ([26], [27], [28]) or, at least,
• is robust against the effect of overparametrization (i.e. the excessive number of model parameters).
We will show that the presented algorithm offers the latter property and, in particular, works when D > N .
Remark 3. Some system structures, e.g. the Hammerstein or Uryson ones, have structured or sparse Volterra representations
[25], [6]. Nevertheless, we do not assume that the structure of the system is known and therefore we need an algorithm which
will work in either case (note that the LASSO-based algorithms are designed to work when it is assumed a priori that the
model has a sparse structure [28]).
For notation simplicity, we arrange the coefficients of the Volterra series kernels hk1...kp , p = 1, . . . , P , kj = 0, . . . , L− 1
and j = 0, . . . , p, from the model (2), into a vector θ = [θ1, θ2, . . . , θD]
T and denote the corresponding Volterra terms as
mi (u) , i = 1, . . . , D. The collection {mi (u)} will be referred to as a dictionary. Note that by Assumption A1 we have that
|mi (u)| ≤Md, for some Md > 0.
The system model is thus expressed as
mˆ(u; θˆ) =
D∑
i=1
θˆimi (u) , (4)
where θˆ = [θˆ1, θˆ2, . . . , θˆD]T is the empirical counterpart of the vector θ, obtained from the measurement set {(un, yn)} ,
n = 1, . . . , N , by minimization of the empirical quadratic criterion (note that the summation in (5) starts at τ + 1 since the
first τ values of the input are not known):
Qˆ (θ) =
1
N − τ
N∑
i=τ+1
[mˆ (ui; θ)− yi]2 . (5)
with the following constraint imposed on the solution
‖θ‖q ≤ D
1
q−1, for a given q ≥ 1. (6)
Remark 4. By virtue of the well-known relation between the lq-norms
‖θ‖q ≤ ‖θ‖1 ≤ D1−
1
q ‖θ‖q , (7)
the constraint in (6) implies that ‖θ‖1 ≤ 1, which is a pivotal fact used in the proof of the theoretical behavior of the
model mˆ(u; θˆ), and cannot be relaxed in general. However, if it is known that the structure of the system has a sparse
Volterra representation, that is, if θ is K-sparse1 for some K < D, then the right-hand side inequality in (7) turns into
‖θ‖1 ≤ K1−
1
q ‖θ‖q . In this case, the constraint in (6) remains the same for q = 1, but for q > 1 it can be turned into a
weaker one
‖θ‖q ≤ K
1
q−1.
Example 5. For q = 1, 1.5 and 2, the constraint (6) takes the forms
‖θ‖1 ≤ 1, ‖θ‖1.5 ≤
3
√
D−1, and ‖θ‖2 ≤
√
D−1,
respectively.
Remark 6. In case of Volterra series, the constraint in (6) means that the sequence of Volterra kernel coefficients θ is in
the space lq , that is, they are lq-summable. Note that this assumption is satisfied for all models with finite P and L (and
for all q ≥ 1) up to the multiplicative constant – see Section III-B and cf. Assumption A3. In turn, for the infinite memory
models, it is satisfied if the system possesses a fading memory property; see [29]. Such a property holds, e.g. for Hammerstein,
Wiener, Hammerstein-Wiener systems with Lipschitz nonlinearities and asymptotically stable linear subsystems; cf. Remark 2
and Example 1.
1That is, there are K non-zero coefficients.
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Fig. 2: Possible selections of the tuning parameter (multiplication factor R) for q = 1: (a) the optimal one (the smallest for
which ‖θ∗‖1 = 1 holds); (b) too large R can make the unconstrained LS solution acceptable; (c) too small R can make the
optimal solution θ∗ infeasible (black dot – LS solution, red – the optimal one θ∗, and white – the l1 constrained empirical
solution θˆ).
A. Theoretical properties
Here we present the main result of the paper, that is, the upper bound of the discrepancy between the empirical models (4)
and the best possible one, given as
mˆ (u; θ∗) =
D∑
i=1
θ∗imi (u) , (8)
where θ∗ is the solution to the following constrained least squares problem
θ∗ = argmin‖θ‖q≤D1/q−1Q (θ) , Q (θ) = E {mˆ (un; θ)− yn}2 , (9)
for a given q ≥ 1; cf. (5) and (6).
The theorem below gives the upper bound of this discrepancy and offers a formal justification of a good behavior of the
examined models in case when D is large and D ≥ N .
Theorem 7. Let the nonlinear system (1) fulfill Assumptions A1–A3 and let (6) hold for some q = χ ≥ 1, then, for any
q ∈ [1, χ], the difference between the empirical model, mˆ(u; θˆ), and the best possible one, m (u; θ∗), has the following upper
bound
E{Q(θˆ)} −Q (θ∗) ≤ C ·
√
N
N − τ
√
(τ + 1) lnD, (10)
for any D > 2, where C = 32
√
e(Mσ + 2M2) and M = max {Mm,Md}.
Proof. See Appendix.
The theorem generalizes the result obtained in [21] for q = 1 (see also the original one in [19]) and, in particular, says that:
• The upper bound of the error is practically immune to the number of model parameters D as it grows only logarithmically
with D. This property is of special significance for the Volterra series-based models, for which D grows fast with both
L and P .
• For D being of order equal to (or larger than)
√
N (and hence for D ≥ N ), our models have the error upper bound lower
than those produced by the unconstrained least squares algorithms, for which this bound is of order D/N ; cf. e.g. [1].
Remark 8. The exact value of τ is only needed to establish the formal bound of the error in (9). If τ is not known (or known
to be infinite), then one should expect slightly worse performance of the algorithm – as shown for q = 1 in [30] that if τ =∞,
then the error bound vanishes slower (by a factor
√
lnN ) with growing N and the additional term N−c, c > 0 occurs.
Remark 9. Assumptions A1-A3 can be slightly weakened. For instance, one can admit correlated input; see e.g. [21] for
q = 1. In that case, the resulting models error vanishes with growing N and still maintain its robustness against large number
of model parameters D as in (10). The only drawback is that the overall memory length τ need to be increased in order to
take into account the correlation of the signal. Also, the system memory does not need to be finite, however, the resulting error
bound is larger as indicated in the Remark 8.
B. Tuning the algorithm
Usually, we do not know a priori whether the constraint (6) is satisfied by the system of interest. Observe however that
we can make any system satisfying the Assumption A3 compliant with (6) by multiplying the dictionary entries by some,
sufficiently large, factor R > 0.2 Below we shortly examine the impact of R on the aggregation error bound in (10).
2Or by using the equivalent constraint ‖θˆ‖q ≤ R ·D1/q−1.
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Fig. 3: (a) Shapes and relative sizes of the constraint in (6) for q = 1 (light grey), q = 1.5 (white) and q = 2 (dark gray);
D = 2; θ∗ = [1/2 1/2] (b) For a system with a ’sparse’ representation (θ∗ = [1 0]), the dictionary entries, which are optimal
for q = 1, need to be, for q = 2, multiplied by R =
√
2 (which is also equivalent to multiplying by R the bound in (6)).
1) Case q = 1: For the l1 constraint, R has a quite straightforward impact on the aggregation error bound (10): its squared
value occurs there as a multiplicative factor (see (15) in Remark 11 following the proof in Appendix 7 and cf. (10)):
C = 32
√
e(RMσ + 2 (RM)
2
) (11)
One would therefore like to make R small, however, decreasing R pushes the optimal solution θ∗ towards the constraint
boundary and can eventually set it outside of it; see the illustrations in Figs. 2a-c.
2) Case 1 < q ≤ 2: The left-hand side of the norm inequality in (7) indicates (and Fig. 3a illustrates it for D = 2) that if
for a given q = χ > 1, the constraint in (6) holds true for a system, then it holds for any other q’s such that 1 ≤ q < χ and –
consequently – the upper bound constants in (11) remain valid for all these q’s.
In the reversed situation, however, when it is only known that (6) holds for q = 1, one needs to take R = D1−
1
q (cf. the
right-hand side of the inequality in (7) and Fig. 3b) to assure that (6) is valid for q > 1 as well. This, unfortunately, can have
a detrimental influence on the algorithm behavior since then
C = 32
√
e(D1−
1
qMσ + 2(D1−
1
qM)2) (12)
and the upper bound of the aggregation error increases with q and becomes approximately D2(1−1/q) times larger (i.e. up to
D times larger for q = 2) than in (10)3.
3) Empirical tuning algorithm: Below we propose a simple empirical algorithm to select a value of the tuning parameter
R.
Algorithm: For a given q ≥ 1, pick some (large) R > 0, such that ‖θˆ‖q  D 1q−1. Next, pick some (small) ε > 0 and
decrease4 R until
‖θˆ‖q ∈ [D 1q−1 − ε,D 1q−1).
In the presence of noise one should usually decrease R even more once ‖θˆ‖q = D 1q−1 is attained, however, there is a risk
that in such a case the actual solution θ∗ will be shifted outside the constraint and a systematic (bias) error will be introduced;
see Fig. 2c.
IV. EXPERIMENTAL/SIMULATION RESULTS
We first tested the algorithm on a real data example, namely the Wiener-Hammerstein benchmark presented in [24].5 Then, to
get a deeper insight into the behavior of the algorithm in a controlled environment, we also made additional experiments using
a ’toy-example’ system with a Wiener-Hammerstein structure; the systems are referred to as WHB and WH2, respectively.
A. Wiener-Hammerstein benchmark
The benchmark data were taken from a nonlinear electronic system with a Wiener-Hammerstein structure, as depicted in
Fig. 4. More details on how the benchmark data were generated can be found in [24].
The system was modeled with a third degree Volterra series with varying (decreasing) memory lengths of each kernel,
namely L1 = 80, L2 = 40 and L3 = 20. It resulted in the overall number of parameters D = 2441. The measurement sets of
lengths N = 500, 1000, 2000 and 5000 were taken from the benchmark’s learning data pool. Three models were estimated for
q = 1, 1.5 and 2. Algorithm III-B3 was used to tune the R factor separately for each q; see Fig. 3.
Remark 10. Decreasing the memory length in the consecutive Volterra kernels was dictated by the excessive computational
overhead (the model with equal memory length kernels would have
(
80+3
3
)
= 91 881 parameters) and the numerical issues
encountered for the model of that size.
3In case of a K-sparse representation, the factor D1−1/q in (12) reduces to K1−1/q .
4It can effectively be implemented using a fast bisection search procedure.
5Since the data are generated by the real system, we cannot assure that all the assumptions A1-A3 hold.
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Fig. 5: WHB benchmark. Model kernels shapes and outputs comparison.
The experiments revealed that for each N the model obtained for q = 1 offered the smallest RMSe error (calculated according
to the formula (4) in [24]) with respect to input-output behavior; see Fig. 6. It can be explained by its tendency to select a
sparse representation; see Fig. 5 and 7; cf. e.g. [31], [33] and [28, Ch. 6].
B. Simulation example
Let us now consider a system with the same Wiener-Hammerstein structure, but with the nonlinearity x2, the input dynamics
having the two-tap impulse response λ0 = 1 and λ1 = −1, and with the output dynamics having the following discrete transfer
function G (z) = 0.2655z/
(
z2 − 1.714z + 0.78). The input signal {un} was white and uniformly distributed in the interval
[−√3,√3]. The additive output noise was white and Gaussian, and was scaled in order to make the SNR = 1, 10, 40, 80 and
100. The measurement sets had lengths N = 500, 750, 1000, 1250, 1500 and 2000. The Volterra model used in this experiment
was the second order one with equal memory length kernels, L1 = L2 = L = 40 (it thus had D = 861 parameters).
The experiment was repeated to evaluate three models, for q = 1, 1.5 and 2, respectively. The results confirm the advantage
of the model obtained for q = 1 which, regardless of the noise level, is still able to yield the sparsest model of the system and
the lowest RMSe values; see Fig. 8a,b and cf. Fig. 6a,b.
Comparing the diagrams in Figs. 5a,b one can observe that – in spite of various shapes of the kernels obtained for various
q – the WHB system models produced almost the same output signals. In attempt to replicate this phenomenon for the WH2
system we correlated its input signal6 by the dynamics G (z) and removed the output noise; see Figs. 7a,b. Now, to explain this
behavior, we denote by θˆ1, θˆ2 the solutions found by the algorithm for q = 1 and for q = 2, and by S the matrix composed
from the consecutive Volterra terms
S = [sT1 , s
T
2 , . . . , s
T
N ]
T ,
sn = [m1 (un) ,m2 (un) , . . . ,mD (un)]
T , (13)
The different shapes of the kernels, together with virtually the same outputs produced by either model, mean therefore that
S
(
θˆ1 − θˆ2
)
≈ 0, which implies that the input signal correlation made the columns of S linearly dependent (i.e. the difference
vector θˆ1 − θˆ2 belongs to the null space of that matrix); cf. also [34], where the LASSO algorithm was tested for correlated
data.
6In [21] the correlated input was admitted and the result in that work can easily be applied to our case.
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Fig. 7: WH2 system driven by a correlated input signal.
The performance of the proposed algorithms was finally compared to the algorithms based on Volterra series and uncon-
strained least squares approach. The results are presented in Fig. 9. One can observe that the models obtained by the proposed
constrained algorithms (especially for q = 1) have smaller error even when the number of measurements is significantly smaller
(N = 500 vs. N = 5000) that in the unconstrained case. Comparing our results to those in the literature, we would like to
point out that:
1) In the [21], where the l1 algorithm was originally proposed, the error of the model was compared to the best possible
model (that is, to the best approximation of the system by the Volterra series). The difference was apparently small; see
Fig. 2 in [21]. We would also like to point out that the experiments made in [14] & [6] were based on systems with a
relatively short memory so that the resulting models with L = 11 and P = 3 were of size D = 364. In our benchmark
experiment, in turn, the model with D = 2441 (i.e. of order of magnitude larger) was used.
2) In the [30], where the l1 algorithm was tested against the infinite memory nonlinear system, the comparison, similar to
the added to the corrected version of the manuscript, was presented. The modeled system was again much simpler than
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Fig. 9: Performance of the proposed constrained algorithms versus the unconstrained ones
the Wiener-Hammerstein benchmark examined in our manuscript and the resulting Volterra models were subsequently
significantly smaller in size. Nevertheless, the advantage of the l1 algorithm over the LS ones is also noticeable there;
see Fig. 3 in [30].
V. CONCLUSIONS
The problem of effective modeling of nonlinear dynamic systems using short data records remains both interesting from the
formal viewpoint and important in practice. In the paper we examined the modeling algorithm based on Volterra series and
convex optimization, and concluded that:
• The error between the resulting empirical models and their best possible theoretical counterparts is no larger than
O(√lnD/√N) for any finite D > 2. This makes the algorithm robust against overparametrization and superior to
the unconstrained least squares algorithms, especially for D ≈ √N ; and, a fortiori, for D ≥ N .
• The benchmark experiments confirmed such robustness for q = 1 in particular and, to less extent, also for q > 1. For
q = 1, the algorithm prefers sparse (“non-smooth”) solutions at the expense of its system nature modeling capability. On
the other hand, the models obtained for q = 1.5, 2, while worse in terms of model error, are more accurate in reproducing
the nature of the system.
The most apparent and challenging issue of the proposed approach is the large size of the Volterra models. This is however
the consequence of a poor prior knowledge about the system structure and the variety of possible nonlinear structures and
characteristics. It should be noted that if more prior knowledge is available then the more effective and parsimonious algorithms
can be applied, however, such algorithms are specifically designed for particular system structures (be it Hammerstein, or Wiener,
or Wiener-Hammerstein systems) and fail if the actual system is different than assumed; see e.g. [31], [32].
9APPENDIX
PROOF OF THEOREM 7
The following derivation is based on the proof in [19] and extends the one in [21] for the case when q > 1 by employing
the norm inequality in (7). We use the matrix/vector notation
A = E
{
sis
T
i
}
,b = 2E {siyi} , and c = E
{
y2i
}
,
where the vectors si, i = τ + 1, . . . , N, are defined as in (13), so that Q (θ) in (9) can be rewritten into a form
Q (θ) = θTAθ − θTb+ c = Q0 (θ) + c.
where Q0 (θ) = θTAθ − θTb. Analogously, we define
Aˆ =
1
N − τ
N∑
i=τ+1
sis
T
i .
Note that Aˆ, being an empirical counterpart of A, is also a symmetric D ×D matrix with the components
Aˆlk =
1
N − τ
N∑
i=τ+1
ml (ui)mk (ui) ,
for k, l = 1, . . . , D. Defining similarly the other two vectors
bˆ =
2
N − τ
N∑
i=τ+1
siyi and cˆ =
1
N − τ
N∑
i=τ+1
y2i .
we get the following counterpart of (5)
Qˆ (θ) = θT Aˆθ − θT bˆ+ cˆ = Qˆ0 {θ}+ cˆ,
where
Qˆ0 (θ) = θ
T Aˆθ − θT bˆ.
To show the bound for E{Q(θˆ)} −Q (θ∗), we will use the inequality
Q(θˆ)−Q (θ∗) = Q0(θˆ)−Q0 (θ∗)
=
[
Q0(θˆ)− Qˆ0
(
θˆ
)]
+
[
Qˆ0
(
θˆ
)
−Q0 (θ∗)
]
≤ 2 sup
‖θ‖q≤D1/q−1
∣∣∣Qˆ0 (θ)−Q0 (θ)∣∣∣ ,
which allows us to get rid from the analysis the empirical parameter vector θˆ, as it now remains on the left-hand side only.
The term in the right-hand side of the above inequality can further be decomposed as
Qˆ0 (θ)−Q0 (θ) = θT Aˆθ − θT bˆ−
[
θTAθ − θTb]
= θT
(
Aˆ−A
)
θ − θT
(
bˆ− b
)
.
Taking now into account that the constraint ‖θ‖1 ≤ 1 holds by virtue of the assumption in (6) and because of the norm
inequality in (7), and by applying both triangle and Ho¨lder inequalities to
∣∣∣θT (Aˆ−A) θ∣∣∣ and to ∣∣∣θT (bˆ− b)∣∣∣, we get that∣∣∣Qˆ0 (θ)−Q0 (θ)∣∣∣ ≤ 2 ‖γ‖∞ ,
where
‖γ‖∞ = maxi |γi| , γ = [a11, . . . , alk, b1, . . . , bD]
T ,
is an auxiliary vector composed of the unique components {alk} , 1 ≤ l ≤ k ≤ D, of the matrix Aˆ−A and of components
{bl} of the vector bˆ− b, respectively. Observing now that γ can be further rewritten as
γ =
1
N − τ
N∑
i=τ+1
ηi,
where
ηi=[p11(ui) , . . . ,plk(ui) , . . . ,pDD(ui) ,q1(ui) , . . . ,qD(ui)]T
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for 1 ≤ l ≤ k ≤ D, with
plk (ui) = ml (ui)mk (ui)− E {ml (u0)mk (u0)} ,
ql (ui) = 2ml (ui) [m (ui) + ei]− 2E {ml (u0)m (ui)} ,
we get the bound
E{Q(θˆ)} −Q (θ∗) ≤ 2E
{
sup
‖θ‖1≤1
∣∣∣Qˆ0 (θ)−Q0 (θ)∣∣∣}
≤ 4
N − τ E
∥∥∥∥∥
N∑
i=τ+1
ηi
∥∥∥∥∥
∞
.
Recall now that the map m (·) and the dictionary elements are bounded by M = max {Mm,Md} (cf. Assumption A3), and
hence
|plk| ≤ 2M2 and |ql| ≤ 2M |ei|+ 4M2, (14)
for all 1 ≤ l ≤ k ≤ D and i = τ +1, . . . , N . Following from this point the proof as in [21], we will eventually get the bound
E{Q(θˆ)} −Q (θ∗) ≤ C
√
N
N − τ
√
(τ + 1) lnD,
with the constant C = 32
√
e
(
Mσ +M2
)
, as in (10).
Remark 11. To take into account the multiplication factor R, introduced in Algorithm III-B3, and to get the constant C as
in (11), we only need to replace the bounds in (14) by the following ones
|plk| ≤ 2 (MR)2 and |ql| ≤ 2MR |ei|+ 4(MR)2, (15)
for all 1 ≤ l ≤ k ≤ D and i = τ + 1, . . . , N .
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