Abstract-In this paper, we shed some light on the latency and reliability issues of mobile backhaul networks, which have been largely ignored in the past, and examine their impact on LTE-A heterogeneous networks (HetNets). Specifically, we propose a backhaul-aware user association algorithm for fiber-wireless (FiWi) enhanced LTE-A HetNets. The performance limiting factors of state-of-the-art fiber backhaul infrastructures are highlighted and a variety of solutions are described. To mitigate the vulnerability of the backhaul against fiber cuts, we introduce different advanced protection techniques. Accounting for the given conditions of the backhaul in terms of delay and reliability, we present a distributed load-balancing algorithm for user association in FiWi-LTE HetNets. The proposed algorithm is analyzed and evaluated numerically by comparing its performance with state-of-the-art alternative approaches in terms of average delay, blocking probability, average achievable throughput, and service interruption percentage. The obtained results demonstrate that our algorithm outperform its counterparts in terms of delay and service interruption percentage, while its average achievable throughput is the same as that of a backhaul-unaware alternative solution. In addition, the blocking probability of the proposed backhaul-aware load-balancing method is shown to be higher than that of backhaul-unaware ones.
Backhaul-Aware User Association in FiWi Enhanced
LTE-A Heterogeneous Networks bandwidth demand raised by bandwidth-hungry multimedia applications run on smart phones, tablets, and smart media displays [1] - [4] . In HetNets, low-cost low-power small cells are deployed over the existing macrocell coverage area to increase achievable data rates by increasing spatial reuse of spectrum. Typically, the coverage areas of these macro-and small cells are overlapped. Thus, operators have some degree of freedom to modify user distributions across the networks by means of traffic steering to improve network performance. Furthermore, the concept of WiFi offloading has in recent years become a complementary solution to reduce the huge bandwidth demand of cellular networks by pushing a portion of data and video traffic from the increasingly congested 3G and 4G cellular networks to WiFi hot-spots [5] - [7] . This is mainly due to the ubiquity of already deployed WiFi access points (APs) and the proliferation of dual-mode smart phones and tablets. Thus, future wireless access networks are envisioned as a mixture of current and new technologies, e.g., High-Speed Packet Access (HSPA), WiFi, and Long Term Evolution (LTE) with various cell sizes, whereby low powered user-deployed femtocells and user/operator-deployed low powered WiFi APs are underlaid throughout the coverage area of operator-deployed macro base stations (MBSs) [5] .
HetNets are expected to be a cellular paradigm shift, which raises new research challenges. Among others, the so-called backhaul bottleneck, whose importance has not been recognized since most 4G LTE network research so far has been focusing on the achievable performance gains in the wireless front-end only without looking into the details of backhaul implementations and possible backhaul bottlenecks [8] . According to Andrews, from a 4G LTE network research point of view, a shift is required that recognizes the importance of the backhaul bottleneck. In particular, most previous works assumed perfect and reliable backhaul conditions with infinite capacity or near-perfect backhaul solutions [9] .
In [10] , the concept of backhaul awareness has been considered in the base station (BS) assignment by assuming finite capacity. Recently, a backhaul-aware interference management algorithm has been proposed [11] , in which the condition of both radio access and heterogeneous backhaul (wireless and wired) with finite capacity is employed to optimize users' delay-rate trade-off. Generally, these efforts are valuable in the sense that they drew the attention of researchers to contemplate the issues of backhaul in greater depth. In [12] , the impact of specific backhaul topologies (mesh vs. tree) and technologies was investigated and it was shown that ultimately the major factor limiting the performance of coordinated multipoint (CoMP) transmission and reception in 4G mobile networks is latency rather than capacity of the backhaul; this important observation was made by means of extensive simulations without providing any analytical model. Despite these recent findings, there exist open challenges related to reliability issues of the backhaul, especially in optical fiber backhaul infrastructures, which may suffer from fiber cuts.
Optical fiber based solutions have been widely viewed as the ultimate solution for the backhaul of broadband access networks, due to their high capacity and low latency characteristics. The importance of high-speed low-latency fiber backhaul infrastructures is further pronounced by the introduction of CoMP, one of the main performance-enhancing techniques in 3GPP LTE-Advanced (LTE-A) Release-11 [13] . Passive optical networks (PONs) have been widely deployed and have recently received much attention to be converged with wireless access networks. The convergence of optical fiber and wireless networks gives rise to so-called fiber-wireless (FiWi) broadband access networks [14] .
FiWi access networks aim at combining the reliability, robustness, and high capacity of optical fiber networks with the flexibility, ubiquity, and cost savings of wireless networks [14] . Over the last few years, significant progress has been made on the design of hybrid optical-wireless access networks. Recent research activities in this area are mostly based on the integration of low-cost, simple Ethernet passive optical network (EPON) with wireless local area network (WLAN), WiMAX, and LTE networks. However, the convergence of HetNets with fiber backhauling has not been investigated in sufficient detail so far. In [15] , an efficient small cell backhauling strategy has been proposed that leverages existing fiber resources in a cost-optimal manner. The authors formulated an optimum planing framework to develop a cost-minimized backhaul for a small cell network, which is based on the deployment of PONs on top of the existing infrastructure. However, to the best of our knowledge, there are still some untouched issues in the convergence of HetNet and PON. More specifically, most research activities on the HetNet wireless front-end have been conducted under the assumption of a reliable backhaul with infinite capacity and negligible latency.
In this paper, we first present a reference model for the convergence of HetNet and PON networks by taking backhaul limitations with regard to reliability and delay into account. We introduce an advanced resource allocation method for PONs to reduce the backhaul transmission delay. Furthermore, the survivability of the backhaul is improved by employing hybrid wireless/fiber back-up links. In addition to these improvements applied at the PON backhaul, we consider backhaul conditions for the user association in the wireless front-end. We assume that each BS, in both macro-and small cells, estimates its backhaul operational parameters, i.e., delay and reliability level, and distributes this information throughout its coverage area. Note that here the reliability level indicates the probability that the BS backhaul connection to the OLT remains intact in the event of fiber cuts and intermediate nodes failures. To do so, we present an analytical framework to estimate the delay and reliability level of each BS. Each user equipment (UE) listens to the received signals to distinguish its neighbouring BSs and their respective backhaul conditions. Then, it connects to a serving BS that satisfies the UE's given reliability and delay requirement according to a distributed association algorithm.
The remainder of the paper is organized as follows. In Section II, the details of the FiWi enhanced LTE-A HetNet reference model, including fiber backhaul and its shortcomings, as well as several performance enhancing techniques are explained. Section III formally describes our proposed backhaulaware user association algorithm for down-link transmissions. The analytical derivations of the average delay and reliability performance of the backhaul are given in Section IV. In Section V, relaxation techniques are employed to obtain a distributed user association. Numerical results are presented in Section VI. Finally, Section VII concludes the paper.
II. THE PROPOSED FIWI ENHANCED LTE-A HETNET REFERENCE MODEL

A. Architecture
In the proposed heterogeneous architecture, MBSs, femtocell BSs (FBSs), and WiFi access points (APs) are employed in the radio front-end. FBSs and APs are distributed randomly and uniformly in the coverage area of MBSs. In addition, the coverage area of small cells (APs and FBS) may overlap, whereby the overlap percentage of two APs (AP i and AP j ), two FBSs (FBS i and FBS j ), and an AP and an FBS (AP i and FBS j ) are denoted by AA (i, j) , FF (i, j) , and AF (i, j) , respectively. In the design of HetNets, these parameters can be used to adapt the capacity of the wireless front-end. Fig. 1 illustrates the proposed FiWi enhanced LTE-A heterogeneous network (FiWi-LTE HetNet) reference model. In this reference model, in addition to ordinary MBSs, FBSs, and APs, we employ femtocell relays (F-Relays), and dual mode access points (with access to both licensed and unlicensed frequency bands). It is worthwhile mentioning that in Fig. 1 WiFi APs are categorized according to their functionality in the wireless mesh network (WMN) as optical network unit-mesh portal point (ONU-MPP), mesh point (MP), and mesh access point (MAP). Furthermore, device-to-device (D2D) links may be utilized between UEs to improve spectrum efficiency and reduce backhaul traffic loads [16] , [17] . 
B. Fiber Backhaul Configurations and Their Shortcomings
On the backhaul of the reference model, we use high-speed time division multiplexing (TDM) PONs to provide the required capacity of HetNets. PONs have been widely deployed to realize low-cost, energy-efficient fiber optic access networks. Typically, the topology of PONs is tree-based with a central office (CO) and a number of optical network units (ONUs) at the root and leaf nodes, respectively. The optical line terminal (OLT) is located at the root in the CO and is connected to the ONUs through a 1:N optical splitter/combiner covering a fiber distance of up to 20 km [18] , as shown in Fig. 2(a) . An ONU may serve a single residential subscriber, referred to as fiber-tothe-home (FTTH), a single business subscriber, also known as fiber-to-the-business (FTTB), or multiple subscribers, referred to as fiber-to-the-club (FTTC).
Wavelength division multiplexing (WDM) PONs represent a multiple-channel alternative to conventional TDM PONs, where a dedicated pair of wavelength channels is assigned to each ONU for upstream and downstream transmissions. Assigning dedicated channels to each ONU brings some advantages, but requires replacing the power splitter/combiner in TDM PONs with a wavelength demultiplexer/multiplexer. IEEE 802.3ah Ethernet PON (EPON) with a symmetric data rate of 1 Gb/s, and ITU-T G.984 Gigabit PON (GPON) with an upstream data rate of 1.244 Gb/s and a downstream data rate of 2.488 Gb/s are state-of-the-art commercially available TDM PONs. However, these commercial technologies cannot meet the ever increasing bandwidth demand of access networks driven by the emergence of bandwidth-hungry multimedia applications. Next-generation PONs (NG-PONs) are intended to increase the capacity of fiber optic backhaul networks as well as their number of ONUs and coverage area [19] . So-called longreach PONs (LR-PONs) have been proposed to increase the coverage area of optical access networks. As shown in Fig. 2(b) . LR-PONs extend the fiber reach up to 100 km. Experimental demonstrations have successfully tested LR-PONs consisting of 17 power-splitting TDM PONs, each operating at a different pair of upstream and downstream wavelength channels and each serving up to 256 ONUs, translating into a total of 4352 ONUs [19] .
In current TDM PONs, the OLT broadcasts data to all ONUs in the downstream direction. Note that in the upstream direction, ONUs cannot communicate directly with one another. Instead, each ONU can only send data to the OLT. To facilitate dynamic bandwidth allocation (DBA) among ONUs, the socalled multipoint control protocol (MPCP) specified in IEEE 802.3ah is deployed in EPON to implement a report/grant based polling mechanism [18] . In each polling cycle, ONUs send their required instantaneous upstream bandwidth to the OLT through report messages. The OLT dynamically allocates variable upstream transmission windows by sending a separate grant message to each ONU. It is worthwhile mentioning that MPCP plays an important role in realizing delay-sensitive services, because the round-trip-time in PONs and especially LR-PONs increases the delay of data packets waiting for upstream transmission grants. Also note that the specification of any DBA algorithm is outside the scope of IEEE 802.3ah [18] . Thus, designing an optimal polling protocol for upstream transmissions in PON based mobile backhaul infrastructures is an important issue faced in the convergence of fiber backhaul and cellular networks. It is worth mentioning that the PON architecture can be implemented over existing fiber infrastructures to reduce the deployment costs of integrated PON and cellular access networks, similarly to the cost-optimal approach proposed in [15] .
PONs with their typical tree-and-branch topology may suffer from fiber failures that disconnect a single or even all ONUs from the OLT, as depicted in Fig. 3(a) . Thus, providing an acceptable reliability level is a critical issue for converged PON and HetNet networks. In ITU-T recommendation G.983.1, four types of protection, referred to as Types A, B, C, and D, have been standardized to improve the reliability of GPON and PONs in general against link and node failures by means of fiber redundancy. These protection strategies are as follows: Type A uses feeder fiber protection, Type B uses OLT and feeder fiber protection, Type C uses full PON duplication, and Type D uses independent duplication of feeder and distribution fibers [20] . Note, however, that these techniques do not provide direct inter-ONU communications, which was shown to be a more reliable and cost-effective approach requiring less fiber redundancy [21] . In the following, we propose advanced redundancy strategies to mitigate the shortcomings of the aforementioned ITU-T protections strategies and thus improve the backhaul reliability of FiWi-LTE HetNets by providing some means for inter-ONU communications.
C. Performance Enhancing Techniques
Instead of using the conventional interleaved polling with adaptive cycle time (IPACT) mechanism widely studied for the upstream bandwidth allocation in conventional PONs, we leverage the novel low-latency polling (LLP) technique recently proposed in [22] . With LLP, upstream report messages are decoupled from the upstream data transmissions by scheduling them separately such that they arrive immediately before a grant is transmitted downstream by the OLT. In this approach, the time a frame has to wait in a given ONU's queue is reduced by decreasing the waiting time between a frame being reported and being transmitted to the OLT. Thus, in LLP, the information carried in the report message provides more recent status information about a given ONU's queue. LLP requires only firmware upgrades at the OLT and can be implemented on a per-ONU basis, at the expense of one extra guard time per ONU. The extra guard time is necessary for the separate transmission of control and data, which increases the cycle time by a minimal amount. Interested readers are referred to [22] for more details on the LLP technique and its delay analysis.
To address the trade-off between cost and reliability, we protect the PON feeder fiber by using a standby fiber, as shown in Fig. 3(b) . In addition, interconnection fibers (IFs) are employed to interconnect a group of closely located ONUs via a short-distance fiber ring [21] . A number of ONUs (M ONUs out of N ONUs, M < N) are protected with wireless single-or multi-hop back-up links. Hence, traffic of optically disconnected ONUs can be transmitted over wireless back-up links to reach an ONU with a failure-free fiber connection to the OLT. Note that the aforementioned single-and multiple-hop wireless back-up connections serve as wireless relaying in radio front-end. The M wirelessly protected ONUs are selected according to the estimated reliability parameter defined according to a probabilistic survivability analysis framework introduced in [23] . We consider an orthogonal frequency division multiplexing (OFDM) wireless front-end, whereby the total wireless bandwidth, BW , is divided into K subcarriers, each with bandwidth
III. BACKHAUL-AWARE USER ASSOCIATION PROBLEM
A. Notations and Assumptions
is specified by K j . The bandwidth of each BS is scheduled among its associated UEs, whereby the transmission rate of UE i associated with BS j is denoted by r i j . If BS j allocates K i j subcarriers out of its K j subcarriers to UE i , the maximum achievable rate for downstream transmission, r i j , is given by
where SINR i j,k is the signal to noise and interference ratio of subcarrier k on the OFDM link between UE i and BS j , which is given by [24] 
where P j,k denotes the transmission power of BS j in subcarrier k, h i j,k denotes the radio channel gain between UE i and BS j , and I i j,k is the co-channel interference imposed by other cells on subcarrier k assigned to the transmission link between UE i and BS j . In the case j ∈ M , I i j,k is obtained as
Similarly, we can calculate I i j,k for j ∈ F (or j ∈ A) by moving the constraint z = j in (3) from the first term to the second (or third) term. It should be noted that the proposed algorithm can be extended to other channel models, including multipath fading effects. However, here, without loss of generality, we focus on path loss and shadowing. The bandwidth utilization of the backhaul depends on the status of its attached ONUs. We denote the upstream and downstream capacity of ONU j by C ONU up( j) and C ONU down( j) , respectively. Clearly, the total capacity of ONUs in OLT j must satisfy the following conditions
where i → OLT j means that ONU i is connected to OLT j . Note that in our reference model C OLT up( j) and C OLT down( j) is set to 10 Gb/s, in compliance with the latest high-speed TDM NG-PON such as IEEE 802.3av 10G-EPON. The busy capacity of an ONU, which indicates the bandwidth usage in up/down link, is determined by the traffic load of its wireless front-end. For example, the busy capacity of ONU k on the uplink, BC up k , is given by The reliability of the backhaul and its attached serving BSs is also considered in the user association phase by estimating the probability of their availability for given failure probabilities. Let P F(i j) indicate the failure probability of connection between i and j, where
In the next section, we will present a probabilistic analytical framework to estimate the reliability of each serving BS. We assume that each class of service requires a minimum level of reliability, which is specified by RL th(q) for service class q.
Next, we define the utility function (u i j ) of UE i associated with BS j with respect to spectrum efficiency (bit/sec/Hz) to account for the bit rate efficiency of the assigned radio resources as follows [10] 
which computes the average spectrum efficiency over all the subcarriers of BS j . Clearly, u i j > u ik implies that BS j would be better than BS k to serve UE i in terms of spectrum efficiency.
B. Problem Formulation
Our goal is to solve the traffic steering in the proposed reference model by determining the user association indicator (x i j ) to maximize the network-wide achievable spectrum efficiency, while satisfying given delay and reliability constraints. We formulate this problem for downlink transmissions as follows:
Note that the user association in the uplink direction can be formulated in the same manner, albeit it is more complicated due to the necessary power control, which in turn changes the interference among UEs and accordingly user association. Due to space constraints, we don't describe the uplink association and the required power control in further detail. The objective of the above optimization problem (7) is to maximize the overall network utility function, as indicated in (7a), where U(·) is a general utility function versus β i j u i j . The constraints of the optimization are specified in (7b)-(7g), where the constraint (7b) limits the user association to one BS. The constraint (7c) holds equal resource allocation strategy. The total load of ONUs attached to each OLT must be less than the OLT's downstream capacity (7d). In (7e)-(7f), the desired down-link transmission requirements (delay and reliability) of each BS are satisfied. Finally, the optimization parameters, x i j , are enforced by (7g) to ensure associating each user with one cell and avoiding partial association.
Note that (7) is a non-linear combinatorial optimization problem since the user association indicators can have only integer values. Furthermore, the users' utility function is a non-linear function, as given by (6) , which in turn is affected by the users association due to their mutual dependency. In Section V, we will present some relaxation techniques to reduce the complexity of solving this problem by means of a distributed algorithm. Prior to that, the delay and reliability estimations of each BS are derived in the subsequent section.
IV. DELAY AND RELIABILITY ANALYSIS
A. Delay
In this subsection, we analyze the delay of FiWi-LTE HetNet by assuming Poisson packet arrivals with arbitrary packet length distribution. The total downlink transmission delay of BS j , D down j , is computed as follows: (8) where 
where τ T denotes the propagation delay,L denotes the mean packet size, ρ denotes the relative load defined as traffic rate λ (given in bit/second) normalized by the channel capacity C T (bit/second), and Φ(ρ) denotes the queuing delay, which is given by
whereby σ 2 L represents the packet size variance. In [26] , the delay of the FiWi wireless front-end has been analyzed for the distributed coordination function (DCF) access mechanism. We use Eq. (37) in [26] 
where γ i and Δ i denote the mean arrival and service time of data packets at UE i , respectively. This equation is obtained by modeling the UE's queue as an M/M/1 queue under the assumption γ i Δ i < 1. The overall service time Δ i consists of the service time Δ ser,i required to transmit a packet and the sensing delay Δ sen,i required for the other UEs' transmission completion, Δ i = Δ ser,i + Δ sen,i . The service time Δ ser,i is given by [26] ,
where T s , T c , and ε denote the mean duration of a successful packet transmission, packet transmission with collision, and an empty time slot without any transmission, respectively; W 0 and H denote the minimum contention window and the maximum backoff stages, respectively, as specified in DCF; p e and p c denote the probability of transmission error and collision, respectively. The probability p c of each AP can be evaluated by using Eq. (23) in [26] . In addition, Δ sen,i is obtained similarly to [26] as
whereby D wait,k is given by
We estimate the downlink delay between UEs and MBSs or FBSs by modeling the downstream transmission according to an M/G/1 queue:
where α denotes the traffic load of MBS j , r i j denotes the transmission rate,L and σ 2 L denote the average and variance of packet length.
Finally, by substituting (9), (11), and (15) into (8), we can estimate the downlink delay of each serving BS, which is required in our developed optimization problem (see above constraint (7e)).
B. Reliability
In this subsection, the reliability of
is estimated by the probability that data steered to BS j can be forwarded to the OLT, whereby fiber cuts as well as BS, ONU, and OLT failures are the main malfunctioning factors. Let P F( j) and P C(zk) denote the probability that network element
, and that a fiber cut occurs, respectively, whereby z and k in P C(zk) specify the start and end points of fiber, respectively. In a simple tree-based PON structure, the location of the "ONUs-power splitter/combiner" and "power splitter/combiner-OLT" indicates the start and end points of the distribution fibers and feeder fiber, respectively. We assume that a fiber is divided into units of one meter, in which fiber cuts occur independently. Then, the total fiber cut probability is obtained by multiplying the fiber length with the given probability of a fiber cut per unit. This implies a linear relation between the total probability of a fiber cut and the fiber length. Furthermore, we assume that fiber cuts in different parts of the backhaul occur independently.
By considering the reference model in Fig. 1 , the backhaul failure of BS j connected to ONU k and OLT z is computed as
where P t BS j is the probability that BS j fails, P e(i j) is the probability that an error occurs in wireless channel between UE i and BS j , L denotes the packet length, and P F( j) , P F(k) , and P F(z) denote the failure probability of BS j , ONU k , and OLT z , respectively; P C(ks) and P C(sz) represent the fiber cut probability for the distribution and feeder fibers, respectively. Note that s indicates the splitter/combiner point in the PON.
OLT and feeder fiber protection links are taken into account by replacing P C(sz) and P F(z) in (16) with P C(sz) · P C(sz ) and P F(z) · P F(z ) , whereby P C(sz ) and P F(z ) are the failure probabilities of the feeder fiber and OLT back-up, respectively. In addition, the reliability improvement achieved via protection ring and wireless back-up can be modeled by computing the failure probability of all paths connecting ONUs and OLT. For instance, in Fig. 3(b) the failure probability of a BS connected to ONU 1 is computed by replacing P C (ks) in (16) with
where P C(r 1 r 2 ) denotes the failure probability of the ring between ONU 1 and ONU 2 . Note that in (17) we have four terms that specify the failure probability of four different paths between ONU 1 and the splitter/combiner. Similarly, the failure probability of a BS connected to ONU N−1 is calculated by replacing P C(ks) in (16) with
where
is the probability that an error occurs on the wireless link between ONU N−1 and ONU N . This approach can be used to compute the failure probability of a BS connected to ONU N . The formulation derived here is utilized to evaluate the failure probability of each BS in (7) . Note that each ONU is assumed to make use of an online fiber cut detection system, as proposed in [21] . Thus, this formulation holds for normal operating conditions (without any failure) according to a given value determined by the operator and the network's current operational conditions. However, in a fiber cut scenario, the failure probability of an element in this formulation is replaced with 1. By using this formulation, P F(i j) required in (7) can be obtained.
V. DISTRIBUTED BACKHAUL-AWARE USER ASSOCIATION ALGORITHM
In this section, we modify the optimization problem (7) by adopting the approach used in [27] for user association in HetNets. Toward this end, we employ a logarithmic utility function to achieve load balancing and a certain level of fairness among users. Thus, by assuming U(β i j u i j ) = log(β i j u i j ), (7a) is changed to
where β i j has been replaced with (7c). To further reduce the complexity of the optimization in (7), we relax the single BS association constraint and allow association indicator x i j to take any real value within [0, 1]. In this approach, referred to as fractional user association (FUA) [27] , UEs may be served by multiple BSs, which is more complicated to be implemented than the single BS association. However, a rounding method may be utilized to reverse the FUA problem to the single BS association problem.
By considering the FUA relaxation, (7g) changes to 0 ≤ x i j ≤ 1. Thus, the optimization problem (7) can be rewritten as follows
The new problem is a convex optimization problem, which needs to be solved by a central agent. To obtain a distributed association algorithm, we apply the dual decomposition method proposed in [27] by reducing the main optimization problem into two sub-problems. It is worth mentioning that the constraint (20d) accounts for the limited backhaul capacity. As the capacity of next-generation PONs has been increased to 10 Gb/s and beyond to meet growing access network demands, we may assume that the system is designed to satisfy this constraint under full-load traffic conditions. Under this assumption, constraint (20d) may be neglected in the following. Furthermore, to decompose (20), we need to add redundant constraint Y j < N u , which is necessary for the convergence analysis of the distributed algorithm [27] . Thus, optimization (20) changes to
In (21),
x k j is the only coupling constraint, which can be relaxed by defining a Lagrange multiplier (µ) according to the Lagrangian dual decomposition procedure [28] . Hence, the dual problem of (21) can be expressed as follows
where sub-problems f (µ) and g(µ) are given by
and
Note that the primal optimization (21) and its dual in (22) have strong duality and give the same optimal value. This strong duality holds under the Slater's conditions [29] . Here, given that all constraints in optimization (21) are linear equality/inequality, the Slater condition reduces to the feasibility of the problem [30] .
To obtain the optimal value of the dual problem, the two subproblems have to be maximized. Toward this end, we utilize the gradient projection method in [28] to solve the above subproblems in a distributed manner. The Lagrange multiplier µ is updated iteratively in the opposite direction to the gradient ΔS(µ). The distributed algorithms utilized in the UE and BS sides are summarized in the pseudo-codes of Algorithms 1 and 2 shown below.
There are two loops in Algorithm 1. In the first loop, lines 2-17, UE i selects its serving BS. In the second loop, lines 18-24, UE i stays with BS j * as long as the backhaul delay and reliability parameters meet the desired levels, otherwise the first loop is repeated to select another serving BS. Note that the first loop stops once the difference of µ new and µ old is less than 10 −6 . Moreover, if UE i changes its serving BS, µ old is reset to 0 to restart the loop for the new BS (lines 10-14). It should be noted that a UE is blocked if either the delay or reliability constraint is not met. Furthermore, the convergence of the dual problem can be proved by employing Theorem 1 in [27] . According to this theorem, if S * > −∞ then we have
where S * denotes the optimum value of (21) and ς is a positive constant. Here, the validity of this theorem can be proved by showing that the subgradiant of the dual problem, S, is bounded.
VI. RESULTS
In this section, we evaluate the proposed backhaul-aware user association algorithm in terms of average delay (D av ), blocking probability (BP), average achievable rate (AR av ), and probability of service outage due to fiber failures (P out ). We numerically evaluate this algorithm by fixing the location of MBS at the center of a macrocell and distributing APs and FBSs uniformly throughout the MBS coverage area. The transmit power of MBS, FBS, and AP is set to P MBS = 50 dBm, P FBS = 35 dBm, and P AP = 25 dBm, respectively. The path loss of MBS-UE and FBS/AP-UE are modeled as L(d) = 34 + 40 log(d) and L(d) = 37 + 30 log(d), respectively. Furthermore, we assume lognormal shadowing with standard deviation σ sh = 8 dB and thermal noise of −104 dBm at room temperature and a bandwidth of 10 MHz. The remaining system parameters and their default values are summarized in Table I . Note that as this paper aims at evaluating the backhaul delay and reliability issues, in our numerical results we assume that the backhaul capacity is sufficient to cope with wireless front-end traffic demands. To better assess the performance of our proposed algorithm, which we refer to as backhaul aware-load balancing (BA-LB) below, we compare it to the following alternative user association schemes:
• Backhaul Unaware-Maximum SINR (BU-MS): UEs associate with the BS with the maximum SINR without considering the backhaul conditions. • Backhaul Unaware-Load Balancing (BU-LB): UEs associate by using the load balancing algorithm introduced in [27] .
• Backhaul Aware-Maximum SINR (BA-MS): UEs associate with the BS with the maximum SINR only if it satisfies the delay and reliability constraints. In the following, the performance of the different algorithms under consideration is compared by increasing the total number of users in the front end. We note that the total traffic of the network can be estimated by considering the transmission rate per user, whereby the peak transmission rate per user is equal to 2 Mbps and the average achievable rate is determined according to the number of allocated subcarriers and SINR, as given in Eq. (1). Fig. 4(a) shows the average delay performance of the different association algorithms versus the number of UEs, N u . The average delay of BU-MS and BU-LB rapidly grows with increasing N u . However, with both BA-LB and BA-MS, the average delay is less than D th = 20 msec. This is due to the fact that with BA-LB and BA-MS a UE is blocked if its given delay constraint cannot be satisfied. Thus, the blocking probability in BA-MS and BA-LB as well as the increased delay in BU-MS and BU-LB are limiting factors. Fig. 4(b) provides further insight into the average delay imposed by the backhaul. We observe from the figure that the average delay at light loads (N u < 400) is about 1 msec and may be considered negligible with respect to the total delay. However, for N u > 400 the backhaul delay of BU-MS increases significantly. This is due to the unbalanced resource allocation in BU-MS, causing congestion at overloaded ONUs.
It is important to note that the average delay is mainly due to the downstream transmission delay imposed by wireless front-end. However, as we showed in Fig. 4(b) , the backhaul delay is significantly increased by overloading an ONU. The importance of reducing backhaul delay by means of backhaul awareness is also an important design goal for future 5G wireless networks (1 msec). In this regard, the considered LLP method for PON resource allocation plays a key role by being able to reduce the delay of backhaul upstream transmissions by up to 57% [22] . A more detailed study of further upstream delay improvements obtained through LLP is left for future work.
In Table II , the number of iterations and time complexity of each algorithm are summarized. As it can be seen, both BU-MS and BA-MS associate users in one iteration, whereas BU-LB and BA-LB algorithms converge after 273 and 13 iterations, respectively. Furthermore, the time complexity of all algorithms in each iteration is the same, namely O(m log(m)), whereby m denotes the number of neighboring BSs of each UE.
In Table III, In Fig. 5 , the blocking probability of BA-LB and BA-MS are compared. The figure illustrates that BA-MS has an inferior BP performance. The BP of BA-LB is increased sharply for N u higher than 300. This is due to the fact that for N u > 300 the average delay of BU-LB exceeds D th , and as a result BA-LB blocks UEs with delay higher than D th to satisfy the delay constraint. Note that the BP of BU-LB and BU-MS is 0. This is because in these methods no UE is blocked due to the backhaul conditions. Although BU-LB (BU-MS) and BA-LB (BA-MS) have basically the same operational procedures, BA-LB (BA-MS) takes the current backhaul conditions into account, which in turn blocks some UEs to meet the desired delay constraint. Fig. 6 depicts the average achievable throughput. At low N u , BU-LB outperforms the other algorithms. However, for increasing N U this superiority is diminished such that for higher N u (N u > 200) BA-MS exhibits a better AR av performance than the other alternatives. This is because at low N u , load balancing uses the BSs' resources efficiently by evenly distributing the load among different BSs. However, for increasing N u , the load of all BSs grows and as a result the throughput improvement obtained by load balancing becomes less significant. On the other hand, with BA-MS the number of served UEs is less than that of other algorithms due to the high blocking probability, translating into a higher AR av . Furthermore, for low N u , BU-LB has a higher AR av than BA-LB, whereas for increasing N u the gap between BU-LB and BA-LB is reduced such that for N u > 50 both methods achieve the same AR av . This is due to the fact that by taking into account the conditions of the backhaul the performance of BA-LB is limited, whereby this limitation becomes more significant for lower N u .
The reliability of the considered FiWi enhanced LTE-A HetNet architecture is evaluated via the percentage of service interruption (P out ) with respect to fiber cut probability P C(ks) . Two backhaul structures are compared, ordinary tree-based PON and protected PON with interconnection protection ring and single-hop wireless back-up links. In the protected PON, 5 ONUs are interconnected via a fiber ring, involving ONU i with i = 1, 2, . . . , 5. The remaining ONUs are interconnected by single-hop wireless back-up links, whereby each wireless backup link interconnects a different pair of ONU i and ONU i+1 , i = 6, . . . , 15. Note that there is no back-up protection in the ordinary tree-based PON. Fig. 7 compares the P out performance of the different backhaul configurations under consideration using two user association algorithms (BA-LB and BU-LB). We observe from Fig. 7 that by using the proposed protection techniques P out is significantly reduced. Furthermore, the backhaulawareness in both structures helps further decrease P out . This is due to the fact that BA-LB is able to track the backhaul conditions of serving BSs and reassigns UEs that are associated with BSs facing fiber backhaul failures.
VII. CONCLUSION
We proposed a backhaul-aware user association algorithm for FiWi-LTE HetNets and investigated its performance. First, we presented a reference model for FiWi-LTE HetNets and described its key components. The performance limiting factors of current state-of-the-art fiber backhaul infrastructures were highlighted and a variety of countermeasures were described. To mitigate the vulnerability of the backhaul against fiber cuts, we proposed to utilize fiber interconnection links and fiber protection ring for closely located ONUs as well as single-and multiple-hop wireless protection links between neighbouring ONUs. Taking the conditions of the backhaul in terms of delay and reliability into account, we presented our distributed BA-LB algorithm for user-association in FiWi-LTE HetNets. The proposed algorithm was analyzed and evaluated numerically by comparing its performance with BU-BL, BU-MS, and BA-MS alternative user association schemes in terms of average delay, blocking probability, average achievable throughput, and service interruption percentage. The obtained results show that our proposed algorithm outperforms BU-LB and BU-MS in terms of delay and service interruption percentage, while its average achievable throughput performance is comparable to that of BU-LB. Furthermore, our findings show that the blocking probability of BA-LB is higher than that of BU-LB and BU-MS and lower than that of BA-MS.
