Abstract: This paper presents the use of Taguchi methods for tuning PID parameters in a multivariable plant. The process used is a single-tank system with two inflows. The level in the main tank and one of the input flows are the controlled variables. The variation of eight parameters was analysed and tests were performed with a L 18 orthogonal array. After five stages of experimentation, a 65% improvement in signalto-noise ratio was achieved.
INTRODUCTION
Since proportional-integral-derivative controllers are easy to use and to tune, they have been extensively used in industry for many years. Many tuning methods have been devised for SISO systems and one of the most famous is the Ziegler and Nichols closed-loop tuning method (Seborg, et al., 1989) .
PID tuning is still a very popular subject of research, especially for multivariable plants. A robust PID controller design based on a semidefinite programming approach was implemented by J. Bao, et al. (1999) . Chien, et al. (2000) , also proposed a method for Two-Input, Two-Output systems requiring two bias-relay feedback tests to generate information on the interaction measure of the two-bytwo system. This paper presents the use of general experiment design methods implemented by Dr. G. Taguchi since the late 1940s (Roy, 1990) . This general quality method was first used for improving efficiency in industrial applications but it can be applied in many different cases where discrete changes in parameter values are made. For instance, Chen et al. (1996) , used these methods for optimising laser microengraving of photomasks. The effects of five key parameters were analysed and the laser linewidth was optimised using a L 16 orthogonal array. Griffin (2000) also used this design method to improve the quality of the Wheatstone bridge, which is an electrical device for precise measurement of values of resistors. Lee, et al. (1999) , published a paper on controller gain tuning of a simultaneous multi-axis PID controlled system. The parallel-mechanism machine tool used in this study (the Eclipse) provided a total of 32 controller gains to tune for robustness. Anderson (2000) explains both the basic Taguchi procedure and how to use the analysis of variance for analysing data. In this paper, the Two-Input, TwoOutput controller gains are tuned with this method.
The outline of this paper is as follows. Section 2 presents the process used for this experiment. The Taguchi method is introduced in Section 3 and the procedure of experimentation and results are presented in Section 4. Concluding discussions are given in Section 5.
THE PROCESS
The MIMO system used here is a single-tank system. One of the two inflows is the first controlled variable and is measured thanks to a basic flowmeter. The level of the tank, which is measured with an inductive device, is the second controlled variable.
A simplified representation of the process is provided in Fig. 1 
where A is the area of the tank, a is the cross sectional area of the outflow and h is the level in the tank. (Fi 1 and Fi 2 are the inflows).
A linearisation around the steady state level H O was performed resulting in the following transfer function: 
The multivariable plant shown above is difficult to tune using traditional methods, and the Taguchi method was used instead. 
THE TAGUCHI METHOD

The method
In the late 1940s, Dr G. Taguchi was given the responsibility of increasing productivity and improving quality at the Electrical Communications Laboratory in Japan. He developed methods that examine the sensitivity of a process to a discrete change of one or several given variables. R.A. Fisher (Fienberg and Hinkley, 1980) first introduced the classical approach for experiment design, which uses the full-factorial design where all combinations are tested. For a given number of parameters and a given number of levels for each parameter, Taguchi reduced the number of trials using special fractional factorial arrays called orthogonal arrays. These orthogonal arrays pit a given level of one factor against a given level of another factor only once in the entire design.
For this partial-factorial experiment design, the signal-to-noise ratio (SNR) parameter is used as a criterion of the performance of the system. The higher the SNR is the better the performance is. The SNR is given by: . In this paper, the criterion of performance is sum of the relative errors between the corresponding outputs and set-points. Thus,
Analysis of results
Since the Taguchi method reduces the number of experiments over the full-factorial approach, it is useful to use the statistical analysis of experiments, called analysis of variance (ANOVA), to provide levels of confidence in the results. A computed Fvalue is compared to values in the Fisher criterion tables. Moreover, analysis of variance identifies and ranks variables that affect the variance of the output signal. The percentage contribution can also be computed which gives the effect of each level of each parameter.
This ANOVA is one of the main steps in using the Taguchi method. The procedure followed is explained in sections 4 and 5.
EXPERIMENTATION
Before performing the Taguchi method, the controllers were defined and the orthogonal array and the criterion of performance were chosen.
Choice of the controller
For the level and flow loops (1 and 2 respectively) the same controller is implemented (see Fig. 2 ). Given the level of noise in the output, derivative action was removed. For each controller, an anti-reset windup function was added to reduce the overshoots (especially for the level control). Moreover, a feedforward loop, called set-point weighting, was implemented in order to increase the frequency of the zero of the integral action, and thus speed up the transient set-point response and reduce overshoots. This configuration for the two controllers gives eight parameters to tune:
. The next step is to choose the correct orthogonal array.
Choice of the orthogonal array
There are many examples of orthogonal arrays in the literature. Given that three levels for each factor will be defined, eight factors result in a L 27 orthogonal array being chosen, which actually means 27 experiments and thirteen factors 1 . In this case, five factors would then be 'empty' in the array. Thus, in order to again reduce the number of experiments and consequently the cost of the method, a L 18 orthogonal array was rather used. This array implies only eighteen experiments on condition that one of the eight factors would only have two levels (i.e. 3 7 .2 1 ). The experimental layout is shown in Fig. 3 . The eighteen rows of this matrix represent the experiments to be conducted.
The eight columns correspond to the eight parameters or factors (respectively:
The numbers '1', '2' and '3' correspond to the level number for each factor. For instance if 1,10 1 An array for 8 factors with 3 levels does not exist and 100 are the three values for parameter K P2 , then level '1' is 1, level '2' is 10 and level '3' is 100.
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Choice of the criterion
As explained in section 2, the choice of the criterion of performance is very important since the experimentation procedure is based on this result. For this experiment, the following error criterion was computed:
This criterion is intended to be small and a "smallerthe-better" configuration was chosen (Roy R., 1990) . SNR Ratio is defined as follows: Particular set-point profiles were chosen in order to achieve as much interaction between the two loops (see Fig. 7 .) as possible. Each experiment in the L 18 orthogonal array was repeated three times in order to increase the level of confidence. Such a repetition is possible since the testing time is relatively short.
Initial values and Stage A
The initial values for the experimentation were found with the traditional Ziegler-Nichols (Z-N) method. This closed-loop tuning method was applied separately to the level and flow loops. For stage A of the method, three levels are defined for each factor as given in Table 1 .The experiments were then run according to the L 18 array (Fig. 3) three times. For each experiment, the error criterion (equation 7) is computed to give the average SNR. 
These averages, shown graphically in Fig. 4 , represent the SNR corresponding to the parameter. They also show the contribution of the levels of each parameter. The biggest SNR provides the best level and therefore for this stage, the best combination is given by highest values of each parameter (e.g. 16.13 dB for K P2 ).
Three tests were performed with this best combination and the SNR increased to 49% from 14.25dB to 20.16B. Results are confirmed by the ANOVA analysis with the percentage contribution shown in Table 3 . SNR values for the levels of K A1 , K P2 and K I2 differ significantly. It is important to note that the error contribution computed with ANOVA gives an idea of the confidence in the results. According to the ANOVA results, a finer tuning is implemented in the following stages. The levels of the factors are changed according to the tendency and the inclination of the parameters in Fig. 4 . For instance, the K I1 values can be increased beyond 50 (see !). The K P2 levels are set closer to 1.7 (see !). SNRs in stage B will be higher since the tuning is better.
The Taguchi method recommends first changing the levels of the factors that have the biggest contribution. This rule was used for stages A to E. 
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Stages A to E
Appendix A gives the progression of level values for all stages and Fig. 5 and Fig. 6 summarise the SNR values.
Three reasons confirm then that the final tuning is completed after five stages. First, the improvement of the SNR between stage D and E is not significant. Secondly, the error contribution (given by ANOVA and presented in Finally, Fig. 5 and Fig. 6 indicate that additional stages will not provide significant improvements. Highest points of stage E in Fig. 5 and Fig. 6 correspond to the final PI values used. Table 5 gives improvement of the SNR from initial tuning to stage E. This improvement is quite significant for first, second and third stages. But for the two last stages, the improvement is small. 
CONCLUSIONS
In this paper, PI-tuning was performed using the Taguchi method with a L 18 orthogonal array. The multivariable and non-linear behaviour of the plant, together with the poor resolution of the level sensor, made conventional tuning difficult. Final values of the signal-to-noise ratio and error contributions reveal that the two last stages could have been left out. After five stages of experimentation, a 65% improvement in signal-tonoise ratio was achieved.
