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Introduction, Preliminaries and Notations
Let B n be the n-strands braid group with Artin generators σ i , 1 ≤ i ≤ n − 1, satisfying the relations: σ i σ i+1 σ i = σ i+1 σ i σ i+1 for 1 ≤ i ≤ n − 2 and σ i σ j = σ j σ i for |i − j| ≥ 2 Following the famous Burau representation of braid group, which turned out to be not faithful, it is by now, well known that the braid group B n is indeed linear, i.e., there exist faithful linear representations of it [1, 2, 3, 4, 6, 7, 8, 9] .
In this contribution, we provide a new representation of dimension n for the braid group B n . This representation is not faithful (despite our wish). But it is easily defined and understood, and captures the fundamental interactions of the strands in braids, i.e., over-crossings, under-crossings or no-crossings.
For a given braid σ in B n , which is composed of powers of some σ i 's, we use the common pictorial representation. We use two sets of points, both depicted by numbers 1, 2, · · · n (from left to right), and we call them higher points and lower points. When there is no confusion we might simply say a higher i and a lower j, or might even refer to them only as i and j (figure below). For our purpose, we fix the downward direction for all braids. This means we always imagine that any strand in a given braid, "like the path of a moving particle", starts at a higher point indicated by a higher number i, 1 ≤ i ≤ n and travels "all the way down", to arrive at a lower point indicated by a lower number j, 1 ≤ j ≤ n. In doing so, the strand might passes through some crossings of type σ i 's and σ −1 i 's. We will call the crossing in a σ i a positive crossing, also called an over-crossing, and call the crossing in its inverse σ −1 i , a negative crossing, also called an under-crossing (figure below). We will call a strand, starting from a higher i and ending at a lower j, the i th -strand. We will assign to it a value ψ ij which is equal to the product of all crossings it has passed throughout its downward travel. Hence for any given braid σ in B n , we will have a n by n matrix representation! All these will become clear in the following sections. In Section 2 we describe the core idea of how the representation is defined, first for B 2 . Then we explain how to generalize that idea to B n . In Section 3 we present the representation by stating and proving the main theorem. Then we show that the representation is not faithful. In Section 4, we use this representation to define an invariant for knots and links, which is in vector form. This also leads to a polynomial invariant for knots and links. We compute this invariant for Trefoil knot and its mirror image, for Hopf link and its mirror image, and for unknot.
The core idea of this paper
The core idea of this paper is as follows. Let B 2 be the 2-strands braid group with the generator σ. We will call σ the positive crossing (also called the overcrossing) and call its inverse, σ −1 , the negative crossing (also called the undercrossing). Let Z[t ±1 , b ±1 ] be the ring of Laurent polynomials in two variables, over Z. We will assign two 2 by 2 matrices ψ and ψ −1 in GL 2 (Z[t ±1 , b ±1 ]) (2 dimensional representations), to σ and to σ −1 respectively, as follows (figures below). In the positive crossing σ, the 1 st strand, which is also the top strand, goes downward from the higher point 1 to the lower point 2. We assign the entry ψ 12 = t to this strand. At the same time the 2 nd strand, which is also the bottom strand, goes downward from the higher 2 to the lower 1. We assign the entry ψ 21 = b to this strand. In the negative crossing σ −1 , the top strand goes downward from the higher 2 to the lower 1. We assign the entry ψ −1 21 = t −1 to this strand. At the same time the bottom strand goes downward from the higher 1 to the lower 2. We assign the entry ψ −1 12 = b −1 to this strand. Moreover, since there is no strand connecting the higher 1 to the lower 1, we set ψ 11 = 0. For a similar reason ψ 22 = 0, and also ψ −1 11 = ψ −1 22 = 0. In summary, in positive crossing, t is assigned to the top strand and b assigned to the bottom strand, at the crossing point. Similarly, in negative crossing, t −1 is assigned to the top strand and b −1 assigned to the bottom strand, at the crossing point. In simplest words the core idea is, t for top and b for bottom in positive crossing, and, t −1 for top and b −1 for bottom in negative crossing! (below figures).
↓ Positive crossing
Higher points: 1 2 1 2 Lower points:
To extend this idea to B n with generators σ 1 , σ 2 ,· · · it is enough to to assign the value 1 to any strand who goes downward from a higher point i to a lower point i straight away without being involved with any crossings. This means the ii-entry=1, for such a i. Also remember that if there is no strand connecting a higher i to a lower j then the ij-entry=0. For B 3 this is shown below:
↓ Positive crossing
In examples below, we show how a typical braid in B 3 composed of some generator is depicted, and how its matrix representation is calculated by multiplication of matrices representing its constituent generators:
[Path Analyzing method: (a)] It is important for us to notice that, the matrix representation of a given braid σ could be found in two ways. One way is, naturally, by multiplying all matrices representing those generators who make up the braid σ.
Second way is, more naturally, by direct construction of matrix entries, following the core idea of, t for top and b for bottom in positive crossing, and, t −1 for top and b −1 for bottom in negative crossing. This is done by analyzing the path of each strand from its starting higher point to its ending lower point, in the braid. We show this for the braid of Example (2.2). The 1 st strand travels downward from the higher 1 all the way to the lower 3. Doing so, this strand passes a negative crossing by being at the bottom, hence collecting a b −1 . Then it passes a positive crossing by being at the top, hence collecting a t. Multiplying these, gives the 13-entry of the matrix representation as b −1 t. Similarly the 2 nd strand travels downward from the higher 2 all the way to the lower 2. Doing so, this strand passes a positive crossing by being at the top, hence a t, followed by another positive crossing by being at the bottom, hence a b. Thus the 22-entry= tb. Similar "path analyzing" gives the 31-entry= bt −1 .
(b) It is also important to pay attention to the following simple facts. Having the downward direction in mind, in any positive crossing, the top strand, correspond to t, goes one step from left to right, and the bottom strand, correspond to b, goes one step from right to left. In any negative crossing, the top strand, correspond to t −1 , goes one step from right to left, and the bottom strand, correspond to b −1 , goes one step from left to right.
The representation 3.1 Main Theorem
Generalizing the above idea, more rigorously, for B n we have the main theorem. 
] be the ring of Laurent polynomials in two variables, over Z. The following defines a representation of B n into GL n (Z[t ±1 , b ±1 ]).
Here, I k is the identity matrix of size k. The above definition also implies that,
[Path Analyzing] Here is the core idea of how the above map is defined, not only for the generators σ i 's but also for any arbitrary braid σ which is a composition of powers of some σ i 's. For any i, 1 ≤ i ≤ n, we follow the path of the i th -strand in σ, traveling downward from a higher point i to a lower point j. We define the ij-entry of the representation of σ as follows. Throughout its travel the i th -strand might pass through some crossings with other strands. If it passes a positive crossing from the top (bottom), we assign the value t (b). If it passes a negative crossing from the top (bottom), we assign the value t −1 (b −1 ). At the end, the ij-entry of the representation is defined to be the multiplication of all the assigned values throughout this journey! However, if the i th -strand goes directly from a higher i to the lower i without any crossings, then we define the ii-entry of the representation to be the value 1. Moreover, all other entries, not corresponding to any journey of any strand, are defined to be zero.
Proof. [of Theorem (3.1)] Being a representation follows easily from the definition of Ψ and from direct and simple calculations on block matrices. However, here we use th path analyzing method. We only prove the cubic identity
The remaining identities could be proved in a similar manner. We use the following diagrams. Let us refer to the resulting matrix representation as ψ. As it is clear from both diagrams, the only involved strands are i th , (i + 1) th and (i + 2) th strands. In the diagram of σ i σ i+1 σ i ,
we see that the i th -strand moving downward from the higher i to the lower i + 2, passing through two positive crossings, both at the top (hence a t followed by another t). Thus the i i + 2-entry is equal to t 2 , i.e., ψ i i+2 = t 2 . The (i + 1) th -strand moving downward from the higher i + 1 to the lower i + 1, passing through a positive crossing at the bottom (hence a b), followed by another positive crossings at the top (hence a t). Thus the i + 1 i + 1-entry is equal to bt, i.e., ψ i+1 i+1 = bt.
Finally, the (i + 2) th -strand moving downward from the higher i + 2 to the lower i, passing through a positive crossing at the bottom (hence a b), followed by another positive crossings at the bottom (hence another b). Thus the i + 2 ientry is equal to b 2 , i.e.,
Moreover, since all other k th -strands for k = i, i + 1, i + 2, go directly from the higher k to the lower k without any crossings, the diagonal entries ψ k k = 1 for k = i, i + 1, i + 2. All the other entries, not involved in any journey of any strand, are zero.
we see exact similar patterns, as in σ i σ i+1 σ i , for the i th -strand and (i + 2) thstrand. For the (i + 1) th -strand the only difference is the order of being at the top of a positive crossing followed by being at the bottom of another positive crossing (i.e. tb instead of bt). Thus we get the similar results, ψ i i+2 = t 2 , ψ i+1 i+1 = bt, and ψ i+2 i = b 2 . Obviously the same is true for all other entries. Therefore we have the desired result,
This finishes the proof of the theorem.
This representation is not faithfull
Now by providing some examples, we will show that the kernel of the representation defined in Theorem (3.1) is not trivial. Hence the representation is not faithful. In what follows, by abusing the notation, we simply use σ not only to denote a braid but also to denote its matrix representation Ψ(σ) as well.
Example 3.3. We notice that, in B 3 , for braids α and β as shown below,
we have equal matrix representations from Theorem (3.1),
Thus the representaion of αβ −1 is, 1 as a braid in B 3 , is not equal to the trivial braid σ 0 : Therefore we have the non trivial braid αβ −1 = σ 1 σ −1 2 σ 1 σ −1 2 σ 1 σ −1 2 in the kernel of the representation.
For more examples one can verify that, for example in
then the representation of σ is the identity matrix I 4 , but as a braid in B 4 , σ is not equal to the trivial braid σ 0 .
A vector invariant for knots and links using this representation
Alexander's Theorem guarantees that every knot or link is the closure of a braid. Markov's Theorem, through two Markov's moves, determines which closed braids give the same knot or link. Therefore, as with any representations of the braid group, we can ask if any invariants of knot and links can be obtained from the braid representation defined in this paper. In this section we try to provide some answers to this question.
Number of components of a link and Reduced links
In what follows we will use the following notations, facts and definitions.
1) By abusing the notation, we simply use σ not only to denote a braid but also to denote its matrix representation Ψ(σ) as well.
2) We simply say links when we refer to any (oriented) knot or link.
3) Following the Alexander theorem, we simply denote a link diagram L by its equivalent closed braid σ which refers to the closure of a braid σ. We note that for given link L, σ is not unique. But because of Markov theorem, if L ≡ σ 1 ≡ σ 2 , then braids σ 1 and σ 2 are related via conjugations, stabilizations and equivalence of braids. σ 4) Reduced links and their reduced braids: We denote by σ red the reduced link diagram of a link σ after all the removable (i.e. nugatory) crossings are removed. Here, σ red is a braid whose closure is the reduced link σ red . We note the fact that, because of Markov theorem, and because we remove all removable crossings, if σ 1red ≡ σ 2red , then braids σ 1red and σ 2red are related only via conjugations and equivalence of braids.
5) Number of components of a link:
We note that, for a given link σ, it is very easy to read the number of components of that link from the matrix representation of σ defined in this paper (Theorem (3.1)). We show this in an example. Given the following link, σ we have the matrix representation,
Directly from the braid we see that the higher point 1 connects to the lower point 3. But this is also reflected in the matrix σ by having a non zero value at 13-entry. We show this situation by 1 → 3 and read it, "1 goes to 3". Now for a similar reason, from the matrix, we have 3 → 1 and 2 → 2. In summary we have 1 → 3 → 1 and 2 → 2. These tell us that the link σ has 2 components, which agrees with what we see directly from σ. It is easy to verify that this type of analysis is always consistent with what we see directly from the link σ itself. We also note that the number of components of a link diagram is unchanged under conjugations and stabilizations, and after removing all removable crossings.
The vector link invariant and the polynomial link invariant
Now we are ready to define an invariant for knots and linksbased on the braid representation defined in this paper. We define this invariant to be a vector in
Theorem 4.1. For a given link σ, we define,
Here C = the number of components of σ red , d = det(σ red ), and T = trace(σ red ).
The Inv( σ) defined above, is an invariant of knots and the links. We prefer the vector form for this link invariant. However, one can easily define a polynomial invariant from this vector form, in more than one ways. We suggest the following polynomial invariant:
Where, as before, C = the number of components of σ red , d = det(σ red ), and T = trace(σ red ). Now we compute these invariants Inv( σ) and pInv( σ) for a few examples, all of which are well known links. For the mirror image, in a similar manner we will have, σ mirror = 0 tb 2 t 2 b 0 .
Thus we have,
Inv( σ mirror ) =< 1, −(tb) 3 , 0 > and pInv( σ mirror ) = −(tb) 3 For the mirror image, we will have, σ mirror = tb 0 0 tb , therefore, Inv( σ mirror ) =< 2, (tb) 2 , 2tb > and pInv( σ mirror ) = 2(tb) 2 + 2tb 
