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The definition and properties of an abstract and very general nonparametric 
integral of the Calculus of Variations is presented. In harmony with the 
Lewy-McShane approach, the nonparametric integral JJ for set functions p taking 
their values in a Banach space E, is defined in terms of its associated parametric 
integral. For the latter use is made of the abstract parametric integral proposed by 
Cesari in R” and then extended to Banach spaces by Breckenridge, Warner, and the 
authors. A condition (c) is shown to be relevant for the existence of the integral, 
and is preserved by the nonlinear operation f: Also, for f nonnegative, a Tonelh- 
type theorem is proved in the sense that the so defined Weierstrass integral lf is 
always larger than or equal to the corresponding Lebesgue integral, and equality 
holds if and only if absolute continuity conditions hold. In the proof a suitable mar- 
tingale is associated and a convergence theorem for martingales is applied. 
Applications to the calcuhrs of variations wilt follow. 0 1985 Academic PI~SS, IIIC. 
1. INTRODUCTION 
It is well known that the Jordan length of a continuous curve is given by 
a Weierstrass integral, while this is not true for the Lebesgue integral 
(except for absolutely continuous curves). 
More generally, the Weierstrass integral, unlike the Lebesgue one, 
always represents the measure of a geometric quantity connected to the 
curve (see K. Menger [21], N. Aronszajn [ 1 I). This is the reason for 
studing the integrals of the Calculus of the Variations as Weierstrass 
integrals (rather than as Lebesgue ones). 
The parametric integral of the Calculus of Variations as a Weierstrass 
integral (CV-W integral) was introduced, in a very general setting, by 
Cesari [16, 171, in terms of a suitable Burkill-Cesari integral. In connec- 
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tion with the problem of the parametric integrals lf(p(r), T(Z)) dz, 
f(p, kq) = kf(p, q), k 2 0, Cesari considered the set function 
‘v(Z) =f(x(Z), ll/U)), ZE VL (1) 
where A is a topological space, {I) is a collection of subsets of A and 
x:{Z}-tKc[WP,~:~Z}_t[W”,f:Kx[W” + [w are given functions. Then the 
Burkill-Cesari integral (BC integral) of Y is called the parametric CV-W 
integral of the function f over the variety x. 
Given a set function q(Z), ZE {I}, and a net of finite systems (Dl)tcTof 
elements of {I}, the BC integral of cp is the limit (if it exists) 
lim,C ,GD, cp(4 (see CW. 
The BC integral is a very general algorithm and it contains, among the 
others, the classical Weierstrass and Burkill integrals for interval and rec- 
tangle functions ( [ 161). 
The condition of quasiadditivity (q.a.) (proposed by Cesari in [ 161) on 
the function cp assures the existence of the BC integral. Moreover, if q(Z) is 
q.a. and of bounded variation (BV), the BC integral of cp can be extended 
to a regular measure on the Bore1 sets of A (see [ 171). Further concepts as 
quasisubadditivity and strong quasiadditivity were also used in [16, 171, 
and other variant were introduced by others. 
Cesari proved, under suitable assumptions, an existence theorem for the 
parametric CV-W integral in terms of the concept of quasiadditity. In fact 
Cesari proved that, if the set function IC/(Z) is q.a. and BV, then the function 
Y(Z) too is q.a. and BV. In other words, the nonlinear transformation f 
preserves the property of q.a. and BV. 
Moreover in [ 171 Cesari gave a representation theorem for the BC 
integral of Y, or CV-W integral, in terms of a Lebesgue-Stieltjes integral: 
BC .F .r y= fb, dm/d llmll)  I mll. A A 
Here m denotes the measure which extends the BC-integral of $, and 
dmjd ljrnjl is the Radon-Nikodym derivative of m with respect to its 
variation. 
Following Cesari, others studied the parametric CV-W integral, in the 
same general setting. We mention here only J. Breckenridge [ 123, G. War- 
ner [28,29], and P. Brandi and A. Salvadori [9, lo] who proved Cesari’s 
results in abstract spaces. 
The nonparametric integral of the Calculus of Variations as a 
Weierstrass integral was introduced by C. Vinti [25, 26, 271, by means of a 
suitable parametric CV-W integral. In other words, following an idea due 
to H. Lewy [20] and successively adopted by E. J. McShane [22], Vinti 
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defined the nonparametric CV-W integral of a function f over a curve X, as 
the parametric CV-W integral of a suitable parametric integrand F 
associated to f: We recall that, already in the classic case, E. J. McShane 
connected the nonparametric integral to a parametric one. 
Many authors successively studied the nonparametric CV-W integral. 
Among them we mention M. Boni [2,3], J. C. Breckenridge [ 131, M. Boni 
and C. Gori [S], M. Boni and M. Ragni [6], M. Boni and P. Brandi [4], 
and D. Candeloro and P. Pucci [ 14, 151 ( we recall only some recent papers 
on this subject). 
Boni and Brandi [4] stated some existence theorems in a rather general 
setting. In connection with the problem of the nonparametric integrals 
J+f(40, Vx(t)) 4 th ey considered the set function 
where p and v are measures on a a-algebra ~21 (I} and f: K x R" + R, 
with K a compact metric space. Boni and Brandi obtained their results by 
means of a condition (c) they assumed on p and v, a variant of strong 
quasiaddivity. This condition, in conjunction with BV, is stronger than q.a., 
as Example 1 below shows. What is interesting, as Boni and Brandi proved, 
is that this condition (c) is preserved by the nonlinear transformation f, 
just as it occurs for the q.a. and BV in the parametric case. 
In this paper we continue the study of the nonparametric CV-W integral 
in a very general setting and sharpen the results in view of the applications 
(see [ll]). 
We obtain some existence theorems, a Tonelli-type theorem, and con- 
sequently a representation of the BC integral as a Lebesgue-Stieltjes 
integral. 
In particular we study set functions of the type 
Q(Z) = 4Z) .lMa v(Z). g(Wl(Z)), ZE {If, (3) 
where cp: {I} + E,, 2: {Z} --f [w + are set functions (not necessarily 
measures), g: {I) -+ E,, f: K x E--t [w with K metric space and E,, E,, E 
Banach spaces such that e, . e2 is a bilinear mapping of E, x E2 into E. 
The condition (c) of [4], suitably rewritten, is again fundamental for the 
existence theorems, since it passes from cp and A to @ in this case too. This 
remark allows us to extend the results of [4] to the present setting. 
In the particular case that K is compact and E = KY’, we improve our 
existence theorem, by virtue of a connection with the parametric CV-W 
integral already mentioned. In fact, as an application of the Cesari 
existence theorem for the CV-W parametric integral, we may substitute 
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conditions (c) and BV with q.a. and BV. Moreover, for f > 0, we state a 
Tonelli-type theorem, that is, we prove that 
BC [ @ >, [ f(x, (Wdv). g) dv, 
JA JA 
and the equality sign holds if and only if the function q(Z) is absolutely 
continuous with respect to n(Z). Here the function 6~/6v is the limit of a 
sequence of step functions qn = C IE D,(~L(OIvV)) XP (where PUYVV) = 0 
whenever v(Z) = 0) and p and v are the measures that extend, respectively, 
the BC integral of rp and IL. To prove this last result, we associate a suitable 
martingale to (q,) and then apply a convergence theorem for martingales. 
Thus we follow the idea we had already adopted in [9] to obtain the 
representation theorem for the parametric CV-W integral in abstract 
spaces, where v = (JplI. 
For applications of our results to the classical integrals of the Calculus of 
Variations see [ 111. 
After the list of notations and definitions (Sect. 2), in Section 3 .we gives 
some general existence theorems for the BC integral on a set function and 
then in Section 4 we apply these results to the nonparametric CV-W 
integral; in Section 5 we state the Tonelli-type theorem. 
2. NOTATIONS AND DEFINITIONS 
Let A be a topological space and {I} be a nonempty collection of subsets 
of A. Given a nonempty family 58 of finite systems D = [II,..., Z,], with 
Ii E {I> nonoverlapping (i.e., c#@ and Ipnij=@, i#j, i,j=l,..., N, 
where I and P denotes the closure and the interior in the topology of A), 
let (D,),, T be a net of elements of 9%. 
Denote by A the collection of all the subsets of A and consider the map 
s:Jk’x~+Rdefinedbys(H,K)=lifHcK,s(H,K)=OifH&K. 
Let E be a Banach space and cp: {I) --t E be a given set function. We 
shall put CIE n, 41, M) q(Z) = S(cp, M, D,) and S(cp, A, D,) = S(cp, D,). The 
function cp is BurkikCesari integrable (BC integrable) [ 163 over 
M, ME J$‘, if the limit lim,S(cp, M, D,) exists in the topology of E. 
In this case we shall write limr S(p, M, D,) = BC lM cp. 
The function cp is of bounded variation (BV) on M, ME Jz’, if 
lim sup S(lIcpIl, M, D,) < +a. 
The function cp is quasiadditive (q.a.) [ 161 on M, ME &‘, if 
(@) given F > 0, there is an element tl = t,( M, E) such that, for every 
to+ t,, there is also an element t, = t2(M, E, to) such that, if t 5> t2, then 
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(0 Cl 44 W IICAJ~ 4 CPM - cpV)ll < E 
(ii) CJ 4.4 MC1 - CA4 1) 44 WI IIdJNI < E 
where D,O = [Z] and D, = [.J]. 
The function cp is strongly quasiadditive (s.q.a.) [ 161 on M, ME 4, if 
(@‘) for every E > 0 and to E T, there is an element t2 = t,(M, E, to) such 
that, given t+ t,, then (i) and (ii) hold. 
A function p: {Z} + R is quasiadditive (q.s.a.) (strongly quasisubadditive 
(s.q.s.a.), respectively) [ 161 on M, ME 4, if (@) ((@I), respectively) holds 
with (i) and (ii) replaced by 
(iii) L 44 WCLW, 4 VP(J) - cp(l)l~ <E, 
where m ~ =(/ml -m)/2, mER. 
We briefly recall some results of [16, 12, 7,281 which illustrate the con- 
nection among q.a., q.s.a., and the existence of the BC integral. 
(P, ) If cp: (Z} --t E is q.a. on M, ME A, then it is BC integrable over 
M. 
(PJ A function cp = (cp, ,..., cp,): {I} + 58” is q.a. on M if and only if 
the functions cpi are q.a. on M, i = l,..., n. 
(P3) If@: (Zj + E is q. a on M, then the set function /(pII is q.s.a. on . 
M. 
(P4) rf v: VI + Yl + is q.s.a. on M, then the limit lim T S(q, M, D,) 
exists finite or not. 
PSI 0-v: VI + c 1s q.s.a. and BC integrable on M, then it is q.a. on 
M. 
(P6) rf cp: {I} -+ rW,+ is s.q.s.a. on M then lim.S(cp, M, D,)= 
sup,S(cp, M D,). 
(P,) Zfcp:{Z}+EisBVandq.a.onAthenitisq.a.oneveryM~~. 
A function cp: (I} -+ E satisfies condition (c) [4] if 
(c) for every E > 0 and to E T there is an element t3 = t3(.z, to) such that, 
given t% t,, then 
where D, = [.I]; 
in other words if cp satisfies the condition (i) of the strongly quasiadditivity 
on A. 
Let c(: {I} -+ K be a given function, with (K, d) a metric space, then the 
function c1 satisfies the condition (y) [4] if 
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(y ) given E > 0, there is an element t, = t4(~) such that, for every to ti t,, 
there is also an element ti = ti(s, to) such that, if t$ tt, then 
max max d( a( Z), cc(J)) < 8, 
IED,o Jcl 
where D, = [.I]. 
Given a function a: A x {I} --t K, we shall say that CI satisfies the con- 
dition (a,) if 
(a,) given E > 0, there is an element t, = t5(e) such that, if t+ t5, then 
max sup d(a(a’, I), ~(a”, I)) <E. 
IE D, a’,~” E I 
We shall say that a satisfies the condition (a2) if 
(a,) given E>O, there is an element t,= tJ&) such that, for every 
r”% f6, there is also an element ti = $(E, to) such that, if t% ti, then 
max sup max d(cc(a, I), ~(a, J)) < E, 
I utJ Jcl 
where D,o = [I] and D, = [J]. 
Observe that, if x is only a set function, the condition (az) is just the con- 
dition (y). 
Given a function,f: K x E -+ R, we shall say that f satisfies the condition 
(b,) [I41 if 
(b,) for every bounded set EC K, there is a constant H, > 0 such 
that 
I f(u> u)l < HB( 1+ II4 1, UEB,VEE. 
We shall say that f satisfies the condition (b,) [4] if 
(b2) for every bounded set Bc K, the function f(u, u)/(l + IluIl) 
is uniformly continuous in UE B, uniformly with respect to u E E. 
Moreover we shall say that f satisfies the condition (b,) if 
(b3) for every bounded set B c K x E the function f(u, u) is uniformly 
continuous in U, uniformly with respect to u. 
Finally we shall say that f satisfies the condition (b4) [4] if 
(b4) for every bounded set B c K, there is a constant WB > 0 such 
that 
f(u, v) > -1 + WI3 Ibll, UEB,VEE. 
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3. THE NONPARAMETRIC INTEGRAL OF THE 
CALCULUS OF VARIATIONS AS A WEIERSTRASS INTEGRAL 
Given x: (I} + K, with K a metric space, cp: (I} + E, with E a Banach 
space, 1: {z}-R+ and f:KxE+R, we consider the set function 
@: {Z> + R defined by 
M. Boni and P. Brandi [4] studied the quasiadditivity and quasisubad- 
ditivity of the function @(I) in the case that cp and A are two measures on a 
a-algebra d I {I>, E = R”, and K is compact. Some results of [4] hold in 
our setting too, as we show in the following. 
LEMMA 1. Zf the functions q(Z) and A(Z) satisfy the condition (c) and the 
function f(v), v E E, is continuous, then the following condition holds:’ 
lven E > 0 and t, E T, there is an element t: = ti(&, to) such that, if 
t B t:!‘;ilenR 
where D, = [J]. 
Proof: Let E > 0 and t,E T be fixed. If D,, = [I], we denote CY. = 
max~Ilcp(4lL ZED,>~ B= min{A(Z), IED,,}, y = max(A(Z), IED,,) and 
M=max{f(cp(WW), IED,,). 
By force of the hypothesis on f, a number c = CJ(E, to) exists such that, for 
every e E E with j)e - cp(Z)/A(Z)jl < Q then 
If(e) -f(dOlW))l < E/~Y, ZE D,,. (1) 
Let s0 = min{ c1, p/2, ,LIo/2, /?‘a/s(cc + 1 ), s/2M), and by the hypotheses on cp 
and ;I, there is an element t3= t, (E, to) such that, if t$ t, and D,= [.I], 
then 
max A(Z) - 1 s(J, I) A(J) < .sO; 
IE DQ J 
(2) 
‘Observe that, if A(l) satisfies the condition (c), then for every tOe T there is an element 
to= l”(to) such that, if t&l’, then for every IED,, it results U,,,J# 0, where D,= [J]. 
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therefore we have 
II c 4A 4 CPV) 1 < 2% uv2) < 1 s(J, 4 44 < a. (3) 
J J 
Consequently it results 
max < 0, 
IcDr” II 
C s(J, 1) VP(J) 1 s(.J, I) l(J) (4) 
J i J 
and from (1) and (4) it follows 
that with (2) and (3) proves the lemma. 
Remark 1. Lemma 1 shows that, in our setting, the condition (c) does 
not filter, unlike what happens in [4]. This is due to the very general 
hypotheses assumed on the functions cp and A. If we suppose that the 
functions cp and A are additive, they can be extended to the collection 
{~j={~~Z,:Zi~{Z),~~n~=~,i#~,i,~=1,...,n,n~~}u{(12oandthe 
condition (c) becomes 
(c’) given E > 0 and t,~ T, there is an element t;= t;(c, to) such that, 
for every t 9 t;, it results 
Moreover the function @(I) is extended to {I’} and the condition (c,) is 
just (c’). Now the condition (c’) is preserved by product and ratio and it 
filters through the function ,f, as the following lemmas show. 
LEMMA 1’. Ifcc: {Z’}+Eand~: {Z’}+R+ satisfy the condition (c’) then 
also the functions a(I’) fl(I’) and ol(l’)/p(Z’) satisfy this condition. 
LEMMA 1”. [f Sz: {Z’} -+ E satisfies the condition (c’) and ,f(v), v E E, is 
continuous, then the set function f(Q(Z’)) satiqfies (c’). 
In other words, the nonlinear transformation f preserves the condition (c’) 
under the only hypothesis of continuity. The same occurs for the conditions 
of quasiadditivity and bounded variation in the parametric case [ 16, 91. 
The following result, that extends the Theorem 1 of [4], is a con- 
sequence of Lemma 1. 
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THEOREM 1. Let f(v), v E E, be continuous* and convex and suppose that 
the functions q(Z) and l(Z) satisfy the condition (c). Then the set function 
O(Z) is s.q.s.a. on A. 
Proof Given E > 0 and t,,E T, let D,, = [Zr,..., Z,]. From Lemma 1 it 
follows that an element t. = t3(E, to) exists such that, for every t B t,, 
where D, = [.Z]. 
On the other hand 
-W)f(cp(~Y4~)) 1 (2) 
Since f is convex, the function F(t, v) = tf(v/t), t > 0, is subadditive (see 
[13]) and therefore the first term at the right-hand side of (2) is null. 
Thus the proof is a consequence of (1) and (2). 
An analogous conclusion holds for integrands. f(u, v) depending on both 
the variables, provided some condition is added that allows us to “control” 
the behavior off with respect to U, just as in [4]. 
The next result can be easily proved following the outline of the proofs in 
[4], with suitable changes due to Lemma 1. 
THEOREM 2. Let f(u, u) be continuous and convex in v and let the 
functions q(Z) and A(Z) satisfy the condition (c). Suppose that 
2As it is well known, if the dimension of E is finite, every convex function is continuous. 
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(i) a function 0: (I) + rW,+ exists which is BV and such that, given 
E > 0, there is an element t’ = t’(E) such that, if‘ tog t’, then there is also an 
element t” = t”(e, to) with the property that for every t $ t” 
44 If(x(J), dJ)/44) -fb(O (P(JVW))I 6 E@(J) 
with D,,= [I], D, = [J], ,for euery .Zc Z, IED,,,. 
Under these hypotheses the function @(I) is y.s.a. on A. 
THEOREM 3. Suppose that 
- the function f(u, v) is continuous and convex in v and satisfies the 
condition (b,); 
- the functions q(Z) and L(Z) satisfy the condition (c) and are BV; 
- the function x(Z) satisfies the condition (y) and is bounded. 
Moreover suppose that 
(i) given E > 0 there is an element t* = t*(E) and a number o = G(E) > 0 
such that, for any fixedfinite number of sets I, ,..., Z, in the same system D,, 
with t$t*, such that C; Iz(Z,) < (T and for arbitrarily chosen points in K, 
UlY7 u,, with d(u,, x(Zj)) < o, i = l,..., n, then 
i i(zi) 1 f (uu cP(li)/A(z;)i < E. 
Under these assumptions the function @(I) is q.s.a. on A. 
4. SOME APPLICATIONS 
4a. CBV case 
Let Q(Z) be the set function defined in the previous number. The follow- 
ing result, which extends Theorem 5 in [4], can be proved as an 
application of Theorem 2. 
PROPOSITION 1. Suppose that 
- the function f(u, v) is continuous and convex in v and satisfies the 
condition (b,); 
- the function x(Z) is bounded and satisfies the condition (y); 
- the functions q(Z) and L(Z) are BV and satisfy the condition (c); 
then the function @(I) is q.s.a. on A. 
COROLLARY 1. Under the assumptions of Proposition 1, if the function f 
is nonnegative, then the limit lim. S(@, D,) exists (finite or not); moreover, 
if f satisfies the condition3 (b, ), then @j(Z) is q.a. on A. 
‘In this case the continuity of f(u, u), with respect to G;, is a consequence of the other 
hypotheses. 
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Corollary 1 is a direct consequence of Proposition 1 and (PJ, (P5). 
Remark 2. If the condition (b2) is replaced by 
(b;) for every bounded set B c K the function f(u, v) is uniformly con- 
tinuous in u E B, uniformly with respect to u E E, 
then the hypothesis of bounded variation for the function q(Z) in 
Proposition 1 can be dropped. 
We shall give now some applications of Proposition 1. 
4a.I 
Denote by Y the family of all choice functions, that is of the functions 
s: {I) + A such that s(Z) = s, E I. 
Let X: A x (I} -+ K be a given function. Fix s E Y and consider the set 
function @, : {I} -+ [w defined by 
@,(I) = W)f(X(~,, a> do/~(~)). (1) 
As an application of Proposition 1 we have the following result. 
PROPOSITION 1’. Suppose that 
- the function f (u, v) is continuous and convex in v and satisfies the 
condition (b2); 
- the function x(a, I) is bounded and satisfies the conditions (a,) and 
(adi 
- the functions q(Z) and A(Z) are BV and satisfy the condition (c); 
then the function Q,(Z) is q.s.a. on A. 
Observe in fact that if x(a, I) satisfies the conditions (a,) and (a,), then 
the set function X(Z) = x(s,, I), with SE 9, satisfies the condition (y). 
COROLLARY 1’. Under the assumptions of Proposition l’, if the function 
f is nonnegative, then the limit lim T S(Gl, D,) exists (finite or not) and it is 
independent of the choice function SE Y. Moreover, if f satisfies4 the con- 
dition (b,), then Ql(Z) is q.a. on A. 
Corollary 1’ is a direct consequence of Proposition 1’ and (P4), (P5). 
Observe that the independence of SE Y follows from the conditions (al) 
and (a,), by virtue of the bounded variation of q(Z) and n(Z). 
Remark 2’. The same assertion as in Remark 2’ holds. Moreover if we 
suppose that x(a, I) has a relatively compact range, it is sufficient to 
assume that the conditions (b,) or (b;) hold on the compact subsets of K 
4a.2 
Let El, EZ, and E be three Banach spaces and let (e,, e2) -+ e, . e2 be a 
bilinear mapping of E, x E2 into E, such that Jle, . e,II d L. I/e,/1 jle,il. 
4 See footnote 3. 
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Let cp: {I} -+ E, and g: A x (I} -+ E, be two given functions. Fix two 
choice functions S, s’ E Sf’, and consider the set function Q2: {I> -+ R defined 
by 
@2(J) = 44 fW,> I), da g(L 4l40). (2) 
In connection with the weighted variation (see J. P. Kaiser [19]) the BC 
integral of the function Q2 will be called the weighted integral of the 
Calculus of Vuriations as a Weierstrass integral (see [ 111 for the 
applications to the weighted variation and area). 
First of all we observe that the conditions of quasiadditivity and 
quasisubadditivity for the function Q2 can be deduced by functions of type 
(1). 
In order to do that, we consider the function h: (Kx E2) x E, -+ R 
defined by h(y,w)=h((u,z),w)=f( u, M:. z); thus the set function Qz can 
be written 
%U) = 40 Ws,, 0, g(s;> 0, d4/40), 
that is a function of type (1). 
The following lemmas show that the hypotheses on f pass to the 
function h. 
LEMMA 2. Suppose f(u, u) is convex in v and satisfies the condition (b,). 
Then given any bounded set B c K, 
If(u, VI) -f(u, dl 6 H, IIUI - vzll 
for every u E B and for every v, , v2 E E. 
LEMMA 3. Zf the function f(u, u) is convex in v and satisfies the con- 
ditions (b,) and (b,), then it is globally continuous. 
LEMMA 4. Zf f(u, u) is convex in v and satisfies the conditions (b, ) and 
(b2), then h(y, w) is convex in w and satisfies the conditions (b,) and (b,). 
LEMMA 5. Zf the functions x(a, I) and g(a, I) satisfy the conditions (al) 
and (a,), then the function y: A x {I} -+ K x E, defined by y(a, I) = 
(~(a, I), g(a, I)), does the same. 
The next result follows as a consequence of Proposition l’, Corollary l’, 
and Lemmas 4 and 5. 
PROPOSITION 1". Under the assumptions 
(b),- 
the function f (u, v) is convex in v and satisfies the conditions (b, ) and 
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- the functions q(Z) and l.(Z) are BV and satisfy the condition (c), and 
- the functions x(a, I) and g(a, I) are bounded and satisfy the con- 
ditions (a,) and (a,), 
the function @.JZ) is q.s.a. on A. 
Moreover iff is nonnegative, then Q2(Z) is q.a. on A and the BC integral of 
a2(Z) is independent of the choice functions. 
In fact we observe that the set function x: {I} -+ Kx E,, defined by 
x(Z) = (x(s,, Z), g(s;, I)), satisfies the condition (7). As regards the indepen- 
dence of the choice functions, note that the following condition can be 
deduced by the hypotheses: 
for every E>O there is an element t,= t5(e) such that, if tB t,, then 
max SUP 4W, 4, db, I)), Ma', 0, db', J)))<E, 
Ie DI a,a’,h,b’ E I 
where d’ denotes the natural metric introduced on K x EZ. 
Remark 3. If we suppose that x(a, I) has a relatively compact range, it 
is sufficient to assume that the conditions (b,) and (b2) hold on the com- 
pact subsets of K. 
4a.3 
Consider again the function Q2(Z). We shall show that, if E = KY’ and K is 
compact, then the existence theorem (Proposition 1”) can be considerably 
improved by force of the existence theorem for the parametric integral of 
the Calculus of Variations as a Weierstrass integral, due to Cesari [16, 291. 
First of all, consider the function F: K x (If&! - (0 >) x R” --f R defined by 
J’(u, t, v) = I4 f(u, v/It1 1. 
That is the “parametric integrand” associated to f: 
The following result can be proved analogously to Theorem 9 in [3]. 
LEMMA 6. Suppose f(u, v) is convex in v. Then the function f satisfies 
the conditions (b, ) and (b2) if and only if the function F admits a continuous 
extension to K x 08 x W. 
Note that, in the present setting, the conditions (b,) and (b2) can be 
written 
(b,) / f(u, v)l <H(l + Ilull), u~K, VE R”, where H>O is a constant; 
(b2) the function f(u, v)/(l + llvll) is uniformly continuous in u, 
uniformly with respect to u. 
4093107/l-6 
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LEMMA 7. Let q(Z) be BV and q.a. on A and suppose that g(a, I) is boun- 
ded and satisfies the conditions (al) and (u2). 
Then the set function q,(Z) = y(Z) * g(s;, I) is BV and q.a. on A. 
Proof: From the hypotheses it follows that, for V= BC JA Ijq\l, there is 
an element i such that, if t%i then S(I(cp(l,D,)< V+l. Let M= 
supIs (I1 SUP,,~ I/ g(a, Z)ll and fix a number E > 0. By virtue of the conditions 
(a,) and (a,), there is an element t,= t6(&/4(V+ 1)) such that, if togt6, 
then 
max sup II g(a’, I) - g(a”, Z)I( < E/4( V+ 1) 
I E D@ u’,a” E I 
and there is also an element tz = @E/4( P’+ l), to) such that, given any 
t%tz, then 
max sup max II g(4 4 - da, JNI < s/4( v+ 1). 
IsDrO aeJ JED~,JcI 
Consider now the element i, = i,(&/2M) and, for any t,$ i,, the element 
i2 = i,(&/2M, to) obtained by force of the condition of quasiadditivity of cp. 
Let t, = tl(&)%(il, t6) and, for every t,gtl, let t2= t2(.c, t,)$(i, i2, tz); then 
if D,, = [I] and D, = [.Z] with t $ tZ, 
CsM 4 cp,V) - cp,U) 
II 




c S(J? 0 cp(J) - CPV) II ‘ds;, Qll 
I J il 
<(V+ l)(E/(4(V+ 1))+s/(4(V+ l)))+Me/2M 
(ii) I[ 1 - CS(J, I)] II rp,(J)II < ME/~M< E. 
J I 
Since IIcp,(Z)(( ,< M l(cp(Z)(I, then it follows immediately that (Pi is BY 
In [ 16 J Cesari proved an existence theorem for the parametric integral 
of the Calculus of Variations as a Weierstrass integral, by means of the 
condition of quasiadditivity. Successively G. Warner [29] carried over this 
result to abstract spaces. The result below follows as an application of the 
Cesari existence theorem by virtue of Lemmas 6 and 7. 
PROPOSITION 2. Under the assumptions 
- the function f(u, v) is convex in v and satisfies the conditions (6,) and 
(bd, 
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- the functions q(I) and 1(I) are BV and q.a. on A, and 
-the functions x(a, I) and g(a, I) satisfy the conditions (ai) and (a*) 
and g is bounded, 
the function @JI) is BV and q.a. on A. 
Moreover the BC integral of @*(I) is independent of the choice functions. 
Observe now that the previous result is an improvement of 
Proposition l”, in the present setting, since the hypotheses assumed here on 
the functions ~(1) and A(1) are weaker than those in Proposition l”, as we 
shall show. 
LEMMA 8. Let cp: (I} + E be BV. If q satisfies the condition (c), then it 
is q.a. on A. 
Proof: Obviously it is sufficient to prove that the function jlqo(l)ll is q.a. 
on A. Moreover, by virtue of (Ps), it is equivalent to show that the function 
IIcp(I)(l is q.s.a. on A. Given E>O and t,E T, let D,, = [I ,,..., IN]. Consider 
the element t, = tJ&/N, to) obtained by the hypothesis (c) and fix t% t,. If 
D, = [J], then we have that 
T [F 44 0 IIdJ)II - lleoll] - 
- ; 44 4 44.4 - MI)II II 1 
<c ~s(.I,I)cp(.I)-p(I) <N&/N=&. 
II I J Ii 
Thus the lemma is proved. 
The converse is not true in general, as the following example shows. 
EXAMPLE 1. Let A = [O, 11, {I} be the family of all the closed subinter- 
vals of [0, l] and $3 be the collection of all the finite subdivisions of [0, l] 
into intervals of the family (I}. Suppose that 9 is directed by the natural 
mesh function 6, that is S(D) =max{ II), IE D}.’ Let k: [0, 11 -+ R be a 
CBV function and q: {I} + R be given by q( [a, b]) = Ik(b) - k(a)l. 
It is well known [16] that the function ~(1) is BV and q.a. on A but, in 
general, it does not satisfy the condition (c). In fact we have that 
q(I)-&CO, 11) 
> 
= V;(k)- [k(l)-k(O)l. 
Furthermore we observe that, in general, Proposition 2 is not valid if we 
omit one of the hypotheses on the function J This fact was pointed out by 
5 111 denotes the length of I. 
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M. Boni [3] for integrands f not subjected to the condition (b2), For 
functions that do not satisfy the condition (b,) see the following example. 
EXAMPLE 2. Let ,f: R + R be a convex function. Suppose that ,f does 
not satisfy the condition (b,). Then we shall prove that two functions q(Z) 
and A.(Z) exist which are BV and satisfy the condition (c) but such that the 
function G(Z) = A(Z)f(cp(Z)/A(Z)) is not BC integrable. 
By virtue of the convexity, it can be easily proved that 
lim I +,,+ rf(u/t) = +CYJ, for every u > 0, or for every v < 0. Without loss of 
generality, we may assume that 
lim tf(u/t)= +oo, u > 0. 
r-o+ (1) 
From (1) it follows that, for every n E N, there is a number t,, such that 
0 < t, < l/2” and 
tf( l/29) > 1, o<t<t,. (2) 
Let A, (I}, 9, and 6 be as in Example 1. Consider the function 
k: [0, 1 ] + R defined by 
k(z)=O, a=0 
= -f l/2’, aE [(l/2”)+ t,, l/2”-‘], PIE N + 
i=n 
= linear, otherwise. 
Let cp: {I} + R! be defined by cp( [a, b] ) = k(b) - k(a). Since k is monotone 
and continuous, we have that q(Z) is BV and satisfies the condition (c). 
Then, by force of Theorem 1, the function @p(Z) = A(Z)f(cp(Z)/A(Z)) is 
q.s.a. on A, therefore the limit lim s(D)+o S(@, D) exists but it is not finite, 
as we are showing. In order to do that, given any n E N +, let D, E 9 be the 
subdivision characterized by the points 
(0, l/2”, 212” )...) (2”-1)/2”, 1}u{(1/2’)+ti,i=1 ,..., II). 
Since the functions q(Z) and A(Z) are additive, then the function @(I) is 
subadditive (see [ 131) and we have 
S(AD.)>,(li2”)/((i~+, 1wy4 
+ $ ((lp’)-ti)f(o)+ i t,f(W;) 
i= I r=l 
2f(l)/2”+f(O) i; ((l/2’)-ti)+O 
i=l 
where the last inequality follows from (2). 
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This proves that G(Z) is not BC integrable. 
Example 2 also shows that, for convex integrands f(u), the condition 
(b,) is necessary and sufftcient for the existence (finite) of the integral of the 
Calculus of Variations as a Weierstrass integral over curves AC. 
We recall that, in this case, the condition (b,) is equivalent to the 
existence, for the function F(t, u) = It/ f(u/t), of a continuous extension to 
[w x I&! (see Lemma 6). 
4b. AC case 
Let d be a a-algebra on A with d 2 {I} and let n: d --) lR,+ be a 
measure such that n(Z) # 0, ZE {I), and n(ZnJ) = 0 whenever Z, .ZE {I) are 
nonoverlapping. 
Let E, be a Banach space satisfying the R.N. property with respect to 
(A, &, n); that is if m: d -+ E, is any measure of bounded variation which 
is absolutely continuous with respect to n, then the Radon-Nikodym 
derivative dmldn exists. 
Let m: d -+ E, be a measure of bonded variation. 
Let (e,, ez) + e, . e2 be a bilinear mapping of E, x E2 into E, where E, 
and E are two given Banach spaces, such that (le, .e,lj 6 L (le,I( Ile21/. 
Finally suppose that f, x, and g are given as in 4a.2. 
Fix two choice functions S, s’ E 9, and consider the set function 
0,: {I} --+ Iw defined by 
@3(Z) = n(Z) f(x(s,, I), m(Z). gb;, W(Z)). 
The following result can be easily proved for the function h(y, w) = 
4(4 z), w) =f( u, w. 2) (see 4a.2). 
LEMMA 9. Zf the function f(u, v) is convex in v and satisfies the con- 
ditions (b, ) and (b3), then the function h( y, w) is convex in w and satisfies 
the conditions (b,) and (b3). 
PROPOSITION 3. Suppose that 
- the function f(u, u) is nonnegative, convex in v, and satisfies the con- 
ditions (b,) and (b3); 
- the functions x(a, Z) and g(a, I) are bounded and satisfy the con- 
ditions (al) and (a2); 
- the measures m and n satisfy the condition (c) and m is absolutely 
continuous with respect ton. 
Then the function Q3(Z) is q.a. on A and the BC integral of G3(Z) is indepen- 
dent of the choice functions. 
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Proof: The quasisubadditivity of the function CD, follows as an 
application of Theorem 3, by virtue of Lemma 9. In fact by means of Jen- 
sen inequality, it can be proved that the function n(Z) h( y, m(Z)/n(Z)) 
satisfies the condition (i) of Theorem 3. Then, from the assumption (b,), it 
follows that Q3(Z)6H(n(Z)+ llrnlj (I)); thus cD~ is BV and therefore, from 
(P,), we have that it is q.a. on A. 
The independence of the choice is a consequence of the condition (i) of 
Theorem 3 and the assumptions (b,), (b3), and (a,). 
Suppose now that E,, E,, and E are Euclidean spaces and K is compact. 
Then as an application of Theorem 3 again, the following propositions can 
be proved. Note that they are an extension of Theorems 6 and 7 in [4], 
respectively. 
PROPOSITION 4. Let x, g, m, and n be as in Proposition 3 and let f(u, v) 
be nonnegative, globally continuous, and convex in v. Suppose that 
(a) a function 7: [w” --f rWl exists such that j(dm/dn) E L,(n) and 
f(u, (dmldn).z)<f(dmldn), u~K, ZEIW’. 
Then the function Q3(Z) is q.a. on A and the BC integral is independent of the 
choice functions. 
PROPOSITION 5. Suppose that the hypotheses of Proposition 4 are 
satisfied in the particular case that x and g are point functions. 
Let the condition (a) be replaced by the assumption 
(j) f(x(a), (dm/dn)(a). g(a))E L,(n) and there are a number p >O 
and a function 3: K x R” + l%$ such that f(x(a), (dm/dn)(a). g(a)) E L,(n) 
and 
aEA, for every u,,u,~K and z,,z~EUY, with d(ul,u,)<p and 
IIZI - 41 < P. 
Then the function Q3(Z) =n(Z) f(x(s,), m(Z). g(sj)/n(Z)) is q.a. on A and the 
BC integral is independent of the choice functions. 
Remark 4. Example 2 shows that Propositions 4 and 5 do not hold, in 
general, if the conditions (a) and (/3) are omitted. 
5. A REPRESENTATION THEOREM 
In this number we shall suppose that A is a topological Hausdorff space 
and that the sets ZE {I} are compact and connected. 
THE NONPARAMETRIC INTEGRAL 85 
Let 9 denote the topoiogy of A and g the Bore1 a-algebra; obviously 
.63 3 {I}. Moreover suppose that the following conditions6 are satisfied: 
(1) given any two sets G,,G,E%, G,nG,#@ and any ZE {I), 
Zc G, u GZ, there is an element t* = t*(G1, GZ, I) such that if tg t* then 
for every JE D,, Jc Z, we have Jc G, or Jc G,; 
(2) there exists a sequence (D,;),, k which is a subnet of (D,),, T and 
such that, for every ZE D,; we have Z= UJc ,,JE “,;, J, m 2 n, n E N. 
We denote by (I}* = {ZE {Zj: there exists no N with ZE D,,}. 
Let K be a compact metric space, E,, E, be two Banach spaces, and 
(et, ed -+eI -ez be a bilinear mapping of E, x E2 into KY’ such that 
lle, 4 GL Ile~ll IMI. 
Given the functions 2: (I} -+R+, cp: (Z}-,E,, x:A -+K, g:A-t E,, 
S: Kx R” -+ R, and a fixed choice function s E 9, consider the set function 
Q1,: (Zj -+ U! defined by 
@4(Z) = i(Z) f‘(x(s,), CPU) . s(s,Y40). 
In this section we prove a representation theorem for the BC integral of 
Q4 in terms of a Lebesgue-Stieltjes integral. In order to do that, we recall 
some results that we shall use in the following. 
The function 40: {I} -+ E, is (o)-quasiadditive ((o-q.a.) on M, MEA 
[17] if 
(@O) given any E > 0, there is an element t, = t,(M, E) such that, for 
every tog t,, there is also an element t, = t,(M, 6, to) such that if t $ t, then 
0”) C, SK Ml ILL 4.4 IO) v(J) - dUl <E 
(ii’) C.dJ, WC1 -LdJ, PM4 WI llq(J)Il KE, 
where D,,, = [Z] and D, = [J]. 
Obviously (o)-quasiadditivity implies quasiadditivity. The following results 
hold (see [17, 12, 7, 81). 
(P,,) Zf q(Z) is BV and (o)-q-a. on A, then the functions q(Z) and 
I/ q(Z)// are (o)-q.a. on A4, for every ME .4X. 
(Ps) Suppose p(Z) is BV and (o)-q.a. on A. Then the set function 
p(G) = BC J”G cp, GE 9, can be extended to a measure p on 33, of bounded 
variation. Moreover, l(pj( (G)= BCf, /lq[/, GEM where jjpjj is the variation 
OfP. 
61f A is a metric space the condition (1) can be replaced by (see Proposition 22 in [S]) 
(1’) for every E>O there is an element i= I such that, if t%i than diam(l) <E, for 
every IED,. 
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LEMMA 10. Let q(Z) be BV and (o)-q.a. on A. Then, for every G ~3, 
P(G- UIE{I}*.L=C P) = 0. Moreover, for every ZE {Z} *, we have 
BC jIo cp = P(P) = ~(4 = BC j, cp. 
Proof. By virtue of Corollary 1 of [8] and Lemmas 2, 4 of [9], we 
have only to prove that p(Z) = BC j, cp, ZE (I}*. Observe that, by the 
definition of the measure ZJ (see [8]), it is sullicient to prove this fact just in 
the case that ~0: (I} + R$. Thus we have 
where G is any open set such that Zc G. Therefore 
BC s q <inf,,. I 
BCj cp=~(Z)> 
G 
and this completes the proof. 
LEMMA 11. Zf q(Z) is BV and (o)-q.a. on A, then the following condition 
holds: given any E > 0, there is an integer ii = IT such that, for every n > E, 
,;, Ildz) - P(z)11 <E. 
h 
Proof Given E > 0, let t, = tl(E/2) be the first element given by the con- 
dition of (o)-quasiadditivity. 
Let tk 9 t, and D,; = [Z, ,..., IN]. By force of (P,,), there is an element 
i= i(&/2N, t:) such that, if t % i then 
(1) B~j,o~-S(~X>D,) <E/~N, 
II , !I 
i = l,..., N. 
Let t2 = t2(c/2, ti) be the second element obtained by the (o)-quasiad- 
ditivity of cp. 
If tb (i, tz) from (1) and Lemma 10 it follows that 
,,cD, IMZ) - cpU)ll = c 
l” IE D,; 
11 BC jp cp - S(cp, f’> Dt) 11 
+ 1 IIS(cp, f’, D,) - cp(OII < JWN+ 42 = E 
IED& 
and proves the lemma. 
Remark 5. Under the assumptions of Lemma 11, if, moreover, q(Z) 
satisfies the condition (c), then by Lemma 10, it follows that p(Z) = p(Z), 
ZE (I}*. 
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If q(Z) and A(Z) are BV and (o)-q.a., we consider the sequence (q,),, N of 
the step functions q,, : A + E, , defined by 
4%(a) = PLY UEP, v(Z)#O, ZED,; 
= 0, otherwise 
where v denotes the measure on 9 which extends the BC integral of II. 
Relative to the sequence (v,,)~ the following result holds. 
LEMMA 12. Let E, be reflexive and suppose that q(Z) and 2(Z) are BV 
and (o)-q.a. on A. 
Then there is a function 6~16~: A + E, such that 
vtl + W6v v-a.e. on A. 
Proof Denote A^ by (U,EJ,).P)-(U,EI,)*,Y(,)=OZ), in force of 
Lemma 10, it results that v(A) = v(A). Moreover observe that, given any 
ZE {Z} *, then v(Z) = v(Zn 2) # 0 if and only if In A^ # 0. For fixed n E N, 
let Z , ,..., IN be the elements of the system D,; such that v(Zi) # 0, i = l,..., N. 
Put Z, n 2 = I;, i = l,..., N, and A, = A^ - U ;” Ii. Let gn be the a-algebra on 
A^ generated by z,, = {A,,, i;., i = l,..., N}. Consider the partition of A^ given 
by P,= {r^,,&&, &(l^,u&) ,..., fin}. Let Yn be the o-algebra on A^ 
generated by P,, that is the family of all the finite unions of elements of P, 
and the empty set. Obviously we have gn c $$,, c .@,,+ I and it is easy to see 
that, for every BE 9?“, there is a set P E gn such that v(B A P) = 0 and 
/IpI\ (Ba P)=O, where Bn P=(B-P)u(P-B). 
Consider the sequence 7,: A^ -+ E, of the step functions defined by 
z,(a) = PVYV(J~ aEXwithXEP,andv(X)#O,nElW. 
= 0, otherwise, 
Observe that, if v(fi,) =0 for some no N, then for every m>n we have 
I@~ = A?,, and thus we have that jB z, dv = jB z, + , dv, BE a,,,. Therefore 
the sequence (g”, z,),, N is a martingale. Since E, is reflexive and 
.b Il~(a)ll dv = Cxep. IIZJ(X)I( ,< /[PI/ (A), then, by virtue of Theorem 6 of 
[18], it follows that the sequence ~~~~~~ N converges v-a.e. to a function 
t,:A-+E,. Let &/6v:A+E, bedelined by 
WWa) = z,(a), aG2 
= 0, aEA-A. 
Since q, = z, v-a.e. on UT Ii and lim, _ to ~(2 - U;” Ii) = 0 (see Lemma lo), 
then y~,+z, v-a.e. on A (see Lemma 3 of [9]) and therefore q,, 4 &A/& 
v-a.e. on A. 
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Remark 6. Let A = R0 = [a,, b,] x [c,, d,] be a closed rectangle and 
let {R} be the family of all the closed subrectangles of R, of the type 
R = [a, b] x [c, d]. Consider the family 9 of all finite subdivisions or R, 
into rectangles of the family {R} and suppose 9 is directed by the natural 
mesh function 6, that7 is 6(D) =max{ 11Rl1, RED}. Moreover let 
;b(R) = IRl. 
In the present setting the following result holds. 
LEMMA 13. Let q(R) be BV and (o)-q.a. on R,. Ifthe derivative D(q) qf 
the rectangle function p(R) [23, 241 exists a.e., then we have 
(WSv)b) = D(VA x) a.e. on R,. 
Proof Observe that, in this case, we have (see Lemma 10) p(R) = 
BC iR cp, R E {R}. Consider now a sequence (D,),, N of elements of 9 
satisfying the condition (2) and such that the rectangle {R}* has 
parameter of regularity (see [24]) p 3 +. Then it is easy to verify that a.e. 
on R, we have (h~/hv)(x)=lim,,, p(R,)/IR,I =lim,,, BCfRn cp/lR,I 
and D(cp, x) = lim, j m ~(KYIR,l, where (R,), have the property that 
IIRII +n- a; 0 and XE R,, R,E {R}*. 
By this remark the proof is analogous to those of Theorem 111.1.27 of 
~231. 
We shall say’ that the function cp is T-absolutely continuous (T-AC) with 
respect to 1 if 
(T-AC) given E > 0 there are an element t* = t*(c) and a number 
d = G(E) > 0 such that, if I, ,..., I,,, is any set of elements in D,, with t$ t* 
and C;” n(Z;) < (T, then Cy Ilcp(Z,)ll <E. 
Obviously every function cp which is AC with respect to ,? is also T-AC 
with respect to 1. But the converse is not true, in general, as the following 
example shows. 
EXAMPLE 3. Let A = [0, l] and {I} be the family of all the closed sub- 
intervals of [0, 11. Consider the collection 9 of the subdivisions of [0, l] 
into intervals of {Zj, of the type D = {[xi, xi+ 1], i=O, l,..., n} with 
x,=O<x,< ... <x,,<x,+i=l and x,<$ Let 6:9+lR+ be the mesh 
function defined by 6(D) = f - x1, and suppose 9 is directed by 6. Let 
cp: {I} + R be defined by 
do=+- III, if Z= [0, a] c [0, +] 
= 0, otherwise. 
’ IRI and I(RII denote, respectively, the area and the diameter of R. 
8 If the condition of T-absolute continuity is satisfied on (D,;),, IBI we shall say briefly that q 
is T-AC with respect to I on {I} *. 
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The function cp is T-AC with respect to the function i(Z) = 111, but 
obviously it is not AC with respect to ;1. 
Remark 7. Consider again the particular setting of Remark 6. In this 
case, if y(R) is subadditive, then cp is T-AC with respect to % (L(R) = /RI) if 
and only if it is AC with respect to i. 
LEMMA 14. Suppose that ~(1) and i(I) are BVand (o)-q.a. on A. Then q 
is T-AC with respect to 3. on {I}* if and onl-y if the measure p is AC with 
respect to v. 
ProojI Suppose that q is T-AC with respect to A on (I}*. Since, by 
definition, v is an outer regular measure [17, 81, then p is AC with respect 
to v if, given any E > 0, there is a number CJ = g(e) > 0 such that, if v(G) < r~, 
GE 9, then /I~11 (G) < E. 
Let E > 0 be fixed and let g = C(E) > 0, n* = n*(c) be determined by the 
hypotheses of T-absolute continuity on {I)*. Let GE 9 with v(G) < o/2. 
Since v(G) = BCI, 1 (see (Ps)), then there is an integer ti=fi(a/2) such 
that, if n > I?, then 
c s(Z, G)%(Z)<v(G)+a/2<2a/2=o. 
lEDi” 
Therefore, if n > (3, n*), we have that C,,D,;,s(Z, G) Ilq(Z)(l <E and hence 
lIpI/ ((3 = BC SG lIdI 8. 
Suppose now that the measure p is AC with respect to v, and given E > 0, 
let G= 0(&/2) < &/2 the corresponding number. Let fi = ti(a/2) be the integer 
determined in Lemma 11 with respect to the functions Ilq(Z)ll and A(Z). 
Let n > E and consider I, ,..., I, in D,; with C;“,I(Z,)< a/2; then by the 
Lemma 11, it follows that 
t v(Z,) <t %(I,) + a/2 < 0 and thus f 11~1~ (Ii) < c/2. 
I I 
But, again from Lemma 11, we have that 
F Il~(zi)ll <$ lIPI/ (zj)+0/2<s/2+E/2=E. 
This completes the proof. 
Remark 8. Observe that, in the second part of the previous lemma, it is 
sufficient to suppose that lIpI/ is T-AC with respect to v on {I)*, where lip/l 
and v are regarded as set functions on {I} *. 
Remark 9. Suppose that E, is reflexive and the following condition 
holds (see [9]): 
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(3) the o-algebra generated by {I} * coincides with S?‘. Then, under 
the assumptions of Lemma 14, we have that 
dpldv = Sp/6v 
where dp/dv is the Radon-Nikodym derivative. 
In fact, observe that, following the proof of Proposition 2 of [lo], it can 
be proved that yl, + dp/dv v-a.e. 
We briefly denote q&Z) by q(Z). g(s,), ZE (13. If q(Z) is BV and (o)-q.a. 
on A and g(u) is bounded and satisfies the condition (a,), then it can easily 
be seen that q,(Z) is BV and (o)-q.a. on A (see the proof of Lemma 7). 
Therefore (see (P,)) the BC integral of q,(Z) can be extended to a measure 
pg on 9. 
Remark 10. If cp is T-AC with respect to i and g(u) is bounded then 
clearly (Pi is T-AC with respect to 1. But the converse is not true, in 
general. 
THEOREM 4. Suppose that 
- the function f(u, v) is nonnegative, convex in v, and satisfies the con- 
ditions (b,) and (b,); 
- thefunctions q(Z) and l+(Z) are BV and (o)-q.a. on A; 
- the functions x(a) and g(u) satisfy the condition (a,) and g is houn- 
ded. 
Then we have 
Proof Let GE 9 be fixed. By virtue of Lemmas 6,7, and 10 from 
Theorem 6.iii of [17] (see also [9]) and Corollary 1 of [S], it follows that 
(i) BC s a4 > lim inf c G 44 G) v(z) f(x(s,), P~(W(Z)). n-m IED,;Y(/)#O 
For every n E N, let x,: A -+ K be defined by 
x,(a) = x(s,), aEP,ZED,; 
=x0> otherwise 
where x0 E K is an arbitrarily fixed point. By Lemma 10 and the condition 
(a,), it can be easily proved that x, +x v-a.e. on A. 
Let f,: A + rW$ be the step function defined by f,(a) =f(x,(a), q:(a)), 
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n E N; where v; are the step functions introduced above, related to the 
function pLg. 
By virtue of Lemma 12 we have q,” + ~c(,/&J v-a.e. on A. Therefore (see 
Lemma 3) it follows that the sequence (f,,)n, N converges v-a.e. on A to the 
function f(x(a), (&J&)(a)). Let G, = U ,c D,,,cc Z, n E N. By the condition 
(2) it follows that the sequence (G,),, N is nondecreasing; therefore, by 
Lemma 10, it results that v(G,) +n+m v(G). Thus xG, --t xG v-a.e. on A. As 
a consequence of the Fatou’s lemma, from (1) it follows that 
BC s Q4 2 lim id f,(a) xc,(a) dv G s n-m /j 
2 s A f(x(a), @@v)(4) xc(a) dv 
= s G fW), (b@W) dv. 
In [17] Cesari stated a representation theorem for the parametric 
integral of the Calculus of Variations as a Weierstrass integral, in terms of 
a Lebesgue-Stieltjes integral. This result was extended, then, to abstract 
spaces by P. Brandi and A. Salvadori [9]. As an application of Cesari’s 
theorem, by force of Corollary 1 of [S], Corollary 2 of [9], and Lem- 
mas 6, 7, and 14, we have the following result. 
PROPOSITION 6. Suppose that 
- the function f (u, v) is convex in v and satisfies the conditions (b, ) and 
(b,); 
- the functions q(Z) and 1(Z) are BV and (o)-q.u. on A; 
-the functions x(u) and g(u) sutisfJ> the condition (a,) and g is boun- 
ded. 
If’ cp isT-AC with respect to 1, then we have that 
BC lG @4 = 1 f(x(aL (d@v)(a)) dv, GE?!, 
G 
where dpJdv is the Radon-Nikodym derivative. 
A partial inversion of Proposition 6 is given by the following theorem. 
9 It is sullicient that qn is T-AC with respect to 1 on {J}*. 
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THEOREM 5. Let the hypotheses of Theorem 4 be verified and suppose 
that f satisfies the condition (b4). If, for every IE {I} *, 
BC jp Qp, = / f(x(ah (h,/6v)(a)) dv 
I 
then (ps is T-AC with respect to k on {I} *. 
Proof By the hypothesis (b4), we have that 
@P,(I) 2 4N - 1 + w II rp,mlw) II ) 
= -WI + w Ilcp,u)ll, IE (I}*. 
Therefore it follows (see Lemma 10 and (P,)) 
0) [,f(x(ah (&$v)(a)) dv = BC !*,o Q4 B -BC lfl A + WBC 1 IO llvgll 
= -44 + w lIPgIl (0, 
where l[~J is the variation of ps. 
From (i) it follows that lIpgIl is T-AC with respect to v on {I)*, if we 
regard I[pLgll and v as interval functions on {I}*. Thus the theorem is a con- 
sequence of Lemma 14 (see Remark 8). 
The following corollary is an immediate consequence of Theorems 4, 5, 
and Proposition 6. 
COROLLARY 2. Suppose that 
- the function f(u, v) is nonnegative, convex in v, and satisfies the con- 
ditions (b,), (b2) and (b4); 
- the functions q(I) and 1(I) are BV and (o)-q.a. on A; 
- the functions x(a) and g(a) satisfy the condition (al) and g is boun- 
ded. 
Then we have that 
BC 1 Qi4 2 [ f@(a), (h@v)(a)) dv, GE%, 
ci G 
and the equality holds, for every G E 3, if and only if qn is T-AC with respect 
to J on {I}*. 
Suppose now that E, and E, have finite dimension. In this case, 
Theorems 4, 5, Proposition 6, and Corollary 2 can be improved in the 
following way. 
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THEOREM 4’. Under the hypotheses of Theorem 4 we have 
BC !” @a 2 1 f(x(aL (&Pv)(a) . g(a)) 4 GE%. 
G G 
PROPOSITION 6’. Under the assumptions of Proposition 6, 
THEOREM 5'. Suppose that the assumptions of Theorem 4 are verified and 
that the function f satisfies the condition (b4). If, for every ZE {I}*, 
BC i,. QD, = 1 f(x(a), (b@)(a). g(a)) dv, I 
then (pg is T-AC with respect to 2 on {I)*. 
Theorem 4’ and Proposition 6’ are proved as an immediate application 
of Theorem 4 and Proposition 6, respectively, to the function h( y, w) = 
h((u, z), w) =f(u, w. z). 
The proof of Theorem 5’ is the same as that of Theorem 5. 
The following corollary is an immediate consequence of the last results. 
COROLLARY 3. Suppose that 
- the function f(u, v) is nonnegative, convex in v, and satisfies the con- 
ditions (b,), (b,), and (b4); 
- the functions q(Z) and L(Z) are BV and (0) - q.a. on A; 
- the functions x(a) and g(a) satisfy the condition (a,) and moreover 
O<m< IIg(a)ll GM, aeA. 
Then 
RC/G@,2/af(x(a), (b@v)(a).g(a))dv, GEE, 
and the equality holds, for every G E 9, tf and only tf cp is T-AC with respect 
to 1 on {I)*. 
In fact observe that, since 0 <WI d jIg(a d M, then ‘pg is T-AC with 
respect to ;1 if and only if cp is T-AC with respect to 2. 
Remark 11. Finally, consider the more general case where cp: {I} --t E, , 
g:A-+E,,f:KxE+IW,+, with K a metric space, E and E, Banach spaces, 
and E, a reflexive Banach space. Moreover suppose that the condition (3) 
of the Remark 9 is satisfied. 
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We briefly observe, without entering into the details of the proof, that 
Theorems 4’, 5’, and Proposition 6’ hold in this case too, if we suppose that 
q(Z) and A(Z) satisfy also the condition (c) and x(a) is bounded. 
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