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Povzetek
Naslov: Algoritmi za igranje potezne vecˇakcijske miselne igre Less
Avtor: Zˇan Magerl
V tem delu predstavimo izvedbo in rezultate razlicˇnih algoritmov in metod
za igranje vecˇakcijske igre Less. Uporabili smo minimaks algoritem, njegovo
optimizacijo z alfa-beta rezanjem in drevesno preiskovanje Monte-Carlo. Vse
algoritme smo med seboj pomerili v dvobojih in nato analizirali rezultate in
vpliv razlicˇnih vrednosti vhodnih parametrov algoritmov. Zaradi velikega ve-
jitvenega faktorja igre Less se je drevesno preiskovanje Monte-Carlo izkazalo
kot primernejˇse za igranje igre od minimaks algoritma. V nadaljni analizi
smo ugotovili, da na izide iger ne vpliva prednost prve poteze, mocˇno pa
vpliva zacˇetna postavitev igralnega polja. Rezultati so pokazali, da najboljˇsi
zasnovani algoritmi premagajo prilozˇnostnega igralca igre Less.
Kljucˇne besede: algoritem minimaks, alfa-beta rezanje, drevesno preisko-
vanje Monte-Carlo, analiza, evalvacijska funkcija, igra Less.

Abstract
Title: Algorithms for playing turn-based multi-action mind game Less
Author: Zˇan Magerl
In this thesis we present implementation and results from different algorithms
and methods for playing multi-action game Less. We have used minimax
algorithm, its optimization with alpha-beta pruning and Monte-Carlo tree
search. All algorithms have played games between themselves and then we
have analyzed results and the influence of different input parameters. Due
to the huge branching factor of game Less, the Monte-Carlo tree search has
proven to be better choice than minimax algorithm. In the following analysis
we have discovered, that the first move advantage does not play role in the
outcome of the game, while the initial setting of the tiles does. Results have
shown that best designed algorithms can beat occasional player of game Less.
Keywords: algorithm minimax, alpha-beta pruning, Monte-Carlo tree search,





Na podrocˇju racˇunalniˇskega igranja iger je sˇah vedno veljal kot mejnik h ka-
teremu so stremeli vsi raziskovalci s tega podrocˇja. Leta 1997 je racˇunalnik
Deep Blue premagal takratnega svetovnega sˇahovskega prvaka Garija Ka-
sparova in novica o tem preboju je odmevala po vsem svetu [5]. A cˇeprav
so raziskovalci algoritmov dosegli dolgo cˇakajocˇ mejnik, se je kmalu izkazalo,
da sˇah kljub temu ni najtrsˇi oreh na podrocˇju igranja iger. Igra go je ostala
nepremostljiva ovira sˇe skoraj 20 let, saj je zelo kompleksna in ima ogromni
vejitveni faktor. Del zaslug za napredek gre algoritmu drevesno preiskovanje
Monte-Carlo, ki je po metodi nakljucˇnega vzorcˇenja racˇunalniˇskim progra-
mom omogocˇil, da se spopadejo tudi z igrami, ki imajo ogromen vejitveni
faktor. Velik prispevek na podrocˇju racˇunalniˇskega igranja iger pa je nare-
dilo tudi globoko ucˇenje z globokimi nevronskimi mrezˇami, ki je omogocˇilo
ucˇenje kompleksnejˇsih evalvacijskih funkcij in inteligentnejˇse izbiranje potez.
Leta 2016 je Google s svojim programom AlphaGo, ki je uporabljal globoko
ucˇenje v kombinaciji z drevesnim preiskovanjem Monte-Carlo, uspel dosecˇi
nov mejnik, saj je program prepricˇljivo premagal takratnega svetovnega pr-
vaka [15].
Kot navdusˇenega sˇahista so me vedno zanimale strategijske in takticˇne
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igre. Bolj kot sem jih igral in preucˇeval, bolj me je zanimala tudi dejanska
objektivna analiza potez in nacˇrtov v taksˇnih igrah. S sˇtudijem racˇunalniˇstva
imam mozˇnost, da se z znanjem algoritmov resneje lotim analize stratesˇke
namizne igre. Izbral sem igro Less, ki je, cˇeprav mnogo enostavnejˇsa od sˇaha
ali go-ja, sˇe vedno zelo kombinatoricˇno bogata (ima celo vecˇji nabor kombina-
cij potez kot sˇah) in pozna konstrukte, ki jih podobne igre ne poznajo. Poleg
tega je igra dokaj nepoznana in sˇe nima raziskanega teoreticˇnega ozadja, kar
predstavlja dodaten motiv za raziskovanje. Obstaja torej mnogo razlogov,
zakaj bi me analiza take igre uspela pritegniti.
1.2 Cilji
Cilji tega diplomskega dela so:
• Razviti in implementirati algoritem, ki bo premagal prilozˇnostnega
igralca igre Less.
• Primerjati mocˇi razlicˇnih algoritmov med seboj.





Na podrocˇju racˇunalniˇskega igranja iger so se uveljavile sˇtevilne kategorije v
katere uvrstimo razlicˇne stratesˇke igre:
• Igre s popolno informacijo so igre, kjer so vsem igralcem vedno znane
vse potrebne informacije za igranje. Primer take igre je sˇah, saj oba
igralca pred seboj vidita celotno sˇahovnico s pripadajocˇimi figurami.
Pri igrah z nepopolno informacijo igralci ne vedo vsega, primer take
igre je na primer tarok, kjer igralec pozna le svoje karte [13].
Za racˇunalniˇsko obdelavo so lazˇje igre s popolno informacijo, saj se
lahko algoritem osredotocˇi samo na poteze, ki se lahko zgodijo, ni pa
mu treba ‘ˇspekulirati” o stvareh, ki jih ne ve.
• Vecˇakcijske igre so igre, kjer lahko igralec znotraj svoje poteze odigra
vecˇ akcij. Primer take igre so npr. Naseljenci otoka Katan [16], kjer
lahko igralec izvede vecˇ razlicˇnih ali pa tudi enakih akcij znotraj svoje
poteze: postavi cesto ali naselje, kupi karto, trguje itd.
• Deterministicˇne igre so igre, kjer nakljucˇnost ne igra nobene vloge v
poteku igre. Primer take igre je sˇah, medtem ko so nedeterministicˇne
igre tiste, kjer nakljucˇje vpliva na potek igre. To so igre, kjer igra vlogo
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“srecˇa” in jih ponavadi asociiramo z igralno kocko ali z mesˇanjem in
deljenjem kart.
2.2 Igralno drevo
Ko imamo opravek z igrami, ki jih igrata dva igralca, je najpogostejˇsi nacˇin
predstavitve potez igralno drevo (slika 2.1), saj tako drevo omogocˇa eno-
stavno preiskovanje.
Koren drevesa predstavlja trenutno pozicijo za katero iˇscˇemo najboljˇse na-
daljevanje. Vsak nivo drevesa predstavlja eno pol-potezo (angl. ply), prehod
v naslednji nivo pa pomeni premik pol-poteze, po kateri je na vrsti naslednji
igralec. Vsako vozliˇscˇe predstavlja trenutno pozicijo igre, otroci vozliˇscˇ pa
predstavljajo vse pozicije, v katere se lahko pride iz trenutne pozicije. Vo-
zliˇscˇa na nivoju n predstavljajo torej vse mozˇne pozicije, v katerih se lahko










· · · · · ·
· · ·· · · · · · · · ·
Slika 2.1: Igralno drevo
1Strogo recˇeno je bolj pravilen izraz n pol-potez, vendar se v literaturi zelo pogosto
enacˇi pojem poteza in pol-poteza. V izogib mesˇanju pojmov bomo v nadaljevanju s potezo
oznacˇevali eno pol-potezo in ne sklopa dveh zaporednih pol-potez.
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2.3 Vejitveni faktor
Vejiteveni faktor nam pove, kako sˇiroko se drevo mozˇnih pozicij pri igralnih
drevesih razteza. Vecˇji kot je faktor, zahtevnejˇsa je igra za racˇunalnik, saj
mora pregledati mnogo vecˇ pozicij. Za primer lahko vzamemo igro sˇah, ki





5 2,9 ·107 9,8 ·1011
10 8,2 ·1014 9,5 ·1023
Tabela 2.1: V tabeli se nahaja sˇtevilo pozicij, ki so v povpecˇju dosegljive po
prvi, peti in deseti potezi pri igrah sˇah in go
Iz vrednosti iz tabele 2.1 se tako hitro opazi, da igra vejitveni faktor
veliko vlogo pri izbiri ustreznega igralnega algoritma. Hkrati je tudi odgovor
na vprasˇanje, zakaj je bilo pri igri go potrebno pocˇakati sˇe dodatnih dvajset
let, preden je program uspel premagati svetovnega prvaka.
Dolocˇene igre imajo vecˇji vejitveni faktor in manjˇso globino igralnega
drevesa, medtem ko imajo druge igre manjˇsi vejitveni faktor in vecˇjo globino.
Za racˇunalniˇsko igranje iger so lazˇje slednje, saj se igralno drevo ne razsˇiri
toliko, kot pri igrah z velikim vejitvenim faktorjem. Zelo hitro lahko namrecˇ
pridemo do neobvladljivega problema, cˇe je vejitveni faktor igre prevelik.
2.4 Transpozicijska tabela
Transpozicijske tabele so v svojem bistvu oblika memoizacije na podrocˇju
drevesnega iskanja. Omogocˇajo nam, da si zapomnimo zˇe videne in ocenjene
pozicije, zato jih, ko jih znova vidimo, ni potrebno ponovno obravnavati.
Namesto tega lahko za oceno pozicije uporabimo zˇe izracˇunano vrednost.
6 Zˇan Magerl
Glavna prednost transpozicijskih tabel je, da pohitrimo delovanje algo-
ritma v zameno za porabljen prostor, ki ga namenimo shranjevanju zˇe videnih
pozicij. Ker je zelo pomembno, da so ucˇinkovite, so pogosto implementirane
v obliki zgosˇcˇenih tabel, ki v primeru danega kljucˇa omogocˇajo O(1) vstavlja-
nje. Da dobimo dober kljucˇ moramo pozicijo zakodirati tako, da omogocˇimo
cˇim manj konfliktov2. Poleg tega pazimo, da je izracˇun kljucˇa sˇe vedno dovolj
hiter, sicer s transpozicijskimi tabelami nismo nicˇesar pridobili, porabili pa
smo dodatne vire.
2.4.1 Zobristovo zgosˇcˇevanje
Zobristovo zgosˇcˇevanje je zelo ucˇinkovit postopek pridobivanja dobrih kljucˇev
iz opisa pozicije, ki jih uporabimo pri transpozicijskih tabelah [2]. Sam po-
stopek je enostaven in eleganten, zato je predstavljen v naslednjih sˇtirih
odsekih psevdokode. Psevdokoda Zobristovega zgosˇcˇevanja je prilagojena za
igro Less, a so koncepti splosˇni in se jih lahko uporabi za poljubno stratesˇko
namizno igro.
1. Inicializacija igralnih figur




2. Inicializacija igralne tabele
Igra Less ima igralno polje veliko 36 polj. Ker imamo 2 tipa figur in
imamo 36 polj, inicializiramo tabelo velikosti 36× 2 in jo napolnimo z
nakljucˇno generiranimi 64-bitnimi nizi.
function inicializacijaTabele
tabela := int[36][2]
for i from 1 to 36 do
2S konflikti oznacˇujemo mnozˇico vrednosti, ki se preslikajo v isti kljucˇ.
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3. Izracˇun zgosˇcˇene vrednosti trenutne pozicije
Preden zacˇnemo racˇunati, katere poteze so ugodne za dano pozicijo,
izracˇunamo njeno zgosˇcˇeno vrednost s pomocˇjo spodnje funkcije.
function izracunZgosceneVrednosti(pozicija)
h := 0
for i from 1 to 36 do
if pozicija[i] != 0 then
figura := pozicija[i]






Vsakicˇ po premiku figure moramo v spodnjo funkcijo poslati staro lo-
kacijo in tip figure ter novo lokacijo in tip figure, saj s tem posodobimo
trenutno zgosˇcˇeno vrednost pozicije.
function posodobitev(staraVrednost, polje, figura)
return staraVrednost xor tabela[polje][figura]
end function
2.5 Evalvacijska funkcija
Med spusˇcˇanjem po igralnem drevesu slej kot prej pridemo do tocˇke, kjer se
moramo ustaviti. Cˇe nismo priˇsli do koncˇnega stanja (angl. terminal state),
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moramo pozicijo oceniti, sicer je bilo vso racˇunanje zaman.
Zelo je pomembno, da zasnujemo dobro evalvacijsko funkcijo, sicer se nam
kaj hitro lahko pripeti, da bodo njene ocene nerealne in bo racˇunalnik igral
slabo, cˇeprav bo glede na svoje ocene vlekel optimalne poteze [14].
Za pisanje dobre evalvacijske funkcije je treba dobro poznati problemsko
domeno oz. v tem primeru igro. Neizkusˇen sˇahist, ki ne pozna vrednosti figur
in bo v evalvacijski funkciji zapisal, da je lovec mocˇnejˇsi od dame, zagotovo
ne bo uspel napisati dovolj dobre evalvacijske funkcije, ki bi se lahko kosala
s prilozˇnostnim igralcem sˇaha.
Vecˇina evalvacijskih funkcij deluje tako, da izracˇuna sˇtevilne znacˇilke
(angl. features) trenutnega stanja pozicije. Primer znacˇilke pri igri sˇaha
je sˇtevilo lovcev, ki jih imamo na sˇahovnici. Znacˇilke igre dolocˇimo s pozna-
vanjem problemske domene, v tem primeru igre, medtem ko je utezˇ nekoliko
tezˇje dolocˇiti rocˇno. Pogosta praksa je, da se dolocˇanje utezˇi prepusti algo-
ritmom strojnega ucˇenja, na primer genetskim algoritmom, ki optimizirajo
utezˇi s tem, da odigrajo veliko sˇtevilo simulacij [14].
Evalvacijska funkcija nato utezˇi prispevke teh znacˇilk, jih sesˇteje in dobi
numericˇno oceno pozicije. Donkers [8] je za numericˇno oceno pozicije opisal
tri razlicˇne mozˇne interpretacije:
1. Prediktor prave teoretske vrednosti
V tem primeru vecˇja vrednost dobljene hevristicˇne ocene pozicije po-
meni tudi viˇsjo mozˇnost, da je pozicija teoreticˇna zmaga.
2. Verjetnost za zmago
Ta metrika je popularna pri raziskovalcih s podrocˇja tehnik strojnega
ucˇenja kot je npr. TD ucˇenje3. Pri tem se je treba zavedati, da na
verjetnost zmage iz dane pozicije vpliva nasprotnik s katerim igramo,
kakor tudi vrsta iskanja.
3. Dobicˇkonosnost pozicije
V tej oceni so uposˇtevane mozˇnosti napake na obeh straneh, prednosti
3angl. temporal-difference learning
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in slabosti pozicije, sˇtevilo grozˇenj, sˇtevilo pasti ipd. Ta ocena je po-
navadi plod “rocˇno narejenih” in izkustvenih evalvacijskih pozicijskih
funkcij.
A dobro poznavanje igre ni vedno dovolj, saj je pri kompleksnejˇsih igrah
veliko stvari, ki jih je tezˇko izraziti s konvencionalnimi metodami. Primer
tega je igra go, kjer program AlphaGo uporablja globoke nevronske mrezˇe za
oceno nastalih pozicij [15]. Sistem so namrecˇ preko veliko testnih podatkov,
kjer so anotirali dobre in slabe pozicije, naucˇili, da sam locˇi dobre in slabe
pozicije in potem to oceno uporabi v svoji analizi. Tak pristop se je izkazal






Minimaks je temeljni algoritem na podrocˇju racˇunalniˇskega igranja iger, ki
je najpogosteje uporabljen v igrah za dva igralca. Algoritem je rekurziven















· · · · · ·
· · ·· · · · · · · · ·
Slika 3.1: Minimaks igralno drevo
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1: function minimaks(Vozlisce v, int globina, boolean maks)
2: if v == kocˇno vozliˇscˇe or globina == 0 then return ocena(v)
3: if maks then
4: r = −∞
5: for otrok vozliˇscˇa v do




10: r = ∞
11: for otrok vozliˇscˇa v do





Psevdokoda 1: Psevdokoda minimaks algoritma
V maks vozliˇscˇih algoritem izbere otroka z najvecˇjo vrednostjo (6. vr-
stica), medtem ko v min vozliˇscˇih algoritem izbere otroka z najmanjˇso vre-
dnostjo (12. vrstica). Pristop si lahko razlagamo tako, da v maks vozliˇscˇih
algoritem izbere poteze, ki njemu prinasˇajo najboljˇsi rezultat oz. mu oblju-
bljajo najobetavnejˇso pozicijo, medtem ko v min vozliˇscˇih izbira poteze, ki so
najboljˇse za nasprotnika [14]. Algoritem predvidi nasprotnikovo optimalno
igro in pri svojem igranju ne uporablja zvijacˇ in trikov, s katerimi bi zˇelel
prilisicˇiti nasprotnika, temvecˇ ubere solidno pot brez kakrsˇnegakoli tveganja,
ki bi lahko ogrozilo zmago.
Algoritem minimaks tekom igre poklicˇemo s trenutno pozicijo (parameter
v), vnaprej dolocˇeno globino preiskovanja (parameter globina) in vrednostjo
true (parameter maks). Nastavljena globina preiskovanja se nato tekom
preiskovanja odsˇteva (6. in 12. vrstica). Cˇe pride preiskovanje do globine
0 ali pa do kocˇnega stanja, ki je v igralnem drevesu oznacˇen kot list, se
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preiskovanje ustavi in se vrne bodisi rezultat igre bodisi hevristicˇna ocena
pozicije (2. vrstica).
3.2 Alfa-beta rezanje
Alfa-beta rezanje je nadgradnja standardnega minimaks algoritma s ciljem,
da zmanjˇsa sˇtevilo vozliˇscˇ, ki jih mora algoritem minimaks obravnavati, da
preiˇscˇe celotno igralno drevo [11]. Algoritem to dosezˇe tako, da sledi dvema
dodatnima vrednostma: alfa in beta. Vrednost alfa predstavlja do sedaj
najvecˇjo najdeno vrednost v trenutnem poddrevesu, medtem ko vrednost
beta predstavlja najmansˇo do sedaj najdeno vrednost v trenutnem poddre-
vesu.
V maks vozliˇscˇih posodabljamo vrednost alfa (7. vrstica), v min vozliˇscˇih
pa vrednost beta (15. vrstica). Cˇe je v nekem vozliˇscˇu vrednost alfe vecˇja
od vrednosti bete, lahko s preiskovanjem v tem poddrevesu zakljucˇimo, ker
nam nove vrednosti ne bodo doprinesle nicˇesar (8. in 16. vrstica).
Sklepanje za to odlocˇitvijo je sledecˇe: cˇe se nahajamo v min vozliˇscˇu in
smo do sedaj v predhodnih vozliˇscˇih istega nivoja nasˇli vrednost (trenutna
alfa), ki je vecˇja od trenutne najmanjˇse vrednosti v tem poddrevesu (trenutna
beta), vemo, da nam dodatne veje iz tega vozliˇscˇa ne bodo nicˇesar doprinesle,
saj to poddrevo kot rezultat ne bo vrnilo vecˇje vrednosti od trenutne bete
(nahajamo se namrecˇ v min vozliˇscˇu), starsˇ nasˇega vozliˇscˇa pa zˇe ima otroka
(ocenjen z vrednostjo trenutne alfe), ki mu obljublja boljˇsi rezultat. S prei-
skovanjem lahko zato zakljucˇimo, saj je alfa zˇe sedaj vecˇja od bete. Enaka,
a ravno obratna zgodba je pri rezanju v maks vozliˇscˇu.
Algoritem minimaks z alfa-beta rezanjem tekom igre poklicˇemo z ena-
kimi zacˇetnimi parametri, kot bi poklicali algoritem minimaks, dodamo pa
sˇe vrednost −∞ (parameter alfa) in vrednost ∞ (parameter beta).
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1: function minimaks-alfa-beta(Vozlisce v, int globina, boolean maks,
int alfa, int beta)
2: if v == kocˇno vozliˇscˇe or globina == 0 then return ocena(v)
3: if maks then
4: r = −∞
5: for otrok vozliˇscˇa v do
6: r = max(r, minimaks(otrok, globina-1, false, alfa, beta))
7: alfa = max(alfa, r)




12: r = ∞
13: for otrok vozliˇscˇa v do
14: r = min(r, minimaks(otrok, globina-1, true, alfa, beta))
15: beta = min(beta, r)





Psevdokoda 2: Psevdokoda algoritma minimaks z dodanim alfa-beta reza-
njem
Alfa-beta rezanje je ucˇinkovita optimizacija algoritma minimaks [3], saj
v teoriji za polovico zmanjˇsa sˇtevilo obravnavanih vozliˇscˇ. Kljub temu se je
treba zavedati, da je veliko odvisno od vrstnega reda obravnavanih vozliˇscˇ,
saj se lahko zgodi, da v najslabsˇem primeru ne bo mogocˇe porezati prav
nobene veje.
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3.3 Drevesno preiskovanje Monte-Carlo
Minimaks algoritem je dober in optimalen algoritem za preiskovanje igralnega
drevesa. Posledica njegove optimalnosti, ki je hkrati tudi njegova najvecˇja
“pomankljivost” pa je, da raziˇscˇe vsa mozˇna vozliˇscˇa. Pri igrah z zelo velikim
vejitvenim faktorjem, zacˇne to dejstvo vedno bolj izstopati, saj je vozliˇscˇ
veliko prevecˇ, da bi jih algoritem lahko preiskal v razumnem cˇasu. To sˇe
posebej velja za vecˇakcijske igre, kjer s sˇtevilom mozˇnih akcij multiplikativno
narasˇcˇa vejitveni faktor [10]. Cˇe za primer vzamemo sˇah in priredimo pravila
tako, da bi lahko namesto ene poteze naredili zaporedama kar tri, bi vejitveni
faktor iz 31 narasel na 313 oz. okoli 30.000.
Za take probleme je dosti boljˇsa izbira algoritem drevesnega preiskovanja
Monte-Carlo (MCTS). Ta se problema loti nekoliko drugacˇe, saj z nakljucˇnim
vzorcˇenjem preiskovalnega drevesa razsˇirja najbolj obetavna vozliˇscˇa in s tem
preiskuje iskalni prostor. Glavna ideja tega pristopa sloni na tako imenovanih
simulacijah (angl. playouts), kjer se igra odigra do konca z izbiro nakljucˇnih
potez. To ni vedno mogocˇe, saj so nekatere igre prekompleksne, zato se v
zahtevnejˇsih igrah odigra do dolocˇene globine in se nato s pomocˇjo evalvacij-
ske funkcije oceni pozicijo ter to oceno vrne kot rezultat. Pridobljeni rezultat
se uporabi za posodobitev utezˇi igralnega drevesa. Dobre poteze imajo tako
vecˇjo tezˇo in bodo z vecˇjo verjetnostjo izbrane v naslednjem krogu. Postopek
se vecˇkrat ponovi, na koncu pa se izbere poteza, ki je privedla do najboljˇsih
pozicij (psevdokoda 3) [6].
Vsak korak MCTS algoritma sestoji iz sˇtirih faz:
1. Izbiranje (angl. selection)
Iz korena igralnega drevesa potujemo proti dnu dokler ne pridemo do
lista.
2. Razsˇiritev (angl. expansion)
V listu (cˇe ne predstavlja koncˇnega stanja) izberemo eno izmed mozˇnih
potez.
3. Simulacija (angl. simulation)
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Igro simuliramo z vlecˇenjem nakljucˇnih potez dokler ne pridemo do
koncˇnega stanja ali dovolj velike globine, kjer preiskovanje odrezˇemo
(angl. cut-off ) in pozicijo ocenimo.
4. Vzvratno razsˇirjanje (angl. backpropagation)
Rezultat vzratno razsˇirjamo nazaj in popravljamo utezˇi.
function MCTS(int stSimulacij)
Vozlisce koren = iniciliziraj()
for i = 1 to stSimulacij do
Vozlisce list = izberi(koren)
Vozlisce novoVozlisce = razsiri(list)





Psevdokoda 3: Psevdokoda glavnega dela MCTS algoritma
3.3.1 Faze MCTS algoritma
V tem razdelku si bomo podrobneje pogledali vsako posamezno fazo MCTS
algoritma.
3.3.1.1 Izbiranje
V fazi izbiranja se rekurzivno premikamo po igralnem drevesu z namenom,
da pridemo do lista, ki ga sˇe nismo raziskali (psevdokoda 4). Pri tem mo-
ramo paziti, da ohranimo dobro razmerje med raziskovanjem in izkoriˇscˇanjem
(angl. exploration and exploitation trade-off ). Cˇe algoritem prevecˇ enako-
merno raziskuje vsa vozliˇscˇa in podrobneje ne raziˇscˇe obetavnejˇsih vozliˇscˇ
z visoko oceno, bo na koncu preiskovanja koncˇal s kopico slabo raziskanih
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vozliˇscˇ. A nobeno od teh vozliˇscˇ ne bo dovolj dobro raziskano, da bi algo-
ritem vedel, ali je vozliˇscˇe zares dobro ali pa je samo rezultat “nakljucˇja”.
Cˇe algoritem prevecˇ izkoriˇscˇa zˇe dobljene ocene in se osredotocˇa na zˇe dobro
ocenjena vozliˇscˇa, bo po drugi strani ostal “slep” za ostala vozliˇscˇa, kar lahko
povzrocˇi, da se med neraziskanimi vozliˇscˇi skriva vozliˇscˇe, ki je mnogo boljˇse
od ostalih, a ni imelo “srecˇe”, da bi bilo odkrito prej [6].
Temu problemu so se posvetili mnogi raziskovalci s tega podrocˇja in razvili
sˇtevilne strategije izbiranja. Med najbolj enostavnimi in razsˇirjenimi je UCT
(angl. Upper Confidence Bound applied to trees). Kocsis in Szepesva´ri [12]
sta predlagala metriko, ki dolocˇi kateri otrok vozliˇscˇa i je oznacˇen kot najbolj
“zanimiv” za raziskovanje:





Pri cˇemer je uctk UCT vrednost vozliˇscˇa k, vk je trenutna ocena vozliˇscˇa k, Ni
je sˇtevilo simulacij starsˇa vozliˇscˇa k, nk je sˇtevilo dosedanjih simulacij vozliˇscˇa
k, konstanta c je pa faktor med raziskovanjem in izkoriˇscˇanjem. Konstanta
c se dolocˇi empiricˇno, pogosto je izhodiˇscˇe te konstante
√
2, medtem ko so
ostali deli enacˇbe izracˇunani v fazi vzratnega razsˇirjanja [6].
function izberi(Vozlisce v)






Psevdokoda 4: Psevdokoda faze izbiranja
3.3.1.2 Razsˇirjanje
Po fazi izbiranja nastopi faza razsˇirjanja, kjer dobljeni list iz faze izbiranja
razsˇirimo in enega ali vecˇ njegovih otrok dodamo v nasˇe igralno drevo. Pri
razsˇirjanju imamo na voljo vecˇ strategij:
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• Razsˇirjanje enega otroka vozliˇscˇa i
Najpogostejˇsa in najenostavnejˇsa strategija, saj je potrebno v pomnil-
nik shraniti zgolj eno novo vozliˇscˇe. Ta strategija je najenostavnejˇsa za
implementacijo in efektivna, saj ne porabi veliko pomnilnika.
• Razsˇiranje vseh otrok vozliˇscˇa i po n simulacijah
Redkeje uporabljena metoda, ki zahteva vecˇ pomnilnika za uspesˇno
izvajanje.
Izkazˇe se, da ima izbira strategije razsˇiranja zelo malo vpliva na mocˇ
igranja. Posledicˇno se pogosto implementira kar najenostavnejˇso strategijo
razsˇirjanja enega otroka izbranega vozliˇscˇa [6].
3.3.1.3 Simulacija
V fazi simulacije simuliramo potek igre od trenutne pozicije do konca igre ali
do stanja v katerem simulacijo prekinemo in pozicijo ocenimo z evalvacijsko
funkcijo. Izbire potez tekom simulacije se lahko lotimo na dva razlicˇna nacˇina:
• Nakljucˇne poteze
Simuliranje z nakljucˇnimi potezami je najbolj enostavno za implemen-
tacijo in na kratki rok tudi najbolj cˇasovno ucˇinkovito, saj nam ni treba
racˇunati dodatnih metrik. Slabost takega pristopa je, da uposˇtevamo
tudi popolnoma nesmiselne poteze, kot je v primeru sˇaha menjava dame
za kmeta. Take poteze izkrivijo rezultate prej odigranih potez, saj je
lahko bila pozicija vse do te poteze popolnoma spodobna.
• Psevdo-nakljucˇne poteze
Psevdo-nakljucˇne poteze se izbirajo s pomocˇjo simulacijske strategije,
ki omogocˇa izbiranje zgolj “zanimivih” potez. Zanimivost poteze se
dolocˇi s pomocˇjo hevristicˇne funkcije, ki izlocˇi nesmiselne in samomoril-
ske poteze. Izkazˇe se, da uporaba take simulacijske strategije ponavadi
korenito izboljˇsa raven igranja MCTS algoritma [4].
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Simulacija se koncˇa, ko dosezˇemo koncˇno stanje. V vseh igrah pa to ni
mogocˇe, saj ima igra preveliko globino, omogocˇa premike nazaj ali je eno-
stavno prevecˇ kompleksna, da bi z nakljucˇnimi potezami priˇsli do koncˇnega
stanja. Pri igrah z omejenim sˇtevilom potez, kot so krizˇci in krozˇci, sˇtiri v
vrsto ali celo tarok, ne pride do tega problema, saj je igre konec takoj, ko
zmanjka prostora oz. odmecˇemo vse karte. Kompleksnejˇse igre, kot je na
primer sˇah, nimajo tega ugodja, saj je matiranje nasprotnika z vlecˇenjem
nakljucˇnih potez tezˇka naloga.
Vecˇ o zasnovi dobre pozicijske evalvacijske funkcije smo povedali zˇe v
razdelku 2.5. Na zˇalost nam sˇe tako izpiljeno in optimizirano preiskovanje ne
pomaga, cˇe imamo slabo evalvacijsko funkcijo, saj bo algoritem igral slabo.
3.3.1.4 Vzratno razsˇirjanje
Vzratno razsˇirjanje je zadnja faza MCTS algoritma, v kateri rezultat, ki
smo ga dobili v simulaciji, bodisi je to rezultat igre bodisi ocena, vzratno
razsˇirjamo oz. propagiramo od listnega vozliˇscˇa k vse do korena igralnega
drevesa. Pri sˇahu lahko koncˇne rezultate (ri) ovrednotimo sledecˇe: zmaga z
ri = 1, poraz z ri = −1 in remi z ri = 0, medtem ko bi ocene evalvacijske
funkcije zasedale interval med -1 in 1. Da izracˇunamo vrednost vk vozliˇscˇa
k iz enacˇbe 3.1 lahko uporabimo razlicˇne strategije, med katerimi je najbolj








Ko algoritmu MCTS zmanjka cˇasa ali izvede predpisano sˇtevilo simulacij,
je na vrsti, da izbere potezo, ki jo bo vrnil kot najboljˇse nadaljevanje v
trenutni poziciji. Pri tem je potrebno povedati, da UCT ni primerna metrika
za to nalogo, saj je njena vloga, da otroke vozliˇscˇ sortira glede na njihovo
“zanimivost” pri raziskovanju, ne pa glede na njihovo uspesˇnost. Namesto
tega imamo na izbiro naslednje mozˇnosti [6]:
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• Najboljˇsi otrok
Izberemo otroka z najviˇsjo vrednostjo vk.
• Robustni otrok
Izberemo otroka z najviˇsjim sˇtevilom simulacij nk.
• Najboljˇsi robustni otrok
Izberemo otroka, ki hkrati zadostuje obema zgornjima kriterijema. Cˇe
takega otroka ni, nadaljujemo z izvajanjem simulacij dokler tak otrok
ne obstaja [7].
3.4 Primerjava algoritmov
Minimaks in MCTS se zelo razlicˇno lotita problema racˇunalniˇskega igranja
iger. V sledecˇih razdelkih bomo na kratko povzeli njune razlike in podobnosti.
3.4.1 Nakljucˇnost
Minimaks algoritem bo, ne glede na to kolikokrat ga pozˇenemo, odigral iste
poteze, saj vedno raziˇscˇe celoten preiskovalni prostor in pride do istih za-
kljucˇkov. MCTS pa v svoj proces preiskovanja vkljucˇi nakljucˇnost, kar pov-
zrocˇi, da bo preiskovalni prostor vedno vzorcˇil nekoliko drugacˇe. To pomeni,
da se pri potezah, ki imajo zelo podobno evalvacijo lahko zgodi, da bo enkrat
“preferiral” ene, drugicˇ druge, odvisno od tega kako se bodo izsˇle simulacije,
ki se izvajajo z nakljucˇnim vlecˇenjem potez.
3.4.2 Poljubna ustavitev
MCTS algoritem sproti gradi igralno drevo in po odigranem sˇtevilu simulacij
vrne najobetavnejˇso potezo. Prednost takega nacˇina ocenjevanja pozicije je,
da lahko algoritem po dolocˇenem cˇasu ustavimo, sˇe vedno pa bomo dobili
smiselno potezo (cˇeprav mogocˇe ne najbolj optimalno). Tega pri algoritmu
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minimaks ne moremo narediti, saj racˇuna v globino in vse do konca izvajanja
ne nudi nobenega rezultata.
3.4.3 Evalvacijska funkcija
Minimaks za svoje delovanje, v primeru da ne preiskuje zelo trivialne igre z
zelo majhnim vejitvenim faktorjem in plitvo globino1, potrebuje evalvacijsko
funkcijo. Algoritem minimaks namrecˇ raziskuje celoten preiskovalni prostor,
iskanje pri tem pa hitro postane neobvadljivo, cˇe se algoritem ne posluzˇi
strategije omejene globine, kjer ustavi preiskovanje in oceni dobljeno pozicijo.
MCTS v zelo kompleksnih igrah sˇe vedno potrebuje evalvacijsko funkcijo, a
je zaradi narave algoritma, kjer v simulaciji raziˇscˇe samo eno vejo in ne vseh
mozˇnosti, iskanje dosti bolj obvladjivo. Izkazˇe se, da dobimo dosti viˇsjo
raven igranja, cˇe v preiskovanje vkljucˇimo evalvacijsko funkcijo. Prav zato
resni MCTS programi skoraj vedno vsebujejo tudi evalvacijsko funkcijo.
3.4.4 Hitrost
MCTS pridobi smiselne rezultate dosti hitreje od minimaks algoritma. To
se sˇe posebej izkazˇe v igrah z velikim vejitvenim faktorjem, kjer je minimaks
preiskovanje popolnoma neobvladljivo. MCTS algoritmu se v takem primeru
enostavno omeji cˇas izvajanja, po pretecˇenem cˇasu pa se izbere do sedaj naj-
boljˇso potezo. Pri tem seveda ni garancije, da je taka poteza optimalna, a je v
vecˇini primerov veliko boljˇsa od nakljucˇne poteze. Na zˇalost je za pridobitev
smiselnega rezultata pri tezˇkih problemih sˇe vedno potrebno ogromno sˇtevilo
simulacij, a se da algoritem z vecˇ domiselnimi tehnikami dobro optimizirati.
3.4.5 Optimalnost
Minimaks tekom svojega izvajanja preiˇscˇe celotni preiskovalni prostor, med-
tem ko ga MCTS zgolj nakljucˇno vzorcˇi. Szepesva´ri in Kocsis sta ob predsta-
vitvi UCT algoritma kljub temu dokazala, da ob predpostavki neskoncˇnega
1Primer take igre so krizˇci in krozˇci.
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cˇasa in neskoncˇnih virov, MCTS skonvergira k optimalni igri [12]. To se ne
nanasˇa na razlicˇico MCTS algoritma, kjer simulacije predhodno prekinemo





Less je stratesˇka namizna miselna igra, ki je plod avtorja Aleksandra Staro-
vojtova. Sˇirsˇi javnosti je postala znana, ko je bila predstavljana v slovenski
akciji Sˇtartaj Slovenija, kjer je dozˇivela zelo dober odziv gledalcev. Less je
zasˇcˇitena blagovna trgovska znamka, v diplomski nalogi so uporabljena le
njena pravila, ki predstavljajo zanimiv algoritmicˇni izziv. Namen diplom-
ske naloge ni oglasˇevati ali komentirati blagovne znamke, temvecˇ analizirati
pravila igre in stestirati razlicˇne igralne algoritme.
Igro Less lahko glede na kategorije iz razdelka 2.1 kategoriziramo kot
deterministicˇno vecˇakcijsko igro s popolno informacijo.
Komplet vsebuje 12 igralnih plosˇcˇic, 4 bele figure in 4 cˇrne figure [9].
Igralno polje velikosti 3× 3 se sestavi z devetimi nakljucˇnimi plosˇcˇicami. V
spodnji desni in v zgornji levi kot postavimo figure. Vsaka plosˇcˇica vsebuje
4 polja, vsako polje pa ima lahko do kateregakoli sosednjega polja znotraj
iste plosˇcˇice prisoten enojni zid, do sosedenjega polja sosednje plosˇcˇice pa je




Slika 4.1: Igra Less
Cilj igre je, da iz svojega tabora pridemo v nasprotni tabor z manj pote-
zami kot nasprotnik. S figurami se lahko premikamo gor, dol, levo ali desno
ne pa tudi diagonalno. Polje na katerega se premaknemo mora biti prazno.
Preskocˇimo lahko zid (cˇe imamo dovolj akcijskih tocˇk) ali pa svojo oz. na-
sprotnikovo figuro, cˇe tekom skoka ne preskocˇimo tudi zidu. Vsakicˇ, ko smo
na potezi, imamo na voljo 3 akcijske tocˇke, ki jih lahko porabimo glede na
cene akcij iz tabele 4.1.
Akcija Cena
Premik brez skakanja cˇez zid ali skok cˇez figuro 1 akcijska tocˇka
Skok preko enojnega zidu 2 akcijski tocˇki
Skok preko dvojnega zidu 3 akcijske tocˇke
Tabela 4.1: V tabeli se nahajajo cene razlicˇnih akcij, ki jih lahko izvedemo
v igri Less
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Vedno, razen v zadnji potezi, moramo porabiti vse akcijske tocˇke, preden
predamo potezo nasprotniku. Zmaga igralec, ki je do nasprotnikovega tabora
porabil manj potez. Cˇe sta oba igralca porabila enako sˇtevilo potez, potem
zmaga tisti, ki je porabil manj akcijskih tocˇk v zadnji potezi1. V primeru,
da sta igralca enaka tako v porabljenih potezah kot tudi v akcijskih tocˇkah,
je rezultat remi.
Ker igra vsebuje vecˇ razlicˇnih vrst plosˇcˇic in ker lahko plosˇcˇice poljubno
rotiramo, je veliko razlicˇnih mozˇnih postavitev zacˇetne pozicije.
4.1.1 Izvedba igre
4.1.1.1 Igralna plosˇcˇica
V igri Less imamo 12 plosˇcˇic, vsaka izmed plosˇcˇic pa vsebuje 4 polja. Vsako
polje ima lahko na dveh stranicah, ki gledata stran od srediˇscˇa plosˇcˇice,
zid, medtem ko si lahko na preostalih dveh stranicah, ki mejita na druga
polja znotraj iste plosˇcˇice, delita zid s sosednjim poljem. Znotraj plosˇcˇice
so posledicˇno lahko zgolj enojni zidovi, dvojni zid pa lahko nastane samo,
cˇe imata dve sosednji polji iz razlicˇnih plosˇcˇic zunanji zid. Zaradi mehanike
deljenja zidov s sosednjimi polji moramo za osnovno enoto igralne plosˇcˇe z
vidika zidov vzeti plosˇcˇico in ne polja.
1Glede na pravila igre je igralec, ki je porabil manj akcijskih tocˇk v zadnji potezi porabil
tudi manj akcijskih tocˇk tekom cele igre, a je zgoraj naveden kriterij bolj intuitiven.
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Slika 4.2: Igralna plosˇcˇica z oznacˇenimi stranicami
Vsaka stranica plosˇcˇice ima lahko samo dve razlicˇni stanji: ali ima zid ali
pa ga nima. Take podatke najlazˇje opiˇsemo z logicˇnimi vrednostmi (angl.
boolean). Eno stanje igralne plosˇcˇice je torej najlazˇje opisati z dvodimenzio-








Slika 4.3: Tabela zidov za plosˇcˇico iz slike 4.2
Vsako plosˇcˇico lahko tudi poljubno obracˇamo, kar pomeni, da ima vsaka
plosˇcˇica 4 razlicˇna stanja (slika 4.4).
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Slika 4.4: Igralna plosˇcˇica 4.2 v vseh 4 mozˇnih stanjih
Z uposˇtevanjem razlicˇnih stanj plosˇcˇice, opis plosˇcˇice preide v tridimenzi-
onalno tabelo logicˇnih vrednosti, ki je sestavljena iz sˇtirih dvodimenzionalnih
tabel logicˇnih vrednosti. Vsaka izmed teh dvodimenzionalnih tabel vsebuje
opis prisotnosti zidov enega izmed stanj plosˇcˇice (kot na sliki 4.3). Eno sta-
nje plosˇcˇice opiˇsemo z 12 logicˇnimi vrednostmi, medtem ko celotno igralno
plosˇcˇico opiˇsemo z 48 logicˇnimi vrednostmi.
4.1.1.2 Racˇunanje potez
Pri racˇunalniˇskemu igranju stratesˇkih namiznih iger je pomembno, da cˇim
bolj ucˇinkovito izracˇunamo vse mozˇne poteze igralca iz dane pozicije. Pri
igri Less smo racˇunanje potez razdelili na dva lazˇja podproblema:
1. Racˇunanje mozˇnih akcij figure
Podano imamo trenutno pozicijo in figuro, zˇelimo pa najti seznam
mozˇnih akcij za dano figuro. Za vsako mozˇno smer pogledamo, cˇe je
polje, v katerem bi se figura po premiku v tej smeri nahajala, prazno.
Cˇe je polje prazno in cˇe imamo na voljo dovolj akcijskih tocˇk, je tak
premik mogocˇ in to akcijo dodamo v seznam mozˇnih akcij. Cˇe je polje
zasedeno, pogledamo, cˇe je prazno naslednje polje, torej cˇe bi figuro
preskocˇili. Cˇe je naslednje polje prazno, imamo dovolj akcijskih tocˇk in
na poti ni nobenega zidu2, to potezo dodamo v seznam mozˇnih akcij.
Cˇe kateri od teh pogojev ni izpolnjen ali pa smo zasˇli izven okvirja
2Pri preskakovanju figur namrecˇ ne smemo prekocˇiti nobenega zidu.
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igralne plosˇcˇe, akcije ne dodamo. Nato se premaknemo v naslednjo
smer in po sprehodu cˇez vse smeri vrnemo dobljen seznam.
2. Racˇunanje kombinacij akcij oz. potez
Ta podproblem nam resˇi enostaven rekurziven algoritem (psevdokoda
5), ki uporabi rezultate prejˇsnjega podproblema.
1: function najdiPoteze(Igralec i)
2: List poteze = [ ]
3: if konecIgre(i) then return poteze
4: for figura in figure(i) do
5: List akcije = akcijeFigure(figura)
6: for akcija in akcije do
7: premakni(akcija)
8: List naslednjePoteze = najdiPoteze(i)
9: if naslednjePoteze is ∅ then
10: dodajVPoteze(poteze, akcija)
11: else
12: for naslednjaPoteza in naslednjePoteze do








Psevdokoda 5: Psevdokoda racˇunanja mozˇnih potez
Sprva pogledamo, cˇe je igre konec (3. vrstica). Cˇe je, potez ne smemo
vecˇ delati, saj smo zˇe priˇsli na cilj in nam dodatne nepotrebne poteze samo
zmanjˇsujejo mozˇnosti za zmago. Nato za vsako figuro najdemo njene mozˇne
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akcije (5. vrstica) s pomocˇjo postopka iz resˇitve prejˇsnjega podproblema.
Vsako mozˇno akcijo odigramo (7. vrstica) in nato rekurzivno poklicˇemo isto
metodo s spremenjenim stanjem na igralni plosˇcˇi (8. vrstica). Cˇe se iz klica
vrnemo brez najdenih nadaljnih potez, dodamo odigrano akcijo v seznam
mozˇnih potez s klicem funkcije dodajVPoteze (10. vrstica). Cˇe smo nasˇli
nadaljne poteze, potem vsako potezo iz seznama nadaljnih potez zdruzˇimo s
trenutno akcijo in to kombinacijo dodamo v seznam mozˇnih potez s klicem
funkcije dodajVPoteze (13. vrstica). V obeh primerih trenutno akcijo na
koncu razveljavimo in figuro premaknemo na prvotno mesto (16. vrstica),
da ponastavimo stanje na igralni plosˇcˇi.
4.2 Izvedba algoritmov
4.2.1 MCTS
Algoritem MCTS je bil implementiran podobno kot je razlozˇeno v razdelku
3.3, vseeno so bile izvedene dolocˇene prilagoditve znotraj posameznih faz:
1. Izbiranje je izvedeno natanko tako, kot je napisano v razdelku 3.3.1.1.




2. Razsˇirjanje uporablja strategijo razsˇirjanja enega otroka vozliˇscˇa na
eno simulacijo (3.3.1.2). Ta enostavna strategija je namrecˇ dovolj dobra
za potrebe igre Less. Edina posebnost izvedbe te faze je, da se vozliˇscˇa
razsˇirjajo samo v prvi desetini korakov. Ta prilagoditev je bila izvedena
zato, ker je racˇunanje vseh mozˇnih potez v primeru, ko je parameter
sˇtevilo simulacij presegel 10.000, trajalo enostavno predolgo, simulacije
s tako velikim sˇtevilom dvobojev pa bi bile potem neizvedljive. Na ta
nacˇin smo dosegli kompromis med cˇasom in ravnjo igranja.
3. Simulacija je zahtevala nekaj predelave iz opisa faze iz razdelka 3.3.1.3.
Tekom simulacije se izbirajo psevdo-nakljucˇne poteze, saj so take po-
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teze prinesle boljˇse rezultate v krajˇsem cˇasovnem obdobju kot zgolj na-
kljucˇne poteze. Potezo smo izbrali za primerno, cˇe je bila vrednost eval-
vacijske funkcije nastale pozicije vecˇja od vrednosti evalvacijske funkcije
trenutne pozicije. Cˇe take poteze v primernem cˇasu nismo nasˇli, smo
izbrali nakljucˇno potezo. Simulacije smo morali po dolocˇeni globini3
prekiniti in pozicijo oceniti z evalvacijsko funkcijo, sicer bi simulacija
trajala zelo dolgo cˇasa, preden bi priˇsli do koncˇnega stanja.
4. Vzratno razsˇirjanje za racˇunanje vrednosti vozliˇscˇa uporablja nava-
dno povprecˇje (enacˇba 3.2) opisano v razdelku 3.3.1.4. Cˇe simulacija
ne pride do koncˇnega vozliˇscˇa, se za vrednost ri uporabi vrednost eval-
vacijske funkcije.
Po izvedenih simulacijah algoritem izbere potezo po strategiji najboljˇsega
otroka.
4.3 Izvedba evalvacijske funkcije
Evalvacijska funkcija, ki se uporablja za oceno pozicije, vsebuje vecˇ razlicˇnih
znacˇilk:
• Razdalja do cilja
Za vsako figuro igralca, ki je na potezi, izracˇunamo njegovo razdaljo do
najblizˇjega polja ciljne plosˇcˇice. Razdalje se izracˇunajo pred zacˇetkom
izvajanja algoritma in se med izvajanjem uporabijo samo zˇe izracˇunane
vrednosti, kar pohitri proces evalvacije. Za racˇunanje razdalj smo se-
stavili graf, kjer vozliˇscˇa predstavljajo polja, utezˇi na povezavah med
vozliˇscˇi pa so bile dolocˇene glede na to, ali se med poljema nahaja zid,
in cˇe se, ali je ta zid enojen ali dvojen. Najkrajˇso pot med figuro in
najblizˇjo ciljnim poljem smo nato na podlagi tega grafa izracˇunali s
pomocˇjo Dijkstrovega algoritma.
3Ta globina je bila eden izmed parametrov algoritma.
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• Najvecˇja oddaljenost figure od cilja
Med vsemi sˇtirimi figurami igralca, ki je na potezi, poiˇscˇemo tisto, ki je
najbolj oddaljena od najblizˇjega polja ciljne plosˇcˇice. Z uposˇtevanjem
te znacˇilke poskrbimo, da nobena figura ne ostane predalecˇ. V tem
primeru se izognemu scenarijem, kjer so vse ostale figure igralca zˇe na
cilju in morajo cˇakati na zaostalo figuro, ki brez pomocˇi preskakovanja
figur ne more napredovati tako hitro.
• Razprsˇenost
Ker je cilj igre Less, da igralec pride na cilj hitreje kot nasprotnik,
je preskakovanje figur kljucˇnega pomena. Igralec lahko svoje figure
postavi tako, da nasprotniku preprecˇuje preskakovanje teh figur, a tezˇje
preprecˇi nasprotniku, da ne preskakuje svojih lastnih figur. Prav zato
zˇelimo ustvariti cˇim vecˇ situacij, kjer lahko preskakujemo lastne figure,
zato je smotrno, da figure obrzˇimo cˇim bolj skupaj. Manjˇsa razprsˇenost
figur nam nudi vecˇ takih prilozˇnosti, saj so si figure blizu.
Racˇunanje razpsˇenosti (r) zacˇnemo z izracˇunom centroida pozicij vseh

















(|xi − Cx|+ |yi − Cy|) (4.2)
4.4 Predstavitev programa
Za potrebe eksperimenta je bil razvit program, ki je omogocˇal sledecˇe funk-
cionalnosti:
• preprost graficˇni vmesnik,
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• igranje iger med dvema cˇlovesˇkima igralcema,
• igranje iger proti trem razlicˇnim algoritmom,







V igri Less je veliko odvisno od zacˇetne postavitve, saj postavitve niso si-
metricˇne za oba igralca, kot npr. pri sˇahu, temvecˇ so razlicˇne za obe igralni
strani. Ker je zˇe zaradi same postavitve igralne plosˇcˇe vpletene veliko na-
kljucˇnosti, je prav, da to nakljucˇnost kar se da izlocˇimo, saj zˇelimo pogoje v
simulaciji narediti cˇim bolj enakovredne za oba igralca in s tem dobiti cˇim
bolj realne rezultate. S tem namenom definirajmo pojem bitka, ki oznacˇuje
osnovno enoto dvoboja med dvema igralcema v igri Less. Bitka sestoji iz
sˇtirih iger, pri cˇemer je vsak igralec:
• enkrat bel spodaj desno,
• enkrat cˇrn spodaj desno,
• enkrat bel zgoraj levo,
• enkrat cˇrn zgoraj levo.
Na tak nacˇin iznicˇimo vpliv dveh faktorjev na rezultat bitke: prednost
prve poteze (barva igralca) in postavitev igralne plosˇcˇe.




V eksperimentu sodeluje en prilozˇnostni cˇlovesˇki igralec in pet sledecˇih algo-
ritmov:
• minimaks z globino 1,
• minimaks z alfa-beta rezanjem z globino 3,
• drevesno preiskovanje Monte-Carlo z globino 3 in sˇtevilom simulacij
15.000,
• drevesno preiskovanje Monte-Carlo z globino 5 in sˇtevilom simulacij
15.000,
• drevesno preiskovanje Monte-Carlo z globino 5 in sˇtevilom simulacij
30.000.
5.2 Vejitveni faktor
Kot smo povedali v razdelku 2.3, nam vejitveni faktor pove, koliko razlicˇnih
potez ima na voljo igralec iz trenutne pozicije. Na prvi pogled deluje, da ima
igra Less majhen vejitveni faktor, a se zaradi svoje vecˇakcijske narave izkazˇe
ravno nasprotno. Ko smo na potezi, imamo na voljo sˇtiri figure, ki se lahko
premaknejo v sˇtiri razlicˇne smeri, torej izbiramo med sˇestnajstimi razlicˇnimi
mozˇnimi akcijami. Na voljo imamo tri akcijske tocˇke in cˇe predpostavimo, da
vsaka izmed potez stane samo eno akcijsko tocˇko, imamo, ko smo na potezi,
v teoriji na voljo 163 oz. 4096 razlicˇnih mozˇnosti. V praksi se to seveda zgodi
zelo redko, saj so na igralni plosˇcˇi prisotni zidovi, zasedena polja in robovi.
Graf 1 prikazuje gibanje vejitvenega faktorja tekom igre. Podatki iz grafa
so bili pridobljeni na podlagi 200-ih simulacij igre Less, vrednosti pa predsta-
vljajo njihove povprecˇne vrednosti. Najmanjˇsi vrednosti vejitvenega faktorja
sta na zacˇetku in koncu igre, saj so takrat figure blizu plosˇcˇic, ki se nehajajo
v kotu igralne plosˇcˇe. Najviˇsja vrednost vejitvenega faktorja pride nekje na
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sredini igre, kar je tudi za pricˇakovati, saj smo verjetno najdlje oddaljeni
od kotov igralne plosˇcˇe. Poleg tega vrednost vejitvenega faktorja nikoli ne
presezˇe 1200, kar je dosti manjˇse od teoreticˇnih 4096, a je sˇe vedno ogromno.
Povprecˇna vrednost vejitvenega faktorja tekom vseh potez je bila 796, kar je
dosti vecˇ od vecˇine drugih namiznih iger kot sta npr. sˇah in go.





















Graf 1: Vejitveni faktor igre Less (brez filtriranja)
Na srecˇo se izkazˇe, da se med temi potezami najde tudi veliko potez, ki
privedejo do iste pozicije, a uberejo drugacˇno pot oz. uporabijo drugacˇno
zaporedje potez (slika 5.1).
Slika 5.1: Slika prikazuje dve enakovredni, a razlicˇni poti do istega cilja
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Zanimajo nas samo koncˇne pozicije, ne pa tudi sˇtevilo poti do njih, zato
lahko take poteze enostavno zdruzˇimo in uposˇtevamo samo unikatne pozicije.
Graf 2 prikazuje gibanje vejitvenega faktorja tekom igre, pri cˇemer so
odstranjene poteze, ki privedejo do zˇe videnih pozicij. Opazimo lahko, da je
krivulja zelo podobna krivulji iz grafa 1. Velika razlika pa je v vrednostih,
ki jih prestavljata, saj je najmanjˇsa vrednost vejitvenega faktorja zgolj 32,
najviˇsja vrednost pa 226. Cˇe izlocˇimo nepotrebne poteze, pridobimo ogro-
mno, saj je sedaj najviˇsja vrednost vejitvenega faktorja manjˇsa od najnizˇjega
vejitvenega faktorja pri prejˇsnjem pristopu. Povprecˇni vejitveni faktor sedaj
znasˇa 176, kar je veliko bolj obvladljivo in zˇe v mejah drugih namiznih iger,
kot je igra go.






















Graf 2: Vejitveni faktor igre Less (s filtriranjem)
5.3 Dvoboji
V tem razdelku so predstavljeni rezultati dvobojev med razlicˇnimi algoritmi,
predstavljenimi v razdelku 5.1.1. Vsi dvoboji, razen kjer je navedeno drugacˇe,
so bili sestavljeni iz 50-ih bitk oz. 200-ih iger. Uspesˇnost posameznega algo-
ritma se meri v sˇtevilu tocˇk, ki jih je dosegel. Poraz se ovrednoti z 0 tocˇkami,
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remi z 0.5 tocˇke, zmaga pa z 1 tocˇko. Cˇe je algoritem v dvoboju dosegel vecˇ
kot 100 tocˇk, je dvoboj zmagal oz. je prevladal nad drugim algoritmom.
Vsaka bitka je potekala z drugacˇno nakljucˇno postavitvijo igralne plosˇcˇe.
5.3.1 Minimaks proti minimaks
Tu sta sodelovala samo dva igralca, minimaks z globino 1 in alfa-beta z
globino 3. Ker je alfa-beta algoritem samo optimizacija algoritma minimaks,
bi iste rezultate pridobili, cˇe bi uporabili navadna minimaks algoritma. Kot
se vidi iz tabele 5.1 je algoritem z vecˇjo globino odlocˇno premagal algoritem
z manjˇso globino.
Minimaks, 1 Alfa-beta, 3 Tocˇke
Minimaks, 1 77,5 77,5
Alfa-beta, 3 122,5 122,5
Tabela 5.1: Tabela z rezultati dvoboja med algoritmoma minimaks z globi-
nama 1 in 3
To je pricˇakovan rezultat, saj vecˇja globina algoritmu omogocˇi boljˇse
nacˇrtovanje nadaljnih potez, ker ”vidi”dlje. To se da najlazˇje pokazati na pri-
meru pozicije iz slike 5.2, za katero sta morala algoritma minimaks z globino
1 in alfa-beta z globino 3 poiskati najboljˇso kombinacijo potez, ki koncˇajo
igro in pri tem porabijo cˇim manj akcijskih tocˇk.
Slika 5.2: Zacˇetna pozicija
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Slika 5.3: Slika prikazuje izbrano zaporedje potez algoritma minimaks z glo-
bino 1, ki stane sˇest akcijskih tocˇk
Kot lahko vidimo iz slike 5.3 je algoritem minimaks z globino 1 za resˇitev
pozicije iz slike 5.2 potreboval sˇest akcijskih tocˇk. A zˇe na prvi pogled izbrane
poteze ne delujejo optimalno, saj z eno figuro preskocˇimo drugo figuro, nato
se pa v tretji potezi vrnemo za eno polje nazaj.
Slika 5.4: Slika prikazuje izbrano zaporedje potez algoritma alfa-beta z glo-
bino 3, ki stane pet akcijskih tocˇk
Iz slike 5.4 pa lahko vidimo, da algoritem alfa-beta z globino 3 za resˇitev
pozicije iz slike 5.2 potrebuje zgolj pet akcijskih tocˇk. To pojasnimo z dej-
stvom, da alfa-beta algoritem vidi dlje in lahko svoje figure postavi tako,
da bo tudi v naslednji potezi porabil cˇim manj akcijskih tocˇk, medtem ko
algoritem minimaks z globino 1 tega ne vidi in sta z njegovega staliˇscˇa obe
poziciji enakovredni.
Rezultatov med dvema istima minimaks algoritmoma nismo prikazali v
tabeli 5.1, saj je rezultat vedno neodlocˇen. Razlog temu je, da v procesu
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odlocˇanja pri algoritmu minimaks ni prisotnega nobenega nakljucˇja in so
odlocˇitve vedno enake. Posledica tega je, da sta v eni bitki med dvema
istima minimaks algoritmoma vedno le dve unikatni igri. Ker so dvoboji
vedno neodlocˇeni, so take simulacije zanimive za analizo vpliva prve poteze,
cˇesar se podrobneje lotimo v razdelku 5.4.
5.3.2 MCTS proti MCTS
Tukaj so bitke potekale med tremi MCTS algoritmi z razlicˇnimi parametri
globine in sˇtevilom simulacij. Za lazˇjo analizo rezultatov, smo izbrali para-
metre, ki se med seboj prekrivajo.
MCTS 15000,3 MCTS 15000,5 MCTS 30000,5 Tocˇke
MCTS 15000,3 110 93 203
MCTS 15000,5 90 93,5 183,5
MCTS 30000,5 107 106,5 213,5
Tabela 5.2: Tabela z rezultati med MCTS algortmi z razlicˇnimi vhodnimi
parametri
Prva razlika, ki jo opazimo med rezultati iz tabel 5.1 in 5.2 je, da so
razlike v sˇtevilu tocˇk med algoritmi MCTS dosti manjˇse, kot med minimaks
algoritmoma. Kot je razvidno iz tabele 5.2 se je najbolje odrezal algoritem
MCTS, ki je imel najviˇsji vrednosti parametrov globina in sˇtevilo simulacij.
Na drugo mesto se je uvrstil algoritem z najmanjˇsima vrednostma parame-
trov globina in sˇtevilo simulacij. Prehitel je namrecˇ algoritem, ki je imel
enako sˇtevilo simulacij, a vecˇjo evalvacijsko globino. MCTS algoritem za
dobro raven igranja potrebuje veliko sˇtevilo simulacij, drugacˇe so njegove
ocene vozliˇscˇ nezanesljive. Sˇe vecˇ, cˇe imamo dva MCTS algoritma, ki eval-
virata pozicije pri razlicˇnih globinah, pri tem pa imata oba enako, a nizko
sˇtevilo simulacij, se izkazˇe, da je igralno drevo, ki ga zgradi MCTS algori-
tem z vecˇjo globino, premalo uravnotezˇeno raziskano in tako pristransko za
ostale mozˇnosti. Povecˇanje sˇtevila simulacij pomaga razresˇiti ta problem, saj
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se tako dobro pokrije tudi manj raziskana vozliˇscˇa. To na zˇalost ni vedno
mogocˇe, zato je pomembno, da se tega zavedamo pri nastavljanju vhodnih
parametrov MCTS algoritma.
Rezultatov med istimi MCTS algoritmi prav tako kot pri 5.3.1 nismo
prikazali, a tokrat zaradi drugacˇnih razlogov. Cˇeprav bi bili rezultati sˇe
vedno blizu remija, se to ne bi zgodilo vedno, saj MCTS pri svojem odlocˇanju
uporablja nakljucˇnost in zato, sploh kadar je sˇtevilo simulacij nizko, ne pride
vedno do istih zakljucˇkov. Kljub temu, nam ti medsebojni rezultati ne bi
prinesli nobenega dodatnega dognanja, razen zavedanja, da nakljucˇnost igra
vlogo pri odlocˇanju, cˇesar pa se zˇe zavedamo (3.4.1), zato so izpusˇcˇeni.
5.3.3 Minimaks proti MCTS
V tabelah 5.3 in 5.4 se nahajajo rezultati dvobojev med minimaks in MCTS
algoritmi. Minimaks algoritem z globino 1, ki preiskuje samo eno potezo
vnaprej, se je zato po pricˇakovanjih odrezal slabsˇe proti MCTS algoritmom,
kot alfa-beta algoritem, ki preiskuje do globine 3. Razlika med njima je kar
velika, saj je minimaks z globino 1 v dvobojih v povprecˇju zbral 69 tocˇk,
alfa-beta z globino 3 pa 104 tocˇke.
MCTS 15000,3 MCTS 15000,5 MCTS 30000,5 Tocˇke
Minimaks, 1 70,5 73 64 207,5
Alfa-beta, 3 100,5 115 97,5 313
Tabela 5.3: Tabela z rezultati minimaks algoritmov proti MCTS algoritmom
Med MCTS algoritmi se je najbolje odrezal algoritem s 30.000 simulaci-
jami in globino velikosti 5, a je razlika med algoritmi manjˇsa kot v tabeli 5.3.
Najboljˇsi MCTS algoritem je tudi edini, ki je premagal alfa-beta algoritem z
globino 3 v medsebojnem dvoboju. Izpostavimo sˇe dvoboj med algoritmom
alfa-beta z globino 3 in MCTS algoritmom s 15.000 simulacijami in globino
3, saj sta igrala skoraj popoloma neodlocˇeno. V dvestotih igrah ju je namrecˇ
locˇila zgolj ena tocˇka razlike. Iz tega je mocˇ videti, da lahko MCTS algo-
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ritem z dovolj velikim sˇtevilom simulacij igra popolnoma enakovredno kot
minimaks algoritem1.
Minimaks, 1 Alfa-beta, 3 Tocˇke
MCTS 15000,3 129,5 99,5 229
MCTS 15000,5 127 85 212
MCTS 30000,5 136 102,5 238,5
Tabela 5.4: Tabela z rezultati MCTS algoritmov proti minimaks algoritmom
5.3.4 Primerjava s cˇlovekom
Za boljˇso ponazoritev ravni igranja algoritmov se v tabeli 5.5 nahajo rezultati
proti prilozˇnostnemu cˇlovesˇkemu igralcu igre Less. Izbrani cˇlovesˇki igralec
ima mnogo izkusˇenj iz podobnih stratesˇkih namiznih iger kot je npr. sˇah, zato
ima dolocˇene predispozicije, ki mu omogocˇajo spodobno raven igranja. Vsak
algoritem je s cˇlovesˇkim igralcem odigral 5 bitk oz. 20 iger. Rezultat z vecˇ
kot deset tocˇkami predstavlja prevlado algoritma, z manj kot deset tocˇkami
pa prevlado cˇlovesˇkega igralca. Cˇlovesˇki igralec je imel za razmislek na voljo
10 sekund. Dvoboji so potekali v ciklu petih krogov, v vsakem krogu pa se je
odigrala ena bitka z vsakim algoritmom. Tak sistem je zagotovil cˇim manjˇsi
vpliv ucˇenja nasprotnikovega nacˇina igranja, saj ljudje hitro prepoznamo







Tabela 5.5: Tabela z rezultati med algoritmi in cˇlovekom
1Seveda imamo v mislih, da imata oba algoritma enako evalvacijsko globino.
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Izkazˇe se, da se MCTS algoritem s 30.000 simulacijami in globino 5 tudi
proti cˇloveku odrezˇe najbolje, saj je proti njemu zbral kar 67,5 % mozˇnih
tocˇk. Edini algoritem, ki je igral slabsˇe od cˇloveka2, je minimaks algoritem
z globino 1. Cˇlovesˇki igralec je v analizi po dvoboju dejal, da sam nikoli
ni analiziral vecˇ kot treh potez vnaprej, saj mu cˇasovna omejitev tega ni
dopusˇcˇala. To je tudi razlog, zakaj je njegova raven igranja sovpadala z
ravnjo igranja algoritmov, ki so igralno drevo preiskovali do globine 3.
5.4 Razprava
Na grafu 3 so prikazani koncˇni skupni rezultati vseh dvobojev. Kot je bilo
zˇe razvidno iz analize posameznih dvobojev iz razdelka 5.3, se je v odigranih
dvobojih najbolje odrezal algoritem MCTS s 30.000 simulacijami in globino
5, najslabsˇe pa algoritem minimaks z globino 1.












Graf 3: Koncˇna razvrstitev
V razdelku 5.3 je pet algoritmov skupno odigralo deset medsebojnih dvo-
bojev. Vsak dvoboj je vseboval 50 bitk, torej je bilo skupaj odigranih 2000
iger. Od teh 2000 iger je bilo 1681 odlocˇilnih izidov in 319 remijev. V
2Igralec A igra slabsˇe od igralca B, cˇe zbere manj kot 50 % tocˇk.
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odlocˇilnih igrah je 835-krat oz. v 49,6 % primerih zmagal beli igralec. Kot
lahko vidimo, barva figure oz. prednost belega ni imela nikakrsˇne kljucˇne
vloge pri izidu iger.
To lahko dodatno podkrepimo z dvoboji med enakimi minimaks algoritmi,
kar je bilo nakazano zˇe v razdelku 5.3.1. V prvem dvoboju sta imela minimaks
algoritma evalvacijsko globino 1, v drugem dvoboju pa 3. Izmed odigranih
400 iger, je bilo 348 odlocˇilnih izidov in 52 remijev, kar je podobno razmerje
kot zgoraj. V odlocˇilnih partijah je 176-krat oz. v 50, 6 % primerih zmagal
beli igralec. Opazimo lahko, da tudi v tem primeru barva figur oz. prednost
prve poteze sˇe zdalecˇ ni imela kljucˇne vloge pri izidu iger, saj se empiricˇno
pokazˇe, da imata obe barvi priblizˇno enako uspesˇnost.
Na rezultat igre mora torej vplivati nek drug faktor3. Ker so postavi-
tve plosˇcˇic nesimetricˇne, so nekatere pozicije bolj naklonjene igralcu iz enega
kota, kot igralcu iz drugega kota. Pri tem ima najvecˇ vpliva postavitev zidov.
Zidovi namrecˇ onemogocˇijo ucˇinkovito preskakovanje in s tem upocˇasnjujejo
napredek figur proti ciljnim plosˇcˇicam. Ena izmed znacˇilnosti pozicij so loka-
cije takoimenovanih mostov. Mostovi so namrecˇ pomembne stratesˇke tocˇke,
ki jih obdaja veliko zidov, zato je zaradi velike kolicˇine zidov prehod okoli
mosta pocˇasen. Igralec, ki prvi pride do take tocˇke, bo imel prednost, saj bo
lahko tam uspesˇno blokiral nasprotnika in ga prisilil, da gre okoli, medtem
ko se bo sam nato hitro sprehodil po najkrasˇi poti. Primer tega lahko vidimo
na sliki 5.5, kjer je beli igralec zasedel most in prislil cˇrnega igralca, da poiˇscˇe
daljˇso pot okoli njega.
3Pri tem imamo seveda vedno v mislih, da igrata dva enaka ali pa vsaj primerljiva
igralca, saj mocˇ igralcev bolj vpliva na rezultat igre kot karkoli drugega.
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Slika 5.5: Rdecˇi kvadrat oznacˇuje most v poziciji
Igralec, ki ima v blizˇini svojega zacˇetnega tabora malo zidov, lahko na-
preduje hitreje od igralca, ki se mora najprej prebiti mimo zidov, zato lahko
do takih mostov pride hitreje. To seveda ni vedno res, saj je veliko bolj
pomembna sama lokacija mostov, kot tudi lokacija ostalih zidov po igralni
plosˇcˇi. Vcˇasih je morda veliko lazˇje zˇe od zacˇetka prepoznati ”nevarnost”,
se odlocˇiti za pot okoli in se s tem popolnoma izogniti takim kriticˇnim
tocˇkam. A za taksˇne odlocˇitve bi morali algoritmi iz razdelka 5.1.1 pri svojem
odlocˇanju uposˇtevati mnogo vecˇje globine, kot jih uposˇtevajo trenutno.
Poglavje 6
Zakljucˇek
V diplomski nalogi smo razvili tri razlicˇne algoritme za igranje igre Less, ki
smo jih nato z razlicˇnimi vhodnimi parametri pomerili med seboj in analizirali
dobljene rezultate. Poleg tega smo kriticˇno analizirali sˇe nekatere druge
vidike igre, kot sta prednost prve poteze in vloga zacˇetne postavitve igralne
plosˇcˇe.
Analiza vejitvenega faktorja nam je pokazala, da je igra Less v resnici
mnogo kompleksnejˇsa, kot je videti na prvi pogled, saj velik vejitveni fak-
tor otezˇi racˇunalniˇsko analizo igre. Vseeno so rezultati pokazali, da smo
uspeli sestaviti dovolj dober algoritem, ki prikazˇe solidno raven igranja in
tudi premaga prilozˇnostnega cˇlovesˇkega igralca igre Less, kar je bil eden iz-
med nasˇih ciljev diplomske naloge. Izkazalo se je, da je algoritem MCTS
zaradi ogromnega vejitvenega faktorja igre Less za igranje te igre primernejˇsi
od algoritma minimaks.
V nadaljnem delu bi lahko implementirali sˇtevilne izboljˇsave in optimi-
zacije ter preverili njihov prispevek. Ena mozˇnih izboljˇsav je sprememba
vrednosti konstante c pri UCT algoritmu za izbiranje najbolj obetavnega
otroka v igralnem drevesu, ki je bila sedaj brez prave utemeljitve nastavljena
na
√
2. Samo izvajanje MCTS algoritma bi lahko povzporedili, saj je MCTS
algoritem eden izmed klasicˇnih primerov algoritmov, ki se lahko enostavno
in ucˇinkovito povzporedijo. Najvecˇ izboljˇsav pa bi zagotovo lahko naredili
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pri zasnovi evalvacijske funkcije, saj je od nje neposredno odvisna kvaliteta
igranja. Vkljucˇitev novih znacˇilk je eden izmed pristopov h kreiranju real-
nejˇse evalvacijske funkcije. Ena izmed mozˇnih idej je, da bi se pred zacˇetkom
igre pred-izracˇunalo stratesˇke tocˇke trenutne postavitve igralne plosˇcˇe in bi
se tam postavili vmesni cilji. Druga mozˇnost je, da bi uposˇtevali nasprotni-
kove skoke in nagrajevali poteze, kjer cˇim bolj onemogocˇamo nasprotnika.
Ob kopici znacˇilk je tudi pomembno, da so razmerja prispevkov posamezne
znacˇilke cˇim bolj pravilna, zato bi bilo smiselno, da se optimizira utezˇi vseh
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