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Output feedback stabilization for heat equations with
sampled-data controls
Ping Lin∗ Hanbing Liu† Gengsheng Wang ‡
Abstract
In this paper, we build up an output feedback law to stabilize a sampled-data controlled
heat equation (with a potential) in a bounded domain Ω. The feedback law abides the fol-
lowing rules: First, we divide equally the time interval [0,+∞) into infinitely many disjoint
time periods, and divide each time period into three disjoint subintervals. Second, for each
time period, we observe a solution over an open subset of Ω in the first subinterval; take
sample from outputs at one time point of the first subinterval; add a time-invariant output
feedback control over another open subset of Ω in the second subinterval; let the equation
evolve free in the last subinterval. Thus, the corresponding feedback control is of sampled-
data. Our feedback law has the following advantages: the sampling period (which is the
length of the above time period) can be arbitrarily taken; the feedback law has an explicit
expression in terms of the sampling period; the behaviors of the norm of the feedback law,
when the sampling period goes to zero or infinity, are clear. The construction of the feed-
back law is based on two kinds of approximate null-controllability for heat equations. One
has time-invariant controls, while another has impulse controls. The studies of the afore-
mentioned controllability with time-invariant controls need a new observability inequality
for heat equations built up in the current work.
Keywords: sampled-data control; output feedback stabilization; partial null approximate con-
trollability; minimal norm control; heat equation.
AMS subject classifications. 93D15; 93C57; 93D22; 93C20; 93D25.
1 Introduction
We start with introducing the controlled equation. Let Ω ⊂ Rd, d ≥ 1, be a bounded domain
with a C2 boundary ∂Ω. Let V (·) be a nonzero function in L∞(Ω) with its norm ‖ · ‖∞.
Define an operator A : D(A)(:= H10 (Ω) ∩ H2(Ω)) → L2(Ω) by Ay := △y − V y for each
y ∈ H10 (Ω) ∩ H2(Ω). Let ω ⊂ Ω be an open and nonempty subset and let 1ω be the zero
extension operator from L2(ω) to L2(Ω). Consider the following controlled equation:{
y′(t)−Ay(t) = 1ωu(t), t > 0,
y(0) ∈ L2(Ω), (1.1)
∗School of Mathematics and Statistics of Northeast Normal University, Changchun, 130024, P. R.
China.(linp258@nenu.edu.cn).
†School of Mathematics and Physics of China University of Geoscience, Wuhan, 430074, P.R.China.( han-
bing272003@aliyun.com).
‡Center for Applied Mathematics, Tianjin University, Tianjin, 300072, P. R. China.(wanggs62@yeah.net).
1
where u(·) ∈ L∞(0,+∞;L2(ω)) is a sampled-data control. We assume that the operator −A
has at least one negative eigenvalue. Then the equation (1.1) with the null control is unstable.
1.1 Notations
The following notations are used throughout this paper: Write ‖·‖ and 〈·, ·〉 for the norm and the
inner product of L2(Ω) respectively. The norm and the inner product of L2(ω) are denoted by
‖ · ‖ω and 〈·, ·〉ω respectively. Write R+ = (0,+∞),N = {0, 1, 2, . . .} andN+ = {1, 2, 3, . . .}.
The usual norm in Rd, with d ∈ N+, is denoted by | · |d. Let
γ0 = ‖V (·)‖L∞(Ω). (1.2)
Let {λj}∞j=1, with
λ1 ≤ λ2 ≤ · · · ≤ λm ≤ 0 < λm+1 ≤ · · · (1.3)
be the family of all eigenvalues of −A and let {ξj}∞j=1 be the family of the corresponding
eigenfunctions, which forms an orthonormal basis of L2(Ω). For each M ∈ N+, let XM =
span{ξi}Mi=1, and let PM be the orthogonal projection from L2(Ω) onto XM . Given a set E in
a topological space F , write χE(·) for its characteristic function. Given a matrix B, we use B′
and B−1 to denote its transposition and inverse respectively. Given two functions as s → s0
for some s0 ≥ 0 (or s0 = +∞), the notation f(s) = O(g(s)) means that lims→s0 f(s) and
lims→s0 g(s) have the same order. Write C(· · ·) for a positive constant depending on what are
enclosed in the brackets.
1.2 Aims, previous works and motivations
Aims. The first aim of this paper is to design an output feedback law to stabilize exponentially
the equation (1.1) with the feedback control. The feedback law abides the following rules: Let
T > 0. Write [0,+∞) = ⋃+∞i=0 [2iT, (2i + 2)T ). Let ω1 ⊂ Ω be another open and nonempty
subset. In each subinterval [2iT, (2i + 2)T ), we do what follows: First, in [2iT, (2i + 1)T ),
observe a solution y(·) over ω1; Second, take sample from the output 1∗ω1y(·) at the time instant
3
4
T +2iT ; (Here, 3
4
T can be any time before T .) Third, in [(2i+1)T, (2i+ 3
2
)T ), apply over ω a
time-invariant control, which is the feedback of the sampled output 1∗ω1y(3/4T +2iT ); Finally,
in [(2i+ 3
2
)T, (2i+ 2)T ), let the equation evolve free. In such a way, the constructed feedback
control is of sampled-data and 2T can be viewed as the sampling period.
The second aim of this paper is to study the behaviors of the norm of the feedback law, when
the sampling period tends to zero or infinity.
Some previous works. There have been many literatures on the stabilization of distributed
parameter systems. Most of them are concerned about constructing continuous-time state feed-
back laws (see [30, 17, 2, 35] and the references therein). However, in real applications, one
cannot obtain full information on states in many cases. Thus, the studies on output feedback
stabilization should be very important. Unfortunately, there has been no systematic theory on
this subject. Most of publications on this issue focus on how to construct output feedback laws
to stabilize some special equations (see [13, 6, 22, 1, 25] and references therein). The current
paper also only provides a way to design an output feedback law.
Nowadays, most controls are implemented in systems via digital technology. This motivates
studies on continuous-time process with discrete-time (or piecewise constant) controls. We call
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such a process as a sampled-data controlled system and call such a control as a sampled-data
control. (See, for instance, [5].)
Stabilization problems for parameter distributed systems with sampled-data controls have
been studied in some literatures. In [18] and [28], some sufficient conditions on state and
output feedback stabilization for some abstract linear systems with sampled-data controls were
given respectively. In [11] and [12], some output feedback laws for a class of 1-D semilinear
parabolic equations with sampled-data controls were designed. In these two works, the space
interval was divided into sufficiently small subintervals. The observation in [11] is made on
the endpoints of these subintervals, while the output in [12] is the averaged state measurement
on each subintervals. In [14], two types of feedback laws to stabilize 1-D linear parabolic
equations with boundary sampled-data controls were given by the emulation of the reduced
model design and the emulation of the back-stepping design respectively. All of the above
works start with designing feedback laws stabilizing continuous-time systems with continuous-
time controls, and then design the feedback sampled-data controls by using the aforementioned
feedback laws and the time-discretizing outputs. Such method is called the indirect method.
Instead of using the indirect method, the works [31] used approximate models to construct
the sampled-data feedback stabilization laws. The method to design the feedback controls in
[31] is as follows: First, discretize continuous-time state systems (including states, outputs and
controls) in time; Second, design feedback laws for discretizing state systems; Finally, let the
aforementioned discretizing feedback laws play the roles of sampled-data feedback laws for
the original systems. All these works need that sampling periods are sufficient small. This
requirement is from their methods designing the feedback laws.
We mention works [32, 19, 27], where feedback laws are not static but time-periodic, and
the sampling period is not necessary to be sufficient small. In [32], a type of time-periodic
output feedback law was built up to stabilize a type of neutral systems with sampled-data con-
trols. The works [19] and [27] considered a generalized sampling operator, which is a kind
of weighted average of the output over each sampling period. Some necessary and sufficient
conditions for the stabilization of a class of linear distributed system were studied in these two
works. It deserves to mention what follows: Since time-periodic feedback laws are much more
powerful than time-invariant feedback laws (see [35]), the authors of [32, 19, 27] could expect
the feedback laws stabilizing systems with bigger sampling periods. As payments, the cost of
using such feedback laws is higher than that of using time-invariant feedback laws.
For other sampled-data control problems, we mention here [33] and [36].
Motivations. First, from what mentioned in the previous works, we see that most time-invariant
output feedback law can only stabilize systemswhen sampling period is sufficiently small, while
the cost of using time-period output feedback laws is much higher than that of using time-
invariant output feedback laws. However, the requirement that sampling periods are sufficient
small is not reasonable from two perspectives: smaller sampling periods require faster, newer
and more expensive hardware; performing all control computations might not be feasible, when
the sampling period is too small (see Section 1.2 in [5]). These motivate us to design time-
invariant output feedback laws stabilizing sampled-data controlled systems with any sampling
period.
Second, it should be important and interesting to study how sampling periods effect the
performance of systems. Indeed, such issue has been extensively studied for the linear regulator
problem of finite-dimensional systems (see [16, 8, 21, 3]). However, to our best knowledge, it
has not been touched upon how sampling periods effect feedback laws. This motivates us to
study the behaviors of the norm of the feedback law when the sampling period tends to zero or
3
infinity.
1.3 Main results
The main results of our work will be precisely presented in Section 4. Here we state them in
plain language.
(i) For any γ > 0 and T > 0, we can design a feedback law FT : L2(ω1) → L2(ω) so that
any solution y(·) to the closed-loop equation:{
y′(t)−Ay(t) = 1ω
∑∞
i=0 χ[(2i+1)T,(2i+ 32 )T )
(t)FT (1∗ω1y((2i+ 34)T )), t > 0,
y(0) ∈ L2(Ω), (1.4)
satisfies that
‖y(t)‖ ≤ Ce−γt‖y(0)‖, t > 0, (1.5)
for some positive constant C = C(T, γ, γ0,Ω, ω, ω1, d). (Though FT depends on both γ and T ,
we only care about its dependence on T in this study).
(ii) The feedback law is given in the following manner: First, we can find natural numbers
M = M(T, γ, γ0,Ω, ω, ω1, d) and N = N(T, γ, γ0,Ω, ω, ω1, d), which have explicit expres-
sions in terms of T , γ and γ0. With the aid of such expressions, we can estimateM and N in
terms of T , γ and γ0; Second, we can find, for each 1 ≤ j ≤ N , two vectors fj ∈ span{1ωξi}Mi=1
and hj ∈ span{1ω1ξi}Mi=1, which have explicit formulas respectively in terms of the unique min-
imizers of two explicitly expressed functionals on twoM-dim spaces; Third, we can write the
feedback law FT as:
FT (v) = −
N∑
j=1
〈v, hj〉fj, v ∈ L2(ω1). (1.6)
(iii) We have the following estimates on the feedback law:
α(T ) ≤ ‖FT‖L(L2(ω1);L2(ω)) ≤ eC1(1+
1
T
)+
γ0T
4 eC2(1+
1
T
)γ . (1.7)
Here, C1 = C1(γ0,Ω, ω, ω1, d) > 0 and C2 = C2(γ0,Ω, ω, ω1, d) > 0, and the function α(·) :
(0,+∞)→ (0,+∞) satisfies that
α(T ) = O(1/T ) as T → 0; α(T ) = O(e−λ1T4 ) as T → +∞. (1.8)
From these, we see that
lim
T→0
‖FT‖L(L2(ω1);L2(ω)) = +∞ and lim
T→+∞
‖FT‖L(L2(ω1);L2(ω)) = +∞. (1.9)
About the main results, several notes are given in order.
• Comparing with feedback laws built up in [18, 28, 11, 12, 14] where the indirect method
was applied, the advantage of our feedback law is that the sampling period 2T can be any
positive number. Moreover, our feedback law has an explicit expression (1.6).
• The above (iii) provides the following useful information on FT : (a) It gives both upper
and lower bounds for the norm of the feedback law in terms of time period. (b) The cost
of the feedback law blows up when T goes to either zero or infinity. This guides us to
select the sampling period for our feedback law in such a way that we better take the
sampling period neither too small nor too large.
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• The second equality in (1.9) can be explained as: when using a piecewise function to
approach a function over [0,+∞), the sampling period is larger, the error is bigger.
However, the first equality in (1.9) seems not to be reasonable. This might be a weak-
ness of our feedback law. One reason causing it might be as: our feedback law works
for any sampling period. Because its scope of application is too wide, it is imperfect
in some places. Another reason causing it may be from our design of the feedback
law. The key to build our feedback law is the use of the following controllability: for
any ζ ∈ L2(Ω), ε > 0 and T > 0, there is a control u ∈ L2(ω) so that the equa-
tion: z′(t) − Az(t) = 1ωu, t ∈ (0, T/2) has such a solution z(·) that z(0) = ζ and
‖PMz(T/2)‖ ≤ ε‖ζ‖. Moreover, the cost of such a control is of order eCT in term of T .
(In the next section of this paper, we will show such controllability by building up a new
type of observability inequality.) The cost of the null controllability and the approximate
controllability for heat equations have been extensively studied (see [10, 24, 9]). It is ac-
knowledged that the order e
C
T for the upper bound of the cost for controls is sharp in some
sense (see [9]). From this perspective, it is not surprise that the norm of our feedback law
goes to infinity when T goes to zero.
• From the right hand side of (1.4), we can see that our feedback control does not need to
follow the rule: adding control with a feedback form simultaneously after taking sample.
Instead of this, we take sample at time (2i + 3
4
)T , and after a time delay, we add a
feedback control over [(2i+1)T, (2i+ 3
2
)T ). Sometimes, such time delay could be useful
in practical applications.
• Our feedback law is constructed for any decay rate γ > 0. Such kind of stabilization
is called the rapid stabilization. About this subject, we would like to mention the works
[15, 4, 7].
• In the design of our feedback law, we borrowed some ideas from [25], where the output
feedback stabilization for impulse controlled heat equations was studied.
1.4 Plan of this paper
The rest of this paper is organized as follows: Section 2 gives a type of observability inequality
and the partial null approximate controllability for heat equations with time-invariant controls.
Section 3 studies the norm optimal control problems governed by heat equations with time-
invariant controls and with impulse controls respectively. The last section presents and proves
our main results.
2 Partial null approximate controllability with a cost
Throughout this section, we arbitrarily fix T1 and T2, with 0 ≤ T1 < T2. Given ζ ∈ L2(Ω) and
u ∈ L2(ω), write y(·; ζ, u) for the solution to the following equation:{
y′(t)− Ay(t) = 1ωu, t ∈ (T1, T2),
y(T1) = ζ.
(2.1)
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Defintion 2.1. The equation (2.1) is said to have the partially null approximate controllability
with a cost, if for any M ∈ N+ and ε > 0, there is C(ε,M, T2 − T1) > 0 so that for each
ζ ∈ L2(Ω), there is uζ ∈ L2(ω) satisfying that
1
[C(ε,M, T2 − T1)]2 (T2 − T1)‖u
ζ‖2ω +
1
ε2
‖PMy(T2; ζ, uζ)‖2 ≤ ‖ζ‖2. (2.2)
Remark 2.1. (i) In Definition 2.1, C(ε,M, T2 − T1) can be treated as a cost for the control uζ ,
when ζ is an unit vector. The reason is as: the control uζ , when replaces u on the right hand side
of (2.1), is treated as a function: t→ χ(T1,T2)(t)1ωuζ , t ∈ (T1, T2). The L2(T1, T2;L2(ω))-norm
of this function is
√
T2 − T1‖uζ‖ω.
(ii) Studies of the above-mentioned controllability is related to studies of the following ad-
joint equation: {
ϕ′(t) + Aϕ(t) = 0, t ∈ (T1, T2),
ϕ(T2) = Φ,
(2.3)
where Φ ∈ L2(Ω). We write ϕ(·;T2,Φ) for the solution to the equation (2.3).
For each k ∈ N+, we define a function fk : Rk → R in the following manner:
fk(d1, d2, . . . , dk) =
|〈∑ki=1 di1∗ωξi,1∗ωξk+1〉ω|
‖1∗ωξk+1‖ω
, (d1, d2, . . . , dk) ∈ Bωk , (2.4)
where
B
ω
k =
{
(d1, d2, · · · , dk) ∈ Rk :
∥∥∥ k∑
i=1
di1
∗
ωξi
∥∥∥
ω
= 1
}
. (2.5)
It will be proved later that fk takes its maximum overB
ω
k (see Lemma 2.1). We write
θk := max
B
ω
k
fk, k ∈ N+. (2.6)
For eachM ∈ N+, we let
τ1 := 1 and τM :=
√
M∏M−1
k=1 (1− θk)
, M ≥ 2. (2.7)
The main result of this section is as:
Theorem 2.1. The equation (2.1) has the partially null approximate controllability with a cost,
i.e., given ζ ∈ L2(Ω),M ∈ N+ and ε > 0, there is u˜ ∈ L2(ω) so that
‖PMy(T2; ζ, u˜)‖ ≤ ε‖ζ‖; (2.8)
and √
T2 − T1‖u˜‖ω ≤ C(ε,M, T2 − T1)‖ζ‖. (2.9)
Here
C(ε,M, T2 − T1) = τMeC(1+
1
T2−T1
+(T2−T1)γ0+γ
2
3
0 +
√
1
T2−T1
ln+ 1
ε
)
, (2.10)
where τM and γ0 are given by (2.7) and (1.2) respectively, and where C = C(ω,Ω).
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To prove Theorem 2.1, we need next two lemmas: Lemma 2.2 and Lemma 2.3. The proof
of Lemma 2.2 needs the following Lemma 2.1: (The proofs of these three lemmas will be given
after the proof of Theorem 2.1.)
Lemma 2.1. For each k ∈ N+, the function fk (defined by (2.4), as well as (2.5)) takes its
maximum θk at some point in B
ω
k . Moreover, it holds that
0 ≤ θk < 1. (2.11)
Lemma 2.2. Let χω be the characteristic function of ω. The following statements are equivalent
and are true.
(i) There is C = C(Ω, ω) > 0 so that for any θ ∈ (0, 1),M ∈ N+ and Φ ∈ XM ,
‖ϕ(T1;T2,Φ)‖ ≤ τ 1−θM eC(1+
1
θ(T2−T1)
+(T2−T1)γ0+γ
2
3
0 )‖Φ‖θ
·
∥∥∥χω 1√
T2 − T1
∫ T2
T1
ϕ(t;T2,Φ)dt
∥∥∥1−θ, (2.12)
where τM is given by (2.7) and ϕ(·;T2,Φ) is the solution to (2.3).
(ii) For any ε > 0,M ∈ N+ and Φ ∈ XM ,
‖ϕ(T1;T2,Φ)‖2
≤ ε2‖Φ‖2 + [C(ε,M, T2 − T1)]2
∥∥∥χω 1√
T2 − T1
∫ T2
T1
ϕ(t;T2,Φ)dt
∥∥∥2. (2.13)
Here C(ε,M, T2 − T1) is given by (2.10) and ϕ(·;T2,Φ) is the solution to (2.3).
Lemma 2.3. Equation (2.1) has the partially null approximate controllability with a cost if and
only if for any ε > 0 and M ∈ N+, there is C(ε,M, T2 − T1) so that for any Φ ∈ XM , the
solution ϕ(·;T2,Φ) to (2.3) satisfying that
‖ϕ(T1;T2,Φ)‖2
≤ ε2‖Φ‖2 + [C(ε,M, T2 − T1)]2
∥∥∥χω 1√
T2 − T1
∫ T2
T1
ϕ(t;T2,Φ)dt
∥∥∥2. (2.14)
Moreover, the constant C(ε,M, T2 − T1) in (2.14) and the constant C(ε,M, T2 − T1) in (2.2)
are the same.
Remark 2.2. (i) Given θ ∈ (0, 1) andM ∈ N+, the inequality (2.12) does not hold for all Φ ∈
L2(Ω). This can be proved as follows: Define S : L2(Ω) → H10 (Ω) ∩ H2(Ω) in the following
manner: S(Φ) := ∫ T2
T1
ϕ(t;T2,Φ)dt, Φ ∈ L2(Ω). By the properties of the C0-semigroup (see,
for instance, Theorem 2.4 in Chapter 1 of [23]), S is well defined, i.e., ∫ T2
T1
ϕ(t;T2,Φ)dt ∈
D(A) = H10 (Ω) ∩H2(Ω) for each Φ ∈ L2(Ω). By making use of the Galerkin method, we can
directly show that S is bijective. (We omit the detailed proof.) Next, we take a nonzero function
Ψ ∈ H10 (Ω) ∩H2(Ω) so that Ψ = 0 in ω. Since S is bijective, we have that Φ˜ = S−1Ψ 6= 0 in
L2(Ω). This, along with the backward uniqueness of heat equations, yields that eA(T2−T1)Φ˜ 6= 0,
i.e., ϕ(T1;T2, Φ˜) 6= 0. Thus, for this Φ˜, the left hand side of (2.12) is ‖ϕ(T1;T2, Φ˜)‖ which is
positive, while the right hand side of (2.12) is zero, since χω
∫ T2
T1
ϕ(T1;T2, Φ˜) = χωS(Φ˜) =
χωψ = 0. Hence, the function Φ˜ does not satisfy the inequality (2.12).
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(ii) The equation (2.1) is not null approximate controllable, i.e., there is ζ ∈ L2(Ω) and ε >
0 so that for any u ∈ L2(ω), ‖y(T2; ζ, u)‖ ≥ ε. Here is the proof: Define Sω : L2(Ω)→ L2(ω)
in the following manner: Sω(Φ) := 1∗ω
∫ T2
T1
ϕ(t;T2,Φ)dt, Φ ∈ L2(Ω). Its adjoint operator
reads: S∗ω(u) =
∫ T2
T1
eA(T2−t)1ωudt, u ∈ L2(ω). Since ker(Sω) 6= {0}, (This has been proved
in (i) of this remark.) we see that range(S∗ω) is not dense in L2(Ω). So there is ζ1 ∈ L2(Ω) and
ε > 0 so that
‖S∗ω(u)− ζ1‖ > 2ε for all u ∈ L2(ω). (2.15)
Meanwhile, since the set {eA(T2−T1)ζ : ζ ∈ L2(Ω)} is dense in L2(Ω), we can choose ζ ∈
L2(Ω) so that ‖eA(T2−T1)ζ − ζ1‖ < ε. This, along with (2.15), yields that for any u ∈ L2(ω),
‖y(T2; ζ, u)‖ = ‖eA(T2−T1)ζ + S∗ω(u)‖ ≥ ‖S∗ω(u)− ζ1‖ − ‖eA(T2−T1)ζ − ζ1‖ > ε.
(iii) A similar observability inequality to (2.12) was obtained in [36] (see Lemma 2.3 in
[36]): There exists C = C(Ω, ω) so that for any T , S, with 0 < S < T ,
‖ϕ(0;T,Φ)‖ ≤ eC(1+ 1T−S )‖Φ‖ 12
∥∥∥χω 1
S
∫ S
0
ϕ(t;T,Φ)dt
∥∥∥ 12 for all Φ ∈ L2(Ω), (2.16)
where ϕ(·;T,Φ) solves the equation:{
ϕ′(t) + ∆ϕ(t) = 0, t ∈ (0, T ),
ϕ(T ) = Φ.
(2.17)
The main differences between (2.12) and (2.16) are as follows: First, (2.16) holds for all Φ ∈
L2(Ω), while (2.12) holds for all Φ ∈ XM , but not all Φ ∈ L2(Ω). Second, the integral interval
on the righthand side of (2.16) cannot be the whole interval [0, T ], while it can be in (2.12).
We now on the position to prove Theorem 2.1.
Proof of Theorem 2.1. From Lemma 2.2 and Lemma 2.3, we see that for any ζ ∈ L2(Ω),
M ∈ N+ and ε > 0, there is u˜ ∈ L2(ω), with (2.9) where C(ε,M, T2 − T1) is given by (2.10),
so that (2.8) holds. This ends the proof of Theorem 2.1. 
We next prove Lemmas 2.1, 2.2, 2.3 one by one.
Proof of Lemma 2.1. Arbitrarily fix k ∈ N+. By the unique continuation property for the elliptic
equations (see Theorem 15.2.1 in [34]), we find that 1∗ωξk+1 is not zero, from which, it follows
that fk is well defined. Moreover, from (2.4), we can easily check that fk is continuous.
We now claim that Bωk is closed and bounded in R
k. Indeed, the closedness of Bωk can be
easily verified. To show its boundedness, we arbitrarily fix (d1, · · · , dk) ∈ Bωk . Write ψ :=∑k
i=1 di1
∗
ωξi. It follow from (2.5) that ‖ψ‖ω = 1. Let
Bk :=
 〈1∗ωξ1,1∗ωξ1〉ω · · · 〈1∗ωξ1,1∗ωξk〉ω· · · · · · · · ·
〈1∗ωξk,1∗ωξ1〉ω · · · 〈1∗ωξk,1∗ωξk〉ω
 . (2.18)
Since 1∗ωξ1, . . . ,1
∗
ωξk are linearly independent in L
2(ω) (see, for instance, Page 38, Section 2.2
in [2]), the matrix Bk (given by (2.18)) is invertible. Moreover, one can easily check that
(d1, . . . , dk)
′ = B−1k (〈ψ,1∗ωξ1〉ω, . . . , 〈ψ,1∗ωξk〉ω)′.
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This, along with the fact that ‖ψ‖ω = 1, yields that Bωk is bounded. Hence, the continuous
function fk takes its maximum on the closed and bounded subset B
ω
k in R
k.
We next show (2.11). From (2.4) and (2.5), we find that 0 ≤ θk ≤ 1. By contradiction, we
suppose that θk = 1. Then there would be (d1, . . . , dk) ∈ Bωk so that∣∣∣〈 k∑
i=1
di1
∗
ωξi,1
∗
ωξk+1〉ω
∣∣∣ = ‖1∗ωξk+1‖ω .
Meanwhile, it is clear that
∣∣∣〈 k∑
i=1
di1
∗
ωξi,1
∗
ωξk+1
〉
ω
∣∣∣ ≤ ∥∥∥ k∑
i=1
di1
∗
ωξi
∥∥∥
ω
‖1∗ωξk+1‖ω = ‖1∗ωξk+1‖ω.
From these, we can find α 6= 0 so that α∑ki=1 di1∗ωξi = 1∗ωξk+1. This contradicts to the linear
independence of 1∗ωξ1, . . . ,1
∗
ωξk+1. Hence, (2.11) is true. This ends the proof of Lemma 2.1. 
Proof of Lemma 2.2. The proof is organized by two parts.
Part I. We prove that statements (i) and (ii) are equivalent.
To show that (i)⇒ (ii), we arbitrarily fix ε > 0, M ∈ N+ and Φ ∈ XM . Recall that τM is
given by (2.7). It follows from (2.12) that for any θ ∈ (0, 1),
‖ϕ(T1;T2,Φ)‖2 ≤ (‖Φ‖2)θ
(
τ 2Me
2C
1−θ
(1+ 1
θ(T2−T1)
+(T2−T1)γ0+γ
2
3
0 )‖χωϕ¯‖2
)1−θ
, (2.19)
where ϕ¯ = 1√
T2−T1
∫ T2
T1
ϕ(t;T2,Φ)dt. Write
β =
θ
1− θ , Λ = C(1 +
1
T2 − T1 + (T2 − T1)γ0 + γ
2
3
0 ), Υ =
C
T2 − T1 .
Applying Young’s inequality to (2.19) yields that
‖ϕ(T1;T2,Φ)‖2
≤ ε2‖Φ‖2 + (1− θ)θβ 1
ε2β
τ 2Me
2C(1+β)(1+ 1+β
β(T2−T1)
+(T2−T1)γ0+γ
2
3
0 )‖χωϕ¯‖2
≤ ε2‖Φ‖2 + τ 2Me2Λ+2Υ+2β(ln
+ 1
ε
+Λ)+ 2
β
Υ‖χωϕ¯‖2. (2.20)
By choosing θ so that β =
√
Υ
ln+ 1
ε
+Λ
, we obtain from (2.20) that
‖ϕ(T1;T2,Φ)‖2 ≤ τ 2Me8Λ+4
√
Υln+ 1
ε‖χωϕ¯‖2 + ε2‖Φ‖2, (2.21)
which leads to (2.13) with C(ε,M, T2 − T1) given by (2.10).
To show that (ii)⇒(i), we arbitrarily fix θ ∈ (0, 1), M ∈ N+ and Φ ∈ XM . Write C =
C(ω,Ω) for a constant depending only on Ω and ω, which may vary in different contexts. One
can directly check that
2C
√
1
T2 − T1 ln
+ 1
ε
≤ C
2
2α(T2 − T1) + 2α ln
(
e +
1
ε
)
for all ε > 0, α > 0.
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From this and (2.13), we find that for any ε > 0 and α > 0,
‖ϕ(T1;T2,Φ)‖2 ≤ ε2‖Φ‖2 + τ 2Me2C(1+
1
T2−T1
+(T2−T1)γ0+γ
2
3
0 )e
C2
2α(T2−T1) (e+ 1/ε)2α‖χωϕ‖2.
We may as well assume that Φ 6= 0. Taking ε = 1
2
‖ϕ(T1;T2,Φ)‖
‖Φ‖ in the above, and then using the
inequality: ‖ϕ(T1;T2,Φ)‖ ≤ eγ0(T2−T1)‖Φ‖, we see that for any α > 0,
3
4
‖ϕ(T1;T2,Φ)‖2(1+α)
≤ τ 2Me2C(1+
1
T2−T1
+(T2−T1)γ0+γ
2
3
0 )e
C2
2α(T2−T1) (eγ0(T2−T1)+1 + 2)2α‖Φ‖2α‖χωϕ‖2.
Taking α > 0 so that θ = α
1+α
, we can obtain from the above that
‖ϕ(T1;T2,Φ)‖ ≤ τ 1−θM eC(1+
1
θ(T2−T1)
+(T2−T1)γ0+γ
2
3
0 )‖Φ‖θ‖χωϕ‖1−θ,
which leads to (2.12).
Part II. We show that the proposition (i) is true.
Arbitrarily fix θ ∈ (0, 1),M ∈ N+ and Φ ∈ XM . Write
Φ =
M∑
i=1
aiξi, with ai ∈ R. (2.22)
The proof of (i) is divided into the following two steps:
Step 1. We prove that there exists C = C(ω,Ω) so that
‖ϕ(T1;T2,Φ)‖
≤ eC(1+ 1θ(T2−T1)+(T2−T1)γ0+γ
2
3
0 )‖Φ‖θ
∥∥∥χω 1√
T2 − T1
∫ T1+T2
2
T1
ϕ(t;T2,Φ)dt
∥∥∥1−θ.(2.23)
Define
η :=
1√
T2 − T1
∫ T1+T2
2
T1
eA(
T1+T2
2
−t)Φdt. (2.24)
Then
‖η‖ =
∥∥∥ 1√
T2 − T1
∫ T1+T2
2
T1
eA(
T1+T2
2
−t)Φdt
∥∥∥ ≤ √T2 − T1
2
eγ0
T2−T1
2 ‖Φ‖. (2.25)
Moreover, it follows by (2.24) and (2.22) that∥∥∥eT2−T12 Aη∥∥∥ = 1√
T2 − T1
[ M∑
i=1
( ∫ T1+T2
2
T1
eλi(t−T1)dt
)2
(e−λi(T2−T1)ai)2
] 1
2
≥
√
T2 − T1
2
e−γ0
T2−T1
2 ‖ϕ(T1;T2,Φ)‖ . (2.26)
Meanwhile, it follows by (iii) of Theorem 2.1 in [25] (see also [26]) that
‖eT2−T12 Aη‖ ≤ eC(1+ 1θ(T2−T1)+(T2−T1)γ0+γ
2
3
0 )‖η‖θ‖χωe
T2−T1
2
Aη‖1−θ. (2.27)
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Then from (2.26), (2.27) and (2.25), we see that
‖ϕ(T1;T2,Φ)‖ ≤ eC(1+
1
θ(T2−T1)
+(T2−T1)γ0+γ
2
3
0 )‖Φ‖θ
∥∥∥χω 1
T2 − T1
∫ T1+T2
2
T1
ϕ(t;T2,Φ)dt
∥∥∥1−θ
≤ eC(1+ 1θ(T2−T1)+(T2−T1)γ0+γ
2
3
0 )‖Φ‖θ
∥∥∥χω 1√
T2 − T1
∫ T1+T2
2
T1
ϕ(t;T2,Φ)dt
∥∥∥1−θ,
which leads to (2.23).
Step 2. We show that
∥∥∥χω 1√
T2 − T1
∫ T1+T2
2
T1
ϕ(t;T2,Φ)dt
∥∥∥ ≤ τM∥∥∥χω 1√
T2 − T1
∫ T2
T1
ϕ(t;T2,Φ)dt
∥∥∥. (2.28)
For each 1 ≤ j ≤ M , we let
αj :=
∫ T2
T1
e−λj(T2−t)dt, βj :=
∫ T1+T2
2
T1
e−λj(T2−t)dt, γj :=
αj
βj
, ηj := βjaj1ω1
∗
ωξj.
Then, by (2.22), we see that
χω
∫ T1+T2
2
T1
ϕ(t;T2,Φ)dt =
M∑
j=1
∫ T1+T2
2
T1
e−λj(T2−t)dtaj1ω1∗ωξj =
M∑
j=1
ηj;
χω
∫ T2
T1
ϕ(t;T2,Φ)dt =
M∑
j=1
∫ T2
T1
e−λj(T2−t)dtaj1ω1∗ωξj =
M∑
j=1
γjηj .
Hence, the inequality (2.28) is equivalent to the following inequality:
‖
M∑
j=1
ηj‖2 ≤ τ 2M‖
M∑
j=1
γjηj‖2. (2.29)
We may as well assume thatM ≥ 2. In order to show (2.29), we observe that
∥∥∥ M∑
j=1
γjηj
∥∥∥2 = ∥∥∥M−1∑
j=1
γjηj
∥∥∥2 + 2γM〈M−1∑
j=1
γjηj , ηM
〉
+ γ2M‖ηM‖2
≥
∥∥∥M−1∑
j=1
γjηj
∥∥∥2 − 2γM ∣∣∣〈 ∑M−1j=1 αjaj1∗ωξj
‖∑M−1j=1 αjaj1∗ωξj∥∥∥
ω
,
1
∗
ωξM
‖1∗ωξM‖ω
〉
ω
∣∣∣∥∥∥M−1∑
j=1
γjηj
∥∥∥‖ηM‖
+γ2M‖ηM‖2. (2.30)
Meanwhile, we take dˆj =
αjaj
‖∑M−1j=1 αjaj1∗ωξj‖ω
, with j = 1, . . . ,M − 1. One can easily see that
(dˆ1, . . . , dˆM−1) ∈ BωM−1 (see (2.5)). Thus, we can apply Lemma 2.1 with k = M − 1 to see
that fM−1(dˆ1, . . . , dˆM−1) ≤ θM−1. This, along with (2.30), indicates that∥∥∥ M∑
j=1
γjηj
∥∥∥2
11
≥
∥∥∥M−1∑
j=1
γjηj
∥∥∥2 − 2γMθM−1∥∥∥M−1∑
j=1
γjηj‖‖ηM
∥∥∥+ γ2M‖ηM‖2
≥ (1− θM−1)
(∥∥∥M−1∑
j=1
γjηj
∥∥∥2 + γ2M‖ηM‖2). (2.31)
By the similar way used in the proof of (2.31), we can obtain that∥∥∥M−1∑
j=1
γjηj
∥∥∥2 ≥ (1− θM−2)(∥∥∥M−2∑
j=1
γjηj
∥∥∥2 + γ2M−1‖ηM−1‖2). (2.32)
Submitting (2.32) into (2.31), we see that∥∥∥ M∑
j=1
γjηj
∥∥∥2 ≥ (1− θM−1)(1− θM−2)∥∥∥M−2∑
j=1
γjηj
∥∥∥2
+(1− θM−1)(1− θM−2)γ2M−1‖ηM−1‖2 + (1− θM−1)γ2M‖ηM‖2. (2.33)
Proceeding the above step by step, using facts:
∥∥∥∑Mj=1 ηj∥∥∥2 ≤ M∑Mj=1 ‖ηj‖2 and γj > 1 for
all j = 1, 2, . . . ,M , we find that
∥∥∥ M∑
j=1
γjηj
∥∥∥2 ≥ γ21 M−1∏
k=1
(1− θM−k)‖η1‖2 +
M∑
j=2
[
γ2j
M−j+1∏
k=1
(1− θM−k)‖ηj‖2
]
≥ 1
M
M−1∏
k=1
(1− θM−k)
∥∥∥ M∑
j=1
ηj
∥∥∥2,
which leads to (2.29). Hence, (2.28) is true. Then by (2.28) and (2.23), we obtain (2.12).
Thus, we end the proof of Lemma 2.2. 
Proof of Lemma 2.3. The proof is organized by the following three steps:
Step 1. We show that (2.14) implies the partially null approximate controllability with a cost.
Suppose that (2.14) holds. Arbitrarily fix ε > 0,M ∈ N+ and ζ ∈ L2(Ω). Let C(ε,M, T2−
T1) be given by (2.14). Then let
~ := ε2 and κ := [C(ε,M, T2 − T1)]2. (2.34)
Define the functional F : XM → R via
F (Φ) =
κ
2
∥∥∥1∗ω 1√T2 − T1
∫ T2
T1
eA(T2−t)Φdt
∥∥∥2
ω
+
~
2
‖Φ‖2 − 〈ζ, e(T2−T1)AΦ〉, Φ ∈ XM .
One can easily check that it is strictly convex, coercive and of C1. Thus it has a unique mini-
mizer Φ¯ ∈ XM so that F (Φ¯) = minΦ∈XM F (Φ). The Euler-Lagrange equation of F associated
with Φ¯ is as:
κ
〈
1
∗
ω
1√
T2 − T1
∫ T2
T1
eA(T2−t)Φdt, 1∗ω
1√
T2 − T1
∫ T2
T1
eA(T2−t)Φ¯dt
〉
ω
+ ~〈Φ, Φ¯〉 = 〈ζ, e(T2−T1)AΦ〉 for all Φ ∈ XM . (2.35)
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Define a time-invariant control:
u˜ := −κ 1
T2 − T11
∗
ω
∫ T2
T1
eA(T2−t)Φ¯dt. (2.36)
By (2.35) (where Φ = Φ¯), (2.34) and (2.14), we can use a standard way (see the proof of
Theorem 3.1 in [25]) to show that u˜ satisfies (2.2) with the above-mentioned C(ε,M, T2− T1).
So the equation (2.1) has the partially null approximate controllability with a cost.
Step 2. We prove that the partial null approximate controllability with a cost implies (2.14).
Suppose that the equation (2.1) has the partially null approximate controllability with a cost.
Arbitrarily fix ε > 0, M ∈ N+ and Φ ∈ XM . Then there is C(ε,M, T2 − T1) > 0 so that for
any ζ ∈ L2(Ω), there is uζ ∈ L2(ω) satisfying (2.2). Multiplying (2.1) (where u = uζ) by
ϕ(·; ;T2,Φ), and integrating on [T1, T2], we see that
〈y(T2; ζ, uζ), Φ〉 − 〈ζ, ϕ(T1; T2,Φ)〉 =
∫ T2
T1
〈1ωuζ, ϕ(t; T2,Φ)〉dt.
This, together with (2.2), yields that for any ζ ∈ L2(Ω),
〈ζ, ϕ(T1;T2,Φ)〉
≤ ‖PMy(T2; ζ, u
ζ)‖2
2ε2
+
(T2 − T1)‖u‖2ω
2[C(ε,M, T2 − T1)]2
+
ε2
2
‖Φ‖2 + [C(ε,M, T2 − T1)]
2
2(T2 − T1)
∥∥∥χω ∫ T2
T1
ϕ(t;T2,Φ)dt
∥∥∥2
≤ 1
2
‖ζ‖2 + ε
2
2
‖Φ‖2 + [C(ε,M, T2 − T1)]
2
2(T2 − T1)
∥∥∥χω ∫ T2
T1
ϕ(t;T2,Φ)dt
∥∥∥2.
By taking ζ = ϕ(T1;T2,Φ) in the above, we are led to (2.14).
Step 3. We prove that the constantC(ε,M, T2−T1) in (2.14) and the constant C(ε,M, T2−T1)
in (2.2) are the same.
Indeed, this can be seen from Step 1 and Step 2 easily.
Hence, we end the proof of Lemma 2.3. 
3 Minimal norm controls
In this section, we will study properties of time-invariant controls which have the minimal
norm among all time-invariant controls realizing the partially null approximate controllability.
We also study some minimal norm impulse control problems. These will help us to build up the
feedback law. Throughout this section, we arbitrarily fix T1 and T2 so that 0 ≤ T1 < T2.
3.1 Basic properties on minimal norm controls
Arbitrarily fix ζ ∈ L2(Ω),M ∈ N+ and ε > 0. Consider the minimal norm control problem:
(SNP ) N := inf{
√
T2 − T1‖f‖ω : f ∈ L2(ω) s.t. ‖PMy(T2; ζ, f)‖ ≤ ε‖ζ‖}, (3.1)
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where y(·; ζ, f) is the solution to the equation:{
y′(t)−Ay(t) = 1ωf, t ∈ (T1, T2),
y(T1) = ζ.
(3.2)
We simply write y(·; f) for the solution to (3.2), when there is no risk causing any confusion.
The studies of (SNP ) are related to the following optimization problem:
(P ) inf
Φ∈XM
G(Φ), (3.3)
where the functional G : XM → R is defined by
G(Φ) =
1
2(T2 − T1)
∥∥∥ ∫ T2
T1
1
∗
ωe
A(T2−t)Φdt
∥∥∥2
ω
+〈ζ, eA(T2−T1)Φ〉+ε‖ζ‖‖Φ‖, Φ ∈ XM . (3.4)
Lemma 3.1. The following conclusions are true:
(i) The functionalG is coercive and strictly convex. It has a unique minimizer Φζ overXM ;
(ii) Let Φζ be the minimizer of G. Then Φζ = 0 if and only if ‖PMy(T2; 0)‖ ≤ ε‖ζ‖.
Proof. (i) By (2.13), we can use a standard method (see, for instance, the proof of Theorem
4.3 in [36]) to prove that G is coercive and strictly convex. This implies that G has an unique
minimizer (see Theorem 2D in [37]).
(ii) This conclusion can be proved by a very similar way to that in the proof of Lemma 3.6
(c) in [25]. We omit the details here. Hence, we end the proof of Lemma 3.1.
Theorem 3.1. The following conclusions are true:
(i) The problem (SNP ) has a unique minimal norm control f ζ;
(ii) The minimal norm control f ζ to (SNP ) is zero if and only if ‖PMy(T2; 0)‖ ≤ ε‖ζ‖;
(iii) The minimal norm control to the problem (SNP ) can be expressed by
f ζ = 1∗ω
1
T2 − T1
∫ T2
T1
eA(T2−t)Φζdt, (3.5)
where Φζ is the unique minimizer of the functional G given by (3.4).
Proof. (i) Write
Fad = {f ∈ L2(ω) : ‖PMy(T2; f)‖ ≤ ε‖ζ‖}. (3.6)
By Theorem 2.1, we see thatFad 6= ∅. Moreover, one can easily check thatFad is weakly closed
in L2(ω). Then by a standard argument, we can show that problem (SNP ) has a minimal norm
control. Moreover, by Parallelogram Law, one can prove that it is unique.
(ii) By (i) of this theorem, (SNP ) has an unique minimal norm control. Then by (3.1), we
can easily verify the conclusion (ii) of this theorem.
(iii) We will show that f ζ , given by (3.5), is the minimal norm control to (SNP ).
In the case when ‖PMy(T2; 0)‖ ≤ ε‖ζ‖, it follows by (ii) of Lemma 3.1 that Φζ = 0.
Moreover, by (ii) and (i) of this theorem, we find that the unique minimal norm control of
(SNP ) is zero. Clearly, f ζ , given by (3.5), is zero in this case. Hence, it is the minimal norm
control to (SNP ).
In the case that ‖PMy(T2; 0)‖ > ε‖ζ‖, it suffices to show two facts: First, f ζ ∈ Fad.
Second, ‖f ζ‖ω ≤ ‖f‖ω for all f ∈ Fad.
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To prove the first fact, we use (ii) of Lemma 3.1 to see that Φζ 6= 0. Thus the Euler-Lagrange
equation of G associated with Φζ is as:〈
1
∗
ω
1√
T2 − T1
∫ T2
T1
eA(T2−t)Φζdt, 1∗ω
1√
T2 − T1
∫ T2
T1
eA(T2−t)Φdt
〉
ω
+〈ζ, eA(T2−T1)Φ〉+ ε‖ζ‖〈 Φ
ζ
‖Φζ‖ , Φ〉 = 0 for all Φ ∈ XM . (3.7)
From (3.5) and (3.7), we can easily verify that
PMy(T2; f
ζ) = PM
(
eA(T2−T1)ζ +
∫ T2
T1
eA(T2−t)1ωf
ζdt
)
= −ε‖ζ‖ Φ
ζ
‖Φζ‖ .
This implies that ‖PMy(T2; f ζ)‖ ≤ ε‖ζ‖. Hence, we have that f ζ ∈ Fad.
To show the second fact, we arbitrarily fix f ∈ Fad. Then it follows by (3.6) that ‖PMy(T2; f)‖ ≤
ε‖ζ‖. This, along with (3.5) and (3.7) (where Φ = Φζ), yields that
(T2 − T1)‖f ζ‖2ω = −ε‖ζ‖‖Φζ‖ − 〈eA(T2−T1)ζ, Φζ〉
≤ 〈y(T2; f), Φζ〉 − 〈eA(T2−T1)ζ,Φζ〉
=
〈√
T2 − T1f,
√
T2 − T11∗ω
1
T2 − T1
∫ T2
T1
eA(T2−t)Φζdt
〉
ω
≤ 1
2
(T2 − T1)‖f‖2ω +
1
2
(T2 − T1)‖f ζ‖2ω, (3.8)
which leads to the second fact as desired.
Finally, from the above two facts, we see that f ζ is the minimal norm control to (SNP ) in
the second case. Hence, we end the proof of Theorem 3.1.
Remark 3.1. The control u˜ given by Theorem 2.1 is an admissible control to Problem (SNP ),
i.e., u˜ ∈ Fad. Then it follows by (2.9) that ‖f ζ‖L2(T1,T2;L2(ω)) ≤ C(ε,M, T2− T1)‖ζ‖, where f ζ
is the minimal norm control to (SNP ) and C(ε,M, T2 − T1) is the constant given by (2.10).
Thus, we obtain an upper bound for the minimal norm control to (SNP ). However, this bound
is not good enough to build up the desired feedback law. So we aim to seek a better bound for
f ζ in the next subsection.
3.2 Estimates for minimal norm controls
In this subsection, we shall give some estimates for the minimal norm control f ζ to the problem
(SNP ). These estimates will be used to build up the feedback law and to get lower and upper
bounds for the norm of the feedback law. Before giving the main theorem of this subsection,
we show the following lemma which gives some properties on the matrix defined by (2.18).
Similar results for the heat equation without any potential was given in [20].
Lemma 3.2. For anyM ∈ N+, the matrixBM , given by (2.18) with k =M , is positive definite.
Furthermore, ifM ∈ N+ satisfies that λM ≥ 0, then
|α|2M ≤ α′B−1M α ≤ eC0(1+γ
2
3
0 +
√
λM )|α|2M for any α ∈ RM . (3.9)
Here γ0 is given by (1.2) and C0 = C(Ω, ω).
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Proof. LetM ∈ N+. Since 1∗ωξ1, . . . ,1∗ωξM are linear independent in L2(ω) (see, for instance,
Page 38 in [2]), we can easily verify that the symmetric matrix BM is positive definite.
Now we arbitrarily fix M ∈ N+, with λM ≥ 0, and α = (a1, a2, · · ·aM)′ ∈ RM . To
show the first inequality in (3.9), we write σ(BM) for the set of all eigenvalues of BM . Let
λ := min σ(BM) and λ¯ := maxσ(BM ). Then we have that
α′BMα =
∥∥∥ M∑
i=1
ai1
∗
ωξi
∥∥∥2
ω
=
∥∥∥1∗ω M∑
i=1
aiξi
∥∥∥2
ω
≤
∥∥∥ M∑
i=1
aiξi
∥∥∥2 = |α|2M .
This implies that λ¯ ≤ 1. So min σ(B−1M ) ≥ 1, which leads to the first inequality in (3.9).
We now show the second inequality in (3.9). By the same way as that used in the proof of
(ii) of Theorem 2.1 in [25], we can find a constant C0 = C(Ω, ω) so that
|α|2M ≤ eC0(1+γ
2
3
0 +
√
λM)
∫
ω
|
M∑
i=1
aiξi|2dx = eC0(1+γ
2
3
0 +
√
λM)α′BMα.
This implies that λ ≥ e−C0(1+γ
2
3
0 +
√
λM ). Thus, max σ(B−1M ) ≤ eC0(1+γ
2
3
0 +
√
λM), which leads to
the second inequality in (3.9). This ends the proof of Lemma 3.2.
The main theorem of this subsection is as:
Theorem 3.2. Let ζ ∈ L2(Ω) andM ∈ N+ satisfy that ‖PMeA(T2−T1)ζ‖ > ε‖ζ‖ and λM ≥ 0.
Then the minimal norm control f ζ to the problem (SNP ) satisfies the estimates:
‖f ζ‖ω ≥ 1α1 (‖PMeA(T2−T1)ζ‖ − ε‖ζ‖);
‖f ζ‖ω ≤ eC˜1(1+γ
2
3
0 +
√
λM)( γ0
1−e−γ0(T2−T1) +
ε
αM
)‖ζ‖, (3.10)
where C˜1 = C0/2, with C0 given by Lemma 3.2, and
αj =
∫ T2
T1
e−λj(T2−t)dt, j = 1, 2, · · · ,M. (3.11)
Proof. LetΦζ be the minimizer ofG (given by (3.4)). Since ‖PMeA(T2−T1)ζ‖ > ε‖ζ‖, it follows
from Lemma 3.1 that Φζ 6= 0. Write ζ :=∑∞i=1 aiξi and Φζ :=∑Mi=1 biξi. Let
β˜ :=
 e
−λ1(T2−T1)a1
...
e−λM (T2−T1)aM
+ ε‖ζ‖‖Φζ‖
 b1...
bM
 and D := diag(αi)Mi=1.
Then by (3.7), we see that
DBMD(b1, . . . , bM)
′ = −(T2 − T1)β˜. (3.12)
Moreover, one can easily check that
(3.7)⇔ (3.12), when Φζ 6= 0. (3.13)
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(We would like to mention: (3.13) will not be used in this proof, but will be used in Section 4.)
From (3.12), it follows that
(b1, . . . , bM)
′ = −(T2 − T1)D−1B−1M D−1β˜. (3.14)
By (iii) of Theorem 3.1 and (3.14), after some simple calculations, we find that
‖f ζ‖2ω =
1
(T2 − T1)2 (b1, · · · , bM)DBMD(b1, . . . , bM)
′ = β˜TD−1B−1M D
−1β˜. (3.15)
From (3.15) and Lemma 3.2, we see that
‖f ζ‖2ω ≥ |D−1β˜|2M ≥
1
α21
(‖PMeA(T2−T1)ζ‖ − ε‖ζ‖)2. (3.16)
This gives the first inequality of (3.10).
To show the second inequality of (3.10), we first notice that −λ1 ≤ γ0. Then by (3.15) and
Lemma 3.2, we obtain that
‖f ζ‖2ω ≤ eC0(1+γ
2
3
0 +
√
λM)|D−1β˜|2M
≤ eC0(1+γ
2
3
0 +
√
λM)
(e−λ1(T2−T1)
α1
+
ε
αM
)2
‖ζ‖2
≤ eC0(1+γ
2
3
0 +
√
λM)
( γ0
1− e−γ0(T2−T1) +
ε
αM
)2
‖ζ‖2, (3.17)
which leads to the second inequality of (3.10). This completes the proof of Theorem 3.2.
3.3 Minimal norm impulse control problems
In this subsection, we study some minimal norm impulse control problems. We will omit the
detailed proofs, since they are very similar to those in two subsections above. Let ω1 ⊂ Ω be
the open subset given in subsection 1.2 and let τ ∈ (T1, T2). Given ζ ∈ L2(Ω) and h ∈ L2(ω1),
write z(·; ζ, h) for the solution of the impulse controlled equation:
z′(t)− Az(t) = 0, t ∈ (T1, T2)\{τ},
z(T1) = ζ,
z(τ) = z(τ−) + 1ω1h.
(3.18)
Defintion 3.1. The equation (3.18) is said to have the partially null approximate controllability
with a cost, if for anyM ∈ N+ and ε > 0, there is a constant C˜(ε,M, T2 − T1) so that for any
ζ ∈ L2(Ω), there is a control hζ ∈ L2(ω1) satisfying that
1
[C˜(ε,M, T2 − T1)]2
‖hζ‖2ω1 +
1
ε2
‖PMz(T2; ζ, hζ)‖2 ≤ ‖ζ‖2.
Next, we arbitrarily fix ζ ∈ L2(Ω), ε > 0 and M ∈ N+. Consider the minimal norm
impulse control problem:
(INP ) N˜ := inf{‖h‖ω1 : h ∈ L2(ω1) s.t. ‖PMz(T2; ζ, h)‖ ≤ ε‖ζ‖}. (3.19)
It was proven that the equation (3.18) has the null approximate controllability with a cost (see
Theorem 3.1 in [25]). Consequently, it has the partially null approximate controllability with a
cost. By the same arguments to those used to prove properties of the problem (SNP ) in the last
subsection, we can get the results in the next theorem. (These results are quite similar to those
in Theorem 3.4 in [25].)
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Theorem 3.3. The following conclusions are true:
(i) The problem (INP ) has a unique minimal norm control hζ;
(ii) When hζ is the minimal norm control to (INP ), hζ = 0 iff ‖PMz(T2; ζ, 0)‖ ≤ ε‖ζ‖;
(iii) The minimal norm control to (INP ) can be expressed by
hζ = 1∗ω1e
A(T2−τ)Ψζ , (3.20)
where Ψζ is the unique minimizer of the functional:
H(Ψ) =
1
2
‖1∗ω1eA(T2−τ)Ψ‖2ω1 + 〈ζ, eA(T2−T1)Ψ〉+ ε‖ζ‖‖Ψ‖, Ψ ∈ XM .
By the very similar methods to those used in the proof of Theorem 3.2, we can obtain what
follows:
Theorem 3.4. Let ζ ∈ L2(Ω) andM ∈ N+ satisfy that ‖PMeA(T2−T1)ζ‖ > ε‖ζ‖ and λM ≥ 0.
Then the minimal norm control hζ to (INP ) satisfies the estimates:
‖hζ‖ω1 ≥ eλ1(T2−τ)(‖PMeA(T2−T1)ζ‖ − ε‖ζ‖),
‖hζ‖ω1 ≤ eC˜1(1+γ
2
3
0 +
√
λM)(e−λ1(τ−T1) + eλM (T2−τ)ε)‖ζ‖. (3.21)
4 Sampled-data output feedback stabilization
This section presents and proves our main theorems of this paper.
4.1 Design of the feedback law
Recall that γ0 is given by (1.2), C˜1 is given in Theorem 3.2 andm, as well as λm+1, is given by
(1.3). Let
cˆp = max{0, λm+1 − 3γ0}. (4.1)
Given γ > 0 and T > 0, we let
N := max
{
j ∈ N+ : λj < 2γ + (ln 9)/T
}
; (4.2)
M := max{j ∈ N+ : λj < C(γ, T )} (4.3)
with
C(γ, T ) :=
C˜1 +
√
C˜21 + 2T [ln(9
√
N) + C˜1(1 + γ
2
3
0 )] + (4γ + 3γ0)T
2
T
2 + cˆp; (4.4)
ε0 :=
1
9
√
N
e−(2γ+
3
2
γ0+cˆp)T . (4.5)
By (4.1) and (4.4), one can easily check that λm+1 < C(γ, T ) and 2γ + (ln 9)/T ≤ C(γ, T ).
From these, (4.2) and (4.3), we have that
λM > 0, M ≥ N and M ≥ m+ 1. (4.6)
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Let fj ∈ L2(ω), with j = 1, 2, · · · , N , be the optimal controls to the problem (SNP ) given by
(3.1), with
T1 = 0, T2 = T/2, ζ = ξj, M given by (4.3), ε = ε0 given by (4.5). (4.7)
Let hj ∈ L2(ω1), with j = 1, 2, · · · , N , be the optimal control to the problem (INP ) given by
(3.19), where
T1 = 0, T2 = T/2, τ = T/4, ζ = ξj , M given by (4.3), ε = ε0 given by (4.5). (4.8)
We now define the feedback law FT : L2(ω1)→ L2(ω) as follows:
FT (v) = −
N∑
j=1
〈1ω1v,1ω1hj〉fj , v ∈ L2(ω1). (4.9)
Remark 4.1. (i) This feedback law depends on both T and γ. However, we only concern its
dependence on T in the current study. Thus, we denote it by FT .
(ii) We simply write ‖FT‖ for ‖FT‖L(L2(ω1),L2(ω)).
(iii) The vectors fj and hj are all non-zero. Indeed, one can easily check that
‖PMeAT2 ξj‖ = e−
λjT
2 > e−(2γ+
ln 9
T
)T
2 =
1
3
e−γT > ε0‖ξj‖ for all j = 1, 2, . . . , N. (4.10)
Then we can apply (ii) of Theorem 3.1 and (ii) of Theorem 3.3 to see that fj 6= 0 and hj 6= 0 for
all j = 1, 2, . . . , N .
With the aid of the above FT , we can define the following closed-loop equation:{
y′(t)−Ay(t) = 1ω
∑∞
i=0 χ[(2i+1)T,(2i+ 32 )T )
(t)FT (1∗ω1y((2i+ 34)T )), t > 0,
y(0) ∈ L2(Ω). (4.11)
(It is exactly the same as (1.4).) The first main theorem of this paper is as:
Theorem 4.1. Let FT be given by (4.9), with T > 0 and γ > 0. Then any solution y(·) to the
equation (4.11) satisfies that
‖y(t)‖ ≤
(
1 +
T
2
‖FT‖
)
e(2γ0+3γ)T e−γt‖y(0)‖ for all t > 0. (4.12)
Proof. Arbitrarily fix T > 0 and γ > 0. Let y(·) be a solution to (4.11). We first show that
‖y((2n+ 2)T )‖ ≤ e−2γT ‖y(2nT )‖ for all n ∈ N. (4.13)
Define the operator R : L2(ω1) → XN by R(v) := −
∑N
j=1〈1ω1v,1ω1hj〉ξj for each v ∈
L2(ω1) and the operator Q : XN → L2(ω) by Q(ζ) =
∑N
j=1〈ζ, ξj〉fj for each ζ ∈ XN . Then
by (4.9), we see that FT = Q ◦R. From this, using the fact:
y((2n+ 2)T ) = eTAy((2n+ 1)T )
+ e
AT
2
∫ (2n+ 3
2
)T
(2n+1)T
e((2n+
3
2
)T−t)A
1ωFT (1∗ω1y((2n+ 3/4)T ))dt,
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we obtain that
y((2n+ 2)T ) = I1 + I2 + I3, (4.14)
where
I1 := e
TA[y((2n+ 1)T )− PNy((2n+ 1)T )],
I2 := e
TA[PNy((2n+ 1)T )−R(1∗ω1y((2n+ 3/4)T ))],
I3 := e
TAR(1∗ω1y((2n+ 3/4)T ))
+ e
T
2
A
∫ (2n+3/2)T
(2n+1)T
e((2n+
3
2
)T−t)A
1ωQ ◦R(1∗ω1y((2n+ 3/4)T ))dt.
We will prove (4.13) by the following three steps:
Step 1. We estimate I1.
Because y(t) = eA(t−2nT )y(2nT ) for each t ∈ [2nT, (2n+1)T ], we can use (4.2) to see that
‖I1‖ = ‖e2TA(I − PN)y(2nT )‖ ≤ e−2λN+1T‖y(2nT )‖ ≤ 1
9
e−2γT‖y(2nT )‖. (4.15)
Step 2. We estimate I2.
Arbitrarily fix 1 ≤ j ≤ N . Let ψj(·) be the solution of the equation (3.18) where T1 = 0,
T2 = T/2, τ = T/4, ζ = ξj and h = hj . Several facts are given in order.
Fact one: Since hj is optimal to the problem (INP ) given by (3.19) with (4.8), it is admis-
sible to this problem. So we have that
‖PMψj(T/2)‖ ≤ ε0‖ξj‖. (4.16)
Fact two: It is clear that
ψj(T/2) = e
AT
2 ξj + e
AT
4 1ω1hj. (4.17)
Fact three: Since N ≤ M , we have that
(I − PM)eAT2 ξj = 0 for all 1 ≤ j ≤ N. (4.18)
Fact four: By (4.10), we apply Theorem 3.4, with (4.8), to obtain that
‖hj‖ω1 ≤ eC˜1(1+γ
2
3
0 +
√
λM )(e−λ1T/4 + eλMT/4ε0)‖ξj‖ for all j = 1, . . . , N. (4.19)
Now, from (4.17), (4.18) and (4.19), we find that
‖(I − PM)ψj(T/2)‖ ≤ e
−λM+1T
4 ‖hj‖ω1
≤ e−λM+1T4 eC˜1(1+γ
2
3
0 +
√
λM)(e
γ0T
4 + e
λMT
4 ε0)
≤ eC˜1(1+γ
2
3
0 +
√
λM)(e
γ0T
4 + ε0). (4.20)
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Then by (4.16), (4.20) and the definitions ofR and ψj , we see that
‖PNy((2n+ 1)T )−R(1∗ω1y((2n+ 3/4)T ))‖
≤
∥∥∥ N∑
j=1
〈y(2nT ), eAT2 PMψj(T/2)〉ξj
∥∥∥
+
∥∥∥ N∑
j=1
〈y(2nT ), eAT2 (I − PM)ψj(T/2)〉ξj
∥∥∥
≤
√
N
[
e
γ0T
2 ε0 + e
−λM+1T
2 eC˜1(1+γ
2
3
0 +
√
λM)(e
γ0T
4 + ε0)
]
‖y(2nT )‖
≤ 1
3
e−(2γ+γ0)T ‖y(2nT )‖. (4.21)
In the last inequality in (4.21), we used (4.5) and the fact that
eγ0T
√
Ne
−λM+1T
2 eC˜1(1+γ
2
3
0 +
√
λM+1)e
γ0T
2 ≤ 1
9
e−2γT , (4.22)
which follows from (4.3) and (4.4). Finally, by (4.21), we find that
‖I2‖ = ‖eTA[PNy((2n+ 1)T )−R(1∗ω1y((2n+ 3/4)T ))]‖ ≤
1
3
e−2γT‖y(2nT )‖.(4.23)
Step 3. We estimate I3.
Arbitrarily fix 1 ≤ j ≤ N . Let ϕj be the solution of (3.2), where T1 = 0, T2 = T/2, ζ = ξj
and f = fj . Several facts are given in order.
Fact one: It is clear that
ϕj(T/2) = e
T
2
Aξj +
∫ T
2
0
eA(
T
2
−t)
1ωfjdt. (4.24)
Fact two: Since fj ∈ L2(ω) is the optimal control to the problem (SNP ) given by (3.1)
with (4.7), we see that fj ∈ L2(ω) is an admissible control to this problem. This, along with
(4.5), yields that
‖eT2 APMϕj(T/2)‖ ≤ e
γ0T
2 ε0‖ξj‖ ≤ 1
9
√
N
e−(2γ+γ0)T . (4.25)
Fact three: We have that
‖eT2 A(I − PM)ϕj(T/2)‖ ≤ 2
9
√
N
e−(2γ+γ0)T . (4.26)
Indeed, sinceM ≥ N (see (4.6)) and ξj is an eigenfunction ofA, we have that (I−PM)eT2 Aξj =
0. Thus, by (4.24), we see that
‖eT2 A(I − PM)ϕj(T/2)‖ =
∥∥∥eT2 A(I − PM) ∫ T2
0
eA(
T
2
−t)
1ωfjdt
∥∥∥
≤ e−λM+1T2
∫ T
2
0
e−λM+1(
T
2
−t)dt‖fj‖ω. (4.27)
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Meanwhile, because of (4.10), we can apply Theorem 3.2, with (4.7), to obtain that
e
−λM+1T
2
∫ T
2
0
e−λM+1(
T
2
−t)dt‖fj‖ω ≤ e
−λM+1T
2 eC˜1(1+γ
2
3
0 +
√
λM)
(γ0T
2
e
γ0T
2
e
γ0T
2 − 1
+ ε0
)
≤ e−λM+1T2 eC˜1(1+γ
2
3
0 +
√
λM)
(
e
γ0T
2 + ε0
)
≤ 2
9
√
N
e−(2γ+γ0)T . (4.28)
(To get the second inequality in (4.28), we used the inequality: x < ex − 1, when x > 0; to
get the last inequality in (4.28), we used (4.22).) Now (4.26) follows from (4.27) and (4.28) at
once.
Fact four: Simply write ζn := R(1∗ω1y((2n + 34)T )). Then by the definitions of R and Q,
we find that
I3 = e
TA
N∑
j=1
〈ζn, ξj〉ξj + eT2 A
∫ T
2
0
e(
T
2
−t)A
1ωQ
( N∑
j=1
〈ζn, ξj〉ξj
)
dt
=
N∑
j=1
〈ζn, ξj〉eT2 A[PMϕj(T/2) + (I − PM)ϕj(T/2)]. (4.29)
From (4.29), (4.25), (4.26) and (4.21), it follows that
‖I3‖ ≤ 1
3
√
N
e−(2γ+γ0)T
√
N‖ζn‖
≤ 1
3
e−(2γ+γ0)T ‖PNy((2n+ 1)T )‖+ 1
3
e−(2γ+γ0)T‖PNy((2n+ 1)T )− ζn‖
≤ 1
3
e−2γT ‖y(2nT )‖+ 1
3
e−(2γ+γ0)T
1
3
e−2γT ‖y(2nT )‖
≤ 4
9
e−2γT ‖y(2nT )‖. (4.30)
Step 4. Proof of (4.13)
From (4.14), (4.15), (4.23) and (4.30), the inequality (4.13) follows at once.
We now prove (4.12). Arbitrarily fix t ∈ R+. There is n ∈ N so that
t ∈ (2nT, (2n+ 2)T ] = (2nT, (2n+ 1)T ]
⋃
((2n+ 1)T, (2n+ 3/2)T ]⋃
((2n+ 3/2)T, (2n+ 2)T ].
(a) In the case when t ∈ (2nT, (2n+ 1)T ], it follows from (4.11) and (4.13) that
‖y(t)‖ ≤ eγ0T‖y(2nT )‖ ≤ eγ0T e−2γnT‖y(0)‖
≤ eγ0T e−γte2γ( t2−nT)‖y(0)‖ ≤ e(γ0+γ)T e−γt‖y(0)‖. (4.31)
(b) In the case where t ∈ ((2n+ 1)T, (2n+ 3/2)T ], it follows from (4.11) and (4.13) that
‖y(t)‖ ≤ e γ0T2 ‖y((2n+ 1)T )‖+ ‖FT‖
∫ t
(2n+1)T
eγ0(t−s)ds‖y(2n+ 3/4)T‖
≤ (1 + (T/2)‖FT‖)e( 32γ0+ 74γ)T e−γt‖y(0)‖. (4.32)
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(c) In the case that t ∈ ((2n+ 3/2)T, (2n+ 2)T ], it follows from (4.11) and (4.13) that
‖y(t)‖ ≤ e γ0T2 ‖y((2n+ 3/2)T )‖ ≤ (1 + (T/2)‖FT‖)e(2γ0+3γ)T e−γt‖y(0)‖. (4.33)
Now (4.12) follows from (4.31), (4.32) and (4.33). This ends the proof of Theorem 4.1.
4.2 Estimates on the feedback law
The second main theorem of this paper gives some estimates on ‖FT‖ in terms of T .
Theorem 4.2. Let FT be given by (4.9), with T > 0 and γ > 0. Then there are two positive
constants C1 and C2 depending on γ0 Ω, ω, ω1 and d so that
α(T ) ≤ ‖FT‖ ≤ eC1(1+ 1T )+
γ0T
4 eC2(1+
1
T
)γ , (4.34)
where α : (0,+∞)→ (0,+∞) satisfies that
α(T ) = O(1/T ) as T → 0; α(T ) = O(e−λ1T4 ) as T → +∞. (4.35)
Proof. Arbitrarily fix T > 0 and γ > 0. We divide the proof by the following three steps:
Step 1. We estimates hj and fj .
First of all, by (4.2), we can use the Weyl’s asymptotic theorem to find that
N ≤ C˜0(1 + γ0 + 1
T
+ γ)d/2, (4.36)
for some constant C˜0 = C(Ω, d). Several facts are given in order.
Fact one: By (4.3), (4.4), (4.36) and the inequality: ln(1 + x) < x for each x > 0, we can
verify that
√
λM <
2C˜1 +
√
d
2
T
+
√
2
[
ln(9
√
C˜0) +
d
4
(γ0 + γ) + C˜1(1 + γ
2
3
0 )
]
√
T
+
√
4γ + 3γ0 +
√
cˆp ≤ C˜2
T
+ C˜3. (4.37)
Here, C˜1 is given in (4.4),
C˜2 = 2C˜1 +
√
d
2
+
5
[
ln(9
√
C˜0) +
d
4
(γ0 + γ) + C˜1(1 + γ
2
3
0 )
]
2
√
4γ + 3γ0
, C˜3 =
6
5
√
4γ + 3γ0 +
√
cˆp.
Fact two: Since ex − 1 > x for all x > 0, we have that
γ0
1− e−γ0 T2
= γ0 +
γ0
eγ0
T
2 − 1
≤ γ0 + 2
T
. (4.38)
Fact three: By (3.11) (with T1 = 0 and T2 = T/2) and (4.37), we have that
1
αM
≤ 1∫ T
2
0
e−(C˜2/T+C˜3)2tdt
=
(C˜2/T + C˜3)
2
1− e−(C˜2/T+C˜3)2 T2
≤ (C˜2/T + C˜3)2 + 2
T
. (4.39)
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Fact four: By (4.10), we can apply Theorem 3.2 with (4.7) to get that
‖fj‖L2(ω) ≤ eC˜1(1+γ
2
3
0 +
√
λM)
( γ0
1− e−γ0 T2
+
ε0
αM
)
‖ξj‖. (4.40)
Now, by (4.37), (4.38) and (4.39), we obtain that
‖fj‖L2(ω) ≤ eC˜1(1+γ
2
3
0 +
C˜2
T
+C˜3)
(
γ0 + C˜
2
3 +
4 + 2C˜2C˜3
T
+
C˜22
T 2
)
‖ξj‖
≤ eC˜4(1+ 1T )eC˜5(1+ 1T )γ‖ξj‖, (4.41)
for some constants C˜4 and C˜5 depending on γ0, Ω, ω and d, but independent of γ and T .
Similarly, with the aid of Theorem 3.4, we can verify that
‖hj‖L2(ω1) ≤ eC˜6(1+
1
T
)+ γ0T
4 eC˜7(1+
1
T
)γ‖ξj‖, (4.42)
for some constants C˜6 and C˜7 depending on γ0, Ω, ω and d, but independent on γ and T .
Step 2. We get an upper bound for ‖FT‖.
By (4.9), (4.36), (4.41) and (4.42), we can easily check that
‖FT (v)‖ω =
∥∥∥ N∑
j=1
〈1ω1v, 1ω1hj〉fj
∥∥∥
ω
≤ N max
1≤j≤N
‖hj‖ω1 max
1≤j≤N
‖fj‖ω‖v‖ω1
≤ eC˜8(1+ 1T )+ γ0T4 eC˜9(1+ 1T )γ‖v‖ω1 for all v ∈ L2(ω1),
where C˜8 and C˜9 are constants depending on γ0, d, Ω, ω and ω1, but independent of γ and T .
This leads to the second inequality in (4.34).
Step 3. We get a lower bound for ‖FT‖.
We aim to show the first inequality in (4.34), as well as (4.35). Arbitrarily fix v ∈ L2(ω1).
Let
ζv :=
N∑
j=1
〈v, hj〉ω1ξj. (4.43)
First we recall that h1 6= 0 (see (iii) of Remark 4.1). Several facts are given in order.
Fact one: Consider the problem (SNP ), given by (3.1) where
T1 = 0, T2 = T/2, ζ = ζ
v, ε =
√
Nε0, M given by (4.3), (4.44)
Write fˆ v for its minimal norm control. Then we have that
‖FT (v)‖ω ≥ ‖fˆ v‖ω. (4.45)
Indeed, the solution y(·; ζv,FT (v)) to equation:{
y′(t)−Ay(t) = −1ωFT (v), t ∈ (0,∞),
y(0) = ζv
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satisfies that
‖PMy(T/2; ζv,−FT (v))‖
=
∥∥∥ N∑
j=1
[
〈v, hj〉ω1PM
(
eA
T
2 ξj +
∫ T
2
0
eA(
T
2
−t)
1ωfjdt
)]∥∥∥ ≤ √Nε0‖ζv‖. (4.46)
Hence, the control −FT (v) is admissible to the above problem (SNP ). This, along with the
optimality of fˆ v, leads to (4.45).
Fact two: We have that
‖fˆ v‖ω ≥ 1
3α1
e−γT (1− 1
3
e−(γ+
4
3
γ0+cˆp)T )|〈v, h1〉ω1|, when 〈v, h1〉ω1 6= 0, (4.47)
where α1 is given by (3.11) (with T1 = 0, T2 = T/2). To show (4.47), we first claim that
‖PMeAT2 ζv‖ − ε0
√
N‖ζv‖ > 0, when 〈v, h1〉ω1 6= 0. (4.48)
Indeed, sinceM ≥ N (see (4.6)), by (4.43), (4.2) and (4.5), after some direct computations, we
see that
1
α1
(‖PMeAT2 ζv‖ − ε0
√
N‖ζv‖)
≥ 1
α1
[
e−λN
T
2
( N∑
j=1
|〈v, hj〉ω1 |2
) 1
2 − ε0
√
N
( N∑
j=1
|〈v, hj〉ω1 |2
) 1
2
]
≥ 1
3α1
e−γT (1− 1
3
e−(γ+
4
3
γ0+cˆp)T )|〈v, h1〉ω1 | > 0.
This leads to (4.48). Now by (4.48), we can apply Theorem 3.2, with (4.44), to obtain (4.47).
Fact three: Consider the problem (INP ) given by (3.19) with (4.8) where j = 1. Then h1
is the minimal norm control to this problem. Because of (4.10), we can apply Theorem 3.4 to
the above (INP ) to see that
‖h1‖ω1 ≥ e
λ1T
4 (‖eAT2 ξ1‖ − ε0)
= e
λ1T
4
(
e−
λ1T
2 − 1
9
√
N
e−(2γ+
3
2
γ0+cˆp)T
)
≥ 8
9
e
−γ0T
4 . (4.49)
(Here we used that −γ0 ≤ λ1 < 0.)
Fact four: One can easily check that
1
α1
≥ 1∫ T/2
0
eγ0(
T
2
−t)dt
=
γ0
e
γ0T
2 − 1
. (4.50)
Now it follows from (4.47), (4.45), (4.49) and (4.50) that
‖FT‖ ≥ ‖FT (h1/‖h1‖ω1)‖ω ≥
16γ0
81(e
γ0T
2 − 1)
e−(
γ0
4
+γ)T := m1(T ). (4.51)
One can easily check that
m1(T ) = O(1/T ) as T → 0. (4.52)
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However, m1(T ) cannot play the role of α(T ) in (4.34), since it does not have the second
property in (4.35).
To get the desired α(T ), we need another lower bound for ‖FT‖. For this purpose, we
arbitrarily fix v ∈ L2(ω1) with 〈v, h1〉ω1 6= 0. By (4.42), it follows that( N∑
j=1
|〈v, hj〉ω1 |2
) 1
2 ≤ ‖v‖ω1
√
NeC˜6(1+
1
T
)+
γ0T
4 eC˜7(1+
1
T
)γ . (4.53)
Meanwhile, by (4.48), we can apply Theorem 3.2, with (4.44), to get that
‖fˆ v‖ω ≥ 1
α1
(‖PMeAT2 ζv‖ − ε0
√
N‖ζv‖)
This, along with (4.53), indicates that
‖fˆ v‖ω ≥ 1
α1
[( N∑
j=1
|e−
λjT
2 〈v, hj〉ω1|2
) 1
2 −
√
Nε0
( N∑
j=1
|〈v, hj〉ω1 |2
) 1
2
]
≥ 1
α1
e−λ1
T
2 |〈v, h1〉ω1 | −
√
N
9α1
e−(2γ+
4
3
γ0+cˆp)T+C˜10(1+ 1T )(1+γ)+
γ0T
4 ‖v‖ω1.
(Here C˜10 is a constant depending on γ0,Ω, ω, ω1 and d, but independent on T and γ.) From
this, (4.45), and the first inequality in (4.49), we find that
‖FT‖ ≥ ‖FT (h1/‖h1‖ω1)‖ω
≥ −λ1e
− 3λ1T
4
e−
λ1T
2 − 1
+
λ1e
−λ1T
4
9
√
N(e−
λ1T
2 − 1)
e−(2γ+
4
3
γ0+cˆp)T
−
√
N
9α1
e−(2γ+
13
12
γ0+cˆp)T+C˜10(1+
1
T
)(1+γ)
≥ m2(T ), (4.54)
where
m2(T ) := −λ1e−
λ1T
4 +
λ1
1− eλ1T2
e−(2γ−
λ1
4
)T −
√
N
9α1
e−2γT+C˜10(1+
1
T
)(1+γ) (4.55)
From (4.55), one can easily see that
m2(T ) = O(e
−λ1T
4 ), as T → +∞. (4.56)
For each T > 0, we let α(T ) := max{m1(T ), m2(T )}. Then by (4.51) and (4.54), we find
that this α(T ) satisfies the first inequality in (4.34). By (4.52) and (4.56), we see that this α(T )
satisfies (4.35). Thus we end the proof of Theorem 4.2.
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