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1. INTRODUCTION 
Consider the semilinear elliptic eigenvalue problem 
Lu = A&x, U(X)) forXEQ, 
Bu = b,(x) u(x) + b,(x) $ (cc) = 0 
(1.1) 
for x E 852, 
where A > 0. We study the existence and multiplicity of positive classical 
solutions (i.e., solutions in G(Q) n Cl(D)) of (1.1). 
We assume that r;L C EP is a bounded domain with boundary 852 of class 
C2+= for some cx E (0, l), that the differential operator 
L = - i a,,a,i3,u + f aiaiu + cu 
i,+l i=l 
is uniformly elliptic on Q and that the coefficients aij , ai , c E C&(a) with c 
nonnegative. We also require that a/3/3 d enote the directional derivative with 
respect to an outward pointing, nowhere tangent vector field ,B on aQ of class 
Cl+= and that b, = I and 4 = 0 (Dirichlet boundary conditions) or that b, = 1 
and b,, E C1fE(i3.Q) with b,, 3 0 but not identicahy zero. (These hypotheses 
ensure that the maximum principle is valid for (L, B) on Q.) 
We make the following assumptions on f: 
(4) fE c1 (Q x co, a)) 
(ft) f(.z, 0) > 0 for x f 52 
(fa) There exists Y > 0 such that f(~, Y) < 0 for x E 4. 
We prove in Section 2 that the above hypotheses imply that (1.1) possesses a 
minimal positive solution for all h > 0. A similar result was proved by Cohen 
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and Laetsch in [3]. Our proof makes use of upper and lower solutions. Recall 
(see [9]) that u is an upper solution of (1.1) if 
and 
Bu>O for x E Xi. 
Lower solutions are defined similarly but with the inequality signs reversed. 
The main result in Section 2 (Theorem 2.5) states that an a priori bound on 
the upper solutions of (1.1) is a sufficient condition for the existence of a second 
positive solution of (1.1). In Section 3 we show that such a priori bounds can be 
found in certain superlinear Sturm-Liouville problems. Finally, in Section 4, 
by adapting the technique used by Laetsch in [7], we obtain more detailed 
results for autonomous ordinary differential equations with Dirichlet boundary 
conditions. 
The existence and multiplicity of positive solutions of (1.1) have been investi- 
gated in the case where f is strictly positive [l-7]. In this case it has been proved 
that, if f is concave, there exists at most one positive solution of (1.1), whereas 
if f is convex, there exists A, > 0 such that (1.1) has no solution if h > A, and, 
provided that f satisfies slightly stronger hypotheses, at least two solutions for 
h E [A0 - c, A,) for some E > 0. 
2. EXISTENCE OF POSITIVE SOLUTIONS 
It is well known (e.g., see [l]) that for every e, E @(a) the linear boundary 
value problem 
Lu = v for x E Q, 
Bu=O for x E aQ, 
(2-l) 
has a unique solution u = KV E C2+a(a). The Schauder a priori estimates 
imply that this inverse mapping K is a continuous linear operator from Cm(D) 
to C2+$?). K can be extended to a compact linear operator from C(Q) to C@). 
We now choose and fix h > 0. Since f E Cr(Q x [0, 00)) there exists m > 0 
such that (af/&) (x, u) > -m for all x E Q and u E [0, r]. We consider the 
problems 
L,u=(L+mX)u=v 
Bu = 0 
forxEQ, 
for x E f%2, 
(2.2) 
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and 
L&u = h(f(x, u) + mu) = g(x, u(x)) for x E Q, 
Bu = 0 for x E ai-2. 
(2.3) 
Because of the definition of m, g(x, .) is positive and strictly increasing for 
uE[O,r).Wecanextendgtoa x (-co, oo)sothatgECl(g x (-CD, co))and 
g(x, .) is positive and strictly increasing for u E (-co, Y]. 
Let K, denote the inverse mapping corresponding to (2.2). Then K,?,: C(o) -+ 
Cl(a) is compact. Sinceg is continuous, the Nemetskii operator iV: C(Q) + C(Q) 
such that Nu(x) = g( X, u x ( )) . is continuous. Hence, if T = K,iV, T: C(D)+ C(o) 
is compact and continuous. Moreover, using standard “bootstrapping” arguments, 
it is easy to show that u is a fixed point of T if and only if u E C3+2(fi) and is a 
solution of (2.3). 
We now investigate the minimal positive solution of (2.3) (and so of (1.1)). 
By (f,), u : 0 is a lower solution of (2.3) and by (fs), u = r is an upper solution of 
(2.3). It is proved by Sattinger in [9] that the iterations defined by 
u0 G 0 and u,+i = Tu,; v,, +. Y and TJ;‘,+~ = TV,, 
have the property that 0 < ui(x) < z+(x) < ... < u,(x) < v~(x) < **a < 
vi(x) < r for x E .Q and n = 0, 1, 2 ,.... 
Hence {un> is an increasing sequence of functions which is bounded above. 
Sattinger shows that {u,} converges uniformly to u E C2+&(fl) and that u is a 
minimal classical solution of (2.3). 
Using a degree theory argument, we prove the existence of a positive solution 
in B, = {u E C(B): 11 u /I < r} (11 1) denotes the usual sup norm for C(a)). This 
approach, although more complicated than the iteration procedure described 
above, enables us later to give a sufficient condition for the existence of a second 
positive solution of (2.3). 
First, however, we derive in Lemmas 2.1, 2.2, and 2.3 some properties of 
T which we require. Our main tool in doing this is the maximum principle, 
which we use in the following form (see [8, Chap. 2, Theorems 6 and 81). 
THEOREM (MAXIMUM PRINCIPLE). Let u satis-v the d@erential inequality 
(L + h) u(x) 3 0 for x E Q, 
where h > 0. If u attains a nonpositive minimum M at s E Q, then u = M. Also, 
if u attains a nonpositive minimum M at a point x,, E aQ and if u f M on l2 then 
au/+l (x0) < 0, where a/a/l is any outward pointing directional derivative. 
LEMMA 2.1. If u E C(a) and U(X) < r for x E Sz, then Tu(x) > 0 for x E Q 
&zd a/a/3 (Tu) (x) < 0 for x E Z2. 
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Proof. Since (L + m/\) Tu(x) = g(x, U(X)) > 0 for x E Q, Tu cannot be a 
nonpositive constant. Hence, by the maximum principle, if Tu attains a negative 
minimum it does so at x,, E 8Q and a/@ Tu(x,J < 0. Since B(Tu) (x,,) = 0, this 
is impossible and so Tu(x) 3 0 for x E a. If Tu(x,) = 0 for some X, E Sa, then 
Tu = 0 which is a contradiction. Hence, Tu(x) > 0 for x E Q. 
Now suppose x E 6X2. If Tu(x) = 0, then a/@ Tu(x) < 0 by the maximum 
principle. If Tu(x) > 0, a/a/l Tu(x) < 0 as B(Tu) (2) = 0. 
LEMMA 2.2. If u, v E C(n), u(x) < w(x) < T for x E Sz and u # v, then 
Tu(x) < TV(X) fm x E l2. 
LEMMA 2.3. If w0 = r, then TV,(X) -c T for x E 0. 
The proofs of Lemmas 2.2 and 2.3 are straightforward applications of the 
maximum principle, similar to the proof of Lemma 2.1. 
We can now prove two theorems about the existence of positive solutions 
of (1.1). 
THEOREM 2.4. (i) deg(1 - T, B, , 0) is well defined and equals 1. 
(ii) There exists a positiwe solution u E B, of (1.1). 
Proof. B, is a bounded open convex subset of C(D). We show that 
T:~~-B,.Ifu~B,then--7~~(~)~~for~~~.ByLemma2.1,Tu(x)~O 
for x E 0. Since u(x) < w,,(x) for x ED, Tu(x) < Tq,(x) < Y for x ED. Hence 
TuEB,andsoT:&.+B,. So T has no fixed point on aB, . Consequently, the 
degree of I - T relative to the set B, and the point 0 is defined and is denoted by 
deg(I - T, B, , 0). 
We now prove that deg(1 - T, B, , 0) = 1. Let S: [0, I] x B,. + C(a) such 
that S(t, u) = u - t Tu. For all t E [0, I] and u E aB,, tTu E B,. and so 
S(t, u) # 0. Hence, by the homotopy invariance of degree, deg(S(t, .), B, , 0) 
is independent of t. Therefore, 
deg(1- T, B, , 0) = deg(1, B, , 0) = 1. 
It follows that there exists u E B, such that Tu = u. Now u(x) = Tu(x) > 0 
for x E 9. Hence u is a positive solution of (2.3) and so of (1.1). 
THEOREM 2.5. If there exists K > 0 such that /I u 11 -c Kfor all upper solutions 
u of (2.3) satisfy@ Bu(x) = 0 for x E Xl, then there exist at least two positive 
solutions of (2.3) and so of (1.1). 
Proof. Let 4 E C(a) be such that (L + mh) gb(x) = 1 for x E Q and Bqb(x) = 0 
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for x E 8R. Suppose that IL E C(Q) such that (I - 2’) u = d, where a > 0. 
Then since u = Tu + a$, Bu(x) = 0 for x E 8s2. Moreover, for x E Q, 
0 d (L + 4) (4) (4 = (L + mh) (I - T) u(x) 
= (L + mh) u(x) - (L + mh) K*Nu(x) = (L + d) u(x) - g(x, u(x)) 
and so u is an upper solution of (2.3) satisfying Bu(x) = 0 for x E 3sZ. Hence, 
there does not exist u E C(a) with I/ u 11 = K (i.e., with u E i%,) with (I - T) u = 
a$ for any a 3 0. Hence, deg(l - T, B, , 0) is well defined. 
We now prove that deg(1- T, BK , 0) = 0. Since I - T is a bounded map- 
ping there exits p sufficiently large so that u - Tu # p$ for any u E BK. 
Hence, deg(1 - T - ~4, BK , 0) = 0. But, by the homotopy invariance of 
degree, deg(1 - T - t&, BK , 0) is independent oft for t E [0, I]. Consequently, 
deg(l - T, B, , 0) = 0. 
Assume, without loss of generality, that K > r. Then 8, C B, . By the 
decomposition of domain property of degree, 
deg(1 - T, B, , 0) = deg(1 - T, B, , 0) + deg(1 - T, BK - B, , 0) 
and so deg(l - T, B, - B, , 0) = -1. Hence, there exists u E B, - B, 
such that (1 - T) u = 0, i.e., such that u is a positive solution of (2.3). Hence 
(2.3) and so (1 .I) has at least two positive solutions. 
3. A PRIORI BOUNDS FOR UPPER SOLUTIONS 
In this section we obtain a priori bounds on the upper solutions of certain 
superlinear Sturm-Liouville problems.-The argument we use is almost identical 
to that used by Amann in [2] to obtain a priori bounds for solutions. We consider 
the equation 
Lu = -u”(x) + q(x) u(x) = hf(x, u(x)) for x E [0, 11, 
u(0) - (Yu’(0) = 0 and U(1) + /324’(l) = 0, 
(3.1) 
where q is a real-valued nonnegative function on [0, l] and OL, /3 > 0. Iffsatisfies 
(f,), (fa), (fs) and g corresponds to f as in Section 2, then the results proved in 
Section 2 hold for (3.1). In this section we make the following additional assump- 
tion on f: 
(f4) There exist to , r t with 0 < t, < 1, < 1 such that 
linlf(t, u)/u = co uniformly in 1 E [to ,&I. 
We prove the following: 
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THEOREM. Suppose f satisfies (f,), (f,), (fs) and (f4). For every h > 0 there 
exists p > 0 such that, ifu is an upper solution of (2.3), then [I u 11 < p. 
Proof. Let sO, 1 s be such that to < s,, < s1 < tl . We prove that there exists 
01 > 0 such that for every upper solution u of (2.3) 
For each s E (0, I], let y(., s) be the solution of the boundary value problem 
hnY@) = 0 for each 0 < t < s, 
Y(O) = 0 and y(s) = 1. 
For each s E [0, I), let x(*, s) be the solution of the boundary value probleq 
&p(t) = 0 fors<t<l, 
z(s) = 1 and z(1) = 0. 
Now define m: [0, I] x [0, 11 --f (w by 
m(t, s) = z(t, 0) forO<t<l and s=O 
= Y(4 4 forO<t<s and O<s<l 
= z(t, s) for s< t< 1 and 0 <s < 1 
=Y(C 1) forO<t<l and s=l. 
Clearly, m is continuous and strictly positive on [so, sl] x [O, I]. Hence 
OL = min{nl(t, s): (t, s) E [so, 1 s ] x [0, I]} > 0. Let u be an arbitrary upper 
solution of (2.3). Then there exists go E [0, l] such that ~(a,,) = 11 u 11 . We prove 
that 
Now 
for t E [0, I]. 
for 0 < t < u0 . 
Also u(0) - 11 u jl nz(0, u,J = u(0) 3 0 by the maximum principle and 
~(4 - II 24 IIm(uo , UJ : /( u (( - (( u (( = 0. Hence, by the maximum principle, 
u(t) > II zl jl m(t, uJ for t E (0, a"). A similar argument shows that u(t) > 
II u II ml& 4 for t E (uU, 1). Hence, u(t) 2 11 u/I m(t, q,) for t E [0, I]. Conse- 
quently, if t E [s,, , sl], then u(t) > a I/ u /I. 
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Let pL1 be the first eigenvalue of the linear eigenvalue problem 
LLY(4 = PYW for ss < t < s1 
Y(%) = 0 = YW 
(3.2) 
Clearly, g also satisfies (f4) and so there exists k > 0 such g(t, u)/u > pr for 
t E [ss , SJ and u > k. Suppose that u is an upper solution of (2.3) with I/ u 1: > 
k/a. We obtain a contradiction. For 
I+(t) > g(t, u(t)) =gv u(t) 
i.e., 
> w(t) for t E [so , sJ as u(t) > 0111 u II > k. 
(Li - CLI) u(t) > 0 for t E [sO , s,]. (3.3) 
Let 4 be a positive eigenfunction of (3.2) corresponding to pI . Then 
for tE [so , ~~1, (3.4) 
+(s,) = 0 = $(sr) and 4’(s,,) > 0 and $‘(sJ < 0. 
Equations (3.3) and (3.4) imply that 
(-UC) C(t) + $‘h(t) > 0 for t E [so , sr] 
and so (4’~ - ~‘4)’ (t) > 0 for t E [so , s,]. 
Hence (b’(sr) u(sJ > +‘(s,,) u(ss). Th is is impossible because of the signs of u 
and 4’ and so we have obtained a contradiction. Hence every upper solution of 
(2.3) satisfies 11 u 11 < k/a. 
4. AUTONOMOUS ORDINARY DIFFERENTIAL EQUATIONS 
Finally, we study the autonomous ordinary differential equation 
--u”(t) = Af(u(t)) for t E (0, I), 
u(0) = 0 = U(l), 
(4.1) 
where h > 0, f: [0, co) - IR has a continuous derivative, f(0) > 0, there 
exists u0 > 0 such that f(u,) < 0 and IimU,,o(f(u)/u) = co. With these assump- 
tions on f, Theorems 2.5 and 3.1 guarantee the existence of at least two positive 
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solutions of (4.1) for all h > 0. However, using the technique described by 
Laetsch in [7], we can prove more about the solutions of (4.1). 
If we extendfso thatf(u) > 0 for u < 0, then all solutions of (4.1) are positive 
on (0, 1). Moreover, suppose a solution u of (4.1) is such that u’(t,,) = 0 for 
some to E (0, 1). Since the equation is autonomous u(2ta) = 0 and so to = Q. 
Hence, 1) u Ij = u(a) and u is a solution of (4.1) if and only if u is a solution of 
-u”(t) = hf(u(t)) for t E (0, *) 
u(0) = u’(4) = 0. 
(4.2) 
Let F(u) = Jzf(S) d s f or u > 0. Then F is eventually increasing and 
lim u-rco F(u) = co. If u is a solution of (4.1), then 
W(t)12 + JW(~)) = -(II u II) for t 6 [0, +]. (4.3) 
Hence, 11 u )I is such that F(lj u 11) > F(u) for all u < )/ u /I . We prove a converse 
of this result. Let S = {u > O:f(u) > 0 and F(u) > F(s) for all s, 0 < s < u). 
If T = inf{u > O:f(u) = 0}, clearly (0, r) C S. Moreover, u E S when u is 
sufficiently large. We prove: 
THEOREM 4. I. If p E S, there exists a unique h > 0 such that there is a solution 
u of (4.1) satisfying Ij u II = p. 
Proof. As the proof is very similar to that of [7, Theorem 2.11, we merely 
sketch it briefly. 
Suppose that u is a solution of (4.1) with 1) u 11 = p. Then by (4.3), [u’(t)12 = 
U(F(p) - F@(t))) for t E [O, -&I and so t(U)l/” = s;(t) (F(p) -F(s))+* ds. 
Putting t = 3, we obtain 
-F(s))-112 ds. (4.4) 
Hence, h (if it exists) is uniquely determined by p. 
If, given p E S, we define h by (4.4) and u(t) by the equation 
(2h)1’2 t = ]ou(tl (F(p) - F(s))-~‘~ ds, 
it is straightforward to verify that u is twice differentiable, u satisfies (4.2), and 
u(h) = p. 
If p E S, we denote the corresponding h by h(p). It is shown in [7, Theorems 
2.6 and 2.91, that lim,,,- h(p) = co, and lim,, h(p) = 0. A proof identical to 
that of [7, Theorem 2.51 shows that lim,,, h(p) = 0. We now investigate 
lim c+b+ h(p) where 6 = sup@ - S). 
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Since S is open, b E R - S. We first suppose that f(b) # 0. Then there 
exists c, 0 < c < b, such that F(b) = F(c). Clearly, c is a local maximum for F 
and so F’(c) =f(c) = 0. S ince f has a continuous derivative, there exists 
s>OandK>Osuchthatjf(u)ld1Ylc--u(wheneveric--ul<6.Let 
M = max{l f(u)]: 0 -=z u < b + l}. Th en, if b < p < b f 1 and c - u ’ < 8, 
= F(p) -F(b) $ F(c) - F(u) 
= (P - Yf(5) + (c - U)f(d, where 5 E (6, p) and rl E (c, u), 
< M(p - 6) + K(c - u)“. 
Hence, 
[X(p)]“” > 21’2 s,“_:* (F(p) - F(s))-~‘~ ds 
> 21’2 l-’ (jqp - 6) + K(c - s)~)-~‘~ ds = .[-T G,(s) ds. 
ASP + b+, G, is a nondecreasing sequence of measurable functions. Hence by 
the monotone convergence theorem 
F’(b) = 0. It is easy to show that 
$~~~~F~~l/tl?~?. %:w i’&,+,+[h(p)]l12 > Jim i 2112 r (F(p) - 
F(s))-~/~ ds = 2112 6 (F(b) - F(s))-l/z ds = CO by the mzrktone ckvergence 
theorem. 
Hence we have proved that lim,,,+ h(p) = co. 
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