Abstract. We get a lot of data from Light weapons testing, such as the data of dispersion and intensive inspection. It is necessary to distinguish the suspicious data to ensure the result of the examination. This essay introduces some criterions about how to judge the outlier in small sample from normal populations, and give some examples to illustrate how to distinguish the data, which can be referred when doing data processing.
Introduction
The suspicious data often appear in Light weapons testing, and it will affect the accuracy of Firing table if judged as outliers or not. An outlier is a value which diverge away from other values in a set of observational results, furthermore, is not belong to the same population.
Suppose X 1 ,X 2 ,…,X n are samples from normal population N(μ,σ 2 ), in which μ is unknown，σ 2 is known or not, we arrange X 1 ,X 2 ,…,X n from small to large, as X (1) ≤X (2) ≤…≤X (n) .Here X (n) (or X (1) )diverge obviously away from others, but it can not be set as an outlier, it is called suspicious result instead, if it belongs to the same population with other X (i) (i≠1,n), it is not an outlier. Or, we call it an outlier, and it must be rejected.
Some major methods for determining outliers
1 A method for extremal deviation when σ is known, μ is unknown Judge if there is an outlier in sample values X 1 ,X 2 ,…,X n or not when the overall standard deviation σ is known.
(1) We arrange X 1 ,X 2 ,…,X n from small to large, as X (1) ≤X (2) ≤…≤X (n) , we regard X (n) (or X (1) ) as suspicious data. (2) Calculate the average of sample values, X. (3) Calculate the statistics, G n .
(4)Significant level, α, is given, we can get β α through check Table 1 with n and α to make P{ G n >β α }=α. (5) Judgment: If G n >β α , then reject H 0 .It means that X (n) (or X (1) )is an outlier, which should be rejected. But if G n ≤β α , we cannot reject H 0 . It means that there is no reason to consider X (n) (or X (1) ) as an outlier, so we must keep it. Judge if there is an outlier in sample values X 1 ,X 2 ,…,X n or not. (1) We arrange X 1 ,X 2 ,…,X n from small to large, as X (1) ≤X (2) ≤…≤X (n) , we regard X (n) (or X (1) )as suspicious data.
(2) Calculate the average and standard deviation of sample values, X and S. 
(2) (4)Significant level, α, is given ,we can get q α through check Table 2 with n and α. (5) Judgment: If Q>q α , then reject H 0 .It means that X (n) (or X (1) )is an outlier, which should be rejected. But if Q≤q α , we cannot reject H 0 . It means that there is no reason to consider X (n) (or X (1) )as an outlier, so we must keep it. (2) ≤…≤X (n) , we regard X (n) (or X (1) )as suspicious data.
(2) Calculate the statistics, r ij . There are four different algorithms for this statistics: 
The statistics, r ij , is depend on n.According to the results of stochastic simulation, we usually think like this: When 3≤n≤7, r 10 is the best one.When 8≤n≤10, r 11 is the best one. When 11≤n≤13 , r 21 is the best one. When 14≤n≤30 , r 22 is the best one. (3)Significant level, α, is given, we can get the critical value, r α , from look-up the Table 3 of the critical value distribution of r ij to make P{ r ij >r α }=α. (4) Judgment: If r ij >r α , then reject H 0 .It means that X (n) (or X (1) ) is an outlier, which should be rejected. But if r ij ≤r α , we cannot reject H 0 . It means that there is no reason to consider X (n) (or X (1) ) as an outlier, so we must keep it. 
Application examples
There are a set of coordinates which a weapon's bullet hole in 200 meter. Judge if there is an outlier or not. 5 .97 when shooting 20 times and the confidence coefficient, α, equal to 0.01 (5) Judgment: t abscissa >t α, t ordinate < t α , so abscissa is an abnormal coordinate value, which should be rejected, therefore , this bullet hole's coordinate shouldn't be used.
Summary
Outlier always have great influence on test results.If we cannot judge it accurately and eliminate it immediately, it will cause a serious consequence. This essay introduces some methods about how to judge the outlier in small sample from normal populations, and give some examples to illustrate how to distinguish the data. These methods can be used in data processing as a criterion.
