This paper presents a series of experiments aimed at model-based feedback control of oscillations in the compressible flow past a rectangular cavity. Zeronet-mass air injection is used with feedback from pressure transducers located inside the cavity to suppress the oscillations, and measurements of the shear layer above the cavity are made for both the natural and suppressed state. A system identification experiment is performed, and used to determine a linear model that describes the oscillations, and this model is used to derive feedback laws for acoustic suppression. The model accurately predicts the behavior of different feedback controllers, including frequencies where suppression occurs, as well as new resonant frequencies that may be introduced by the controller.
Introduction
A number of different control techniques have been used to reduce the acoustic tones generated by flow over cavities. These techniques include passive, active, open-loop and closed-loop control approaches. The "cavity problem" has been a particularly challenging, because small changes in Mach number can turn a previously effective control system into a toneenhancing controller that makes the situation worse. The cavity flow is adept in redistributing the acoustic energy in response to active controllers. For example, it is not too difficult to suppress a single frequency by 20 dB with low power input using a simple feedback of the acoustic pressure signal with adjustable gain and phase preceding the actuator. However, the cavity often responds by producing sideband tones (peak splitting phenomenon) or oscillating at a completely different frequency (peaking phenomenon).
Cattafesta et al. attempted to address these issues with adaptive controller approaches. Cattafesta used nonlinear sys- tem identification techniques to obtain a system model. Williams used a "filtered-x" least-meansquare gradient descent algorithm to optimize a recursive filter that acted as the plant model. Neither approach resulted in substantial improvements in controller performance, i.e., peaking and peak splitting were not eliminated. It did not appear that an adaptive, black-box approach would provide a satisfactory solution to the "cavity problem."
Colonius suggested that a better plant model based on flow physics might lead to a more effective controller. Navier-Stokes solvers would not be directly useful as a plant model due to the computation times. However, a linear approach using transfer functions to model each of the components in a modified version of the Rossiter mechanism 2 was proposed by Rowley. 4 Even though the nonlinear behavior of certain components, such as the shear layer, would not be captured, the philosophy was that if oscillations remain small in the controlled state, then the linear model would be valid. Furthermore, with a linear plant model it would be possible to use standard control techniques such as loopshaping or LQG to design controllers, and also to assess any limitations of feedback control, for instance as imposed by the Bode integral rule (area rule).
The results given in a previous paper 4 supported a hypothesis that two distinct regimes of cavity oscillations exist: a self-sustained regime, 3, 5 in which oscillations persist even without the presence of external disturbances; and a forced regime, where oscillations are linearly stable, but lightly damped, and in which random forcing such as boundary-layer turbulence can drive finite-amplitude oscillations. In the former mechanism, nonlinearities are essential to limit the amplitude of oscillations, but in the latter mechanism, even a linear model can predict finiteamplitude oscillations.
In this paper, we further explore the linear modeling approach. We determine a quantitative model for the cavity system at a particular Mach number, and use classical control techniques to design a controller to suppress the acoustic tones. The linear model effectively predicts the response of the cavity to the control, and predicts the peak-splitting and peaking phenomena, and a simple classical controller is designed which reduces the peak-splitting and peaking effects.
Experimental setup
The experimental apparatus is identical to that described in previous papers, 4, 8 so here we give only a brief overview.
Experiments were performed using the 3 ft × 3 ft subsonic wind tunnel at the United States Air Force Academy in Colorado Springs. A cavity model was installed in the floor of the test section, and a diagram of the setup is shown in Fig. 1 .
The cavity was instrumented with eight Kulite pressure transducers placed along the cavity walls, one on the upstream wall, one on the downstream wall, and six along the floor, approximately equally spaced. The approximate locations are indicated in Fig. 1 . Velocity measurements were obtained using hot-wire anemometers placed at various points along the shear layer spanning the cavity. All signals were passed through anti-aliasing filters prior to sampling by a digital data acquisition system. Data were sampled at 6 kHz, typically for 65,536 samples (10.9 sec).
The flow was forced using zero-net-mass blowing through a slot in the upstream wall of the cavity, shown in Fig. 1 . The actuator was a pair of 500-Watt 8 in diameter loudspeakers in an enclosed chamber. Though the actuator injects zero net mass through the slot, a nonzero net momentum is induced by spanwise vortices generated by periodically blowing through the slot (the "synthetic jet" effect).
Control implementation
Both analog and digital controllers were implemented. The analog controller consisted of a band- pass filter and a phase shifter. The gain and phase could be continuously adjusted, and the frequencies of the passbands could be adjusted in discrete increments.
Digital controllers were implemented using a dSPACE interface board, running on a separate computer from the data acquisition system. For typical controllers we implemented, the maximum sample rate of the dSPACE system was about 20 kHz.
Shear layer profiles
Hotwire anemometry was used to measure the mean and fluctuating components of streamwise velocity across the shear layer at M = 0.34. Profiles were measured at eleven x-locations ranging from x/L = 0.0063 to 0.7. First the shear layer measurements were taken at a fixed x-position with the cavity in its resonant state, then the analog controller was activated to suppress the resonance, and the shear layer was surveyed again before repositioning the hotwire probe to the next streamwise location. In this way, comparisons of the effect of the resonance on the shear layer were obtained.
The effectiveness of flow control on suppressing the velocity fluctuations in the shear layer can be seen in the comparison of the spectra shown in Fig. 2 . The data were obtained at y = 33 mm above the top of the cavity. The fundamental peak at 340 Hz and its harmonic at 680 Hz are clearly eliminated by the control. From the figure, it appears that the broadband has also been reduced, but in fact pressure spectra reveal that the broadband is 2 American Institute of Aeronautics and Astronautics unchanged. The broadband appears lower in Fig. 2 because the hot-wire was placed near the edge of the shear layer, and when the oscillations are suppressed, the shear layer thins, as shown in the next figure.
The effect of resonance suppression on the mean shear layer velocity profiles is shown in Fig. 3 . The mean velocity profiles at x/L = 0.5 are shown in the resonant state and the suppressed state. In the suppressed state the flow speed in the lower half of the shear layer is approximately 20% faster than in the resonating case. Similar behavior was observed in all shear layer profiles downstream of x/L = 0.25. In an earlier experiment 8 only partial suppression of the resonance was achieved, which resulted in nearly negligible changes in the mean profile shapes.
The increased speed of the flow in the lower half of the shear layer results in a slightly smaller momentum thickness for the shear layer. The streamwise development of the momentum thickness can be seen in Fig. 4 . The dashed-line is the correlation obtained by Yang & Tumin 9 based on earlier experimental data from Williams, et al. 6 The sudden increase in thickness near x/L = 0.4 is not well understood. It does not appear to be caused by vortex pairing, as subharmonics were not observed in the spectra.
System identification experiment
The underlying assumption behind the system identification experiment discussed in this section is that if the amplitude of oscillations is small, then the cavity dynamics may be described by a linear model. For the M = 0.34 case, experimental data suggests that the linearized system is unstable, and thus it does not make sense to do a standard frequencyresponse experiment, for instance in which one measures the response to sinusoidal forcing. The resulting oscillations will be large, and will be limited only by nonlinearities, so the linear assumption is violated at once. However, we may first introduce feedback to stabilize the system, so that oscillations remain small and nonlinearities may not be active, and then we may perform a system-identification experiment on the resulting stable, closed-loop system. The block diagram of the setup is shown in Fig. 5 . We desire to measure the transfer function P (s) from the actuator voltage u to the desired sensor measurement y (one of the pressure transducers, here K8). We 3 American Institute of Aeronautics and Astronautics introduce a stabilizing controller C(s), and then determine the closed-loop transfer function from v to y by measuring the reponse to sinusoidal disturbances in v. The closed-loop transfer functionP (s) is
C(s)
and this is what we directly measure. The desired cavity transfer function P (s) is then given by
and may easily be determined, since we know the transfer function of the controller C(s). Of course, even though we measure P (s) only at real frequencies s = iω, P (s) is analytic except at a finite number of poles, so determining the transfer function along the imaginary axis uniquely determines P (s) in the entire complex plane.
Sensitivity analysis
We examine how errors in measuringP (iω) will propagate to our estimate of P (iω). To first order, an error ∆P /P in our measurement will cause an error ∆P P = P P dP dP
in our estimate of P , where
is the sensitivity function of the closed-loop system. This is a familiar result of classical control theory, and is in fact why S is called the sensitivity function: it represents the sensitivity of the closed-loop systemP to variations in the open-loop system P . Normally, one wants the closed-loop system to be insensitive to plant variations or uncertainties, so one wants |S(iω)| to be small over a large range of frequencies ω. However, for the purposes of the system ID experiment, making |S| small will increase the sensitivity of our estimate of P to measurement errors inP . Ideally, we would like to make C(s) = 0 (no feedback), so that S(s) = 1 and we do not amplify uncertainties inP . However, the feedback is necessary in order to stabilize the system, and obtain any frequency response data at all. In the frequency response experiment, one therefore would like to use the minimum amount of feedback necessary to stabilize the system. 
Results of frequency response experiment
Sinusoidal inputs were applied to the closed-loop system shown in Fig. 5 , at 53 frequencies between 40 Hz and 1,020 Hz. Closer spacings between frequencies were used near the resonant frequency near 340 Hz. For each forcing frequency, a 10-second dataset was recorded, and the cross correlation between input and output was examined only at that frequency. This procedure produced much better coherence than taking a single sweep through many frequencies, as the excitation by external disturbances is quite large. Fig. 6 shows the frequency response P (iω), the transfer function between actuator voltage and the pressure signal. The magnitude plot shows a large peak at the resonant frequency near 340 Hz, and the phase plot shows an approximately linear decrease, corresponding to a time delay of about 8 ms. For a Mach number of 0.34 and a sound speed of 345.6 m/s, the acoustic propagation time is about 1.5 ms, and the shear layer convection time is about 6.9 ms (assuming a convection speed κ = c p /U = 0.625), so the theoretical prediction of the total time delay is 8.4 ms.
The coherence and magnitude of the sensitivity function S(s) defined by (1) are shown in Fig. 7 , and these give an idea of the accuracy of the transfer function estimate. The drop in coherence between 500 Hz and 800 Hz is most likely due to a decrease in actuator power in this frequency range (the actuator transfer function was measured in a previous experiment 6 ). ), compared with suppressed case with sinusoidal forcing at three separate frequencies ( ). For 500 Hz forcing, clipping was evident in the signal, contaminating the spectrum at high frequencies.
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For most forcing frequencies, the pressure spectra were unchanged except at the forcing frequency, indicating that the linear assumption is plausible. Fig. 8 shows comparisons of these spectra at three separate frequencies. For 330 Hz forcing, the first harmonic appears, but at most frequencies (e.g., 940 Hz), the spectrum is affected only at the forcing frequency. Several of the signals obtained were contaminated by clipping, and this is evident in the 500 Hz case shown in Fig. 8 , where the high frequency components appear substantially increased. This clipping was present only in the K8 sensor, and the other pressure transducers show no such increase in high frequency power. Some clipping was present at forcing frequencies between 340 Hz and 920 Hz. Unfortunately, the experiments could not be repeated in the available wind tunnel time. Nevertheless, the clipping does not substantially affect the frequencies below about 500 Hz, so the frequency response experiment should be adequate for understanding and controlling the oscillations at 340 Hz. Fig. 9 (left) shows the same information as in Fig. 6 , in terms of a Nyquist plot, which shows P (iω) in the complex plane, as ω varies. From the Nyquist plot, the relationship between magnitude and phase of P is readily apparent. Recall that the sensitivity function S = (1+P C) −1 may be read off the Nyquist plot of P C as the reciprocal of the distance from the −1 point to the point P (iω)C(iω), so points outside the unit circle centered at −1 correspond to |S(iω)| < 1 (atttenuation of disturbances), while points inside the unit circle correspond to |S(iω)| > 1 (amplification of disturbances). From Fig. 9 , we see that the phase at the resonant frequency near 340 Hz is such that unity feedback (C(s) = 1) will attenuate disturbances at the resonant frequency. (Note that for stability of the closed loop, we require the correct number of encirclements of the −1 point, corresponding to the number of unstable poles of P (s). Here, if P (s) is a lightly damped stable system, we must have no encirclements, but if P (s) has an unstable pole pair, we must have two encirclements.)
Model-based controllers
From the Nyquist plot, it appears that (negative) unity feedback should attenuate disturbances near the resonant frequency, and bring down the resonant peak. Fig. 9 (right) shows a spectrum of pressure measurements obtained for a unity feedback controller at two different gain settings. For the moderate gain, we see that the resonant peak at 342 Hz does indeed decrease, but that a new resonant peak at 494 Hz arises. This new peak may also be predicted from the Nyquist plot, as the 500 Hz point is closest to the −1 point, and so disturbances at this frequency will be amplified. For a high gain, the resonant frequency at 342 Hz decreases still further, the new peak at 494 Hz increases further, and a third peak at 83 Hz arises. This third peak may also be predicted from the Nyquist plot, as it is the next closest frequency to the −1 point. The prediction of these new resonant frequencies is discussed further in Section 6.
Filter design
Now that we have a quantitative model for the plant, we may design a filter so that we may attenuate the oscillations at the main frequency without introducing new frequencies. One would like to use a loworder bandpass filter with passband as wide as possible, to reduce the effects of peak splitting that occur for high gains, as discussed in a previous paper.
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The phase of the main peak at 342 Hz is approximately zero, while the phase of the smaller peak at 500 Hz is about 180
• . We would like to design a filter to rotate both of these peaks to 0
• phase, so they will be attenuated in the closed loop system. If we use a second-order filter with a cutoff frequency between 342 and 500 Hz, then the filter will introduce an additional phase lag of 180
• , rotating the 500 Hz peak to 0
• phase. Fig. 10 (left) shows the Nyquist plot for the plant with a controller C(s) consisting of a second-order bandpass filter, centered at 345 Hz, with passband [267, 445] Hz. The phase contribution below 267 Hz and above 445 Hz is thus 180
• , while the phase contribution at 345 Hz is zero. The Nyquist plot shows that the peak at 500 Hz has been rotated outside the dashed circle, so in the closed loop this frequency should now be attenuated rather than amplified. The right plot of Fig. 10 shows the pressure spectrum from the experiments with this controller in place. As expected from the Nyquist plot, frequencies 342 Hz, 423 Hz, and 502 Hz are attenuated. As the gain is increased further, these frequencies are attenuated further, and new peaks arise at 387 Hz and 456 Hz, the points closest to the −1 point on the Nyquist plot.
These results suggest that the linear model does indeed capture the important features of the experiment, relevant for design and analysis of control laws.
Nonlinear effects of actuator saturation
The new peaks introduced by high-gain feedback, shown in Figs. 9 and 10, may be understood more completely once nonlinear saturation of the actuator is considered. While our model of the cavity from the previous section is linear, the actuator often saturates when the gain is large, and this saturation introduces a known nonlinearity which is straightforward to model using describing function analysis. This same analysis was used in Rowley et al. 3 to consider nonlinearities in the cavity model, but here we assume the cavity dynamics are linear, and consider only nonlinearities due to actuator saturation.
The actuator saturation is modeled by a static (frequency-independent) map ψ, as shown in Fig. 11 , where the linear part G(s) = C(s)P (s) contains both the plant P and the controller C. For ψ to be a saturation nonlinearity, its general shape must be as shown in Fig. 12 . More precisely, we assume that ψ is an odd function with ψ(u)/u positive and decreasing for all u > 0, and with ψ(u)/u → 0 as u → ∞. For instance, ψ(u) = tanh u or a piecewise linear saturation both satisfy these properties. Describing function analysis is a useful tool for predicting limit cycles in systems with static nonlinearities. If u is periodic, of the form u = A sin ωt, then ψ(u(t)) is also periodic, with the same frequency, and may be written as a Fourier series
where we have used that ψ is odd. If we consider only the first harmonic c 1 , assuming for instance that higher harmonics are attenuated by the linear dynamics, then we have
where N (A) = c 1 (A)/A is called the describing function of ψ, and is given explicity in terms of ψ by
By the block diagram shown in Fig. 11 , a sinusoidal solution u(t) = A sin ωt must satisfy u = −G(iω)ψ(u) ≈ −G(iω)N (A)u, which gives the harmonic balance equation
Taking the phase of this equation gives ∠G(iω) = 180
• . Therefore, if a limit cycle exists, it must exist at a frequency where the Nyquist plot of G intersects the negative real axis. Comparing with Fig. 9 , we see that the possible frequencies of limit cycles for the closed-loop system with unity feedback are at 500 Hz and 80 Hz, where the Nyquist plot intersects the negative real axis. Similarly, for the bandpass filtered case shown in Fig. 10 , the possible frequencies of limit cycles are 380 Hz, 460 Hz, and 220 Hz. These Furthermore, by taking the magnitude of the harmonic balance equation (2), we may determine the amplitude of a limit cycle at a frequency ω where ∠G(iω) = 180
• . Taking the magnitude of (2) gives
Though the nonlinearity ψ and its describing function N may not be known precisely, one may show that any saturation nonlinearity with the properties assumed above possesses certain properties. In particular, N (A) is a decreasing function of A > 0, and if ψ(u) ≈ u for small u, then N (0) = 1. Thus, if the assumptions of the describing function analysis are valid, then if the Nyquist plot of G(iω) intersects the real axis to the right of the −1 point, there is no limit cycle at frequency ω, while if the Nyquist plot intersects the real axis to the left of the −1 point, there is a limit cycle at frequecy ω, and the further to the left the intersection is, the larger the amplitude of the limit cycle. These predictions agree precisely with the results shown in Figs. 9 and 10 . Increasing the gain of the controller corresponds to increasing the radius of every point of the Nyquist plot G(iω). For the moderate-gain case shown in Fig. 9 , apparently the radius has increased enough that 500 Hz point has crossed to the left of the −1 point, causing a limit cycle at that frequency. For a higher gain, the 80 Hz point crosses as well, causing a new limit cycle at that frequency as well. The same interpretation holds for the controller in Fig. 10 , and explains the new peaks that arise for high gains.
Conclusions
A series of experiments was performed, to determine models that describe the dynamics of cavity oscillation adequately for the design and analysis of feedback controllers. Shear layer measurements were made for both the natural and suppressed states, and surprisingly little difference was noted between these two states. A system identification experiment was performed to determine a transfer function from the actuator voltage to the pressure sensor measurement. The resulting model accurately predicts the behavior of different control laws, and was used to design a simple second-order bandpass filter to obtain excellent suppression over a broad range of frequencies.
