This article considers a constrained optimization problem over a discrete set where noise-corrupted observations of the objective and constraints are available. The problem is challenging because the feasibility of a solution cannot be known for certain, due to the noisy measurements of the constraints. To tackle this issue, a method is proposed that converts constrained optimization into the unconstrained optimization problem of finding a saddle point of the Lagrangian. The method applies stochastic approximation to the Lagrangian in search of the saddle point. The proposed method is shown to converge, under suitable conditions, to the optimal solution almost surely as the number of iterations grows. The effectiveness of the proposed method is demonstrated numerically in three settings: (i) inventory control in a periodic review system; (ii) staffing in a call center; and (iii) staffing in an emergency room.
Introduction
We consider the simulation-based optimization problem of the form:
where C is a non-empty closed convex subset of R d , and f i : Z d → R (0 ≤ i ≤ r ) has no analytic form and thus must be computed only through simulation at each θ in Z d . Such functions f i often arise in the setting of a complex stochastic system where one performance measure is described by f 0 and the other performance measures are denoted by f i (1 ≤ i ≤ r ). One such example is an inventory system with discrete demand processes, where the goal is to minimize the average ordering and holding costs per unit time while achieving a prescribed level of customer service.
The problem of minimizing an unconstrained function over a discrete set has received a considerable amount of attention from the research community, and a number of methods have been proposed in the literature; see Dupač and Herkenrath (1983) , Gelfand and Mitter (1989) , Glover (1989) , Liepins and Hilliard (1989) , Ho et al. (1992) , Yan and Mukai (1992) , Goldsman and Nelson * Corresponding author (1994) , Andradóttir (1995) , Gerencsér et al. (1999) , Shi and Olafsson (2000) , Kleywegt et al. (2001) , Gokbayrak and Cassandras (2002) , Hong and Nelson (2006) , and Prudius and Andradóttir (2009) , for example. For more comprehensive surveys, see Fu (2002) , Henderson and Nelson (2006) , and Nelson (2010) .
However, when the simulation-based optimization problem has stochastic constraints, a limited number of methods are available in the literature. In the presence of one stochastic constraint, Andradóttir et al. (2005) and Andradóttir and Kim (2010) proposed a two-phase procedure where the first phase identifies all feasible solutions or nearfeasible solutions with a pre-specified probability of correct identification, and the second phase solves the problem of interest with the solutions identified in the first phase. Batur and Kim (2001) applied a ranking and selection procedure to identify a feasible solution and Pujowidianto et al. (2009) addressed how to allocate computer time in an optimal way among the solutions in order to maximize the probability of correctly identifying the optimal solution. These methods have a requirement that all of the solutions be simulated at least once, so they are more appropriate to the setting where the domain of f 0 is finite and contains a small number of elements.
In the presence of multiple constraints, the idea of replacing a constrained optimization problem with an unconstrained one by adding a penalty function to the objective function has been investigated; Li et al. (2009) combined a penalty function-type method with a random search scheme, and Whitney et al. (2001) incorporated a penalty function-type method into a gradient-based search scheme. However, the convergence of these methods is either not guaranteed or is based on restrictive assumptions that are difficult to verify.
Another way of transforming a constrained problem into an unconstrained one is to use the Lagrangian function. The idea of using the Lagrangian function has already been adopted when the decision variables are continuous (see Kushner and Sanvicente (1975) and Kushner and Clark (1978, p. 177) , for example), but this idea has not been explored in the setting of discrete decision variables. This article explores this idea in the discrete setting and studies the effectiveness of this approach. One of our motivations is that in the deterministic optimization problem, the Lagrangian method has certain advantages over the penalty function-type methods because most penalty function-type methods suffer from numerical instabilities as the controlling parameter becomes too large or too small; see Murray (1967) , for example.
Our proposed approach, therefore, observes that the minimizer of the constrained problem (1) can be found by finding the saddle point of the corresponding Lagrangian L : 
and propose a gradient-based method to solve Equation (2). In particular, we wish to apply stochastic approximation to L (and hence update θ in the steepest-descent direction and λ in the steepest-ascent direction in each iteration) in search of the saddle point of L. Stochastic approximation requires gradient estimates of L in each iteration, but θ is integer-valued; therefore, the gradient of L with respect to θ cannot be defined in a traditional way. To overcome this obstacle, we extend L from
+ by extending f i (0 ≤ i ≤ r ) from a discrete domain to a continuous domain and using the extended f i s to construct the extended L and compute the gradient of the extended L in the usual way. The gradient of the extended L is then used in each iteration of stochastic approximation in search of the solution to Equation (2). The main theorem of this article (Theorem 1) proves that this procedure is convergent to the optimal solution of the original problem (1) a.s. under suitable conditions.
Our proposed method utilizes Lagrangian functions rather than penalty functions because the Lagrangian method has certain numerical advantages over the penalty function-type methods in the deterministic optimization context. The difference between the Lagrangian function method and penalty function method is summarized in the following points.
1. The penalty function method typically involves solving a sequence of non-linear optimization problems; see Bazaraa et al. (2006, p. 479) . Each of these optimization problems must be solved through numerical procedures. Thus, the computational burden of solving these optimization problems can be significant. 2. When solving the optimization problems in Equation (1) the problems can be ill-conditioned for large values of the penalty parameter (large values of the penalty parameter are required to guarantee convergence to the optimal solution). Thus, they can result in undesirable solutions; see Bazaraa et al. (2006, p. 481) .
We illustrate the difference between the Lagrangian function method and penalty function method more clearly by solving the following two-dimensional problem:
In the Lagrangian function method, we solve Equation (3) by finding the saddle point of the corresponding Lagrangian function L(θ, λ) = f 0 (θ) + λ f 1 (θ) for λ ≥ 0. We use a gradient-based method and update θ and λ iteratively using the following recursion:
where ∇ L θ (θ n , λ n ) and ∇ L λ (θ n , λ n ) are the gradients of the Lagrangian function L with respect to θ and λ at (θ n , λ n ), respectively, and a n is a decreasing sequence of positive real numbers (Zangwill, 1969) . Figure 1 shows the performance of the Lagrangian function method within 5000 iterations when a n = 0.6/(n + 1) for n ≥ 0, λ 0 = 0, and θ 0 = (0, 0). In Fig. 1 , we can observe that the Lagrangian function method does not stay in the feasible region all the time but converges to a feasible solution for sufficiently large n by adjusting the λ values adaptively. When θ n enters an infeasible region, the Lagrangian function method updates λ in the steepest-ascent direction to increase the penalties on the violated constraints and changes the search direction of θ to force the constraints into satisfaction. This procedure guarantees {θ n , λ n } converge to the saddle point of the Lagrangian function and, hence, θ n stays in the feasible region for n sufficiently large.
In the penalty function method, we convert Equation (3) into an unconstrained problem defined by
where b is a positive real number, which is typically referred to as the penalty value. Some unconstrained optimization techniques, such as line search methods, steepest-decent methods, and the Newton method can be applied to solve the penalty problem (4). To make the solution of the penalty problem (4) arbitrarily close to the optimal solution of original problem (3), b should be sufficiently large. However, with a large value of b, Equation (4) may be ill-conditioned. This is because with a large value of b, more emphasis is placed on the penalty part of L p (θ), (b/2) max(0, f 1 (θ)) 2 . As a result, most unconstrained optimization techniques will force the constraints to be satisfied by moving toward a feasible point, which might be far from the optimal solution (Bazaraa et al., 2006) . Figure  2 shows the performance of the penalty function method when b takes different values. In this implementation, a steepest-decent method is used to solve each unconstrained problem starting from θ = (10, 10). In Fig. 2 , we can observe that for a large value of b (b > 10 3 ), the solution to Equation (3) deviates from the optimal solution because of ill-conditioning.
We illustrate the effectiveness of our proposed method numerically in three settings: (i) inventory control in a periodically reviewed single-item inventory system; (ii) staffing in a call center that handles multiple types of calls while maintaining a satisfactory level of customer service; and (iii) staffing in an emergency room. The proposed method displays a good performance when compared with alternative approaches.
The main advantages of the proposed method can be summarized as follows: (i) it is designed to handle stochastic constraints when the number of feasible solutions is large or infinite; (ii) it is shown to be convergent to the optimal solution a.s. under certain technical conditions; and (iii) it shows promising numerical performance in various examples.
This article is organized as follows. In Section 2, we introduce some definitions. Section 3 describes our proposed method formally and states the main theorem (Theorem 1) of this article. Section 4 is devoted to supplying a proof of the main theorem and the numerical results are presented in Section 5. Section 6 includes concluding remarks and directions for further research.
Definitions
In this section, we introduce some definitions that will be used throughout this article. 
For x ∈ R, x and x denote the largest integer less than or equal to x and the smallest integer greater than or equal to x, respectively. For
then a subgradient of g at x exists at every x ∈ R m (see Theorem 23.4 on p. 217 of Rockafellar (1970) ).
For a function g : R m → R, the partial derivative of g with respect to the j th component at x ∈ R m is denoted by ∂g(x)/∂ x j for 1 ≤ j ≤ m if the partial derivative exists. For x ∈ R, max(0, x) is x if x ≥ 0, and zero otherwise.
Problem formulation

General approach
We consider the following problem:
where C is a non-empty closed convex subset of R d and we can observe
Equation (5). To see why this is true, we note that (i) and (ii) imply that θ * ∈ F, where
Furthermore, it can be easily seen that (i) and (ii) are equivalent to the condition:
Therefore, it is reasonable to attempt to find the optimal solution to Equation (5) by solving:
In our proposed method, we search for the solution to Equation (6) by updating θ and λ iteratively using a gradient-based method. One obstacle to this approach is that L has a discrete input variable θ, so it is impossible to define the gradient of L with respect to θ in a traditional way. To overcome this, we extend L from
and compute the gradient of the extended L in the usual way. In order to extend L, we extend f
and use the extended functions to extend L. In particular, we denote the extension of
in the hope of solving Equation (6). We observe that if ( θ * , λ * ) solves Equation (7), then θ * solves the following problem:
(see Theorem 2.18 on p. 48 of Zangwill (1969) ), which can be viewed as a relaxed version of Equation (5). Thus, the remaining question is the relationship between the solution to Equation (8) and the solution to Equation (5). The following proposition confirms their relationship in the case where the solution to Equation (8) is an integer point. Equation (8) , say θ * , and that
Proposition 1. Suppose that there exists a solution to
for all θ ∈ C ∩ R d and λ ∈ R r + -and θ * is an integer point, then θ * is an optimal solution to Equation (5).
Proof. Let θ * be a solution to Equation (8) and assume
Since θ * and θ are integer points, we have f 0 ( θ * ) ≤ f 0 (θ). Thus, θ * is an optimal solution to Equation (5).
To prove the last part, we observe that if θ * ∈ C ∩ Z d and
To see why this is true, we note that (ii) implies that
and, hence,
Therefore, θ * is an optimal solution to Equation (5). It remains to show that (i) and (ii) are implied by the condition:
Since λ * ∈ R r + and this inequality holds for all λ ∈ R r + , we must have f i ( θ * ) ≤ 0 for all 1 ≤ i ≤ r because if f j ( θ * ) > 0 for some j , then the inequality is violated by λ = (0, . . . , 0, λ j , 0, . . . , 0) with λ j > 0 sufficiently large. This implies
In addition, if we let λ = (0, . . . , 0), we obtain
Thus, we must have
The framework of the proposed method then can be summarized as follows:
1. Extend L from a discrete domain to a continuous domain and obtain the extended function L. 2. Obtain subgradients of L with respect to θ and λ, respectively. 3. Apply stochastic approximation to L to find the saddle point of L.
Given the relationship between the saddle point of L and the solution to Equation (5), the proposed method applies stochastic approximation to L in order to search for the saddle point. Denoting the nth estimator of the saddle point of L by (θ n , λ n ), we update θ n and λ n as follows. Given (θ 1 , λ 1 ), . . . , (θ n , λ n ), we observe a quantity −D n (θ n , λ n ) that guides us toward the steepest-descent direction in θ (−D n (θ n , λ n ) can be interpreted as the negative of the derivative of L with respect to θ if L is differentiable in θ or the negative of the subgradient of L in θ if L is convex in θ). We then update θ n by the recursion
where C (θ) is the closest point in C to θ ∈ R d with respect to the norm · . (c n : n ≥ 1) is a sequence of positive real numbers satisfying the conditions Using the fact that
for 1 ≤ i ≤ r provided that the partial derivative exists, we update λ n by the recursion
for 1 ≤ i ≤ r , where F i (θ n ) is an observation of f i at θ n . Finally, we assume that there exists a known bound K for a saddle point of L; i.e., there exists a pos-
Our proposed method takes the following form in general.
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Algorithm 1: General form of the proposed method
Step 0. Initialize: Select a starting point
Step 1. Update θ n and λ n : Generate observations D n (θ n , λ n ) and F i (θ n ) for 1 ≤ i ≤ r and set
Step 2. Project (θ n+1 , λ n+1 ) onto B and set the projected point equal to (θ n+1 , λ n+1 ).
Step 3. Let n = n + 1 and go to Step 1.
To investigate the asymptotic behavior of ((θ n , λ n ) : n ≥ 1), we focus on the case where f i (0 ≤ i ≤ r ) is convex. In this case, differentiability of f i is not necessary; only D n needs to be an unbiased estimate of a subgradient of L in θ and F i needs to be an unbiased estimate of f i for 1 ≤ i ≤ r . In particular, we require:
The optimal value of Equation (8) 
for all θ ∈ R d , where F n is the σ -field generated by (θ 1 , λ 1 ), . . . , (θ n , λ n ). In addition, we assume
for 1 ≤ i ≤ r and n ≥ 1,
for n ≥ 1, and
for 1 ≤ i ≤ r and n ≥ 1 for some positive constant σ 2 .
Extension via piecewise linear interpolation
The continuous extensions f i (0 ≤ i ≤ r ) introduced in Section 3.1 can be chosen arbitrarily. However, to make our procedure more concrete, we introduce one possible way of extending functions from
In particular, we consider extending a function h :
By construction,
Proof. Let θ ∈ R d and δ > 0 be given. Let p = θ and q = θ − p. First, we consider the case where
and by the representation (14), there exists a neighborhood of θ where h is linear. Hence, in that neighborhood, h is differentiable. (In particular, h is differentiable at θ = θ δ .) To prove that ϕ h(θ) is the gradient of h at θ, it suffices to prove that ϕ h j (θ) is the right derivative of h at θ in the j th component.
proving that ϕ h j (θ) is the right derivative of h at θ in the j th component. Proof. First, we prove that the convexity of h confirms that ϕ h(θ) is a subgradient of h at θ ∈ R d . For any x, y ∈ R d , Proposition 2 guarantees the existence of a sequence (η i : i ≥ 1) such that
for i ≥ 1. Thus,
by Equation (17) and
Letting i → ∞ and using Equation (16) and the continuity of h,
In Example 1, we illustrate how to compute ϕ h. Example 1. Suppose d = 3 and θ = (13.2, 9.4, 20.2). Then p = θ = (13, 9, 20) and
and
We are now ready to discuss how this strategy of constructing an extension can be adopted in the proposed method. We define the extensions
for θ ∈ R d , where p, q, σ , U 0 , . . . , U d are defined as before. Using these functions, a continuous extension
for θ ∈ R d , where q j = q σ (k) . Propositions 2 and 3 justify our choice of ϕ f i as a subgradient of f i . With the f i s as the extended functions, our proposed method proceeds as follows. We denote the nth estimator of the saddle point of L by (θ n , λ n ). Given
where
are mean zero random variables. We then update θ n and λ n by the recursion
. We then project (θ n+1 , λ n+1 ) onto B and the projected point becomes (θ n+1 , λ n+1 ).
We observe that under the assumption that the n (k)s are mean zero random variables, Equations (20) and (21) imply
Below is the proposed method when we adopt the above procedure.
Algorithm 2: Proposed algorithm with extensions via linear interpolation
where p n and the U k s are defined as before. Set
where the j th element of
Step 2. Project (θ n+1 ,λ n+1 ) onto B and set the projected point equal to (θ n+1 , λ n+1 ).
To analyze the behavior of ((θ n , λ n ) : n ≥ 1) generated from Algorithm 2, we shall impose some assumptions. In particular, we require A5. f 0 is strictly convex and
for 0 ≤ j ≤ d, n ≥ 1, and some positive constant κ 2 , where F n is the σ -field generated by (θ 1 , λ 1 ) , . . . , (θ n , λ n ).
From Theorem 1, we have the following corollary. Corollary 1. Under A1 and A5 to A7, (i) there exists a saddle point ( θ * , λ * ) of L, (ii) θ * is unique, and (iii) θ n → θ * a.s. as n → ∞. By Proposition 1, if θ * is an integer point, then θ * is the solution to Equation (5).
Proof of theorem 1
Our proof of Theorem 1 can be broken down into a number of key steps. In Step 1, we prove (i) and (ii) of Theorem 1. To prove (iii) of Theorem 1, we first show that both f i and L are uniformly bounded in Step 2. We then show the expected value of a subgradient with respect to θ is bounded in Step 3. With these two conditions and Lemma 2 on p. 344 of Benveniste et al. (1990) , we are able to show that the sequence
is uniformly bounded and converges in Steps 4 and 5. Finally, we follow the proof of the theorem on p. 378 of Kushner and Sanvicente (1975) to show θ n → θ * a.s. as n → ∞ in Steps 6, 7, and 8.
Step 1. By A2 and A3, there exists a saddle point (
for θ ∈ C and λ ∈ R r + (see Theorem 1 on p. 217 of Luenberger (1969) ). The uniqueness of θ * follows from the strict convexity of f 0 . (Suppose, on the contrary, there exists a saddle point (θ, λ) of L such that θ = θ * , then f 0 ( θ * ) = f 0 (θ), which contradicts the strict convexity of f 0 .) In fact, if θ * is an integer point, then by Proposition 1, θ * is an optimal solution to Equation (5). Furthermore, Equation (5) has a unique solution. To see why the optimal solution to Equation (5) is unique, suppose that there exists an optimal solution θ ∈ Z d to Equation (5) such that θ = θ * . For any 0 < t < 1, define θ t = tθ + (1 − t) θ * . Then θ t is a feasible solution to Equation (8). By the strict convexity of f 0 , we have
which contradicts the fact that θ * is an optimal solution to Equation (8).
Step 2. We observe that f i is uniformly bounded on B θ for 0 ≤ i ≤ r and L is uniformly bounded on B. To see why this is true, we note that f i is convex on R d and hence is continuous on B θ (see Theorem 10.1 on p. 82 of Rockafellar (1970) ). By the compactness of B θ , f i is uniformly bounded on B θ (see Theorem 4.4.1 on p. 189 of Marsden and Hoffman (1993) ). By the compactness of B, L is also uniformly bounded. In fact, L is bounded on any compact subset of 
Since L is bounded on any compact subset of
Step 4. We let Z :
for some positive constant C 2 .
Equations (26) and (27) combine to yield Equation (22).
Next we prove Equation (23). By Equation (10)
On the other hand, by the definition of the Lagrangian
From Equations (28) and (29), we get
By the definition of the saddle point, we have
By the strict convexity of f 0 , for θ n = θ * , we obtain
because otherwise L(η, λ * ), as a function of η, will be constant on the line segment connecting θ n and θ * , contradicting the strict convexity of f 0 . Combining Equation (31) and (32) yields
Hence, Equation (23) follows from Equations (30) and (33).
Step 5. We observe that applying Lemma 2 on p. 344 of Benveniste et al. (1990) to the sequence (Z(θ n , λ n ) :
a.s. as n → ∞ and Z(θ n , λ n ) → Z ∞ a.s. for some finite-valued random variable Z ∞ as n → ∞.
Step 6. We prove that for any > 0, there exists δ > 0 such that Q(θ n , λ n ) ≥ δ whenever θ n − θ * ≥ . To fill in the details, let
Since the θ s s are bounded, there exists a subsequence (θ s k : k ≥ 1) converging to a point θ 0 in {θ ∈ B θ :
This contradicts the uniqueness of θ * . The rest of the proof is similar to the proof of the theorem on p. 378 of Kushner and Sanvicente (1975) . However, to make this proof self-contained, we present a complete argument.
Step 7. We show that for any > 0, θ n − θ * ≤ 3 for all but finitely many n a.s. Let > 0 be given. By
Step 6, we have θ n − θ * ≤ for infinitely many n a.s. because otherwise, ∞ n=1 c n Q(θ n , λ n ) → ∞ for some non-null set, which contradicts Equation (34). First, we show that |c n (D n (θ n , λ n ) − d n )| ≥ /2 for finitely many n a.s. To see this, note that
by the Markov inequality
and that
by Equation (12). Thus, it follows that:
We consider n sufficiently large so that c n d n < /2, then we get
We define the sets:
We let be small enough so that N 4 is in B θ . Note that each time θ n goes from N to the exterior of N 3 , it must enter C 3 before ever going to the exterior of N 3 because θ n cannot take a step larger than . We define We will show that t m is finite for finitely many m a.s. Then it will follow that C 3 is entered for finitely many n a.s. and hence θ n can leave N 3 finitely many times a.s., proving θ n → θ * a.s. as n → ∞.
We let I {t m <∞} be one if t m is finite and zero otherwise. It will be shown in Step 8 that lim inf Equation (35) implies that if t m < ∞ infinitely often, then it follows that
Step 6. So, t m < ∞ infinitely often on some null set.
Step 8. We now prove Equation (35).
We let 
as s → ∞. So we conclude that 
Numerical results
In this section, we investigate the performance of the proposed algorithms in the following three settings: (i) inventory control in a periodically reviewed single-item inventory system; (ii) staffing in a call center that handles multiple types of calls while maintaining a satisfactory level of customer service; and (iii) staffing in an emergency room.
We compare the proposed method to the methods proposed by Whitney et al. (2001) and Ahmed et al. (1997) .
The method proposed in Whitney et al. (2001) incorporates a penalty function-type method into the objective function. At the nth iteration of the method proposed by Whitney et al. (2001) , we generate n = ( 
where the j th component of H n (θ n ) is
(a n : n ≥ 1) and (b n : n ≥ 1) are sequences of positive real numbers.
On the other hand, at the nth iteration of the method proposed by Ahmed et al. (1997) , we set the neighborhood N (θ n ) of θ n as
and choose a candidate for θ n+1 , say θ n , from N (θ n ) with equal probability. We then generate i.i.d. observations of f i (1 ≤ i ≤ r ) at θ n and compute the sample mean and standard deviation, say f i and σ i , of those observations. We consider θ n feasible if
for 1 ≤ i ≤ r , where t n−1,1−α is the upper 1 − α critical point for the t distribution with n − 1 degrees of freedom. If θ n is considered feasible by this criterion, we generate an observation Y n of f 0 at θ n and an observation Y n of f 0 at θ n and accept
where T f is a positive constant and U n is a random variable uniformly distributed between zero and one. If Y n > Y n and exp(−(Y n − Y n )/T) ≤ U n , then θ n is chosen as θ n+1 . If θ n is not considered feasible, then θ n is chosen as θ n+1 . We repeat this procedure M times after which T f is replaced by T f R, where R < 1 is a positive constant. The procedure is repeated M times again until T f is replaced by T f R again. This process is repeated until a stopping criterion is satisfied.
The subsequent sections report the performance of the proposed method and other competing methods.
Inventory control in a periodic review system
We consider a finite-horizon, periodically reviewed, singleitem inventory system with integer-valued i.i.d. demands and full backlogging. Orders are received at the beginning of each period, the demand for the period arrives next, and we review the inventory position (= on-hand stock minus backorders plus any outstanding orders) to make an ordering decision. The ordering decisions are made according to the (s, S) policy. If the inventory position is less than s, an order for the amount of S minus the inventory position is placed. Otherwise, no action is taken. The order lead time is assumed to be zero. When an order of x units is placed, the ordering cost of K + cx is incurred, where K is the fixed setup cost per order and c is the unit cost. A holding cost of h per unit per period is charged against any unit left at the end of each time period. The service level is measured using the fill rate, which is defined as the fraction of demand that is met directly from stock on hand.
By f 0 (s, S), we denote the average ordering and holding costs per period over 1000 time periods when the inventory position at the beginning of the first period is initialized at S and the system is governed by the (s, S) policy. By g(s, S), we denote the fill rate over 1000 time periods when the inventory position at the beginning of the first period is initialized at S and the system is governed by the (s, S) policy. Our goal is to determine the values s and S, say s * and S * , that minimize f 0 (s, S) subject to the constraint that g(s, S) is greater than or equal to a prescribed level β; i.e., f 1 (s, S) β − g(s, S) ≤ 0. We apply Algorithm 2 and the methods proposed by Whitney et al. (2001) and Ahmed et al. (1997) to find (s * , S * ). Whenever we observe f 0 at each point in F 1 {(x, y) ∈ Z 2 : 1 ≤ x ≤ 100, 1 ≤ y ≤ 100, x ≤ y} in all three methods, the inventory system is simulated over 1000 time periods, the ordering and holding costs are averaged over 1000 time periods, and the average of 20 i.i.d. such replications is used as an observation of f 0 . Likewise, whenever we observe g at each point in F 1 , the inventory system is simulated over 1000 time periods, the demand that is met directly from stock over the 1000 periods is divided by the total demand over the 1000 periods, and the average of 20 i.i.d. such replications is used as an observation of g. θ 1 is set as (100, 100) for all three methods and λ 1 = 275 is used for Algorithm 2. The parameters used are c n = 500/(35 + n) for the first 10% of the total iterations available, c n = 50/(35 + n) for the rest of the iterations available, a n = 200/(35 + n), b n = 10 000 log(n 0.5 ),α = 0.95,T f = 100,R = 0.6,M = 10, K = 100, c = 3, h = 3, β = 0.95, and demand in each time period follows a Poisson distribution with a mean of 30.
To compare the estimates of (s * , S * ) produced by the proposed method and other methods to the true values, s * and S * are estimated by evaluating f 0 (s, S) and g(s, S) using the average of 100 i.i.d. replications at each point in F 1 and selecting the values s and S that minimize the estimated f 0 value while the estimated g value is greater than or equal to β. The "true" optimal solution estimated this way is (s * , S * ) = (18, 60).
Denoting the number of simulation runs made at iteration n by t n and fixing the total number N of simulation runs available, we compute θ l (N)+1 where l(N) is the maximum number of iterations given the N simulation runs available; i.e., l(N) is the largest integer satisfying t 1 + · · · + t l(N) ≤ N. Thus, θ l(N)+1 is the best estimate of (s * , S * ) given the computational budget N. We notice that both f 0 and g can be simultaneously computed in a single simulation run, so t n = 60, 60, and 20 for Algorithm 2, the method by Whitney et al. (2001) , and the method by Ahmed et al. (1997) , respectively. Table 1 reports the averages (mean) of θ l(N)+1 generated by Algorithm 2, the method by Whitney et al. (2001) , and the method by Ahmed et al. (1997) based on 200 independent copies of θ l(N) for each value of N. To measure how the distribution of θ l(N)+1 is spread out, the average of the sample standard deviation of θ
and θ 2 l(N)+1 is reported in Table 1 . In addition, averages of the f 1 (θ l(N)+1 ) values are reported to show that our method converges to a feasible solution for N sufficiently large.
It is noteworthy that the extended functions of f 0 and g in the proposed method are not convex (see Song et al. (2008) ), but the proposed method successfully finds the optimal solution nevertheless.
Staffing in a call center
We consider a call center that handles three types of calls: calls that request technical support, calls that ask for sales information, and calls that wish to check order status. An incoming call is one of the three types with probability 0.5, 0.3, and 0.2, respectively. Calls arrive at the call center according to a Poisson process with rate λ per minute. Calls that enter the center form a single queue of infinite Table 1 . Averages (mean) and standard deviation (Std) of θ l(N)+1 and corresponding averages of f 1 (θ l(N)+1 ) generated from Algorithm 2, the method proposed by Whitney et al. (2001) , and the method proposed by Ahmed et al. (1997) applied to the periodically reviewed inventory system capacity and are served on a first come-first serve basis. The call center opens at 8 am and closes at 6 pm. After 6 pm, all remaining calls should be handled before they exit the system. Thus, each simulation run starts and ends with an empty system. If a customer requests technical support, he must select one of the three products (products 1, 2, and 3) for which technical support is available. We assume that the percentages of requests for the three products are 25%, 34%, and 41%, respectively. The request for product i is served by a staff member of type i for 1 ≤ i ≤ 3, and the service time per customer requested by a staff member of type i follows a triangular distribution with a lower limit of 3, upper limit of 18, and mode of 6. Staff members of type 4 are available to handle the calls for all three products. They serve a customer only when there are no staff members of types 1, 2, and 3 available. The service time per customer requested by a staff member of type 4 follows a triangular distribution with a lower limit of 3, upper limit of 18, and mode of 6.
If a customer asks for sales information, then the customer is serviced by a staff member of type 5. The service time per customer requested by a staff member of type 5 follows a triangular distribution with a lower limit of 4, upper limit of 45, and mode of 15.
If a customer wishes to check order status, the request is handled by an automatic phone system, and there is no limit on the number of such calls that the automatic phone system can handle. The service time spent on the automated system follows a triangular distribution with a lower limit of 2, upper limit of 4, and mode of 3. After this automated service, 15% of the customers ask for a salesperson and wait on line until served by a staff member of type 5. The service time per customer requested by a staff member of type 5 in this case follows a triangular distribution with a lower limit of 4, upper limit of 45, and mode of 15.
Each staff member serves calls on a first come-first serve basis. All service times are independent of each other and independent of the arrival process.
We denote the number of staff members of type i by We apply Algorithm 2, and the methods proposed by Whitney et al. (2001) and Ahmed et al. (1997) to find the optimal values of θ i , say θ i * (1 ≤ i ≤ 5). Whenever we observe f 0 at each point in F 2 {θ ∈ Z 5 : 1 ≤ θ i ≤ 100 for 1 ≤ i ≤ 5} in all three methods, we simulate the system over 10 days and compute the average of the operating costs over the 10-day time horizon and use the average of 10 i.i.d. such replications as an observation of f 0 . Likewise, whenever we observe the fraction of calls that wait less than 90 seconds in the queue, we simulate the system over 10 days, divide the number of calls that waited less than 90 seconds in the queue by the total number of calls over the 10-day time horizon, and use the average of 10 i.i.d. such replications as an observation of g. θ 1 is set as (50, 50, 50, 50, 50) for all three methods and λ 1 = 0 is used for Algorithm 2. The parameters used are c n = 0.5/(33 + n), a n = 2/(50 + n), b n = 200 000 log(n 0.5 ), α = 0.95, T f = 50, R = 0.6, M = 15, and λ = 5.
The optimal policy (θ
is estimated by evaluating f 0 (θ) and the fraction of calls that waited less than 90 seconds, using the average of 50 i.i.d. observations at each θ ∈ F 2 . The true optimal solution estimated this way is (5, 15, 19, 0, 31) .
Denoting the number of simulation runs made at iteration n by t n and fixing the total number N of simulation runs available, we compute θ l(N)+1 where l(N) is the maximum number of iterations given the N simulation runs available; i.e., l(N) is the largest integer satisfying t 1 + · · · + t l(N) ≤ N. Thus, θ l(N)+1 is the best estimate of (θ 1 * , θ 2 * , θ 3 * , θ 4 * , θ 5 * ) given the computational budget N. We note that both f 0 and g can be simultaneously computed in a single simulation run, so t n = 60, 30, and 10 for Algorithm 2, the method by Whitney et al. (2001) , and the method by Ahmed et al. (1997) , respectively. Table 2 reports the averages (mean) of θ l(N)+1 generated by Algorithm 2, the method by Whitney et al. (2001) , and the method by Ahmed et al. (1997) based on 50 independent copies of θ l(N) for each value of N. To measure how the distribution of θ l(N)+1 is spread out, the average of the sample standard deviation of θ Table 2 . In addition, averages of the f 1 (θ l(N)+1 ) values are reported to show that our method converges to a feasible solution for N sufficiently large.
Staffing in an emergency room
We consider an emergency department in a hospital that operates 24 hours a day and receives two kinds of patients: walk-in patients who are required to see a receptionist before entering the queue to the examination room and patients who are delivered by ambulances and so can enter Table 2 . Averages (mean) and standard deviation (Std) of θ l(N)+1 and corresponding averages of f 1 (θ l(N)+1 ) generated from Algorithm 2, the method proposed by Whitney et al. (2001) , and the method proposed by Ahmed et al. (1997) (5, 15, 19, 0, 31) the queue to the examination room directly without seeing a receptionist.
The arrival process of the walk-in patients forms a nonhomogeneous Poisson process with the rate parameter λ(t) given as follows: At the examination room, one of the doctors examines the patient and decides whether any tests are necessary to give a diagnosis; if so, the patient enters the queue to a lab, where one of the lab technicians performs necessary tests. Once the patient is released from the lab, he or she re-enters the queue to the examination room to get the test results from a doctor. The test results are ready immediately after the tests are conducted, but the patient must wait in the queue to the examination room to get the doctor's opinion on the test results. Based on the test results, the doctor decides on one of the three types of treatments for the patient: (i) a patient can take normal treatment, which is performed by the nurses in the treatment room; (ii) a patient can take emergency treatment, which is performed by the nurses in the emergency room; and (iii) a patient can be released from the hospital after receiving medication. If a patient does not need any tests, then the doctor decides on one of the three types of treatments for the patient the first time the patient visits the doctor in the examination room. Thus, a patient receives an opinion from a doctor after getting tests in the lab or at the first visit to the examination room. In both cases, a patient receives a treatment of types 1, 2, and 3 with probabilities 0.4, 0.4, and 0.2, respectively.
All queues are assumed to have infinite capacity and the group of receptionists (or groups of doctors in the examination room, lab technicians at the lab, nurses in the treatment room, and nurses in the emergency room, respectively) forms multi-servers serving a single common queue of patients.
All services are based on a first come-first serve basis and all service times are independent of each other and independent of the arrival processes.
The service times at the receptionist's desk follow an exponential distribution with a mean of 7.5. The service times at the examination room follow an exponential distribution with a mean of 15. The service times at the lab follow a triangular distribution with a lower limit of 10, upper limit of 30, and mode of 20. The service times at the treatment room follow a triangular distribution with a lower limit of 20, upper limit of 30, and mode of 28. The service times at the emergency room follow an exponential distribution with a mean of 90.
The goal is to find the number of receptionists, doctors, lab technicians, nurses in the treatment room, and nurses in the emergency room, denoted by θ 1 , θ 2 , θ 3 , θ 4 , and θ 5 , respectively, that minimizes the average operating cost f 0 (θ 1 , θ 2 , θ 3 , θ 4 , θ 5 ) per day over a 150-day period while ensuring that the probability of a patient who receives a treatment of type 2 waiting less than 1 hour in the queue, g(θ 1 , θ 2 , θ 3 , θ 4 , θ 5 ), is greater than or equal to 0.9; i.e., f
The daily operational costs consist of labor costs, which are $150 per receptionist per day, $1200 per doctor per day, $500 per lab technician per day, $350 per nurse in the treatment room per day, and $350 per nurse in the emergency room per day.
We apply Algorithm 2 and the methods proposed by Whitney et al. (2001) and Ahmed et al. (1997) to find the optimal values of θ i , say θ i * (1 ≤ i ≤ 5). Whenever we observe f 0 at each point in F 3 {θ ∈ Z 5 : 1 ≤ θ i ≤ 50, 1 ≤ i ≤ 5} in all three methods, the system is simulated over 150 time periods, the operating costs are averaged over the 150 time periods, and the average of 10 i.i.d. such replications is used as an observation of f 0 . Likewise, whenever we observe g, the system is simulated over 150 time periods, the number of patients who receive treatment of type 2 and spend less than 1 hour in the queue is divided by the total number patients of type 2 over the 150 periods, and the average of 10 i.i.d. such replications is used as an observation of g. θ 1 is set as (30, 30, 30, 30, 30) for all three methods and λ 1 = 0 is used for Algorithm 2. The parameters used are c n = 0.3/(100 + n) for the first 50% of the total iterations available, c n = 0.1/(100 + n) for the rest of the iterations available, a n = 0.3/(50 + n), b n = 5000 log(n 0.5 ), α = 0.95, T f = 50, R = 0.6, and M = 5.
The optimal policy (θ 1 * , θ 2 * , θ 3 * , θ 4 * , θ 5 * ) is estimated by evaluating f 0 (θ) and g(θ), using the average of 50 i.i.d. observations at each θ ∈ F 3 . The true optimal solution estimated this way is (2, 5, 2, 1, 10).
Denoting the number of simulation runs made at iteration n by t n and fixing the total number N of simulation runs available, we compute θ l(N)+1 where l(N) is the maximum number of iterations given the N simulation runs available; i.e., l(N) is the largest integer satisfying t 1 + · · · + t l(N) ≤ N. Thus, θ l(N)+1 is the best estimate of θ * given the computational budget N. We note that both f 0 and g can be simultaneously computed in a single simulation run, so t n = 60, 30, and 10 for Algorithm 2, the method proposed by Whitney et al. (2001) , and the method proposed by Ahmed et al. (1997) , respectively. Table 3 reports the averages (mean) of θ l(N)+1 generated by Algorithm 2, the method proposed by Whitney et al. (2001) , and the method proposed by Ahmed et al. (1997) based on 50 independent copies of Table 3 . Averages (mean) and standard deviation (Std) of θ l(N)+1 and corresponding averages of f 1 (θ l(N)+1 ) generated from Algorithm 2, the method proposed by Whitney et al. (2001) , and the method proposed by Ahmed et al. (1997) Ahmed et al. (1997) N M e a n S t d f 1 (θ ) 1000 (28, 27, 27, 27, 29) 1.35 −0.10 2000 (27, 24, 23, 24, 27) 2.02 −0.10 3000 (26, 20, 20, 21, 26) 2.44 −0.10 4000 (24, 18, 17, 18, 24) 2.80 −0.10 5000 (23, 15, 14, 15, 23) 3.08 −0.10 6000 (22, 12, 11, 12, 21) 3.42 −0.09 7000 (20, 10, 8, 8, 19) 3.57 −0.08 8000 (19, 8, 5, 5, 17) 3.48 −0.06 10 000 (15, 6, 3, 2, 14) 2.58 −0.03 (θ 1 * , θ Table 3 . In addition, averages of the f 1 (θ l(N)+1 ) values are reported to show that our method converges to a feasible solution for N sufficiently large.
In all three examples, our methods display good performance.
Concluding remarks
In this article, we propose a method for simulation optimization over discrete sets in the presence of multiple stochastic constraints. The key idea of the proposed method is to convert constrained optimization into an unconstrained problem of finding a saddle point of the Lagrangian. This approach is motivated by the difficulty in identifying a feasible solution in the presence of stochastic constraints. The proposed approach is a.s. convergent to the optimal solution under appropriate conditions and it displays good performance in comparison with other competing methods, as illustrated through empirical experiments. It is also noteworthy that the proposed method successfully finds the optimal solution even when the postulated assumptions in the convergence theory are not satisfied. In this regard, we conjecture that the assumptions we imposed are not necessary but merely sufficient, and the proposed method finds local minimizers under weaker conditions. Supplying rigorous arguments to this conjecture is a good future research topic.
