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Zusammenfassung
Ein wichtiges Thema im rechner-gestu¨tzten Entwurf ist die genaue und eﬃziente mathe-
matische Repra¨sentation von statischen und dynamischen geometrischen Modellen. Lei-
der gibt es keine Repra¨sentation, die allen Anspru¨chen gleichauf genu¨gt. Parametrische
Repra¨sentationen erlauben zum Beispiel das Aufza¨hlen von Punkten auf der Oberﬂa¨che
des Modells und daher eine schnelle Darstellung auf dem Bildschirm. Volumetrische
Repra¨sentationen unterstu¨tzen Innen/Außen-Anfragen und Boolsche Operationen wie
das Verschneiden und Vereinigen von Modellen. Die Eﬃzienz von geometrischen Al-
gorithmen ha¨ngt daher unmittelbar von der Eﬃzienz der zugrunde liegenden Daten-
strukturen ab, was sich besonders bei dynamischen Modellen bemerkbar macht, die oft
aktualisiert werden mu¨ssen.
In dieser Arbeit werden so genannte hybride Geometrierepra¨sentationen entworfen und
evaluiert, welche die Vorteile der traditionellen parametrischen, impliziten und vol-
umetrischen Darstellungen verbinden. Das Ziel ist es, Anwendungen gezielt mit Funk-
tionalita¨t zu erweitern, die in allein einer Darstellungsart nur schwer zu implementieren
wa¨re. Das Konzept der hybriden Modelle bietet Vorteile in solch unterschiedlichen Gebi-
eten wie der medizinischen Bildverarbeitung und der Reparatur von CAD Modellen. Ins-
besondere werden in dieser Arbeit hybride Repra¨sentationen betrachtet, die dem Nutzer
explizite Kontrolle u¨ber die topologischen Eigenschaften eines geometrischen Modells
gewa¨hren.
Im ersten Teil der Arbeit werden sogenannte aktive Kurven und Fla¨chen betrachtet,
die ha¨uﬁg in der medizinischen Bildverarbeitung zur Segmentierung und zur Objek-
terkennung herangezogen werden. Das Hauptproblem ist hier die Einbeziehung von
topologischem a priori Wissen u¨ber das in Frage kommende Objekt. Es werden hybride
Erweiterungen der traditionellen parametrischen und geometrischen Modelle vorgestellt,
die dem Nutzer die Kontrolle u¨ber die Teilung und das Verschmelzen der sich bewegen-
den Kurven und Fla¨chen geben und es erlauben, topologische Randbedingungen einzuar-
beiten.
Im zweiten Teil der Arbeit wird untersucht, wie sich hybride Geometrierepra¨sentationen
und Algorithmen vorteilhaft bei der Reparatur von CAD Modellen einsetzen lassen.
CAD Modelle, beispielsweise von Geba¨uden oder Fahrzeugen, enthalten oft Fehler, wie
etwa Lu¨cken, Verschneidungen, U¨berlappungen oder inkonsistente Orientierung der Nor-
malen. Leider ko¨nnen solche ,,Dreiecks-Suppen“ nicht in Anwendungen eingesetzt wer-
den, die sehr hohe Anforderungen an die geometrische und topologische Qualita¨t der
Modelle stellen. Es werden Algorithmen vorgestellt, die volumetrische und explizite
Methoden kombinieren, um diese Fehler zu entfernen und die qualitativ hochwertige,
2-mannigfaltige und wasserdichte Modelle erzeugen.

Abstract
A key issue in computer aided design is the accurate and eﬃcient mathematical rep-
resentation of static and dynamic geometric models. Unfortunately there is no single
design that ﬁts all needs equally well. While e.g., parametric representations allow for
fast enumeration of points on the model and thus for fast rendering, volumetric repre-
sentations better support inside/outside queries and Boolean operations like intersection
and union. The eﬃciency of geometric algorithms thus directly relates to the eﬃciency
of the underlying data structures, a fact that becomes in particular apparent in dynamic
models that need to be updated frequently.
In this thesis we design and evaluate so-called hybrid geometry representations that com-
bine the advantages of the traditional parametric, implicit and volumetric frameworks.
Our goal is to selectively enhance applications by functionality that would otherwise be
diﬃcult to implement in a single representation alone. We demonstrate the applicability
of hybrid models and show how applications from as diverse ﬁelds as medical imaging
and CAD model repair can take advantage of this concept. In particular we turn our
attention to hybrid representations that allow the user to explicitly control the topology
of the geometric model.
In the ﬁrst part of the thesis, we examine active contour models (curves as well as
surfaces) which frequently are employed in medical imaging for segmentation, pattern
matching and object recognition. Here, the principal challenge is to incorporate a priori
knowledge about the topology of the object of interest into the dynamic contour. We
present hybrid extensions to traditional parametric (snake) and geometric (level-set)
active contour models, that allow the user to explicitly control splitting and merging of
the evolving contour and to eﬃciently incorporate topological constraints.
In the second part of the thesis we investigate how hybrid geometry representations and
algorithms can be successfully applied in model repair. CAD data like architectural
or automotive models often contains artefacts like gaps, intersections, overlaps, and
inconsistent normal orientations. Unfortunately, such “triangle soups” cannot directly
be used in downstream applications which often are very particular about the topological
and geometrical quality of their input. We present algorithms that combine volumetric
and explicit methods to resolve these artefacts and produce high-quality, manifold and
watertight reconstructions.
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1 Introduction
A key issue in computer aided design is the accurate and eﬃcient mathematical rep-
resentation of static and dynamic geometric models. Unfortunately there is no single
design that ﬁts all needs equally well. While e.g., parametric representations allow for
fast enumeration of points on the model and thus for fast rendering, implicit represen-
tations better support inside/outside queries and Boolean operations. The eﬃciency of
geometric algorithms thus directly relates to the eﬃciency of the underlying data struc-
tures, a fact that becomes in particular apparent in dynamic models that need to be
updated frequently.
In this thesis we design and evaluate so-called hybrid geometry representations that
combine the advantages of the traditional parametric and implicit frameworks. Our goal
is to selectively enhance applications by functionality that would otherwise be diﬃcult
to implement in a single representation alone. We will demonstrate the applicability
of hybrid models and show how applications from as diverse ﬁelds as medical imaging
and model repair can take advantage of this concept. We will in particular turn our
attention to hybrid representations that allow the user to explicitly control the topology
of the geometric model.
Traditional geometry representations
Geometry representations can be classiﬁed as being either explicit, parametric, implicit
or volumetric. In a parametric representation the geometric shape S is given as the
range
S = f(Ω)
of some vector-valued function f : Ω → Rd. Parametric representations range from
triangle meshes over subdivision surfaces to collections of NURBS patches that have to
satisfy certain continuity constraints. For example, the parameter domain of a triangle
mesh with n triangles can be taken as Ω = {1, . . . , n} × Δ where Δ is an arbitrary
triangle in the plane. If Ω is ﬁnite, then S is a discrete set of points and f is called an
explicit representation.
In an implicit representation the shape S is represented as the kernel
S = {x ∈ Rd : f(x) = 0}
1
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of a scalar-valued function f : Rd → R. Typically, f(x) is chosen to be the signed
distance of x to S. Implicit models range from simple analytical objects like spheres
and quadrics to arbitrary functions f that are typically sampled on a uniform or adaptive
grid. Furthermore, CSG trees allow to combine arbitrary primitives into more complex
shapes. Finally, in a volumetric representation the whole space surrounding the shape
S is (adaptively) subdivided into a set of discrete volumetric elements, e.g., voxels or
tetrahedra. Usually, each volumetric element is then labelled as being either inside, on
the boundary or outside of S, but other labellings are also common. Setting f(Δ) =
−1, 0, 1 for inside, boundary, outside elements Δ respectively, we see that volumetric
representations can be considered as a special case of implicit representations.
All types of representations have their unique advantages and disadvantages with respect
to certain geometric operations. For example, a parametric representation S = f(Ω)
naturally supports the enumeration of points on the shape by sampling the domain Ω.
Furthermore, the geometry of S can intuitively and explicitly be controlled by modifying
its parametrization f . The topology of S, however, is always restricted to the topology of
the domain Ω. Implicit representations on the other hand are well-suited for answering
inside/outside queries and thus for Boolean operations like union and intersection. Fur-
thermore, the model S is always guaranteed to be well-behaved, i.e., to be watertight,
free of self-intersections and manifold. However, it is diﬃcult to prevent unintentional
topological changes of S.
Hybrid geometry representations
Our goal is synthesize new, hybrid geometry representations that combine the advan-
tages of the traditional approaches but get around their disadvantages. In this thesis
we in particular demonstrate that hybrid geometry algorithms are well-suited in ap-
plications that need to control the topology of the modelled shapes — a functionality
that neither parametric nor implicit representations alone are very good at. Note that
there is no need (or even desire) for an all-in-one hybrid representation that is suitable
for every purpose. Even if there existed one, it would in all likelihood suﬀer from a
huge memory and time complexity overhead just in order to provide extensive func-
tionality that isn’t even needed by a speciﬁc application. Such a representation would
thus aggravate the disadvantages of its constituents rather than combining their advan-
tages. Instead, our approach is to select an algorithm from a well-deﬁned application
area, identify the shortcomings of the algorithm, and only then judiciously import those
parts of a geometry representation that are actually necessary to establish the desired
functionality.
The application areas that we explore in this thesis are image/volume segmentation by
active contour models in medical imaging and model repair in computer aided design. In
both areas we ﬁnd algorithms that are based on parametric/explicit representations as
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well as algorithms that are based on implicit/volumetric representations. Furthermore,
in both areas there is an elementary need to control the topology of the shape at hand. In
medical imaging, we often have some a priori knowledge about the topology of an organ
or tissue. This knowledge should of course be reﬂected by the underlying geometric
model. In model repair, topological reasoning must be used to extract a well-deﬁned
reconstruction, classify gaps and distinguish the interior from the exterior of a model.
As neither explicit nor implicit/volumetric methods provide full control of the topology
of the represented shape, we in particular strive for hybrid representations that alleviate
these speciﬁc shortcomings.
Topology control for active contour models
Active contour models (snakes) frequently are employed in medical imaging for segmen-
tation, pattern matching and object recognition in images and volumetric data sets.
The evolution of the contour is driven by external (image) forces as well as internal
ﬂexing and bending forces. Active contour models come in two ﬂavours: parametric
and geometric. Parametric active contour models are based on a parametric or explicit
representation of the contour, e.g., as a spline. Geometric active contour models use
an implicit representation, e.g., a signed distance function that is sampled on a regular
grid, instead. The internal forces of a geometric active contour are solely derived from
intrinsic properties like length and curvature of the contour. Our contributions are:
• Topology control for parametric active contour models [10, 15]
We present a novel approach for representing and evolving parametric active con-
tours. While the contour representation is basically explicit, the contour evolution
is governed by parametrization independent rules similar to those in the implicit
level-set framework. In contrast to traditional snakes that are restricted to a ﬁxed
topology, our new framework allows to eﬃciently detect and handle (self–) colli-
sions by splitting or merging contours.
• Topology control for geometric active contour models [8, 9, 11]
Geometric active contour models are based on an implicit representation and do
not provide any topology control, i.e., contours may merge or split arbitrarily and
hence change the genus of the reconstructed surface. This behaviour is inadequate
if a speciﬁc a priori topology of the contour is requested by the application. We
describe a novel method to overcome this limitation by adding explicit topological
information to the implicit representation at locations where it is necessary to
resolve topological ambiguities.
3
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Model repair
Geometric models often contain artefacts like gaps, intersections and overlaps that can-
not be handled by downstream applications like numerical simulations or computer aided
milling, that are often very particular about the quality of their input, i.e., the input
needs to be manifold and watertight. There are two major approaches for extract-
ing a clean, manifold and watertight reconstruction from such wrecked input models:
surface-oriented and volumetric algorithms. Surface oriented algorithms try to ﬁx the in-
consistencies by perturbing the input only slightly, but they often cannot handle special
cases. Volumetric algorithms on the other hand produce guaranteed manifold meshes
but mostly destroy the structure of the input tessellation due to global resampling. Our
contributions are:
• Automatic restoration of polygon models [14]
We present a new algorithm to convert an arbitrary triangle soup into a closed and
self-intersection free triangle mesh that represents the surface of a solid object. The
connectivity and topology of the reconstruction are deduced from an intermediate
volumetric representation, while the geometry is explicitly calculated from the
input geometry. This hybrid combination yields an extremely robust algorithm
that at the same time faithfully reproduces the features of the input model.
• Structure preserving CAD model repair [12]
We present a new algorithm for converting a tessellated CAD model that contains
inconsistencies like cracks or intersections into a 2-manifold and closed triangle
mesh. We combine the advantages of both, the surface-oriented and the volumetric
approaches: We exploit the topological simplicity of a voxel grid to reconstruct a
cleaned up surface in the vicinity of intersections and cracks, but keep the input
tessellation in regions that are away from these inconsistencies. We are thus able
to preserve any characteristic structure (i.e., iso-parameter or curvature lines) that
might be present in the input tessellation. Our algorithm closes gaps up to a
user-deﬁned maximum diameter, resolves intersections, handles incompatible patch
orientations and produces a feature-sensitive, manifold output that stays within a
prescribed error-tolerance to the input model.
4
2 Active Contour Models
Active contour models are dynamically evolving curves or surfaces that actively respond
to internal stretching and bending forces and to external image forces and user con-
straints. They have originally been developed for detecting and tracking salient image
features (e.g., feature edges) in the presence of image noise. Active contour models can
take on complex and highly detailed shapes but at the same time are able to smoothly
bridge indistinct and disconnected features. Since their inception, active contour mod-
els and their oﬀsprings have developed into a widely used technique in computer vision,
medical image processing, computer graphics, shape design, and related areas. They
have proven to be particularly useful in feature detection, stereo matching, shape seg-
mentation and analysis, registration, labelling, and motion tracking.
An active contour is a time dependent curve or surface C(t) whose evolution is governed
by internal and external forces. The internal forces depend on the shape of C and
typically are designed to penalize stretch and bending of the model. In the absence of
external forces, a model C thus smoothly transforms into a circular shape. The external
forces steer the contour towards distinct features of the input or enforce user constraints.
External image forces are usually derived from a scalar-valued potential ﬁeld, e.g., by
applying a digital edge-detection ﬁlter to the input image. Other external forces, like
attraction or repulsion forces, can also be applied to the contour.
If the external forces are independent of time, the contour converges to a limit C∞ =
limt→∞ C(t) that is characterised by an equilibrium of the internal and external forces
that act on C. Time-dependent external force terms can also be useful, e.g., to handle
time-varying medical data or to incorporate interactive user-constraints.
The following sections present the two most common approaches to discretize the con-
tours and to derive the governing partial diﬀerential equations: parametric and geometric
active contour models, introduced by Kass, Witkin and Terzopolous [44] and Sethian and
Osher [69] / Caselles et al. [19], respectively. Parametric models explicitly parametrize
the contour, e.g., by a polyline or by a spline. Such representations are conveniently
handled by a Lagrangian formulation of motion. Geometric models implicitly represent
the contour by discretizing the surrounding space, e.g., at a regular Cartesian grid, and
thus are approached by so-called Eulerian methods.
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2.1 Parametric active contour models
This section describes the basic principles of parametric active contour models. Such a
parametric model explicitly identiﬁes and tracks each point on the contour — a setup
that is known as the Lagrangian formulation of motion. For simplicity, the exposition is
restricted to parametric active curves, but the formulas naturally generalize to surfaces
of higher dimensions.
2.1.1 Deﬁnition
A parametric active contour model C = C(t) ⊂ R2 is explicitly parametrized by a
function
c = c(t, s) ∈ R2 ,
where t ∈ R designates time and s ∈ [0, 1] parametrizes the curve arc. Thus, C(t) =
c(t, [0, 1]) represents the curve at time t, while c(R, s) is the trajectory of a single curve
point. The evolution of C is either driven by an energy minimization process, or more
generally by forces that act on the contour [92].
Energy minimization In the energy minimization framework, the goal is to ﬁnd a static
contour c = c(s) that minimizes some energy functional
E(c) = Eint(c) + Eimg(c) ,
where Eint is an internal energy that penalizes stretching and bending, while Eimg is an
external image energy that attracts the contour towards image features. Usually, the
internal energy is devised as
Eint(c) =
∫
α
(
∂c
∂s
)2
+ β
(
∂2c
∂s2
)2
ds ,
where α = α(s) and β = β(s) are weight functions that adjust the relative importance
of the membrane and thin-plate terms. Setting β to zero allows the evolution of a cusp
at that point.
The image energy is modelled as the integral of a potential ﬁeld P ,
Eimg(c) =
∫
P (c) ds .
The potential P = P (c) is designed such as to have small values in the vicinity of image
features and large values everywhere else.
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Due to the image term Eimg it is usually not possible to solve the static minimization
problem E(c) → min analytically. Instead, a time parameter t is introduced, c = c(s, t),
to set up the partial diﬀerential equation
∂c
∂t
= ∇E , (2.1)
where ∇E is the variational gradient of E . This variational approach essentially models
a steepest descent algorithm: The contour is driven along the negative gradient until its
velocity ∂c
∂t
vanishes [23]. In this steady state the Euler-Lagrange equations ∇E(c) = 0
are satisﬁed and thus E(c) is a local extremum of E [20, 21, 44].
As ∇E = ∇Eint +∇Eimg, Equation 2.1 can be written in the more common form
∂c
∂t
= fint + fimg (2.2)
where
fint(c) = ∇Eint(c) = ∂
∂s
(
α
∂c
∂s
)
− ∂
2
∂s2
(
β
∂2c
∂s2
)
and
fimg(c) = ∇Eimg(c) = −∇P (c) .
This allows an intuitive interpretation of ∇Eint and ∇Eimg as internal and image forces
that act on the contour.
Non-conservative forces The traditional energy-minimization approach does not al-
low to incorporate non-conservative forces, i.e., forces that cannot be modelled as the
gradient of a scalar-valued potential ﬁeld [92]. Terzopoulos and Fleischer [84] proposed
a more general approach that directly governs the evolution of C by Newton’s second
law of motion,
m
∂2
∂t2
c+ v
∂
∂t
c = fint(c) + fimg(c) + fcon(c) . (2.3)
In image segmentation, the mass density m = m(s) along the snake is usually set to
zero. This avoids overshooting over image features that would otherwise result from
the snakes’ inertia. The viscosity v = v(s) of the ambient medium is usually set to
one. The internal forces fint and the image forces fimg are simply taken from the energy
minimization framework. Finally, fcon = fcon(s, t) comprises all forces that are due to
user constraints. For example, the user might attach springs to a snake to steer it in a
certain direction or he might use a repulsion force (volcano) to keep it away from certain
areas.
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2.1.2 Implementation
The two major approaches for solving the equation of motion for parametric active con-
tour models are ﬁnite diﬀerencing and ﬁnite elements — both of them will be brieﬂy
sketched here. As the coordinates of c = c(s, t) can be treated independently, the expo-
sition can be simpliﬁed by assuming without loss of generality a scalar-valued contour
c = c(s, t). Equation 2.3 is rewritten as
L(c) := m
∂2
∂t2
c + v
∂
∂t
c− fint(c)− fext(c) = 0 , (2.4)
where the image and constraint forces are combined into one external force term fext(c) =
fimg(c) + fcon(c).
Finite diﬀerencing Traditionally, parametric active contours have been implemented
using ﬁnite diﬀerencing [44]. For simplicity, the mass distribution m, the viscosity v, the
stretch factor α and the bending factor β are all assumed to be constant. The contour
is then approximated by n sample points
cki ≈ c(iΔs, kΔt), i = 0, . . . , n− 1, k = 0, 1, 2, . . .
where Δt is the time step and Δs = 1/n is the spatial resolution. All samples at time
kΔt are combined in a column vector
ck := [ck0 . . . c
k
n]
T .
Finally, let us denote by S the matrix that maps a vector c to the vector of its second
divided diﬀerences, i.e.,
S =
1
Δs2
⎡
⎢⎣
. . .
1 −2 1
. . .
⎤
⎥⎦ .
Then Equation 2.4 can be discretized by ﬁnite diﬀerences as
m
Δt2
(
ck+1 − 2ck + ck−1)+ v
Δt
(
ck+1 − ck) = αSck+1 + βS2ck+1 + fext(ck)
and simpliﬁed to the form
Ack+1 = Bck + Cck−1 + f(ck) .
If m, v, α and β are constant, the matrices A,B and C are independent of time and the
equation can eﬃciently be solved by a LU decomposition of the matrix A.
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Finite elements This paragraph brieﬂy sketches a parametric active contour imple-
mentation that is based on a ﬁnite-element Galerkin method [22]. The basic idea is
to chose the contour c from a ﬁnite-dimensional vector space V that is spanned by n
independent basis functions, i.e.,
c(s, t) = bT (s) c(t) = [b1(s) . . . bn(s)]
⎡
⎢⎣
c1(t)
...
cn(t)
⎤
⎥⎦ ,
where b = b(s) is the vector of basis functions and c = c(t) are the control points. As
one cannot expect c to exactly satisfy Equation 2.4, one reverts to the so-called weak
formulation that only requires ∫
w(s)L(c(s, t)) ds = 0
for all test functions w(s) = bT (s)w ∈ V . Expanding this equation and integrating by
parts the interior force terms yields a matrix formulation
wT
∫
. . . ds︸ ︷︷ ︸
=:M
c′′ +wT
∫
. . . ds︸ ︷︷ ︸
=:C
c′ +wT
∫
. . . ds︸ ︷︷ ︸
=:K
c + f = 0 ,
where the prime designates the derivative with respect to time t. Here, M is the mass
matrix, C is the damping matrix, K is the stiﬀness matrix and f is a force vector. This
equation has to hold for all possible choices of w, which leads to
Mc′′ + Cc′ + Kc+ f = 0 .
To solve this equation, c is discretized in time, ck ≈ c(kΔt) for some time step Δt, and
the time derivatives are approximated by ﬁnite diﬀerences
M
ck+1 − 2ck + ck−1
Δt2
+ C
ck+1 − ck
Δt
+ Kck + f = 0
to obtain a linear system
Ack+1 = Bck + Dck−1 + d ,
which has to be solved for ck+1 in each update step. As A is constant, symmetric and
banded, this update can eﬃciently be done using a Cholesky factorization of A. Note
that B and D are not constant.
2.2 Topology control for parametric models
Traditional parametric active contour models are topologically restricted, i.e., the topol-
ogy of such a contour always matches that of its parametric domain. Thus contour
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Figure 2.1: Topology control. Parametric active contour models do not support changes
in the contour topology like merging or splitting. Apart from global intersections,
parametric models are prone to local self-intersections that occur when the contour
crosses its medial axis (so-called “swallow-tails”).
components cannot merge, split, vanish or develop without explicit intervention of the
user. Instead of colliding, contours generally just slide over each other and produce local
or global self-intersections (see Figure 2.1). This topologically restrictive behaviour of
parametric active contour models is appropriate in many settings, but often the user
requests more ﬂexibility. Examples include the representation of interfaces in two-phase
ﬂow, e.g., the merging of a burning ﬂame front or the simulation of splashing liquids.
This section describes more recent developments in parametric active contours that pro-
vide more topological ﬂexibility.
Collision detection
To avoid self-intersections of the contour, (imminent) collisions have to be eﬃciently
detected. In particular in the context of physical simulation and interactive gaming, a
wealth of collision detection algorithms have been proposed, ranging from simple space
partitioning over implicit representations to bounding hierarchies, see [40, 41, 59] for a
thorough discussion. Uniform space partitioning and adaptive octrees are a common
choice for parametric active contour models [71].
Once collision detection is available, self-intersections of the contour can be avoided by
incorporating a repulsion force into the model. This force makes the contour come to a
halt before it intersects itself [71].
Topology changes
More advanced contour models do not only avoid self-intersections but also support
collision-resolution by merging and splitting contours. There are two common ap-
proaches that implement these facilities:
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• McInerney and Terzopolous propose a global resampling strategy for two- and
three-dimensional active contours [63, 64, 65]. The active contour is overlayed
with an aﬃne cell decomposition (ACID) that tracks the interior of the contour.
After a given number of update steps, the whole parametric model is resampled
on that grid, e.g., by a marching cubes like algorithm. As such extraction al-
gorithms produce self-intersection free contours, topological changes like splitting
and merging are handled implicitly.
• Lachaud and Montanvert [51, 53] and Delingette and Montagnat [27] propose a
local cutting and stitching approach. The idea is to keep the mesh as regular as
possible and to check the distances between non-neighbouring vertices after each
update step. In case a collision is detected it is explicitly resolved either by stitching
a small cylinder between the colliding points and thus merging the contours or by
cutting a tunnel such that the components become separated.
2.3 Geometric active contour models
This section describes the basic principles of geometric active contour models. The
evolution of these models is given in purely geometric terms like normals and curvature.
Geometric active contour models are usually represented implicitly as the level set of a
scalar-valued function that is deﬁned on the embedding space — a setup that is also
known as the Eulerian formulation of motion.
2.3.1 Level set methods
Let ϕ : Rd → R be a smooth function and let 0 be a regular value of ϕ, then the set
ϕ−1(0) = {x ∈ Rd : ϕ(x) = 0}
is a closed, not necessarily connected, hypersurface in Rd which is called the zero level
set of ϕ. The normal and generalized mean curvature of ϕ−1(0) are given as
n =
∇ϕ
‖∇ϕ‖ and κ = divn . (2.5)
If ‖∇ϕ‖ = 1, then ϕ is a signed distance function and Equation 2.5 simpliﬁes to
n = ∇ϕ and κ = Δϕ .
In the following we assume that negative and positive values of ϕ designate the inside
and outside of ϕ−1(0), respectively. Thus, the normal n always points outwards.
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An implicit model C = C(t) is a hypersurface in Rd that is given as the zero level set of
a time-varying function ϕ(t,x),
C(t) = {x ∈ Rk : ϕ(t,x) = 0}.
Suppose that x = x(t) is a point that travels on the contour C. As x(t) ∈ C(t) one has
ϕ(t,x(t)) = 0
and taking the derivative with respect to time t on both sides of this equation yields the
so-called level set equation
∂
∂t
ϕ +∇ϕ · v = 0 ,
where ∇ϕ is the spatial gradient of ϕ. The level set equation can be instantiated in
various ways to model diﬀerent physical aspects:
• Motion in an external velocity ﬁeld
The advection of C in an external velocity ﬁeld v = v(t,x) is characterized by the
Hamilton-Jacobi equation
∂
∂t
ϕ +∇ϕ · v = 0 .
• Motion in normal direction
Motion in normal direction is characterized by a velocity ﬁeld that is normal to
C, i.e., v = αn for some normal velocity α = α(t,x). In this case, the level set
equation can be simpliﬁed to
∂
∂t
ϕ + α ‖∇ϕ‖ = 0 .
Note that a constant normal velocity α > 0 expands the surface, while a negative
normal velocity shrinks it. Setting α ≡ 1 computes a signed distance function.
• Motion by mean curvature
A special case of motion in normal direction is the motion by mean curvature. In
this case, the velocity is proportional to the mean curvature of the surface at that
point. This is usually written as
∂
∂t
ϕ = β κ ‖∇ϕ‖
where β > 0 is an arbitrary constant and κ is the mean curvature. Note that pure
motion by mean curvature lets the model shrink into a circular shape and ﬁnally
vanish into a single point.
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These diﬀerent types of motion are usually combined into one single equation:
∂
∂t
ϕ +∇ϕ · v + α‖∇ϕ‖ = βκ‖∇ϕ‖ (2.6)
2.3.2 Discretization
Equation 2.6 is in general numerically integrated by discretizing ϕ in time as well as in
space, thus for n ∈ N and x ∈ Zd,
ϕnx ≈ ϕ(nΔt,xΔs)
where Δt is the so-called time-step and Δs is the length of the grid edges.
To achieve a stable numerical scheme, special care has to be taken in discretizing the
diﬀerent terms of Equation 2.6:
• The time derivative ∂
∂t
ϕ is usually discretized by simple ﬁrst-order accurate forward
Euler integration, i.e.,
∂
∂t
ϕ ≈ ϕ
n+1 − ϕn
Δt
Higher order accurate, total variation diminishing Runge-Kutta schemes have also
been proposed [70].
• The ﬁrst and second partial derivatives that appear in the parabolic βκ‖∇ϕ‖ term
are discretized by standard central diﬀerences,
∂
∂xi
ϕ ≈ ϕx+ei − ϕx−ei
2Δs
∂2
∂x2i
ϕ ≈ ϕx+ei − 2ϕx + ϕx−ei
Δs2
where ∂
∂xi
ϕ is the derivative of ϕ with respect to the i-th spatial direction xi and
ei ∈ Z3 is the i-th standard unit vector.
• The discretization of the hyperbolic ∇ϕ · v and α‖∇ϕ‖ terms is somewhat more
involved as even smooth initial data can develop discontinuities (e.g., shocks and
rarefaction waves) such that simple central diﬀerencing methods become unstable.
These instabilities are avoided by so-called upwind diﬀerencing schemes that take
into account the ﬂow of information. To demonstrate the ideas, let us consider the
one-dimensional wave equation
∂
∂t
ϕ + v
∂
∂x
ϕ = 0
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for ϕ = ϕ(t, x). The spatial derivative ∂
∂x
ϕ of ϕ can be approximated by
ϕ−i =
ϕi − ϕi−1
h
or
ϕ+i =
ϕi+1 − ϕi
h
,
the backward and forward ﬁnite diﬀerences of ϕ, respectively. If v > 0 the wave
is advected from left to right, thus ϕ− is a sensible discretization for ∂
∂x
ϕ. On the
other hand, if v < 0, information is propagated from right to left, and ∂
∂x
ϕ should
be approximated by ϕ+.
These ideas can be extended to higher dimensions and higher orders, and have
led to the development of a number of discretization schemes, like the weighted
essentially non-oscillatory (WENO) scheme [61].
2.3.3 Implementation techniques
The computational costs of level set schemes are dominated by two factors: the number
of grid points that have to be updated in each time step and the maximum time step
Δt.
Number of grid points Let M ⊂ Rd be the region in which the level set equation
is actually evaluated. The number of grid points |M ∩ (ΔsZ)d| in this region scales
like Δs−d, so in each time-step, one has to update Θ(Δs−d) values. Of course, this
does not compare well to the Θ(Δs−(d−1)) complexity that is achieved in parametric
models. In fact, as one is only interested in the (d − 1)-dimensional zero level set of
ϕ, it is suﬃcient to only maintain the grid points in the immediate neighbourhood of
ϕ−1(0). The narrow-band, sparse-ﬁeld and fast-marching methods described below take
advantage of this observation.
Maximum time step The maximum time step in discretizing the hyperbolic terms
in the level set equation is bounded by the Courant-Friedreichs-Lewy condition, which
states that numerical waves should not travel faster than physical waves. This means
that
Δt < h/vmax
where vmax is the maximum external (normal) velocity. In contrast, forward Euler time
discretization of the parabolic term requires an even tighter time step restriction of
Δt < h2/β .
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Narrow band methods
As one is usually only interested in the zero-level set of ϕ, it is suﬃcient, to update the
grid points only in a narrow band around C. Whenever the level set approaches the
boundary of the band, the band is updated. If w is the width of the narrow band, the
computational complexity drops from O(nd) to O(wnd−1).
Sparse ﬁeld methods
The sparse ﬁeld method keeps ϕ as a signed distance function locally around the zero-
level set at all times during the run of the algorithm. For this the algorithm maintains
a set
L =
{
x ∈ Z3 : −1
2
≤ ϕx ≤ 1
2
}
of all grid points, that are close to the zero level set of ϕ, and guarantees that ϕ is a
signed distance function within a band
Bw = {x ∈ Z3 : −w ≤ ϕx ≤ w}
of grid points around this set. The width w > 0 of Bw is chosen such that the stencils
of all ﬁnite diﬀerencing operators that could be applied to grid points in L, completely
lie in Bw. In each iteration, only the values ϕnx,x ∈ L are updated according to the level
set equation. Then the signed distance ﬁeld is propagated into Bw using a fast-marching
method (see below).
2.3.4 Fast marching and fast sweeping methods
Fast marching and fast sweeping methods can be considered as a special case of the more
general level set methods. They are extremely eﬃcient but are restricted to limited
classes of velocity functions, for example to contours that are strictly expanding (see
[93, 85] for a more thorough discussion). For this reason, one usually prescribes only the
scalar-valued normal velocity v of the contour and requires this velocity to be strictly
positive. The resulting partial diﬀerential equation is called an Eikonal equation. Note
that in particular it is not possible to model mean curvature ﬂow in these frameworks.
The Eikonal equation
Let x be an arbitrary point in space. As the contour C = C(t) is required to be strictly
expanding, x cannot be crossed by C more than once. Thus the arrival time η(x) of the
contour at the point x is well-deﬁned and the contour can be described as
C(t) = η−1(t) = {x : η(x) = t}
15
2 Active Contour Models
Suppose that x = x(t) is a point that travels on the contour C. As x(t) ∈ C(t) one has
η(x(t)) = t
and taking the derivative with respect to time t on both sides of this equation yields
∇η · v = 1 (2.7)
where v = v(t) = d
dt
x(t) is the velocity of x and ∇η is the spatial gradient of η. The
velocity vector v can be written as a combination of a tangential component t and a
normal component vn,
v = t+ v n, n =
∇η
‖∇η‖ and t ⊥ n (2.8)
where v is the scalar-valued normal velocity. Combining Equation 2.7 and Equation 2.8
yields an Eikonal equation
‖∇η‖ = 1/v . (2.9)
This is a partial diﬀerential equation on η that depends on the user-provided normal
speed function v. It governs the evolution of C. Note that this equation can be considered
as a stationary, i.e., time-independent analogy to the level set equation.
Discretization
There are various ways to discretize Equation 2.9. One approach is to treat the equation
analogously to the level set equation and approximate the gradient ∇η of the arrival
function η by divided diﬀerences. Again, upwinding has to be used to select between
forward and backward diﬀerencing. Higher order approximations of the gradient ∇η are
also possible [78, 79, 70]. Here, however, we describe a second approach that was derived
by Tsitsiklis in the context of control theory [86]. For simplicity, we restrict ourselves to
the two-dimensional case.
In control theory the term c(x) := 1/v(x) on the right hand side of Equation 2.9 is usually
interpreted as a cost term. We assume that η and c are discretized on a Cartesian grid,
ηx ≈ η(x), cx = c(x), x ∈ Z3 .
Consider the following conﬁguration and suppose that the arrival times ηa and ηb at the
grid vertices a and b are already known.
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a
b
x t
1− t
To estimate the arrival time ηabx of the front at x, one linearly interpolates the arrival
times along the line segment between a and b,
ηabx = min
0≤t≤1
(1− t)ηb + tηa + cx
√
t2 + (1− t)2
and obtains
ηabx =
1
2
(
ηa + ηb +
√
2c2x − (ηa − ηb)2
)
.
If ηabx < ηa or η
ab
x < ηb, then t < 0 or t > 1 and the minimum cost path runs either
through a or b,
ηabx = min(ηa, ηb) + cx .
Finally, the estimate of the arrival time of the front at x can be updated by considering
all four adjacent grid sectors
ηx ← min{ηx, ηabx , ηbcx , ηcdx , ηdax } (2.10)
where a, b, c, and d are the grid points adjacent to x.
Fast marching methods
At the heart of the fast marching methods lies a clever scheduling of the update opera-
tions in Equation 2.10: In order to speed up the algorithm, the values ηx are computed
along a front of grid points that is propagated over the entire volume until eventually all
values ηx have been computed. To realize the marching front concept, the fast marching
method assigns to each grid point x ∈ Z3 one of the three states {free, front, conquered }.
• For conquered points x the algorithm has already computed the ﬁnal value ηx.
• Front points x are connected to at least one conquered point. The value ηx of a
front point is only tentative and may be updated during the run of the algorithm.
• Points x that are neither conquered nor front are called free, ηx = ∞.
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Fast marching method
Input: The initial contour S and a normal velocity function v.
(Note: Two points x and y are called neighbours, if ||x− y||1 ≤ 1.)
1 Initialization:
C0 ← {x : dist(x,S) < 0 }
F0 ← {x : dist(x,S) ≥ 0 and x is a neighbour to C }
η0x ←
⎧⎨
⎩
0 if x ∈ C0
dist(x,S) · 1
v(x)
if x ∈ F0
∞ otherwise
2 For i = 0, 1, 2, 3, . . . do
3 Select the grid point xi ∈ F i with smallest arrival time ηix.
4 Let
N = {y : y is a free neighbor of xi }
and set
Ci+1 ← Ci ∪ {xi }
F i+1 ← F i \ {xi } ∪ N .
5 Update the values ηy of the neighbours y ∈ N according to
the normal velocity v.
Figure 2.2: Fast marching method
The fast marching method proceeds by successively conquering front points. Hence the
front advances over the grid until all grid points x are conquered and assigned a value
ηx <∞. The pseudo-code in Figure 2.2 illustrates the basic structure of the algorithm.
Note that in the initialization step 1 the exact distance of a grid point to the initial front
S has only to be evaluated for the front grid points. Step 3 is eﬃciently implemented
using a min-heap data structure. As each grid point is updated a constant number of
times, the complexity of the fast marching methods is thus only O(n log n) where n is the
number of grid points. The updating of the neighbours arrival times in step 5 can be done
as described in Equation 2.10 or by upwind ﬁnite diﬀerence approximations [70, 78, 79].
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Fast sweeping methods
While fast marching methods schedule the update operations according to the way the
contour C(t) evolves, fast sweeping methods “stubbornly” order the update operations
along sweeping planes that move orthogonal to the positive and negative coordinate
directions [93, 85]. To be more precise, an iteration of a fast sweeping algorithm consists
of four sweeps, namely in ±x and ±y direction. For example, a sweep in +x direction
would be realized as
for x← 1 to xmax do
for y ← 1 to ymax do
update η(x, y)
In particular, in each iteration of the algorithm, all grid points have to be updated.
Although this procedure looks ineﬃcient, it can actually be proven that the number of
required sweeps is constant. Thus the complexity of the fast sweeping method is only
O(n) where n is the number of grid points.
For example, if v ≡ 1, we compute a signed distance ﬁeld which means that the charac-
teristics of the Eikonal emanate straight from the initial contour. In this case the fast
sweeping algorithm requires only 2d sweeps, where d is the dimension of the embedding
space, independent of the form of the initial contour. For more general types of velocity
functions, the characteristics may become curved, the number of iterations until conver-
gence increases and in particular depends on the shape of the initial contour. However,
the number of required sweeps is still independent of the resolution of the underlying
grid.
2.4 Topology control for implicit models
One of the distinguishing features of implicit models is their topological ﬂexibility: Dur-
ing the evolution of the model, contours may autonomously merge or split, appear or
disappear. No explicit collision detection or re-linking as in the parametric case is nec-
essary. This ﬂexibility, on the other hand, often leads to problems when the topology of
the contour is known a-priori and should stay ﬁxed during the evolution of the contour.
Here we present basic notions and results from digital topology that allow to detect and
resolve topology changes in implicit models.
2.4.1 Digital sets and simple points
The ﬁeld of digital topology is concerned about establishing traditional topological no-
tions like “neighbourhood” and “connectedness” for discrete spaces like Z2 and Z3. This
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Figure 2.3: Adjacency relations in digital topology. 6-adjacency (face adjacency), 18-
adjacency (edge adjacency) and 26-adjacency (vertex adjacency)
section will shortly recap the basic notions of digital sets and simple points in Z3 which
will later be needed to devise algorithms that detect topology changes in implicitly
represented models, see also Bertrand [5].
Two arbitrary points v1,v2 ∈ Z3 are said to be
6-adjacent or face-adjacent a face
18-adjacent or edge-adjacent if Box(v1) and Box(v2) share an edge
26-adjacent or vertex-adjacent a vertex
where Box(v) = {x ∈ R3 : ||x − v||∞ ≤ 1/2}. Figure 2.3 illustrates the diﬀerent types
of adjacency. In the following we assume that k ∈ {6, 18, 26}. A sequence
π = v1,v2, . . . ,vm, vi ∈ Z3 ,
of points is called a k-path, if vi and vi+1 are k-adjacent. The path is called closed, if
v1 = vn. The path is called simple, if vi and vi+1 are the only k-adjacent pairs of points
in the path.
Two simple k-paths πa and πb are called elementary equivalent if they only diﬀer in a
2 × 2 × 2 cube of points. If k = 6 one additionally requires that no two diametrically
opposite points of the cube do not belong to either of the paths. Two simple paths πa
and πb are called equivalent if there exists a sequence
πa = π0, . . . , πm = πb
of simple paths πi such that πi and πi+1 are elementary equivalent.
A set V ⊂ Z3 of points is called k-connected, if any two points va,vb ∈ V are connected
by a k-path in V . The maximal k-connected subsets of V are called the k-components
of V .
It is a well-known result from digital topology that diﬀerent connectivities have to be
assumed for a set of points V and for its complement V := Z3 \ V in order to obtain
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Figure 2.4: Connectivity paradoxon. If both the foreground and the background voxels
are equipped with the same adjacency relation, Jordan’s curve theorem does not
hold anymore: The light 8-connected curve is closed and simple and thus supposed
to separate space into an inside and an outside component. However, the dark 8-
connected curve obviously connects the inside and the outside without intersecting
the light curve.
plausible results that are consistent with our intuition in traditional geometry. Fig-
ure 2.4 illustrates this for the two-dimensional case. The only consistent pairs (k, k) of
connectivities for V and V are
(6, 18), (18, 6), (6, 26), and (26, 6).
In the following we assume a ﬁxed and consistent connectivity pair (k, k) for V and its
complement V . The set V is called the foreground. The inﬁnite connected component
of V is called the background. The ﬁnite connected components of V are called cavities.
Finally, a handle of V is characterized by an equivalence class of closed paths that cannot
be deformed within V into a single point. An analogous deﬁnition holds for handles in
V .
Two sets V0 and V1 are said to be topologically equivalent, if there is a one-to-one corre-
spondence between their connected components, handles and cavities.
Now let V be a digital set and v ∈ V be a point. If V and V ∪ {v} are topologically
equivalent, then v is called a simple point with respect to V . Two sets V0 and V1 are
called homotopic, if there exists a sequence
V0 = W1, . . . ,Wn = V1
of digital sets Wi such that Wi and Wi+1 diﬀer only by a simple point. Thus digital
homotopy models the intuitive notion of “being deformable into each other”.
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Simple points are characterized by the following
Characterisation-Theorem: Let V be a set of voxels and let v ∈ V . Then v
is simple with respect to V if and only if
Tk(v,V) = 1 and Tk(v,V) = 1 .
In this theorem, Tk(v,V) denotes the so-called “topological number”. Intuitively, this
is the number of k-connected components in a local neighbourhood of v. The exact
deﬁnition of Tk(v,V) is given in [5, 7].
It is important to note that the computation of Tk(v,V) does only depend on a local
3×3×3 neighbourhood of v and thus is very eﬃcient. In fact, as was shown by Bertrand,
to test on Tk(v,V) = 1 one has to consider only 5 distinct local conﬁgurations around v
[6].
2.4.2 Consistent contouring algorithms
A geometric deformable model is usually implicitly represented as the ϕ0-level set of a
scalar-valued function ϕ : R3 → R. To be computationally feasible, ϕ is sampled on
the discrete grid Z3 and the contour is extracted from this representation by so-called
contouring algorithms. To keep the exposition free of special cases, we will always assume
that ϕ(x) = ϕ0 for grid points x ∈ Z3. The contour that is extracted by a contouring
algorithm C from an implicit function ϕ will be denoted by C(ϕ) and
V(ϕ) := {x ∈ Z3 : ϕ(x) < 0} .
designates the set of inside grid points. Note that V(ϕ) can be considered as a digital
set in the sense of Section 2.4.1. The goal is to establish a correspondence between the
digital topology of V(ϕ) and the (continuous) topology of the contour C(ϕ). This way
the characterisation theorem can be employed to predict topology changes in C.
Let us assume a consistent connectivity pair (k, k) for V(ϕ) and its complement. In-
tuitively, a contouring algorithm C(ϕ) is called (k, k)-consistent, if the handles, cavities
and connected components of C(ϕ) correspond to those of V(ϕ). An exact deﬁnition
of consistent contouring algorithms is given in Lachaud et al. [50, 52] and Daragon et
al. [25].
Note that if a contouring algorithm C is (k, k)-consistent, then C ′(ϕ) := C(ϕ0 − ϕ) is
(k, k)-consistent. We thus may assume that (k, k) ∈ {(26, 6), (18, 6)}.
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(a) (b) (c) (d)
Figure 2.5: Surface nets. For each grid edge that connects an inside grid point • and
an outside grid point ◦, a quadrangle is created. The quadrangles that intersect a
grid face are linked as shown in (a–c). Then for each minimal cycle of quadrangles, a
vertex is created (d).
Marching cubes
The marching cubes algorithm was originally devised by Lorensen and Cline for approx-
imating an iso-surface of a 3D scalar ﬁeld by a triangle mesh [62]. The algorithm takes
as input an iso-value ϕ0 and the scalar-valued function ϕ : R
3 → R. It then produces
a triangulation that separates the inside grid points V(ϕ) from the outside grid points
V(ϕ) by visiting each grid cell in turn. For each of the 28 = 256 possible inside/outside
conﬁgurations of the cell’s corner points a triangulation is produced according to a pre-
computed look-up-table. The positions of the triangulation’s vertices are computed via
linear interpolation of ϕ along the grid edges. The original marching cubes tables con-
tained topological inconsistencies and could even lead to holes in the reconstruction. In
contrast, the tables that are shown in Figure 2.6 result in a (k, k)-consistent contouring
algorithm that produces a closed and 2-manifold output [25].
Surface nets
The surface nets algorithm has been proposed by Gibson for extracting smooth surfaces
from binary volumes [30]. The original algorithm could produce complex edges and sin-
gular vertices, but here we describe a variant that is guaranteed to produce a watertight
and 2-manifold mesh [14, 88].
The setup is similar to the marching cubes case: The algorithm takes as input an iso-
value ϕ0 and the scalar-valued function ϕ : R
3 → R. For each grid edge e that is
intersected by the iso-surface, i.e., that connects an inside grid point ∈ V(ϕ) and an
outside grid point ∈ V(ϕ), the algorithm produces a (possibly triangulated) quadrangle
q(e). If we consider the four grid vertices incident to a grid face, we see that it must be
intersected by 0, 2, or 4 of such quadrangles. These quadrangles are then glued along
their common edges as is shown in Figure 2.5 (a–c). Finally a vertex is created for every
minimal cycle (“1-star”) of quadrangles as is shown in Figure 2.5 (d).
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There are diﬀerent ways to compute the vertex positions:
• The surface nets algorithm initializes each vertex by the cell center of its containing
grid cell. Then all vertices are iteratively relaxed under the constraint not to leave
their cells. This approach works particularly well on binary volumes and avoids
staircase and terracing artefacts.
• It is also possible to reﬁne the vertex positions using gradient information of ϕ,
see [43]. For each generated quad q = q(e), the algorithm produces a tangent
element (p(q),n(q)) consisting of a point p and a normal n. The point p(q) is
computed by linearly interpolating the scalar values at the edge’s e end points.
The normal n(q) is generated by just sampling the gradient of ϕ in p(q), i.e.,
n(q) = ∇ϕ(p(q)). Now let q1, . . . , qn be the quads adjacent to a vertex v. Then v
should ideally lie at the intersection of all tangent elements (p(qi),n(qi)). These
constraints lead to a linear system on the position of v that is solved in a least-
squares sense by singular-value decomposition.
Note that in most cases the algorithm creates just one vertex per grid cell. However,
there are also a few conﬁgurations that produce two or more vertices. In these cases the
original surface nets algorithm would have produced singular vertices and/or complex
edges. Comparing the reconstruction with that of marching cubes in Figure 2.6 reveals
that the modiﬁed surface nets algorithm is (18, 6)-consistent.
2.4.3 Basic topology control
The characterisation theorem of simple points in digital topology in combination with
connectivity consistent contouring algorithms allow to design geometric active contour
models that are able to detect and resolve topology changes.
This section describes the topology preserving level set method of Han et al. [37], which
is based on the standard level set framework, i.e., the evolving contour is represented as
the zero level set of a scalar valued function ϕ. The idea is simple: Whenever the sign
of ϕ at a grid point x is about to change, one ﬁrst checks whether x is a simple point
with respect to V(ϕ). If yes, the algorithm proceeds as usual. However, if x is a complex
grid point, a sign change of ϕ would produce a topology change of the contour. This is
prevented by ﬁxing the value of ϕ at x to a small constant ±ε.
Note that Han et al.’s method can readily be adapted to the fast marching framework:
When a grid point x is about to be conquered one ﬁrst checks, whether it is simple with
respect to the set of already conquered points. If yes, the algorithm proceeds as usual. If
no, the grid point is assigned a value of +∞ to prevent a change in the contour topology.
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18-conn. 26-conn.
Figure 2.6: Consistent marching cubes table. The inside points • are assumed to be
18- or 26-connected, the outside points are 6-connected. Only for the bottom right
conﬁguration the distinction between 18- and 26-connectivities matters.
Figure 2.7: Modiﬁed surface nets. This table shows the results that are produced by the
modiﬁed surface nets algorithm if the points • are assumed to be inside. A comparison
with Figure 2.6 shows that the modiﬁed surface nets algorithm is (18, 6)-consistent.
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2.5 Summary
Active contour models and their many oﬀsprings have become one of the major tech-
niques in medical image processing, object recognition, stereo matching and many other
areas. They have been extensively studied and many eﬃcient implementations are avail-
able. However, both parametric and geometric active contour models still suﬀer from
some issues:
• The geometric properties of parametric contours depend on their parametrization.
For example, the interior energy term does not measure the real geometric bending
of the snake but that of its parametrization. Furthermore, if the snake stretches
too much, the number of samples/control points has to be raised by inserting new
elements into the snake. This is cumbersome, in particular in higher dimensions.
Also the linear systems that arise in discretizing the governing partial diﬀerential
equations can become ill-conditioned.
• Geometric models are computationally involved and eﬃcient implementations re-
quire extensive book-keeping. Due to numerical dissipation their properties are
harder to control (e.g., unintentional volume loss), even if higher order discretiza-
tion schemes are employed. Although it is easily possible to incorporate motion by
mean curvature into a geometric model, there is up to now no scheme to discretize
higher order energies (e.g., bending terms like variation of curvature).
• Both, the parametric and the geometric models do not yet provide suﬃcient con-
trol on the topology of the contour. Topology control for parametric models is
computationally involved and requires a global resampling of the contour. In par-
ticular special care has to be taken not to miss any collision. Topology control for
level sets is based on a crude point rejection strategy that alters the evolution of
the contour and leads to aliasing artefacts in the reconstruction.
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In this chapter we present a new approach for the representation and evolution of para-
metric active contours. The representation of the contour is basically explicit, its evo-
lution however is governed by parametrization independent rules that are derived from
Huygens’ principle and hence resemble those of implicit geometric models. Our main
idea is to restrict the movement of the contour vertices to the edges of a uniform grid.
This restriction implicitly controls the sampling of the contour (when a contour vertex
crosses a grid-node) and hence makes it possible to employ parametrization indepen-
dent evolution rules in terms of deformation forces that act in normal direction to the
contour. Moreover, the underlying grid enables constant-time collision detection at sub-
pixel accuracy. Our model gives the user complete control on its topological behaviour:
It supports changes in the contour topology like merging and splitting but also can
preserve the topology by generating contours that touch themselves without gaps or
self-intersections.
Our main contributions are:
• Collision detection and topology control. The topological behaviour of the snakes
can be adjusted to ﬁt the requirements of the application. In addition to a ﬁxed
connectivity, our model also supports merging or splitting of snakes. Collision
detection can be performed eﬃciently and robustly.
• Automatic resampling. The sampling of the snake automatically and locally adapts
to the resolution of an underlying grid. In particular there is no need for elaborate
resampling strategies based on intrinsic properties of the snake like curvatures
which are susceptible to parametrization artefacts.
• Simplicity. The operations used in our scheme are straightforward and can be
implemented easily. All computations during the evolution are local and need no
handling of special cases. There is no need to maintain and update elaborate data
structures, like narrow bands of voxels, or to approximate and discretize partial
diﬀerential equations.
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3.1 Restricted snakes
In this section we present a simpliﬁed type of parametric active contour models that
we call restricted snakes (r-snakes). Although r-snakes lack some of the original snakes
ﬂexibility, they can be used in a wide range of settings and allow for topology preserving,
intersection-free evolution of a contour.
An r-snake is a closed active contour that is discretized by a set of vertices that we
call snaxels. However, instead of letting the snaxels move freely, we impose certain
restrictions on their movements. Most importantly the snaxels may only move along the
lines of a given, ﬁxed grid. Whenever a snaxel runs into a grid point, it is automatically
split. Finally we assume that the snake moves only normal to itself and that it may not
self-intersect.
The above restrictions allow us on the one hand to eﬃciently detect and avoid collisions.
On the other hand, they induce an automatic resampling of the snake according to the
resolution of the underlying grid.
3.1.1 Deﬁnition
In the following we assume that the Euclidean plane is subdivided by a Z × Z integer
grid into unit squares that we call pixels. The sides of the pixels are called grid segments
in contrast to snake segments that join two consecutive snaxels.
Consider an intersection-free, closed snake
S = s1, . . . , sn,
such that S divides the Euclidean plane into an inside and an outside component. We
call S a restricted snake, r-snake for short, if the following three properties hold:
1. Supporting segments. Each snaxel s ∈ S lies on a grid segment which we call the
supporting segment of s. To be more precise, for each snaxel s there are two grid
points fs ∈ Z×Z (“from”) and ts ∈ Z×Z (“to”) such that (compare Figure 3.1),
||fs − ts|| = 1 ,
and an aﬃne parameter 0 ≤ ds < 1 (“distance”) such that s’s position ps on the
Euclidean plane is given as
ps = (1− ds) fs + ds ts .
2. Orientation. All snaxels are consistently oriented. By convention, each snaxel s
points from the inside of S to the outside of S (see Figure 3.1).
28
3.1 Restricted snakes
ds
tsfs
sinside
outside
Figure 3.1: Snaxel. In this and the other ﬁgures snaxels are represented as arrowheads
such as to indicate their “from” and “to” vertices.
Figure 3.2: Forbidden snaxel conﬁgurations. The conﬁgurations shown above are for-
bidden, as the marked snaxels point from the inside to the inside of the contours.
3. Uniqueness. No two consecutive snake segments of an r-snake S may lie in the
same pixel. Note that this condition follows readily from condition 2, and is
merely stated for convenience. Hence snaxel conﬁgurations as shown in Figure 3.2
are forbidden.
3.1.2 Implementation
For representing an r-snake, we use a simple data structure. Each snaxel object has 8
members, namely
struct Snaxel {
float d; /* affine parameter */
float v; /* normal speed */
int fx, fy; /* "from" vertex */
int tx, ty; /* "to" vertex */
Snaxel *next, *prev; /* connectivity */
}
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Figure 3.3: Typical r-snake. Note that the two marked snaxels share the same sup-
porting segment. Such a sub-pixel conﬁguration could not be modelled with snakes
in level set formulations [36].
The next and prev pointers are used to arrange all snaxels of an r-snake in counter-
clockwise direction in a doubly-linked list.
An r-snake can be initialized by resampling an arbitrary closed, self-intersection free
curve on the Z × Z grid. If the curve is, e.g., given by a signed distance function, the
resampling can easily be performed by a marching cubes like algorithm [62]. A typical
r-snake is shown in Figure 3.3.
3.2 Evolving a restricted snake
In this section we describe how the evolution of an r-snake can be described according
to the impact of external and internal forces. In the following we will always assume
1. that the r-snake moves in normal direction and
2. that the r-snake moves outward only.
In general the tangential component of a force aﬀects only the contours’ parametrization
but not its geometry. In fact, it can be proven that motion according to an arbitrary force
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ﬁeld can equivalently be described as motion in normal direction, see [45]. Restriction 1
is hence common in the parametrization-less level set framework. As the parametrization
of an r-snake is automatically adapted according to the underlying grid and hence does
not need to be adjusted by tangential forces, we also apply restriction 1 for our setup.
Restriction 2 is basically for convenience only. The following exposition could also be
formulated without this restriction but then it would be more elaborate. Note that
restriction 2 can also be circumvented by alternately reversing the orientation of the
r-snake after each update step, hence exchanging the “inside” and the “outside”, see
also [65].
In general, the evolution of a snake is described by external and internal forces and by
various other factors and parameters. For the sake of generality and simplicity, however,
we assume the existence of a “black box” v, which, given an arbitrary snaxel s computes
the (scalar) speed vs of s in direction normal to the r-snake. This black box speed
function is assumed to take the application dependent internal and external forces into
account. However, the question is, how this normal speed can be applied to a snaxel
whose movement is restricted to its supporting segment.
Suppose that for each snaxel s a normal ns is given (this will be explained in more detail
below). In general the normal ns of the snaxel s will not coincide with the direction of
the supporting segment of s. As the snaxel can only move along its supporting segment,
we have to project the normal onto the segment and compute the “projected” speed v˜s
of the snaxel. As we can see from Figure 3.4, the projected snaxel speed can be easily
computed as
v˜s =
vs
(ns|ds) ,
where ds = ts − fs is the unit vector pointing in direction of the supporting segment of
s. This formula results in the following update rule for the snaxel positions,
ds ← ds + Δt v˜s ,
where Δt is the time step. The computation of Δt is described in Section 3.2.1.
There are numerous ways to approximate a normal ns in a snaxel s. Although often suf-
ﬁcient, these schemes tend to exhibit some artefacts as is demonstrated in the following
example. Consider an r-snake which evolves with constant (unit) speed v ≡ 1 and let
Δt = 0.5. After updating all vertices we expect that the r-snake has moved outwards
by 0.5 units. Actually, however, because we use only approximated normals, cusps and
creases may appear as is shown in Figure 3.5. In this case, the speed v˜s resulting from
the projection of ns is too high and results in an “overshooting” eﬀect. Analogous eﬀects
can be observed in case of a concave corner.
To avoid the “overshooting” and to avoid the necessity to approximate vertex normals
altogether, we employ a construction following Huygens’ principle [79]. For this we
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1/(ns|d)
ns
s
fs ts
Figure 3.4: Projecting the snaxel speed. As snaxels can only move along their supporting
segments, the normal speed has to be projected onto the segment and thus has to be
scaled by 1/(ns|d).
0.5
> 0.5
s
ns
Figure 3.5: Overshooting. A contour evolving with unit speed v ≡ 1 develops cusps
after a time step of Δt = 0.5, because of the arbitrary approximation of the normal
ns of the snaxel s.
imagine for a moment, that the r-snake is not discrete but continuous and that it locally
evolves with constant speed. The intersections of the resulting continuous contour with
the grid will then determine the new snaxel positions of the discrete contour.
Consider the case of a snaxel s on a convex corner. We approximate two normals, one
“from the left” and one “from the right” by taking the normals of the two snake segments
adjacent to s. To be more precise, let a be the predecessor of s and let b be its successor
(see Figure 3.6). Then we set
na = (ps − pa)⊥/‖ps − pa‖ and
nb = (pb − ps)⊥/‖pb − ps‖ ,
where pa, pb, and ps are the positions of a, b, and s, respectively. The two normals
na and nb give rise to two projected snaxel speeds v˜a and v˜b. Two cases have to be
distinguished (see Figure 3.7):
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a
s
b
na
nb
Figure 3.6: Normal approximation. In each snaxel s we approximate normals from the
“left” and from the “right” by taking the normals of the two snake segments adjacent
to s.
• Both normals lie on the same side of the supporting segment of s (Figure 3.7a).
According to Huygens’ principle, the ﬁnal projected speed should be taken as
v˜ = min{v˜a, v˜b} .
• The normals lie on diﬀerent sides of the supporting segment of s (Figure 3.7b). In
this case Huygens’ principle states that the ﬁnal projected speed should be set to
v˜s = vs .
Let us now consider the case of a snaxel s on a concave corner. Here again there are
two possibilities for the relative orientation of the normals na, nb and the supporting
segment, see Figure 3.7(c) and Figure 3.7(d). Both cases lead to the same formula,
namely
v˜s = max{v˜a, v˜b} .
3.2.1 Determining the time step
To compute the optimal time step Δt, we proceed as follows. First we note that the
number of vertices of an r-snake S does not change, as long as the r-snake does not cross
a grid vertex. Hence a natural upper bound for the time step Δt can be determined by
ﬁrst computing for each snaxel s its speed vs, and then setting
Δt = min
s∈S
{ (1− ds) / vs }
to update all snaxels simultaneously with this time step. In this way we can be sure
that the r-snake does not cross a grid point “during” the snaxel update, i.e. it is always
guaranteed, that
ds + Δt v˜s ≤ 1 .
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Figure 3.7: Huygens’ principle. Snaxel speeds are computed by applying Huygens’
principle on continuous contours: The original contour is locally propagated with
constant speed. The intersection points of the resulting continuous oﬀset contour
with the grid are then used to determine the new snaxel positions of the original
contour.
Note that as this is a global bound on the time step, the time step is expected to
decrease when the number of snaxels increases. Hence, for a larger number of snaxels,
the algorithm has to perform more update cycles.
3.2.2 Splitting snaxels
Whenever a snaxel s runs into a grid point x = ts, i.e., whenever
ds + Δt v˜s = 1 ,
we split it into three new snaxels a, b, c. The three new snaxels emanate from x in the
other directions but have the same position as s. To be more precise, we set
da = db = dc = 0
fa = fb = fc = x
and ta, tb, tc accordingly. Figure 3.8 depicts this operation.
After a snaxel split, condition 3 in the deﬁnition of r-snakes of Section 3.1.1 might be
violated, as is depicted in Figure 3.9. To re-establish the r-snake property we perform a
cleaning conquest: All snaxels that violate condition 3 simply are removed. The cleaning
conquest has to be applied recursively to the neighbourhood of the split snaxel and to
the neighbourhood of each removed snaxel.
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Figure 3.8: Splitting snaxels. (a) Original r-snake. (b) Snaxel s has run into grid point
x from the south. (c) Snaxel s is split into three new snaxels a, b, c that run to the
east, north and west respectively. (d) Some time steps later.
Performing a snaxel split and the following cleaning conquest re-establishes the r-snake
property. Nonetheless there often remain double and triple vertices as depicted in Fig-
ure 3.10. These vertices are conceptually distinct, as they have diﬀerent supporting
segments. However, they share the same spatial position which leads to non-well de-
ﬁned “left” and/or “right” normals. Hence, in case that multiple consecutive snaxels
si, . . . , sj coincide, we compute the left and right normals from si−1, si and sj, sj+1,
respectively.
3.2.3 Collision detection and avoidance
In our setup it is easy to detect and avoid (self-) intersections of r-snakes. For each
grid segment, we store the snaxels that are supported by this segment (at most two).
If memory requirements are an issue, this can be accomplished by a hashtable, which is
indexed by the snaxels “from” and “to” coordinates, see [27]. Hence it is easy to detect
potential collision partners: They are supported by the same grid segment and hence
have the same hash-key. Whenever a potential collision is detected, we adapt the time
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Figure 3.9: Cleaning conquest. (a) Original r-snake. (b) Snaxel s has run into grid
point x. (c) Snaxel s is split into three new snaxels. (d) Without a cleaning conquest
both snaxel a and snaxel b would violate r-snake condition 3. (e) Snaxels a and b are
removed by the cleaning conquest. (f) Some time steps later.
Figure 3.10: Multiple vertices. Triple (left) and double (right) vertices may appear
after a snaxel split. Although these vertices share the same spatial position, they are
conceptually distinct, as they are supported by diﬀerent grid segments. Due to the
parameter independent evolution rule this degenerate snake parametrization does not
aﬀect the numerical robustness of the algorithm.
step such that the two corresponding snaxels will not cross, but just touch each other.
Depending on the application, we may choose whether the two colliding snaxels will
clash and come to a halt (topology preservation) or whether they will merge (topology
change), see Figure 3.11.
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Figure 3.11: Collision detection and handling. The above sequences shows 5 snakes
evolving and colliding. In the top row, the colliding snakes change topology and
merge. In the bottom row, the colliding snakes keep their topology and come to a
halt.
(a)
a b
(b) (c) (d)
Figure 3.12: Collision detection and handling. (a) Original r-snake, a potential collision
is detected as snaxels a and b are supported by the same grid segment. (b) The time
step is adapted such that snaxels a and b do not cross but just touch each other. (c) If
the topology of the snakes must not change, the snaxels that have collided are frozen
and excluded from further updating. (d) If topology changes are wanted, snaxels a
and b are removed and their previous/next snaxels are connected such that the two
parts of the snakes merge.
Clashing Because the contour propagates only outward and may not self-intersect, the
two colliding snaxels will stay in their position forever. Hence, we ﬂag them as frozen
and exclude them from the remaining update steps (Figure 3.12). We can further decide,
whether frozen snaxels are aﬀected by the cleaning conquest or not. This will result in
diﬀerent behaviour as is demonstrated in Figure 3.14(right).
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Merging In case topology changes of the snakes are permitted, the two colliding snaxels
a and b can be merged by simply re-linking their neighbouring snaxels. For this we just
set
a->next->prev = b->prev
b->prev->next = a->next
b->next->prev = a->prev
a->prev->next = b->next
and remove a and b (Figure 3.12). After that we perform a cleaning conquest to remove
spurious bad snaxels. Hence, in contrast to [27] and [63] this operation does not require
any resampling. Notice that the topology changes are very simple operations even in
this explicit representation setting. This is due to the fact that the restrictions for the
snaxel movement guarantee that collisions always happen at the contour vertices (and
not at the segments).
3.3 Extension to 2-manifold domains
In this section we present an extension of the planar r-snakes framework to snakes that
are embedded in arbitrary 2-manifold triangle meshes. There are many applications that
beneﬁt from this more general setting. As an example consider the problem of accurately
locating and measuring vascular constrictions [38]. In this case, the embedding surface is
just the surface of the vessel. Initially, the user places a curve on this surface which runs
around the vessel. If we let evolve this curve according to its curvature it will become a
locally shortest curve (geodesic) and its length will be a measure for the vessel’s diameter.
Other application scenarios include automatic mesh partitioning, mesh scissoring and
interactive mesh editing.
Early attempts for modelling embedded snakes were limited to particular applications
and suﬀered from low accuracy due to the restriction of snaxels to mesh vertices [66] or
supported only expanding fronts [55]. Only recently attempts were made to fully support
geometric snakes on triangles meshes [56, 57]. These approaches, however, do not oﬀer
topological ﬂexibility and furthermore rely on an elaborate piece-wise parametrization of
the underlying meshes. Furthermore, our model avoids any numerically unstable back-
projections of snaxels onto the mesh. In particular, the snake is guaranteed to always
lie exactly on the mesh.
When generalizing restricted snakes to triangle meshes, only few of the concepts of the
uniform grid setting have to be adapted. The representation of our restricted snakes
stays basically the same, except that the snaxels are now restricted to the edges of the
triangle mesh instead of a uniform lattice. Also the consistency constraints, the snaxel
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splitting, the cleaning conquest, the collision detection and the re-linking do not change.
We only have to slightly adapt the computation of the projected snaxel speeds.
As before we want to model the snake propagation according to Huygens’ principle
which in the case of triangle meshes states that every snaxel should move along its
geodesic normal, i.e., the projection of its (spatial) normal onto the tangent plane of the
underlying surface. We estimate the geodesic normal at a snaxel s as the angle bisector
of the two adjacent snake segments after locally ﬂattening the conﬁguration into a plane
using a hinge map or an exponential map [54], depending on whether the snaxel lies on
an edge or on a vertex, respectively. Let αs be the angle between the geodesic normal
and the supporting edge of s. We then compute the projected velocity v˜s of s along its
supporting edge as
v˜s =
vs
cosαs
.
If multiple consecutive snaxels s1, . . . , sk coincide at a vertex, the above computation
fails, and we instead estimate the common geodesic normal from the snaxels s0, s1, sk+1
but compute the projected velocities v˜1, . . . , v˜k for each snaxel individually (depending on
the angle αi to its supporting edge). In practice, we do not need to explicitly compute
the hinge or exponential map, but just sum up and normalize angles between snake
segments and mesh edges.
3.4 Results
Synthetic Data Figure 3.13 shows the evolution of two r-snakes. They are initialized
at the outside and at the inside of a polygon, then they are propagated with unit speed
v ≡ 1. The ﬁgure shows snapshots of the contour at equidistant time intervals. As
can be seen, the contours obey Huygens’ principle and nicely handle concave as well as
convex corners.
Real Data In Figure 3.16 we applied our algorithm to the problem of reconstructing
the brain cortex from an MRI image. First, the MRI image has been pre-processed
by a 3 × 3 Gaussian ﬁlter. Then we initialized two circular r-snakes for each of the
two hemispheres. The snaxel’s speeds are set proportional to the underlying image
intensities. In practice, the results could be enhanced by additionally applying well-
known standard segmentation techniques, like using internal forces on the r-snake or
applying scale-space techniques on the image [44].
Snakes on manifolds Here we considered the problem of detecting constrictions on
a model: First the user depicts a sequence of vertices on a given input mesh. These
vertices are then linked using a discrete shortest path algorithm (Dijkstra) along the
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edges of the mesh. The result is the initial snake which we then let evolve according to
its curvature and hence minimise its length, see Figure 3.15. The ﬁnal snake is a locally
shortest path whose length measures the diameter of the constriction.
Future work
We have presented a novel parametric representation of active contour models that
eﬀectively provides collision detection and topology control. However, there still remain
issues that should be addressed in future work:
• The major drawback in our current implementation is that we set the time steps by
taking a global minimum. This could possibly be improved by adjusting the time
steps locally and integrating the cleaning conquest into the evolution procedure to
avoid inconsistent snake conﬁgurations or by applying a more global “time-warp”
approach.
• Because the snaxels of an r-snake are restricted to move along grid segments,
the algorithm sometimes exhibits preferences for certain directions. In particu-
lar, when two r-snakes collide in diagonal direction, “ripples” in the order of one
pixel’s magnitude may appear, as is depicted in Figure 3.14(left). These ripples
in particular occur in synthetic data sets where there is no underlying external
force that provides a meaningful gradient which guides the snaxels to their ﬁnal
destinations. Since the ripples represent features at sub-pixel precision which can
be considered as sampling artefacts of the discretized underlying scalar ﬁeld, we
smooth the frozen snaxels of the r-snake in a post-processing step to remove these
artefacts.
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Figure 3.13: Contour evolution. The image above shows the evolution of two contours
that were initialized as the inner and outer boundary of the polygon. Both contours
propagate with unit speed v ≡ 1 and are shown at equidistant time intervals. The
resolution of the underlying grid is 512× 512.
Figure 3.14: Left: Ripples. When two r-snakes clash together, there may appear
ripples in the order of one pixel’s magnitude (top). These ripples can be removed in
a post-processing step by smoothing the r-snake (bottom). Right: Frozen snaxels.
Depending on whether frozen snaxels are removed by the cleaning conquest, recesses
will disappear as soon as they completely touch each other (top) or are conserved
(bottom).
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(a) (b)
Figure 3.15: Detecting constrictions. (a) An initial snake is placed interactively around
the vessel. (b) After a few iterations the snake has contracted around the locally
narrowest part of the vessel.
Figure 3.16: Contour evolution. The image above shows the evolution of two r-snakes
in order to segment the brain cortex in an MRI image. The speed of a snaxel is
proportional to the image intensity at the position of the snaxel. Note in particular
the gap-less seam that reconstructs the “intensity valleys” as shown in the close-up.
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In this chapter we present a hybrid algorithm that enhances the parametrization-free,
implicit representation of geometric models by topology preserving properties of para-
metric models. Geometric active contours do not provide any topology control, i.e.,
contours may merge and split arbitrarily, new components may appear and other com-
ponents may vanish. Hence the genus of the evolving contour and eventually of the
reconstructed surface possibly changes during the run of the algorithm. This behaviour
is inadequate when two or more objects in an image are segmented simultaneously or in
settings like the segmentation of organic tissue or other objects whose genus is ﬁxed a
priori. For example, from what is known from cortical anatomy, the cortex is simply a
folded sheet. However, due to noise and partial volume sampling, conventional level-set
algorithms are rarely able to reconstruct the cortical sheet from an MRI volume data
set without topological artefacts like handles and cavities. These errors are detrimental
in all kinds of downstream applications like ﬂattening, inﬂating, intra-area mapping and
the computation of functional maps.
Our main contributions are:
• Topology control. By adding (sparse) topological information to the volume rep-
resentation at locations where it is necessary to locally resolve topological ambi-
guities, we are able to preserve the topology of the initial surface and to prevent
merging and splitting.
• Sub-voxel accuracy. Since the topology information is attached to the edges of the
voxel grid, we can reconstruct the interface where the active contour touches itself
at sub-voxel accuracy. This in particular reduces aliasing artefacts (“staircases”)
and increases the reconstruction ﬁdelity.
• Stability. By taking into account the upwind direction of the evolving contour we
achieve an increased stability of the reconstructed interface.
• Extensibility. Our algorithm does not alter the computation of the underlying level
sets and thus can be implemented as an add-on to existing methods.
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4.1 Overview
In the following we consider a geometric active surface S = S(t) ⊂ R3. Such models are
typically used to segment objects from their background in 2D images and 3D volume
data. For simplicity, we will build our exposition on the easily-understandable fast
marching method, see Section 2.3.4. However, our algorithm can also be applied (with
minor modiﬁcations) to other geometric contour models.
The user places an initial (approximating) surface S(0) ⊂ R3 into the volume, then S
is continuously deformed until it locks on the boundaries of the desired object. In the
following we assume that S is only moving outward, i.e., the arrival time η(x) when S(t)
passes a point x ∈ R3 is well-deﬁned. Thus we have
S(t) = η−1(t) = {x ∈ R : η(x) = t} .
We discretize η on the uniform grid Z3,
ηx ≈ η(x), x ∈ Z3 ,
and we employ the fast marching method from Section 2.3.4 to propagate the solution
along a front of grid points throughout the volume. Remember that in order to realize
the marching front concept, the fast marching method assigns to each grid point x ∈ Z3
one of the three states ‘free’, ‘front’, and ‘conquered’. The fast marching method then
successively conquers ‘front’ points and thus advances the front over the grid until all
grid points x are ‘conquered’ and assigned the ﬁnal value ηx <∞.
Let us consider the set C of conquered grid points. We will assume that C and CC =
Z
3 \ C are equipped with the 6– and 26–adjacency relation, respectively. This choice is
compatible with the way the fast marching method conquers grid points and guarantees
a consistent topology in the sense of Section 2.4.1. A grid point x ∈ C is said to be simple,
if C and C∪{x} have the same topology, i.e., C and C∪{x} have corresponding connected
components, cavities and handles. During a run of the fast marching algorithm, grid
points are successively conquered resulting in a sequence
C0 → C1 → · · · → Cn,
where Ci+1 = Ci ∪ {xi}. If all grid points xi are simple, the topology of Cn will be the
same as that of C0. In general, however, grid points xi cannot be guaranteed to be
simple. Adding a grid point could connect two parts of an object, therefore forming a
handle or a cavity. The original fast marching method approach does not prevent such
complex grid points from being conquered. Hence the surface S(t) that is represented
by η may change its topology over time t.
Han, Xu and Prince [37] overcome this problem by modifying the update rule for the
level set function to respect the topology of the underlying surface. The value of a grid
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Figure 4.1: Topology resolution by rejection of complex grid-points may prevent com-
ponents from being conquered by the level-set front. The points ◦ have already been
conquered, the point •, however, cannot be conquered without topology change, hence
the remaining part is eﬀectively cut oﬀ from the level set evolution.
point that is rejected for topological reasons is constrained to a constant. However, this
approach has a number of implications:
• As only whole grid points can be “rejected”, parts of an object that are connected
through such a point may be prevented from being conquered (Figure 4.1).
• The method is not sub-voxel accurate along the collision lines of two diﬀerent
parts of the contour, hence aliasing-artefacts can occur in the reconstruction (Fig-
ure 4.14).
• The “wrong” value at the grid point interferes with the subsequent updates of the
level set function. This leads to inaccuracies that are ampliﬁed the farther the
level-set is propagated (Figure 4.15).
In the following we will present a framework, that allows to solve the aforementioned
problems on a sub-voxel scale without modifying the underlying level set computation.
To achieve sub-voxel accuracy we propose to insert “cuts” on the edges in between the
integer grid points, in order to separate the two adjacent grid points from each other.
In the following sections we will deﬁne such cut edge grids and determine their topology
by mapping them to digital sets (Section 4.2), describe how to resolve topological incon-
sistencies by placing cuts (Section 4.3 and Section 4.4), and ﬁnally show how to extract
an explicit representation, i.e., a polygonal mesh, from a cut-edge grid (Section 4.5).
4.2 Cut-edge grids
We deﬁne a cut-edge grid to be a tuple (C,X ) where C ⊂ Z3 is a set of integer grid points
and
X ⊂ {{c,d} : c,d ∈ C and c is 6–adjacent to d}
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Figure 4.2: A cut-edge grid (C,X ) consists of a set C ⊂ Z3 of integer grid points and a
set X of two-element sets ⊂ P(C) of cuts ×. Here the cuts separate the grid points
into three connected components. Note that cuts may only be placed in between two
grid points that belong to C and are 6–adjacent.
Figure 4.3: Diﬀerent topological interpretations of a cut-edge grid cause ambiguities in
the reconstruction.
are the cut edges. A cut-edge grid can conveniently be implemented by assigning to each
edge a “cut”-ﬂag, see Figure 4.2. The intention is that the cuts may separate diﬀerent
components of C, even if they are considered to be adjacent in the 6-neighbourhood
topology.
Whenever the fast marching algorithm is about to conquer a grid point x, we ﬁrst check
the grid point’s topological status. If it is a simple point with respect to (C,X ), the
algorithm proceeds as usual. However, if it is not a simple point, we will place some
cuts around x such as to maintain the topology of (C,X ).
We will use the concepts of digital topology (see Section 2.4.1) to assign a precise topo-
logical meaning to our cut-edge grids. This is needed to properly detect topology changes
as well as to avoid inconsistencies and ambiguities when extracting an explicit surface
representation from a cut-edge grid, see Figure 4.3. We do this by mapping each cut-edge
grid (C,X ) onto a digital set E(C,X ) ⊂ Z3. Then we deﬁne the topology of (C,X ) to be
the one of E(C,X ). This approach allows us to transfer the well-known characterisation
theorem of simple points from digital topology into our cut-edge framework.
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ϕ ϕ
Figure 4.4: The auxiliary mapping ϕ maps grid points and cut-edges to voxel sets ⊂ Z3.
Remark: In the following we will deal with two kind of integer vectors ∈ Z3. Elements
x ∈ C ⊂ Z3 are called grid points and are thought of as inﬁnitely small points. Elements
x ∈ V ⊂ Z3 of a digital set are called voxels and are thought of as unit cubes centred
at x. Furthermore we denote by Nk(x) the set of k-neighbours of x, and let N
∗
k (x) :=
Nk(x) \ {x}.
To embed a cut-edge grid (C,X ) as a voxel set, we intuitively remove from the solid
volume Z3 all those voxels that correspond to either grid points ∈ C or to cuts ∈ X .
For this we think of Z3 at double resolution, hence each grid point x corresponds to an
even-valued voxel 2x. Note that we do not actually implement a double resolution grid,
we just use it as a convenient concept to resolve the topology of a cut-edge grid.
We ﬁrst deﬁne an auxiliary mapping
ϕ : Z3 ∪ (Z3 × Z3)→ P(Z3)
that maps grid points and cut edges to voxels sets as follows:
ϕ(x) = N26(2x)
ϕ(x,y) = N26(x+ y) ∩
{
z ∈ Z3 : ‖z− 2x‖2 = ‖z− 2y‖2
}
See Figure 4.4 for a graphical depiction of this mapping in two dimensions.
A cut-edge grid (C,X ) is then embedded as a digital set E(C,X ) ⊂ Z3 by letting
E(C,X ) = Z3 \
⋃
x	∈C
ϕ(x) \
⋃
(x,y)∈X
ϕ(x,y) .
Figure 4.5 shows diﬀerent cut-edge grids and their corresponding embedding. Now let
(C,X ) be a cut-edge grid and let
C ′ = C ∪ {x } and
X ′ = X ∪ Y
where x ∈ C and
Y ⊂ {{x,y} : y ∈ N∗6 (x) ∩ C} .
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a)
E
b)
E
c)
E
d)
E
Figure 4.5: Topological embedding of diﬀerent cut-edge grids. The ﬁgures above de-
pict four cut-edge grids (Ci,Xi), i ∈ {a, b, c, d} and their corresponding embedding
Ei = E(Ci,Xi). Note that (Cb,Xb) and (Cc,Xc) are not equivalent to (Ca,Xa) as the
centre voxel is not simple with respect to Eb and Ec, respectively. However, (Cd,Xd) is
equivalent to (Ca,Xa) as the centre voxel is simple with respect to Ed.
is a set of cuts between x and C. We say that (C,X ) and (C ′,X ′) are topologically
equivalent, if 2x is a simple voxel with respect to E(C ′,X ′). Given (C,X ) and x, we will
see in the next section how the set Y of new cuts must be chosen such as to make (C,X )
and (C ′,X ′) topologically equivalent.
4.3 Choice of the cut edge
Whenever a voxel xi is about to be conquered in the i-th step of the fast marching
method, we ﬁrst test whether E(Ci,X i) and E(Ci∪{x},X i) are topologically equivalent.
If yes, the algorithm proceeds as usual. If not, we have to introduce some additional
cuts around xi in order to prevent a topology change.
To be more precise, we extend the original algorithm (see Figure 2.2) by setting X 0 = ∅
in step 1 and altering the update rule 4 to
Ci+1 ← Ci ∪ Di
X i+1 ← X i ∪ Y i
where Di ⊂ {xi} and Y i ⊂ {{xi, ·}} is a set of cuts that is introduced at the i-th step of
the algorithm. We can distinguish 5 cases, see Figure 4.6, where nint = T6 (2x
i, E(Ci,X i))
and next = T26 (2x
i,Z3 \ E(Ci,X i)) are the topological numbers (see Section 2.4.1) of 2xi
with respect to E(Ci,X i):
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nint = 1
next = 1
nint = 0
next = 1
nint = 1
next = 0
nint = 1
next = 2
nint = 2
next = 1
Figure 4.6: Topological numbers of the centre voxel (dashed) with respect to its neigh-
bourhood (solid).
1. nint = next = 1: In this case, 2x
i is simple, and we proceed as in the standard fast
marching method by setting Di = {xi} and Y i = ∅.
2. nint = 0: The algorithm is about to create a new connected component of con-
quered voxels. Obviously, this is not possible with the fast marching approach,
hence this case will never occur.
3. next = 0: The algorithm is about to close a cavity. We could handle this by
introducing an arbitrary cut on one of xi’s adjacent edges, however, for symmetry
reasons, we choose to simply reject xi, and set Di = Y i = ∅.
4. next ≥ 2: The algorithm tries to close a handle. Here again we just reject xi by
setting Di = Y i = ∅.
5. nint ≥ 2: The algorithm tries to connect two previously separated interior compo-
nents. This is the standard case when two parts of the front or two diﬀerent fronts
collide. In the following sections we will present two strategies to resolve this case.
4.3.1 Earliest arrival time
The simplest method to choose the cut edges is to determine which part of the front
would probably arrive ﬁrst at xi and then to introduce cuts to all other parts. Hence, we
search the nearest (in terms of arrival time η) 6-connected component A ⊂ N∗26(xi)∩ Ci
that is 6-adjacent to xi. Then we introduce cuts to all other adjacent components by
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a) b)
Figure 4.7: Upwind scheme. To determine the cut edges we compute the upwind direc-
tion in each grid point (a) and then connect to the grid point with the most similar
one (b).
setting
Di = {xi} and
Y i = {{xi,y} : y ∈ Ci ∩N∗6 (xi) \ A} .
4.3.2 Upwinding
In the previous section, a complex grid point was always connected to the nearest (in
terms of arrival time of the contour) neighbouring 6-connected component. However,
in a level-set framework, it is also possible to explicitly compute for each grid point
the so-called upwind direction, i.e., the direction from where the contour arrives at the
grid point. Comparing these upwind directions instead of the arrival times signiﬁcantly
improves the stability of the algorithm in the sense that it does not exhibit a directional
bias towards the coordinate axes, see Figure 4.7 for an illustration.
4.4 Cut positioning
In order to resolve the topology of a cut-edge grid conﬁguration, it is suﬃcient to know
for all edges, whether they are cut or not. However, if we want to actually extract a
surface from the grid, we also have to know, where the cuts are placed, i.e., in which
ratio an edge is subdivided by a cut. We propose two methods: linear extrapolation,
which is easier to implement, and prolongation, which produces more accurate results.
4.4.1 Linear extrapolation
Linear extrapolation just extrapolates the arrival time η linearly across the cut, see
Figure 4.8(a): Let e = {v0,v1} be a cut edge and let d = v1 − v0 be a direction of
the edge. We approximate the slopes m0, m1 of the arrival time function η in v0, v1 by
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letting
m0 = η(v0)− η(v0 − d) and m1 = η(v1)− η(v1 + d).
Then we linearly extrapolate the contact point as (1− s)v0 + sv1 where s is given by
s =
η(v1)− η(v0) + m0
m0 + m1
.
4.4.2 Prolongation
Linear extrapolation leads to inaccuracies in the cut position in particular if the direction
of the edge is close to tangential to the contour. To improve upon this we proceed as
follows, compare Figure 4.8(b–e): Let e = {v0,v1} be a cut edge that locally separates
the conquered grid points into two connected components V0  v0 and V1  v1. We then
advance each of the two connected components V0 and V1 separately by one layer across
the cut interface using the standard fast marching method update rules. At each grid
point v0 and v1 we thus obtain the two arrival times η0(v0), η1(v0) and η0(v1), η1(v1) of
the two components, respectively. From the intersection of the height-proﬁles of η0 and
η1 we can then deduce the position of the cut as (1− s)v0 + sv1 where s is given by
s =
η1(v0)− η0(v0)
η0(v1)− η0(v0)− η1(v1) + η1(v0) .
4.5 Surface extraction
We propose two algorithms to extract an explicit polygonal mesh that approximates
S(t) from a cut-edge grid. The ﬁrst algorithm is based on marching cubes. It is more
involved but guarantees that the cut positions are exactly interpolated. The second
scheme is a variant of dual contouring. It is intuitive and easy to implement but acts as
a low-pass ﬁlter.
Remember that the fast marching methods implicitly generates a sequence
(C0,X 0) → (C1,X 1) → · · · → (Cn,X n)
of topologically equivalent cut-edge grids. At the end of the algorithm, all grid points
are conquered and X n is represented by the “cut”-ﬂags on the edges. We thus have no
explicit representation of (Ci,X i) for i < n available, but at the same time are interested
in a cut-edge grid (C(t),X (t)) that represents the topology of S(t) for an arbitrary t ≥ 0!
We claim that the intuitive deﬁnition
C(t) := {x ∈ Z3 : ηx ≤ t}
X (t) := {{x,y} ∈ X n : x ∈ C(t) and y ∈ C(t)}
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v0 v1
b)
v0 v1
c)
v0 v1
d)
v0 v1
e)
v0 v1
Figure 4.8: Computing the cut location. (a) Linear extrapolation of the arrival times
at the grid points adjacent to the cut. (b,c,d) Prolongation: In a post-processing
step the two adjacent components V0, V1 of each cut edge e = (v0,v1) are locally
and separately advanced across the cut interface. (e) The location of the cut is then
computed from the intersection of the two height-proﬁles of the arrival times of V0
and V1 resp.
actually coincides with one of the (Ci,X i) and thus is in particular topologically equiv-
alent to the initial cut-edge grid (C0,X 0): As the fast marching method conquers the
grid points x in ascending order with respect to the arrival time ηx, there actually exists
an integer 0 ≤ i(t) ≤ n such that C(t) = Ci(t). Thus (Ci(t),X i(t)) represents the topology
of S(t). Noting that new cuts are only introduced between an old and a new conquered
grid point and that old cuts never are removed, we see that
X i = {{x,y} ∈ X n : x ∈ Ci and y ∈ Ci} ,
and in particular X (t) = X i(t). In the following discussion we may thus assume that
(C,X ) = (C(t),X (t)) is the cut-edge grid at time t.
4.5.1 Extraction by marching cubes
In order to extract an explicit representation, i.e., a polygonal mesh, from a cut-edge
grid (C,X ), we proceed as follows (compare Figure 4.9):
1. We ﬁrst map (C,X ) onto its embedding E(C,X ). Note that this can be done locally
for each grid cell, hence there is no need to actually instantiate a global voxel grid
of double resolution.
2. We interpret E(C,X ) as an ordinary grid, and apply the standard marching cubes
algorithm.
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3. Vertices that do not lie on the original grid edges are removed by collapsing them
into one of their adjacent vertices (edge-collapse).
4. The remaining vertices are moved to their ﬁnal positions, i.e., to the cut positions
that were computed as described in the previous section.
Note that, depending on the underlying representation of the polygonal meshes, under
certain circumstances not all vertices can be collapsed. In this case we move them to
the position of one of their neighbours.
4.5.2 Extraction by dual contouring
In this section we propose an extraction method that is simpler than the previous one
and does also produce fewer triangles, however, the output is slightly low-pass ﬁltered.
The algorithm is loosely based on dual contouring [43].First we introduce “virtual” cuts
on edges connecting conquered and non-conquered grid points, i.e., edges that cross from
the interior C of the contour to the exterior Z3 \C. Then we collect all grid cells that are
adjacent to a cut-edge in a set D. For each grid cell d ∈ D we compute a sample point pd
as the average of the location of the cuts that are adjacent to d. Then we construct two
opposing quadrilaterals for each cut-edge e by connecting the four sample points of the
grid cells adjacent to e (in the case of a virtual cut we only construct one quadrilateral),
see Figure 4.10. If necessary, the resulting quadrangle mesh can then be triangulated.
4.6 Results
We have implemented and tested our framework on various data sets. In all ﬁgures, the
contact area is shown in green, while the remaining surface is shown in red.
Figure 4.11 shows a trefoil knot as an example of a genus one initial surface. Expanding
this knot at unit speed leads to a self-contact and to a halt of the corresponding part of
the surface.
Figure 4.12 shows some spheres as an example of a surface consisting of multiple com-
ponents. Expanding these spheres at unit speed within a bounding box decomposes the
box into Voronoi-like parts. Note again, that the surfaces do not self-intersect but come
to a halt as soon as they touch each other.
Figure 4.13 shows the reconstruction of a human brain from an MRI data set. For this
we set a small sphere into the interior of the brain and let it grow with speed proportional
to the image intensity, i.e., the normal speed is given as
v(x) = max(i(x)− t, 0) ,
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a) b) c)
d) e) f)
Figure 4.9: Extracting a polygonal mesh from a cut-edge grid by marching cubes. The
cut-edge grid (a) is mapped to its corresponding digital set (b). This digital set is
then viewed as a grid (c) and the original marching cubes algorithm is applied (d).
Vertices that do not correspond to edges of the original conﬁguration are removed (e),
the remaining vertices are moved into the ﬁnal position of the contact surface and
thus possibly form “double vertices” (f).
a) b) c)
d)
Figure 4.10: Extracting a polygonal mesh from a cut-edge grid by dual contouring.
Given a cut-edge grid (a) we ﬁrst introduce virtual cuts between conquered and non-
conquered grid points (b). In a second step we compute a sample point for each grid
cell that is adjacent to at least one cut (c). Finally we connect these sample points
by quadrilaterals (d).
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where i(x) is the image intensity at x and where we iteratively lower the threshold t in
order to successively conquer the brain. It is elaborate to implement such a strategy for
the fast marching framework, hence we created these images using a narrow-band im-
plementation of the standard level-set framework. The topological framework, however,
remained the same.
Note that the detection of simple points and the placement of cuts is only a local process
and hence very eﬃcient. The running times for our examples range from a few seconds
to some minutes. Adding topology control slows down the running time of the fast
marching method by a factor of about 6. This is not astonishing, as the fast marching
method is very eﬃcient in itself, hence even a small computational overhead will have a
strong impact on the running time. Adding topology control to other, computationally
more involved level-set implementations, like narrow-band implementations, results in a
more moderate slow-down of about 10%, see also [37].
Finally, we compare the reconstruction quality of our sub-voxel accurate framework to
the point rejection strategy of Han et al. [37]. As can be seen in Figure 4.14, our method
does not suﬀer from aliasing artefacts due to its sub-voxel accurate representation of the
cut-edges. Due to the sensible choice of cuts described in Section 4.3 our method is also
more stable and not that much biased by the principal directions of the underlying grid,
see Figure 4.15.
Future work
We have presented a novel framework for eﬃciently controlling the topology of geometric
deformable models at sub-voxel accuracy. The topology constraints of the initial surface
are preserved by introducing cuts on the grid edges during the deformation process. In
all our experiments, the cut-edge framework produced valid meshes of correct topology.
However, there still remain issues that should be addressed in future work:
• We have to point out that in our present implementation small oscillations on the
contact surfaces may occur. This problem is of geometric rather than of topological
nature and it can probably be addressed by using higher-order approximation
methods for the fast marching method.
• As cuts are never removed from the grid, our method currently does only support
expanding fronts. It is thus not possible to model two colliding surfaces that later
retract again.
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Figure 4.11: A genus one trefoil knot is expanded at unit speed. The green colour
designates the area where the surface touches itself. The resolution of the cut-edge
grid is 643.
Figure 4.12: A number of spheres with diﬀerent radii are expanded at unit speed within
a bounding box. The result is a Voronoi-like decomposition of the box. The resolution
of the underlying cut-edge grid is 643.
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Figure 4.13: Reconstruction of the cortex of a brain. Upper image: The green colour
designates areas where the surface has touched itself. Without topology control, these
areas would have merged together resulting in a reconstruction of wrong genus. Lower
image: Interior of the brain cortex. The resolution of the cut-edge grid is 95×256×88.
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Figure 4.14: In previous work on topology control for level sets strong aliasing artefacts
occur, as grid points can only be rejected as “whole” (left). Due to its sub-voxel
accuracy, our method is less sensitive to aliasing (right).
Figure 4.15: Compared to previous work that shows strong bias towards the coordi-
nate axes (left), the sub-voxel accuracy of the cut edge framework results in a better
stability of the reconstruction (right).
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This chapter reviews basic issues and notions from model repair and gives an overview
of popular repair algorithms. Numerical ﬂuid, structure and crash simulation, rapid
prototyping, and numerically controlled milling nowadays are ubiquitous in industrial
research, development and manufacturing. Unfortunately, these highly sophisticated
and specialised applications are very particular about the quality of their input data.
They typically only accept triangle meshes that are 2-manifold and watertight. Arte-
facts like gaps, (self-)intersections, holes, badly shaped triangles, handles, cavities and
overlaps in the input geometry cause these algorithms to produce unreliable if not wrong
results. There are two common sources for these kinds of artefacts: the human user and
automatic conversion tools.
Modern CAD systems provide ﬂexible and sophisticated tools that give the human de-
signer almost unlimited freedom in creating and editing geometric models. In particular,
the user may easily (intentionally or unintentionally) produce physically implausible ob-
jects. For example, many CAD systems are surface-oriented, i.e., the user just edits
surface patches. However, such patches can easily intersect or form non-manifold conﬁg-
urations. Another example are architectural models that are often created by selecting
pre-deﬁned elements from a database and combining them — without taking consistency
constraints into account — into a larger model.
As most CAD systems are based on NURBS or CSG representations, geometric models
have to be converted into triangle meshes before they can be passed to downstream ap-
plications. This conversion process is well understood for simple objects. For example,
there are sophisticated algorithms that easily convert a trimmed NURBS patch into a tri-
angle mesh that stays within a user-prescribed error bound to the original patch [35, 49].
However, more complex objects or collections of objects that satisfy certain continuity
constraints usually cannot be converted automatically without introducing artefacts like
intersections, gaps, overlaps, or non-manifold conﬁgurations.
Model repair is the ﬁeld in geometric modelling that is concerned with the removal
of artefacts from triangle meshes or triangle soups such that they become usable in
downstream applications. Traditionally, model repair has been a mostly manual, tedious
and error-prone process with only few support by automatic algorithms. Thus model
repair has become — and still is — a major bottleneck not only in terms of time and
costs but also in terms of accuracy and quality of the output. Consequently, quite some
eﬀort has been put in the development of automatic repair algorithms in the last twenty
59
5 Model Repair
years. The requirements on these algorithms are high: For every possible input, they are
expected to produce a valid, watertight and 2-manifold output mesh that approximates
the input geometry within a user-speciﬁed tolerance. Furthermore, the algorithm should
deduce the correct topology of the model (i.e., remove interior parts or close gaps and
ﬁll holes) and should need as few user interaction as possible.
In the following sections we will ﬁrst present the diﬀerent kinds of artefacts that typically
appear in input models and shortly describe the two main classes of model repair algo-
rithms (surface-oriented and volumetric). We will then give an overview on the typical
input models that appear in practice and at the same time provide all the references to
previous work. For this reason we also include non-CAD models in our overview, e.g.,
models that are acquired from a physical object by a scanning device.
In Chapter 6 and Chapter 7 we will then describe our novel model repair algorithms. The
ﬁrst one is speciﬁcally tailored to unstructured triangle soups that represent technical
objects like parts of machines and architectural models [14]. Our second algorithm
handles structured input like tessellated NURBS surfaces [12]. Both algorithms use
explicit methods to determine the geometry of the output model and volumetric methods
to deduce the correct topology.
5.1 Artefact chart
The chart in Figure 5.1 shows the most common types of artefacts that occur in typical
input models. Note that this chart is by no means complete and in particular in CAD
models one will encounter further artefacts like self-intersecting curves, points that do
not lie on their deﬁning planes and so on. While some of these artefacts, like complex
edges, have a precise meaning, others, like the distinction between small scale and large
scale overlaps, are described intuitively rather than by strict deﬁnitions.
5.2 Types of repair algorithms
Most model repair algorithms can roughly be classiﬁed as being either surface-oriented
or volumetric. This classiﬁcation already allows to deduce the strengths and weaknesses
of a given algorithm and to reason about the quality that can be expected of its output.
5.2.1 Surface-oriented algorithms
Surface-oriented algorithms operate directly on the input data and try to explicitly
identify and resolve artefacts on the surface. For example, gaps could be removed by
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holes and isles
singular vertex
handle
gaps and small
overlaps
incompatible
patch
orientation
large scale overlap
complex
edges
intersections
Figure 5.1: Artefact chart
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snapping boundary elements (vertices and edges) onto each other or by stitching triangle
strips in between the gap. Holes can be closed by a triangulation that minimizes a certain
error term. Intersections could be located and resolved by explicitly splitting edges and
triangles.
Surface-oriented repair algorithms only minimally perturb the input model and are able
to preserve the model structure in areas that are away from artefacts. In particular,
any structure that is encoded in the connectivity of the input (e.g., curvature lines)
or material properties that are associated with triangles or vertices are usually well
preserved. Furthermore, these algorithms introduce only a limited number of additional
triangles.
To guarantee a valid output, surface-oriented repair algorithms usually require that the
input model already satisﬁes certain quality requirements (error tolerances). These re-
quirements cannot be guaranteed or even be checked automatically, so these algorithms
are rarely fully automatic but need user interaction and manual post-processing. Fur-
thermore, due to numerical inaccuracies, certain types of artefacts (like intersections
or large overlaps) cannot robustly be resolved. Other artefacts, like gaps between two
closed connected components of the input model that are geometrically close to each
other, cannot even be identiﬁed.
5.2.2 Volumetric algorithms
Volumetric algorithms convert the input model into an intermediate implicit or volumet-
ric representation from which the output model is then extracted. Here, a volumetric
representation is any kind of partitioning of space into cells such that each cell can be
classiﬁed as either being inside or outside of the object. Examples of volumetric repre-
sentations that have been used in model repair include regular Cartesian grids [42, 68],
adaptive octrees [12, 14], kd-trees [32] and BSP-trees [67]. The interface between inside
and outside cells then deﬁnes the topology and approximates the geometry of the re-
constructed model. Due to their very nature, volumetric representations do not allow
for artefacts like intersections, holes, gaps or overlaps or inconsistent normal orienta-
tions. Depending on the type of the extraction algorithm, one can often also guarantee
the absence of complex edges and singular vertices. However, topological artefacts, like
handles, might still be present in the reconstruction.
Volumetric algorithms are typically fully automatic and produce watertight models.
Depending on the type of volume, they can often be implemented very robustly. In par-
ticular, the discrete neighbourhood relation between the cells allows to reliably extract
a consistent topology of the restored model. Furthermore, well-known morphological
operators can be used to robustly remove handles from the volume.
On the downside, the conversion to and from a volume leads to a resampling of the
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model. It often introduces aliasing artefacts, loss of model features and destroys any
structure that might have been present in the connectivity of the input model. The
number of triangles in the output of a volumetric algorithm is usually much higher than
that of the input model and thus has to be simpliﬁed in a post-processing step. Also the
quality of the output triangles often degrades and has again to be improved afterwards.
Finally, volumetric representations are quite memory intensive, so it is hard to run them
at high resolutions.
5.3 Types of input models
This section lists the most common types of input models that occur in practical model
repair situations. The typical artefacts of each type are described (see also Section 5.1)
and references to algorithms that can be used to remove them are given.
5.3.1 Raw point data
Raw point data typically consists of a set of points in space (possibly with associated
normals) that are considered to be samples of (a part of) an unknown surface S, see Fig-
ure 5.2. The goal is then to reconstruct the geometry and topology of S as accurately
as possible from the sample values. The reconstruction of models from point samples is
an issue that has received considerable attention in recent years and goes far beyond the
scope of this thesis. However, some of the problems encountered in this ﬁeld also are
relevant in model repair, e.g., determining the inside and outside of a model or ﬁnding a
globally consistent orientation of the normals. Thus methods that have originally been
developed for the reconstruction of models from point clouds have also been adapted to
work on arbitrary polygon soups.
Hoppe determines a consistent normal orientation by propagating the normal orientation
along a minimum spanning tree [39] while Borodin et al. propose to additionally take
into account the visibility of the patches [17]. Shen et al. generalize the moving least
squares approach from point clouds to arbitrary triangle soups [80].
5.3.2 Registered range scans
Registered range scans are a set of patches (usually triangle meshes) that represent
overlapping parts of the surface S of a scanned object, see Figure 5.2. While large
overlaps are a distinct advantage in registering the scans, they pose severe problems
when these patches are to be fused into a single consistent triangle mesh. The main
geometric problem in this setup are the potentially very large overlaps of the scans
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such that a point x on S is often described by multiple patches that do not necessarily
agree on x’s position. Furthermore, each patch has a diﬀerent connectivity which is in
particular a problem for surface-oriented repair algorithms.
There are only a few surface-oriented algorithms for fusing range images, e.g., the mesh
zippering algorithm of Turk and Levoy [87]. The most well-known volumetric method is
due to Curless and Levoy who locally generate a signed distance function around each
range image and then fuse these functions into one global model [24].
5.3.3 Fused range images
Fused range images are manifold meshes with boundaries, i.e., holes and isles, see Fig-
ure 5.2. These artefacts are either due to obstructions in the line of sight of the scanner
or result from bad surface reﬂectance properties of the scanned model like transparency
or glossiness. The goal is to identify and ﬁll these holes. In the simplest case, the ﬁlling
is a patch that minimizes some bending energy and joins smoothly to the boundary
of the hole. Advanced algorithms synthesize new geometric detail that resembles the
detail that is present in a local neighbourhood of the hole or transplant geometry from
other parts of the model in order to increase the realism of the reconstruction. The
main obstacles in hole ﬁlling are the incorporation of isles into the reconstruction and
the avoidance of self-intersections.
Kliencsek proposes an algorithm based on dynamic programming for ﬁnding minimum
weight triangulations of planar polygons [46]. This algorithm is a key ingredient in a
number of other model repair algorithms. Liepa proposes a surface-oriented method to
smoothly ﬁll holes such that the vertex densities around the hole are interpolated [58].
Podolak et al. cast hole ﬁlling as a graph-cut problem and report an algorithm that is
guaranteed to produce non-intersecting patches [73]. Davis et al. propose a volumetric
method to close gaps that diﬀuses a signed distance function into empty regions of the
volume [26]. Pauly et al. use a database of geometric priors from which they select
shapes to ﬁll in regions of missing data [72].
5.3.4 Triangle soups
Triangle soups are mere sets of triangles with no or only little connectivity information,
see Figure 5.2. They most often arise in CAD models that are manually created in a
boundary representation where users typically assemble pre-deﬁned elements (taken e.g.
from a library) without bothering about consistency constraints. Due to the manual
layout, these models typically are made of only a few thousands of triangles, but they
may contain all kinds of artefacts. Thus triangle soups are well suited for visualization
purposes, but cannot be used in any other kind of downstream application.
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Intersecting triangles are one of the most common types of artefacts in triangle soups,
as the detection and in particular the resolution of intersecting geometry would be much
too time-consuming and numerically unstable. Complex edges and singular vertices are
often intentionally created by the designer in order to avoid the duplication of vertices
and the subsequent need to keep these duplicate vertices consistent. Other artefacts
include inconsistent normal orientations, small gaps and excess interior geometry.
Surface-oriented methods that are able to automatically repair triangle soups are not
known. However, there are a number of volumetric methods, that can be applied to
triangle soups: Murali et al. produce a BSP tree from the triangle soup and automati-
cally compute the solidity of each leaf by solving a sparse linear system [67]. Nooruddin
et al. use ray-casting and ﬁltering to convert the triangle soup into a volumetric rep-
resentation from which they then extract a consistent, watertight model [68]. Shen et
al. create an implicit representation by generalizing the moving least squares approach
from point sets to triangle soups [80]. Bischoﬀ and Kobbelt scan convert the soup into
a binary grid, use morphological operators to determine inside/outside information and
then invoke a feature-sensitive extraction algorithm [14]. Greß and Klein use the addi-
tional degrees of freedom of a kd-tree to improve the geometric ﬁdelity of the volumetric
reconstruction [32].
5.3.5 Triangulated NURBS patches
Triangulated NURBS patches typically are a set of triangle patches that contain gaps and
small overlaps, see Figure 5.2. These artefacts arise when two or more trimmed NURBS
patches that join at a common boundary curve are triangulated: Usually, each patch is
triangulated separately and thus the common boundary is sampled diﬀerently from each
side. Other artefacts present in such models include intersecting patches and inconsistent
normal orientations. Triangulated NURBS patches are usually repaired using surface-
oriented methods. These methods ﬁrst try to establish a consistent orientation of the
input patches. Then they identify corresponding parts of the boundary and snap these
parts onto each other. Thus any structure that might be present in the triangulation
(like iso-lines, curvature lines, etc.) is preserved.
Barequet and Sharir use a geometric hashing technique to identify and bridge boundary
parts that have a similar shape [4]. Barequet and Kumar describe an algorithm that
identiﬁes geometrically close edges and snaps them onto each other [3]. Borodin and
Klein generalize the vertex-contraction operator to a vertex-edge contraction operator
and thus are able to progressively close gaps [16]. Bischoﬀ and Kobbelt use a volumetric
repair method locally around the artefacts and stitch the resulting patches into the
remaining mesh [12]. Borodin et al. propose an algorithm to consistently orient the
normals which takes visibility information into account [17].
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5.3.6 Piece-wise manifold meshes
Piece-wise manifold meshes are made up of 2-manifold patches that join consistently
along non-manifold edges and vertices. Such models are often generated when CSG
models are converted into a boundary representation (so-called r-sets, see [28]) or when
a surface is extracted from a multi-valued volumetric data set [13]. Repairing such a
piece-wise manifold model actually means to decompose it into manifold components.
The components should be as large as possible and should also have as few boundaries
as possible. Such a decomposition is, e.g., necessary when piece-wise manifold meshes
are to be loaded and processed into a data-structure that can only represent manifold
meshes.
Lazarus et al. solve the reconstruction problem by a cutting-and-stitching approach [33]
while Rossignac and Cardoze’s matchmaker algorithm optimises the reconstruction to
have as few vertex replications as possible [75]. Akleman and Chen developed a data
structure and associated editing operations that always guarantee the manifoldness of
the represented model [1].
5.3.7 Contoured meshes
Contoured meshes are meshes that have been extracted from a volumetric dataset by
marching cubes, dual contouring or other extraction algorithms, see Figure 5.2. Provided
that the correct marching cubes tables are used, contoured meshes are always guaran-
teed to be watertight and 2-manifold. However, these meshes often contain topological
artefacts, i.e., small handles.
Volumetric data arises most often in medical imaging (CT, MRI, . . . ) and as an in-
termediate representation when fusing registered range scans. In a volumetric dataset,
each voxel is classiﬁed as being either inside or outside the object. Unfortunately, due to
the ﬁnite resolution of the underlying grid, voxels are often classiﬁed wrongly (so-called
partial volume eﬀect). This leads to topological artefacts in the reconstruction, like
handles, cavities or disconnected components, that are not consistent with the model
that should be represented by the volume. A famous example are MRI data sets of the
brain: It is well known that the surface of the brain is homeomorphic to a sphere, but
often a model of higher genus is extracted unintentionally.
While disconnected components and small cavities can usually easily be detected and
removed from the main part of the model, handles are more problematic. Due to the
simple connectivity of the underlying Cartesian grid, it is usually easiest to remove
them from the volume dataset before applying the contouring algorithm or to identify
and resolve them during reconstruction [90]. Guskov and Wood presented one of the
few surface-oriented algorithms to remove handles from a pure triangle mesh [34].
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5.3.8 Badly meshed manifolds
Badly meshed manifolds usually contain degenerate elements like triangles with zero
area (caps and needles) and triangle ﬂips, see Figure 5.2. Typically these meshes are the
output of marching cubes like algorithms, in particular if they are enhanced by feature-
preserving techniques. Badly meshed manifolds also often result from the tessellation
of CAD models. Although badly meshed manifolds are in fact manifold and even often
watertight, the degenerate shape of the elements prevents further processing in e.g. ﬁnite
element meshers. The repair of such meshes is called remeshing, an issue that is beyond
the scope of this thesis [18].
5.4 Summary
Model repair algorithms remove artefacts like intersections, gaps, holes, complex edges
and redundant interior parts from geometric models to make them accessible for down-
stream applications. Model repair comes in two ﬂavours: Surface-oriented algorithms
are fast and preserve most of the input structure but they are not robust and thus cannot
cope with all kinds of artefacts. Volumetric algorithms produce guaranteed closed and
2-manifold meshes, but have a large memory footprint, resample the whole input and
thus suﬀer from aliasing artefacts.
The increase in computing resources over the past decades has made it possible to store
and process discrete volumes at high resolutions and thus the focus has recently shifted
from surface oriented approaches to the more robust volumetric algorithms. However,
many problems are still unsolved. There are technical issues like the reduction of aliasing
artefacts, parallel processing of large volumes and the preservation of material properties.
On a higher level there is a need for well-deﬁned and intuitive hole-ﬁxing metaphors
that replace the often rather heuristic and unpredictable behaviour of many algorithms.
In particular no current algorithm is able to automatically deduce the design intend
from the input model and thus discriminate between intentional, hand-made geometric
complexity and unintentional artefacts.
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Image courtesy M. Habbecke.
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Figure 5.2: Types of input models
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In this chapter we present a new approach for the restoration of unstructured models.
Our algorithm takes as input an arbitrary triangle soup that may contain all kinds of
artefacts like gaps, holes, intersections, complex elements, incompatible orientation and
in particular redundant interior geometry. The output is guaranteed to be a closed and
2-manifold triangle mesh that approximates the input model within a speciﬁed error
bound ε.
Our algorithm employs a volumetric representation to determine the topology of the
model but uses the original input triangles to reconstruct its geometry. It is thus able to
exploit the advantages of both — the volumetric and the surface-oriented approaches.
The volumetric representation is conceptually based on a uniform voxel grid and allows
us to eﬃciently detect and resolve topological inconsistencies as well as gaps and holes.
The voxel grid is actually implemented as an adaptive octree and so we achieve high
resolutions (up to 40963 on a standard PC) and at the same time are able to signiﬁ-
cantly lower the triangle count of the output model. The geometric realisation of the
output mesh is deduced directly from the original input triangles by a feature sensitive
resampling technique which guarantees a faithful approximation of the input model.
Our main contributions are:
• Voxelization. We describe a fast and reliable technique to convert the input triangle
soup into an adaptive octree and present a set of reﬁnement criteria to guarantee
that the ‘full’ octree cells exactly represent the topology of the model.
• Hole-ﬁxing. We provide two intuitive and physically plausible hole-ﬁxing metaphors
that can eﬃciently be implemented by volumetric morphological dilation and
multi-scale ﬂood-ﬁlling.
• Feature sensitive sampling. Our algorithm determines optimal vertex positions
for the output mesh by a feature-sensitive sampling technique and thus preserves
sharp corners and edges of the input.
• Manifold dual contouring. We present an extension of the dual contouring algo-
rithm that produces guaranteed 2-manifold output meshes.
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(a) (b) (c) (d)
Figure 6.1: Algorithm overview: The input triangle soup (a) is converted into an adap-
tive octree (b) and the ‘inside’ and ‘outside’ cells are determined (c). ‘Full’ cells are
considered to be ‘inside’ when ﬁnally the reconstruction is deduced from the interface
between ‘inside’ and ‘outside’ cells (d). As gaps and holes have no associated geometry
they are closed by smooth surface patches.
6.1 Overview
As is typical for volumetric algorithms, the input model is ﬁrst converted into a discrete
volumetric representation. In our case we use an adaptive octree that is only reﬁned
in regions of geometric and topological detail. This not only improves the memory
eﬃciency of our algorithm but also signiﬁcantly reduces the number of output triangles.
The connectivity (and thus the topology) of the output mesh will then be deduced from
the interface between ‘outside’ and ‘inside’ cells. However, the spatial positions of the
vertices of the output mesh are explicitly resampled from the input triangles. This
guarantees a high-quality, feature-preserving reconstruction.
Our algorithm proceeds in four steps, compare Figure 6.1:
1. Voxelization. In the voxelization step the input model is converted into an adaptive
octree where each ‘full’ cell stores references to the triangles that intersect with
it. We describe necessary and suﬃcient cell-subdivision criteria to guarantee that
regions of high geometric and topological complexity are well-separated and that
the vicinity of boundary edges is suﬃciently resolved.
2. Hole-ﬁxing. The hole-ﬁxing step is central to our algorithm. In this step we ﬁll in
the gaps and holes of the input model which in our volumetric setup is equivalent
to determining which cells are ‘inside’ and which cells are ‘outside’ the object. We
present two diﬀerent hole-ﬁxing strategies:
a) Morphological hole-ﬁxing applies a number of morphological dilation steps to
the ‘boundary’ cells of the octree and thus bridges all gaps and holes up to
a given radius ρ. The outside component is then extracted by a ﬂood-ﬁll
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process. Morphological hole-ﬁxing works especially well if the maximum gap
size ρ is known a-priori and if the input model has only few boundaries.
b) Hole-ﬁxing by two-colour ﬂood-ﬁlling applies ﬂood-ﬁlling on multiple scales
to separate the ‘inside’ and ‘outside’ components of the octree. This strategy
does not need any user input and is especially well-suited for models that
contain only few interior geometry.
3. Surface extraction. In the surface extraction step we extract a triangle mesh from
the adaptive octree by using an extension of the dual contouring algorithm which
guarantees that the restored surface is a proper manifold. The connectivity and
thus the topology of the mesh is determined by the voxel connectivity of those
‘inside’ cells that are adjacent to an ‘outside’ cell. The geometry of the mesh, i.e.,
the spatial positions of the vertices, is resampled from the original input triangles
to provide maximum reconstruction ﬁdelity.
4. Post-processing. In the post-processing step we assign spatial positions to those
vertices that do not correspond to any input geometry, i.e., that cover the gaps
and holes. The positions are computed by a relaxation procedure such that the
gaps and holes of the input mesh are covered by smooth patches. We also clean
up the model to make it accessible to algorithms that are based on data structures
with less expression power.
During the run of the algorithm, leaf cells of the octree get assigned various states. A
cell is classiﬁed as ‘full’ if it is intersected by the input geometry and ‘empty’ otherwise.
A cell is classiﬁed ‘inside’, if it is inside the object and ‘outside’ otherwise. We assume
that all ‘full’ cells are automatically classiﬁed as ‘inside’. A cell might be classiﬁed as
‘boundary’ if it contains a boundary of the input and ‘non-boundary’ otherwise. Of
course, ‘boundary’ cells are always ‘full’ and thus also ‘inside’. Finally, an ‘empty’ cell
might temporarily be classiﬁed as ‘dilated’.
6.2 Voxelization
Our algorithm takes as input an arbitrary set {Ti} of triangles. Furthermore, the user
must specify a tolerance value ε and, in case that morphological hole-ﬁxing is employed
(Section 6.3.1), a value ρ which estimates the maximum size of the holes and gaps of
the input model.
We assume that the input model is centred at the origin and that it is contained in
a bounding cube with corners [±M,±M,±M ]. We then initialize the root cell of an
octree [76] to this bounding cube and choose the maximum reﬁnement depth dmax of
the octree such that
2dmax−1 < M/ε ≤ 2dmax .
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Hence it is guaranteed that the size of the smallest leaf cells is below the prescribed error
tolerance ε.
Our goal is to generate a discrete volumetric representation that properly reﬂects the
topology of the input model. For a uniform grid we would simply set all grid cells
to ‘full’ that are intersected by the input geometry. However, this approach has two
disadvantages: First, a uniform grid is not memory eﬃcient, as the number of grid cells
scales cubically with respect to the resolution of the grid —independent of the complexity
of the input model. Second, as we will see later, a uniform grid signiﬁcantly increases
the number of triangles in the output mesh. Hence, our idea is to replace the uniform
grid by an adaptive octree. Of course, this octree has to correctly resolve the topology
of the input model (up to the resolution ε) and thus has to be reﬁned in geometric
and topological ambiguous areas. However, the number of cells in an adaptive octree
scales only linearly with the resolution and thus the octree representation outperforms
a uniform grid in terms of memory eﬃciency. At the same time an octree eﬃciently
supports operations like enumerating the neighbours of a cell or determining a cell’s
size and location. In the following we present a reﬁnement procedure that resolves all
geometric and topological features of the input model up to the resolution ε.
6.2.1 Geometric reﬁnement
We ﬁrst reﬁne the octree such that geometric features of size > ε are suﬃciently sepa-
rated by at least one layer of ‘empty’ octree cells. Note that here we will not consider
boundaries to be features — these will be handled in a subsequent step. Our reﬁnement
criterion is conservative, but can eﬃciently be evaluated: Only if the input model is
planar in a full neighbourhood of an octree cell, the cell does not need to be subdivided
any further, see Figure 6.2.
To implement this criterion we iteratively insert the triangles {Ti} into the octree and
store with each leaf cell the indices of the triangles that intersect with it. If a leaf
cell references two or more numerically non-coplanar triangles, the cell is split and the
triangles are distributed to its children. Here we consider two triangles T1 and T2 to be
numerically coplanar, if their supporting planes ni ·x+di = 0 numerically are the same,
i.e., if (n1− n2)2 + (d1− d2)2 is smaller than some threshold. We then do a second pass
and split all cells that have another non-coplanar triangle in any of their adjacent cells.
This procedure is repeated until no more cells need to be split or the ﬁnest depth dmax
is reached.
To quickly check whether a triangle intersects an octree cell, we employ Gottschalk’s
separating axis theorem for convex polytopes [31]. If the orthogonal projections of both
polytopes onto an arbitrary axis are disjoint, then the two polytopes cannot intersect.
The separating axis theorem states that one only has to do this check for a ﬁnite number
of axes, namely all axes that are orthogonal to two arbitrary edges taken from one or
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(a) (b)
Figure 6.2: Geometric reﬁnement. To separate geometric features by a layer of ‘empty’
cells, neighbouring cells that do not agree on a common supporting plane (a) are
subdivided (b).
both polytopes. In the case of a triangle-cell intersection test, this amounts to at most
13 directions that have to be checked. To avoid round-oﬀ errors it is suﬃcient to perform
all computations with 3N bits precision, if the input coordinates are discretized to N
bits.
At the end of this step we obtain an adaptively reﬁned octree with each leaf cell being
either ‘empty’ or ‘full’, in the latter case referring to a set of triangles intersecting with
it. Our cell splitting criterion guarantees that all triangles in a cell that is not from the
ﬁnest depth dmax, are (numerically) coplanar.
6.2.2 Topological reﬁnement
The geometric reﬁnement step of the previous section asserts that geometric features of
the input are separated by a layer of ‘empty’ cells. Here we assert that the topology of
the input is correctly reﬂected by the face adjacency of the ‘full’ cells.
Let c and d be two adjacent ‘full’ cells not from the ﬁnest level and let T (c, d) the set
of triangles registered with them. Note that the triangles in T (c, d) are coplanar since
otherwise c and/or d would have been subdivided in the previous step. The cells c and
d correctly reﬂect the topology of the input, if the supporting plane of T (c, d) actually
intersects the face between c and d. This implies that we have to reﬁne our octree
representation such that the given surface actually passes through all faces between
adjacent ‘full’ cells (see Figure 6.3). We thus make another pass over the octree and
enumerate all neighbouring full cells c and d. If the four corners of the common octree
face are lying on the same side of the supporting plane of T (c, d), we subdivide c and d
and distribute the registered triangles to their children as before.
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(a) (b)
Figure 6.3: Topological reﬁnement. In order to have the input surface topology correctly
represented by the collection of ‘full’ octree cells, we have to reﬁne the octree in a
number of ambiguous conﬁgurations. In (a) the surface does not pass through the
octree facet between two ‘full’ cells (fat facet). Further reﬁnement in (b) establishes
this property.
6.2.3 Boundary reﬁnement
Boundary cells must be represented on the ﬁnest octree level, as they delineate features
like gaps and holes. However, the robust detection of ‘boundary’ cells requires some
eﬀort since we do not assume any reliable connectivity information in the input data.
For example, even if a cell intersects with an unmatched edge of the input model it
does not necessarily need to be a boundary cell, as the edge could be interior to another
triangle.
Note that in principle it does not harm to have false-positives, i.e., to classify a cell as
‘boundary’ although it is not. However, false-positives trigger additional reﬁnement and
thus will slow down the algorithm and increase its memory footprint.
Let us assume that we have a cell from octree depth d < dmax and that all triangles
in the cell are numerically coplanar. Furthermore let the supporting plane and the cell
intersect in the planar polygon P . If the triangles completely cover P , the cell cannot
contain a boundary. To check this criterion we shoot rays from the cell’s front face to
its back face. If such a ray hits the supporting plane but does not intersect any triangle,
we assume that the cell contains a boundary. In this case the cell is subdivided and the
registered triangles are distributed to its children. Only if none of the rays indicates a
boundary, we assume that there is no boundary in the cell.
To be more precise, let n be the normal of the supporting plane. We assume that the
cell is translated and rotated by multiples of 90◦ such that its lower, left, back corner
coincides with the origin and that the normal points in positive z-direction, i.e., nz > |nx|
and nz > |ny|. We observe that the size of the cell is 2(dmax−d) ε and hence we consider
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(a) (b) (c) (d)
Figure 6.4: Boundary reﬁnement. Uniformly distributed ray segments are shot from the
front face to the back face of the cell (a). If any of the rays hits only the supporting
plane but no triangle, then the cell contains a boundary (b), in all other cases we
assume that the cell contains no boundary (c,d).
uniformly distributed ray segments of the form
ε
⎡
⎣ ij
λ 2(dmax−d)
⎤
⎦ , (i, j) ∈ {0, . . . , 2(dmax−d)}2, 0 ≤ λ ≤ 1 .
If any of these ray segments intersects the supporting plane but not a triangle, the cell
will be subdivided, see Figure 6.4.
As our test only evaluates the cell geometry at a ﬁnite number of rays we may fail to
classify a cell as ‘boundary’ even if the supporting plane is not completely covered by
triangles. However, this can only happen if the diameter of the gaps and holes that
are represented by the uncovered area is smaller than ε. Because of the volumetric
representation, such a cell will nonetheless be tagged as ‘full’ and the gaps will be
“invisible” to the dual contouring algorithm which we use to reconstruct the geometry.
6.3 Hole-ﬁxing
After the second step we have an adaptively reﬁned octree with ‘full’ and ‘empty’ cells
from all levels. The ‘full’ cell’s face neighbourhood relation properly represents the topol-
ogy of the input mesh. All geometric features are separated by ‘empty’ cells and some of
the ﬁnest level cells are tagged as ‘boundary’. It remains to ﬁx the gaps and holes of the
model, i.e., to determine which cells are ‘inside’ and which cells are ‘outside’. In this sec-
tion we describe two hole-ﬁxing strategies for inside/outside classiﬁcation: morphological
hole-ﬁxing (Section 6.3.1) and hole-ﬁxing by two-colour ﬂood-ﬁlling (Section 6.3.2).
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(a) (b) (c) (d)
Figure 6.5: Morphological hole-ﬁxing: A cylindrical region is grown around each bound-
ary edge (a) and a ﬂood-ﬁlling process determines the outside component (b and c).
The excess cylinder geometry is removed by expanding the outside component back
into the dilated region and all regions that are not outside are then set to ‘inside’ (d).
Unfortunately there is no way of automatically solving the general hole-ﬁxing problem.
In particular, if signiﬁcant parts of the input geometry are missing then the semantics
of the object cannot be recovered and user interaction becomes necessary. However, we
have found that our heuristics work reasonably well in practice.
Note that even if the input data happens to contain gaps and holes that cannot be closed
by one of our strategies, the following steps of our model restoration algorithm are not
handicapped. The algorithm will still produce a proper manifold surface which then
however covers both the outside and the inside of the input model.
6.3.1 Hole-ﬁxing by morphological operations
In the following we assume that the user has speciﬁed a maximum gap radius ρ. The
algorithm will then ﬁll all holes and gaps of diameter ≤ 2ρ.
The idea of morphological hole-ﬁxing is simple and is demonstrated in Figure 6.5 in the
continuous setting: By growing a cylindrical region D of radius ρ around each boundary
edge, we close all gaps of diameter ≤ 2ρ. We determine the outside component of the
model by a ﬂood-ﬁll process that is seeded at the boundary of the root cell. Then we
remove the excess geometry around the boundaries by expanding the outside component
ρ units back into the region D to obtain a clean and geometrically accurate separation
of the inside and outside of the model. In the following we describe how this continuous
idea can be realized by morphological dilation operations on a discrete voxel grid.
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Dilation
Let us assume a uniform grid, let X and R be sets of grid cells and let k ∈ {6, 18, 26}.
Then a k-dilation of X restricted to R is deﬁned as
Dk,R(X ) := {c ∈ R : c is a k-neighbor to a cell x ∈ X} .
We can imagine that the set X “grows” into the set R. If we use an adaptive octree
instead of a uniform grid and want to grow the region X with uniform speed into all
directions we cannot pass information between cells from diﬀerent reﬁnement levels.
Hence, we restrict the dilation to the ﬁnest level cells. As a consequence we have to
reﬁne each cell that is adjacent to X down to the ﬁnest level before it is conquered by
the dilation process. Obviously, depending on the number of dilation steps, this will
increase the complexity of the octree representation signiﬁcantly. However, since we will
apply this kind of dilation only to the ‘boundary’ cells, just a few regions of the volume
are actually aﬀected.
Morphological hole-ﬁxing
Morphological hole-ﬁxing consists of three steps that mimic the continuous cylinder
expansion model on our discrete adaptive octree representation, compare Figure 6.6.
Step 1: Initially all cells in the octree are ‘full’ or ‘empty’ and some of the ‘full’ voxels
are also tagged ‘boundary’. We start by performing s = ρ/ε restricted dilation steps
from all ‘boundary’ voxels into the ‘empty’ cells,
‘dilated’ ← Ds6,‘empty’(‘boundary’) \ ‘boundary’ ,
i.e., all cells that receive a status update during this step are tagged ‘dilated’. Since we
deﬁne the topology of the output surface via the 6-neighbourhood of ‘full’ voxels, the
restricted dilation propagates information only in the six major directions. If the input
data has gaps and holes that are smaller than 2ρ then these are ﬁlled with ‘dilated’
voxels by this operation.
Step 2: We set all ‘empty’ cells that are touching the outer faces of the octree root
cell to ‘outside’. This is correct due to our deﬁnition of the root cell in Section 6.2.
Then we propagate the ‘outside’ information into the ‘empty’ and not ‘dilated’ cells
until no more ‘empty’ cells can be activated. By this we in fact implement a ﬂood-ﬁlling
algorithm that ﬁnds the complete outside component enclosing a solid which consists of
‘full’ and ‘dilated’ cells. The reﬁnement in the voxelization step (Section 6.2) guarantees
that the ﬂood ﬁlling actually reaches all parts of the outside component. Since we use
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(a) (b) (c) (d)
Figure 6.6: Hole-ﬁxing by morphological operations: First the ‘boundary’ cells are
dilated into the ‘empty’ cells (a). Next we determine the ‘outside’ component by
ﬂood-ﬁlling (b). The ‘outside’ component is expanded back into the already ‘dilated’
cells (c). The result is a clean separation of ‘outside’ and ‘inside’ from which we deduce
the surface topology of the output mesh (d).
the 6-neighbourhood between ‘full’ and ‘dilated’ voxels, we use the 26-neighbourhood
for the complement, i.e., the ‘outside’ voxels. This guarantees a compatible digital
topology [8, 48].
Step 3: Now we perform s dilation operations from the ‘outside’ cells back into the
‘dilated’ cells,
‘outside’ ← ‘outside’ ∪ Ds6,‘dilated’(‘outside’) .
This shrinks back the boundary of the solid enclosed by the ‘outside’ cells while not
changing the status of any ‘full’ cell. Since all ‘dilated’ cells into which the ‘outside’
cells propagate their status, have been generated in step (1), they already are from the
ﬁnest level. Hence the propagation speed is uniform and we do not need any additional
reﬁnement steps.
After this last step, we have the surface topology of the output mesh implicitly deﬁned
by the interface between the 6-connected ‘inside’:=‘outside’C cells and the 26-connected
‘outside’ cells.
6.3.2 Hole-ﬁxing by two-colour ﬂood-ﬁlling
Assume that we are given a geometric model M ⊂ R3 that may contain all kinds of
artefacts, in particular gaps and holes. The morphological hole-ﬁxing algorithm of the
previous section expands all boundaries of M into cylindrical regions of radius ρ and
thus bridges all gaps of diameter ≤ 2ρ. Switching the point of view from M to its
complement MC := R3 \M, this can be considered as bridging the gaps through “thin”
regions of MC , i.e., regions that intuitively are “thinner” than 2ρ. Whether a region is
“thin” or not is thus determined by one global constant ρ. In this section we propose
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another hole-ﬁxing metaphor that also bridges gaps in “thin” regions ofMC . This time,
however, we use a local notion of “thin”-ness: A region ⊂MC is considered to be “thin”,
if it is “thinner” than its adjacent regions. Thus no global parameters are employed and
we will obtain a fully automatic hole-ﬁxing algorithm.
In the following we will make these rather vague notions bit by bit more precise and
eventually arrive at an algorithm that can be realised on our discrete adaptive octree.
The major features of our algorithm are:
• The algorithm produces sensible inside/outside components.
• The algorithm uniformly handles gaps and holes of diﬀerent sizes.
• The algorithm enables an intuitive user-interface that allows to reﬁne the recon-
struction in ambiguous regions simply by letting the user specify some seed points.
• The algorithm can be run without any user-interaction, in particular no a-priori
estimates on the maximum gap size are needed.
The continuous model
Setup Assume that we are given a set I0 ⊂ MC of points that are guaranteed to lie
inside the input model and another set O0 ⊂ MC of outside points. The basic idea of
two-colour ﬂood-ﬁlling is to perform simultaneous ﬂood-ﬁlling by two diﬀerent liquids
— an ‘inside’ liquid that is seeded at the points in I0 and an ‘outside’ liquid that is
seeded at the points in O0, see Figure 6.7. Note that the two liquids may not mix, i.e.,
their expansion is limited either by the input model M or when they touch each other
and thus form an interface between the inside and outside component. Note also that
the expansion speed of the two liquids need not be uniform, an observation that we will
exploit below. Regions ⊂ R3 that are reached neither by the ‘inside’ nor by the ‘outside’
liquid, are completely enclosed by M and thus are classiﬁed ‘inside’. Hence the surface
of the ‘outside’ liquid is ﬁnally assumed to form the boundary of the input model. Note
that conceptually this is the boundary of a solid, physical object and thus is manifold
and watertight.
Expansion rate A uniform expansion speed of the liquids will lead to diﬀerent recon-
struction results depending on the positions of the initial seeds I0 and O0. Furthermore
the location of the interface between the two liquids depends heavily on the spatial re-
lation of the inside and outside seeds and not so much on the structure of the input
model M. This leads to counter-intuitive and unpredictable results, see Figure 6.8 (a,
b). In order to avoid these artefacts, the expansion rate of the two liquids should not
be uniform but must depend on the geometrical properties of the input model M, see
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a) b) c)
d) e) f)
Figure 6.7: Two-colour ﬂood-ﬁlling: Initial ‘inside’ ◦ and ‘outside’ • seed points are
placed in the scene (a). Then ﬂood-ﬁlling is initiated from these seed points (b and
c). Note that the expansion speed needs not be uniform, and thus the advancing
fronts need not be circular. When the ﬂood comes to a halt (d) the areas that where
not reached by either of the two liquids are set to ‘inside’ (e) and the surface of the
‘outside’ liquid is taken to be the ﬁnal reconstruction (f).
Figure 6.8 (c). To achieve this, we propose the notion of an α-liquid whose particles are
all of size α > 0, i.e., such a liquid cannot ﬂow into gaps and holes with diameter < α.
We denote the operation of two-colour ﬂood-ﬁlling with such α-liquids by
I1,O1 ← two-colour-ﬂood-ﬁllM,α(I0,O0) ,
where I1 and O1 are the regions that are ﬁlled by the ‘inside’ and ‘outside’ α-liquid resp.
The idea is to start out with a rather large value of α, e.g., α = diameter(M), which will
result in a crude approximation of the inside and outside components only. However, we
may use this approximation as the new seeds for another round of α-ﬂood-ﬁlling, this
time with a smaller α-value. We iterate this procedure with smaller and smaller values
of α, e.g., α, α/2, α/4, . . . , until in the limit α → 0, the liquids ﬁll in all gaps and holes:
α ← diameter(M)
for i← 0, 1, 2, . . . do
I i+1,Oi+1 ← two-colour-ﬂood-ﬁllM,α(I i,Oi)
α ← α/2
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a)
b)
c)
Figure 6.8: Two-colour ﬂood-ﬁlling: The top and middle rows (a and b) show snapshots
from a two-colour ﬂood-ﬁlling process with uniform liquid expansion rate. The result-
ing interface depends on the positions of the seeds and is rather counter-intuitive as it
does not really respect the input geometry. The bottom row (c) shows snapshots from
a two-colour ﬂood-ﬁlling process with α-liquids. The result is much more intuitive
and does not depend so much on the initial position of the seeds.
This way, the inﬂuence of the initial choice I0,O0 of seeds on the reconstruction is
decreased. Furthermore, the reconstructed surface tends to bridge gaps and close holes
through thin regions of MC , which results in more intuitive reconstructions.
Selecting the seed points Two-colour α-ﬂood-ﬁlling needs as initialization the sets I0
and O0 of inside and outside seed points. These sets can be (interactively) deﬁned by
the user at the beginning of the algorithm. Additionally, the user can steer the ﬂood-ﬁll
process by adding additional ‘inside’ or ‘outside’ points in ambiguous areas after each
iteration of the algorithm. Of course, the new points must not be already ﬂooded by
one of the two liquids. It is even possible to make the algorithm independent of user
input at all.
The idea is simple: Let us denote a point p ∈ R3 as free with respect to a set X ⊂ R3
and a particle size α, if
{q ∈ R3 : distance(p,q) ≤ α} ∩ X = ∅
Initially, we select a dense set of random points outside or on the bounding box of M to
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(a) (b) (c) (d)
Figure 6.9: Automatic two-colour ﬂood-ﬁlling with α-liquids: Initially there are no
‘inside’ seeds and the algorithm can only produce a coarse ‘outside’ component (a).
During the run of the algorithm, free points are added as ‘inside’ seeds (b and c). The
ﬁnal result is shown in (d).
form O0 and set I0 := ∅. After each iteration of the algorithm we then simply augment
the set of inside points by all free points. This yields the following algorithm:
α ← diameter(M)
for i← 0, 1, 2, . . . do
Itmp,Oi+1 ← two-colour-ﬂood-ﬁllM,α(I i,Oi)
F ← {p : p is free w.r.t. α and M∪ I i ∪ Oi}
I i+1 ← Itmp ∪ F
α ← α/2
Figure 6.9 shows an example of this fully automatic hole-ﬁxing approach.
Discrete two-colour ﬂood-ﬁlling
The adaptation of the continuous two-colour ﬂood-ﬁll algorithm with α-liquids to the
discrete adaptive octree setting is straightforward, see Figure 6.10.
We do not work in continuous R3 but instead employ the discrete spatial subdivision
that is induced by the leaf cells of the octree. Thus the geometric model M corresponds
to those leaf cells that are intersected by the input geometry, i.e., to the ‘full’ leaf cells
and likewise, MC corresponds to the ‘empty’ leaf cells. The initial ‘outside’ seeds O0 are
represented by all leaf cells that touch the bounding box and the decreasing sequence of
α-values is replaced by the decreasing sequence
2dmax > 2dmax−1 > · · · > 2 > 1
of cell sizes that correspond to the cells on depth k = 0, 1, . . . , dmax. Finally, the contin-
uous expansion of the liquids is modelled by standard ﬂood-ﬁlling that is restricted to
leaf cells on depth k.
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(a) (b) (c) (d)
Figure 6.10: Discrete two-colour ﬂood-ﬁlling: Snapshots of the ﬂood ﬁll process at
successively ﬁner levels are shown in (a,b,c). Eventually, the ﬁnest-level will be reached
(c) and all empty cells that have been conquered by neither of the two liquids are set
to inside (d).
6.4 Surface extraction
6.4.1 Surface topology extraction
In this section we describe how to turn the implicit voxel topology information into
explicit mesh connectivity information by applying an extension of the dual contouring
algorithm [43]. Our extension guarantees that the output mesh is a clean manifold by
carefully splitting complex vertices and edges that are produced by the original algo-
rithm.
We use a face based mesh representation where each face stores pointers to its neighbour-
ing faces and to its adjacent vertices. Note that we do not need an explicit representation
for the edges of the mesh. In fact, using just the face neighbourhood relation implies
that the mesh data structure cannot represent complex edges at all.
The mesh is then build up in 3 steps: First we create the faces, second we set the pointers
between neighbouring faces and ﬁnally we create the vertices and set the corresponding
vertex pointers.
Step 1: A grid-vertex in the octree is considered ‘outside’ if it has at least one adjacent
‘outside’ cell, and ‘inside’ otherwise. A grid-edge is considered ‘inside’ if all the surround-
ing cells are ‘inside’, and ‘outside’ otherwise. We enumerate all pairs (v, e = (v,w)) of
‘outside’ grid-vertices v and incident ‘inside’ grid-edges e = (v,w) where all adjacent
cells are leaf-nodes. This is done by a recursive octree traversal procedure similar to [43].
For each such pair we create a dual polygonal face f , namely a triangle or quadrangle
depending on whether e has three or four adjacent leaf cells. By duality, each edge of
such a polygonal face f is associated with an octree grid-facet F . Finally we assign a
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piercing point and a piercing normal
pf =
2
3
v +
1
3
w
nf = v −w
to f . The piercing point lies on e and provides a preliminary geometric embedding for
the face f . This piercing point is necessary to distinguish between the two faces that
might be associated with the edge e if both end points are ‘outside’. Notice that the
piercing point position is not used for reconstructing the geometric shape of the ﬁnal
surface. The piercing normal is chosen such as to always point to the ‘outside’.
Step 2: We recursively visit all octree grid-facets F and collect the polygonal faces
f1, . . . , fn associated with F (if any). Note that by construction, n is even. Note also
that by duality, all fi conceptually share an edge that is dual to the octree grid-facet
F . Let c be the centre of F and p1, . . . ,pn the piercing points assigned to the faces
f1, . . . , fn. The vectors pi − c all lie in the supporting plane of F and hence induce a
canonical counterclockwise ordering fπ(1), . . . , fπ(n) of the faces fi where we can assume
without loss of generality that nfπ(1) points in counter-clockwise direction. To establish
the face connectivity, we double link the faces fπ(1), . . . , fπ(n) in that cyclic order (see
Figure 6.11). Note that since we do not represent mesh edges explicitly, there is no need
to split the complex edge common to all fi.
Step 3: Finally, we create a new vertex for every cyclic triangle/quad fan in the polyg-
onal mesh and set the pointers of the corresponding faces to this vertex. This is im-
plemented by iterating over all faces and following the face-neighbour links until each
n-sided face has all its n vertices. This procedure automatically splits complex vertices
since a new copy is generated for each fan adjacent to it. Hence the result is guaranteed
to be a closed and manifold polygonal mesh. Notice that in contrast to the original dual
contouring algorithm, more than one vertex can be generated for a cell. The geometric
position for the vertices is determined in the next step.
6.4.2 Surface geometry reconstruction
In the previous step we deduced the connectivity of the output mesh from the digital
topology of the ‘inside’ cells. In this stage we instantiate the geometry of the output
mesh, i.e., we assign spatial positions to its vertices. Note that each vertex corresponds
to an ‘inside’ cell that is either ‘full’ or ‘empty’. In the former case, we compute a
feature-sensitive sampling point from the set of triangles that intersect with the cell.
In the later case the cell was activated during the hole-ﬁxing step and we mark the
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(a) (b) (c) (d)
Figure 6.11: The ﬁgure shows the supporting plane of an octree grid-facet. Octree facets
that are adjacent to two full cells are marked dark, facets that are adjacent to one or
two empty cells are blank. For each pair of an ‘outside’ vertex and an ‘inside’ edge (a)
we create a polygonal face f and its associated piercing point pf symbolized by bars
and dots in (b). The faces are then linked in counterclockwise order (c). Finally, we
create a vertex for each cyclic triangle/quad fan (d). The actual geometric positions
of these vertices are determined in the geometry reconstruction step.
vertex position as “don’t care”. The positions of the “don’t care” vertices will then be
determined in the post-processing step.
After the voxelization step, each leaf cell contains references to all the triangles that
intersect with it. Leaf cells on the ﬁnest depth dmax are of size ε and sample points
generated within such cells are thus guaranteed to deviate less than ε from the input
model. On the other hand, if a leaf cell is not from the ﬁnest octree depth, our reﬁnement
criterion guarantees that all triangles in this cell are coplanar. Our feature sensitive
sampling technique will generate a sample point exactly on the common supporting
plane of all triangles that intersect the cell and so we can again guarantee that the
sample point deviates less than ε from the input model.
Local visibility test
A common problem with triangle soups is internal redundant geometry that does not
contribute to the outside surface of the object. If such internal geometry reaches into
a cell where the reconstructed surface passes through, it might interfere with the com-
putation of the sample point (see Figure 6.12). Although the resulting surface will still
meet the prescribed error bound ε, it might nonetheless display some visually disturbing
normal noise.
To visually improve the quality of the output surface we adopt a visibility test that
locally determines for each cell which of the registered triangles actually contribute to
the outside surface. Only triangles that are visible from the outside will then enter the
feature sensitive sample point computation. If more than one surface sheet passes the
cell, we do the test for each sheet separately.
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(a) (b) (c)
Figure 6.12: Redundant internal geometry like double walls can aﬀect the sample po-
sition (a). Although this does not violate the prescribed error tolerance ε, we can
usually further improve the quality of the output mesh by a local visibility test from
the ‘outside’ region (b). This test detects the redundant triangles and excludes them
from the sample point computation (c).
We proceed as follows: Let S be a surface sheet local to a cell (i.e., a 1-star of triangles
and quadrangles) and let O be the set of cell corners, that are ‘outside’ with respect to
S. From each point p ∈ O we register all triangles that are visible from p by uniformly
shooting rays into the cell (see Figure 6.12). Then we use only those triangles to compute
the actual sample point, that are visible from at least one corner point ∈ O.
Sample point computation
For computing a sample point within a ‘full’ cell, we distinguish three cases according
to whether the triangles registered with the cell can be partitioned into (a) one, (b) two
or (c) more than two coplanar sets. In any case, the sample point should lie within the
corresponding cell such that fold-overs in the resulting output mesh are minimised. Let
c be the cell centre and let s be its edge length. We observe that the level sets of the
function || ·−c||∞ form cubical sheets around the cell centre c and that in particular the
interior of the cell is given as
{x ∈ R3 : ||x− c||∞ ≤ s/2} .
Our strategy is thus to select from the set of possible sample points that one, which
minimises the ∞-norm with respect to the cell centre. Note that this sample point
could lie inside the cell even in situations when the optimal sample according to the
Euclidean norm lies outside [89]. We will describe below how the ‖ · ‖∞-optimal point
can be calculated for one (case a) or two (case b) supporting planes. In case of more
than two supporting planes (case c), we resort to computing the sample point as the
minimiser of the sum of squared distances to the supporting planes (quadric error metric,
see [29, 47]). In the following discussion we assume that c = 0 is the origin.
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Case a: One supporting plane. In this case we want to place the sample point p
directly on the supporting plane E : nx + d = 0. We determine p as the point of
contact of E with a cube that grows from the cell centre until it touches E. As the
growing cube touches the supporting plane E with one of its corners ﬁrst (we may
neglect special axis aligned cases) we compute p by shooting rays from the cell centre
(=origin) into all space diagonal directions [±1,±1,±1]. The intersection points of the
rays with E are
λ±,±,± =
−d
±nx ± ny ± nz ,
and the minimum distance is
λmin =
|d|
|nx|+ |ny|+ |nz| .
The position of the corresponding sample p is then given by
p = λmin sign(d)
⎡
⎣ sign(nx)sign(ny)
sign(nz)
⎤
⎦ .
Case b: Two supporting planes. In order to reproduce the potentially sharp edge
that is modelled by the two supporting planes we want to place the sample point p on
the intersection line L : q+λr between the two planes. Again, p can be modelled as the
point of contact between a growing cube and the line L. This time, however, the cube
will touch the line L with one of its edges ﬁrst (again neglecting special axis-aligned
cases). Let P = {x ± y = 0, y ± z = 0, x ± z = 0} be the six planes that are spanned
by the cell centre and one of the edges of the cell. We then compute the points of
intersection of L with each plane ∈ P and select the one that minimizes || · ||∞ as sample
point p.
We may simplify the calculations by considering the projection of L into each coordinate
plane in turn. For example in the xy-plane the projection of L has the implicit form
[ry,−rx]
[
x
y
]
= dxy = qx ry − qy rx.
Shooting rays into all diagonal directions [±1,±1] in the xy-plane gives the minimum
distance
λxy,min =
|dxy|
|rx|+ |ry| .
Analogously we compute the minimum distances λyz,min and λzx,min in the other coor-
dinate planes. Finally, the minimum spatial distance λmin is the maximum of the three
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(a) (b)
Figure 6.13: (a) Sample points are generated by growing cubes from the cell centres.
If only one plane intersects a voxel, the sample point is found along one of the voxel
diagonals (bottom left and right cells). In case of two planes, the sample point is
found along the edge of the cube (top cell). If a cell is intersected by three or more
planes and the sample point lies outside of the cell, we set the sample point to “don’t
care” (bottom middle cell). (b) The corresponding vertex will be split in two by
the manifold extraction procedure (Section 6.4.1) and the sample positions will be
computed in the post-processing step for each duplicate separately (Section 6.5).
values λxy,min, λyz,min, and λzx,min. Let λmin = λξη,min then the coordinates of the sample
point p are eventually obtained by
[
pξ
pη
]
= λmin sign(dξη)
[
sign(rη)
−sign(rξ)
]
,
and the third coordinate can be read oﬀ the parametric formulation of L.
It may happen that the two supporting planes pass through the cell, but their intersection
line L does not and thus the computed sample point p lies outside the cell. In this case
we discard the sample and set it to “don’t care”.
Since the corresponding feature edge will be sampled in the neighbouring cells and since
these neighbouring samples will be properly connected by a feature edge in the post-
processing step (Section 6.5.1), we may simply set the sample to “don’t care” without
losing signiﬁcant feature information (Figure 6.13).
Case c: Three or more supporting planes. In this case we choose as sample the point
which minimises the sum of squared distances to all supporting planes (error quadrics,
see [29]). For exactly three supporting planes the sample will thus be placed at the
intersection of the three planes. If the sample happens to lie outside the cell we discard
it and again mark the corresponding vertex as “don’t care”.
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6.5 Post-processing
From the extended dual contouring step we obtain a polygon mesh consisting of triangles
and quadrangles. Most vertices of the mesh correspond to ‘full’ cells and have their
ﬁnal position already assigned by our feature-sensitive sampling technique. The “don’t
care” vertices correspond to holes and gaps and still need to be positioned. Also the
quadrangles have to be split along one of their diagonals to produce a pure triangle
mesh. Finally, we reduce the complexity of the often overly verbose output model by a
modiﬁed mesh decimation scheme.
6.5.1 Triangulating the quadrangles
We generate a pure triangle mesh from the mixed triangle/quadrangle output of the
dual contouring algorithm by inserting diagonals into the quadrangles. To avoid ﬂipped
triangles, we proceed as follows: If the quadrangle contains two opposite feature vertices,
we insert the diagonal that connects these vertices. Otherwise we insert the diagonal
that produces the “most planar” reconstruction, namely the one which leads to the
smaller angle between the normals of the adjacent triangles.
We note that the extended dual contouring algorithm and the quadrangle splitting might
insert an edge multiple times into the reconstruction. This can happen if four quadran-
gles are adjacent to the same edge or if the same diagonal is inserted into two opposing
quadrangles. These conﬁgurations do not pose any problems for face-based or halfedge-
based mesh data-structures, but they cannot properly be represented by indexed face
sets, which are the data structures used in most ﬁle formats. To remove such edges we do
a ﬁnal pass over all vertices of the mesh and check whether their adjacent edges contain
any doubles. If yes, these are removed by a 2-to-4-split, i.e., the midpoint is inserted
into the edge and connected to the opposite points of the two adjacent triangles.
6.5.2 Computing the “don’t care” positions
The “don’t care” vertices form small patches that span the gaps and holes of the input
model. As there is no geometry associated with these vertices, we simply compute
their positions by applying Taubin’s iterative smoothing ﬁlter which produces smooth
membrane patches [83]. The positions of the vertices corresponding to the ‘full’ cells are
kept ﬁxed, such that the sharp edges and corners that were reconstructed in the previous
step are not aﬀected. We do currently not restrict the movement of the “don’t care”
vertices during ﬁltering. Hence in rare cases, the membrane surface may intersect other
parts of the reconstructed model. If this happens, it is possible to constrain the “don’t
care” vertices to their containing cells as was proposed by Gibson [30] and Podolak and
Rusinkiewicz [73].
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6.5.3 Reducing the output complexity
One of the big issues with volumetric methods is the complexity of the output models.
In general, no generic algorithm can reliably decide whether a small handle or small
hole is design intend or not. Thus, in extreme cases, the algorithm has to resolve
such topological features up to the ﬁnest octree level which is only limited by the user-
prescribed resolution ε. While algorithms that are based on uniform grids (Nooruddin
and Turk [68]) or restricted octrees (Ju [42]) are doomed to attain this ﬁnest level globally
or at least everywhere in the vicinity of the input model, our algorithm automatically
chooses the reﬁnement depth according to the local feature size. Hence our data structure
provides a maximally sparse representation whose complexity (i.e., number of cells)
grows only linearly with respect to the resolution 1/ε, and thus outperforms the cubical
complexity of uniform grids and the quadratic complexity that is achieved by restricted
octrees. Accordingly, the number of triangles that are produced by our algorithm is an
order of magnitude lower than that of other approaches. For example, the top left of
Table 6.1 shows an architectural model that was reconstructed by our algorithm at a
resolution of 10003. Due to its adaptivity, it contains only approx. 1 million triangles
compared to 6 million triangles that were produced for the same model and resolution
by Ju’s algorithm [42].
To further reduce the output complexity, we apply a mesh decimation scheme after
the extraction step. Our scheme is based on the standard QEM decimation algorithm
of Garland and Heckbert [29] but additionally takes into account the normal variation
before and after an edge collapse [82]. This criterion rejects edge-collapses that would
produce a strong normal deviation of the adjacent triangles and thus leads to a better
preservation of the sharp features. The whole mesh decimation phase takes only a frac-
tion of the time for voxelization, hole-ﬁxing and extraction and since there are eﬃcient
out-of-core techniques available (see Wu [91]), we do not consider this to be a serious
bottleneck.
6.6 Results
We have tested our algorithm on various technical and architectural data sets (see Fig-
ure 6.14, Figure 6.15, Figure 6.16, and Figure 6.17). Table 6.1 gives an overview over
some measurements (Note that the timings for “voxelization” also include the hole-ﬁxing
step.) Our algorithm always produced closed and 2-manifold triangle meshes which eﬃ-
ciently cover ﬂat regions by large triangles but are adaptively reﬁned in regions of high
geometric and topological detail. In particular features like sharp corners and edges in
the input model are well reproduced.
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Voxelization The time for converting the input model into an adaptive octree mainly
depends on the prescribed error tolerance ε and on the geometric and topological com-
plexity of the object. Sharp corners and edges trigger reﬁnement down to the ﬁnest level
and thus increase the running time and memory footprint.
Hole-ﬁxing The time for hole-ﬁxing generally takes only a fraction of the complete
restoration process and only slightly increases the memory footprint. Note that even
if we skip the hole-ﬁxing step or if hole-ﬁxing does not correctly identify all holes and
gaps, the output of our algorithm will still be a closed and 2-manifold triangle mesh.
In this case, however, the object might also be triangulated in its inside and some
parts of the surface might be represented from both sides. Figure 6.16 and Figure 6.17
demonstrate that our hole-ﬁxing strategies nicely detect and close holes and gaps. They
also eﬃciently remove unintended interior geometry that is due to the designer arbitrarily
sticking together the pieces of the model.
Reconstruction Compared to the input models that were generated by hand and whose
faces were placed intelligently by a human designer, the output of our algorithm seems to
be overly verbose. However, we have to keep in mind, that automatic algorithms cannot
deduce the global “semantics” of a model and thus have to decide locally were to put the
sample points. In this respect our algorithm nicely adapts the tessellation complexity
to the geometric complexity of the input model and features like edges and corners are
well reconstructed. If necessary, we can reduce the output complexity further down to a
size that is comparable to that of the input mesh by mesh decimation, see Figure 6.15.
Future work
Our algorithm automatically converts arbitrary triangle soups to closed and 2-manifold
triangle meshes that are guaranteed to approximate the input within a prescribed tol-
erance of ε. However, some issues still need to be addressed in future work:
• Currently, geometric detail below the threshold ε cannot be resolved. This does
rarely aﬀect the reconstruction in convex regions of the input model, as the limited
resolution is compensated by our feature-sensitive sampling technique. However,
it is not possible to locally diﬀerentiate between small gaps and concave edges.
Thus concave edges are sometimes not suﬃciently resolved which leads to visually
disturbing “ripples” in the reconstruction.
• Although we employ a memory eﬃcient adaptive octree, the achievable resolution
(and hence precision) is still limited. Virtually inﬁnite resolutions should become
possible by partitioning the global model into smaller blocks that are processed
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one at a time on a single machine or in parallel on multiple processors. The depen-
dencies between neighbouring blocks can be taken care of by providing suﬃcient
overlap.
• Theoretically the complexity (=number of cells) of our adaptive octree scales lin-
early with the resolution 1/ε. In practice, however, the resolution is limited and
degenerate input conﬁgurations like double walls that are extremely close together
can trigger excessive reﬁnement in apparently ﬂat regions of the input model.
To avoid this pathological behaviour, the geometry of the octree cells should be
adapted to the input geometry. Similar techniques have been explored by Schaefer
and Warren [77] and by Greß and Klein [32].
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20003
15003
13003
Figure 6.14: The ﬁgures above show the reconstructions of various architectural models.
The original models (left) contain a large number of artefacts since most features are
modelled as individual objects that are inconsistently stuck together. Note how the
size of the triangles of the reconstructed models (right) adapts to the local feature size
in the original models.
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original
1124 triangles
reconstruction at 10003,
279892 triangles
decimated consistent result,
7018 triangles
original,
3346 triangles
reconstruction at 10003,
1370802 triangles
decimated consistent result,
18032 triangles
Figure 6.15: Our algorithm automatically adapts the octree reﬁnement depth to the
local feature size of the input models. However, to further reduce the number of
triangles in the output mesh, we can apply a standard mesh decimation algorithm to
the reconstruction. Here we used an algorithm that is based on quadric error metrics
and that incorporates a normal cone constraint for better feature preservation.
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original with gap
reconstruction with gap closing reconstruction without gap closing
Figure 6.16: Our algorithm automatically ﬁlls holes up to a user prescribed threshold
with smooth membrane surfaces (left). Even if the hole-ﬁlling step is skipped, the
reconstruction still has a topologically valid connectivity (right) but every wall is
triangulated from both sides.
Figure 6.17: The ﬁgure above shows the interior of an architectural model before and
after reconstruction. Note that the algorithm has successfully removed all interior
dangling triangles.
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model
input triangles 8540 11904 50056
resolution 5003 10003 15003 5003 10003 15003 5003 10003 13003
#cells (×1000) 661 1702 2920 1042 4019 7610 4120 17411 29518
#triangles (×1000) 406 973 1681 1187 3882 6890 1459 4780 7421
total memory (MB) 71 155 296 155 495 947 331 1387 1751
voxelization (s) 9 33 141 18 255 311 110 1545 4852
extraction (s) 8 17 31 25 91 186 43 220 331
total time (s) 17 50 172 43 346 497 153 1765 5183
model
input triangles 3346 1124 18340
resolution 5003 10003 15003 10003 20003 40003 5003 10003 15003
#cells (×1000) 414 1142 2090 388 881 1916 329 1210 2544
#triangles (×1000) 529 1370 2391 279 646 1370 259 897 1712
total memory (MB) 68 166 293 44 97 198 37 137 271
voxelization (s) 6 39 34 10 32 72 5 17 43
extraction (s) 12 28 81 4 14 27 6 23 34
total time (s) 18 67 115 14 46 99 11 40 77
model
input triangles 6442 2133 5804
resolution 5003 10003 20003 5003 10003 15003 5003 10003 15003
#cells (×1000) 238 721 2119 423 1242 2261 801 2536 4621
#triangles (×1000) 188 550 1582 272 774 1410 592 1829 3285
total memory (MB) 29 94 280 45 135 265 95 297 577
voxelization (s) 4 16 52 5 16 41 12 42 94
extraction (s) 3 14 53 5 14 26 13 41 71
total time (s) 7 30 105 10 30 67 25 83 165
Table 6.1: Experimental results for the voxelization and extraction of the geometry
measured on a Pentium 4, 2 GHz, 2 GB system for various models and resolutions
(ε = 1/resolution). The top left model contained some holes which were automatically
ﬁlled (ρ = ε). Note that the table shows the output sizes without post-decimation.
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In this chapter we present a new approach for the repair of structured models like sets of
tessellated NURBS patches. The input is an arbitrary set of triangle meshes (patches),
the output is a closed and 2-manifold, feature-sensitive mesh that approximates the
input within a speciﬁed error tolerance. Our algorithm resolves all inter-patch artefacts,
closes gaps up to a user-deﬁned maximum diameter, removes intersections and overlaps,
and handles incompatible patch orientations. Away from the artefacts it preserves any
characteristic structure (e.g., iso-parameter or curvature lines) that might be present in
the input tessellation.
Our algorithm combines the advantages of both, the surface-oriented and the volumetric
repair approaches: We ﬁrst identify the critical region containing artefacts like gaps and
overlaps, then selectively apply a volumetric reconstruction algorithm in this region and
ﬁnally join the reconstruction with the unmodiﬁed outside components of the input
model. Due to its selectivity our algorithm locally achieves high grid resolutions and
thus a high reconstruction quality near the artefacts, but does not incur the performance
overhead of purely volumetric algorithms that globally reconstruct the input.
Our main contributions are:
• Localisation of artefacts. We present an eﬃcient hierarchical algorithm to deter-
mine a critical region that locally encloses all artefacts like gaps and intersections.
A new volumetric ﬁlter allows us to shrink this region such that it closely follows
the input geometry.
• Clipping. The input triangles are clipped against the critical region by a robust
procedure that only uses elementary Euler operations like edge and triangle splits
which are implemented in virtually every mesh data structure.
• Dual surface extraction. A new surface extraction algorithm synthesises new geom-
etry within the voxels of the critical region and joins it to the artefact-free outside
component of the input model.
97
7 Repair of Structured Models
7.1 Reconstruction semantics
In this section we describe a sound physical model that provides well-deﬁned recon-
struction semantics for our algorithm. The following sections will then show how this
continuous model can be robustly implemented in a discrete volumetric framework.
The input to our algorithm is a set M = {P1, . . . ,Pn} of manifold patches (possibly
with boundary) and a user-deﬁned maximum gap radius ρ. Let P ∈M, then
P ′ := ∂{p ∈ R3 : dist(p,P) ≤ ε}
for an inﬁnitesimal ε→ 0 is a closed, 2-manifold surface that approximates P arbitrarily
closely. By replacing P with P ′, we may thus assume without loss of generality that
each input patch is a closed manifold.
Figure 7.1 shows an example conﬁguration of two patches that exhibit an intersection and
a gap. We note that both types of artefacts (gaps and intersections) can be characterised
by the fact that there must exist a sphere of radius ρ that is intersected my more than
one patch. In fact, if we consider the union of all such spheres, we see that it forms a
critical region C that encloses all artefacts. Let us assume that the boundary surface ∂C
of this critical region is made of some elastic thin-plate material and that the interior
of C is ﬁlled with air. If we deﬂate the air while keeping the points in ∂C ∩M ﬁxed,
the critical region will shrink towards M. Its limit C∞ closely follows M wherever
possible but will also smoothly bridge the gaps and intersections. We create the ﬁnal
reconstruction by stitching the outside region M∩ CC , which by construction is a 2-
manifold with boundary, to the surface patches in ∂C∞. Thus, only those parts of M
that actually contain artefacts are replaced by the repair algorithm, the parts ofM that
are away from the artefacts are not modiﬁed and any information associated with them
will be preserved.
7.2 Overview
The input to our algorithm is a tessellated CAD model
M = {P1, . . . ,Pn}
which consists of n patches Pi that are uniquely identiﬁed by their patch IDs. Further-
more, the user speciﬁes an error bound ε and a maximum gap radius ρ. Each patch
Pi is assumed to be a manifold triangle mesh, possibly with boundary. The output is
an intersection-free, closed and manifold triangle mesh T that approximates M up to a
maximum error of ε and covers all gaps of radius ≤ ρ.
In the following we assume without loss of generality that the input model is scaled and
translated such that the error tolerance ε = 1 and that M is enclosed by an integer grid
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(a)
M
C
C
(b) (c) (d)
Figure 7.1: Reconstruction semantics. (a) All patches of the input model M are closed
manifolds. The union of all spheres of radius ρ that intersect more than one input
patch forms a critical region C which covers all gaps and intersections of M. (b) By
deﬂating the critical region we obtain a surface that smoothly bridges the gaps and
intersections of M. (c) Finally, the input geometry and the surface patches of the
deﬂated critical region are clipped against each other and the outside ofM is stitched
to the deﬂated surface. (d) If necessary, the reconstruction is cleaned up by discarding
interior connected components.
of extent
[0, 2dmax ]× [0, 2dmax ]× [0, 2dmax ]
for some integer dmax ≥ 0. Note that the size of the grid cells just equals the error
tolerance ε. We also assume that the maximum gap radius is given as ρ = ρε for some
positive integer ρ.
Often we have to associate data with a small subset of the grid vertices or the grid cells.
To improve memory eﬃciency, this data is stored in the ﬁnest-level nodes of an adaptive
octree of maximum depth dmax. The octree is adaptively reﬁned on demand, e.g., when
we access a certain grid vertex or grid cell. Our algorithm proceeds in several steps (see
Figure 7.2):
1. Pre-processing. The input model M is automatically converted into a topologi-
cally 2-manifold mesh without boundaries. The geometric realisation of M is not
modiﬁed and thus no artefacts are created or removed in this step.
2. Determining the critical region. The critical region, i.e., a minimal set of grid cells
that encloses all artefacts, is determined by exploiting the hierarchical structure
of an adaptive octree.
3. Clipping. The model M is clipped against the critical region into an inside and
an outside component. The inside component contains all artefacts and thus is
simply deleted.
4. Reconstruction. Within the critical cells a new, artefact-free geometry is synthe-
sised and eventually stitched to the outside component of M.
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1. Input patches 2. Critical region
3 Clipped model 4. Preliminary reconstruction
5. Result
Figure 7.2: Steps of the repair algorithm. (1) The input patches typically exhibit
artefacts like gaps and overlaps. (2) The critical region that encloses these artefacts is
represented by a set of critical grid cells. (3) The input patches are clipped against the
critical region and (4) a new surface is generated in the interior of the critical region
by a variant of the marching cubes algorithm. (5) The preliminary reconstruction is
then simpliﬁed to get the ﬁnal result. Note that the model geometry away from the
artefacts is not aﬀected by the reconstruction algorithm and hence any structure that
was present in the input patches is well preserved.
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P
P ′
Q
S
Figure 7.3: Pre-processing. The input model M is converted into a topologically closed
manifold by reversing the orientation of a duplicate P ′ of each patch P and seaming
the two mates along their common boundary by a triangle strip S. Each input patch
is thus represented from both sides, but the geometric realisation ofM is not aﬀected.
5. Post-processing. The positions of the vertices that were generated in the previous
step to bridge gaps and intersections are determined by an iterative smoothing
ﬁlter. Additionally, the output reconstruction is simpliﬁed by applying a modiﬁed
mesh decimation algorithm that preserves the mesh structure of the input outside
the critical region.
7.3 Pre-processing
Let P a 2-manifold triangle mesh with boundary. We produce a “mirror” patch P ′ by
duplicating P and reversing the orientation of each triangle (see Figure 7.3). Then we
seam P and P ′ along their common boundary by a triangle strip S. This yields a new
and topologically closed patch Q that represents P from both sides. Replacing Pi by Qi
we may thus assume without loss of generality that M only consists of manifold patches
without boundaries. As the geometric realisation of M is unmodiﬁed in this step, no
new artefacts occur.
Although the geometric realisations of P and P ′ agree, we can still tell them apart by
symbolically oﬀsetting them in their respective normal directions. For example, the
intersection with a half-ray q + λr, λ ≥ 0 will yield two coinciding intersection points
p = p′ and two respective normals n and n′ = −n. If 〈d,n〉 > 0, then P ′ is hit ﬁrst,
otherwise P . In the following we will always assume that the patches are symbolically
oﬀset this way. In particular, P and P ′ are considered to be non-intersecting.
Note:
• The pre-processing step makes our algorithm invariant with respect to the orienta-
tion of the input patches. In particular, we do not need to pre-compute a globally
consistent orientation of the patches.
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• The patches P and P ′ may also be be seamed directly along their common bound-
ary. However, this operation possibly generates complex edges. For example, a
simple triangulated quadrangle will produce a complex edge at the quadrangle’s
diagonal. Thus all “ears” of P , i.e., all triangles that have less than two neigh-
bours, have to be removed in a pre-processing step, e.g., by splitting the interior
edge at its midpoint.
• The triangle strip S that seams P and its mate P ′ consists of degenerate triangles
only. These degenerate triangles do not aﬀect our reconstruction algorithm. If
requested by the user they can easily be removed through edge-collapses by a
topology-aware decimation algorithm.
7.4 Critical regions
7.4.1 Determining critical vertices
In the following we determine a set Cρ of critical grid vertices. We can think of these
critical vertices as particles that populate those regions of space where two or more
patches of M get closer than 2ρ. Thus this critical region encompasses all gaps of
diameter ≤ 2ρ and it in particular covers all intersections between diﬀerent patches.
Let us call a grid vertex v ∈ Z3 ambiguous, if the box
Boxρ(v) := {w ∈ Z3 : ||w − v||∞ ≤ ρ}
is intersected by two or more diﬀerent patches of M. If v is an ambiguous vertex, all
vertices within Boxρ(v) are set to critical, i.e.,
Cρ :=
⋃
v ambiguous
Boxρ(v) .
Figure 7.4 shows some possible conﬁgurations of M and the corresponding ambiguous
and critical vertices.
To eﬃciently locate the ambiguous vertices we employ a (temporary) octree of depth
dmax. The origin of the octree is translated by [.5, .5, .5]
 such that the centres of the
ﬁnest-level octree nodes have integer coordinates, i.e., they correspond to grid vertices.
Given an octree node n, we denote by cn ∈ Z3 its centre and by 0 ≤ dn ≤ dmax its
depth. Thus, if n is a ﬁnest-level node (dn = dmax) we want to check whether
Box(n) := Boxρ(cn)
is intersected by two or more diﬀerent patches. Our idea is to build up a hierarchy of
nested boxes which matches the octree hierarchy. Hence, if n is a non-leaf octree node,
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patch
cuts
critical vertex ∈ C1
ambiguous vertex
Figure 7.4: Example conﬁgurations. Some possible conﬁgurations of patches ∈ M are
shown above. Each patch is a closed triangle mesh. The critical vertices Cρ ﬁll the
regions where two or more diﬀerent patches of M get closer than 2ρ. Cuts on the grid
edges eﬀectively provide sub-voxel accuracy near M.
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we must choose Box(n) such that it contains the boxes of all descendants of n. A short
calculation shows that this property is fulﬁlled by letting
Box(n) := Boxhn(cn), hn = 2
dmax−dn−1 − 1/2 + ρ .
In particular, a triangle intersecting the box of a ﬁnest-level node n will also intersect the
boxes of all ancestors of n. We now recursively insert each triangle of M into the octree
using an algorithm similar to that of Ju [42]. Starting with the root node, a triangle is
inserted into a node n if it intersects Box(n). This can eﬃciently be checked by applying
Gottschalk’s separating axes theorem [31], see also Section 6.2.1. If a node n refers to
triangles belonging to diﬀerent patches, n is split and the triangles are distributed to
its children. Eventually, the centres cn ∈ Z3 of the ﬁnest-level nodes n that contain
triangles belonging to two or more diﬀerent patches represent the ambiguous vertices.
To increase the resolution of the critical region near M, we employ a technique similar
to that described in Section 4.2: We compute the directed distances of each critical
vertex v ∈ Cρ to M by shooting rays from v along the coordinate axes (see Figure 7.4).
Fortunately, the temporary octree we built up above already provides a spatial search
structure that speeds up the ray-patch intersection tests. If we ﬁnd an intersection
within unit distance, we denote the triple (v,d, δ) consisting of the grid vertex v, the
direction
d ∈ {± [1, 0, 0],± [0, 1, 0],± [0, 0, 1]}
and the distance δ ∈ [0, 1] as a cut. The cuts will later be used for resampling the
geometry at the points v + δ d. In the ﬁgures, cuts are illustrated as small arrows
attached to v and pointing in direction d, see Figure 7.4.
7.4.2 Determining a minimal critical set
In the previous step we computed a set Cρ of critical vertices which we think of as
particles that ﬁll in all gaps and intersections of M. Later stages will build upon this
set to produce the ﬁnal reconstruction. As the reconstruction should alterM as little as
possible, Cρ should be as small as possible. Hence we replace Cρ by a minimal set C ′ρ ⊂ Cρ
that still ﬁlls in all gaps. We get C ′ρ by applying a topology-preserving erosion operator
on Cρ, i.e., we successively remove critical vertices from Cρ that are simple. Note that
we only remove critical vertices but not the cuts. Intuitively, a vertex is called simple,
if its removal does not change the topology of Cρ, i.e., if it does not create or remove
connected components, cavities, or handles. The exact deﬁnition of simplicity and an
eﬃcient method to determine whether a vertex is simple from its 26-neighbourhood is
described in Section 4.2. However, we have to keep in mind, that in our case the cuts
represent solid material, while in Section 4.2 the cuts represent empty space.
We proceed as follows: For each critical vertex v, we compute its distance d(v) to the
boundary of Cρ. If v has a non-critical 6-neighbour, we simply set d(v) = 0. The
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critical cell
critical vertex ∈ C ′1
removed cuts
additional cuts
Figure 7.5: Example conﬁgurations (cont.) The topology-preserving erosion operation
(Section 7.4.2) shrinks Cρ to a smaller set C ′ρ which is then surrounded by additional
cuts. Grid cells that are adjacent to a critical vertex ∈ C ′ρ or that are intersected by
multiple patches are marked as critical (Section 7.5).
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distances of the other critical vertices are computed by a distance transform on Cρ that
respects the cuts, i.e., distances are not propagated over a cut. We then remove 2ρ
layers of simple critical vertices to get a new set C ′ρ of critical vertices (see Figure 7.5
and Figure 7.6(a)):
for k = 0, 1, . . . , 2ρ do
for all vertices v with d(v) = k do
if v is simple then
set v to non-critical
7.4.3 Critical cells
Up to now we were working with a set of zero-dimensional critical vertices that cannot
really be used to represent a volumetric region. However, we are now ready to deﬁne
the set D of critical grid cells that actually covers all artefacts (i.e., intersections and
gaps) of M, namely we set a grid cell to critical,
• if it is intersected by two or more patches of M (intersecting patches) or
• if one of its incident vertices v is critical, i.e., v ∈ C ′ρ (gap between patches).
Figure 7.5 shows some example conﬁgurations ofM and their corresponding critical grid
cells. In the following, we will denote a grid face as critical, if it shares an un-critical
and a critical cell. A grid edge is called critical, if it is incident to a critical face.
7.5 Clipping
In this step we clip M against the set of critical grid cells D into an inside and an
outside component. As the inside component contains all the artefacts of the model, it
is then simply discarded and replaced by a well-behaved reconstruction as described in
Section 7.6.
The basic idea is to split all triangles of M along the critical faces into sub-triangles
such that each sub-triangle either lies completely inside or completely outside the critical
region D. We then simply discard those triangles that lie completely inside.
Although the mathematics of intersecting planar faces is straightforward, the actual im-
plementation of an eﬃcient and numerically robust clipping algorithm is a hard problem.
In the following we will present a new algorithm that is speciﬁcally tailored to our setup.
• At all times during the run of the algorithm the meshes stay triangle meshes. We
do not have to cope with general polygons of arbitrary valence, containing holes,
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(a) (b)
Figure 7.6: Topology-preserving erosion. (a) The ﬁgure shows the set C2 of critical
vertices that ﬁlls in a gap between two patches. The white vertices are removed
by the topology-preserving erosion operation. The black vertices cannot be removed
without disconnecting the two patches. (b) Each remaining vertex is replaced by cuts
pointing into the vertex. All cuts now form the interface that is extracted in the later
stages of the algorithm to close the gaps by surface patches.
etc. In fact, we modify the meshes using only the Euler-operations split-1-to-3 and
split-2-to-4 (edge-split) which are provided as elementary operations by most mesh
libraries.
• By using a mixed ﬁxed-point/adaptive-precision representation for the vertex loca-
tions, we achieve considerable speed-ups without sacriﬁcing robustness or accuracy.
The clipping proceeds in three steps which are illustrated in Figure 7.7. In step 1 we
intersect the critical grid edges and the model M. If the intersection point p lies in the
interior of a triangle T ∈M we perform a 1-to-3 split at p, i.e., we insert p into T and
connect it to T ’s corner vertices. If p lies on an edge e, we split the edge 2-to-4, i.e.,
we insert p into e and connect it to the opposite vertices of the adjacent triangles. If p
happens to be exactly represented by a point in the input model, we do not need to take
any action. In step 2 we intersect the critical grid faces and the model edges e ∈M. If
p lies in the interior of e, we split the edge 2-to-4 as before. If p coincides with one of
e’s end points, no action has to be taken. We repeat steps 1 and 2 until all intersection
points are represented in the model. Hence, each triangle now either lies completely
inside or completely outside the critical cells D. In step 3 we thus simply discard those
triangles whose centre of gravity lies within a critical cell.
To eﬀectively enumerate the critical grid edges and critical grid faces, we use the recursive
octree traversal technique proposed by Ju et al [43]. However, to speed up the algorithm,
before descending into an octree cell, we ﬁrst test whether the current triangle or edge
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Initial conﬁguration Step 1
Step 2 Step 3
Figure 7.7: Clipping. Initial conﬁguration: A triangle mesh is to be clipped against a
set of critical grid cells. Step 1: The intersections of the grid edges with the triangles
are inserted into the mesh by 1-to-3-splits or 2-to-4-splits. Step 2: The intersections
of mesh edges and grid faces are inserted by 2-to-4-splits. Now each triangle either
lies completely inside or completely outside the set of critical grid cells. Step 3: The
interior triangles are discarded.
really intersects the cell using the separating axis theorem.
Implementation The algorithm above only works if intersections are reliably detected
and correctly calculated. However, just switching to exact arithmetics will extremely
slow down the algorithm. For this reason, we use a mixed representation. Let the
positions of the input vertices of the model be quantized to N bits. For each vertex v,
we store
• its exact position pexact,v using an adaptive precision representation [74, 81], and
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• its approximate position papprox,v using a ﬁxed point representation of N bits width,
such that (remember that the extent of the grid is 2dmax),
||pexact,v − papprox,v|| < η := 2dmax−N .
We can then use the approximate vertex positions for evaluating “easy rejects” when
computing intersection points. Consider for example the intersection of an edge e and a
grid face f = [fmin, fmax]. We ﬁrst check whether eapprox intersects the box[
fmin − [η, η, η], fmax + [η, η, η]
]
.
This test can exactly be evaluated in ﬁxed-point arithmetics using a maximum of 3N
bits only [42]. Only if this test is successful, we calculate the real intersection point
using exact arithmetics. Analogous considerations apply for triangle-edge intersections,
edge-edge intersections, triangle-cell intersections, etc.
7.6 Reconstruction
We now present an algorithm to reconstruct the surface in the interior of the critical
cells. This algorithm combines elements of the feature–sensitive marching cubes and
dual contouring algorithms that were proposed by Kobbelt et al. [47] and Ju et al. [43]
and later extended by Varadhan et al. [89] to arbitrary grids of directed distances. In
addition to being feature-sensitive, our algorithm can also handle multiple cuts per
edge and seamlessly connects the reconstruction inside the critical cells to the outside
geometry.
To enable a uniform treatment in the subsequent steps we ﬁrst convert the mixed
“cut/critical vertex” representation into a representation that is purely based on cuts
(see Figure 7.5 and Figure 7.6(b)):
• Eventually, the cuts should delineate the reconstructed surface and so we place
additional cuts between non-critical vertices w ∈ C ′ρ and critical vertices v ∈ C ′ρ. To
be more precise, we insert cuts (w,v−w, δsmooth) for all non-critical 6-neighbours
w of v. Here, δsmooth ∈ R is a special value to tell the reconstruction algorithm
that w+δsmoothd corresponds to a ﬁll-in and that the corresponding vertices should
be smoothed in a post-processing phase.
• Cuts pointing away from a critical vertex v ∈ C′ρ become redundant. Hence, if v
is a critical vertex, we simply discard all cuts (v,d, δ) emanating from v.
We now enumerate all interior grid faces, again using a recursive octree traversal tech-
nique. For each interior grid face, we collect the cuts that are located on the edges of
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sampled vertex smoothed vertex
Figure 7.8: Example conﬁgurations (cont.) The geometry in the critical grid cells is
replaced by a reconstructed surface R which is extracted from the cuts using a variant
of the marching cubes algorithm. Some of the vertices of R can directly be sampled
from M. Others, however, correspond to those parts of R that cover the gaps of M.
The position of these vertices is determined by an iterative smoothing ﬁlter.
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(a) (b)
Figure 7.9: Surface reconstruction. (a) We connect the cuts incident to a grid face
by edges. (b) For each grid cell these edges and the boundary edges of the outside
geometry form loops around the cell. Each of these loops is triangulated by a fan of
triangles.
this face. Note that by construction, the number of these cuts is always even. Further-
more, cuts pointing in clockwise (cw) direction alternate with cuts pointing in counter-
clockwise (ccw) direction. We now connect these cuts by edges: a cw cut is connected
to the next ccw cut by going ccw around the grid face (Figure 7.9(a)). Note that by
construction, these edges do not intersect.
We then visit each critical cell in turn. The edges on the cell’s faces were either created
as described above or are boundary edges of the outside geometry of M. In any case,
these edges form one or more connected loops around the cell. Each of these loops is
triangulated by a triangle fan (Figure 7.9(b)). As the edges do not intersect, the loops
will also be free of intersections and so are the triangle fans.
The position p of the fan’s centre vertex is computed by minimizing the squared distances
to the supporting planes of the triangles that intersect the grid cell [60]. Note that, if
the cell contains a feature edge or corner, this construction will place p exactly on the
feature. If the computed point p happens to lie outside the cell or if it does not lie
on all supporting planes, it is set to invalid. Invalid vertices are smoothed in the post-
processing stage. Finally we ﬂip the edges in interior grid faces, such that the centre
vertices become connected. This guarantees feature vertices in neighbouring cells to be
connected by a (feature) edge.
Figure 7.8 depicts the whole reconstruction process for our running example in two
dimensions.
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7.7 Post-processing
7.7.1 Smoothing
After the reconstruction stage the positions of the following types of vertices are not yet
determined:
• Vertices that correspond to those parts of the reconstruction that span gaps of
M and hence have no canonical position. These are the vertices that either are
derived from cuts (v,d, δsmooth) or are the centres of triangle fans that are created
in an empty grid cell.
• Vertices that are the centres of triangle fans in grid cells that contain conﬂicting
geometry — usually due to an insuﬃcient reﬁnement depth dmax.
In both cases we simply smooth the vertex positions by applying Taubin’s iterative
smoothing ﬁlter [83].
7.7.2 Reducing the output complexity
The output of the reconstruction algorithm is a closed and 2-manifold triangle mesh
T which approximates the input model M but has all artefacts resolved. However, T
usually contains much more vertices and faces than M due to the artiﬁcial reﬁnement
near the gaps. This can be attributed to three eﬀects:
• The clipping algorithm introduces new vertices, edges, and triangles.
• Every patch of the input model is represented from both sides by T .
• The higher the resolution of the underlying grid, the more triangles are needed for
reconstructing the model in the critical regions.
We have two options for reducing the output complexity. First, the mesh T usually
consists of multiple connected components, only few of which really contribute to the
outside of M. The other components merely triangulate M from the inside and hence
can be easily identiﬁed and discarded. The identiﬁcation can be done manually or auto-
matically by shooting rays from the component and checking the parity of the number of
intersections with the other components. Second, we apply a standard feature-sensitive
mesh decimation algorithm to T [29]. However, to preserve the input tessellation of M,
we only do this in regions that were reconstructed anyway.
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7.8 Results
We have evaluated our method on a number of CAD models of diﬀerent complexi-
ties (Figure 7.10, Figure 7.11, Figure 7.12, and Figure 7.13). All timings were taken on
a 2GB, 3.2 GHz Pentium 4 computer.
Choice of input parameters As our algorithm only reconstructs the regions around
artefacts and as this local reconstruction is further decimated in the post-processing
phase, the output complexity grows typically only sub-linearly with respect to the grid
resolution. Hence we can use high grid resolutions to improve the reconstruction quality
without incurring an undue overhead in the number of generated triangles. If the tes-
sellation of the input patches is suﬃciently accurate, we can set ρ = 1 without missing
any gaps even for high resolutions.
Asymptotic behaviour If the artefacts form a one dimensional subspace e.g., along the
intersection of two surfaces or along two abutting patches, the number of critical vertices
and cells should in theory grow linearly with respect to the grid resolution for a constant
ρ. Our experimental results match well with this theoretical statement, only the Camera
model (Figure 7.11) is an exception because it contains a lot of interior geometry and
“double walls”. These artefacts cannot suﬃciently be resolved and hence the critical
vertices and cells actually form a two or three-dimensional subspace. In these regions
the octree has to be reﬁned to maximum depth, which causes a signiﬁcant increase in
memory usage.
Future work
We have presented a new and eﬃcient algorithm for fully automatic and selective repair
of tessellated CAD models. However, a number of issues are still open for future work.
• Artefacts within a single patch. Our algorithm does reliably detect and resolve
artefacts between diﬀerent patches. However, it does not resolve artefacts within
a single patch, like self-intersections or holes. Of course, we could extend our
algorithm to also handle such artefacts, but that would signiﬁcantly decrease its
performance. The reason is, that during the construction of the vertex octree, we
often have to check whether a certain box contains two or more patches. Currently
this check is very fast, as we only have to compare the patch IDs of the participating
triangles. However, if we also wanted to detect self-intersections within a single
patch, we would actually have to intersect each triangle with all other triangles
in the box. As none of our models has self-intersecting patches, we assume that
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Helicopter, 10 k triangles in 60 patches, ρ = 1
resolution 10243 20483 40963 81923
#critical vertices 242 k 505 k 1037 k 2079 k
#critical cells 68 k 141 k 277 k 561 k
#output triangles 28 k 34 k 44 k 60 k
time 47 s 116 s 291 s 868 s
Figure 7.10: Helicopter
such a situation does not happen very often in practice. If it does, the user has to
manually divide the patch into non-self-intersecting sub-patches.
• Selectivity. Our algorithm does only modify critical regions of the model, i.e.
regions containing intersections or gaps, and preserves the structure of the tessel-
lation everywhere else. These critical regions are determined fully automatically
from a global user-deﬁned parameter ρ. It should, however, be possible to let this
parameter locally depend on the underlying model geometry such as to close gaps
of diﬀerent sizes.
• Reconstruction. We reconstruct the surface in the critical regions from a grid of
directed distances using a novel contouring algorithm. This algorithm correctly
resolves any self-intersections based on the local conﬁguration of the cuts around a
grid face only. However, other (possibly global) criteria might also be incorporated.
114
7.8 Results
Camera, 19 k triangles in 83 patches, ρ = 1
resolution 1283 2563 5123
#critical vertices 192 k 655 k 1978 k
#critical cells 83 k 270 k 874 k
#output triangles 33 k 61 k 81 k
time 56 s 145 s 639 s
Figure 7.11: Camera
For example, we might strive for a reconstruction of minimal genus or of minimal
number of connected components. For a standard grid of signed distances and the
marching cubes algorithm, this has already been explored by Andujar et al. [2].
• Space and time eﬃciency. Due to its selectivity, our algorithm already proved to
be quite space and time eﬃcient. In our implementation we have used standard
libraries for the octree and mesh data structures and for the exact arithmetic and
the mesh decimation framework. We believe that we could achieve considerable
speed ups and lower memory usage if we used custom-tailored data structures and
algorithms instead. As our algorithm operates on local information only, it should
also be easily possible to generalize it to parallel machines.
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Ventilator, 269 k triangles in 12 patches, ρ = 2
resolution 10243 20483 40963 81923
#critical vertices 238 k 460 k 828 k 1649 k
#critical cells 64 k 113 k 229 k 523 k
#output triangles 503 k 512 k 529 k 556 k
time 83 s 123 s 193 s 303 s
Figure 7.12: Ventilator
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Car, 40 k triangles in 394 patches, ρ = 1
resolution 10243 20483 40963
#critical vertices 1109 k 2579 k 5660 k
#critical cells 293 k 688 k 1573 k
#output triangles 88 k 136 k 224 k
time 179 s 401 s 1420 s
Figure 7.13: Car
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8 Conclusion
In this thesis we developed and evaluated hybrid geometry representations that combine
the advantages of traditional parametric and implicit frameworks. In particular, we
showed how such representations can successfully be used to provide eﬀective control on
the topology of geometric models in applications like medical imaging and model repair.
• Medical imaging. The algorithms that we present in this thesis employ diﬀerent
combinations of parametric and implicit representations to enable eﬀective topol-
ogy control for active contour models. On the one hand we increase the topological
ﬂexibility of parametric models by providing eﬀective collision detection, merging
and splitting capabilities. On the other hand, we present techniques that enable
topology control for implicit models by attaching sparse topology information to
the grid edges that prevents the merging or splitting of contours. Both techniques
support the accurate reconstruction of the evolving contour at sub-voxel resolution.
• Model repair. With the algorithms that we present in this thesis the reconstruction
of clean and consistent triangle meshes from inconsistent input data can be done
fully automatically. Our algorithms are parametrized only by a bound ε on the
reconstruction error and possibly the maximum radius ρ up to which gaps and holes
in the input should be ﬁxed. They build upon the digital topology of a volumetric
representation of the model, and thus are guaranteed to produce topologically
correct results. The geometric instantiation of the output is directly derived from
the input and hence guarantees a faithful approximation. Due to the eﬀective
use of hierarchical octree data structures, we achieve high voxel resolutions and
running times in the order of only a few minutes.
Apart from medical imaging and model repair, we envision the application of hybrid
geometry representations in all ﬁelds that require geometric as well as topologically
ﬂexible models. These include, e.g., morphing of objects, surface reconstruction from
unorganised point clouds and the numerical representation and simulation of multi-phase
ﬂows.
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