Abstract: Let N be a (large) positive integer, and let b < N be a positive integer relatively prime to N whose order modulo N is large. Let QC be a quantum computer whose input register has the size specified in Shor's original description of his order-finding algorithm. We show that when Shor's algorithm is implemented on QC, then the probability of obtaining a divisor of the order of b modulo N exceeds 70 percent. Typically, this probability has been estimated to be bounded below by 40 percent.
Introduction
In this Introduction, we assume readers are familiar with Shor's algorithm for finding the order of an integer b relative to a larger integer N to which b is relatively prime. The algorithm is reviewed in the next section.
The goal of Shor's algorithm is to find the least positive integer r such that b r ≡ 1 (mod N ); that is, to find the order of b modulo N . In [3, 4] , Shor describes an efficient algorithm to accomplish this task that runs on a quantum computer whose input register has n qubits, where n is chosen to be the unique positive integer such that N 2 ≤ 2 n < 2N 2 . The final quantum-computational step in Shor's algorithm is measurement of the input register in the computational basis. One obtains an n-bit integer y, and the key calculation at this point is the probability that y satisfies y − s2 n r ≤ 1 2 for some s ∈ {1, 2, . . . r − 1}. (1) Lower bounds for this probability, for sufficiently large N and r, are typically given at around 40 percent along with 4/π 2 as an asymptotic lower bound. (see, e.g., [1, Chapter 3] , [2, p. 58] , [4, p. 1500] ). We find a precise formula for the probability that y belongs to S := nint s2 n r : s = 1, 2, 3, . . . , r − 1 , and thereby satisfies (1) . Here, nint is the nearest-integer function. We use our probability formula to show that the integer y obtained by Shor's quantum computation will belong to S with probability exceeding 70%, as long as N ≥ 2 12 and r ≥ 40. In fact, we show that the probability that y belongs to S will exceed 70% as long as N · 2 11 ≤ 2 n and r ≥ 40. Note that we may assume both r and N are large; otherwise, there is no reason to resort to quantum computation to find r.
Preliminaries
Our probability analysis depends on some elementary number theory; specifically, the following two lemmas. In these lemmas, r denotes a positive integer.
Lemma 1 Suppose that t is a positive integer less than r which is relatively prime to r and that k is a positive integer; then {(kr + s)t (mod r) : s = 1, 2, . . . r − 1} = {1, 2, . . . , r − 1}.
Proof: Define f : {1, 2, . . . , r − 1} → {1, 2, . . . , r − 1} by
To prove the lemma, it suffices to show f is one-to-one. Suppose f (s 1 ) = f (s 2 ), then
Since t is relatively prime to r, the preceding equation shows that r must divide s 1 − s 2 , but since |s 1 − s 2 | < r, we must have s 1 − s 2 = 0. Hence f is one-to-one, as desired./// Lemma 2 Suppose that 2 n exceeds r and r = 2kr ′ , wherek is a nonnegative integer and r ′ is a positive odd integer exceeding 1. Then there exists an integer q and a positive integer t less than r ′ , relatively prime to r ′ , such that 2 n r = q + t r ′ .
Proof: Note 2 n /r = 2 n−k /r ′ . Let q be the integer quotient that results when 2 n−k is divided by r ′ and let t be the remainder:
It follows that 2 n−k = qr ′ + t, and this equation shows that if t and r ′ had a common divisor (necessarily odd since r ′ is odd) that common divisor would be a odd number dividing 2 n−k , which is absurd. The lemma follows./// Let Z + denote the set of positive integers. For the remainder of this paper, b and N denote elements of Z + such that b < N and b is relatively prime to N . Let r be the order of b modulo N : b r ≡ 1 (mod N ) and r is the least positive integer for which this equation holds. It is easy to show such an r exists and that r < N . 3 We now describe Shor's quantum algorithm, which is designed to compute the order r of b.
We focus on the transformations and measurements of the input and output registers of the machine implementing the algorithm, ignoring any work-register activity. The machine has input register having n qubits, where n is the least positive integer such that
Its output register will have n 0 qubits, where n 0 is the least positive integer for which N ≤ 2 n 0 . (It's easy to check that n = 2n 0 or n = 2n 0 − 1.) Note that the size of the output register allows it to hold any of the r integers in the set {b r (mod N ) : r = 0, 1, 2, . . . , r − 1}.
The machine begins in state |0 n |0 n 0 . Then Hadamard gates are applied to each of the first n qubits to put the machine in state 1 2 n/2
Then the unitary transformation that takes
is applied, yielding the machine state 1 2 n/2
The next step in the algorithm, as described by Shor [4] , is the application of the quantum Fouriertransform to the input register. However, to limit the number of summations that appear in our work, we will, at this stage, follow David Mermin [1, Chpater 3] and measure the output register. When this measurement is made on the machine in state (2), we obtain an n 0 -bit integer J. Observe that there must be exactly one integer x 0 in {0, 1, 2, . . . , r−1} such that b x 0 ≡ J (mod N ) and that every x such that b x ≡ J (mod N ) has the form x 0 + kr for some integer k in {0, 1, 2, . . . , m − 1}, where
(Here, ⌈w⌉ represents the least integer greater than or equal to the real number w; later we use ⌊w⌋ to represent that greatest integer less than or equal to w.) For future reference, observe
Thus, after measuring J in the output register, the machine's input register is in state
We can think of the input register's state as 1/ √ m times a vector of 0's and 1's, which has 1's in positions kr + x 0 for k ∈ {0, 1, 2, . . . , m − 1} and zeros elsewhere. Thus the input register contains values of a periodic {0, 1/ √ m}-valued function, having period r. By taking the quantum Fouriertransform of the input register, we (hope to) obtain information about the fundamental frequency 1/r and its overtones s/r, s = 2, 3, . . . , r − 1. After applying the quantum Fourier-transform, the input register is in state 1
Here we are following Mermin [1, Chapter 3], even notationally.
The final step in the quantum-computational part of Shor's algorithm is measurement of the input register, which yields and n-bit integer y. The key calculation at this point is the probability that the integer y ∈ {0, 1, 2, . . . , 2 n − 1} measured will belong to
This calculation is carried out in the next section.
An Exact Probability Calculation
For each s ∈ {1, 2, . . . , r − 1}, let y s = nint s2 n r .
We seek to compute P := the probability that the n-bit integer y observed via measurement of the quantum system in state (6) belongs to S = {y s : s = 1, 2, . . . , r − 1}.
If y does belong to S, then Shor [3, 4] explains how to use that information to find a divisor of r (in an efficient way). 4 The probability of finding r itself, as the least common-multiple of divisors found, rises quickly to 1 with the number of different divisors known. 4 Specifically, if y = ys 0 for some s0 ∈ {1, 2, . . . , r − 1}, then one obtains via the continued-fraction expansion of y/2 n , a rational numbers andr is a divisor of r. If s0 happens to be relatively prime to r, then the order r is obtained.
When 2 n /r is an integer, it turns out that P is easy to compute very close to 1 for large r and n (see, e.g. [1, Chapter 3] or (18) below). Thus, for now, assume that 2 n /r is not an integer. Thus we may write 2 n r = 2 n−k r ′ where r ′ is odd and exceeds 1.
Note thatk is a nonnegative integer such that
Since r < N ≤ 2 n 0 and r ′ is three or more, we can sayk ≤ n 0 − 2; but, in estimating P in Section 5, we will use onlyk ≤ n 0 .
In our calculation of P below, we will assume only that the number n of qubits in the input register exceeds n 0 , the number in the output register. Observe that this ensures that 2 n /r > 2 n−n 0 ≥ 2. It follows that the set S of (7) consists of r − 1 distinct elements. Also note there is no ambiguity in the value of nint (s2 n /r) for s = 1, 2, . . . , r − 1 because s2 n /r can never be a half-integer.
Apply Lemma 2 to represent 2 n r as q + t/r ′ where q is a positive integer and t < r ′ is relatively prime to r ′ . Consider the collection
Apply Lemma 1 with k = 0 to see that st = 0 (mod r ′ ) for each s ∈ {1, 2, . . . , r ′ − 1}. Hence, for each such s, st = q s r ′ + j s for some nonnegative integer q s and some j s ∈ {1, 2, . . . , r ′ − 1}. Thus
Lemma 1 tells us that as s varies from 1 to r ′ − 1, the integers j s appearing in the representation s2 n r = sq + st r ′ = sq + q s + js r ′ will also vary from 1 to r ′ − 1. Thus, in (9) j s r ′ : s ∈ {1, 2, . . . , r
Thus Lemma 1 (with k = 0), combined with observations (10) and (11), yields
and that for a given l ∈ {1, 2, . . . 
with each element of the set on the right corresponding to |y s − s2 n r | for exactly two values of s in the range kr ′ + 1 to kr ′ + r ′ − 1.
We are now in a position to calculate exactly the probability P that the integer y observed at the conclusion of the Mermin's version of Shor's process will belong to {y s : s = 1, 2, 3, . . . , r − 1}, where r = 2kr ′ withk nonnegative, and r ′ ≥ 3 odd.
First observe by (6), that the probability p(y s ) that y s will be observed is Note well that (12) and (13) allow us to say that for any k with 0 ≤ k ≤ 2k − 1
with each member on the set on the right corresponding to |δ s | for exactly two s's in {kr ′ + 1, kr ′ + 2, . . . , kr ′ + r ′ − 1}. Now note that if s = kr ′ for some positive integer k (necessarily less than 2k − 1), then s2 n r = kr ′ 2 n 2kr ′ = k2 n−k is an integer and y s = nint (s2 n /r) = s2 n /r; in other words δ s = 0 when s = kr ′ . Thus we have δ kr ′ = 0 for 1 ≤ k ≤ 2k − 1; and thus, by (15), for such an integer k, p(y
Here, we are in a position to point out what happens when 2 n /r is an integer. In this case δ s = 0 for every s ∈ {1, 2, . . . , r − 1} and
where we have used our lower bound on m from (4). Thus, e.g., if r > 25 and n > 15, then P will exceed .95.
We're finally ready for the computation of P in the more interesting case: We have
Some Numerical Calculations
To illustrate the correctness of our formula (19) for P , we complete two case studies here involving small values of N and r. In each, we use Maple to calculate P two ways.
(1) We use the (inverse) discrete Fourier transform 5 to compute the coordinates, relative to the computational basis, of the state (6), which is the state that results from applying the quantum Fourier transform to the periodic vector (5). We plot the resulting probability amplitudes and sum those corresponding to basis states belonging to S = nint s2 n r : s = 1, 2, 3, . . . , r − 1 .
(2) We use our formula (19).
The reader will see that the probabilities calculated by (1) and (2) agree to many decimal places.
Case 1. We suppose N = 77 and b = 9 so that r = 15. Here, the output register will have n 0 = 7 qubits and, following Shor, the input register will have n = 13 qubits. For simplicity we take x 0 = 0 in (5) and create a vector V corresponding to this state. Then we apply InverseFourierTransform(V), plot the resulting probability amplitudes and sum those corresponding to the possible desired outcomes. Here's the Maple code and output. .7081679352 >PF:=(k1,n,m,rp)->2ˆk1*2/(2ˆn*m)* sum(sin(Pi*m*j/(2ˆ(n-k1)))ˆ2 /sin(Pi*j/(2ˆ(n-k1)))ˆ2, j=1..floor(rp/2))+ (2ˆk1-1)*m/2ˆn: # k1=k, rp = r ′ >evalf (PF(0,13,m,15) );
.7081679356
Case 2. We take N = 247 and b = 4 so that r = 18. Here n 0 = 8; n = 16; m = 2 16 /18 = 3641,k = 1 (or k1 =1 in Maple notation), and r ′ = 9 (rp = 9 in Maple). Again, we take x 0 = 0. We include only the probability plot, the probability of success associated with the plot, and the probability given by our formula. .7198248259
Lower Bounds on the Probability of Success
We provide an underestimate for
where r < 2 n 0 , 2kr ′ = r with r ′ ≥ 3 odd,
r + 1 and n > n 0 . We use the following elementary inequalities valid for x ≥ 0:
as well as
which is valid for any real number x. We also use
We have , the latter fact holding because r ′ is odd. We obtain separate underestimates for the cases (a)k > 0 (so that r, which equals 2kr ′ , is even), and (b)k = 0 (so that r is odd and r ′ = r). For simplicity, we assume that r is odd (so that r ′ = r), take the formula for P that is one line above (19), and substitutek = 0, obtaining 2 2 n m ⌊r/2⌋ j=1 sin 2 πmr(j/r) 2 n sin 2 πr(j/r) 2 n
If n − n 0 is large then mr/2 n is very close to 1; also, the denominator is well approximated by πr(j/r ′ ) 2 n 2 ; thus our probability is well-approximated by The quantity in large parentheses is a Riemann sum corresponding to as an estimate for the probability of success.
