A Jacobi-type updating algorithm for the SVD or URV decomposition is developed, which is related to the QR algorithm for the symmetric eigenvalue problem. The algorithm employs one-sided transformations, and therefore provides a cheap alternative to earlier developed updating algorithms based on two-sided transformations. The present algorithm as well as the corresponding systolic implementation is therefore roughly twice as fast, compared to the former method, while the tracking properties are preserved. The algorithm is also extended to the 2-matrix QSVD or QURV case. Finally, the dierences are discussed with a number of closely related algorithms that have recently been proposed.
I. Introduction
In an earlier report [14] , an adaptive algorithm has been developed for tracking the singular value decomposition of a data matrix, when new observations (rows) are added continuously. The algorithm may be organized such 1 that it provides at each time a certain approximation for the exact singular value decomposition. It combines a Jacobi-type diagonalization scheme, based on two-sided orthogonal transformations [10] , with QR updates. A systolic implementation for this algorithm is described in [15] .
Here, we improve upon these results. An alternative algorithm is described, which employs only one-sided transformations. Row and column transformations are applied in an alternating fashion. The algorithm is therefore roughly twice as fast, whereas its tracking properties are the same as for the two-sided method. The corresponding systolic implementation is roughly the same, but also twice as fast.
The algorithmic development starts from a square root version of the QR algorithm for the symmetric eigenvalue problem [6, 13] , section III. This algorithm is turned into a Jacobi-type algorithm, based on 2 22 transformations, by supplementing it with a permutation scheme, section IV. The resulting algorithm may then be interlaced with a QR update, whenever a new row has to be worked in, such that an adaptive scheme is obtained, section V. As the algorithm is operated without shifts of the origin, it is particularly suitable to isolate a cluster of small singular values. This is precisely the aim of a URV decomposition [18] . Thus, at each time, either an exact SVD may be computed or a URV-type approximate decomposition. In section VI, the algorithm is extended to the 2-matrix QSVD or QURV case.
In contrast to the QURV method proposed in [4] , no preliminary extraction of a triangular factor is performed here. Moreover, a systolic array implementation is simpler with the present version. Some of these dierences are explained in the last section on related work by others.
II. Preliminaries
The starting point here is a real 1 data matrix A, which is assumed to be tall and thin, i.e. with more rows than columns. The aim is to compute its singular value decomposition Mostly, exponential forgetting is applied with a forget factor < 1, i.e.
Very often, SVD is used for so-called`subspace tracking' applications. The matrix A k is then supposed to have a clear gap in the singular value spectrum. The larger singular values correspond to the so-called`signal subspace', the smaller singular values correspond to the so-called`noise subspace'. The SVD may be written as
where 6 s contains the larger`signal singular values', and 6 n contains the smaller`noise singular values'. The aim is not so much to compute the complete singular value decomposition, rather to compute a good estimate for the subspaces V kR sn k F is small, such that R s , resp. R n , has roughly the same singular values as 6 s , resp. 6 n . In [14] , this is called (somewhat loosely) an`approximate SVD', whereas in [18] this is termed`URV decomposition', referring to the separate factors. In subspace tracking applications, the aim is to have a good estimate for the subspace V T s or V T n at each time instant k. The`tracking error', which may be dened in terms of the angles between the exact and approximate subspaces V T s andṼ T s [14] , should be small at all time. Our aim is to develop ecient adaptive and parallel algorithms for this.
III. Square root QR
In this section, we focus on computing the SVD of a xed matrix A. It is shown how a Jacobi-type algorithm may be derived from the QR algorithm for the symmetric eigenvalue problem.
The SVD of the matrix A may be computed in two steps. First, a QR decomposition is computed, resulting in Q A = I and R A is upper triangular. This is done in a nite number of time steps, e.g. with a sequence of Givens transformations [8] . Then an iterative procedure is applied to the triangular factor R A , transforming it into a diagonal matrix. This diagonalization procedure consists in applying a sequence of plane transformations as follows, see [10, 11] This SVD algorithm is simple, amenable to parallel implementation [11] , and may be turned into an adaptive algorithm [14] .
In a way, the above algorithm may be viewed as a so-called`square root' version of the original Jacobi algorithm for the symmetric eigenvalue problem, applied to A T A = R T R [8] . What is remarkable now, is that another popular algorithm for the symmetric eigenvalue problem, namely the QR algorithm, may be turned into a Jacobi-type square root algorithm, too. The original QR algorithm, applied to A T A, works as follows [8] :
In each iteration, a QR factorization of X k is computed. Then the next iterate X k+1 is obtained by reversing the order of Q k and R k and carrying out the multiplication. It is proved that -except for contrived examples-X k converges to a diagonal matrix with the eigenvalues of A T A ordered along the diagonal, i.e. X 1 = 6 2 .
A square root version of this algorithm has been derived in [6, 9, 13] The above QR-type algorithm is operated without shifts of the origin [8] . Therefore, convergence to the complete singular value decomposition is likely to be very slow. On the other hand, with the zero shift, this algorithm is particularly suitable to isolate a cluster of small (close to zero) singular values. Therefore, the above algorithm rapidly converges to the URV form, as given in the previous section, and thus may be called a`URV algorithm', 2 Lk instead of R T k] and Rk+1 instead of Rky 6 too. For more details on how this algorithm relates to (the renement step in) the URV algorithm of [18], we refer to [13] and to Section VII.
IV. Jacobi QR The next step is to turn the above algorithm into a Jacobi-type algorithm, Let us now return to the recursive case, with
and turn the algorithm of the previous section into an adaptive algorithm. In [15] , it is shown how a Jacobi-type process may be interlaced with QR updates, whenever new observations have to be worked in. The main diculty of the systolic implementation is the fact that two computational \ows" travel in opposite direction : one ow is associated with the SVD/URV computations on a triangular matrix and updating the corresponding column transformation matrix in a square array, and another ow is associated with applying this transformation matrix to the new incoming observation 9
vectors. The crux of the implementation is to patch up the ows as they cross each other in dierent direction. It is instructive to look at the systolic implementation rst, and then derive the corresponding algorithmic description : Figure 2 is similar to Figure 1 , only the interlaced updates are added. The data vectors a k are fed in into the upper V -array in a skewed fashion as indicated with the 's, and propagated to the right, in between two transformation fronts (frames). The rst step is to compute the matrix-vector productã T k = a T k 1 V , to put the new vector in the same`basis' as the current R matrix. This is computed on the y, with intermediate results being passed on upwards. The resulting vectorã k becomes available at the top end of the square array, and is then reected and propagated downwards, towards the triangular array, indicated with the 's. While going downwards, theã k -vector crosses upgoing transformations. These should then be applied to theã k -vector too, in order to obtain consistent results. The QR-updating is performed in the triangular part, much like in the conventional Gentleman-Kung array [7] , but the pipelining is somewhat dierent here (compatible with the Jacobi-type algorithm). Rotations are generated on the main diagonal, and propagated to the right. In each 2 2 2 frame, column and row transformations corresponding to the SVD/URV scheme are performed rst, while in a second step, only row transformations are performed corresponding to the QR-updating (aecting theã k -components and the upper part of the 2 2 2 -blocks). For further details concerning this array, we refer to [15] .
An algorithmic description of this systolic implementation is given as follows : V The backbone of the algorithm is the SVD/URV process. Whenever a new vector a k has to be worked in, the process is interlaced with a QR update (step 2) withã to be applied to the left or to the right. This is done with the`if ... then...' statement, which is explained as follows. In Figure 2 .a it is seen that the 2 2 2 blocks on the diagonal correspond to dierent updates, namely k = 2 and k = 1 (one could also add k = 0 and k = 01). The sum 2k + i is then indeed constant along the diagonal. In other words, the decision whether to perform a row premutation or a column permutation, should only depend on 2k + i. On the other hand, one should switch from row permutations to column permutations, or the other way around, after each n 2 -th update (for a xed value of i).
The above algorithm has an O(m 2 ) computational complexity per update (per loop). At each time, an approximate (URV-type) decomposition is available. The performance analysis of [14] straightforwardly carries over to this algorithm. This means that the tracking error (see section II) is bounded by the time variation in m time steps, see [14] for details. The tracking experiments of [14] may be repeated here, revealing much the same results. Finally, with a systolic array with O(m 2 ) processors (see Figure 2) , an O(m 0 ) throughput is achieved, which means that new vectors can be fed in at a rate which is independent of the problem size m.
VI. QSVD and QURV updating
The above updating algorithm/array is readily extended to generalized decompositions for matrix pairs, viz. the quotient singular value decomposition details, the reader is referred to [17] . Starting from the square triangular factors R A and R B , the QSVD may be computed with an iterative procedure, similar to the SVD procedure : Computing the transformations in a numerically reliable way is a problem here, see e.g. [3, 2, 1] . Again, the above QSVD algorithm may be turned into an adaptive and parallel updating algorithm, where new rows may be appended to either one or both of the matrices A and B [16] . Our aim is now to develop a QR-type QSVD algorithm, similar to what we had for the 1-matrix case. This is straightforward. The algorithm below is readily seen to be a square root version of algorithm 8.6-1 of [8] for the symmetric generalized eigenvalue problem. The corresponding systolic array is again given in Figure 2 . The square part stores and updates Q, while the triangular part stores and updates R 1 and R 2 , overlaid. The 's also correspond to overlaid data vectors a k and b k . The rest is similar to the 1-matrix case.
VII. Relation to other work
The decompositions discussed in this paper and related references [4, 6, 13, 14, 18, 19] { In [14] , this was called an`approximate SVD'. When one or more sweeps of a Kogbetliantz-type SVD algorithm are applied to the triangular array, quadratic convergence was observed for the o-diagonal part R sn even when the required adjacency of close singular values was not respected. With one SVD sweep one reduces the norm of R sn from to 2 =( 0 ). { In [19] a`URV decomposition' approach was proposed based on estimating small singular values of a matrix A and deating them to the R n block (hence ordering is obtained). An adaptive version of this for matrices A k was then proposed in [18] . Finally, a renement idea of such URV decompositions was proposed and analysed in [6, 19] . One renement step essentially amounts to a QR decomposition and has the similar eect to reduce the norm of R sn from to 2 { In this paper we show that similar renement steps can in fact be performed while preserving the upper triangular form at no extra cost. So, instead of having an improved decomposition at the same cost of an SV D sweep, we propose a cheaper procedure with the same renement property as an SVD sweep. Moreover, the parallel implementation ts nicely on the same array as the SVD updating scheme. Another dierence with the URV approach is that no rank test is being performed at any stage. We rely here on the self ordering property of the QR algorithm to expect that in the adaptive case smaller singular values will automatically cluster. This of course can only be expected if the noise subspace corresponding to these small singular values does not change too much with each time step k.
Extensions to updating the implicit decomposition for two matrices A and B can be found in [16] (GSVD) and [4] (GURV). The approach chosen by [4] is to extend the work of [19] to the case of an implicit decomposition. This rst requires a joint QR decomposition of the matrices A and B in order to extract the common null space and triangular factor R AB . The resulting matrices Q A and Q B then have a joint decomposition known as the CS decomposition, which can be updated adaptively as new observations are being collected [4] . Two weaknesses of this approach are the preliminary rank determination of the joint QR factorization of A and B, and the two stage updating required when new observations are being processed. The main advantage of the method is that the rank revealing part of the QURV decomposition is now concentrated in the matrix Q A . In the present paper we focused on the parallel implementation of the QURV decomposition and chose for this reason not to perform the preliminary extraction of the triangular factor R AB . The resulting algorithm is again easy to implement on the SVD array of [15] and does not require the double ipping of the URV as in [19] . The algorithm is then very close to the one presented for the single matrix case and earlier remarks apply here again when the matrix B is not too badly conditioned. For the case of nearly singular B the approach of [4] is probably to be preferred. 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
