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Wind energy represents one of the major renewable energy sources that can meet 
future energy demands to sustain our lifestyle. During the last few decades, the installation 
of wind turbines for power generation has grown rapidly worldwide. Besides utility scale 
wind farms, distributed wind energy systems contributes to the rise in wind energy 
penetration. However, the expansion of distributed wind energy systems is faced by major 
challenges such as the system’s reliability in addition to the environmental impacts. This 
work is intended to explore various control algorithms to enable the distributed wind 
energy systems to face the aforementioned challenges. 
First of all, a stall regulated fixed speed wind turbine augmented with a variable 
ratio gearbox has been proven to enhance the wind energy capture at a relatively low cost, 
and considered as an attractive design for small wind energy systems. However, the high 
reliability advantage of traditional fixed-speed wind turbines can be affected by the 
integration of the variable ratio gearbox. A portion of this work is intended to develop a 
control algorithm that extends the variable ratio gearbox service life, thus improves overall 
system reliability and reduces the expected operational cost.  
Secondly, a pitch regulated variable speed wind turbines dominates the wind energy 
industry as it represents a balance between cost and flexibility of operation. They can be 
used for midsized wind power generation. Optimizing its wind energy capture while 
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maintain high system reliability has been the one of the main focuses of many researchers. 
Another portion of this work introduces a model predictive control framework that 
enhances the reliability of pitch regulated variable speed wind turbines, thus improves their 
operational cost.  
Finally, one of the major environmental challenges facing the continuous growth 
of wind energy industry is the noise emitted from wind turbines. The severity of the noise 
emission problem is more significant for small and medium sized wind turbines installed 
in the vicinity of residential areas for distributed power generation. Consequently, the last 
portion of this work is intended to investigate the potential of wind turbine control design 
to reduce noise emission in different operating conditions with minimal impact on power 
generation. 
 viii 
Table of Contents 
List of Tables ......................................................................................................... xi 
List of Figures ....................................................................................................... xii 
Chapter 1: Introduction ............................................................................................1 
1.1 Wind Energy Conversion Systems ........................................................4 
1.2 Wind Turbine System Modes of Operation ...........................................7 
1.3 Environmental Impact of Wind Energy Systems ...................................9 
1.4 Dissertation Outlines ............................................................................11 
Chapter 2: Literature Survey ..................................................................................15 
2.1 Enhancing the Reliability of Distributed Wind Energy Systems.........15 
a. Stall Regulated Fixed Speed Wind Turbines ..............................15 
b. Pitch Regulated Variable Speed Wind Turbines ........................17 
2.2 Environmental Impact of Wind Energy Systems .................................21 
2.3 Dissertation Objectives ........................................................................23 
Chapter 3: Control of a Fixed-Speed Wind Turbine with a Variable Ratio Gearbox26 
3.1 System Modeling and Design ..............................................................26 
a. Wind Turbine Drivetrain Modeling ............................................27 
b. Variable Ratio Gearbox Design ..................................................30 
3.2 Control Methodology ...........................................................................36 
a. Control Problem Formulation .....................................................36 
b. Gear Life Extension Approach ...................................................36 
c. Optimization Problem Formulation ............................................37 
3.3 Sensitivity of the Cost Function to Changes in the Value of the Weight 
Factor ...................................................................................................38 
3.4 Simulation Results and Analysis .........................................................41 
a. A Comparative Case Study between High and Low Wind Classes41 
b. Summary of Case Studies for Wind Classes Three to Seven .....47 
3.5 Summary ..............................................................................................49 
 ix 
Chapter 4: A Model Predictive Control Framework with an Adaptive Approach for 
Wind Turbines ..............................................................................................50 
4.1 Wind Turbine Model............................................................................50 
a. Wind Power Plant Model ............................................................51 
b. Reduced-Order Nonlinear Model ...............................................52 
4.2 Formulation of the Convex Optimization Problem .............................55 
a. Drivetrain Dynamic Model .........................................................56 
b. Tower Dynamic Model ...............................................................58 
c. Convex Optimization Problem ...................................................61 
4.3 Control Methodology ...........................................................................64 
a. Economic Model Predictive Control ..........................................65 
b. Adaptive Approach .....................................................................66 
4.4 Simulation Results ...............................................................................68 
a. Controller Performance under Steps in Wind Speed ..................68 
b. Controller Performance under Volatile Wind Speed Profiles .....71 
c. Controller Performance under Model-Plant Mismatches ...........74 
4.5 Summary ..............................................................................................78 
Chapter 5: A Control-Oriented Study for Wind Turbine Noise Emission.............79 
5.1 System Modeling .................................................................................79 
a. Wind Turbine Drivetrain Modeling ............................................80 
b. Wind Turbine Noise Emission Modeling ...................................82 
5.2 Control and optimization Methodology ...............................................85 
a. Control Problem Formulation .....................................................85 
b. Optimization Problem Formulation ............................................86 
5.3 Simulation Results and Analysis .........................................................87 
a. Region 2 Simulation Results .......................................................87 
b. Region 3 Simulation Results .......................................................91 
5.4 Case Study: A Residential Area in the Neighborhood of a Wind Farm92 
a. Wind Farm Layout ......................................................................93 
b. Wind Speed Profiles ...................................................................95 
 x 
c. Case Study Simulation Results ...................................................97 
5.5 Summary ............................................................................................100 
Chapter 6: Conclusions ........................................................................................101 
References ............................................................................................................103 
Vita … ..................................................................................................................117 
  
 xi 
List of Tables 
Table 1.1: Classification of wind turbines according to the method of speed control.
.............................................................................................................6 
Table 1.2: Noise maximum limits in residential environments by the WHO. ...11 
Table 1.3: Wind turbine noise limits worldwide ................................................12 
Table 3.1:    Wind Turbine System Parameters. ....................................................27 
Table 3.2:     The effect of changing the value of the weight factor, for different wind 
classes, on the power generation and the tangential force on the gear 
tooth ..................................................................................................48 
Table 4.1:    NREL 5 MW Wind Turbine Model Parameters. ...............................51 
Table 4.2:    A Comparison between the performance of the BLC and eMPC under 
steps in wind speed. ..........................................................................69 
Table 4.3:     A Comparison between the Performance of the BLC and eMPC under 
Volatile Wind Speed Profiles............................................................72 
Table 4.4:    Comparison between the Performance of the BLC and eMPC under 
Model-Plant Mismatches ..................................................................78 
Table 5.1:     Wind Turbine System Parameters ....................................................81 
Table 5.2:    Summary of the wind farm parameters .............................................95 
 xii 
List of Figures 
Figure 1.1: Growth of the U.S. Wind Electricity Capacity from 2000 to 2012. ...2 
Figure 1.2: U.S. Cost for Land-Based Wind 1980-2013. ......................................3 
Figure 1.3: A schematic of a horizontal-axis wind turbine. ..................................5 
Figure 1.4: A general stall-regulated  fixed-speed wind turbine power curve. The 
generated power is normalized by the rated power of the turbine. .....8 
Figure 1.5: A general pitch-regulated variable-speed wind turbine power curve. The 
generated power is normalized by the rated power of the turbine. .....9 
Figure 3.1:   The power coefficient curve of the wind turbine as a function of the tip 
speed ratio and at constant blade angle. ............................................28 
Figure 3.2:    A schematic of a wind turbine drivetrain with a variable ratio gearbox 
(VRG). ..............................................................................................29 
Figure 3.3:   Power curve for a 6 gear ratios wind turbine model versus a single gear 
ratio model ........................................................................................31 
Figure 3.4:  The effect of changing the gear ratio on the tangential force on the gear 
tooth ..................................................................................................35 
Figure 3.5:   The effect of changing the value of the weight factor from 0 to 1 on the 
(a) gear shifting profile, (b) power generation, (c) tangential force on the 
gear tooth ..........................................................................................39 
Figure 3.6:   The effect of changing the weight factor on the generated power drop as 
compared to the unity weight factor case and on the tangential force 
ratio rise as compared to zero weight factor case .............................40 
Figure 3.7:   One day sample of two wind class sites ............................................42 
 xiii 
Figure 3.8:  The effect of changing the value of the weight factor, for two wind class 
sites, on (a) the generated power and (b) the tangential force ratio ..43 
Figure 3.9:  The effect of changing the value of the weight factor, for two wind class 
sites, on (a) the percentage change in the generated power and (b) the 
tangential force ratio .........................................................................44 
Figure 3.10: Simulation results of the wind class 7 site (a) gear shifting profile, (b) 
generated power profile, and (c) the tangential force on the gear tooth 
profile ................................................................................................45 
Figure 3.11: Simulation results of the wind class 3 site (a) gear shifting profile, (b) 
generated power profile, and (c) the tangential force on the gear tooth 
profile ................................................................................................46 
Figure 4.1:  Power Coefficient of the NREL 5 MW Horizontal Axis Wind Turbine53 
Figure 4.2:  Thrust Coefficient of the NREL 5 MW Horizontal Axis Wind Turbine
...........................................................................................................54 
Figure 4.3:   The available power 𝑃𝑎𝑣(𝑣, 𝐾) normalized by v3 and plotted against 
kinetic energy K for a range of wind speeds starting from 3 m/s to 25 
m/s and an increment of 1 m/s. .........................................................58 
Figure 4.4:   A simplified block diagram of the wind turbine closed loop system with 
the economic model predictive controller (eMPC) and the adaptive 
algorithm. ..........................................................................................64 
Figure 4.5:   A block diagram illustrating the adaptive algorithm. ........................67 
Figure 4.6:   A comparison between the responses of the BLC and the eMPC to steps 
in wind speed ranging from 8 to 10 m/s with 1 m/s increment.........70 
Figure 4.7:   A comparison between the responses of the BLC and the eMPC to steps 
in wind speed ranging from 11 to 13 m/s with 1 m/s increment.......71 
 xiv 
Figure 4.8:   A comparison between the responses of the BLC and the eMPC under a 
10 minutes volatile wind profile with an average equals 7.5 m/s. ....73 
Figure 4.9:   A comparison between the responses of the BLC and the eMPC under a 
10 minutes volatile wind profile with an average equals 12.5 m/s. ..74 
Figure 4.10: Theoretical versus deviated power coefficient for the NREL 5 MW 
horizontal-axis wind turbine. ............................................................76 
Figure 4.11: A comparison between the responses of BLC and eMPC with model-
plant mismatches under 20 minutes volatile wind profile with an average 
equals 7.5 m/s....................................................................................77 
Figure 5.1:   Power coefficient surface as a function of tip speed ratio and blade pitch 
angle ..................................................................................................81 
Figure 5.2:   The tradeoff between power generation and overall sound pressure level 
in Region 2 at 8 m/sec wind speed....................................................88 
Figure 5.3:   The effect of changing the value of the weighting factor on (A) the 
power generation, (B) the overall sound pressure level, (C) the generator 
torque and (D) the blade pitch angle .................................................89 
Figure 5.4:   Drop in (a) power generation and (b) overall sound pressure level for 
different values of the weighting factor ............................................90 
Figure 5.5:   The effect of changing the value of the weighting factor on (A) power 
generation, (B) noise emission and (C) blade pitch angle, with a 
constraint on the power generation drop ...........................................92 
Figure 5.6:   The proposed wind farm layout located at a distance 𝐿 from a residential 
area ....................................................................................................94 
Figure 5.7:   A one day wind speed profile for wind class 3 and 7 sites. ..............96 
 xv 
Figure 5.8:   The effect of changing the value of the weighting factor on (A) the total 
generated power from the wind farm (B) the total sound pressure level at 
a residential area for wind class 3 profile .........................................98 
Figure 5.9:   The effect of changing the value of the weighting factor on (A) the total 
generated power from the wind farm (B) the total sound pressure level at 
a residential area for wind class 7 profile .........................................99 
  
 1 
Chapter 1: Introduction1 
The continuous growth in energy demands in addition to the rising environmental 
concerns have led to an immense need for clean and sustainable energy sources that can 
meet the future requirements to sustain our lifestyle [1]. One of the most abundant 
renewable and clean energy sources that can potentially satisfy future energy demands is 
the wind [2]. During the last few decades, the installation of wind turbines for power 
generation has grown rapidly worldwide. For instance, the United States Department of 
Energy has set a goal of reaching a wind capacity level of 305 GW or 20% of the anticipated 
electrical power supply by the year 2030 [3]. Consequently, the wind electricity capacity 
in the United States has grown rapidly from the year 2000 to 2012 as shown in Fig. 1.1.  
By the end of year 2012, the installed wind electricity capacity has reached about 
60 GW or 3.5 % of the nation’s electrical power supply [4]. Achieving the 20 % wind 
power by 2030 requires the expansion of wind energy projects that include both utility-
scale wind farms and distributed wind energy systems [4], [5]. Alongside the rapid growth 
in wind energy projects during the last few decades, the wind energy cost has been reduced 
significantly [6], as shown in Fig. 1.2.  
The cost of wind energy is estimated based on a measure called the levelized cost 
of energy (LCOE), which is used as an overall measure of the competiveness of different 
generating technologies. It is defined in [6] as,  
                                                 
1 Some portions of this chapter have appeared previously in the following publications: 
1. M. L. Shaltout, J. F. Hall, and D. Chen, “Optimal control of a wind turbine with a variable ratio gearbox 
for maximum energy capture and prolonged gear life,” J. Sol. Energy Eng., vol. 136, no. 3, p. 031007, Mar. 
2014. (All authors contribute equally). 
2. M. L. Shaltout, Z. Yan, D. Palejiya, and D. Chen, “Tradeoff analysis of energy harvesting and noise 
emission for distributed wind turbines,” Sustain. Energy Technol. Assessments, vol. 10, pp. 12–21, 2015. 
(All authors contribute equally).  
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The cost (in real dollars) per kilowatt-hour of building and operating a generating 
plant over an assumed financial life and duty cycle. Key inputs to calculating 
levelized costs include capital costs, fuel costs, fixed and variable operations and 
maintenance (O&M) costs, financing costs, and an assumed utilization rate for each 
plant type.  
The reduction in wind energy cost is mainly attributed to the development of cost-effective 
wind energy conversion systems. For instance, modern wind turbines have larger rotor 
diameters and taller towers, which improves wind energy capture. Additionally, the 
development of advanced control algorithms that improves the dynamic performance of 
wind turbines is a key strategy for efficient and reliable wind energy conversion systems. 
With the continuous advancement in wind energy conversion technology, more reduction 
in the wind energy cost can be expected in the future [6].   
 























































































Figure 1.2: U.S. Cost for Land-Based Wind 1980-2013. 
On the other hand, improving the quality and reliability of electrical power systems 
has been a major concern for the future of power system development. Microgrid concept 
has been discussed extensively as a potential solution to improve power quality and 
reliability [7]–[10]. Basically, microgrids are power systems that include a group of 
distributed energy resources and associated loads and can switch their operation between 
the grid-connected mode and the islanded mode [10]. The distributed energy resources 
include distributed generation systems with optional distributed energy storage. The 
development of microgrids is mainly driven by the immense need for higher efficiencies 
of energy generation and transmission in addition to improved power quality and reliability 
of the delivered electricity[9], [10]. 
 4 
Distributed wind energy systems represent one of the major distributed generation 
systems in microgrids [9]–[12]. They can range in size from small-sized turbines (i.e. less 
than 100 kW) to utility-scale turbines (i.e. greater than 1 MW) [5]. Subsequently, the 
development of distributed wind energy systems can serve two main goals. The first is the 
growth of a clean and sustainable energy source, while the second is the improvement of 
the power quality and reliability through adopting the microgrid concept. However, the 
expansion of distributed wind energy systems is hindered by major challenges such as 
initial and operational cost, system’s reliability and environmental impacts. This work is 
intended to explore various control algorithms to enable the distributed wind energy 
systems facing the aforementioned challenges. 
1.1 WIND ENERGY CONVERSION SYSTEMS 
Wind turbines can be categorized into two main types, horizontal-axis wind turbine 
(HAWT) and vertical-axis wind turbines (VAWT). A comprehensive comparison between 
wind turbine types can be found in many review articles, for example in [13]–[15]. Due to 
the higher efficiency, thus lower electricity cost (i.e. price/kW), of HAWTs as compared 
to VAWTs, the majority of manufacturers have focused on mass producing HAWTs [13]–
[15]. Therefore, this work will focus on the development of control algorithms for HAWTs 
as they are the commercially dominant type.  
A HAWT mainly includes a rotor with two or three blades supported on a tower 
through the nacelle, as shown in Fig. 1.3. Inside the nacelle, the rotor is coupled to a 
gearbox that increases the rotational speed to a suitable value for the generator operation. 
The interaction of the aerodynamic rotor blades with the inflow wind generates drag and 
lift forces on each blade. The lift forces generate a torque that rotate the turbine rotor, while 
the drag forces generate a thrust force on the rotor disc. The mechanical rotational power 
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from the rotor is then converted to electrical power through the generator. Through passive 
or active control of the rotor blades, the mechanical power can be adjusted. Additionally, 
the generator provides a mean to control the turbine rotational speed. Consequently, wind 
turbines can be classified by the method of mechanical power control, and further divided 
by their methods of speed control [16].  
 
Figure 1.3: A schematic of a horizontal-axis wind turbine. 
Wind turbines can be classified according to the method of mechanical power 
control into stall regulated or pitch regulated [16]. In stall regulation, the blade angle 
remains unchanged during turbine operation. Moreover, the blade airfoil is designed to 
generate less aerodynamic torque on the rotor at high wind speeds, thus providing a simple, 
inexpensive and robust method for mechanical power control.  In pitch regulation, the blade 
pitches around its axis, thus changing the blade angle during turbine operation. As a result, 
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a pitch-regulated turbine can maximize energy capture at low wind speeds or regulate the 
power generation at high wind speeds. Alongside the previous classification, wind turbines 
can be further classified according to the method of speed control into four main types, 
Type 1, 2, 3 and 4 [16]. A comparison between the four types is shown in Table 1.1. As 
the wind turbine Type develops from 1 to 4, the flexibility and efficiency of power 
generation are enhanced. However, adding more complexity to the wind turbine system 
leads to a significant increase in the cost.  
A Type 1 wind turbine is equipped with a squirrel-cage induction generator (SCIG) 
and it operates at a speed fixed to the electrical grid’s frequency. It generates power when 
the turbine speed is faster than the grid frequency, thus creating a negative slip (a positive 
slip means that the generator is operating in a motoring mode). Adding a variable resistance 
module in the rotor circuit allows for up to 10% variation in the turbine speed for Type 2 
wind turbines. Thus, enhancing the ability of the turbine to track the optimal tip speed ratio 
(i.e. ratio of rotor tip speed to the inflow wind speed) for maximum energy capture.  
 













Fixed or Variable Speed Fixed Variable Variable Variable 
Allowable change in 
turbine speed 







Gearbox Yes Yes Yes Yes/No 
Table 1.1: Classification of wind turbines according to the method of speed control. 
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The employment of a doubly fed induction generator with a variable frequency ac 
(alternating current) excitation in the rotor circuit, redefines the wind turbine as a Type 3 
wind turbine. In this type, it is possible to vary the turbine speed up to 50% above and 
below the synchronous speed, thus enhancing energy capture and regulation. As a balance 
between cost and flexibility of operation, wind turbines of Type 3 have been widely used 
in the wind energy industry [16]. The implementation of a full-scale back-to-back 
frequency converter provides Type 4 wind turbines with high degree of flexibility in design 
and operation, but at a higher cost as compared to Types 1, 2 and 3. The elimination of the 
gearbox from the drivetrain is possible in Type 4 wind turbines due to the presence of the 
full-scale frequency converter. Thus, the turbine rotor can operate at any speed different 
from the electrical grid’s frequency.  
1.2 WIND TURBINE SYSTEM MODES OF OPERATION 
Generally, wind turbines operate in three main regions depending on the inflow 
wind speed. The first region (i.e. Region 1) is the no-load region where the wind energy is 
not high enough to operate the turbine. As the wind speed increases above the cut-in speed, 
the wind turbine starts to operate in Region 2 or the partial-load region. In this region, the 
wind energy is not high enough to operate the wind turbine at its rated power. Thus, the 
control objective in this region is to track the optimal tip speed ratio for maximum power 
generation. The tip speed ratio is the ratio between the rotor tip speed and the inflow wind 
speed. Once the wind speed reaches the rated wind speed, the wind turbine starts to operate 
in the full-load region (i.e. Region 3). In this region, the control objective is to regulate the 
power generation to stay at the rated power of the generator. As the wind speed increases 
to the cut-out wind speed, the wind turbine is shut down for safety reasons. 
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A typical power curve of a stall regulated fixed speed wind turbine and a pitch 
regulated wind turbine are shown in Fig. 1.4 and Fig. 1.5, respectively. As previously 
discussed, a fixed speed wind turbine has to operate at the electrical grid’s frequency. Thus, 
it is not possible to track the optimal tip speed ratio for maximum power generation in 
Region 2. In Region 3, the predesigned blade airfoil reduces the aerodynamic energy 
conversion efficiency to regulate the power generation at high wind speed. However, it is 
not possible to maintain the power generation at the rated power of the generator.  
 
Figure 1.4: A general stall-regulated  fixed-speed wind turbine power curve. The 
generated power is normalized by the rated power of the turbine. 
Alternatively, the pitch regulated variable speed wind turbine can track the optimal 
tip speed ratio in Region 2 and maintain the power generation at the generator rated power 
through pitch regulation, as shown in Fig. 1.5. However, the improvements in performance 
for pitch regulated variable speed wind turbine comes at the expense of increased cost and 







































configuration becomes a major objective in numerous research efforts. The main strategy 
is to increase the wind turbine diameter and height to improve wind energy capture. 
However, the wind turbine will be subjected to higher fatigue loads and the effects of non-
uniform wind speed profiles will become more significant. This motivates the development 
of advanced control algorithms to mitigate different types of fatigue loading acting on the 
wind turbine with no or minimal impact on wind energy capture. Successful control 
algorithms will contribute towards the reduction of overall wind energy cost, thus enhance 
its competitiveness as compared to other energy sources. 
 
Figure 1.5: A general pitch-regulated variable-speed wind turbine power curve. The 
generated power is normalized by the rated power of the turbine. 
1.3 ENVIRONMENTAL IMPACT OF WIND ENERGY SYSTEMS 
The continuous growth in wind energy projects has triggered numerous studies 
regarding the impact of installing wind turbines on the surrounding environment [17]. 
Those environmental impacts include but not limited to noise emission, oscillating 







































environmental impacts, the problem of noise emission form wind turbines has been 
extensively investigated from an engineering perspective.  
The severity of the noise emission problem is more significant for small and 
medium sized wind turbines installed in the vicinity of residential areas for distributed 
power generation. According to the World Health Organization (WHO) [18], noise is 
defined as any unwanted sound. In general, the effect of noise on human health can be 
divided into physical and non-physical effects [19]. The physical effects are associated 
with high sound pressure levels and frequencies leading to noise-induced physical health 
problems, such as Noise-Induced Hearing Loss. The non-physical effects are associated 
with lower sound pressure levels and frequencies in addition to predisposing factors such 
as noise amplitude modulation, time of day, and attitude toward the noise source. 
Annoyance and sleep disturbance are the major non-physical effects of noise, which if 
persistent, can lead to the deterioration of health, quality of life, and well-being. 
The effect of noise emitted from wind turbines on human health can be categorized 
as a non-physical effect. Generally, there are four types of noise that can be generated by 
wind turbines [3–5], namely tonal, broadband, low-frequency, and impulsive noise. In most 
studies, annoyance is often related to only two types of noise, low-frequency [20]–[23] and 
broadband noise [24], [25]. Specifically, the “swishing” or “whooshing” wind turbine noise 
characteristic has been widely cited as the most vexing in many questionnaires [19]–[25]. 
This “swishing” sound had been explained in [26]–[28] as the amplitude modulation of the 
broadband aerodynamic noise during the downward movement of the blades.  
In general, noise from a wind turbine becomes noticeable and annoying when it 
exceeds the environmental background noise. The WHO published guidelines [18] for 
noise levels in residential environments as shown in Table 1.2. The noise limits in Table 
1.2 are not specific to noise emitted from wind turbines. They are used as references when 
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establishing maximum limits on the sound pressure levels measured at residential areas 
located near any noise source [29]. Additionally, Table 1.2 shows the major health 
problems associated with those limits being exceeded. Due to the continuous growth in 
wind energy projects, many countries have established specific regulations and limits for 
the noise emitted form wind turbines. Examples of the maximum wind turbine noise limits 
during day and night in residential areas in countries with the highest wind power capacity 
are presented in Table 1.3. 
 
Daytime Levels 
55 dB(A) Serious Annoyance, daytime and evening 
50 dB (A) Moderate Annoyance, daytime and evening 
Nighttime Levels 
40 dB (A) Outdoor Levels to avoid sleep disturbance 
30 dB (A) Indoor Levels to avoid sleep disturbance 
Table 1.2: Noise maximum limits in residential environments by the WHO. 
1.4 DISSERTATION OUTLINES 
As mentioned previously, the development of advanced control algorithms to 
improve the dynamic performance of wind turbines is a key strategy for efficient and 
reliable wind energy conversion systems [36], [37]. Motivated with this fact, the objective 
of this work is to explore various control algorithms for distributed wind energy systems 
to achieve a primary and a secondary goal. The primary goal is enhancing the reliability of 
the wind turbine system, thus reducing the wind energy cost with minimal impact on energy 





2013 Wind Power 
Capacity (MW) [30] 
Noise Limit dB(A) 
Ref. 
Daytime Nighttime 
1 PR China 91460 50 40 [31] 
2 USA 61110 45 35 [29] 
3 Germany 34468 50 35 [29] 
4 Spain 22637 45 [32] 
5 India 20589 55 45 [33] 
6 UK 10946 LAN* + 5 [29] 
7 Italy 8448 55 45 [34] 
8 France 8128 LAN* + 5 LAN* + 3 [35] 
9 Canada 7813 50 40 [29] 
10 Denmark 4747 40 [29] 
*LAN is the Ambient Noise 
Table 1.3: Wind turbine noise limits worldwide  
The first study incorporates a stall regulated fixed speed wind turbine with a 
variable ratio gearbox that provides improved wind energy capture at relatively low cost. 
However, the addition of the variable ratio gearbox in the drivetrain can degrade the 
reliability of the whole system. Consequently, the first study is intended to develop a 
control algorithm that extends the variable ratio gearbox service life, thus improves overall 
system reliability with minimal impact on energy capture. A thorough literature review 
covering the different approaches to enhance the efficiency and reliability of fixed speed 
wind turbines is presented in Chapter 2. In Chapter 3, a control algorithm is proposed to 
find the gear shifting sequence that will minimize the fatigue loads acting on the gear tooth 
with minimal impact on wind energy capture [38], [39]. First, a stall regulated fixed speed 
wind turbine with a variable ratio gearbox is modeled and the design methodology of the 
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gears is detailed. Second, the formulations of the control and optimization problem are 
presented. Finally, sets of simulation results for different operating conditions are presented 
to evaluate the performance of the proposed control algorithm. 
The second study incorporates a pitch regulated variable speed wind turbine that 
dominates the wind energy industry. A literature review of different control algorithms 
developed to maximize wind energy capture while mitigating fatigue loads is presented in 
Chapter 2. In Chapter 4, an economic model predictive control framework with an adaptive 
approach is presented to achieve the aforementioned goal. A convex formulation of the 
optimal control problem is adopted within the model predictive control framework, thus 
yielding a convex optimal control problem with linear dynamics and convex constraints 
that can be solved globally. Additionally, an adaptive approach is integrated with the model 
predictive control framework to reject the effects of model-plant mismatches on the 
controller performance. Furthermore, the performance of the proposed control framework 
is compared to that of a baseline controller, which is widely used as a benchmark for 
evaluating proposed control algorithms. 
The secondary goal is the mitigation of one of the environmental impacts (i.e. noise 
emission) of wind turbines, thus improving the public acceptance for more wind turbine 
installation in the vicinity of residential areas. A control-oriented study has been conducted 
to investigate the tradeoffs between noise emission reduction and energy capture for 
distributed wind energy systems. A literature review about the different mechanisms of 
noise emission and the various approaches to mitigate this problem is presented in Chapter 
2. Chapter 5 investigates the potential of wind turbine control design to reduce noise 
emission in different operating conditions with minimal impact on power generation [40], 
[41]. By controlling the electromagnetic torque of the generator and/or the blade pitch 
angle, an optimal operating condition that considers the tradeoff between wind turbine 
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energy harvesting and noise emission can be obtained. Simulations were conducted to 
analyze the impact of the control design on power generation and noise emission in partial 
and full-load conditions. Additionally, a case study for a wind farm located near a 




Chapter 2: Literature Survey2 
The literature review covers different topics investigated throughout this 
dissertation is presented. Section 2.1 focuses on the studies related to enhancing the 
reliability of distributed wind energy systems, while Section 2.2 focuses on the study 
related to the impact of noise emitted from wind turbines on the surrounding environment. 
Finally, Section 2.3 summarizes the main contributions of this work. 
2.1 ENHANCING THE RELIABILITY OF DISTRIBUTED WIND ENERGY SYSTEMS 
a. Stall Regulated Fixed Speed Wind Turbines 
Generally, the goal of design and control of wind turbines is to improve their 
efficiency and to enhance their reliability [42], [43]. The major challenge facing the control 
of the wind turbines is the intermittency of wind energy itself [44]. Naturally, the wind 
speed varies continuously. However, the squirrel cage generator of a fixed speed wind 
turbine prefers a constant rotor speed. The mismatch presents a great challenge for the 
control design of the wind turbine. In order to solve the mismatch problem and enable the 
turbine to harvest more energy for a wider range of wind speed, variable speed operation 
of the wind turbine is desired [45]. One solution to solve this problem is to employ a 
variable speed generator, like that used in large mega-watts wind turbines. For small or 
distributed wind turbines, the cost and maintenance issues associated with the variable 
speed generators and their electronics represent a major challenge [46]. In these cases, 
                                                 
2Some portions of this chapter have appeared previously in the following publications: 
1. M. L. Shaltout, J. F. Hall, and D. Chen, “Optimal control of a wind turbine with a variable ratio gearbox 
for maximum energy capture and prolonged gear life,” J. Sol. Energy Eng., vol. 136, no. 3, p. 031007, Mar. 
2014. (All authors contribute equally). 
2. M. L. Shaltout, Z. Yan, D. Palejiya, and D. Chen, “Tradeoff analysis of energy harvesting and noise 
emission for distributed wind turbines,” Sustain. Energy Technol. Assessments, vol. 10, pp. 12–21, 2015. 
(All authors contribute equally).  
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variable ratio drivetrain that could mechanically adapt to the variable wind speed would be 
an alternative solution. 
Many wind turbine drivetrain designs are available based on the selection of the 
turbine and electric generator [47]. A stall regulated fixed-speed wind turbine 
configuration, equipped with a squirrel-cage induction generator, is selected for this 
research. This configuration will demand the drivetrain to fully adapt to the varying wind 
speed. In addition, the fixed-speed wind turbine with a squirrel-cage induction generator is 
also characterized by its low-cost with high reliability, when compared to other drivetrain 
configurations[48]–[50]. A variable ratio mechanical device will be used in conjunction 
with the fixed-speed wind turbine to maximize the energy capture over a wide range of 
wind speed. 
A wind turbine with a continuous variable transmission (CVT) has been proposed 
previously. It can switch among an infinite number of gear ratios between maximum and 
minimum values, which contrasts with other mechanical transmissions [51], [52]. 
Therefore, the flexibility of a CVT can maximize the efficiency of energy capture by 
enabling the generator to run at its most efficient rotational speed for a variety of wind 
speeds. It can run smoothly without gear changes that cause sudden jerks in gearboxes. 
However, due to the limitation of the transmission medium (such as a belt or chain), its 
ability to handle large torque and withstand friction wear is circumscribed. Therefore, its 
application is currently limited to low-powered wind turbines only [53]. With the 
development of new material and mechanisms, the CVT concept could be extended to 
higher torque applications in the future.  
One of the most conventional power transmission systems is the gearbox. It is a 
mature technology with proven capabilities in numerous industrial applications [54]–[56]. 
The integration of a variable ratio gearbox (VRG) with a fixed-speed wind turbine can 
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increase wind energy capture and thus power generation. The feasibility and the 
performance enhancement have been proved in previous studies [38], [39], [57]–[60]. The 
preliminary results show an increase of energy production for all wind classes. The VRG 
control concept is based on finding the optimal shifting sequence among the available gear 
ratios to maximize energy harvesting. However, the impact of shifting commands on the 
fatigue loads acting on the gears, which might cause premature failure of the VRG, were 
not considered. This motivates the development of a control algorithm that considers the 
reliability of the VRG in addition to the efficiency of wind energy conversion, as detailed 
in Chapter 3.  
b. Pitch Regulated Variable Speed Wind Turbines 
Development of advanced control algorithms for variable speed wind turbines 
represents one of the major research areas that experiences extensive investigation [36], 
[37], [61]. Generally, a baseline controller developed in [98] is widely used in the wind 
energy industry, which incorporates a variable-speed generator torque controller and a 
gain-scheduled PI blade pitch controller. Despite its simplicity, this controller has limited 
capabilities if the objective is different from maximizing wind energy capture. Moreover, 
its performance is undermined by the disturbances of the inflow wind and mismatches 
between the actual and theoretical turbine parameters. The adoption of Disturbance 
Accommodating Control (DAC) has been investigated in [62]–[64] to mitigate the effect 
of inflow wind disturbances, thus reducing turbine loads. However, this method uses 
functional models of disturbances instead of commonly used statistical models and it 
assumes that the actual and theoretical turbine parameters are the same. In [65], a linear 
parameter varying (LPV) control is proposed to mitigate the turbine fatigue loads with 
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minimal impact on energy capture. However, its performance is vulnerable to model 
linearization accuracy, wind speed estimation errors and model-plant mismatches.  
With the development of wind speed measurement technologies, for instance the 
light detection and ranging (LIDAR) technology, more control algorithms are introduced 
to the wind energy field. For instance, feedforward controls are being investigated to 
improve the performance of the wind turbine against volatile wind inflow and mitigate the 
turbine fatigue loads [66], [67]. Additionally, linear and nonlinear model predictive 
controls have been considered as viable candidates for wind turbine control. However, they 
are all still vulnerable to model-plant mismatches. Alongside, adaptive algorithms have 
been considered to reject the effect of model-plant mismatches on the control performance 
[68]–[70]. This motivates the integration of an adaptive algorithm within the model 
predictive control framework to reject the effect of model-plant mismatches on the 
controller performance.   
Model Predictive Control (MPC) has been widely implemented in numerous 
industrial applications [71]–[73] as it provides a theoretical framework for designing 
optimal controllers. In wind energy industry, MPC has been considered to achieve specific 
objectives such as wind energy maximization, fatigue load mitigation, and wind power 
smoothing [74]–[76]. In addition to standard MPC, economic MPC has been considered 
recently in numerous applications such as power systems [77], building climate control 
[78], and wind energy applications [79]–[82]. In a standard MPC, optimal steady-state set-
points are first selected by an information management system through optimizing an 
economic cost function. Then, through optimizing a tracking cost function, a control 
system optimally tracks such set-points. On the other hand, an economic MPC treats the 
economic cost function of the information management system as the cost function of the 
control system [83]–[85]. Thus, the control system directly and dynamically optimizes the 
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economic cost function in real-time, instead of tracking set-points. In general, the 
development of economic MPC is mainly motivated by the essential dynamic economic 
performance and the non-optimal separation of the steady-state economic optimization and 
the control system [83], [86], [87].  
A crucial step in MPC methodology is to have an accurate model, mostly a low-
order model, which captures the relevant plant dynamics. In wind energy applications, a 
low-order nonlinear model of the wind turbine or a linearized model about certain operating 
points are frequently adopted [88]–[90]. A comparison between linear and nonlinear MPC 
in [91] shows that nonlinear MPC achieves better results away from the linearization 
points. However, implementing the nonlinear MPC yields a nonconvex optimal control 
problem, which requires expensive computational effort to solve with no guarantee of a 
global optimal solution. On the other hand, in [80], a novel method of changing variables 
is presented to transform the problem to a convex optimal control problem that can be 
solved globally and rapidly. The concept behind this transformation is to visualize the 
drivetrain model of the wind turbine from the perspective of power flows and energies, 
thus yielding a new model with linear dynamics and convex constraints. The objective in 
[80] is to smooth the wind power supplied to the grid with the aid of an energy storage unit 
and with minimal impact on the overall power generation. However, the effect of the 
control actions on the fatigue loads acting on the wind turbine, which can cause premature 
failures, were not considered.  
Based on the assumption that there exist no model-plant mismatches, MPC 
methodology is always successful in achieving the anticipated objective [76], [79], [80], 
[88], [92], [93]. However, the aeroelastic response of the turbine blades and the stochastic 
non-uniform wind inflow introduce mismatches between the model and the plant 
parameters [94] leading to degradation of the controller’s performance. The most important 
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parameter of a wind turbine is its power coefficient, which is the ratio between the captured 
power and the available wind power. It is a function of the tip-speed ratio and blade angle 
and can be visualized as a three-dimensional surface. The aforementioned model-plant 
mismatches are mainly related to deviations between the actual and theoretical power 
coefficient surfaces. For instance, these deviations can cause a shift in the value of the 
optimal tip-speed ratio for maximum power generation. Consequently, for model-oriented 
controllers, this will lead to un-optimal control actions and eventually performance 
degradation. To overcome such problem, many adaptive control algorithms have been 
developed to robustly yield the anticipated objective while rejecting the influence of model 
uncertainties [68], [70], [95], [96].  
The main contribution of this work is the development of an economic MPC 
framework with an adaptive approach for wind turbines, as presented in Chapter 4. The 
objective is to maximize wind energy capture and mitigate fatigue loads acting on the wind 
turbine tower while rejecting the effect of model-plant mismatches. The potential of 
economic MPC including the transformed drivetrain model, presented in [80], is 
investigated to achieve such objective. Consequently, the transformed model will be 
augmented to include the tower fore-aft dynamics. Additionally, an adaptive algorithm 
previously developed in [97], [98] is integrated within the economic MPC framework in 
order to overcome the degradations in the controller performance associated with model-
plant mismatches. The performance of the proposed framework will be compared to a 
baseline controller developed in [99], which is widely used as a benchmark for comparing 
the performance of proposed  control algorithms.  
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2.2 ENVIRONMENTAL IMPACT OF WIND ENERGY SYSTEMS 
The expansion of wind power is faced by major challenges such as the initial and 
operational cost, environmental impacts, and effects on power grid stability. One of the 
major environmental challenges hindering further growth of the wind energy industry is 
the noise emission from wind turbines [24], [100]–[107]. Noise emission is of significant 
concerns for small (i.e. up to 100 kW) and medium (i.e. 101 kW to 1 MW) sized wind 
turbines installed in the vicinity of residential areas [108], [109], such as those installed for 
distributed power generation in microgrids [5], [7], [10].  
Wind turbine noise is primarily emitted from two sources: mechanical and 
aerodynamic sources. Mechanical noises are caused by the interaction between the moving 
mechanical components and their dynamics in the wind turbine drivetrain. The design 
improvements of drivetrain components and the implementation of advanced sound and 
vibration insulation techniques has led to an adequate suppression of mechanical noise in 
modern wind turbines [100], [103], [104]. On the other hand, aerodynamic noise, which is 
emitted due to the airflow around the wind turbine rotor blades, still presents a significant 
challenge due to the characteristics of the noise source itself. It is a main source of wind 
turbine noise [26], [27], [100], [104], [105], [110], [111], and is generally affected by many 
factors that include the air flow speed, rotor size, angle-of-attack, airfoil shape, and airfoil 
surface conditions [112], [113]. Additionally, the inflow wind speed together with the rotor 
diameter and speed define the rotor tip-speed ratio that significantly affects the 
aerodynamic noise emissions [100], [104], [105]. 
Most of existing research effort has focused on precisely predicting and measuring 
the noise emission from both horizontal-axis wind turbines (HAWTs) [114]–[116] and 
vertical-axis wind turbines (VAWTs) [117]–[121]. A comprehensive comparison between 
wind turbine types can be found in many review articles, for example in [13]–[15]. In 
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general, VAWTs usually operate at a lower tip-speed ratio, thus emitting less noise as 
compared to HAWTs [119]. However, major wind turbine manufacturers have focused on 
mass producing HAWTs due to their higher efficiency, thus lower electricity cost (i.e. 
price/kW) as compared to VAWTs [13]–[15]. Therefore, this work will investigate the 
noise emission problem for HAWTs as they are the commercially dominant type. 
There are various approaches implemented for reducing the wind turbine noise 
emission [41], [122]–[124]. They can be categorized into two main groups: passive and 
active approaches [28]. The concept of passive approaches mainly focuses on the optimal 
design of blade airfoil to minimize the noise emission with minimum impact on 
aerodynamic performance [122], [124]–[126]. Additionally, investigations were conducted 
to study the effect of serrated trailing edges of the blades on noise emission reduction [124], 
[127], [128]. Active methods were also developed to mitigate the noise emission during 
turbine operation. For a standalone wind turbine, the blade pitch angle and the generator 
torque can be used to adjust the rotor tip-speed and the blade angle-of-attack to reduce the 
wind turbine noise emission [41], [123]. For a wind farm with multiple wind turbines, each 
wind turbine can be operated at a different blade azimuth angle to avoid noise 
reinforcement [28].  
Among these methods, changing the airflow speed around the blades, which relates 
to the rotor tip-speed or tip-speed ratio, is the primary contributor to noise emissions [100], 
[104], [105]. Altering the rotor tip-speed to reduce noise emission might cause the wind 
turbine to deviate from the optimum tip-speed ratio for power generation. As a result, a 
tradeoff arises between minimizing noise emission and maximizing wind power 
generation. Therefore, it is necessary to investigate new and effective approaches to reduce 
the wind turbine noise emissions, while still maximizing wind power generation. The result 
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will improve the public acceptance of future wind energy growth and maintain a high 
efficient operation of wind turbine systems.  
As discussed previously, passive and active approaches are investigated and 
implemented to minimize noise emission from wind turbines. However, in published 
literature, the noise emission minimization problem is formulated as a single objective 
optimization problem [122], [123]. For instance, the noise emission is bounded by an upper 
limit while the energy harvesting is maximized or the allowable drop in energy harvesting 
is constrained while the noise emission is minimized. Alternatively, this work presents a 
control methodology for wind turbine operation to actively minimize noise emission with 
limited effect on wind energy harvesting. A multi-objective optimal control problem will 
be formulated that considers the minimization of noise emission (through an active 
approach) and maximization of power generation simultaneously.  
2.3 DISSERTATION OBJECTIVES 
This dissertation can be divided into three independent studies serving the same 
goal of developing advanced control algorithms for distributed wind energy systems. 
Achieving this goal will improve the cost competitiveness of wind energy and the public 
acceptance for new distributed wind energy projects. The first two studies are related to 
enhancing the efficiency and reliability of two types of wind turbines. The last study is 
concerned with reducing the noise emission from wind turbines to the surrounding 
environment and how this will affect the energy capture.  
The first study incorporates a stall regulated fixed speed wind turbine with a 
variable ratio gearbox. Adopting this configuration has been proven to improve energy 
capture for a wide range of wind speeds at relatively low cost as compared to other types 
of wind turbines. The wind turbine can cope with wind speed variations through changing 
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the gear ratio. However, the effect of gear shifting commands on the fatigue loads acting 
on the gears, which might cause premature failure of the gearbox, was not considered. This 
motivates the development of a control algorithm that considers both energy capture and 
gearbox life. An optimal control problem is formulated to find the gear ratio, among the 
available gear ratios, that satisfies both requirements for a given wind speed and rotor 
speed. By solving the optimal control problem for a full range of wind speeds and rotor 
speeds, a two dimensional map of optimal gear ratios can be generated and stored. The 
generated map can then be used for real time control of the wind turbine given any wind 
speed profile. Since the set of admissible control inputs is limited only to the available gear 
ratios (i.e. six gear ratios), the solution of the optimal control problem is not 
computationally expensive. 
The second study incorporates a pitch regulated variable speed wind turbine, which 
represents the most dominant type of wind turbines in the wind energy industry. This is 
attributed to the balance between cost and flexibility of operation of this type. Development 
of advanced control algorithms for this type of wind turbines has been the focus of 
numerous research efforts. Motivated by the reduction of overall wind power cost, the main 
objective of many control algorithms is to enhance both efficiency and reliability. 
Achieving this goal can be done through maximizing wind energy capture while mitigating 
fatigue loads that can cause premature failure of the turbine structure. In general, 
controlling variable speed wind turbines incorporates two independent control inputs, 
namely, electromagnetic generator torque and blade pitch angle. The expansion of the set 
of admissible control inputs as compared to the previous study causes a tremendous 
increase in the computational cost of solving an optimal control problem. Thus, it is 
essential to investigate more computationally efficient optimal control methods. As 
previously discussed, economic model predictive control represents a viable candidate as 
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it provides an efficient theoretical framework for designing optimal controllers. 
Additionally, formulating the optimal control problem within the model predictive control 
framework as a convex optimal control problem is expected to yield a global solution and 
reduce the computational effort significantly. Moreover, adopting an adaptive algorithm 
within the model predictive control framework will enable the rejection of the effects of 
model-plant mismatches on the controller performance.  
The secondary objective is to mitigate the wind turbine noise emission problem, 
thus improving public acceptance for the increasing wind energy projects. As previously 
discussed, the approaches to solve this problem can be divided into passive and active 
approaches. In this work an active approach is adopted through designing a control 
algorithm to reduce the wind turbine noise emission. Since the noise emission is highly 
dependent on the rotor speed, a variable speed wind turbine model is selected to evaluate 
the effectiveness of the proposed control algorithm. The wind turbine model has two 
control inputs, namely, the generator torque and the blade pitch angle. A multi-objective 
optimal control problem is then formulated that considers the wind turbine energy capture 
and noise emission. By solving the optimal control problem for a full range of wind speeds 
and rotor speeds, a two dimensional map of the optimal control inputs can be generated 
and stored. Using the wind speed and the rotor speed measurements, the generated map 




Chapter 3: Control of a Fixed-Speed Wind Turbine with a Variable 
Ratio Gearbox3 
In this chapter, a control design methodology for a stall regulated fixed speed wind 
turbine with a variable ratio gearbox is presented. The aim is to maximize energy 
production with extended gearbox service life. In order to achieve this goal, it is essential 
to develop a control-oriented wind turbine model with a variable ratio gearbox.  Section 
3.1 presents a 100 kW wind turbine model, in addition to the variable ratio gearbox design 
criteria. The control methodology and a description of the optimization problem are 
presented in Section 3.2. The simulation results and control strategy are discussed in 
Section 3.3. A number of case studies for different wind sites that cover from wind classes 
3 to 7 are shown in Section 3.4. A summary is finally presented in Section 3.5. 
3.1 SYSTEM MODELING AND DESIGN 
A 100 kW stall regulated fixed speed wind turbine model is used to demonstrate 
the design and control methodology. The wind turbine parameters are summarized in Table 
3.1.  It consists of a stall regulated three-blade rotor, a variable ratio gearbox, and a squirrel 
cage generator. A control oriented low-order model was previously developed in 
MATLAB/SIMULINK environment. The detailed modeling equations are recaptured as 
below. 
                                                 
3Some portions of this chapter have appeared previously in the following publications: 
1. M. L. Shaltout, N. Zhao, J. F. Hall, and D. Chen, “Wind turbine gearbox control for maximum energy 
capture and prolonged gear life,” in ASME 5th Annual Dynamic Systems and Control Conference, 2012, 
pp. 33–39. (All authors contribute equally). 
2. M. L. Shaltout, J. F. Hall, and D. Chen, “Optimal control of a wind turbine with a variable ratio gearbox 
for maximum energy capture and prolonged gear life,” J. Sol. Energy Eng., vol. 136, no. 3, p. 031007, Mar. 
2014. (All authors contribute equally). 
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a. Wind Turbine Drivetrain Modeling 
The overall wind turbine drivetrain model is constructed from a number of different 
modules. The first is the aerodynamic power module, which mainly consists of the rotor 
blades that convert the kinetic wind energy to mechanical energy. The calculation for the 
turbine power 𝑃𝑇, captured from the wind is based on the following equation [17], [101], 
 
Parameter Value 
Rated Generator Power, 𝑃𝑔 100 kW 
Rated Generator Speed 1800 rpm 
Rotor Diameter, 𝐷𝑟 18.5 m 
Hub Height 50 m 
Rotor Inertia, 𝐽𝑟 26000 kg m
2 
Frictional Losses, 𝐵𝑟 0.5 kg m
2/sec 
Blade Angle, 𝛽 2.2 deg. 






3                                               (3.1) 
where 𝐷𝑟 is the rotor diameter, 𝜌𝑎𝑖𝑟 is the air density, 𝑐𝑝 is the power coefficient, and 𝑣𝑤 
is the wind speed. The power coefficient 𝑐𝑝 is dependent on the blade pitch angle 𝛽 and the 
tip-speed ratio λ. The blade pitch angle is kept constant at 2.2 degrees for a rotor size of 





where 𝜔𝑟 is the rotor speed. Using the methodology established in [129], the power 
coefficient relationship can be computed as follows,  
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𝑐𝑝(𝜆, 𝛽) = 𝑐1 (
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The values of constants 𝑐1 through 𝑐9 are carefully adjusted [129]–[131] to match the 
behavior of the wind turbine system based on computational fluid dynamics calculation. In 
this study, the selected values of constants 𝑐1 through 𝑐9 are {0.5, 116, 0.4, 0, 0, 5, 19, 0.08, 
and 0.035}, respectively. The power coefficient of the wind turbine as a function of the tip 
speed ratio at constant blade angle is shown in Fig. 3.1. 
 
Figure 3.1:   The power coefficient curve of the wind turbine as a function of the tip 
speed ratio and at constant blade angle.  
In the second module, the dynamics of the system can be represented as follows,  









































− 𝑇𝑒𝑚𝐺𝑅 − 𝐵𝑟𝜔𝑟]                              (3.3) 
where 𝑇𝑒𝑚 is the generator electromagnetic torque, 𝐽𝑟 is the rotor inertia, 𝐺𝑅 is the gear 
ratio and 𝐵𝑟 is the frictional losses in the mechanical components. The gearbox unit raises 
the low rotor input speed to the appropriate generator speed 𝜔𝑔 required for the electric 
power generation as follows,   
𝜔𝑔 = 𝜔𝑟𝐺𝑅 
Traditionally, the gear ratio for wind turbine gearbox is fixed. However, a variable ratio 
gearbox is added in this model to enhance the power conversion capabilities of the wind 
turbine drivetrain. A schematic of a wind turbine drivetrain with a variable ratio gearbox 
is shown in Fig. 3.2.  
 
Figure 3.2:    A schematic of a wind turbine drivetrain with a variable ratio gearbox 
(VRG). 
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As a result, the total gear ratio between the rotor and the generator is divided into the main 
gearbox ratio and the VRG ratio, 
𝐺𝑅 = 𝐺𝑀𝐺 × 𝐺𝑉𝑅𝐺 
where 𝐺𝑀𝐺  is the main gearbox fixed gear ratio and 𝐺𝑉𝑅𝐺 is the variable gear ratio of the 
VRG. For the purposes of simulation and analysis, the main gearbox ratio 𝐺𝑀𝐺  was fixed 
at 10, while the six VRG gear ratios are 2.159, 2.103, 2.054, 1.915, 1.71 and 1.471. 
Finally, the electric module consists of a squirrel cage induction generator with the 
rated power of 100 kW. The generator is driven by the gearbox through the output high-
speed shaft. The generator output power 𝑃𝑔 and the generator electromagnetic torque 𝑇𝑒𝑚  
are modeled as functions of the input rotational speed 𝜔𝑔, which is directly affected by the 
operating gear ratio. 
b. Variable Ratio Gearbox Design 
 Gearbox reliability has a profound effect on the overall reliability of the wind 
turbine drivetrain. The design of the variable ratio gearbox (VRG) for wind turbine 
applications is based on the conventional manual vehicle transmission, which is known for 
high reliability and low cost.  Adding variable ratio capability to the drivetrain increases 
the energy production. It enables the wind turbine to cope with changes in the wind speed, 
and thus improve the wind energy harvesting.  
A primary step in VRG design process is to determine the number of gear ratios 
that are required and the values for these ratios.  The selection process is limited by two 
main constraints. First, the selected values of the gear ratios should provide a smooth 
transition from one gear ratio to another without exceeding the rated power of the wind 
turbine. In addition, the smooth transition would protect the gearbox and other drivetrain 
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components from sudden destructive changes in the transmitted torque. Second, there 
should be enough gear ratios to ensure smooth shifting.  However, too many gear ratios 
should also be avoided as this will unnecessarily add complexity to the system.  
Through an optimization process, based on the aforementioned constraints, six gear 
ratios were selected in [57] to ensure continuous power generation over a wide range of 
wind speed. During the full load operation, the selected gear ratios ensure that the generated 
power is limited between the maximum generator power, as an upper limit, and 90% of the 
generator power, as a lower limit. The power generation comparison between a VRG-
enabled wind turbine and one with a single gear ratio is shown in Fig. 3.3.  
 
Figure 3.3:   Power curve for a 6 gear ratios wind turbine model versus a single gear ratio 
model 



























6 gear ratios model
Single gear ratio model
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It can be seen that the VRG-enabled wind turbine generates significantly more 
power than the single gear ratio wind turbine does. The areas between the solid line and 
the dashed line represent the extra energy captured. The switching process among the six 
gear ratios is accompanied by power losses. However, the presented approach represents a 
top-level supervisory control which controls the shifting process among the six gear ratios 
of the VRG in response to changes in the wind speed. The losses due to the shifting process 
can be quantified in the lower-level operational or subsystem control, which is beyond the 
scope of this work. 
The next step is to size the gears to endure the applied dynamic loads without 
fatigue failure. Here, strength and durability are the most important factors considered 
while sizing a helical gear set. Other factors such as wear resistance and scoring probability 
might be considered as limiting factors in the case of low and high-speed gears, 
respectively. The strength factor calculation is based on the bending stress at the root of 
the helical gear tooth, while the durability factor is based on the contact stress between the 
mating gear teeth surfaces. The load rating of a gear set based on the durability factor is 
generally more conservative than that using the strength factor.  As a result, the design 
process in this work implements the durability calculation as the limiting factor. The 
durability rating equations according to the American Gear Manufacturing Association 
(AGMA) standard [132], [133] are presented as follows: 
𝑆𝑐 = 𝐶𝑝√
𝐹𝑡 𝐶𝑎 𝐶𝑚
𝐶𝑣 𝑑 𝑓 𝐼
                                                     (3.4) 
where,  
𝑆𝐶: contact stress index number 
𝐹𝑡: tangential force on the gear tooth 
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𝐶𝑎: durability application factor 
𝐶𝑣: durability dynamic factor 
𝐶𝑚: load-distribution factor 
𝐶𝑝: elastic coefficient 
𝐼: durability geometry factor 
𝑓: net gear face width 
𝑑: operating pinion pitch diameter 
 





                                                               (3.5) 
where,  
𝑆𝑎𝑐: allowable contact stress index number 
𝐶𝐿: durability life factor 
𝐶𝐻: hardness ratio factor 
𝐶𝑇: temperature factor 
𝐶𝑅: reliability factor 
𝑓. 𝑠.: factor of safety 
 
By rearranging equating (3.4) and (3.5), the maximum allowable tangential force on the 
helical gear tooth, 𝐹𝑡,𝑚𝑎𝑥, is calculated by: 
𝐹𝑡,𝑚𝑎𝑥 =




𝐶𝑇 𝐶𝑅 𝐶𝑃 𝑓.𝑠.
)
2
                                            (3.6) 
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This value depends mainly on the helical gear dimensions and material. The formula also 
accounts for the unique operating demands. This value is used as the upper limit for 
tangential force on the gear tooth during the optimization process.  
The normal force, resulting from the meshing between two helical gear teeth during 
power transmission, has components in the tangential, radial and axial directions. The 
values of these components depend on the normal force, gear helix angle, and gear pressure 
angle. The selection of the helical gear pair with lowest tangential force on the gear tooth 
at any instant will eventually reduce the radial and axial forces on the gear tooth which 
transmit to the gearbox bearings and housing. As a result, the life of the VRG helical gears 
can be extended through the selection of the pair with lowest tangential force. According 





                                                            (3.7) 
where 𝑇𝑝 is the VRG pinion torque and 𝑑𝑝 is the pinion pitch circle diameter. The applied 
torque on the pinion is considered the same as the generator torque. The pinion diameter 




                                                       (3.8) 
where 𝐶𝐷 is the center distance between the axes of the input and the output shafts of the 
VRG and is kept constant through the whole analysis. According to (3.8), changing the 
gear ratio scales the gear set dimensions. Consequently, each gear set has a maximum 
tangential force on the gear tooth 𝐹𝑡,𝑚𝑎𝑥, based on its specific dimensions. However, in this 
work, it is important to mention that the maximum force on the gear tooth 𝐹𝑡,𝑚𝑎𝑥 was kept 
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constant at its lowest value regardless of the change in the gear ratio, forming a safe upper 
limit for all gears.  
For a range of wind speeds, the effect of the gear ratio on the tangential force of the 
gear tooth is shown in Fig. 3.4. For low wind speeds below approximately 11.5 m/sec, the 
force on the gear tooth increases as the gear ratio increases. On the other hand and for 
higher wind speeds, the values force on the gear tooth increases as the gear ratio decreases. 
In order to minimize the tangential force on the gear tooth for a wide range of wind speeds, 
the gear box needs to operate at its lowest gear ratio for low wind speeds and at its highest 
gear ratio for high wind speeds. 
  
Figure 3.4:  The effect of changing the gear ratio on the tangential force on the gear tooth 



























































3.2 CONTROL METHODOLOGY 
a. Control Problem Formulation  
The objective of this research is to find the optimal control scenario for gear 
shifting.  The process will promote maximum energy capture and prolong gear life for a 
specific wind speed profile. The standard discretized state space arrangement of the control 
problem is defined by: 
𝜔𝑟(𝑖 + 1) = 𝑓(𝜔𝑟(𝑖), 𝐺𝑅(𝑖), 𝑣𝑤(𝑖))                                     (3.9) 
In (3.9), which is based on (3.3), 𝜔𝑟(𝑖) represents the variable state of the system (the wind 
turbine speed) at the 𝑖𝑡ℎ wind speed 𝑣𝑤(𝑖) in a given wind speed profile. The control input 
to the system,𝐺𝑅(𝑖), is defined by the gear ratio of the VRG.  
b. Gear Life Extension Approach 
Gears used in wind turbine applications are subjected to cyclical loading of variable 
amplitude. One of the main objectives of this work is to extend the gear life for a specific 
profile of wind data. Historical wind data has been obtained from actual wind sites and is 
used in this study. Fluctuations in wind speed causes variations in the level of torque 
transmitted through the drivetrain. In addition, each gear transmits power momentarily 
through only one or two teeth at a time. Hence, dynamic loading inherently occurs with 
each revolution as each tooth is subjected to another load cycle. Extended gear life is 
achieved by decreasing the magnitude and frequency of the load.  
A technique is proposed to decrease the amplitude of the force applied to the tooth. 
This technique seeks the gear pair associated with the least amount of tangential loading. 
To find this, values of the transmitted torque and tangential force are calculated for all of 
the possible gear ratios through discrete intervals of the recorded wind data. The amount 
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of power is also determined and a cost function is used to represent these parameters 
collectively at each interval.   
c. Optimization Problem Formulation  
 An optimization process is used to find the gear-shifting profile that enables the 
wind turbine to maximize energy capture and minimize loads applied to the teeth.  The 
objective of the optimization process is to minimize the cost function  𝐽,  
𝐽 = 𝐿(𝜔𝑟, 𝐺𝑅 , 𝑣𝑤)                                               (3.10) 
The instantaneous cost function  𝐿, can further be replaced by the generated power, 𝑃𝑔, and 
the tangential force on the gear tooth, 𝐹𝑡, 
𝐽 =  [
𝑃𝑔,𝑚𝑎𝑥−𝑃𝑔
𝑃𝑔,𝑚𝑎𝑥
] + (1 − ) [
 𝐹𝑡
𝐹𝑡,𝑚𝑎𝑥
]                                (3.11) 
In (3.11), 𝑃𝑔,𝑚𝑎𝑥 is the maximum power produced by the generator. By changing the value 
of the weight factor α from 0 to 1, it is possible to favor one term over the other in the cost 
function. Consequently, the value of the cost function 𝐽 will range from 0 to 1. Higher 
values of the weight factor α favors the power generation. While searching for the optimum 
gear shifting profile, the cost function is constrained by two limitations. During the full 
load operation, the generated power should not exceed the maximum power produced by 
the generator, 
𝑃𝑔 < 𝑃𝑔,𝑚𝑎𝑥 
In addition, the tangential force on the gear tooth should not exceed the maximum 
allowable tangential force,  
𝐹𝑡 < 𝐹𝑡,𝑚𝑎𝑥 
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By solving the optimal control problem for a full range of wind speeds and rotor speeds, a 
two dimensional map of optimal gear ratios can be generated and stored. The generated 
map can then be used for real time control of the wind turbine given any wind speed profile. 
3.3 SENSITIVITY OF THE COST FUNCTION TO CHANGES IN THE VALUE OF THE 
WEIGHT FACTOR  
The change in the value of the weight factor has a great influence on the result of 
the optimization analysis. As previously mentioned, the value of the weight factor α varies 
between 0 and 1. Consequently, there are two extreme cases that result when the weight 
factor is equivalent to 1 and 0, respectively. In the first case, at α equals to 1, the cost 
function is equivalent to the power generation term only. The second case is at α equals to 
0, where the cost function is equivalent to the tangential force on the gear tooth term only. 
A comparison between the two extreme cases is illustrated in Fig. 3.5. The first case is 
equivalent to the previously studied problem where the goal was to maximize the power 
generation. It can be seen that the six gear ratios were used in the first case while only two 
gear ratios were used in the second case, as shown in Fig. 3.5 (a). 
These two extreme cases represent the upper and lower boundaries for other cases 
with values of the weight factor between 0 and 1. As a result of favoring the power 
generation, the tangential force on the gear tooth changes suddenly when shifting from one 
gear ratio to another, as shown in Fig. 3.5 (c). These sudden variations in the force 
magnitude result in high dynamic loading on the gear teeth and drivetrain components.  
Additionally, the gearbox operates at the gear ratios with the highest values of the 
tangential force on the gear tooth for most of the wind speed range. Favoring the tangential 
force on the gear tooth in the second case, results in some noticeable changes as shown in 
Fig. 3.5 (c). Primarily, the change in the tangential force on the gear tooth occurs smoothly 
when shifting from one gear ratio to another. Secondly, the gearbox operates at the gear 
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ratios with the lowest values of the tangential force on the gear tooth for the whole wind 
speed range.  
 
Figure 3.5:   The effect of changing the value of the weight factor from 0 to 1 on the (a) 
gear shifting profile, (b) power generation, (c) tangential force on the gear 
tooth 
In order to study the effect of changing the value of the weight factor on the 
tangential force for the gear tooth profile, the percentage rise in the summation of the 
tangential force ratio is defined as follows,  





































































































where 𝛼𝑖 is any value of the weight factor, between 0 and 1. The effect of changing the 
value of the weight factor on the tangential force on the gear tooth ratio is shown in Fig. 
3.6. Increasing the weight factor up to 0.1 has a minor effect on the rise of the tangential 
force ratio. Additional increase in the value of the weight factor results in high rate rise of 
the tangential force ratio, which could increase by up to nearly 8.5% at unity weight factor. 
 
Figure 3.6:   The effect of changing the weight factor on the generated power drop as 
compared to the unity weight factor case and on the tangential force ratio 
rise as compared to zero weight factor case 
Favoring the tangential force on the gear tooth will impact the power generation, as 
shown in Fig. 3.5 (b). A significant drop in the power generation can be noticed as a result 
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of favoring the tangential force on the gear tooth. The effect of using different values of 
the weight factor on the total power generation drop as compared to using unity weight 
factor is shown in Fig. 3.6. The percentage drop in the summation of the power generation 
was computed according to the following relation,  




× 100            (3.13) 
A maximum drop in the total power generation of 8.5% can be observed between the two 
cases with zero and unity weight factors. Additionally, decreasing the weight factor down 
to 0.6 has an insignificant effect on the total power generation drop. 
3.4 SIMULATION RESULTS AND ANALYSIS 
Actual wind data is used to simulate wind turbine performance and test our control 
algorithm. The National Renewable Energy Laboratory (NREL) provides recorded wind 
data through its website.  The data is extracted from a variety of various wind turbine sites 
and each site profile spans three years. According to NREL, there are seven classes of wind 
based on increasing power density and speed.  Classes 3 through 7 are considered feasible 
for wind energy harvesting. The wind data is given at 10 minute intervals for a 100 m 
turbine hub height. The power law [102] is used to predict conditions at 50 m, which is 
more in line with the hub height of the 100 kW turbine in our case studies. 
a. A Comparative Case Study between High and Low Wind Classes 
Among the seven wind classes categorized according to the average of wind speed 
and wind power density, only wind classes 3 to 7 are economically viable for wind energy 
harvesting. A one day sample of the wind profile of two wind class sites is presented in 
Fig. 3.7. The wind class 7 profile has an average wind speed of 11.2 m/sec, while the wind 
class 3 profile has an average wind speed of 6.4 m/sec. As an example, the effect of 
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changing the value of the weight factor, for the two wind class profiles, on the summation 
of the generated power and the tangential force ratio is presented in Fig. 3.8. While the 
effect of the weight factor on percentage change in generated power and on the tangential 
force ratio, is presented in Fig. 3.9.  
 
Figure 3.7:   One day sample of two wind class sites 
It can be seen that low wind classes are very sensitive to changes in the value of the 
weight factor. For instance, changing the value of the weight factor from unity to zero 
results in a percentage drop in the generated power for a wind class 3 site that reaches about 
25.4 %, as shown in Fig. 3.9 (a). On the other hand, for a wind class 7 site, the percent of 
drop in generated power reaches its maximum value of 11.3 % as the value of the weight 
factor changes from unity to zero. The same results can be noticed on the percent of change 
in the tangential force ratio as shown in Fig. 3.9 (b). For a wind class 3 site, the percentage 
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rise in the tangential force ratio reaches 41 % compared to 11.8 % for a wind class 7 site, 
as the weight factor increases from zero to unity. However, the summation value of the 
tangential force ratio for wind class 3 is smaller than that of wind class 7, as shown in Fig. 
3.8 (b). Thus, it is possible to favor the power generation over the tangential force on the 
gear tooth for low wind classes.  
 
Figure 3.8:  The effect of changing the value of the weight factor, for two wind class 
sites, on (a) the generated power and (b) the tangential force ratio 
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The simulation results of the wind class 7 site, as the weight factor changes from 
zero to unity, are presented in Fig. 3.10. By setting the weight factor to zero, the gearbox 
operates between the two gear ratios with the lowest values for the tangential force on the 
gear tooth as shown in Fig. 3.10 (a). Increasing the weight factor to unity will result in 
rapid shifting among the gear ratios.  This is to cope with changes in the wind speed and to 
harvest the maximum allowable amount of energy.  
 
Figure 3.9:  The effect of changing the value of the weight factor, for two wind class 
sites, on (a) the percentage change in the generated power and (b) the 
tangential force ratio 
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An additional observation is that the generated power decreases by about 11.6 % as 
the weight factor changes from unity to zero as shown in Fig. 3.10 (b). As a result of 
selecting the gear ratios with the lowest tangential force on the gear tooth with a zero weight 
factor, the values of the tangential force are lower as compared to the unity weight factor 
case as shown in Fig. 3.10 (c).  
 
Figure 3.10: Simulation results of the wind class 7 site (a) gear shifting profile, (b) 
generated power profile, and (c) the tangential force on the gear tooth profile 





















































































The simulation results of the wind class 3 site, as the weight factor changes from 
zero to unity, are presented in Fig. 3.11. By setting the weight factor to zero, the gearbox 
operates with a single gear ratio at the lowest value for the tangential force on the gear 
tooth as shown in Fig. 3.11 (a). Increasing the weight factor to unity, results in rapid shifting 
among the gear ratios.  This is to cope with changes in the wind speed and harvest the 
maximum allowable amount of energy.  
  
Figure 3.11: Simulation results of the wind class 3 site (a) gear shifting profile, (b) 
generated power profile, and (c) the tangential force on the gear tooth profile 






















































































An additional observation is that the generated power decreases by about 39.6 % as 
the weight factor changes from unity to zero as shown in Fig. 3.11 (b). As a result of 
selecting the gear ratio with the lowest tangential force on the gear tooth at zero weight 
factor, the values of the tangential force are lower as compared to the unity weight factor 
case, as shown in Fig. 3.11 (c). The comparison between the simulation results from wind 
classes 3 and 7, leads to the following conclusions. As the weight factor α decreases, the 
frequency of shifting between the gear ratios is lower for the Class 3 profile. The drop in 
the generated power is also larger in the same case.  As a result, low wind classes are more 
sensitive to changes in the value of the weight factor than high wind classes.  
The value of the tangential force on the gear tooth for Class 3 profile is lower than 
that for Class 7 profile.  Assuming the same gear set design in both cases, while the 
transmitted torque in case of Class 3 is lower than that in case of Class 7. Therefore, for 
the same gear set design, it is possible to use higher weight factor values for lower wind 
classes. This will result in higher energy capture with nearly the same gear service life of 
higher wind classes.  
b. Summary of Case Studies for Wind Classes Three to Seven 
The effect of changing the value of the weight factor, for wind classes 3 to 7, on 
the power generation and tangential tooth force is summarized in Table 3.2. The simulation 
results cover the wind speed data of three different sites for each wind class. For each site, 
the summation of the generated power and tangential force ratio at zero and unity weight 
factor are presented. Additionally, the maximum and minimum changes in the percentage 














































15892 10.14 78525 68884 347.8 307.8 12.3 13.02 
7829 9.85 74134 65740 332.04 297.01 11.3 11.8 
14793 9.22 70113 61130 311.1 271.6 12.8 14.5 
6 
15016 8.72 65640 55988 290.4 249.8 14.7 16.25 
29970 8.21 61972 53328 281.88 243.38 13.9 15.8 
14381 8.23 58830 49663 261.8 221.1 15.6 18.4 
5 
20222 8.1 58292 48343 259.8 214.3 17.06 21.22 
923 7.75 54885 46078 245.2 205.9 16.05 19.1 
85 7.88 52892 43228 237.5 193.5 18.3 22.7 
4 
13810 7.5 49261 41538 222.6 187.6 15.7 18.6 
4797 7.2 46385 38711 211.3 177.5 16.5 19.05 
23915 7.2 47373 38500 214.3 171.9 18.7 24.7 
3 
19393 7 41620 31055 188 133.3 25.4 41.03 
9589 6.7 42738 36741 198.6 170.4 14.03 16.6 
7792 6.4 40244 33688 184.9 154.9 16.3 19.3 
Table 3.2:     The effect of changing the value of the weight factor, for different wind 
classes, on the power generation and the tangential force on the gear tooth 
In summary, low wind classes are more sensitive to changes in the value of the 
weight factor as compared to higher wind classes. By comparing wind classes, it is noticed 
that the percentage drop in the generated power increases when moving downward in Table 
3.2 from wind class 7 to wind class 3. Additionally, the percent of rise in the tangential 
force ratio increases as the wind class decreases. However, it is obvious that the maximum 
and minimum summation value of the tangential force ratio is decreasing as wind class 
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decrease.  As a result, it is possible to favor the power generation in the cost function for 
low wind classes due to the relatively small values of the tangential force ratio summation.  
Generally, the optimal control input to the wind turbine with a variable ratio 
gearbox is the gear ratio that minimizes the cost function. For each wind speed in a range 
that the wind turbine can operate on, the optimal gear ratio is specified and stored in a 
database based on the tradeoff analysis between energy harvesting and gear life. In a real 
world wind turbine operation, advanced sensing technologies will enable the measurement 
of the wind speed profile ahead from the wind turbine rotor [45], [134], [135]. For instance, 
the light detection and ranging (LIDAR) technology is being implemented in wind energy 
applications to provide an accurate wind speed measurement. As a result, the measured 
wind speed is fed to the supervisory controller which selects the optimal gear ratio from 
the predefined database. 
3.5 SUMMARY 
An optimal design and control framework for a VRG-enabled wind turbine system 
was established to maximize the wind energy capture and extend the gearbox service life. 
Simulations were conducted for different wind sites, in wind classes 3 through 7. The 
results show that a bias that limits the applied gear force will generally reduce the wind 
energy harvesting.  It also decreases the frequency of gear shifting. Using the same set of 
gears in each case, it was found that the effect on life is not significant for lower wind 
speeds. Hence, it is possible to favor the power generation over the tangential force on the 
gear tooth for low wind class sites. For high wind class sites, the choice of the value of the 
weight factor depends on the trade-off between energy harvesting and decreasing tangential 




Chapter 4: A Model Predictive Control Framework with an Adaptive 
Approach for Wind Turbines4 
In this Chapter, the development of an economic MPC framework with an adaptive 
approach for wind turbines is detailed. The objective is to maximize wind energy capture 
and mitigate fatigue loads acting on the wind turbine tower while rejecting the effect of 
model-plant mismatches. Section 4.1 presents the wind turbine plant model and the 
reduced-order model adopted within MPC. The formulation of the convex optimization 
problem is detailed in Section 4.2. Section 4.3 describes the details of the control 
methodology and the adaptive approach. Finally, simulation results are presented in 
Section 4.4. Finally, a summary is given in Section 4.5. 
4.1 WIND TURBINE MODEL 
Modeling the wind turbine system is an essential step towards an effective 
controller design. A fundamental feature of control-oriented models is to capture the 
relevant system dynamics without exhaustive computational effort. A high-order model is 
selected as the plant model to carry out the numerical simulations. However, the inclusion 
of such model within the model predictive control approach is not recommended due to the 
associated high computational cost. As a result, the high-order model is reduced to a lower 
order model, which is suitable for model-oriented controllers. In this section, the high-order 
model of the wind turbine system is first presented. Then a reduced-order model, which 
will serve as the internal model of the model predictive controller, is detailed.  
                                                 
4Some portions of this chapter have appeared previously in the following publications: 
1. Z. Ma, M. L. Shaltout, and D. Chen, “Adaptive Gain Modified Optimal Torque Controller for Wind 
Turbine Partial Load Operation,” in ASME 2014 Dynamic Systems and Control Conference, 2014, p. 
V002T18A002. (All authors contribute equally). 
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a. Wind Power Plant Model 
The investigation of the effect of control design on the fatigue loads acting on a 
wind turbine requires the employment of a model that includes the relevant degrees of 
freedom. Fortunately, such model [136] exists and is openly available for numerical 
simulations in Matlab/Simulink environment. The wind turbine model consists of a third-
order drivetrain model, a second-order tower model, a first-order generator model, and a 
second-order pitch actuator model. The parameters of the NREL 5 MW wind turbine 




Rated power, 𝑃𝑔,𝑟𝑎𝑡𝑒𝑑 5 MW 
Rotor diameter, 𝐷𝑟 126 m 
Hub height 90 m  
Cut-in wind speed 3 m/s 
Cut-out wind speed 25 m/s 
Rated wind speed 11.4 m/s 
Gear ratio, 𝑛 97 
Rotor inertia, 𝐽𝑟 35444067 kg/m2 
Generator inertia, 𝐽𝑔 534.116 kg/m2 
Tower equivalent mass, 𝑀𝑇 438000 kg 
Tower equivalent damping, 𝐶𝑇 6421 N s/m 
Tower equivalent stiffness, 𝐾𝑇 1846000 N/m 
Optimal tip speed ratio, 𝜆𝑜 7.6 
Optimal blade pitch angle, 𝛽𝑜 0 deg. 
Maximum power coefficient, 𝑐𝑝,𝑚𝑎𝑥 0.4868 
Table 4.1:    NREL 5 MW Wind Turbine Model Parameters. 
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b. Reduced-Order Nonlinear Model 
The high-order plant model presented in the previous subsection is reduced to 
capture the relevant system dynamics and to be adopted within the model predictive 
controller. Consequently, the dynamics of the wind turbine drivetrain can be modeled as a 







 𝑇𝑟 − 𝑇𝑔],                                                (4.1) 
where 𝜔𝑔 is the generator speed, 𝑇𝑟 is the rotor torque, 𝑇𝑔 is the generator torque, and 𝑛 is 
the gearbox ratio. The equivalent moment of inertia of both the rotor and generator 
calculated about the generator shaft (high-speed shaft) axis is given by 𝐽 = 𝐽𝑔 + 𝐽𝑟/𝑛
2 
where 𝐽𝑔 and 𝐽𝑟 are the generator and rotor inertias, respectively. Upper and lower bounds 
limit the generator speed and torque as follows:  
𝜔𝑔,𝑚𝑖𝑛 ≤ 𝜔𝑔 ≤ 𝜔𝑔,𝑚𝑎𝑥                                         (4.2-a) 
0 ≤ 𝑇𝑔 ≤ 𝑇𝑔,𝑚𝑎𝑥                                             (4.2-b) 
One of the model nonlinearities is included within the aerodynamic rotor torque 




𝜌 𝐴 𝑐𝑝(𝜆, 𝛽)𝑣
3,                                           (4.3) 
where 𝜔𝑟 is the rotor speed (i.e. 𝜔𝑟  =  𝜔𝑔 / 𝑛), 𝜌 is the air density, 𝐴 is the rotor swept 
area, 𝑣 is the wind speed, 𝛽 is the blade pitch angle. The tip speed ratio 𝜆 = 𝜔𝑟𝐷𝑟/(2𝑣), 
where 𝐷𝑟 is the rotor diameter. The power coefficient 𝑐𝑝 is a nonlinear function of the tip 
speed ratio and blade pitch angle, which is shown in Fig. 4.1 and readily available as a 
lookup table. Upper and lower bounds limit the blade pitch angle as follows, 
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𝛽𝑚𝑖𝑛 ≤ 𝛽 ≤ 𝛽𝑚𝑎𝑥                                                  (4.4) 
Finally, the aerodynamic power extracted from the wind by the rotor is given as, 
𝑃𝑟 = 𝑇𝑟𝜔𝑟 =
1
2
𝜌 𝐴 𝑐𝑝(𝜆, 𝛽)𝑣
3,                                          (4.5) 
while the electrical generator power is given by, 
𝑃𝑔 = 𝜂𝑔𝑇𝑔𝜔𝑔,                                                     (4.6) 
where 𝜂𝑔 is the generator efficiency. The electrical generator power is limited by an upper 
and lower bound as follows: 
0 ≤ 𝑃𝑔 ≤ 𝑃𝑔,𝑟𝑎𝑡𝑒𝑑,                                                 (4.7) 
where 𝑃𝑔,𝑟𝑎𝑡𝑒𝑑 is the rated generator power.  
 


































The dynamics of the fore-aft bending mode of the tower is modeled as a second-
order system [137], 
𝑀𝑇?̈?𝑇 + 𝐵𝑇?̇?𝑇 + 𝐾𝑇𝑥𝑇 = 𝐹𝑇,                                           (4.8) 
where 𝑥𝑇 is the fore-aft displacement of the tower top, and 𝑀𝑇 , 𝐵𝑇 and 𝐾𝑇 are the tower 
equivalent mass, structural damping and bending stiffness, respectively. The thrust 




 𝜌 𝐴 𝑐𝑡(𝜆, 𝛽)𝑣
2,                                           (4.9) 
where the thrust coefficient 𝑐𝑡 is a nonlinear function of the tip speed ratio and blade pitch 
angle, which is shown in Fig. 4.2 and also available as a lookup table.  
 
































The reduced order nonlinear model of the wind turbine drivetrain and tower can be 
rearranged in a standard nonlinear state space form, where the state vector 𝑥, the input 





 𝑥 = [𝜔𝑔        𝑥𝑇      ?̇?𝑇]
𝑇
𝑢 = [𝑇𝑔            𝛽]
𝑇
           
𝑑 = 𝑣                                                                 
𝑦 = [𝜔𝑔        𝑥𝑇      ?̇?𝑇]
𝑇
,                                             (4.10) 
4.2 FORMULATION OF THE CONVEX OPTIMIZATION PROBLEM 
The integration of convex optimization tools within a model predictive control 
framework requires the transformation of the aforementioned nonlinear model to a new 
model with linear dynamics and convex constraints. The concept behind this 
transformation, which was presented for the drivetrain model in [80] and recaptured in the 
following subsection, is to visualize the model from the perspective of power flows and 
energies. In this work, the tower dynamic model has been integrated with the transformed 
drivetrain model to develop a model-oriented controller that considers both power 
generation and fatigue loading. Consequently, the model variables described in (4.10) are 






𝑥 = [𝐾        𝑋      𝑉]𝑇
𝑢 = [𝑃𝑔            𝑃𝑟]
𝑇
     
𝑑 = 𝑣                                                            
𝑦 = [𝐾        𝑋      𝑉]𝑇
,                                             (4.11) 




2), 𝑋 and 
𝑉 are the displacement and velocity of the tower top as a function of the new variables, 
respectively. The transition from the original set of variables to the new set of variables, 
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and vice versa, will be detailed in this section. For instance, the generator torque can be 










a. Drivetrain Dynamic Model 
The drivetrain dynamics in (4.1) can be transformed as follows: 
?̇? = 𝐽𝜔𝑔?̇?𝑔 = 𝜔𝑔 (
1
𝑛
𝑇𝑟 − 𝑇𝑔) = 𝑃𝑔 −
1
𝜂𝑔
𝑃𝑔,                          (4.12) 
which is a linear differential equation of the new variables. Subsequently, the constraints 








2 ,                                 (4.13-a) 
0 ≤ 𝑃𝑔 ≤ 𝜂𝑔𝑇𝑔,𝑚𝑎𝑥√
2𝐾
𝐽
,                                   (4.13-b) 
where (4.13-a) is a linear constraint on 𝐾, while (4.13-b) is a convex constraint on 𝑃𝑔 and 
𝐾, since √2𝐾/𝐽 is a concave function of 𝐾.  
At this stage, the generator speed and torque have been expressed in terms of kinetic 
energy and generator power, respectively. The remaining variable to be transformed is the 
blade pitch angle. A new variable called the available wind power is defined as a function 
of kinetic energy and wind speed as follows: 










, 𝛽) 𝑣3,                    (4.14) 
As can be noticed from (4.14), the tip speed ratio inside the power coefficient function has 
been replaced by wind speed and kinetic energy. Thus, the lookup table of the power 
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coefficient can be rebuilt as a function of wind speed, kinetic energy, and blade pitch angle. 
Consequently, a new lookup table can be constructed for the available wind power based 
on the original lookup table of the power coefficient. For a given wind speed and kinetic 
energy (i.e. generator speed), the available wind power represents an upper bound on the 
aerodynamic power extracted from the wind by the rotor as follows: 
0 ≤ 𝑃𝑟 ≤ 𝑃𝑎𝑣(𝑣, 𝐾),                                              (4.15) 
According to (4.15), as the blade pitch angle β varies the extracted power Pr increases from 
zero to the available power at given values of wind speed and kinetic energy. As a result, 
the blade pitch angle can be inversely calculated with the knowledge of wind speed, kinetic 
energy, and extracted power. 
The next step is establish for the convexity of the constraint defined in (4.15). The 
variation of the available power 𝑃𝑎𝑣(𝑣, 𝐾), normalized by v
3, with the kinetic energy K for 
different wind speeds is shown in Fig. 3. It can be noticed that for each wind speed, the 
normalized available power 𝑃𝑎𝑣(𝑣, 𝐾)/𝑣
3 is nearly a concave function of kinetic energy K. 
Consequently, it is possible to approximate 𝑃𝑎𝑣(𝑣, 𝐾) for each wind speed as a concave 
function of K with relatively small error (less than 1 %). In [80], the approximated available 
power is computed for a number of discrete values vi of the wind speed and expressed as 
piecewise linear functions as follows: 
?̂?𝑎𝑣,𝑣𝑖(𝐾) = min{𝑎1𝐾 + 𝑏1, … , 𝑎𝑘𝐾 + 𝑏𝑘} 𝑣𝑖
3, 
with k affine functions [138]. For any value of wind speed v lies between two discrete 
values 𝑣1 and 𝑣2, it is possible to find the approximation ?̂?𝑎𝑣(𝑣, 𝐾) of the available power 
𝑃𝑎𝑣(𝑣, 𝐾) by linear interpolation of two adjacent functions ?̂?𝑎𝑣,𝑣1(𝑣, 𝐾) and ?̂?𝑎𝑣,𝑣2(𝑣, 𝐾), 
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?̂?𝑎𝑣(𝑣, 𝐾) = (1 − Θ)?̂?𝑎𝑣,𝑣1(𝐾) + Θ?̂?𝑎𝑣,𝑣2(𝐾),                      (4.16) 
where Θ = (𝑣 − 𝑣1)/(𝑣2 − 𝑣1). The approximated available power ?̂?𝑎𝑣(𝑣, 𝐾) is a concave 
function of K because it is a linear interpolation of two concave functions. As a result, the 
constraint defined in (4.15) can be replaced, with negligible error, by the following convex 
constraint: 
0 ≤ 𝑃𝑟 ≤ ?̂?𝑎𝑣(𝑣, 𝐾).                                               (4.17) 
 
 
Figure 4.3:   The available power 𝑃𝑎𝑣(𝑣, 𝐾) normalized by v
3 and plotted against kinetic 
energy K for a range of wind speeds starting from 3 m/s to 25 m/s and an 
increment of 1 m/s. 
b. Tower Dynamic Model 
The dynamics of the fore-aft bending mode of the tower described in (4.8) can be 
rewritten in a state space form as a function of the new variables as follows: 





















3 m/s 25 m/s
 59 
{




[𝐹𝑇(𝑣, 𝐾, 𝑃𝑟) − 𝐵𝑇𝑉 − 𝐾𝑇𝑋]
.                               (4.18) 
The nonlinear thrust force FT represents the control input to the tower dynamic model. 
Based on the new variable transformation, the nonlinear thrust force is a function of wind 
speed, kinetic energy, and aerodynamic rotor power. As previously mentioned, formulation 
of the convex optimization problem requires a model with linear dynamics and convex 
constraints. At each time step, the nonlinear thrust force in (4.18) will be replaced with a 
linear approximation to yield a linear dynamic model. Consequently, a convex optimization 
problem can be solved robustly and rapidly instead of using computationally expensive 
nonlinear optimization tools.  
For the model predictive control algorithm, the measured wind speed profile over 
the prediction horizon is available at the beginning of the algorithm. Additionally, new 
measurements of generator speed (i.e. kinetic energy) and blade pitch angle are also 
available. With the knowledge of the wind speed at each time step, the power and thrust 
coefficients can be represented as nonlinear functions of the kinetic energy and blade pitch 
angle,  
𝑐𝑝










2,                                           (19-b) 
where 𝑖 = {1,2, … , 𝑁𝑝}, and Np is the prediction and control horizon. For each wind speed, 







𝜌  𝐴  𝑐𝑡(𝑘, 𝛽)𝑣𝑖
2. 
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Then, the linearization procedure starts with performing first-order Taylor series 
expansions of the power and thrust coefficients around the measured kinetic energy K* and 
blade pitch angle β* as follows: 
𝑐𝑝
𝑖 (𝐾, 𝛽) = 𝑐𝑝












(𝛽𝑖 − 𝛽∗) = 𝑞𝑝




























𝑖 , and 𝑠𝑡
𝑖 are constants and can be directly derived from (4.20) for 
each step of the prediction horizon. Combining (4.19) and (4.20), and eliminating the blade 
pitch angle 𝛽𝑖, a linear relationship between thrust force from one side, and rotor power 



























𝑖 ) = 𝑄
𝑖𝑃𝑟
𝑖 + 𝑅𝑖𝐾𝑖 + 𝑆𝑖,     
(4.21) 
The linear expression in (4.21) can be rearranged in a compact matrix form as 
follows: 
?̂?𝑇 = 𝑄 𝑃𝑟 + 𝑅 𝐾 + 𝑆,                                            (4.22) 
with,  
0 ≤ ?̂?𝑇 ≤ 𝐹𝑇,𝑚𝑎𝑥, 
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where ?̂?𝑇 is the linearized thrust force vector corresponding to the measured wind speed 
vector as a function of the new variables, 𝑄 = 𝑑𝑖𝑎𝑔(𝑄𝑖) is an 𝑁𝑝 ×𝑁𝑝 matrix, 𝑅 =
𝑑𝑖𝑎𝑔(𝑅𝑖) is an 𝑁𝑝 × 𝑁𝑝 matrix, 𝑆 = [𝑆
1, … , 𝑆𝑁𝑝]𝑇 is an 𝑁𝑝 × 1 vector, and 𝐹𝑇,𝑚𝑎𝑥 =
[𝐹𝑇,𝑚𝑎𝑥
1 , … , 𝐹𝑇,𝑚𝑎𝑥
𝑁𝑝 ]
𝑇
 is an 𝑁𝑝 × 1 vector. Finally, the nonlinear thrust force in (4.18) will 
be replaced with the linear expression derived in (4.22) thus yielding a linear tower 
dynamic model as a function of the new variables.  
This linear approximation is repeated at each time step with new measurements of 
wind speed, generator speed, and blade pitch angle. The error between the linear and 
nonlinear thrust forces depends mainly on the accuracy of the measured wind speed and 
the deviation of generator speed and blade pitch angle during the prediction horizon from 
their initial measured values. However, this method provides an acceptable accuracy for 
predicting the thrust force with significantly low computational effort.  
c. Convex Optimization Problem 
The analysis in the previous subsections has detailed the linearization of the 
nonlinear wind turbine model at each iteration using the new variables transformation 





 ?̇? = 𝑃𝑟 −
1
𝜂𝑔
𝑃𝑔                                            




[𝑄𝑃𝑟 + 𝑅𝐾 + 𝑆 − 𝐵𝑇𝑉 − 𝐾𝑇𝑋]
,                           (4.23)                                                      
Additionally, the linearized wind turbine model is subjected to the convex constraints 
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0 ≤ 𝑃𝑟 ≤ ?̂?𝑎𝑣(𝑣, 𝐾)                                       
0 ≤ ?̂?𝑇 ≤ 𝐹𝑇,𝑚𝑎𝑥                                           
,                          (4.24) 
As previously mentioned the main goal of solving this convex optimization 
problem is to find the optimal control inputs (i.e. 𝑃𝑔 and 𝑃𝑟) that satisfy two main objectives, 
namely, maximization of power generation and minimization of tower fatigue loads. The 
cost function E is defined as the integral of the objective function F over the time horizon 




     𝐸 = ∫ 𝐹(𝑥(𝑡), 𝑢(𝑡), 𝑑(𝑡))𝑑𝑡
𝑇
0
,    ∀𝑡 ∈ [0, 𝑇]
𝑠. 𝑡.           ?̇?(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑑(𝑡))                         
𝑥(0) = 𝑥𝑜                                     
𝐺(𝑥(𝑡), 𝑢(𝑡), 𝑑(𝑡)) ≥ 0            
.                        (4.25) 
The objective function F is constructed from a number of terms, which are carefully 
chosen to achieve the aforementioned goal, 




+𝛼4?̂?𝑎𝑣(𝑣(𝑡), 𝐾(𝑡)) − 𝛼5[𝑉(𝑡)]
2






∗]2                             
,              (4.26) 
where α1 to α7 are positive constants that determine the tradeoffs among the objective 
function terms. In order to solve the optimal control problem as a convex optimal control 
problem, it is essential to prove the concavity (i.e. convexity for minimization) of all the 
terms of the cost function.  
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The first term to be maximized represents the total energy harvested over a period 
of time T, which is a linear (concave) function of the control input 𝑃𝑔. The second term to 
be minimized represents the variation of the generated power over time, which is a 
quadratic (convex) function. The third term to be minimized represents the variation of the 
rotor power over time, which is a quadratic (convex) function. The fourth term to be 
maximized represents the approximated available wind power, which was proven to be 
concave in (4.16). The fifth term to be minimized is the velocity of the tower top, which is 
a quadratic (convex) function. Here, the basic strategy is to minimize the rate of change of 
the fore-aft bending moment acting on the tower base. However, the fore-aft bending 
moment depends on the acceleration of the tower top [88]. Thus, minimizing directly the 
rate of change of the fore-aft bending moment will eventually minimize the displacement 
of the tower top which is not required. The sixth term to be minimized is a penalty on the 
kinetic energy (i.e. generator speed) for exceeding its rated value, which is a convex 
function.  
The last term to be minimized is the deviation of the kinetic energy away from its 
reference value, which is a quadratic (convex) function. The reference kinetic energy K* is 
determined by 





(𝜆∗)2,                                         (4.27) 
where λ* is the reference tip speed ratio. Ideally, the reference tip speed ratio is equivalent 
to the theoretical optimal tip speed ratio (i.e. λ* = λo). However, the existence of model-
plant mismatches leads to the deviation of the optimal tip speed ratio from its theoretical 
value due to blade deflection, non-uniform wind inflow, etc. Consequently, an adaptive 
approach is adopted to search for the true optimal tip speed ratio during wind turbine 
operation. Thus, the last term in the objective function (4.26) will ensure the convergence 
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of the reference tip speed ratio to the true optimal tip speed ratio. The adaptive approach 
algorithm will be detailed in the next section.  
Finally, the optimal control problem can be solved with great efficiency and 
reliability as a convex optimal control problem, with linear dynamics, convex constraints 
and concave objective function to be maximized. 
4.3 CONTROL METHODOLOGY 
The proposed control framework integrates an economic model predictive 
controller and an adaptive algorithm to achieve the overall goal of maximizing wind energy 
capture and mitigating the tower fatigue loads while rejecting the effects of model-plant 
mismatches. A block diagram of the economic model predictive controller with the 
adaptive algorithm is shown in Fig. 4.4. The details of the economic model predictive 
controller and the adaptive algorithm are presented in the next subsections. 
 
Figure 4.4:   A simplified block diagram of the wind turbine closed loop system with the 
economic model predictive controller (eMPC) and the adaptive algorithm. 
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a. Economic Model Predictive Control 
The implementation of eMPC requires a preview information of the wind 
disturbances ahead of the wind turbine. Fortunately, the development of remote sensing 
technologies, such as LIDAR, has paved the road for the employment of model predictive 
control strategies for wind turbines [89], [91], [139]–[141]. The adoption of LIDAR 
technology in wind energy industry has been discussed in details in numerous articles and 
reports, e.g. in [134]. In this work, a LIDAR system is considered to provide a preview of 
the rotor effective wind speed at the hub-height over a prediction horizon T = 10 s with an 
update rate Δt = 0.2 s [88]. As a result, the prediction horizon (same as the control horizon) 
can be divided into Np = 50 steps. Consequently, a discretized optimal control problem, 
equivalent to (4.25), is solved over the prediction horizon at each step,  
max
𝑢(𝑖)
     𝐸 = ∑ 𝐹(𝑥(𝑖), 𝑢(𝑖), 𝑑(𝑖))
𝑁𝑝−1
𝑖=0
𝑠. 𝑡.    𝑥(𝑖 + 1) = 𝑓(𝑥(𝑖), 𝑢(𝑖), 𝑑(𝑖)) 
𝑥(0) = 𝑥𝑜                          
𝐺(𝑥(𝑖), 𝑢(𝑖), 𝑑(𝑖)) ≥ 0 
,                                  (4.28) 
A sequence of control inputs result from solving the optimal control problem in (4.28), out 
of which the control input at the first step u(0) is applied to the plant. As a set of new 
measurements is available, the controller repetitively solves the optimal control problem 
in (4.28) at each step.  
In a simulation environment, as in this work, the measurement of the states can be 
assumed to be directly available. However, in real world application, the measurement of 
the tower top displacement and velocity are not directly available. Consequently, the 
measured tower top acceleration can be fed to an observer, as in [88], to estimate the tower 
top displacement and velocity. The observer will also require the measured rotor speed and 
the rotor effective wind speed, in addition to the estimated thrust force using (4.9).  
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In addition to the previewed wind speed and the measured states, the eMPC requires 
the true optimal tip speed ratio from the adaptive algorithm in order to reject the effects of 
model-plant mismatches causing performance degradation.    
b. Adaptive Approach 
The optimal reference tip speed ratio may deviate from the simulation-derived 
optimal value due to blade deflection, non-uniform wind inflow, etc. An adaptive 
algorithm, recaptured here, was developed in [97] to search for the optimal reference tip 
speed ratio during operation. A block diagram illustrating the adaptive algorithm in shown 
in Fig. 4.5. In every Tadp seconds, the algorithm checks whether the tip speed ratio has 
converged to its reference value based on the following condition,  
|𝜆avg − 𝜆
∗| < 𝛿,                                                  (4.29) 
where λavg refers to the average tip speed ratio during the time period Tadp  and δ is a small 
positive constant to test the convergence of the tip speed ratio. If the above condition is not 
satisfied, the algorithm proceeds without updating λ*. Otherwise, the average power 












,                                   (4.30) 
where t0 and tf denote the start and end times of the period; 𝜔𝑟,𝑓 and 𝜔𝑟,𝑜  are the rotor 
speed at t0 and tf, respectively. Then, λavg and cp,avg are recorded in sets Λ and C, 
respectively. Let Xmx1 denotes the largest subset of Λ such that |𝑥𝑖 − 𝜆
𝑜| < 𝛿  is satisfied 
 ∀𝑥𝑖 ∈ 𝑋𝑚×1. Ymx1 denotes a subset of C that corresponds to Xmx1.  




𝜆𝑜(𝑘 + 1) = 𝜆𝑜(𝑘) + 𝜂𝑠𝑖𝑔𝑛[(𝑋 − ?̅?)𝑇(𝑌 − ?̅?)]
𝜂 = 𝛼 |((𝑋 − ?̅?)𝑇(𝑋 − ?̅?))
−1
(𝑋 − ?̅?)𝑇(𝑌 − ?̅?)|
𝜂min ≤ 𝜂 ≤ 𝜂max
,                   (31) 
where X  and Y  refer to the mean value of X and Y, respectively, and α is an influence 
factor of the step size η. A lower-bound step size ηmin is selected to prevent the adaptation 
rate from severely slowing down. The step size is also limited by an upper-bound, ηmax, to 
minimize the effect of sudden measurement errors or disturbances on the wind turbine. The 
parameters in the proposed adaptive method include the length of the time period, Tadp, the 
step size influence factor, α, and the bounds on the step size, ηmin and ηmax. Since the 
condition in (4.29) dramatically limits the influence of wind fluctuations on the adaptive 
algorithm, it is not necessary to select a large value for Tadp, as long as it is sufficient to 
generate reliable average wind speed measurements. Selection of the parameters 
concerning the step size should consider the trade-off between the convergence time and 
searching accuracy of the algorithm. This adaptive technique allows the controller to 
robustly converge to the optimal operation of a wind turbine system.  
 
Figure 4.5:   A block diagram illustrating the adaptive algorithm. 
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4.4 SIMULATION RESULTS 
The convex optimal control problem within the economic model predictive control 
(eMPC) framework has been solved using CVX [142]. The proposed controller 
performance is compared to the performance of a baseline controller (BLC), which is 
widely used as a benchmark for evaluating proposed control algorithms. It combines a 
variable-speed generator torque controller and a gain-scheduled PI blade pitch controller. 
The main aspects of comparison are the improvement or degradation of wind energy 
capture and tower fore-aft bending moment (TFAM) for a given wind speed profile. The 
damage equivalent load (DEL) represents a mean for evaluating the TFAM acting on the 
wind turbine tower. It is a single number to quantitatively indicate the damage caused by 
fatigue loadings acting on wind turbine structure and drivetrain [67], [140], [143]. In this 
study, the TFAM DEL is obtained using a rainflow-counting algorithm with the NREL 
MLife Code [144].  
The first set of results show responses of both controllers to steps in wind speed. 
Next, responses of both controllers under volatile wind speed profiles are presented and 
compared. Finally, a model-plant mismatch is introduced to investigate its effect on the 
response of both controllers.  
a. Controller Performance under Steps in Wind Speed 
A comparison between the responses of BLC and eMPC to steps in wind speed 
ranging from 8 to 10 m/s is shown in Fig. 4.6. A perfect knowledge of wind speed ahead 
of the wind turbine is assumed in this case to elaborate the effectiveness of the eMPC 
approach. Additionally, the model parameters are assumed to perfectly match the plant 
parameters. As shown in Fig. 4.6, the oscillations in the TFAM have been reduced 
significantly in case of eMPC as compared to BLC. Additionally, the TFAM DEL has been 
reduced by 6.6% as shown in Table 4.2. This improvement is attributed to the blade pitch 
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control of the eMPC around the step instance. This blade pitching activity is not possible 
in case of BLC because blade pitch control is only active for wind speeds above the rated 
wind speed (i.e. 11.4 m/s). The TFAM is mainly caused by the thrust force acting on the 
turbine rotor disc. Increasing the blade pitch angle leads to the decrease of the thrust 
coefficient, as shown in Fig. 4.2, which eventually leads to the reduction of the thrust force. 
However, deviating the blade pitch angle away from its optimal value leads to slight 
reduction in power coefficient, thus energy capture that is reduced by 0.65%.  
Figure 4.7 compares the responses of BLC and eMPC to steps in wind speed 
ranging from 11 to 13 m/s and the results are summarized in Table 4.2. With eMPC, a 
reduction of up to 26% is achieved in TFAM DEL with a slight sacrifice in energy capture 
(i.e. 0.29%). At time equals 200 s, the wind turbine switches from partial-load to full-load 
operation. At the switching instant, it can be noticed from Fig. 4.7 that both generator 
power and torque gradually and smoothly shifts from their steady state values in the partial-
load region to their rated steady state values in the full-load region.  
 
Controller Energy  (kW h) TFAM DEL  (MN m) 
Steps in wind speed ranging from 8 to 10 m/s 
BLC 257.1420 29.106 
eMPC 255.4699 27.173 
eMPC vs BLC -0.6502% -6.6412% 
Steps in wind speed ranging from 11 to 13 m/s 
BLC 516.7889 46.577 
eMPC 515.2734 34.363 
eMPC vs BLC -0.2933% -26.223% 
Table 4.2:    A Comparison between the performance of the BLC and eMPC under steps 
in wind speed. 
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Figure 4.6:   A comparison between the responses of the BLC and the eMPC to steps in 
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Figure 4.7:   A comparison between the responses of the BLC and the eMPC to steps in 
wind speed ranging from 11 to 13 m/s with 1 m/s increment. 
b. Controller Performance under Volatile Wind Speed Profiles 
The next step in the investigation process of the eMPC effectiveness is to evaluate 
its response under volatile wind speed profiles. Similar to the previous subsection, the 
model parameters are assumed to perfectly match the plant parameters. Two wind speed 
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wind speeds equal to 7.5 and 12.5 m/s, respectively. Both wind speed profiles have a time 
span of 10 minutes. In this case, the LIDAR system provides the eMPC with the estimated 
wind speed profile 10 s ahead of the wind turbine. The estimated wind speed profile is 
filtered to avoid inaccurate control actions based on the highly volatile wind speed or 
measurement inaccuracies.  
Figure 4.8 shows a comparison between the responses of BLC and eMPC under a 
volatile wind profile with an average wind speed equals 7.5 m/s. To clearly visualize the 
differences between the responses of BLC and eMPC, Fig. 4.8 shows only 200 s out of the 
total time span of 600 s. The comparison results are summarized in Table 4.3. A significant 
reduction, up to 25%, in the TFAM DEL has been achieved by using eMPC as compared 
to BLC with a slight loss in energy capture (i.e. 0.5%). Additionally, the amplitude and 
frequency of oscillations in the TFAM has been reduced as shown in Fig. 4.8. 
 
Controller Energy  (kW h) TFAM DEL (MN m) 
Wind speed profile with 7.5 m/s mean wind speed 
BLC 259.4681 31.421 
eMPC 258.1350 23.558 
eMPC vs BLC -0.5138% -25.025% 
Wind speed profile with 12.5 m/s mean wind speed 
BLC 760.9337 83.114 
eMPC 769.8906 64.130 
eMPC vs BLC +1.1771 -22.8409% 
Table 4.3:     A Comparison between the Performance of the BLC and eMPC under 
Volatile Wind Speed Profiles 
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Figure 4.8:   A comparison between the responses of the BLC and the eMPC under a 10 
minutes volatile wind profile with an average equals 7.5 m/s. 
Figure 4.9 shows another comparison between the responses of BLC and eMPC 
under a volatile wind profile with an average wind speed equals 12.5 m/s. The results in 
Table 4.3 show an improvement in both energy capture by 1.17% and TFAM DEL by 
22.8% for the eMPC as compared to BLC. For both wind speed profiles, the results in 
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control approach. The results showed the improvement of TFAM DEL for average wind 
speeds below 8 m/s and the improvement of both energy capture and TFAM DEL for 
average wind speeds above 8 m/s. 
 
Figure 4.9:   A comparison between the responses of the BLC and the eMPC under a 10 
minutes volatile wind profile with an average equals 12.5 m/s. 
c. Controller Performance under Model-Plant Mismatches 
In the previous sets of results, the model parameters were assumed to perfectly 
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responses of BLC and eMPC with adaptive approach is investigated. As previously 
mentioned, the most important parameter of a wind turbine is its power coefficient, which 
is a function of tip-speed ratio and blade pitch angle. The aforementioned model-plant 
mismatches are mainly related to deviations between the actual and theoretical power 
coefficient surfaces. The impact of model-plant mismatches on controller performance are 
more distinct during partial-load operation, as they affect the energy capture directly. On 
the other hand, tracking the optimal tip-speed ratio is not an objective during full-load 
operation. Consequently, this subsection will focus only on the controller’s response in the 
partial-load region. 
In partial-load region, the blade pitch angle is set at its optimal value in case of 
BLC. Concurrently, the generator torque control law takes the following form, 
𝑇𝑔 = 𝑀 𝜔𝑔
2,      with   𝑀 =
1
16




.                             (4.32) 
The torque control gain, M, depends on the optimal tip speed ratio and the corresponding 
maximum power coefficient. Thus, any deviation in the value of the theoretical optimal tip 
speed ratio results in a deviated control gain, which leads to the failure of the BLC to track 
the actual optimal tip speed ratio for maximum energy capture. In order to study the effect 
of deviation in the power coefficient from its theoretical value on the controller response, 
a deviated power coefficient surface 𝑐𝑝
𝑑(𝛽, 𝜆𝑑) is assumed as shown in Fig. 4.10. The 
introduced deviation leads to 10% error in the values of optimal tip speed ratio (i.e. 𝜆𝑑
𝑜 =
0.9𝜆𝑜) and the maximum power coefficient (i.e. 𝑐𝑝
𝑑(𝜆𝑑
𝑜) = 1.1 𝑐𝑝(𝜆
𝑜)). Additionally, the 
introduced deviation does not affect the value of the optimal blade pitch angle. A 
corresponding deviation has been also introduced to the thrust coefficient surface. 
In this subsection, the theoretical power and thrust coefficient surfaces are still 
adopted within the nonlinear wind turbine plant model, while the deviated power and thrust 
 76 
coefficient surfaces are used to design both BLC and eMPC.  For the BLC, the deviated 
power coefficient surface will lead to approximately 50% error in the torque control gain 
(i.e. Md = 1.5 M). For the eMPC with the adaptive approach, the convex optimization 
problem presented in Section III will be reformulated based on the deviated power and 
thrust coefficient surfaces.  
 
Figure 4.10: Theoretical versus deviated power coefficient for the NREL 5 MW 
horizontal-axis wind turbine. 
A wind speed profile with 25% turbulence intensity, 7.5 m/s average wind speed, 
and 20 minutes time span is used to demonstrate the responses of both controllers under 
model-plant mismatches. Figure 4.11 shows the comparison between the responses of BLC 
and eMPC under model-plant mismatches. As the torque control gain deviates from its 
optimal value, the BLC fails to track the actual optimal tip speed ratio. Consequently, the 





































Figure 4.11: A comparison between the responses of BLC and eMPC with model-plant 
mismatches under 20 minutes volatile wind profile with an average equals 
7.5 m/s. 
On the other hand, the gradual convergence of the tip speed ratio to its actual 
optimal value in case of eMPC with the adaptive approach can be noticed in Fig. 4.11. This 
is attributed to the ability of the adaptive algorithm to update the reference tip speed ratio 
despite the mismatches between the model and the plant. Consequently, the eMPC can 
achieve higher values of the power coefficient, hence energy capture. Additionally, the 
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blade pitch angle activity in case of eMPC is mainly responsible for the significant decrease 
in TFAM DEL as shown in Table 4.4.   
 
 
Controller Energy (kW h) TFAM DEL (MN m) 
BLC  512.2372 29.318 
eMPC 519.3657 23.061 
eMPC vs BLC  +1.3916% -21.34% 
 
Table 4.4:    Comparison between the Performance of the BLC and eMPC under Model-
Plant Mismatches 
4.5 SUMMARY 
In this work, an economic model predictive control framework with an adaptive 
approach for wind turbines has been developed. The optimal control problem within the 
model predictive control approach has been formulated as a convex optimal control 
problem with linear dynamics and convex constraints that can be solved globally. An 
adaptive algorithm has been integrated with the model predictive control framework to 
reject the effects of model-plant mismatches on the controller performance. Compared to 
the baseline controller, simulation results showed the ability of the proposed controller to 
reduce tower fatigue load with minimal impact on energy capture. Additionally, the 
adaptive algorithm proves its effectiveness in rejecting the effects of model-plant 
mismatches on the controller performance. With the consideration of model-plant 
mismatches, the proposed controller improved both energy capture and tower fatigue loads 
as compared to the baseline controller.   
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Chapter 5: A Control-Oriented Study for Wind Turbine Noise 
Emission5 
This Chapter presents a control methodology for wind turbine operation to actively 
minimize noise emission with limited effect on wind energy harvesting. A multi-objective 
optimal control problem will be formulated that considers the minimization of noise 
emission (through an active approach) and maximization of power generation 
simultaneously. In Section 5.1, a wind turbine drivetrain dynamic model is introduced and 
a semi-empirical noise prediction model is then presented. Section 5.2 describes the 
formulation of the optimal control problem. Section 5.3 shows simulation results from the 
tradeoff study between noise emission and wind power generation. In Section 5.4, a case 
study is presented to reveal the effectiveness of the proposed control approach in reducing 
noise emission from a wind farm and its propagation to the nearby residential area. Finally, 
a summary is presented in Section 5.5. 
5.1 SYSTEM MODELING  
Development of a wind turbine model and a noise emission model provides the 
essential tool for the tradeoff analysis. The severity of the wind turbine noise problem is 
more significant for small wind turbines, which are usually installed close to residential 
areas for power generation in rural and remote communities [109]. This work will focus 
small-sized wind turbines. A 100 kW pitch regulated variable speed wind turbine model is 
used to evaluate the proposed methodology. The modeled system consists of a three-blade 
                                                 
5 Some portions of this chapter have appeared previously in the following publications: 
1. M. L. Shaltout and D. Chen, “Optimal control of a wind turbine for tradeoff analysis between energy 
harvesting and noise emission,” in Proceedings of the ASME 2013 Dynamic Systems and Control 
Conference, 2013, pp. 1–5. (All authors contribute equally). 
2. M. L. Shaltout, Z. Yan, D. Palejiya, and D. Chen, “Tradeoff analysis of energy harvesting and noise 
emission for distributed wind turbines,” Sustain. Energy Technol. Assessments, vol. 10, pp. 12–21, 2015. 
(All authors contribute equally).  
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rotor driving a variable speed induction generator. In addition, a semi-empirical wind 
turbine noise prediction model is presented to evaluate the effectiveness of the proposed 
methodology.  
a. Wind Turbine Drivetrain Modeling 
A low-order wind turbine model was developed by in MATLAB/SIMULINK 
environment [39], [41], [57] can be used for this tradeoff analysis and will be recaptured 
in this section. The parameters of the model are summarized in Table 5.1. The overall wind 
turbine drivetrain model consists of three main modules. The first is the aerodynamic 
power module, where the rotor blades convert the kinetic wind energy to mechanical 







3 ,                                          (5.1) 
where 𝐷𝑟 is the rotor diameter, 𝜌𝑎𝑖𝑟 is the air density, 𝑐𝑝 is the power coefficient, and 𝑣𝑤 
is the wind speed. The power coefficient 𝑐𝑝 is dependent on the controlled blade pitch 




 ,                                                        (5.2) 
where 𝜔𝑟 is the rotor speed. Using the methodology established in [129], the power 
coefficient relationship can be computed as follows: 
𝑐𝑝(𝜆, 𝛽) = 𝑐1 (
𝑐2
𝜆𝑖
− 𝑐3𝛽 − 𝑐4𝛽
𝑐5 − 𝑐6) 𝑒
−
𝑐7
𝜆𝑖 ,                              (5.3) 








. The values of constants 𝑐1 through 𝑐9 are carefully adjusted 
[129]–[131] to match the behavior of the wind turbine system based on computational fluid 
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dynamics calculations. The power coefficient surface as a function of tip speed ratio and 
blade pitch angle in shown in Fig. 5.1. 
 
Figure 5.1:   Power coefficient surface as a function of tip speed ratio and blade pitch 
angle 
Parameter Value 
Rated Generator Power, 𝑃𝑔 100 kW 
Rated Generator Speed 1800 rpm 
Rotor Diameter, 𝐷𝑟 18.5 m 
Hub Height 35 m 
Rotor Inertia, 𝐽𝑟 26000 kg m2 
Gear ratio, 𝐺𝑅 21.5858 
Frictional Losses, 𝐵𝑟 0.5 kg m2/sec 


































The second module describes the dynamics of the wind turbine drivetrain, and can 












− 𝑇𝑔𝐺𝑅 − 𝐵𝑟𝜔𝑟],                                 (5.4) 
where 𝑇𝑔 is the generator electromagnetic torque, 𝐽𝑟 is the rotor inertia, 𝐺𝑅 is the gear ratio 
and 𝐵𝑟 is the frictional losses in the mechanical components.  
Finally, the electric module consists of a variable speed induction generator with a 
rated power of 100 kW. The generator is driven by a gearbox through the high-speed output 
shaft, and its output power 𝑃𝑔 mainly depends on the generator input speed and the 
controlled electromagnetic torque (i.e. 𝑃𝑔 = 𝑇𝑔𝜔𝑟𝐺𝑅). 
b. Wind Turbine Noise Emission Modeling  
Many analytical models [123], [146] were developed to predict the noise emission 
from a single wind turbine. According to [100], wind turbine noise prediction models are 
classified into three main types. The first type of models, characterized by its simplicity, 
gives an estimation of the overall emitted sound power level as a function of basic turbine 
parameters such as the rotor diameter, rated power, and wind speed. For instance a simple 
noise prediction model as a function of the rotor tip speed and the rotor diameter is given 
in [102], 
𝐿𝑊 = 50 𝑙𝑜𝑔10(𝑉𝑇𝑖𝑝) + 10 𝑙𝑜𝑔10(𝐷𝑟) − 4,                            (5.5)           
where 𝐿𝑊 is the overall A-weighted sound power level in dB(A), 𝑉𝑇𝑖𝑝  is the tip-speed of 
the rotor blade, and 𝐷𝑟  is the rotor diameter. The tip-speed of the rotor blade can be 






In this case, the wind turbine is modeled as a point noise source at the hub height. The 
second type of models considers different noise generation mechanisms such as low-
frequency noise, inflow turbulence noise, and airfoil self-noise. The third type of models, 
which is more complex than the previous two types, relates the noise generation 
mechanisms to details of airfoil aerodynamic properties, noise source directivity, and 
surrounding atmospheric conditions.  
A third type, semi-empirical noise prediction model can be used to establish an in-
depth understanding of the interaction between wind turbine operation and noise 
generation, and its impact on wind power generation. The model was developed by 
National Renewable Energy Laboratory (NREL) based on the work in [147]–[152]and is 
available as an open source program called NAFnoise [153]. This model can predict the 
overall sound pressure level received at an observing location for any given airfoil shapes. 
Five different types of noise sources that contribute to the overall airfoil noise are predicted 
by NAFnoise, namely, turbulent boundary layer trailing-edge noise, separated flow noise, 
laminar boundary layer vortex-shedding noise, trailing-edge bluntness noise, and turbulent 
inflow noise. This model has been widely used to predict different types of airfoil noise, 
and is relatively accurate when compared with actual measurements [154]–[156].  
An example of using this third type model to predict the noise emission for a full-
scale wind turbine is given in [157]. The results showed good agreement with actual 
measurement (error ≤ 2 dB(A)) for most operating conditions (i.e. different pitch angles, 
rotor speeds, and wind speeds), except the case of low pitch angle and low rotor speed 
(error ≤ 5 dB(A)). This large prediction error can be compensated by modifying the 
estimation algorithm. It should be noted that our study focuses on understanding the effect 
of control design on noise emission. In addition, the change of noise generation is of greater 
interest than the absolute value. Thus, the impact of prediction error of actual wind turbine 
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noise is further reduced. The advantage of this model is its relatively low computational 
cost, which make it a practical choice for control-oriented studies. Therefore, this third type 
modeling technique is adopted in our study. 
To predict the noise emitted from a full-scale wind turbine using this third type 
model, each blade is divided into a number of segments and the noise prediction model is 
applied at each segment. The Blade Element Momentum (BEM) theory is then integrated 
with the noise prediction model in MATLAB/SIMULINK environment to calculate the 
relative velocity of the inflow wind at each blade segment. The overall sound pressure 
level, 𝐿𝑝 in dB(A) emitted from all segments is then calculated at the observing location as 
follows: 
𝐿𝑝 = 10 𝑙𝑜𝑔10∑ 10
𝐿𝑝,𝑖 10 ⁄𝑀
𝑖=1  ,                                     (5.6) 
where 𝐿𝑝,𝑖 is the overall sound pressure level in dB(A) emitted from the 𝑖
𝑡ℎ blade segment, 
and 𝑀 is the number of blade segments. An NREL airfoil shape has been selected for each 
blade segment based on the location of the segment and the overall length of the blade 
[158]. In our study, NREL airfoils S812, S813, and S814 have been selected. According to 
[159], the standard position for acoustic noise measurements of wind turbines is located 
downwind of the turbine at a distance equal to the summation of the tower height and rotor 
radius. The receiver position is chosen similarly to the standard position to calculate the 
directivity of the noise sources in the semi-empirical noise prediction model.  
On the other hand, the noise will become noticeable and annoying when exceeding 
the ambient background noise. It is important to study the effect of wind turbine noise at a 
residential area while considering the ambient background noise. The interaction of the 
wind with obstacles, such as trees and buildings, in residential area generates a background 
noise which can be estimated, if measurements are unavailable, by [104] 
 85 
𝐿𝐵 = 27.7 + 2.5 𝑣𝑤,                                                 (5.7) 
where 𝐿𝐵 is the estimated background sound pressure level in dB(A) and 𝑣𝑤 is the wind 
speed in m/sec. If the background noise exceeds the sound pressure level due to a wind 
turbine at a residential area by 6 dB(A), the wind turbine noise contribution to the overall 
noise in the residential area will be negligible [104]. This criterion will be considered when 
investigating the effectiveness of control design. 
The wind turbine model described above and the noise prediction models were 
developed in the MATLAB/SIMULINK environment to facilitate the implementation and 
evaluation of the proposed optimal control strategy.  
5.2 CONTROL AND OPTIMIZATION METHODOLOGY 
a. Control Problem Formulation  
The objective of this research is to find the optimal control inputs to minimize noise 
emission without significantly affecting the power generation. In order to achieve this goal, 
a control problem is first formulated. The standard discretized state space arrangement of 
the control problem is defined by, 
𝑥(𝑖 + 1) = 𝑓(𝑥(𝑖), 𝑢(𝑖), 𝑤(𝑖)) .                                        (5.8)                        
In (5.8), which is based on (5.4), 𝑥 (𝑖) represents the system state, the rotor speed. The 
control inputs to the wind turbine 𝑢 (𝑖) are defined as the blade pitch angle 𝛽 and the 
generator electromagnetic torque 𝑇𝑔. The wind speed is considered as a disturbance 𝑤(𝑖) 
to the system. 
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b. Optimization Problem Formulation   
An optimization framework is developed to find the control inputs that enable the 
wind turbine to minimize noise emission with minimal impact on energy harvesting. A cost 
function is used to investigate the tradeoff between noise emission and wind energy 
capture. Then, the objective of the optimization process is to minimize the cost function,  𝐽,  
𝐽 = 𝐼(𝑥, 𝑢, 𝑤) .                                                (5.9) 
The instantaneous cost function, 𝐼, can be replaced by the generated power, 𝑃𝑔, and the 
overall sound pressure level at the observing location, 𝐿𝑝, as follows: 
𝐽 =  [
𝑃𝑔,𝑚𝑎𝑥−𝑃𝑔
𝑃𝑔,𝑚𝑎𝑥
] + (1 − ) [
 𝐿𝑝
𝐿𝑝,𝑚𝑎𝑥
].                              (5.10) 
In (5.10), the first term represents wind energy capture and the second term indicates noise 
emission. 𝑃𝑔,𝑚𝑎𝑥 is the maximum power produced by the generator and 𝐿𝑝,𝑚𝑎𝑥  is the 
maximum overall sound pressure level emitted from a wind turbine at the location of the 
observer. By changing the value of the weighting factor α from zero to unity, it is possible 
to favor one term in the cost function over the other. Higher values of α favor power 
generation, while lower values favor noise reduction. The optimization problem is also 




0 < 𝑃𝑔 ≤ 𝑃𝑔,𝑚𝑎𝑥
0 < 𝐿𝑝 ≤ 𝐿𝑝,𝑚𝑎𝑥
0 ≤ 𝑇𝑔 ≤ 𝑇𝑔,𝑚𝑎𝑥
0 ≤ 𝛽 ≤ 𝛽𝑚𝑎𝑥
 ,                                                   (5.11) 
where 𝑇𝑔,𝑚𝑎𝑥 is the maximum generator electromagnetic torque, 𝛽𝑚𝑎𝑥 is the maximum 
blade pitch angle. The first two constraints ensure that the cost function in (5.10) is always 
greater than or equal to zero over the finite time horizon. The last two constraints ensure 
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that the control inputs stay within their admissible limits. The nonlinear optimization 
problem was solved using the constrained optimization toolbox (fmincon) in MATLAB. 
By solving the optimal control problem for a full range of wind speeds and rotor speeds, a 
two dimensional map of the optimal control inputs can be generated and stored. Using the 
wind speed and the rotor speed measurements, the generated map can be used to control 
the wind turbine in real time for any wind speed profile.  
5.3 SIMULATION RESULTS AND ANALYSIS 
Simulations were conducted to investigate the effect of the control design on power 
generation and noise emission. When a wind turbine generates electricity, it could operate 
in one of two modes, Region 2 or Region 3. Region 2 is the partial-load region where the 
wind speed is not high enough for a wind turbine to operate at its rated power. Region 3 is 
the full-load region where the wind turbine operates at its rated power because the available 
wind power exceeds the maximum allowed generator power. The first subsection shows 
simulation results for Region 2 covering wind speeds from 4 to 11.5 m/sec. The second 
subsection is for Region 3 with a wind speed range of 11.5 to 25 m/sec. The results with 
varying the weighting factor, α, between 0 and 1 are presented. When α is equal to 1, the 
cost function in (5.10) is equivalent to the power generation term only. On the other hand, 
when α equals 0, the cost function is equivalent to the noise pressure level term. These two 
extreme cases will be used to find the upper and lower bounds of the control optimization 
output. 
a. Region 2 Simulation Results 
The tradeoff between power generation and overall sound pressure level at a 
constant wind speed in Region 2 is illustrated in Fig. 5.2. The wind speed is selected to be 
8 m/sec, which is a typical wind speed in this region. The value of 𝛼 varies from 0 to 1. 
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For this particular case, the optimal operating point was found to be at 𝛼 equals 0.68. 
Compared to the case where 𝛼 equals 1, the generator power drops from 34.78 kW to 31.61 
kW, while the sound pressure level drops from 68.36 dB(A) to 63.58 dB(A). A reduction 
in noise emission is achieved at the cost of decreasing wind energy capture. This algorithm 
can be applied to other wind speeds in Region 2 to find the optimal operation condition 
that minimizes the overall sound pressure level with a minimal impact on the power 
generation. 
 
Figure 5.2:   The tradeoff between power generation and overall sound pressure level in 
Region 2 at 8 m/sec wind speed 
Figures 5.3 (a) and (b) show the effect of changing the value of 𝛼 between the two 
extreme cases (0 and 1) on the power generation and overall sound pressure level in Region 
2, respectively. The two control inputs are the generator electromagnetic torque and the 
blade pitch angle. The profiles of the optimal control inputs in each case are shown in Figs. 





























5.3 (c) and (d). A significant drop in power generation and overall sound pressure level 
occurs when the value of  𝛼 is set to 0. Additionally, it can be seen that in Fig. 5.3 (c) higher 
values of generator electromagnetic torque are required to reduce the rotor speed, thereby 
reducing the overall sound pressure level.  
 
Figure 5.3:   The effect of changing the value of the weighting factor on (A) the power 
generation, (B) the overall sound pressure level, (C) the generator torque 
and (D) the blade pitch angle 
More details of the tradeoff analysis result in both power generation and overall 
sound pressure level are illustrated in Fig. 5.4, where both the drop in the generated power 
and drop in the overall sound pressure level are plotted when 𝛼 = {0.8, 0.6, 0.4, 0.2, and 
0}. The drop in the generated power is defined as the difference between power generated 
for a value of 𝛼, and the power generated with 𝛼 equal to unity. The drop in the overall 
sound pressure level is calculated in a similar fashion. For 𝛼 equal to zero, it can be 



































































































































observed that the maximum drop in power generation occurs at high wind speeds, while 
the maximum drop in overall sound pressure level occurs at lower wind speeds. Figure 5.4 
also shows that the power generation and overall sound pressure level for 𝛼 equal to 0.4 
and 0.2 coincide with the case where 𝛼 equals zero. This is attributed to the optimization 
constraints specified in (5.11), where the power generation and overall sound pressure level 
are not allowed to be zero. Consequently, they both saturate at their minimum possible 
values. 
 
Figure 5.4:   Drop in (a) power generation and (b) overall sound pressure level for 
different values of the weighting factor 









































































b. Region 3 Simulation Results 
As the wind speed increases to a point that the available wind power is higher than 
the generator rated power, the wind turbine operation switches from Region 2 to Region 3. 
In Region 3, the generator is operating at its rated speed and is kept nearly constant by 
controlling the blade pitch angle only. Further increase of the turbine speed beyond the 
rated speed of the generator due to high wind speeds will lead to turbine drivetrain damage. 
As a result, turbine speeds have to be constrained in Region 3, thereby limiting both power 
generation and overall sound pressure levels. Reducing the value of  𝛼 below 1 in (5.10) 
should lead to further decreases in both the power generation and overall sound pressure 
levels. However, the effect of reducing the overall sound pressure level, which depends on 
the nearly constant turbine speed, becomes less significant than the effect of reducing 
power generation for all values of 𝛼 except zero.  
As previously mentioned, the cost function is equivalent to the overall sound 
pressure level term when 𝛼 equals zero.  In this particular case, minimizing the cost 
function moves the turbine away from its rated speed range, which is not allowed in Region 
3 operation. Thus, the tradeoff between power generation and overall sound pressure level 
that arises in Region 2 is diminished in Region 3 for all values of 𝛼 except for 𝛼 equals 
zero. To study the effect of completely favoring the overall sound pressure level reduction 
in Region 3, a constraint on the drop in power generation was added. Two different cases 
were studied where the maximum drop allowed in the power generation was limited to 5 
and 10%, respectively. The effect of changing the value of 𝛼 on the power generation and 
overall sound pressure levels with a constraint on the power generation drop are shown in 
Figs. 5.5 (a) and (b), respectively.   
Although the power generation was reduced by 5 and 10 %, the overall sound 
pressure level was reduced by only 0.5 dB(A) for both cases. Additionally, the blade pitch 
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angle was adjusted to significantly higher values, as shown in Fig. 5.5 (c), which requires 
extra actuation power consumption. The insignificant reduction of the sound pressure level 
in Region 3 suggests that favoring power generation is the optimal approach for this mode 
of operation. 
 
Figure 5.5:   The effect of changing the value of the weighting factor on (A) power 
generation, (B) noise emission and (C) blade pitch angle, with a constraint 
on the power generation drop 
5.4 CASE STUDY: A RESIDENTIAL AREA IN THE NEIGHBORHOOD OF A WIND FARM 
The previous analysis focuses on the wind turbine noise reduction at the turbine 
location. To understand the impact of wind turbine noise on humans, it is necessary to 
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investigate the propagation of noise emitted from the wind turbine to a neighboring 
residential area under real wind speed profiles. In this section, our proposed control 
algorithm will be assessed on how well it will reduce the sound pressure level at a 
residential area located near a wind farm.  
a. Wind Farm Layout 
Generally, multiple wind turbines are installed in a wind farm forming multiple 
noise sources. The total sound pressure level 𝐿𝑝,𝑡𝑜𝑡𝑎𝑙  predicted at the receiver’s location 
due to multiple noise sources can be calculated as follows: 
𝐿𝑝,𝑡𝑜𝑡𝑎𝑙 = 10 𝑙𝑜𝑔10∑ 10
𝐿𝑝,𝑛 10 ⁄𝑁𝑠
𝑛=1                                    (5.12) 
where 𝐿𝑝,𝑛 is the sound pressure level in dB(A) due to the 𝑛
𝑡ℎ noise source predicted at the 
receiver’s location and 𝑁𝑠 is the number of noise sources.  
The sound pressure level from each wind turbine is first calculated at the turbine 
location using (5.6). Next, the sound power level at the hub-height is inversely calculated 
using the following hemispherical sound propagation model [102], [160],  
𝐿𝑝 = 𝐿𝑤 − 10 𝑙𝑜𝑔10(2𝜋𝑅
2) − 𝜎𝑅,                               (5.13) 
where 𝐿𝑝 is the overall sound pressure level at an observer location, 𝐿𝑤 is the sound power 
level of a point noise source, 𝑅 is the slant distance between the noise source and the 
observer location, and 𝜎 is the frequency-dependent sound absorption coefficient. Each 
wind turbine in now represented as a point noise source at the hub-height, which is a valid 
assumption if the slant distance between the turbine and the receiver exceeds double the 
blade length [160]. Then, the predicted sound pressure level due to each turbine at the 
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residential area is calculated using (5.13). Finally, the total sound pressure level due to all 
wind turbines is calculated using (5.12). 
The layout of wind turbines in a wind farm is predominantly determined by the 
prevailing wind direction [37], [45]. Typically, wind turbines are placed farther apart 
parallel to the wind prevailing direction than in the perpendicular direction. The distance 
between successive rows of wind turbines is usually 8 to 10 times the rotor diameter, while 
the distance between two adjacent turbines in the same row is 4 to 5 times the rotor 
diameter. Based on the above rules, the layout shown in Fig. 5.6 is used to evaluate our 
control algorithm. The wind turbines are assumed to have the same height with respect to 
the residential area (i.e. a flat terrain). The wind farm consists of three 100 kW wind 
turbines arranged in a single row and separated by a distance L from the residential area, 
which is located downwind of the wind turbines. 
 
Figure 5.6:   The proposed wind farm layout located at a distance 𝐿 from a residential 
area 
The determination of the distance between a wind farm and a residential area 
depends on many factors [57], [161]. The most important factors are the number of turbines 
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in the wind farm and the characteristics of the surrounding terrain. Based on the noise 
thresholds, many countries established policies and recommendations for the distance of a 
wind farm from a residential area [57], [161], ranging between 150 to 1500 meters. In this 
case study, a distance of 500 meters is selected based on the recommended average wind 
turbine setback distance from residential areas in many countries [57], [161]. The 
parameters of the wind farm layout are summarized in Table 5.2. 
 
Parameter Description 
Turbine size 100 kW HAWT  
Number of Turbines  3 
Distance between two adjacent wind turbines (4 Dr) 74 m 
Setback distance of the residential area from Turbine 1, L 500 m 
Slant distance between the residential area and Turbine 1, R1 501.22 m 
Slant distance between the residential area and Turbines 2 & 3, 
R2&R3 
506.65 m 
Frequency-dependent sound absorption coefficient, σ 0.005 dB(A)/m 
Residential area location with respect to wind farm Downwind 
Terrain Characteristics Flat terrain 
Table 5.2:    Summary of the wind farm parameters 
b. Wind Speed Profiles 
In this case study, two wind profiles from two different sites in the United States 
are used to demonstrate the developed technology. These wind profiles were obtained from 
the website of National Renewable Energy Laboratory (NREL), which publishes recorded 
wind data from various wind turbine locations. These locations are classified into seven 
classes according to the annual average wind speed [162]. Wind classes 3 to 7 are 
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potentially harvestable.  A one day sample of the wind profile at a 35 meters hub height for 
wind classes 3 and 7 is presented in Fig. 5.7. The wind class 7 profile has an average wind 
speed of 11.2 m/sec, while the wind class 3 profile has an average wind speed of 6.4 m/sec. 
It can be seen that the wind class 3 profile lies entirely in the operation range of Region 2, 
while the wind class 7 profile switches between Region 2 and Region 3 operations. 
 
Figure 5.7:   A one day wind speed profile for wind class 3 and 7 sites. 
Based on the wind profile, the optimal controller will generate actuation commands 
for the generator torque and/or the blade pitch angle to minimize the cost function and 
achieves the ideal tradeoff between energy harvesting and noise emission. The result will 
be saved in look-up tables and used as supervisory control for real-time operation. In a real-
world wind turbine operation, advanced sensing technologies can be used to measure the 
wind speed profile ahead of wind turbine rotor [37], [45], [134], [135]. For instance, light 
detection and ranging (LIDAR) technology has been implemented in wind energy 
applications to provide a relatively accurate wind speed measurement. As a result, the 
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measured wind speed can be fed to the supervisory controller, which selects the optimal 
control actuations from the predefined lookup table. 
c. Case Study Simulation Results 
For the wind class 3 profile, the effect of changing weighting factor on the total 
generated power is shown in Fig. 5.8 (a) and the total sound pressure level at the residential 
area is shown in Fig. 5.8 (b). Additionally, the background noise at the residential area is 
also plotted based on (5.7). The two extreme cases of 𝛼 equal to 1 and 0 are compared as 
they represent upper and lower bounds for 𝛼. 
At 𝛼 equal to 1, the total energy harvested during the whole day was about 1547 
kWh, while the total energy harvested at 𝛼 equal to 0 was about 915 kWh. The decrease in 
energy harvesting during the whole day was 40.85 % due to changing the value of 𝛼 from 
1 to 0. It can be seen that, in Fig. 5.8(a), the maximum drop in power generation occurs at 
the beginning of the day when the wind speed is close to 10 m/sec, and afterwards the drop 
in power generation decreases. This result coincides with the result obtained in Section 5.3, 
which indicates that the maximum drop in power generation occurs at high wind speeds in 
Region 2.  
Figure 5.8(b) shows that at 𝛼 equal to 1 the total sound pressure level exceeds the 
background noise until nearly the middle of the day; afterwards it drops slightly below the 
background noise level. As a result, the noise emitted from the wind farm will be noticeable 
and cause annoyance at the residential area during the first half of the day. Decreasing the 
value of 𝛼 will reduce the wind farm noise emission, which reaches its minimum at 𝛼 equal 
to 0. Therefore, the contribution of the wind farm noise emission to the overall noise at the 
residential area will be negligible. It should be noted that the reduction of wind farm noise 
emission was achieved at the expense of reducing wind energy capture.  
 98 
 
Figure 5.8:   The effect of changing the value of the weighting factor on (A) the total 
generated power from the wind farm (B) the total sound pressure level at a 
residential area for wind class 3 profile 
For the wind class 7 profile, the effect of changing the weighting factor on the total 
generated power is shown in Fig. 5.9 (a), and the total sound pressure level compared to 
the background noise at the residential area is shown in Fig. 5.9 (b). Similar to the case of 
wind class 3, the two extreme cases of 𝛼 are considered. For wind class 7 the wind speed 
fluctuates between Regions 2 and 3. As previously discussed in Section 5.3, the 
insignificant reduction of the overall sound pressure level in Region 3 makes favoring the 










































































power generation the most suitable option, thus the value of 𝛼 equal to unity is maintained. 
With 𝛼 equal to 1, the total energy harvested during the whole day was approximately 5418 
kWh, while the total energy harvested with 𝛼 equal to 0 was about 4722 kWh. As a result, 
the drop in energy harvesting during the whole day due to changing 𝛼 from 1 to 0 was 
12.85 %. Comparing the drop in energy harvesting for both wind classes, it is possible to 
conclude that the power generation is more sensitive to variations of 𝛼 in lower wind 
classes. 
 
Figure 5.9:   The effect of changing the value of the weighting factor on (A) the total 
generated power from the wind farm (B) the total sound pressure level at a 
residential area for wind class 7 profile 










































































As shown in Fig. 5.9 (b), the total sound pressure level at 𝛼 equal to 1 is masked by 
the background noise when the wind speed falls within Region 3. However, the total sound 
pressure level exceeds the background noise once the wind speed falls within Region 2. As 
a result, the noise emitted from the wind farm will cause annoyance at the residential area 
with high wind speeds in Region 2. Decreasing the value of 𝛼 below unity will reduce the 
wind farm noise emission. When 𝛼 equals 0, the noise reduction reaches its maximum and 
the total sound pressure level is below the background noise. Similarly to the case of wind 
class 3, the reduction of the wind farm noise emission was achieved at the expense of wind 
energy capture.  
5.5 SUMMARY 
The challenges facing the growth of wind turbine installation are not only related 
to technical aspects, such as efficiency and reliability, but also to public acceptance. 
Annoyance caused by noise emitted from wind turbines is one of the major public concerns. 
This work presents an effective approach to minimize noise emission with a minimal 
impact on wind power generation. In Region 2 operation, the optimal tradeoff between 
favoring power generation and noise emission reduction can be achieved through selecting 
the weighting factor, 𝛼. For Region 3 operation, the tradeoff benefit vanishes except in the 
case of 𝛼 equals zero, which leads to an insignificant noise mitigation. Thus, favoring 
power generation in Region 3 is more practical. A case study under two scenarios shows 
that the proposed optimal control algorithm is highly effective for reducing noise emission 
from a wind farm located in the vicinity of a residential area with a minimal reduction of 
the wind energy harvested. Depending on the wind class, time of the day, and the power 
demand, optimal control strategies can be found to keep the noise below limits at residential 
areas located in the vicinity of wind farms.  
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Chapter 6: Conclusions 
The development of advanced control algorithms for distributed wind energy 
systems can contribute significantly in the efforts aiming to the reduction of wind energy 
cost for distributed power generation. Motivated by this fact, three independent control-
oriented studies have been presented throughout this work. The first two studies aims to 
improve both efficiency and reliability of two types of wind turbines. The last study aims 
to mitigate the noise emission from wind turbines with minimal impact on energy capture. 
In the first study, an optimal control algorithm for a VRG-enabled wind turbine 
system was established to maximize the wind energy capture and extend the gearbox 
service life. The results show a tradeoff between maximizing wind energy capture and 
extending the gearbox service life. Using the same set of gears in each case, it was found 
that the effect on life is not significant for lower wind speeds. Hence, it is possible to favor 
the power generation over the gearbox fatigue loads for low wind class sites. For high wind 
class sites, favoring one term over the other depends on an independent tradeoff study 
between energy harvesting and extending the gearbox life. 
In the second study, an economic model predictive control framework with an 
adaptive approach for wind turbines has been presented. The optimal control problem 
within the model predictive control approach has been formulated as a convex optimal 
control problem with linear dynamics and convex constraints that can be solved globally. 
An adaptive algorithm has been integrated with the model predictive control framework to 
reject the effects of model-plant mismatches on the controller performance. Compared to 
the baseline controller, simulation results showed the ability of the proposed controller to 
reduce tower fatigue load with minimal impact on energy capture. Additionally, the 
adaptive algorithm proves its effectiveness in rejecting the effects of model-plant 
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mismatches on the controller performance. With the consideration of model-plant 
mismatches, the proposed controller improved both energy capture and tower fatigue loads 
as compared to the baseline controller. Extending the control framework to include the 
fatigue loads acting on the drivetrain and the blades is planned for future work.  
The third study presents an effective approach to minimize noise emission with a 
minimal impact on wind power generation. In Region 2 operation, the optimal tradeoff 
between favoring power generation and noise emission reduction can be achieved through 
selecting the weighting factor, 𝛼. For Region 3 operation, the tradeoff benefit vanishes 
except in the case of 𝛼 equals zero, which leads to an insignificant noise mitigation. Thus, 
favoring power generation in Region 3 is more practical. A case study under two scenarios 
shows that the proposed optimal control algorithm is highly effective for reducing noise 
emission from a wind farm located in the vicinity of a residential area with a minimal 
reduction of the wind energy harvested. Depending on the wind class, time of the day, and 
the power demand, optimal control strategies can be found to keep the noise below limits 
at residential areas located in the vicinity of wind farms.  
This work presented various control algorithms with different objectives for stand-
alone wind turbines. With the rise in wind turbine installation for distributed power 
generation, the effect on the grid stability is becoming a major challenge. Future work may 
include developing control algorithms for variable speed wind turbines, with or without 
energy storage systems, to improve the output power quality and improve grid stability. 
Consequently, distributed wind energy systems can robustly address most of the 
aforementioned challenges and the future plans for increasing the wind energy penetration 
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