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PERIODIC AND ERGODIC DISTRIBUTIONS
Bolis Basit and Hans Gu¨nzler
Abstract. For A ⊂ L1
loc
(J, X) let MA consist of all f ∈ L1
loc
with Mhf(·) :=
1
h
∫ h
0
f(·+s) ds ∈ A for all h > 0. Here X is a Banach space, J = (α,∞), [α,∞) or R.
The class M˜A ⊂ D′(J, X) the space of distributions is similarly defined. Usually A ⊂
MA ⊂ M2A ⊂ · · · . One has ∪∞n=0M˜
nA = D′
A
(R,X) := {T ∈ D′(R,X) : T ∗ ϕ ∈
A for all ϕ ∈ D(R,C)}, D′
A
(R,X) ∩ L1
loc
(R,X) = ∪∞n=0M
nA. The map A → D′
A
is iteration complete, that is D′
D′
A
= D′
A
. Under suitable assumptions M˜nA = A+
{T (n) : T ∈ A}, and similarly forMnA. Almost periodic X-valued distributions D′
A
with A = almost periodic (ap) functions are characterized in several ways. Various
generalizations of the Bohl-Bohr-Kadets theorem on the almost periodicity of the
indefinite integral of an ap or almost automorphic function are obtained. On D′
E
, E
the class of ergodic functions, a mean can be constructed which gives Fourier series.
Special cases of A are the Bohr ap, Stepanoff ap, almost automorphic, asymptotically
ap, Eberlein weakly ap, pseudo ap and (totally) ergodic functions (T )E . Then always
MnA is strictly contained in Mn+1A. The relations between MnE , MnT E and
subclasses are discussed. For many of the above results a new (∆)-condition is
needed, we show that it holds for most of the A needed in applications. Also, we
obtain new tauberian theorems for f ∈ L1
loc
(J,X) to belong to a class A which
are decisive in describing the asymptotic behavior of unbounded solutions of many
abstract differential-integral equations. This generalizes various recent results.
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tauberian theorems.
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§0. Introduction
The primary objective of these notes is to present a self-contained study of the
theory of mean type classes introduced during our study of the asymptotic behavior
of solutions of differential-difference systems, [13, (1.1)]. This theory does what the
Stepanoff extension of Bohr’s almost periodic functions accomplished (see below),
now for quite general function classes, for example asymptotic almost periodic,
almost automorphic or Eberlein weakly almost periodic functions: For a given
A ⊂ L1loc(J, X), X Banach space, J infinite interval,
MA = {f ∈ L1loc : the mean Mhf(·) := (1/h)
∫ h
0
f(·+ s) ds ∈ A for all h > 0}.
This extension MA of A can also be defined for U a subset of Schwartz’s vector
valued distributions D′(J, X), giving M˜U .
These extensions proved useful in [13]. There they made possible a considerable
weakening of the necessary assumptions, and simpler and more flexible formula-
tions. For example bounded solutions of differential-difference systems may not
belong to the class of Banach space valued Bohr almost periodic (ap) functions
AP = AP (R, X), but belong toMAP . This means that the study of mean classes
makes an important contribution to the understanding of asymptotic behavior of
solutions of many differential-difference systems. Also, this gives rise to an exten-
sion of many known spaces. For example for the class AP , one has AP ⊂ SpAP =
{ Stepanoff almost periodic functions} ⊂ MAP .
In the following we give a short account of how these classes evolved starting
with Bohr’s almost periodic functions.
In his study of the asymptotic behavior of solutions of differential equations in
perturbation theory of astronomy, Bohl [26] 1906 introduced quasi-periodic func-
tions as (essentially) sums of finitely many complex-valued periodic functions on
the real line R with arbitrary, but usually rationally independent periods. The
study of his differential equations could be reduced to the question: When is the
indefinite integral F of a quasi-periodic f again quasi-periodic? As a necessary and
sufficient condition he obtained the boundedness of F on R.
The class of quasi-periodic functions has been extended by Bohr [28] 1925 to
his almost periodic (ap) functions, which can be characterized as uniform limits on
R of trigonometric polynomials
∑n
1 cje
iωj t, with cj complex and ωj arbitrary real.
Again the indefinite integral of an ap function is ap provided it is bounded (theorem
of Bohl-Bohr), with corresponding applications to linear differential equations.
To include also discontinuous only locally integrable periodic functions, Stepanoff
[73] in 1926 introduced what are now called Stepanoff-ap functions, limits of trigono-
metric polynomials with respect to the norm ||f ||S1 := sup {
∫ t+1
t
|f(s)| ds : t real
}. Bochner noticed that a bounded indefinite integral F of f is already Bohr-ap if
f is Stepanoff-ap. Doss [37] 1961 extended this in the following way : If F : R→ C
4 BOLIS BASIT AND HANS GU¨NZLER
is bounded and if the differences ∆hF = Fh − F are Bohr-ap for all h > 0, with
Fh(t) := F (t+ h), then F is ap. In the case where F is the indefinite integral Pf
of f , this gives: If all means Mhf are ap for h > 0 and if Pf is bounded, Pf is ap.
For MAP (R,C), one gets: f ∈MAP and Pf bounded implies Pf ∈ AP .
This is an extension of the above mentioned Bohl-Bohr theorem, since one has
AP ⊂ { Stepanoff-ap functions} ⊂ MAP , and both inclusions are strict. Such
an extension can now be carried over to solutions of linear differential-difference
systems ([13, e.g. Theorem 4.1]), again instead of the right side f being Bohr-ap it
suffices to assume only f ∈MAP .
Non-periodic ap functions appear not only in the above mentioned perturbation
problem. For example all bounded (non-resonant) solutions of the boundary value
problem for the wave equation are ap in the time variable ([2, Chapter 5]).
To treat partial differential equations, one has to consider ap functions with
values in a Banach space X . Furthermore there are other types of interesting
asymptotic behavior, for example Bochner’s almost automorphic functions [24],
Fre´chet’s asymptotically ap functions (f+g, with f ap and g(t)→ 0 as |t| → ∞)[43],
Eberlein ap functions [40] or the recently introduced pseudo-ap functions of Zhang
[77] 1994.
For a discussion of such function classes and especially for harmonic analysis and
synthesis it is essential to have a mean limT→∞(1/2T )
∫ T
−T
f(s) ds , and indeed all
these functions are ergodic in some sense.
With all the above and especially applications to differential equations in mind,
starting with an arbitrary class A of functions f : J → X which are only locally
integrable, J any infinite interval from R containing some [n,∞), X a Banach
space, we introduce as above the classes MA, M2A =M(MA),..... Usually (but
not always) one has A ⊂ MA and then A ⊂ MA ⊂ M2 · · · ; for A = AP , or a
similar class, or A = { ergodic functions } all these inclusions are strict, giving a
whole hierarchy of generalized A-functions. Since the Bohr-mean can be extended
to ergodic distributions (§8), harmonic analysis becomes possible for all the MnA
and M˜nA, as soon as it is possible for A.
Consider the extensions M˜U of a subset U of Schwartz’s vector valued distribu-
tionsD′(J, X). The space D′U (R, X) consists of those T ∈ D
′(R, X) for which convo-
lution T ∗ϕ ∈ U for all test functions ϕ ∈ D′(R,C). One gets ∪∞0 M˜
nU = D′U (R, X).
With U = AP and X = C Schwartz’s [71, p. 206] B′pp(R,C) = D
′
AP (R,C).
If a function f ∈ A has a derivative f ′, then almost by definition f ′ ∈ MA.
Under some additional assumptions one can show the converse: MA = {f + g′ :
f, g ∈ A, g′ ”exists” }, similarly for the distribution class M˜U . Here and for several
other results the essential assumption is that A satisfies the ”(∆)-condition”, which
means that if for a locally integrable f : J → X the differences ∆hf ∈ A for all
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h > 0 then also f − (1/s)
∫ t+s
t
f(v) dv ∈ A for all s > 0. Fortunately practically all
the important function spaces satisfy this condition (§4).
The introduction of these mean classesMnA not only makes possible the gener-
alization and sharper formulation of results on the asymptotic behavior of solutions
of linear differential-difference systems ([13]), it also collects and unifies diverse re-
sults in the theory of ap functions and analogues, as exemplified in Proposition 5.6
below, furthermore some new results on the global behavior of derivatives can be
obtained thereby (§10). Finally with these concepts an extension of a tauberian
criterion essential in the study of differential equations to also unbounded functions
is possible (§9).
We give now a detailed description of the contents of the following sections:
In §1 we introduce the various function spaces treated, especially ap functions,
their analogues and generalizations, and ergodic functions. Also we give here some
characterizations of functions with (uniformly) continuous differences needed later.
In section 2 we study the extension A ⊂ MA ⊂ M2A ⊂ · · · systematically, as
well as a corresponding one for M˜A for classes A of vector-valued distributions from
D′(J, X), completing and generalizing results from [13, Section 3] and Schwartz [71,
pp. 206-207, 247-248]. It turns out that under weak assumptions all inclusions are
strict (Proposition 3.8) and MnA, M˜nA are subsumed by “A-distributions” D′A
consisting of all T ∈ D′(R, X) with T ∗ ϕ ∈ A, for all test functions ϕ ∈ D(R,C):
D′A = ∪
∞
n=0M˜
nA, D′A(R, X)∩L
1
loc(R, X) = ∪
∞
n=0M
nA, and D′
D′
A
= D′A. We give
various characterizations of D′A and similar ones needed for S
′(R, X) (Theorems
2.11, 2.16).
In Sections 3, 4 we give conditions under which the various assumptions needed
for Section 2 are fulfilled, especially A ⊂ MA and the central condition (∆) of
Definition 1.4 below. For practically all the spaces of generalized almost periodic
or ergodic functions E they hold (Examples 3.4-3.7, 4.7, 4.15, 4.16). In Propositions
4.9-4.10 we show that both Lpw(J, X) and O(w)(J, X) satisfy (∆). In Proposition
3.8, Examples 3.9 and Corollary 3.10 we demonstrate that the inclusions MkA ⊂
Mk+1A, k ∈ N0 are strict for various classes A. See also Proposition 7.1 and
Remark 7.2.
In Section 5 we show M˜nA = A + {T (n) : T ∈ A} and similarly for MnA
(Corollaries 5.2- 5.4). With this any Sp-ap φ is of the form f+g′, f, g ap (Corollary
5.4). Results of Stepanoff and Bochner are united and generalized toMnA∩Cu ⊂ A
(Proposition 5.6). Furthermore, it is shown that MAP (R,R)| [0,∞) is strictly
contained in M[AP ([0,∞),R)] (Example 5.5)).
In Theorem 6.1 we characterize the distributions from D′AP = D
′
SpAP by Bohr’s,
Bochner’s and von Neumann’s definitions. Further relations between A = Bohr-ap
functions AP , asymptotic ap functions AAP , Eberlein ap functions EAP , Weyl ap
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functions W pAP , Besicovitch ap functions BpAP and their distribution spaces D′A
can be found above Proposition 6.5.
In various places we need and derive results of the form “ if all the differences
∆hf are in U , then f is in V ” (Propositions 1.5, 1.7, Lemmas 4.4, 4.19), extending
several earlier results [11], [30], [48], [8]. As applications we get several extensions
(Proposition 6.5, Corollary 6.6 and after Corollary 6.6) of the Bohl-Bohr-Kadets
theorem: if for ap f : R → X the indefinite integral Pf is bounded, it is ap too,
provided c0 6⊂ X [54]. These results are not covered by the theorems of [13].
Further we obtained several new properties of the classes of ergodic functions E ,
D′E , needed in applications (Proposition 7.1, Remark 7.2). Especially, we prove (∆)
for E , E0 = {f ∈ E with mean (f) = 0}, Av, Av0.
In Section 8 the ergodic mean is extended to m˜ : D′
E
→ X . If A is invariant
with respect to multiplication by characters eiωt, so also are MnA, D′A. Hence
Fourier series and Bochner spectra may be defined for functions and distributions
in these classes. For distributions from D′A where A is Bohr ap, asymptotically ap
or Eberlein weakly ap functions the classical results carry over, for MnA with a
suitable topology (see after (8.7)).
In Section 9 we introduce the notion of spectrum of a function φ ∈ D′L∞(R, X)
with respect to a class A(J, X) and obtain tauberian criteria (Proposition 9.5,
Theorem 9.7, Corollary 9.8, Remark 9.11) which play a decisive role in describing
the asymptotic behavior of also unbounded solutions of many differential equations,
and with the Loomis condition (LU ) a unified treatment of such situations. For the
case φ ∈ L∞(R, X) see [3-4], [16], [9, Sections 4-5], [10, Sections 4-6], [67, Sec. 4-5],
[5-6], [17], [34] and references therein.
§1. Notation, Definitions and Preliminaries
In the following J will always be an interval of the form R, (α,∞), [α,∞) for
some α ∈ R, R+ = [0,∞), R+ = (0,∞), N = {1, 2, · · · } and N0 = {0} ∪ N. Denote
by X a real or complex Banach space, with scalar field K = K(X), K = R or C,
and by L(X) the Banach space of all linear bounded operators from X to X .
If f is a function defined on J → X , then fs, ∆sf will stand for the functions
defined on J by fs(t) = f(t+s), ∆sf(t) = fs(t)−f(t) for all s ∈ R with s+J ⊂ J, |f |
will denote the function |f |(t) := ||f(t)|| for all t ∈ J and ||f ||∞ := supx∈J||f(x)||.
For U, V ⊂ X or ⊂ XJ, U − V := {u− v : u ∈ U, v ∈ V }; similarly for U + V .
If f ∈ L1loc(J, X), then Pf will denote the indefinite integral defined by Pf(t) =∫ t
α0
f(s) ds (where α0 = α + 1 respectively 0 if J = R, all integrals are Lebesgue-
Bochner integrals (see [53, p. 79], [39], [50]), similarly for measurable).
The space of functions with continuous derivatives of order up to k defined on
J with values in a Banach space X will be denoted by Ck(J, X), C(J, X) :=
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C0(J, X). The spaces of all constants, bounded continuous, continuous with rela-
tively compact range, continuous with relatively weakly compact range, uniformly
continuous, bounded uniformly continuous, uniformly continuous with relatively
compact range, uniformly continuous with relatively weakly compact range, uni-
formly continuous and vanishing at infinity, and continuous with compact support
in J functions will respectively be denoted by X , Cb(J, X), Crc(J, X), Cwrc(J, X),
Cu(J, X), Cub(J, X), Curc(J, X), Cuwrc(J, X), C0(J, X) and Cc(J, X).
C∞(R, X) will stand for the space of infinitely differentiable functions f : R→ X .
The character γω is defined by γω(t) := e
iω t, ω, t ∈ R. The Fourier transform
of f ∈ L1(R, X) with complex X is fˆ(ω) =
∫∞
−∞
γω(−t)f(t) dt and the reflection of
f is defined by fˇ(t) = f(−t).
The Sobolev spaces W 1,nloc (J, X) are defined below in (2.5).
D(J,K) denotes the Schwartz test functions (infinitely differentiable K-valued
functions with compact support in J) [71, pp. 21, 24], [41, pp. 299-302].
D′(J, X) denotes the set of linear continuous T : D(J,K)→ X as in [71, pp. 24,
30] or [70, p. 49].
Here J in D(J,K), D′(J, X) is always open.
Similarly, S(R,K) will stand for the Schwartz space of all rapidly decreasing
infinitely differentiable K-valued functions defined on R (see [75, p. 146]) and
S′(R, X) is the space of Banach valued tempered distributions of linear contin-
uous T : S(R,K)→ X (see [71, p. 234]).
(DLp)
′(R, X) := {T : DLp(R,K) → X : T linear, continuous}, 1 ≤ p ≤ ∞
where DLp(R,K) contains all ϕ ∈ C∞(R,K) with ϕ(j) ∈ Lp(R,K) for 0 ≤ j < ∞,
and ϕm → 0 in DLp meaning ϕ
(j)
m → 0 in the Lp(R,K)-norm for 0 ≤ j < ∞
see [71 , p. 199]. The topology on (DLp)
′ is given by the seminorms ||T ||V :=
sup{||T (ϕ)|| : ϕ ∈ V }, V bounded set in DLp(R,K); V bounded means here sup
{||ϕ(j)||Lp : ϕ ∈ V } <∞ for each j ∈ N0.
T ∈ D′(R, X), T ∈ (DL1)
′(R, X) means there is a (unique) T˜ ∈ (DL1)
′(R, X)
with T˜ |D(R,K) = T .
Translates Ta for distributions T are defined in accordance with the above defini-
tion of translates fa for functions f by Ta(ϕ) := T (ϕ−a) (contrary to the definition
in [71, (II, 5; 2), p. 55]).
Let A ⊂ L1loc(J, X) or A ⊂ D
′(J, X). We use the following assumptions for A.
Cone : sF + tG ∈ A if F,G ∈ A and s, t ∈ [0,∞).
Q-convex : −
∑m
k=1 Fk/m ∈ A for all Fk ∈ A, m ∈ N.
Real-linear: sF + tG ∈ A if F,G ∈ A and s, t ∈ R.
Positive-invariant: translate Fa ∈ A if F ∈ A and a ∈ [0,∞).
Cub-invariant: For f ∈ Cub(R, X) with f | J ∈ A, fa| J ∈ A for all a ∈ R.
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Invariant: Fa ∈ A if F ∈ A for all a ∈ R.
Uniformly closed : (φn) ⊂ A and φn → φ uniformly on J implies φ ∈ A.
C∞-uniformly closed : Uniformly closed, but only for (φn) ⊂ A ∩ C
∞(J, X).
(Γ): γωφ ∈ A for all characters γω(t) = e
iω t, ω ∈ R and all φ ∈ A.
(LU ): For A, U ⊂ L
1
loc(J, X) : φ ∈ U , ∆hφ ∈ A for all h > 0 implies φ ∈ A.
(L′U ): For A, U ⊂ D
′(J, X) : T ∈ U , ∆hT ∈ A for all h > 0 implies T ∈ A.
For U = Cb(J, X), Cu(J, X), Cub(J, X), Cuwrc(J, X) we write
(Lb), (Lu), (Lub), (Luwrc).
There in (L′U ) the “∈” for T = f ∈ L
1
loc(J, X), U ⊂ L
1
loc(J, X) means for
example there is g ∈ A with f = g almost everywhere on J; in (LU ) however φ = g
everywhere on J. (See special case to Lemma 4.4 below).
For A with (LU ) respectively (L
′
U ) we say that A is a U -Loomis class (see Loomis
[60, p. 365], Caracosta-Doss [31], [13, pp. 117, 120]).
A function φ ∈ L1loc(J, X) is called ergodic if there is a constant m(φ) ∈ X such
that
sup x∈J||
1
T
∫ T
0
φ(x+ s) ds−m(φ)|| → 0 as T →∞.
The limit m(φ) (clearly unique) is called the mean of φ.
A function φ ∈ L1loc(J, X) is called totally ergodic if γω φ is ergodic for all characters
γω(t) = e
iω t, ω ∈ R.
In this paper we adopt the following notation (note the difference from [9], [10],
[13] (there E , T E stands for Eub, T Eub defined below)):
The space of all ergodic (totally ergodic) functions from L1loc(J, X) will be de-
noted by
E(J, X), (T E(J, X), then K = C ).
We set
E0(J, X) := {φ ∈ E(J, X) : m(φ) = 0}, Eub(J, X) := E(J, X) ∩ Cub(J, X),
E0,ub(J, X) = E0(J, X) ∩ Cub(J, X),
T E0(J, X) := {φ ∈ T E(J, X) : γωφ ∈ E0(J, X), ω ∈ R},
T Eub(J, X) := T E(J, X)∩ Cub(J, X), T E0,ub(J, X) = T E0(J, X) ∩ Cub(J, X).
If Y is a locally convex complex space, let Π(R, Y ) stand for the set of all trigono-
metric polynomials
pi(t) :=
∑m
j=1 aje
i ωj t, where aj ∈ Y , ωj ∈ R, j = 1, · · · , m ∈ N,
Pτ (J, Y ) := {φ ∈ C(J, Y ) : φ(t+ τ) = φ(t) for all t ∈ J}, τ fixed > 0.
A function φ : R → Y is called almost periodic (ap) if and only if to each neigh-
borhood V of 0 of Y there exists ψ ∈ Π(R, Y ) with ψ − φ ∈ V for all t ∈ R;
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for Y = Banach space X this means the existence of a sequence (pin) ⊂ Π(R, X)
such that ||pin − φ||∞ → 0 as n→∞.
The space of all almost periodic functions will be denoted by AP (R, Y ), always
AP (R, Y ) ⊂ Cub(R, Y ).
Since Π(R, X) ⊂ T Eub(R, X), one gets also AP (R, X) ⊂ T Eub(R, X), X Banach
space. See [2, p. 21], [33, Lemma 1].
A function φ ∈ Cb(R, X) is almost periodic if and only if for each ε > 0 the set of
ε-periods T (φ, ε) := {τ ∈ R : ||φ(t+ τ)− φ(t)|| ≤ ε for all t ∈ R}
is relatively dense in R (Bohr’s Definition);
here M ⊂ R relatively dense means the existence of an l > 0 such that
M ∩ [t, t+ l] 6= ∅ for each t ∈ R.
φ ∈ Cb(R, X) is almost periodic if and only if {φs : s ∈ R} is relatively compact
in Cb(R, X) (Bochner’s definition). See [2, p. 7], Proposition 6.2, Lemma 6.4 and
(vii) after Lemma 6.4.
A function φ ∈ C(R, X) is called Bochner almost automorphic (aa) if to each
sequence (sm) from R there exists a subsequence (smn) such that for each t ∈ R the
limn→∞ φ(t + smn) exists, =: g(t), and furthermore g(t− smn) → φ(t) as n → ∞
for each t ∈ R. (See [24, p 2041, Definition 2], [46, pp. V, 11] and the references
there).
UAA(R, X) will denote the set of all uniformly continuous Bochner aa φ : R→
X . For characterizations via ε-periods ”for |t| ≤ M ” see [13, p. 119] and the
references there.
LAPub(R, X) will denote the set of Levitan ap = N -ap functions which are in
Cub(R, X); for various equivalent definitions with ”local ε-periods” see again [13, p.
119] and the references there, also [59, section 4], [9, Definition 2.1.3 (iii), Theorem
2.1.4].
Let φ ∈ Lploc(J, X), 1 ≤ p <∞. Denote by
||φ||Sp
l
:= supx∈J [
1
l
∫ x+l
x
||φ(t)||p dt]1/p, ||φ||Sp := ||φ||Sp1 ,
||φ||W p := liml→∞ ||φ||Sp
l
,
||φ||Bp := limT→∞ [
1
2T
∫ T
−T
||φ(t)||p dt]1/p.
The limit liml→∞ ||φ||Sp
l
always exists (see [21, pp. 72-73], also valid for X-valued
φ).
Spb (J, X) := {φ ∈ L
p
loc(J, X) : ||φ||Sp<∞}, 1 ≤ p <∞.
A function φ ∈ Lploc(J, X) is called respectively
Stepanoff Sp-almost periodic,
Weyl W p-almost periodic,
Besicovitch Bp-almost periodic
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if and only if there exists a sequence (pin) ⊂ Π(J, X) such that respectively
||pin − φ||Sp → 0 as n→∞,
||pin − φ||W p → 0 as n→∞,
||pin − φ||Bp → 0 as n→∞.
Stepanoff Sp-almost periodic functions, Weyl W p-almost periodic functions, Besi-
covitch Bp-almost periodic functions for all 1 ≤ p <∞ will be denoted respectively
by
SpAP (J, X), W pAP (J, X), BpAP (J, X)
( see [2, p. 76], [21, pp. 71-78], [27, pp. 34-36]).
Here for A = AP , SpAP , W pAP , BpAP , UAA, LAPub for simplicity reasons we
define for J 6= R
(1.1) A(J, X) = A(R, X)| J.
For most of these spaces one can give definitions for J 6= R such that (1.1) becomes
a theorem; for AP (J, X) see [47, p. 96, footnote 11, Satz], but also Example 5.5.
A function φ ∈ Cb(J, X) is called asymptotically almost periodic (respectively
Eberlein almost periodic) if J is a semigroup, H(φ) = {φs : s ∈ J} is relatively
compact (respectively weakly relatively compact) in Cb(J, X); here for asymptot-
ically almost periodic only J 6= R is allowed. A function φ ∈ Cb(R, X) is called
asymptotically almost periodic if f = g+ ξ with g ∈ AP (R, X), ξ ∈ C0(R, X) (see
[43, footnote (1) p. 521], [68, pp. 14-15]).
AAP (J, X), EAP (J, X), EAPrc(J, X)
will respectively stand for the spaces of asymptotically almost periodic functions,
Eberlein almost periodic functions, EAP -functions with relatively compact range.
By the Eberlein-Sˇmulian theorem [39, p. 430], for φ ∈ Cb(J, X), φ Eberlein ap
is equivalent with: To each sequence (tn) ⊂ J there is a subsequence (tnm)m∈N and
ψ ∈ Cb(J, X) such that φtnm → ψ weakly in Cb(J, X).
For EAP one has
EAP (R, X) | J⊂ EAP (J, X).
For closed J see §11 question 19.
EAP (J, X) is defined only for semigroups J, that is J = R, (α,∞) or [α,∞) with
α ≥ 0 ([20, p. 138], X = C, [45], [62], [68, p. 15], [69, p. 424], [9, pp. 12-14]).
Furthermore for example
(1.2a) EAP (J, X)| J strictly ⊂ EAP (J, X) for J = (α,∞) with α > 0:
There exists φ ∈ Cb((α,∞), X) vanishing on [2α,∞) which cannot be extended
continuously to [α,∞); such a φ ∈ EAP ((α,∞), X). Then φ gives the “strictly”.
⊂ follows from the definitions with y(f) := z(f |(α,∞)) for z ∈ [Cb((α,∞), X)]
∗
(see also [20, p. 143 Theorem 4.2.10] for X = C).
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Whereas one can show
(1.2b) EAP (J, X)| J = EAP (J, X) if J = (0,∞):
Let φ ∈ EAP ((0,∞), X) and (tn) ⊂ (0,∞) with tn → 0 as n→∞. Then (φtn) ⊂
Cb([0,∞), X) and φtnk → φ weakly in Cb((0,∞), X). By Mazur’s theorem [75,
p. 130] a sequence (ψm) of convex linear combinations of (φtnk ) converges to φ in
Cb((0,∞), X). This implies limm→∞ ψm ∈ Cb([0,∞), X) showing that φ can be
extended by continuity to [0,∞). By the Hahn-Banach and Mazur theorems this
extension ∈ EAP ([0,∞), X).
Also, one has, for any X and 0 ≤ α < β <∞
(1.2c) EAP ([β,∞), X) = EAP ([α,∞), X)|[β,∞) = EAP ((α,∞), X)|[β,∞):
A1 := EAP ([α,∞), X)|[β,∞)⊂ EAP ((α,∞), X)|[β,∞) =: A2:
This follows with ” ⊂ ” from (1.2a).
A2 ⊂ EAP ([β,∞), X) =: A3 :
Follows with y(φ) := z(φ|[β,∞)) for z ∈ [Cb([β,∞), X)]
∗.
A3 ⊂ A1 :
If f ∈ EAP ([β,∞), X), then f2β ∈ EAP (R+, X) : If (rm) ⊂ R+, tm := β +
rm ∈ [β,∞), so there is a subsequence (tmn) and a g ∈ W := Cb([β,∞), X) with
fβ+rmn → g weakly in W . If now y ∈ U
∗, U := Cb(R+, X), z(w) := y(wβ)
defines a z ∈ W ∗, so y((f2β)rmn ) = y((fβ)β+rmn ) = z(fβ+rmn ) → z(g). Since
f2β, fβ ∈ U ; with G := g−β on [2β,∞), G := g(β) on [0, 2β) one has G ∈ U
and Gβ = g on [β,∞), so y((f2β)rmn ) → y(G), showing f2β ∈ EAP (R+, X).
Then f2β ∈ Cub(R+, X) by [69, Proposition 2.1] or [9, Theorem 2.3.4]; this implies
F ∈ Cub([α,∞), X) if F := f on [β,∞), := f(β) on [α, β). If now (sm) ⊂ [α,∞)
has a subsequence smn → s0 ∈ [α,∞), Fsmn → Fs0 even uniformly on [α,∞).
Else sm → ∞, so there is a subsequence (tn) with tn > 2β for n ∈ N. As above,
to y ∈ V ∗, V := Cb([α,∞), X), z(w) := y(wβ−α) defines a z ∈ W
∗, one gets
y(Ftn) = y(ftn) = y((ftn+α−β)β−α) = z(ftn+α−β) . Since tn + α − β ≥ β, there
are a subsequence (t′n) of (tn) and a g ∈W , both independent of y, with y(Ft′n)→
z(g) = y(gβ−α) as above with gβ−α ∈ V , i.e. F ∈ EAP ([α,∞), X).
(1.2c), (1.2b) and [9, Theorem 2.3.4] give for any X
(1.2d) EAP (J, X) ⊂ Cub(J, X) for closed J or J = (0,∞).
For any admissible J and arbitrarily X one has
AP (J, X) ⊂ UAA(J, X) ⊂ LAPub(J, X) ((1.1), [13, p. 119]).
(1.2e) EAP (J, X)∩ LAPub(J, X) = AP (J, X), for J = R or R+, any X :
This follows with φ ∈ EAP (J, X) implies φ = ψ + ξ, where ψ ∈ AP (J, X), ξ ∈
EAP0(J, X) ([68, p. 18] for J = R, [69, Theorem 2.4] for J = R+) and EAP0(J, X)∩
LAPub(J, X) = {0} (see [12?, p. 1142, Proposition 2.4]).
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Also, one has (see [62, Example 1])
AP (J, X) ⊂ EAPrc(J, X) ⊂ EAP (J, X), any X , admissible J,
(1.2f) EAP (J, X) ⊂ T E(J, X) for any X , admissible J:
If J = (α,∞) or [α,∞) and f ∈ EAP , then, with J′ := [α + 1,∞), f |J′ ∈
EAP (J′, X) by (1.2c), and, again with (1.2c), f |J′ = F |J′ with F ∈ EAP (R+, X),
⊂ E(R+, X) by [69, p. 425, Theorem 2.4 and Proposition 2.3]. With f ∈ Cb(J, X)
one gets f ∈ E(J, X); since EAP (J, X) satisfies (Γ) almost by definition, f ∈
T E(J, X) follows. If J = R, f |R+ ∈ EAP (R+, X) as in (1.2c), ⊂ E(R+, X);
since then also fˇ ∈ EAP (R, X), fˇ |R+ ∈ E(R+, X); together f ∈ E(R, X), then
f ∈ T E(R, X).
With (1.2d) one gets
(1.2f ′) EAP (J, X) ⊂ T Eub(J, X) for X , J as in (1.2d).
If V (J, X) ⊂ L1loc(J, X), we define
V AP (J, X) :=
V (J, X) + AP (J, X) := {v + f : v ∈ V (J, X), f ∈ AP (J, X)};
V = C0(J, X) gives AAP (J, X),
V = EAP0(J, X) = EAP -null functions :=
{f ∈ EAP (J, X) : 0 in weak closure of {fh : h ∈ J} in Cb(J, X)}
gives EAP (J, X) (see [69, p. 424 ], [68, p. 34], [64, Theorem]).
Define
Av0(J, X) := {f ∈ L1loc(J, X) : limT→∞(1/T )
∫ α0+T
α0
f(t) dt exists, = 0},
Avn(J, X) := {f ∈ L1loc(J, X) : limT→∞(1/T )
∫ α0+T
α0
||f(t)|| dt exists, = 0}.
Then V = Avn(J, X) ∩ Cb(J, X) gives (J 6= R) Zhang’s pseudo-almost periodic
functions PAP0(J, X) ([78, p. 168], [77], [14]).
Other examples would be (ergodic null functions)
V = En(J, X) := {f ∈ E(J, X) : |f | ∈ E0(J,R)},
V = En,ub(J, X) := {f ∈ Eub(J, X) : |f | ∈ E0(J,R)}, = Eub(J, X) ∩ En(J, X).
If an A = A(J,K) ⊂ L1loc(J,K) is given, the corresponding weak class is defined by
(see [2, p. 38], A = AP (R,K))
(1.3) WA(J, X) := {f ∈ L1loc(J, X) : y ◦ f ∈ A(J,K) for all y ∈ X
∗}.
All the above A except C0(J, X), Cc(J, X) are linear, positive invariant and
uniformly closed, for V AP see Proposition 7.13.
This follows mostly from the definitions; uniformly closed for Crc is clear with
relatively compact = totally bounded in X , for Cwrc follows as in [13, p. 119 below,
for Cuwc there, continuity is not necessary].
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In the sequel if there is no danger of confusion we omit J, X in referring to any
of the above classes; for example we write AP instead of AP (J, X).
Definition 1.1. Let φ ∈ L1loc(J, X), A ⊂ L
1
loc(J, X) or ⊂ D
′(J, X) and 0 6= h ∈ R.
Define
(1.4) Mhφ(t) :=
1
h
∫ h
0
φ(t+ s) ds, t ∈ J.
(1.5) MA := {φ ∈ L1loc(J, X) : Mhφ ∈ A for all h > 0}.
Recursively if k ∈ N
(1.6) MkA =M(Mk−1A), M1A :=MA, M0A := A ∩ L1loc =: ALoc.
Similarly, we define these means for distributions:
Definition 1.2. Let T ∈ D′(J, X) and A ⊂ D′(J, X). Define
(1.7) M˜hT (ϕ) := T (M−hϕ), ϕ ∈ D(J,K) with ϕ := 0 on R \ J if J 6= R.
Set
(1.8) M˜A = {T ∈ D′(J, X) : M˜hT ∈ A for all h > 0}.
Recursively if k ∈ N
(1.9) M˜kA := M˜(M˜k−1A) , M˜1A = M˜A and M˜0A = A.
(1.7) indeed defines a distribution from D′(J, X) if T ∈ D′(J, X). The operator M˜h
is linear, continuous and coincides with Mh of Definition 1.1 on L
1
loc(J, X) since∫
J
Mh(φ)(s)ϕ(s)ds =
∫
J
φ(s)(M−hϕ)(s)ds
for all φ ∈ L1loc(J, X) and ϕ ∈ D(J,K) with ϕ extended by 0 on R \ J if J 6= R.
For T ∈ D′(J, X) and a > 0 also Ta ∈ D′(J, X), and M˜h commutes with translation,
M˜h(Ta) = (M˜hT )a if h > 0 (respectively a ∈ R if J = R).
Definition 1.3. For A ⊂ D′(R, X) define
(1.10) D′
A
(R, X) = {T ∈ D′(R, X) : T ∗ ϕ ∈ A for all ϕ ∈ D(R,K)}.
Here (T ∗ ϕ)(x) := T ((ϕˇ)−x) for x ∈ R
(see [70, (I, 3; 12), p. 72] or [75, p. 156, (2)]).
We use sh := (1/h)χ(−h,0), where χ(−h,0) is the characteristic function of the
interval (−h, 0), h > 0; sh := (1/(−h))χ(0,−h) if h < 0.
For φ ∈ L1loc(J, X) the convolution φ ∗ sh is defined on J, ∈ C(J, X) and in this
sense one has
(1.11) Mh1 · · ·Mhkφ = (φ ∗ shk) ∗ · · · ∗ sh1 on J, for all h1 > 0, · · · , hk > 0.
For closed J and φ˜ = φ on J and := 0 on R\J, and substituting φ˜ for φ in (1.11),
we can use there the usual convolution, defined and continuous on R.
Moreover, if A ⊂MA respectively A ⊂ M˜A (see Proposition 3.2 ), then
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(1.12) Mk−1A ⊂MkA respectively M˜k−1A ⊂ M˜kA for all k ∈ N.
For any A ⊂ L1loc(J, X) or D
′(J, X) and any n ∈ N one has, almost by definition
(1.13) If f ∈ MnA, g = f almost everywhere on J, then g ∈MnA.
Here and later we need the following Doss-condition (see Caracosta-Doss [31],
Doss [37] and Lemma 2.3, Propositions 2.4, 4.2, 5.1, 8.1, Corollary 2.15 below ):
Definition 1.4. We say that A ⊂ L1loc(J, X) or ⊂ D
′(J, X) satisfies (∆) if for any
φ ∈ L1loc(J, X) for which the differences ∆sφ ∈ A, 0 < s ∈ R, one has (φ−Mhφ) ∈
A for all h > 0;
A satisfies (∆1) if the conclusion holds for h = 1.
A satisfies (∆′) respectively (∆′1) if for any T ∈ D
′(J, X) for which the differences
∆sT ∈ A for all s > 0 one has (T − M˜hT ) ∈ A for all 0 < h ∈ R respectively h = 1
(here both “∈” are meant in the distribution sense).
(∆′) for A ⊂ C(J, X) implies (∆);
for A ⊂ L1loc(J, X) one only gets (φ− M˜hφ) “ ∈ A a.e”.
For a converse see Proposition 4.3.
Proposition 1.5. Let I ⊂ R be an arbitrary interval, ε0 > 0, k ∈ N0. If then
for φ ∈ L1loc(I,X) the difference ∆hφ ∈ C
k(I−h, X) for all h ∈ (0, ε0], then φ ∈
Ck(I,X) (see Remark 1.6 (i)).
Here I−h = (α, β − h) respectively (α, β − h] if I = (α, β) respectively (α, β],
similarly for [α, β), [α, β), −∞ ≤ α < β ≤ ∞.
Proof. Case k = 0: For X = K one gets continuity of φ on (α, β) by [49, Lemma
13, p. 224 ] which reads : Assume I = (α, β) open interval ⊂ R, k ∈ N0, 1 ≤
p ≤ ∞, f : I → K Lebesgue measurable, Ω ⊂ R such that for each ε > 0 the set
Ω ∩ (−ε, ε) is Lebesgue measurable with positive measure. If then the differences
∆hf ∈ A(I
−h,K) for each h ∈ Ω, then f ∈ A(I,K). Here A can be W p,kloc or C
k
(among others), I−h := (α+ |h|, β−|h|) (see also [30, p. 197, theorem 1.3] or [10]).
If α or β ∈ I continuity there follows from the continuity of the ∆hφ in α
respectively β.
For general X , φ is weakly continuous on I by the above and therefore locally
norm bounded. Choose a fixed t0 such that I0 := [t0−ε, t0+ε] ⊂ I with positive ε,
then define ψ : R→ X by ψ = φ on I0 and ψ = φ(t0−ε) left of I0 and ψ = φ(t0+ε)
to the right; then ψ is boundded and weakly continuous on R. To ψ one can apply
a result of Gelfand [44, p. 237, Satz 1] which implies: If X is separable Banach
space and f : R → X is weakly continuous, then the set of discontinuity of f is at
most of first category (see [75, p. 12, Baire’s theorem 2, valid for X-valued xn]),
one gets thus norm-continuity of ψ, φ at tn → t0 and then at t0
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of ∆t0−tnφ at tn, so on the interior of I (see also [10, Theorem 2.1 (b)]). Continuity
at eventual end points follows as above.
Case k = 1: By [49, Lemma 13] for each x∗ ∈ X∗, (x∗ ◦ φ)′ exists and is
continuous first on I◦, then on I. Define G(t)(x∗) := (x∗ ◦ φ)′(t), t ∈ I, x∗ ∈ X∗.
By the uniform boundedness theorem [39, p. 55], G(t) ∈ X∗∗. The definition of G
gives ∆hG = (∆hφ)
′, ∈ C(I−h, X) even. We show that G is weakly continuous on
I. Indeed, take y ∈ X∗∗∗, then y|X =: x∗ ∈ X∗. One has y(G(t + h) − G(t)) =
x∗(∆hG(t)) = ∆hG(t)(x
∗),→ 0 as h→ 0, since G is w∗-continuous by its definition
above. This gives weak continuity of G on Io, then on I with ∆hφ ∈ C
1(I−h, X).
This implies G ∈ L∞loc(I,X
∗∗). The case k = 0 gives G : I → X∗∗ is continuous.
Now hG(t) =
∫ h
0
G(t+s) ds−
∫ h
0
∆sG(t) ds (with the X
∗∗-Bochner integral, existing
because of continuity), for all 0 < h < ε0, t ∈ I
−h. Since ∆sG(t) ∈ X , by a
theorem for the Bochner integral (see [50, p. 62, §2, Aufgabe 29]), one gets that
the second integral is in X = closed linear subspace of X∗∗. With Hille’s theorem
for the Bochner integral ([75, p. 134, Corollary 2]) one gets
∫ h
0
G(t + s) ds(x∗) =∫ h
0
G(t+ s)(x∗) ds =
∫ h
0
(x∗ ◦ φ)′(s+ t) ds = ∆h(x
∗ ◦ φ)(t) = x∗(∆hφ)(t), x
∗ ∈ X∗.
This gives
∫ h
0
G(t+ s) ds = ∆hφ(t), ∈ X , t ∈ I
−h. The first equation then gives
G(t) ∈ X for t ∈ Io, then t ∈ I with ∆hG(t) ∈ X , one gets G(I) ⊂ X .
Similarly as in the calculations above one shows ∆hφ(t) =
∫ t+h
t
G(s) ds. Since G ∈
C(I,X), differentiation with respect to h at h = 0 is possible and gives: the norm
derivative φ′(t) exists = G(t), first from t ∈ Io, then from I with ∆hφ ∈ C
1(I,X)
and also φ′ = G there. Since G is continuous by the above, φ ∈ C1(I,X).
Case k ⇒ k + 1: Obvious.¶
Remarks 1.6. (i) Proposition 1.5 holds also if φ : J → X is only Lebesgue-
measurable instead of locally integrable (see Lemma 4.19).
(ii) Lemma 13 [49, p. 224] (see also [30, p. 200, Lemma 3.1]) holds also for
X-valued f , A := Ck, Mkloc, W
p,k
loc .
Let f ∈ Cu(J, X) and w(t) = 1 + |t|. Set
(1.14) ||f ||u := ||f/w||∞+ sup t∈[0,1] ||f − ft||∞.
Proposition 1.7.
(i) If φ ∈ L1loc(J, X) and ∆hφ ∈ Cub(J, X) for all 0 < h ≤ some positive ε0, then φ
is uniformly continuous.
(ii) If φ ∈ L1loc(J, X) and ∆hφ ∈ Cu(J, X) for all h > 0, then ||∆hφ)/w||∞ → 0 as
h→ 0, w(t) = 1 + |t|.
(iii) Cu(J, X) endowed with || · ||u defined by (1.14) is a Banach space.
Proof. (i) By Proposition 1.5 φ ∈ C(J, X). For the J = R, the assumption gives
∆hφ ∈ Cub(J, X) for all h ∈ R, then φ ∈ Cu(J, X) by [11, Corollary 5.5]. If
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J = (α,∞) 6= R, ∆hφ and therefore φ can be continuously extended to [α,∞) and
then to R by φ(t) = φ(α) for t ∈ R\J, implying ∆hφ ∈ Cub(R, X) for all 0 < h ≤ ε0
for the extension. By the above φ ∈ Cu(J, X).
(ii) Let φ ∈ L1loc(J, X) and ∆hφ ∈ Cu(J, X) for all h > 0. Then ∆s(∆hφ) ∈
Cub(J, X) for all h, s > 0. It follows that ∆s(φ −Mhφ) = ∆s(φ) −Mh∆s(φ) =
limn→∞(1/n)
∑n
k=1(∆sφ−(∆sφ)sk),∈ Cub(J, X) for all h, s > 0, here sk = (hk)/n,
n ∈ N. One gets φ−Mhφ ∈ Cu(J, X) for all 0 < h ∈ J, by (i). Hence φ =M1φ+ g
with g ∈ Cu(J, X). Since even ||∆hg||∞ → 0 as h → 0, one has to consider only
u := M1φ. Since u ∈ C
1(J, X) with u′ = ∆1φ ∈ Cu(J, X), ∆hu =
∫ h
0
u′(t + s) ds,
||∆su
′||∞ ≤ ε for all 0 < s < δ(ε). Since u
′/w is bounded, one gets ||(∆hu)/w||∞ ≤
h||u′/w||∞ + ε||h/w||∞ for all for all 0 < h < δ(ε). This proves (ii).
(iii) That || · ||u is a norm is obvious. Using (ii) one can show that (Cu, || · ||u)
is complete. (The strictly stronger topology of uniform convergence for Cu is not
linear and so is not normable; see also Kolmogoroff’s theorem [39, p. 91]). ¶
§2 New classes of vector valued distributions
In the following we use freely Schwartz’s theory for Banach space valued dis-
tributions; as remarked in [71, p. 30], most non-topological results carry over to
D′(J, X). Especially, the convolution S ∗T is well defined and belongs to D′(R, X),
if S ∈ D′(R,K) and T ∈ D′(R, X) or vice versa, and (independently) S or T has
compact support. This convolution is commutative, bilinear and T ∗ϕ ∈ C∞(R, X)
if ϕ ∈ D(R,K). Moreover, one has
(2.1) (S ∗ T )′ = S′ ∗ T = S ∗ T ′;
(2.2) (S ∗ T )a = Sa ∗ T = S ∗ Ta, a ∈ R;
(2.3) (U ∗ V ) ∗W = U ∗ (V ∗W ),
if one of U, V,W ∈ D′ is X-valued and the other two are K-valued and furthermore
(independently ) if two of the U, V,W have compact support.
This can be reduced to the scalar case as follows:
If S ∈ D′(R, X), T ∈ D′(R,K) with compact support, then with ϕˇ(t) = ϕ(−t),
(a) (S ∗ T )(ϕ) := S(T ∗ ϕˇ), ϕ ∈ D(R,K);
If T does not have compact support, then S has, choose ρ ∈ D(R,K) with ρ ≡ 1
on an open neighborhood of supp S, and define
(b) (S ∗ T )(ϕ) := S(ρ · T ∗ ϕˇ), ϕ ∈ D(R,K);
S ∗ T := T ∗ S, if T ∈ D′(R, X), S ∈ D′(R,K).
For X = K this gives the scalar convolution [75, p. 62, Definition 1, p. 156, (2), p.
158, (8) and Theorem 3].
In (a) respectively (b)
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T ∗ ϕˇ ∈ D(R,K) respectively C∞(R,K) with (T ∗ ϕˇ)(t) = T (ϕ−t) for t ∈ R [75,
p. 156, Proposition 1].
In (b) supp S is defined as in the scalar case, as there one has S(ϕ) = 0 if supp ϕ∩
supp S = ∅, ϕ ∈ D(R,K) [75, p. 62, Definition 1, Theorem 1]; this immediately
shows that the definition in (b) is independent of the choice of ρ.
So S ∗ T : D(R,K)→ X is always well defined, linear and commutative.
By Proposition 2.7 below (with (T ∗ ϕˇ)(j) = T ∗ (ϕˇ)(j)),
if ϕn → 0 in D(R,K), then
T ∗ ϕˇn respectively ρ · (T ∗ ϕˇn)→ 0 in D(R,K),
so S ∗ T ∈ D′(R, X).
If y ∈ dual X∗, by definition one has y ◦ (S ∗T ) = (y ◦S)∗T respectively S ∗ (y ◦T )
with y ◦ S respectively y ◦ T ∈ D′(R,K).
(2.1)-(2.3) then follow from the scalar case ([75, p. 159, (9), (10)]).
For L1loc-functions distribution convolution is given by the usual Bochner integral.
With (2.3) and sh as after (1.10) one can show (see (1.11))
(2.4) M˜hT = T ∗ sh, T ∈ D
′(R, X), 0 6= h ∈ R.
If we cite a Theorem of Schwartz (for the scalar case), it is understood that the
proofs work also for the Banach space case and open J 6= R.
In what follows A will always be a fixed subset of L1loc(J, X) or D
′(J, X).
Lemma 2.1. If T ∈ D′A(R, X), then T
′ ∈ D′A(R, X).
Proof. By (2.1), T ′ ∗ ϕ = T ∗ ϕ′ for all ϕ ∈ D(R,K); since ϕ′ ∈ D(R,K) the
statement follows from (1.10). ¶
Lemma 2.2. If A is real-linear and positive-invariant, ⊂ L1loc(J, X) or D
′(J, X)
n ∈ N, one has
(a) if T ∈ A with J open, then T (n) ∈ M˜nA;
(b) if T ∈ A and J open with distribution derivative T (n) ∈ L1loc(J, X), then
T (n) ∈MnA and T ∈W 1,nloc (J, X);
(c) if F ∈ A ∩W 1,nloc (J, X), then F
(n) ∈MnA (any J; see (1.13)).
Here for every interval I of positive length and n ∈ N
(2.5) W 1,nloc (I,X) := {f ∈ C
n−1(I,X) : f (n−1) locally absolutely continuous
on I and (f (n−1))′ exists a.e. in I},
= {T ∈ D′(I,X) : T (n) ∈ L1loc(I,X)} for I open,
W1,0loc (I,X) := L
1
loc(I,X),
with f (n) := 0 where (f (n−1))′ does not exist, then f (n) ∈ L1loc(I,X).
Proof. (a) n = 1: M˜hT
′(ϕ) = T ′(M−hϕ) = −T ((M−hϕ)
′) = T (ϕ−h − ϕ)/h =
(1/h)(Th − T )(ϕ).
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Since with A also M˜A is linear respectively positive-invariant, one can complete
the proof by induction.
(b) {T ∈ D′(J, X): T (n) ∈ L1loc(J, X)} =W
1,n(J, X) for open J
follows using indefinite integrals P ig, g = T (n).
If n = 1, T ′ = g = f ′ as after (2.5), then f − T = constant, so ∆hf = ∆hT ∈ A,
and ∆hf = hMh(f
′) with the fundamental theorem of calculus [53, p. 88, Theorem
3.8.6], yielding f ′ ∈ MA. The general case follows by induction with f − T =
polynomial with coefficients from X , if f ∈W 1,nloc (J, X) with f
(n) = T (n).
(c) follows as in (a) and (b), since F ′ ∈W 1,n−1loc (J, X). ¶
Lemma 2.3. If A ⊂ L1loc(J, X) or D
′(J, X) satisfies (∆1) and n ∈ N, then MnA
satisfies (∆1); if additionally J = R, also D
′
A(R, X) satisfies (∆
′
1). The same holds
for (∆) instead of (∆1), D
′
A
(J, X) then satisfies (∆′). If A ⊂ D′(J, X) satisfies
(∆′1) (respectively (∆
′)), also M˜nA satisfies (∆′1) (respectively (∆
′)).
Proof. Case MA : If 0 < h ∈ R, f ∈ L1loc(J, X) with ∆sf ∈ MA for s > 0,
one gets ∆sMhf = Mh∆sf ∈ A. By assumption then (Mhf −MaMh)f ∈ A for
a = 1 (respectively a > 0). Since with Fubini-Tonelli; MhMaf = MaMhf on J for
a, h > 0, one get Mh(f −Maf) ∈ A or (f −Maf) ∈ MA. With induction, M
nA
has (∆1)) (respectively (∆)).
The case M˜nA is treated similarly with (∆′1) (respectively (∆
′)), since if s, h, k >
0
(2.6) ∆sM˜hT = M˜h∆sT and M˜hM˜kT = M˜kM˜hT for T ∈ D
′(J, X).
Case D′A(R, X): Assume T ∈ D
′(R, X) with ∆hT ∈ D
′
A(R, X), h > 0, i.e.
∆h(T ∗ ϕ) = (∆hT ) ∗ ϕ ∈ A for ϕ ∈ D(R,K), with T ∗ ϕ ∈ C∞(R, X). By
assumption T ∗ ϕ−Ma(T ∗ ϕ) ∈ A. Now by (1.7), (2.3) and (2.4)
(2.7) Ma(T ∗ ϕ) = (T ∗ ϕ) ∗ sa = (M˜aT ) ∗ ϕ.
Together one gets (T − M˜aT ) ∗ ϕ ∈ A for ϕ ∈ D(R,K) or (T − M˜aT ) ∈ D′A(R, X).
¶
Proposition 2.4. If A ⊂ D′(R, X),
(a) D′A(R, X) ⊂ M˜D
′
A(R, X).
(b) If furthermore A is a cone satisfying (∆1), then
M˜D′
A
(R, X) = D′
A
(R, X).
Proof. (a) T ∈ M˜D′
A
(R, X) means M˜hT ∈ D′A(R, X) or with (2.3) and (2.4),
(T ∗ sh) ∗ ϕ = T ∗ (sh ∗ ϕ) ∈ A, h > 0, ϕ ∈ D(R,K); since sh ∗ ϕ ∈ D(R,K) and
T ∈ D′
A
(R, X), this gives the proof of the inclusion.
(b) “⊂”: Let T ∈ D′(R, X) with M˜hT ∈ D′A(R, X), h > 0. By [71, p. 51,
The´ore`me I] there exists S ∈ D′(R, X) with S′ = T on R. Since (any J)
(2.8) M˜h(S
′) = (1/h)∆hS, h > 0
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and since D′A(J, X) is also a cone, ∆hS ∈ D
′
A(J, X) for h > 0. With (∆1), Lemma
2.3 and Lemma 2.1,
T − (M˜1S)
′ = (S − M˜1S)
′ =: U ∈ D′A(R, X). Now ( also for open J 6= R)
(2.9) (M˜aS)
′ = M˜a(S
′).
Hence T = (M˜1S)
′ + U = M˜1(S
′) + U = M˜1T + U ∈ D
′
A
(R, X).
“⊃” follows by (a). ¶
The monotonicity of the M˜h-operator gives
Corollary 2.5. If A is as in Proposition 2.4 (b) with A ∗ D(R,K) ⊂ A, one has
(2.10) MnA ⊂ M˜nA ⊂ D′
A
(R, X), n ∈ N0.
Corollary 2.6. For A as in Proposition 2.4 (b), one has
D′
MnA
(R, X) = D′
M˜nA
(R, X) = M˜nD′
A
(R, X) = D′
A
(R, X), n ∈ N0.
Proof. The definitions, (2.4) and (2.3), since M˜nA∩ L1loc(R, X) =M
nA(R, X). ¶
In the following (see [71, p. 72, The´ore`me IX])
U ⊂ D′(J, X) bounded means sup{||T (ϕ)|| : T ∈ U} <∞ for each ϕ ∈ D(J,K),
DK := DK(J,K) := {ϕ ∈ D(J,K) : supp ϕ ⊂ K},
||ϕ||∞,m :=
∑m
j=0 supx∈J|ϕ
(j)(x)|.
Lemma 2.7. If U ⊂ D′(J, X) is bounded and K ⊂ J is compact, then there exists
m ∈ N with
(2.11) ||T (ϕ)|| ≤ m ||ϕ||∞,m for all T ∈ U , ϕ ∈ DK(J,K).
Proof. It is enough to find some ball Kψ,m,ε = {ϕ ∈ DK : ||ϕ− ψ||∞,m ≤ ε} with
sup {||T (ϕ)|| : T ∈ U, ϕ ∈ DKψ,m,ε} < ∞. Assuming this not to be the case, for
K = K0 = K0,0,2 there exists T1 ∈ U , ψ1 ∈ K0,0,1 with ||T1(ψ1)|| > 1 + 1. By
[71, The´ore`me XX p. 82] there is a ball K1 = Kψ1,m1,ε1 ⊂ K0 with ||T1(ϕ)|| > 1
on K1. Recursively one finds Tn ∈ U , ψn ∈ DKn , mn, εn > 0 with mn → ∞,
εn → 0, Kn = Kψn,mn,εn ⊂ Kn−1 and ||Tn(ϕ)|| ≥ n for ϕ ∈ Kn. The completeness
of DK gives ψ ∈ DK with ψn → ψ, then ψ ∈ ∩
∞
n=1Kn. But then ||Tn(ψ)|| ≥ n,
contradicting the boundedness of U . ¶
Lemma 2.8. If Fn(t) := t
n−1/((n − 1)!) for t > 0, := 0 for t ≤ 0, n ∈ N, then
F
(n)
n = δ, F ′n+1 = Fn in D
′(R,R) and for T ∈ D′(R, X) there exist γ, ζn ∈ D(R,R)
with
(2.12) T = ((γFn) ∗ T )
(n) + ζn ∗ T , n ∈ N.
Proof of (2.12). (See [71, (VI.6.22), p. 191]) : Choose γ ∈ D(R,R) with γ = 1 in
a neighborhood of 0, ζn := δ − (γFn)
(n). Then ζ1 = δ − γF
′
1 − γ
′F1 = −γ
′F1 ∈
D(R,R). Inductively ζn+1 := δ − (γF ′n+1 + γ
′Fn+1)
(n) = δ − (γFn + γ
′Fn+1)
(n) =
ζn − (γ
′Fn+1)
(n),∈ D(R,R). ¶
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Proposition 2.9. D′L∞(R, X) = D
′
Cb
(R, X) = D′Cub(R, X) = D
′
(DL∞)
(R, X)
= (DL1)
′(R, X) |D(R,K).
Remark. Our D′L∞(R, X) of Definition 1.3 is a priori different from the
(D′L∞)(R, X) = (DL1)
′(R, X) of [71, p. 200].
Proof. Last “⊃”: If T : DL1(R,K) → X is linear and sequentially continuous,
the standard contradiction argument gives m0 ∈ N so that, with ||ϕ||1,m0 :=∑m0
j=0 ||ϕ
(j)||L1(R,K),
(2.13) ||T (ϕ)|| ≤ m0||ϕ||1,m0, for all ϕ ∈ DL1(R,K).
With this, T ∗ ϕ(x) = T ((ϕˇ)−x) is bounded in x ∈ R for fixed ϕ ∈ D(R,K), so
T ∈ D′L∞(R, X).
Since T ∗ ϕ ∈ C∞(R, X) if ϕ ∈ D(R,K), (T ∗ ϕ)(n) = T ∗ (ϕ(n)) and DL∞(R, X) ⊂
Cub(R, X) ⊂ Cb(R, X) ⊂ L∞(R, X), the first three equalities follow.
For D′L∞(R, X) ⊂ (DL1)
′(R, X) we show, for A ⊂ D′L∞(R, X) (see [71, p. 201-202]):
If A is C∞-uniformly closed, D′A ⊂ D
′
L∞(R, X), then to T ∈ D
′
A(R, X) there
exists F,G ∈ A ∩ C(R, X) and n ∈ N with
(2.14) T = F +G(n).
With (2.12) one can take F = ζn ∗ T ∈ A ∩ C
∞(R, X), it remains to show that
(γFn) ∗ T ∈ A for suitable n (γ is independent of n):
U := {Tx : x ∈ R} is bounded in D′(R, X), since Tx(ϕˇ) = T ((ϕˇ)−x) = (T ∗ϕ)(x)
is continuous in x, ⊂ L∞(R, X). If supp γ ⊂ [−a, a], to U and K := [−a− 1, a+1]
there ism with (2.11) by Lemma 2.7. Choose n := m+2, then Fn ∈ C
m(R,K), supp
γFn ⊂ [−a, a]. Therefore there exists (ϕj) ⊂ DK(R,K) with ||ϕj − γFn||∞,m → 0
as j → ∞. (2.11) shows that (T ∗ ϕj)j∈N is Cauchy with respect to uniform
convergence on R, so by the assumption on A one has T ∗ ϕj → G ∈ A, uniformly
on R, G ∈ Cb(R, X).
One has (γFn)∗T = G: For this ((γFn)∗T )∗ϕ = G∗ϕ for ϕ ∈ D(R,K) is enough.
Now (T ∗ ϕj) ∗ ϕ → G ∗ ϕ (uniformly) on R, ϕj → γFn uniformly on R implies
ψj := ϕj∗ϕ→ (γFn)∗ϕ inD(R,K), so ((T∗ϕj)∗ϕ)(x) = (T∗ψj)(x) = T ((ψˇj)−x)→
T (((γFn ∗ ϕ)ˇ )−x) = (T ∗ (γFn) ∗ ϕ))(x) = (((γFn) ∗ T ) ∗ ϕ)(x) for each x ∈ R.
This gives the desired result G ∗ ϕ = ((γFn) ∗ T ) ∗ ϕ, and so (2.14).
Since L∞(R, X) ⊂ (DL1)
′(R, X) and the latter is closed with respect to differenti-
ation and addition, (2.14) for A = L∞(R, X) gives
D′L∞(R, X) ⊂ (DL1)
′(R, X)| D(R,K). ¶
The extension process A → D′A(R, X) is iteration complete:
Theorem 2.10. If A ⊂ D′(R, X) is closed under addition, then D′
D′
A
(R, X) =
D′
A
(R, X).
Proof. “⊃”: Follows from the definitions, associativity (2.3) and
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D(R,K) ∗ D(R,K) ⊂ D(R,K).
“⊂”: If T ∈ D′
D′
A
(R, X), (T ∗ ϕ) ∗ ψ = T ∗ (ϕ ∗ ψ) ∈ A for all ϕ, ψ ∈ D(R,K).
By [66, Theorem 3, p. 554] (see also [42, pp. 584, 587], [36]) one has
(2.15) D(R,C) = D(R,C) ∗ D(R,C) +D(R,C) ∗ D(R,C).
This implies
(2.16) D(R,R) =
∑4
1D(R,R) ∗ D(R,R).
By the above and the assumption on A, T ∗ ϕ ∈ A for all ϕ ∈ D(R,K), i. e.
T ∈ D′A(R, X). ¶
Remark. For A as in the following Theorem 2.11, Theorem 2.10 can be shown
directly without [66], using an analogue to Lemma 2.7 for T ∗ϕ∗ψ, T ∈ D′
D′
A
(R, X).
Theorem 2.11. If A ⊂ D′L∞(R, X) is C
∞-uniformly closed, closed under addition
and A∗D(R,K) ⊂ A, then for T ∈ D′(R, X) the following statements are equivalent:
(a) T ∈ D′
A
(R, X), i.e. T ∗ ϕ ∈ A for each ϕ ∈ D(R,K) ;
(b) there exist F,G ∈ A ∩ C(R, X) and a nonnegative integer n ∈ N0, such that
T = F +G(n) (distribution derivative);
(c) there exist m ∈ N, kj ∈ N0, Fj ∈ A with T = F
(k1)
1 + · · ·+ F
(km)
m ;
(d) T ∈ (DL1)
′(R, X) and there exists (φn)n∈N ⊂ A ∩ C∞(R, X) with φn → T in
(DL1)
′(R, X);
(e) there exists (φn) ⊂ A :
φn → T uniformly on each U with U ⊂ D(R,K), U bounded in DL1(R, X);
(f) T ∈ closure of A in (DL1)
′(R, X).
Remark 2.12. Theorem 2.11 becomes false if A is not C∞-uniformly closed:
D′Cc(R, X) 6= (DL1)
′(R, X)-closure of Cc(R, X), = D′C0(R, X). However one can
show directly
D′D(R, X) = D
′
Cc
(R, X) = {T ∈ D′(R, X) : supp T compact } = E′(R, X) (see
[75, p. 62] for the case X = C).
Proof of Theorem 2.11. (a) ⇒ (b): This has been shown in the proof of (2.14)
above; the assumption D′
A
(R, X) ⊂ D′L∞(R, X) needed is now fulfilled, since A ⊂
D′L∞(R, X) implies D
′
A(R, X) ⊂ D
′
D′
L∞
(R, X) = D′L∞(R, X) by Theorem 2.10.
(b)⇒ (c): trivial.
(c) ⇒ (d): Since A is closed under addition, one can assume T = F (k), F ∈ A.
Then φn = T ∗ ρn = F ∗ ρ
(k)
n again ∈ A, 0 ≤ ρn ∈ D(R,K),
∫
R
ρn(x) dx = 1, supp
ρn ⊂ [−(1/n), 1/n]. With A ⊂ D
′
L∞(R, X),
Lemma 2.1 and Proposition 2.9 one can assume T ∈ (DL1)
′(R, X). Assuming U
bounded ⊂ DL1(R,K), one has to show uniformly in ϕ ∈ U ,
φn(ϕ) = φn ∗ ϕˇ(0) = T ∗ (ρn ∗ ϕˇ)(0) = T (ρˇn ∗ ϕ)→ T (ϕ).
22 BOLIS BASIT AND HANS GU¨NZLER
since T satisfies (2.13) by the proof of Proposition 2.9, it is enough to show ||ρˇn ∗
ϕ) − ϕ||1,m → 0 uniformly in ϕ ∈ U . But this follows with ψ = ϕ
(j) and a = 1/n
from
||ρ ∗ ψ − ψ||L1 ≤ 2a||ρ||L1||ψ
′||L1 if supp ρ ⊂ [−a, a],
ψ ∈ C1(R,K) with ψ, ψ′ ∈ L1(R, X). The ψ-inequality one gets with
ψ(x)− ψ(x− t) =
∫ x
x−t
ψ′(s) ds =
∫ 0
−t
ψ′(x+ s) ds and twice Fubini-Tonelli.
(d)⇒ (e): obvious.
(e) ⇒ (a): Since Uϕ = {(ϕˇ)−x : x ∈ R} is bounded in DL1(R,K) for fixed
ϕ ∈ D(R,K), φn ∗ ϕ → T ∗ ϕ uniformly on R, so T ∗ ϕ ∈ A by the assumption on
A.
(d) ⇒ (f): obvious. Here T ∈ A means that there exists an extension T˜ ∈
(DL1)
′(R,K) with T˜ ∈ A.
(f) ⇒ (a): By the definition of the topology of (DL1)
′ above, for ϕ ∈ D(R,K),
to Uϕ = {(ϕˇ)−x}, εn = 1/n there exists Fn,ϕ ∈ A with |Fn,ϕ ∗ϕ− T ∗ϕ| ≤ ε on R,
Fn,ϕ ∗ ϕ ∈ A. ¶
Corollary 2.13. If A is as in Theorem 2.11, one has
D′A(R, X) = A (closure of A in (DL1)
′(R,K) =sequential closure of A
(here “sequential closure” means (d) of Theorem 2.11)).
Corollary 2.14. If A is as in Theorem 2.11, and A∗ ⊂ U ⊂ D
′
A
(R, X) then
D′U (R, X) = D
′
A(R, X).
Here A0 = {
∑m
j=1 φj ∗ ϕj : m ∈ N, φj ∈ A, ϕj ∈ D(R,K)}, ⊂ A ∩ C
∞(R, X).
Proof. If T ∈ D′
A
(R, X), one has T = F +G(m) with Theorem 2.11 (b), F,G ∈ A,
so T ∗ ϕ = F ∗ ϕ+ G(m) ∗ ϕ = F ∗ ϕ+ G ∗ ϕ(m), ∈ A0, ϕ ∈ D(R,K). This means
D′
A
(R, X) ⊂ D′
A0
(R, X), ⊂ D′
A
(R, X) since A∗ ⊂ A, so D′A(R, X) = D
′
A∗
(R, X).
Then A0 ⊂ U ⊂ D
′
A(R, X) gives
D′
A
(R, X) = D′
A∗
(R, X) ⊂ D′U (R, X) ⊂ D
′
D′
A
(R, X) = D′
A
(R, X)
with Theorem 2.10. ¶
The special cases U = MnA or U = M˜nA follow already with Corollary 2.6 for
more general A.
Corollary 2.15. If A ⊂ D′L∞(R, X) is real linear, positive-invariant, C
∞- uni-
formly closed, A ∗ D(R,K) ⊂ A, A ⊂MA and if (∆1)) holds for A, then
(2.17) D′
A
(R, X) = ∪∞n=0M˜
nA.
This implies, for A as in Corollary 2.15, since
(2.18) M˜nA∩ L1loc(J, X) =M
n[A∩ L1loc(J, X)] =M
nA for n ∈ N,
(2.19) D′
A
(R, X) ∩ L1loc(R, X) = ∪
∞
n=0M
nA with M0A := A ∩ L1loc(R, X).
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Proof. If T ∈ D′A(R, X), with Theorem 2.11 (b) one has T = F + G
(m) with
F,G ∈ A. A ⊂ MA ⊂ M˜A implies A ⊂ M˜mA, then F ∈ M˜mA; since also
G(m) ∈ M˜A by Lemma 2.2, and M˜mA is with A real linear, one gets T ∈ M˜mA.
Conversely, A ∗ D(R,K) ⊂ A implies A ⊂ D′
A
, M˜nA ⊂ M˜nD′
A
, = D′
A
by
Proposition 2.4, with (∆1). ¶
Special cases (for Spb see §1 or [13, p. 132, (3.3)], L
∞ ⊂ Spb ):
(2.20) A ⊂ Spb (R, X) with some 1 < p <∞, A C
∞-uniformly closed,
A ∗D(R,K) ⊂ A implies A ⊂MA.
(2.21) A ⊂ S1b (R, X), A linear, invariant, uniformly closed,
A ⊂MA implies A ∗ D(R,K) ⊂ A.
For a Theorem 2.11-analogue for S′(R, X) we need
(2.22) P(J, X) := {f ∈ C(J, X) : f = O(|x|n) as |x| → ∞ for some
n ∈ N}.
With wk(x) = (1 + x
2)k/2 for x, k ∈ R one has
(2.23) P(R, X) := {gwk : g ∈ Cb(R, X), k ∈ N}.
The topology of S(R, X) is given by (see [71, p. 234, (VII,3;2)]) the seminorms
(2.24) ||ψ||wk,m :=
∑m
j=0 ||ψ
(j)wk||∞, m, k ∈ N0.
Theorem 2.16. If T ∈ D′(R, X) the following statements are equivalent:
(a) T ∈ D′
P
(R, X);
(b) T ∗ ϕ ∈ S′(R, X) for each ϕ ∈ D(R,K);
(c) there exist F ∈ P(R, X), m ∈ N0 with T = F (m) (distribution derivative );
(d) there exists mo ∈ N with ||T (ϕ)|| ≤ mo||ϕ||wmo ,mo for all ϕ ∈ D(R,K);
(e) T ∈ S′(R, X)|D(R,K);
(f) there exist (Sn)n∈N ⊂ S
′(R, X) with Sn(ϕ)→ T (ϕ) for ϕ ∈ D(R,K)
and (Sn(ψ)) is Cauchy in X for each ψ ∈ S(R,K).
Remark. If (f) holds, then Sn → T˜ in the S
′(R, X)- topology (i.e. uniformly
on U , U bounded ⊂ S(R,K)) with T˜ ∈ S′(R, X) = unique extension of T ; even
D(R, X) is sequentially dense in S′(R, X).
Proof. (For X = C part of this theorem is shown by Schwartz [71, The´ore`mes IV,
VI, pp .238-241, 244-245]): (c) ⇒ (d) ⇒ (e) ⇒ “(d) for ϕ ∈ S(R,K)” ⇒ (a)⇒ (b)
follows as in [71, pp. 238-241] respectively the proof of Theorem 2.11 with (for
(d)⇒ (a))
(2.25) wk(x+ y) ≤ 2
k/2wk(x)wk(y), x, y ∈ R, k > 0.
(b)⇒ (a) follows from (e)⇒ (a) and Theorem 2.10 with A = P.
(d)⇒ (f): Sn := T ∗ ρn ∈ P(R, X) ⊂ S′(R, X) by (d)⇒ (a), ρn as in the proof
of theorem 2.11. ρn∗ϕ→ ϕ in D(R,K) gives Sn → T on D(R,K). (Sn(ψ)) Cauchy:
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By (d)⇒ (e) there is S ∈ S′(R, X) with S|D(R,K) = T , one has for ψ ∈ S(R,K),
ρn = ρˇn,
Sn(ψ) = (S ∗ ρn) ∗ ψˇ(0) = S ∗ (ρn ∗ ψˇ)(0) = S(ρn ∗ ψ) by associativity (2.3) for
U ∈ S′(R, X), V,W ∈ S(R,K) ( for X = C : [71, The´ore`me XI, p. 247-248]). Since
ρn ∗ ψ → ψ in S(R,K) by (2.26) below, Sn(ψ)→ S(ψ).
(2.26) wk(x)||ψ(x)− ψ(y)|| ≤ 3|x− y| · ||ψ||wk,2,
x, y ∈ R, |x− y| ≤ 1, ψ ∈ C2(R, X), k ≥ 0.
(f)⇒ (d): Lemma 2.7 and its proof hold also for U bounded ⊂ S′(R, X), with
||(·)||∞,m replaced by ||(·)||wm,m and DK by S(R,K), U bounded meaning sup
{||S(ψ)|| : S ∈ U} < ∞ for each ψ ∈ S(R,K). This gives (d) for all Sn instead of
T , ϕ ∈ S(R,K) and so (d) for T .
(a)⇒ (c): This is the main part of Theorem 2.16, we give a proof different from
Schwartz [71, p. 240-241, case X = C] and shorter:
For fixed compact K ⊂ R and n ∈ N, define Vn := {ϕ ∈ DK(R,K) : ||(T ∗
ϕ)(x)|| ≤ nwn(x), x ∈ R}. (a) and (2.23) give DK := DK(R,K) = ∪∞n=1Vn. The
Vn are closed in D(R,K), since T ∈ D′(R,K). DK being complete metric, by
the Baire category theorem there are no, εo > 0, ϕo ∈ DK , mo with {ϕ ∈ DK :
||ϕ−ϕo||∞,mo ≤ εo} ⊂ Vno . With suitable c this gives ||T ∗ϕ|| ≤ cwno(x)||ϕ||∞,mo,
ϕ ∈ DK . Choosing n = mo + 2, γ, K and ϕj ∈ DK as in the proof of (2.14),
one gets (T ∗ ϕj)/cwno → some g ∈ Cb(R, X), uniformly on R, or (T ∗ ϕj) →
cwnog =: G ∈ P(R, X), locally uniformly on R. As in the proof of (2.14), one shows
T ∗ (γFn) = G. Lemma 2.8 gives T = F + G
(n) with F,G ∈ P(R, X). Now with
f ∈ P(R, X) also the indefinite integral Pf ∈ P(R, X), so H := PnF ∈ P(R, X).
Hence T = H(n) +G(n). This gives (c). ¶
Corollary 2.17. If A is as in Theorem 2.11 and T ∈ D′(R, X), T ∈ D′A(R, X) is
also equivalent with
(g) there is T˜ ∈ S′(R, X) with T˜ |D(R,K) = T and T˜ ∗ψ ∈ A for all ψ ∈ S(R,K).
Proof. D′
A
(R, X) ⊂ D′
D′
L∞
(R, X) = D′L∞(R, X) ⊂ S
′(R, X)| D(R,K) by Theorems
2.10 and 2.16. Since D(R,K) is dense in S(R,K) and A is C∞-uniformly closed, it
is enough to show that ||T ∗ϕn||∞ → 0 if (ϕn) ⊂ D(R,K), ϕn → 0 in S(R,K). This
follows from Theorem 2.11 (b) for A = L∞ since ||ϕ(m)||L1 ≤ (
∫∞
−∞
dt
1+t2 ) ||ϕ||w2,m
for ϕ ∈ D(R,K). ¶
§3 Mean classes
In this section we discuss mainly the relation A ⊂ MA and give various ex-
amples. Concerning the definition of the mean class MA, if A is real-linear and
positive-invariant ⊂ L1loc(J, X), for f ∈MA one of the following is sufficient :
(a) H(f,A) := {h > 0 :Mh(f) ∈ A} has an interior point.
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(b) H(f,A) contains two rationally independent a, b, provided additionally A is
uniformly closed and Pf ∈ Cu(J, X), e.g. f ∈ S
p
b (J, X) with 1 < p ≤ ∞.
(c) Mh(f) ∈ A for just one positive h0, provided A is a λ-class with e.g. (Lub)
and Pf uniformly continuous (see (b)); a special case isA = AP (R, X) with c0 6∈ X .
This is a kind of Tauberian theorem: namely, Mh(f) = f ∗ sh ∈ A for some h = h0
and f ∈ Spb (e.g. L
∞) implies f ∗ sh ∈ A for all h > 0 (see e.g. [19, p. 130, Wiener
Tauberian Theorem]).
A λ-class means here A is a closed linear subspace of Cub(J, X) which is Cub-
invariant under translations and multiplication by characters γω and contains the
constants (see [13, pp. 117-119]).
To see this, we first note, for convex and positive-invariant A ⊂ L1loc(J, X), that
(3.1) H(f,A) is an additive semigroup.
This follows from
(3.2) Mh+k(f) = (hMh(f) + k(Mk(f))h)/(h+ k), h, k > 0.
The assumptions of (a) and (3.2) give (0, ε) ⊂ H(f,A) with positive ε, then
H(f,A) = R+ by (3.1).
To get (b), by the assumptions it is enough to show that H(f,A) is dense in
R+. Now by the Kronecker approximation theorem ([52, p. 436, (iv)]) to t > 0 and
0 < ε < t there are integers m, n with |ma + nb − t| < ε, so ma + nb > 0. One
can assume m > 0; if n ≥ 0, ma+ nb ∈ H(f,A) by (3.1); if n = −l < 0, (3.2) with
h = ma − lb and k = lb gives h ∈ H(f,A), H(f,A) is dense in R+.
The uniform continuity of Pf for f ∈ Spb with p > 1 follows with Ho¨lder’s
inequality.
For (c) one can use [13, Theorem 4.1] : Mh0(f) =: F ∈ A implies F ∈W
1,1
loc and
∆h0f = F
′ a.e., ∈ MA by Lemma 2.2(c). this is an equation of the form (1.1) of
[13] with n = 0 (admissible) and m = 2, the determinant condition in Corollary 2.6
of [13] is here −1 + γh0 6≡ 0, obviously true.
Theorem 4.1 of [13] can be applied with k = 1: the needed f ∈ MCub is
equivalent with Pu ∈ Cu by Proposition 1.7 (i); right side = F
′ ∈ M1+1A holds
since F ′ ∈ MA and A ⊂ MA for λ-classes by Corollary 3.3 below, implying
MA ⊂M2A.
AP (R, X) is obviously a λ-class, it satisfies (Lub) by a result of Kadets if c0 is
not isomorphic to a subspace of X (see[13, p. 120], (L.1) there = (Lub) now).
Instead of (Lub) other assumptions are possible, see the end of section 9.
The proof shows that in (c) already Mh0(f) ∈MA suffices for f ∈MA.
For a given class A ⊂ L1loc(J, X) one always has, with Definitions (1.4)-(1.9),
MnA ⊂ M˜nA, n ∈ N.
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If moreover A ⊂MA, then A ⊂ L1loc(J, X) and
(3.3) A ⊂MA ⊂M2A ⊂ · · · ⊂ MnA ⊂ · · ·
A ⊂ M˜A ⊂ M˜2A ⊂ · · · ⊂ M˜nA ⊂ · · · .
The assumption A ⊂MA does not always hold:
Example 3.1. There exists an infinite-dimensional invariant closed linear sub-
space Ae ⊂ Cb(R,C) (with the sup-norm), for which Ae is even perpendicular to
MAe, i.e. Ae ∩MAe = {0} = Ae ∩ Cu(R,C):
If Ae = smallest such subspace containing g(t) = e
it2 , one has
(3.4) Ae = APg = {φg : φ ∈ AP (R,C)}.
(3.5) 0 6= f ∈ Ae, h > 0 implies Mhf(t)→ 0 as |t| → ∞, but f 6→ 0.
Here (3.4) is clear; in Mhf → 0 one can assume f = γωg or gω, then Mhf → 0
follows with integration by parts; f = φg ∈ C0 implies φ → 0, then the Fourier
coefficients cω(φ) = 0 for ω ∈ R, then φ ≡ 0.
All this extends to AP (J, X)g, with arbitrary J, X .
Similarly one gets (Ae ∗ D(R,C)) ∩Ae = {0}, so Ae ∗ D(R,C) 6⊂ Ae.
A simpler (non-complete) example would be
A = Cc((0,∞), X): MA = {f = 0 a.e. on (0,∞)},
C0((0,∞), X), O(e
t2) (see before Proposition 4.10),
X +Ae, X + PAe (see after Corollary 4.22).
Sufficient conditions for A ⊂MA are given by
Proposition 3.2. Assume A positive-invariant convex ⊂ L1loc(J, X), let L be the
linear hull of A and C(J, X) in L1loc(J, X) and || · || : L→ [0,∞] satisfy (0 ·∞ = 0)
||f + g|| ≤
||f || + ||g||, ||af || = |a| · ||f ||, ||fa|| ≤ ||f || for f, g ∈ L, 0 ≤ a ∈ R, and
||Mhφ − φ|| → 0 as 0 < h → 0, φ ∈ A; assume furthermore A closed in L with
respect to || · ||.
Then A ⊂MA.
Proof. (|| · || need not be finite on A or L): For f ∈ A and h > 0 one has Mhf ∈
C(J, X) ⊂ L ⊂ L1loc(J, X). With m ∈ N, δ := h/m, sj := jδ, 0 ≤ j ≤ m, one gets
||Mhf −
∑m−1
j=0 fsj · (1/m)|| = ||1/h
∑m−1
j=0 (
∫ sj+1
sj
fs ds− fsj · δ)|| =
||
∑m−1
j=0
1
δm(
∫ δ
0
ft dt− δf)sj || ≤ (1/m)
∑m−1
j=0 ||Mδf − f || = ||Mδf − f ||.
Since ||Mδf − f || → 0 as m→∞ and
∑m−1
j=0 fsj/m ∈ A, one gets Mhf ∈ A. ¶
Corollary 3.3. If A ⊂ Cu(J, X) is convex, positive-invariant and uniformly closed
then A ⊂MA.
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Examples 3.4. Let A = X, Pτ , AP, AAP, EAPrc, EAP, UAA, LAPub, T Eub,
Eub, Curc, Cuwrc, Cub, Cu. Then for any J, X one has
A ⊂MA ⊂M2A ⊂ · · · ;
for closed J this holds also for C0, Cc.
For these A also A ∗D(R,K) ⊂ A if J = R by (2.21). If A = A(J,K) ⊂MA, also
WA ⊂MWA ⊂ · · · .
Example 3.5. Proposition 3.2 can be applied to A = SpAP , W pAP , BpAP ,
1 ≤ p <∞, any J and X, with || · ||Sp respectively || · ||W p , respectively || · ||Bp . For
these also A ∗ D(R,K) ⊂ A if J = R.
Indeed, these || · || satisfy the conditions in Proposition 3.2, ||Mhφ − φ|| → 0 as
h→ 0 follows from the approximation theorem for the A’s using ||Mhf || ≤ cp · ||f ||
(see [50, p. 251, (42)]; see also [21, pp. 71-78], [27, pp. 34-36], [74, p. 14, Lemma
8]).
Furthermore,
(3.6) AP ⊂ SpAP ⊂ S1AP ⊂ MAP strictly if 1 < p <∞.
The three “⊂” and the ”strictly” for the first two follows from the definitions.
An f ∈MAP (R,R) ∩ C∞(R,R), −1 ≤ f ≤ 1, but f 6∈ S1AP (R,R), is given by
f :=
∑∞
n=2 hn, with hn ∈ C
∞(R, [−1, 1]), hn ≡ 0 on [−2n−1, 2n−1 − 1],
hn with 2
n−2 oscillations on [2n−1 − 1, 2n−1] as sin(2n−1pi(t− 2n−1)),
hn period 2
n.
Since even f1 − f 6∈ S
1AP (R,R), g := f ′ ∈ M2AP (R,R) ∩ C∞(R,R) ∩ D′pp(R,R),
g 6∈ MS1AP (R,R). See also [13, (3.8)].
Examples 3.6. Direct calculations give A ⊂MA also for
A = Cb(J, X), L∞(J, X), Lp(J, X), S
p
b (J, X), E(J, X) , E0(J, X), any J and
X, 1 ≤ p < ∞, and O(w) of Proposition 4.10 if w ∈ MO(w), e.g. w = tr or ert
with real r.
Lp(J, X) ⊂MLp(J, X) follows with the continuous Minkowski inequality [50, p.
251, Aufgabe 92 before (42)]. For T E0, T E see Proposition 7.1.
The chains (3.3) can be finite:
Example 3.7. For any n ∈ N0 one has A ⊂MA· · · ⊂ MnA =Mn+1A = · · · if
A =W 1,nloc (J, X), and all inclusions here are strict (see also Corollary 4.6).
Proposition 3.8. For the real-linear positive-invariant A ⊂ Cu(J, X) assume
AP (J, X) ⊂ A ⊂MA. Then all “ ⊂ ” in (3.3) are strict.
Proof. Since M˜h|L
1
loc(J, X) =Mh of (1.7), (1.4), one has for any A ⊂ L
1
loc(J, X) or
D′(J, X)
(3.7) Mn(ALoc) = (M˜
nA)Loc = (M˜
n(ALoc))Loc for any n ∈ N,
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ULoc := U ∩ L
1
loc(J, X).
SinceMn−1A ⊂MnA, M˜n−1A ⊂ M˜nA by (3.3), we have to prove onlyMn−1A 6=
MnA, n ∈ N. For this, choose pairwise disjoint open intervals In ⊂ [0, 1] of length
|In| ≤ 2
−n, then gn ∈ C
∞(R,R) with period 2n + 1 and gn 6= 0 in [−n, n + 1]
only in n + In, with ||gn||∞ = 1 and
∫
n+In
gn(t) dt = 0. With fn := Pgn of period
2n + 1 and f :=
∑∞
n=1 fn one has f ∈ C
∞(R,R), ||fn||∞ ≤ |In|||gn||∞ ≤ 2−n, so
f ∈ AP (R,R), with f ′ =
∑∞
n=1 gn, ||f
′||∞ = 1. f
′ is not uniformly continuous on
[0,∞) since f ′ = gn on n+ In, |In| → 0, but supn+In |gn| = 1.
With 0 6= a ∈ X , F := af | J ∈ AP (J, X) ⊂ A; so F (n) = af (n)| J ∈ MnA by
Lemma 2.2. F (n) 6∈ Mn−1A: Else with (1.11) one has h1 · · ·hn−1af
(n) ∗ shn−1 ∗
· · · ∗ sh1 = af
′ ∗ (∆hn−1δ) ∗ · · · ∗ (∆h1δ), = G ∗ ∆h1δ = ∆h1G on J, with G =
af ′ ∗ (∆hn−1δ ∗ · · · ∗∆h2δ)|J, and ∆h1G ∈ A ⊂ Cu(J, X).
Since f ′ is bounded on R, G is bounded on J and ∆h1G ∈ Cub(J, X) for all h1 > 0.
By Proposition 1.7 (i) G is uniformly continuous on J. Inductively one gets : af ′|J
is uniformly continuous on J, a contradiction. ¶
Examples 3.9. The conclusion of Proposition 3.8 holds for A = AP , AAP ,
EAPrc, EAP , UAA, LAPub, T Eub, Eub, Curc , Cuwrc , Cub, Cu, any J, X.
This conclusion holds also for A = SpAP (J, X), 1 ≤ p <∞, since
Mn−1AP (J, X) ⊂ Mn−1SpAP (J, X) ⊂ MnAP (J, X), by [13, Corollary 3.6
respectively (3.8) hold also for J 6= R], Mn−1SpAP (J, X) = MnSpAP (J, X)
would imply MnSpAP (J, X) = Mn+1SpAP (J, X), and thus MnAP (J, X) =
Mn+1AP (J, X).
Corollary 3.10. The conclusion of Proposition 3.8 holds also for WAP (J, X).
Proof. If f ∈ WAP (J, X), f is weakly continuous on J; thus f ∈ L1loc(J, X) and
y(Mhf) =Mh(y ◦ f) ∈ AP (J,K) for all y ∈ X∗ (Example 3.4, [50, p. 52, Satz 3]);
so WAP (J, X) ⊂ MWAP (J, X), (3.3) holds. If n ∈ N, choose φ ∈ MnAP (J,K)
with φ 6∈ Mn−1AP (J,K) by Proposition 3.7. Then if 0 6= a ∈ X and f := aφ, one
has f ∈ MnWAP (J, X) but f 6∈ Mn−1WAP (J, X) because for any φ : J → K,
0 6= a ∈ X , n ∈ N0, A(J, X) ⊂ JX , A(J,K) ⊂ JK with y(A(J, X)) ⊂ A(J,K) and
X · A(J,K) ⊂ A(J, X) for y ∈ X∗ one has
(3.8) aφ ∈MnA(J, X)⇔ aφ ∈ MnWA(J, X)⇔ φ ∈ MnA(J,K). ¶
Remark 3.11. One can show that the codimensions of
Mn−1A in MnA and M˜n−1A in M˜nA
are infinite for all n ∈ N, A as in Examples 3.9 (except SpAP (J, X)) or Corollary
3.10.
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Lemma 3.12. If U, V ⊂ L1loc(J, X) satisfy A ⊂ MA the same holds for U + V ,
U ∩ V .
This follows immediately from the definitions, for any J, X .
Example 3.13. A = V AP = V + AP satisfies A ⊂MA if V ⊂MV .
So Zhang’s PAP [77-78] satisfies PAP ⊂MPAP , for any J, X .
Here PAP = V +AP with V = Cb(J, X) ∩ Avn(J, X);
with Lemma 3.12 and Example 3.6 one has to show Avn ⊂MAvn, where
Avn = {f ∈ L
1
loc(J, X) :
1
T
∫ α0+T
α0
||f(s)|| ds→ 0 as T →∞};
but this is obvious with Fubini’s theorem.
Contrary to Example 3.1 with eit
2
replaced by γω(t) = e
iω t, one has
Remark 3.14. If A ⊂ L1loc(J, X), A has (∆), is ⊂ MCb, and linear positive-
invariant uniformly closed, then γωA ⊂M(γωA) for each ω ∈ R.
We omit the proof, this is not used in this paper.
§4 The (∆) Condition
The (∆) condition introduced in Definition 1.4 was already essential for the
results of section 2. It is also important for a characterization of the MnA (§5)
and for Fourier analysis (§8), also for the ”∆-spaces” which will be introduced in
a later paper. Here we show that all the A’s important in applications satisfy (∆),
usually this is non-trivial.
A first application of (∆) is
Theorem 4.1. Assume A linear, positive invariant, ⊂ L1loc(J, X) with (∆). If
y, ym) ∈ A, then y(j) ∈ A, 0 < j < m.
This is an extension of the classical Esclangon-Landau result, which was needed
in the study of ap solutions of linear differential equations (see Bohr-Neugebauer
[29]) and which reads: If y ∈ Cn(J,C) is together with Ly := y(n) +
∑n−1
0 ajy
(j)
bounded on J (with bounded aj), then the y(j) are bounded too for 0 < j < n ([58,
p. 177, Satz 1], see also [51] and the references there). Theorem 4.1 extends this
from Cb or L
∞ (at least for Ly = y(n)) to quite general A by the results of this
section and §7. Extensions to solutions of linear differential-difference systems are
possible, this will be treated in §10.
Proof. m = 1: trivial.
m⇒ m+1: y(m+1) ∈ A, positive invariance and linearity give y
(m+1)
h −y
(m+1) ∈
A for all h > 0; then (∆) gives y(m+1) −Mhy
(m+1) ∈ A for all h > 0. This implies
Mhy
(m+1) = y
(m)
h − y
(m) ∈ A for all h > 0. Set z = z(h) = yh − y, h > 0. One
has z, z(m) ∈ A. The assumptions of the induction imply z(j) = (yh − y)
(j) ∈ A,
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0 < j < m, h > 0. By (∆), y′ − Mhy
′ = [y′ − (yh − y)] ∈ A, also if m = 1.
This implies y′ ∈ A. One has y′, (y′)(m) ∈ A and the induction hypothesis implies
y′′ · · · y(m) ∈ A. ¶
Proposition 4.2. If A ⊂ Cu(J, X), condition (∆) holds for A provided one of the
following conditions is satisfied:
(i) A ⊂ Cub(J, X), A Q- convex and uniformly closed.
(ii) A ⊂ Cub(J, X), A is a group under addition, A ⊂MA and (Lub) holds for A.
(iii) A is a group under addition, A ⊂MA and (Lu) holds for A.
Proof. (i) Let φ ∈ L1loc(J, X) and ∆hφ ∈ A, for all 0 < h ∈ R. Then φ ∈ Cu(J, X),
by Proposition 1.7 (i). It follows φ−Mhφ = limn→∞(1/n)
∑n
k=1(φ−φsk ) uniformly
on J, where sk = (hk)/n, n ∈ N. By the assumptions on A, (1/n)
∑n
k=1(φ−φsk ) ∈
A. Since A is uniformly closed, φ−Mhφ ∈ A.
(ii) Let φ ∈ L1loc(J, X) and ∆hφ ∈ A for all 0 < h ∈ R. Then ∆h(Msφ) =
Ms(∆hφ) ∈ A, 0 < h, s ∈ R by A ⊂ MA. Since A is a group,∆h(φ −Msφ) =
∆hφ −Ms(∆hφ) ∈ A, 0 < h, s ∈ R. This implies φ −Msφ ∈ A by (Lub) for all
0 < s ∈ R, since φ−Msφ ∈ Cub(J, X) by (i) for Cub(J, X).
(iii) Let φ ∈ L1loc(J, X) and ∆sφ ∈ A ⊂ Cu(J, X), for all 0 < s ∈ R. Then
∆h(∆sφ) ∈ Cub(J, X), 0 < h, s ∈ R, since ψ ∈ Cu(J, X) implies ∆hψ ∈ Cub(J, X)
for h > 0. So, by (i) for Cub(J, X) and ∆sφ one gets ∆s(φ − Mhφ) = ∆sφ −
Mh(∆sφ) ∈ Cub(J, X), 0 < h, s ∈ R. Proposition 1.7 (i) gives ψ := φ −Mhφ ∈
Cu(J, X); by the assumption on A also ∆sψ ∈ A, s > 0. The condition (Lu) gives
ψ ∈ A for h > 0. ¶
Proposition 4.3. If A ⊂ D′(J, X) satisfies (∆1) [respectively (∆)], then A satis-
fies (∆′1) [respectively (∆
′)] provided one of the following conditions is satisfied:
(i) A ⊂ C(J, X),
(ii) A ⊂ L1loc(J, X), f ∈ A and g = f a.e on J implies g ∈ A,
and X has the Radon-Nikodym Property [35, pp. 181-182].
For the proof we need an extension of Proposition 1.5:
Lemma 4.4. If for T ∈ D′(J, X), ε0 > 0, k ∈ N0 one has ∆hT ∈ C
k(J, X) for all
h ∈ (0, ε0], then T ∈ C
k(J, X). If only ∆hT ∈ W
1,k
loc (J, X) for all h ∈ (0, ε0] and X
has the Radon-Nikodym property, then T ∈W 1,kloc (J, X).
Special case: φ ∈ L1loc(J, X), to each h ∈ (0, ε0] exists g ∈ C
k(J, X) with ∆hφ = g
a. e. on J implies the existence of an f ∈ Ck(J, X) with φ = f a.e on J.
Proof. The Ck-case follows with Proposition 1.5 as in the proof of Lemma 14 [49,
p. 226], case A = Ck since also for general X to T ∈ D′(J, X) and K-compact ⊂ J
there exists g ∈ C(R, X) and n ∈ N0 with T = g(n) in an open neighborhood of K
(Theorem 2.11, a⇒ b for A = Cub).
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CaseW 1,kloc (J, X) with arbitrary J: Assume first φ ∈ C(J, X) with ∆hφ absolutely
continuous in J for all h ∈ (0, ε0]. For K = [a, b] compact ⊂ J there is c ∈ (0, ε0]
with K1 := [a, b+ c] ⊂ J. For fixed ε > 0, Lemma 4.12 below can be applied to
I = K1, f = φ| I, γ = c,
A = ACε(K,X) := {g ∈ C(K,X) : to g exists η > 0 with∑m
i=1 ||g(ti)− g(si)|| ≤ ε if∑m
i=1 |ti − si| ≤ η, a ≤ s1 < t1 ≤ s2 < t2 · · · < tm ≤ b, k ∈ N},
with An := A with η replaced by the fixed 1/n and “ to g exists η > 0 with”
deleted. So there are v, δ with 0 ≤ v < v+δ ≤ c and (φ−Mc(φ)v)|K ∈ A. Since φ is
continuous on J, Mδ(φ)v is absolutely continuous on K, and so φ|K ∈ ACε(K,X).
This holds for any ε > 0, so φ is absolutely continuous on K. K being arbitrary, φ
is locally absolutely continuous in J for any J, X . So, one has with Proposition 1.5
(4.1) φ ∈ L1loc(J, X), ∆hφ ∈ ACloc(J, X) for 0 < h < ε0
implies φ ∈ ACloc(K,X).
If additionally X has the Radon-Nikodym property, φ′ exists a.e in J by [35, p.
107, Theorem 2, p. 138, Corollary 8], implying φ ∈W 1,1loc (J, X).
A simple induction and (2.5) give φ ∈ W 1,kloc (J, X) if φ ∈ C(J, X) with ∆hφ ∈
W 1,kloc (J, X) for all 0 < h < ε0, k ∈ N0.
If now T ∈ D′(J, X) with ∆hT ∈ W
1,k
loc (J, X) for all 0 < h < ε0 and fixed k > 0,
∆hT ∈ C
k−1(J, X), so the first part of Lemma 4.4 gives φ ∈ Ck−1(J, X) with
T = φ on J. One has ∆hφ ∈ W
1,k
loc (J, X) for all 0 < h < ε0, the above gives
T = φ ∈W 1,kloc (J, X).
Case k = 0, W 1,0loc (J, X) := L
1
loc(J, X): To T ∈ D
′(J, X) exists S ∈ D′(J, X) with
S′ = T on J (see [71, p. 51, Theo´rem`e I for X = C]). Then ∆hS ∈ W
1,1
loc (J, X) by
(2.5), S ∈W 1,kloc (J, X) by the above, T = S
′ ∈ L1loc(J, X) by (2.5). ¶
Proof of Proposition 4.3. (i) : If T ∈ D′(J, X) with ∆hT ∈ A for h > 0, T = f ∈
C(J, X) by Lemma 4.4, to h > 0 exists g = g(h) ∈ A with ∆hf = g a. e. ; since f, g
are continuous, ∆hf ∈ A. Then, by (∆), f −Mhf ∈ A, T − M˜hT = f −Mhf ∈ A.
(ii) T ∈ D′(J, X), ∆hT ∈ A ⊂ L1loc(J, X) imply T = f ∈ L
1
loc(J, X) by Lemma
4.4; furthermore ∆hf ∈ A a.e., so ∆hf ∈ A by assumption. (∆) gives then (∆
′).
Similarly for (∆′1). ¶
Corollary 4.5.
MCk(J, X) = Ck−1(J, X) + {f ∈ XJ : f = 0 a.e. } if k ∈ N,
MC(J, X) = L1loc(J, X), any J, X.
This follows from the ”special case” after Lemma 4.4.
Corollary 4.6.
MW 1,kloc (J, X) =W
1,k−1
loc (J, X) if k ∈ N,
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ML1loc(J, X) = L
1
loc(J, X).
See also Example 3.7.
Examples 4.7. By Propositions 4.2, 4.3, 1.5, the following A all satisfy (∆) and
(∆′), for arbitrary J and X:
Constant functions X, Continuous periodic with period τ functions Pτ , AP ,
AAP , EAPrc , EAP , UAA , LAPub , T Eub , Eub , Curc , Cuwrc , Cub , Cu, C0, C
k
for k ∈ N0, C∞.
SpAP (J, X) has (∆) for 1 ≤ p < ∞, and (∆′) for X with the Radon-Nikodym
property (use the Bochner transform of [13, p. 132, (3.1),(3.2)]).
Furthermore WA(J, X) has (∆) and (∆′) for X if A = A(J,K) has (∆).
Example 4.8. A = Cc(J, X), D(J, X) have (∆), any J, X.
Proof. We prove the case J 6= R, J = R follows similarly. Let φ ∈ L1loc(J, X) and
∆hφ ∈ Cc(J, X) for all h > 0. By Proposition 1.7 (i), φ ∈ Cu(J, X). By the
assumptions supp ∆1φ ⊂ [a, b] for some a, b ∈ J. It follows φ(t + 1) = φ(t) for all
t ≥ b. The uniform continuity of φ and ∆hφ = 0 far out for small h implies then
φ(t) = φ(b) for t > b. It follows φ−Mhφ ∈ Cc for closed J.
If J = (α,∞) one can even show φ = constant on J, (∆) follows.
(∆) for D(J, X) follows from (∆) for Cc and C∞ of Example 4.7. ¶
Proposition 4.9. Lpw(J, X) satisfies (∆) for 1 ≤ p ≤ ∞, arbitrary J, X, and
measurable w : J→ [0,∞) for which there is a real c with
(4.2) w(t+ h) ≤ cw(t) and w(t) ≤ cw(t+ h) a.e. in t ∈ J, 0 < h ≤ 1.
Here Lpw(J, X) := {f measurable ∈ X
J : w|f |p ∈ L1(J,R)}
with
||f ||p,w = ||ω f ||p = [
∫
J
w(t)||f(t)||p dt]1/p if 1 ≤ p <∞,
L∞w (J, X) := {f measurable ∈ X
J : w|f | measurable bounded a.e. }
with
||f ||∞,w = ||ω f ||∞ = ess sup t∈Jw(t) ||f(t)||,
with ω := w1/p if p <∞, else w.
Examples of w with (4.2) are 1+ |t|r or er t for any real r and J or tr if 0 6∈ closure
of J.
Proof. Let φ ∈ L1loc(J, X) and ∆hφ ∈ L
p
w(J, X), 1 ≤ p fixed <∞. The measura-
bility of φ gives the (t, h)- measurability of f := ω∆hφ on J×R+. By assumption
g(h) := ||ω∆hφ||p < ∞ for h ∈ R+; g : R+ → [0,∞) is measurable by a suitable
version of the continuous Minkovski inequality [50, Aufgabe 92, §7, p. 251]. So
there is n ∈ N such that Kn := {h ∈ (0, 1] : g(h) ≤ n} has positive measure. Then
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the difference set Kn−Kn contains (−ε, ε) with 0 < ε ≤ 1 (see [50, p. 189, Aufgabe
116, §6]): To 0 < h < ε there are u, v ∈ Kn with h = v−u and g(u) ≤ n, g(v) ≤ n,
or ||ω(φu − φv)||p ≤ 2n. With (4.2) and ρ := c
1/p one gets
||ω(φh+1 − φ1)||p ≤ ρ||(ω(φh − φ))1||p ≤
ρ2||(ω(φh − φ))u||p ≤ ρ
2||ω(φv − φu)||p ≤ 2ρ
2 n.
Furthermore g(1) = ||ω(φ1 − φ)||p =: q <∞, this and (4.2)implies similarly
||ω(φh+1 − φh)||p ≤ ρ q.
Assuming c ≥ 1, these three inequalities yield
g(h) = ||ω∆hφ||p ≤ 2ρ
2(n+ q) =: σ for 0 < h ≤ ε.
Since ||ω(φ(n+1)h−φ)||p ≤ ||(ω(φh−φ))nh||p+||ω(φnh−φ)||p ≤ ρ
nσ+||ω(φnh−φ)||p,
induction gives the boundedness of g on each [0, T ], T > 0.
The continuous Minkovski inequality gives with ψ(t) :=
∫ T
0
ω(t)∆sφ(t) ds that
ψ ∈ Lp(J, X), or (with the measurability of φ) MTφ−φ ∈ Lpw(J, X) for T > 0, i.e.
(∆) holds for Lpw. All this works also for p =∞. ¶
For any w : J→ [0,∞) define O(w)(J, X) := {f ∈ L1loc(J, X) :
to f exists m ∈ N with ||f(t)|| ≤ mw(t) a.e. for |t| ≥ m, t ∈ J}.
Proposition 4.10. O(w)(J, X) satisfies (∆), for any J, X and measurable w : J→
[0,∞).
Proof. Let φ ∈ L1loc(J, X) and ∆hφ ∈ O(w)(J, X) for all h > 0. We treat the
case J 6= R, J = R follows in the same way.
For m ≥ m0 ∈ N ∩ J define ψ(t, h) := mw(t) − ||∆hφ(t)|| and qm(h) := µL−
inf {ψ(t, h) : t ≥ m}, where µL = Lebesgue measure. Then qm : [0,∞) →
[∞,−∞) is well defined, it is measurable since ||∆hφ|| is (t, h) measurable (see [50,
p. 140, Aufgabe 92]).
So Ωm := {h ∈ (0, 1] : qm(h) ≥ 0} is measurable for m ≥ m0. Since [0, 1] =
∪∞n=m0Ωn, there is m1 with µL(Ωm1) > 0, then as in the proof of Proposition 4.9
there is ε ∈ (0, 1] with [0, ε] ⊂ Ωm1 − Ωm1 .
To h ∈ (0, ε] there are thus u, v ∈ Ωm1 with h = v − u, implying F (t, h) :=
2m1 w(t)− ||∆hφ(t)|| ≥ 0 if t ≥ m1 + 1, t 6∈ nullset (depending on h).
Now MT := {F (t, h) < 0 : m1 + 1 ≤ t ≤ T, 0 ≤ h ≤ ε} is measurable, all MT |h
are null sets by the above, 0 ≤ h ≤ ε; with Fubini’s theorem, MT is a null set,
so there is a null set P1 ⊂ [m1 + 1,∞) such that for t 6∈ P1, t ≥ m1 + 1 one has
F (t, h) ≥ 0 for almost all h ∈ [0, ε]. As in the proof of Proposition 4.9 one gets
from that a null set P ⊂ [m1 + 1,∞) such that to a > 0 there is m ∈ N with
||∆hφ(t)|| ≤ mw(t) for almost all h ∈ [0, a], t ≥ m, t 6∈ P . Integrating with respect
to h one gets
||φ−Maφ|| ≤ mw(t) for almost all t ≥ m, that is φ−Maφ ∈ O(w)(J, X) for all
a > 0. ¶
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Remark 4.11. For any J, X, Crc(J, X) has (∆).
We omit the proof, this is not used here. See section 10, question 5 for Cwrc and
L∞wrc.
To get (∆) for additional spaces, and already for Lemma 4.4 and Proposition
4.3, we need
Lemma 4.12. Assume I ⊂ R arbitrary interval, 0 < γ < |I|, f ∈ L1loc(I,X).
Assume further A = ∪∞n=1An ⊂ L
1
loc(I
−γ , X) with the following properties:
(i) (∆sf)|I
−γ ∈ A for all 0 ≤ s ≤ γ,
(ii) If (∆smf)|I
−γ ∈ same An for sm ∈ [0, γ] and sm → r, then (∆rf)|I
−γ ∈ An.
(iii) If (∆sf)|I
−γ ∈ An for 0 ≤ u ≤ s ≤ u+ ρ ≤ γ with ρ > 0, then
−((1/ρ)
∫ u+ρ
u
∆sf ds)|I
−γ ∈ A.
Then there exist v, δ with 0 ≤ v < v + δ ≤ γ such that (f − (Mhf)v)|I
−γ ∈ A for
0 < h ≤ δ.
Here I−γ = (α, β − γ) [respectively (α, β − γ]] if I = (α, β) [respectively (α, β]],
−∞ ≤ α < β <∞, similarly for I = [α, β), [α, β] and I−γ = I if β =∞.
Proof. Define Mn := {s ∈ [0, γ] : (∆sf)|I
−γ ∈ An}. Then by (i), [0, γ] = ∪
∞
n=1Mn.
By (ii), the Mn are closed in [0, γ]. So by the Baire category theorem [75, p. 12]
there exist n0, v, δ with 0 ≤ v < v + δ ≤ γ and [v, v + δ] ⊂ Mn0 . By (iii), the
integral expression there is in A for u = v and 0 < ρ ≤ δ. Then formula
(4.3) f(t) = (Mδf)(t+ v)− ((1/δ)
∫ v+δ
v
∆sf(t) ds) for t ∈ I
−(v+δ)
gives (f − (Mhf)v)|I
−γ ∈ A for 0 < h ≤ δ. ¶
Remark 4.13. If in (iii) the A can be replaced by the An of the assumption of
(iii), then also the A in the conclusion of Lemma 4.12 can be replaced by Am0 with
mo independent of h ≤ δ.
Corollary 4.14. If A, An are as in Lemma 4.4 but with I = J (so I−γ = J), and
if additionally A is real-linear and A ⊂MA, then A satisfies (∆).
Proof. Since J = (α,∞), [α,∞) or R, I−γ = J. By Lemma 4.4, if f ∈ L1loc(J, X)
with ∆sf ∈ A for s > 0, one has (f − (Mhf)v) ∈ A for 0 < h ≤ δ with suitable
δ, v. Now for 0 < h ≤ δ
(f −Mhf) = f +Mh(∆vf)−Mh(fv) = f − (Mhf)v +Mh(∆vf),∈ A
by the assumptions on A. Furthermore
2(f −M2hf) = 2f −Mhf −Mh(fh) = f −Mhf + f −Mhf −Mh(∆hf),∈ A.
This gives (f −M2nhf) ∈ A for 0 < h ≤ δ, n ∈ N, and thus (∆) for A. ¶
Special case: If A ⊂ C(J, X), (ii) of Lemma 4.12 holds if the An are closed with
respect to pointwise convergence on J (Proposition 1.5).
In the following
GENERALIZED ALMOST PERIODIC DISTRIBUTIONS 35
Lip(J, X) := {f ∈ C(J, X) : to f exists L with ||fh − f ||∞ ≤ L|h| for all h > 0}.
AC(J, X) is the space of absolutely continuous functions.
Examples 4.15. A = Cb(J, X), AC(J, X) and Lip(J, X) satisfy (∆) and (∆′).
Here Lip(J, X) = ∪∞n=1An with An := {f ∈ C(J, X) : |∆hf | ≤ nh on J for all
h > 0}, similarly for Cb(J, X).
(ii) and (iii) are always fulfilled (Proposition 1.5), with the integral in (iii) of Lemma
4.12 even in An.
AC can be treated with Aεn as in the proof of Proposition 7.3.
Example 4.16. Spb (J, X) has (∆) for 1 ≤ p <∞.
This can be reduced to (∆) for Cb(J, X) of Example 4.15 with the Bochner-
transform of [13, p. 132, (3.3) and Lemma 3.2]. A direct proof follows from Lemma
4.11, Corollary 4.13 with
An := {g ∈ S
p
b : ||g||Sp ≤ n}; by approximating f on [t, t+2+ r] in the L
p-norm
with continuous functions, t fixed, one gets (ii), (iii) follows with the continuous
Minkovski inequality as in the proof of Proposition 4.9.
Proposition 4.17. (a) For any J, X, n ∈ N0, if U and V ⊂ XJ have (∆), then
also U ∩ V , MnU .
(b) If U is real linear, positive invariant, ⊂ L1loc(J, X) with (∆), then U ⊂MU .
Proof. (a) Follows immediately from the definitions and MhMkφ = MkMhφ of
(2.6).
(b) If f ∈ U , then ∆hf ∈ U , thus f −Mhf ∈ U , f ∈MU .
Examples: Lp ∩ C0, AP ∩ C
k; but O(et
2
) 6⊂ M(O(et
2
)), though it has (∆) by
Proposition 4.10
The case U + V is not so simple:
Proposition 4.18. Assume U and V are additive groups, positive-invariant, with
(∆), ⊂ L1loc(J, X); assume further U ∩ V = {0}, J = [α,∞) or R and for Φ ∈
L1loc(J, X) with ∆hΦ ∈ U + V for h > 0 in the decomposition ∆hΦ(t) = u(t, h) +
v(t, h) the v(α, h) in h ∈ (0,∞) is measurable; finally, if J = R, α = 0 and
additionally U , V are invariant. Then U + V satisfies (∆).
Proof. If w = u + v with u ∈ U, and v ∈ V , the u, v are unique, so for Φ as in
the assumption the u(t, h), v(t, h) are well defined for t ∈ J, h > 0. Now ∆h+kΦ =
(∆hΦ)k +∆kΦ give with the U , V positive-invariant for t ∈ J, h, k ≥ 0
(4.4) u(t, h+ k) = u(t+ k, h) + u(t, k), v(t, h+ k) = v(t+ k, h) + v(t, k).
Case J = [α,∞): t = α and φ(s) := v(α, s− α), s ≥ α gives for k = s− α
∆hφ(s) = v(s, h), s ∈ J, h ≥ 0;
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since v(·, h) ∈ V for h ≥ 0 and V is positive-invariant, this gives ∆hφ ∈ V for
h > 0.
By assumption v(α, ·) is measurable on R+, then φ on J, with ∆hφ ∈ V ⊂
L1loc(J, X). Lemma 4.19 below gives φ ∈ L
1
loc(J, X).
Since V satisfies (∆) one has φ −Mhφ ∈ V for h > 0. With ψ := Φ − φ, this
implies ∆hψ = ∆hΦ−∆hφ = u(t, h)+v(t, h)−(v(α, t+h−α)−v(α, t−α)),= u(t, h)
by (4.4), for t ∈ J, h > 0.
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So ∆hψ ∈ U for h > 0 with ψ ∈ L
1
loc(J, X). (∆) for U gives ψ−Mhψ ∈ U , with
the above one gets Φ−MhΦ ∈ U + V .
Case J = R, α = 0 (for example): ∆−hΦ = −(∆hΦ)−h and the full invariance
of U , V yield ∆hΦ ∈ U + V for all real h. Then the above φ is defined on R with
∆hφ ∈ V for h > 0; this gives, with the assumption v(0, h) = φ(h) measurable on
{0}×R+ and V ⊂ L1loc(R, X), measurability of φ on R. One can proceed as in the
case J = [α,∞), now with J = R, getting (∆) for U + V . ¶
Lemma 4.19. Assume φ : J → X is measurable, J, X arbitrary and ∆hφ ∈
L1loc(J, X) for all 0 < h ≤ ε0. Then φ ∈ L
1
loc(J, X).
Proof. (See Remark 1.6) With [a, b] ⊂ J, ψ(h) :=
∫ b
a
||∆hφ(t)|| dt is measurable in
h ∈ [0, ε] ⊂ [0, ε0] by the Fubini-Tonelli theorem. As in the proof of Proposition
4.9 there exists n0 ∈ N and δ > 0 such that to 0 ≤ h ≤ δ there are u, v ∈ [0, ε]
with h = v−u and
∫ b
a
||φv(t)−φu(t)|| dt ≤ 2n0, or
∫ b
a+ε
||φh(t)−φ(t)|| dt ≤ 2n0 for
0 ≤ h ≤ δ. The Fubini-Tonelli theorem gives then the existence of
∫ δ
0
φ(t + h) dh
for almost all t ∈ [a + ε, b]; this implies φ ∈ L1loc([a + 2ε, b], X). b → ∞, ε → 0,
a → end point of J respectively α → −∞ gives φ ∈ L1loc(J, X), if α ∈ J, with
∆ε0φ ∈ L
1
loc(J, X). ¶
Corollary 4.20. If A ⊂ L1loc(J, X) has (∆), and if φ : J → X is only measurable
with ∆hφ ∈ A for all h > 0, then φ−Mhφ ∈ A for h > 0.
For applications of Proposition 4.18 see section 7.
Next we show that (∆) does not always hold.
Example 4.21. Ae = AP (J, X).eit
2
of Example 3.1 does not satisfy (∆) of Defi-
nition 1.4, though it is a linear uniformly closed invariant subspace of Cb(J,C).
Proof. Assuming the contrary, since Ae is linear and invariant, Ae ⊂ MAe by
Proposition 4. 17 (b). This contradicts Example 3.1. ¶
Example 4.21 implies, (even for arbitrary J, X), with
PU = {Pf : f ∈ U} indefinite integrals.
Corollary 4.22. A1, A2 do also not satisfy (∆) and A ⊂MA, where
(4.5) A1 = X + AP · e
it2 , A2 = X + P (AP · e
it2).
Proof. Since both A1, A2 are linear and positive invariant, (∆) would imply Ai ⊂
MAi by Proposition 4.17 (b), i = 1, 2.
A2 ⊂MA2 and MhPψ − PMhψ =MhPψ(α0), ψ ∈ L
1
loc(J, X), h > 0 imply,
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for f ∈ AP · eit
2
and h > 0, PMhf = a + Pφ with a ∈ X and φ ∈ AP · e
it2 ;
differentiation yields Mhf = φ, or f ∈ M(AP · e
it2), contradicting Example 3.1 if
f 6≡ 0.
A1 ⊂ MA1 would imply φ := Mhe
it2 = a + ψ · eit
2
with a ∈ X and ψ ∈ AP ,
and φ ∈ C0 by Example 3.1, then 0 = m(φ) = a +m(ψ · e
it2) = a, ψ · eit
2
∈ C0,
ψ = 0 by Example 3.1; so Mhe
it2 = 0 for h > 0, a contradiction. ¶
Conversely one has, using Proposition 1.5 and Mh(φ
′) = (Mh(φ))
′
(4.7) X + PA has (∆),
if A has (∆) and A ⊂ C(J, X).
Contrary to Example 4.21 and Proposition 7.7 one has
Remark 4.23. For any J, X, A = AAP · eit
2
= C0 + AP · e
it2 satisfies (∆) and
A ⊂MA.
Since our proof is too long, we omit it.
With Remark 4.23 one gets
Remark 4.24. If U is an additive group with AP · eit
2
⊂ U ⊂ L1loc(J, X) and
U ∩ C0(J, X) = {0}, then U does not satisfy (∆).
Proof. Assuming U has (∆) and φ ∈ L1loc(J, X) with ∆hφ ∈ AP · e
it2 ⊂ U,⊂
AAP · eit
2
. With Remark 4.23 one gets
φ − Mhφ = u ∈ U , u = v + w with w ∈ AP · e
it2 and v ∈ C0, implying
v = u− w ∈ U , then v = 0, u = w ∈ AP · eit
2
contradicting Example 4.21. ¶
Examples 4.25. U = UAA · eit
2
or LAPub · e
it2 or r(φ,R, X) | J · eit
2
do not sat-
isfy (∆), with UAA respectively LAPub = almost automorphic respectively Levitan
almost periodic functions, r(φ,R, X) = recurrent functions (see [9, p. 10]).
Further (∆) results can be found in §7, Propoposition 8.9 and Remark 8.10.
§5 Mean classes, derivatives and uniform continuity
In this section we complement (2.17), (2.19), Theorem 2.11(b), and also the dis-
cussion of strict inclusions. Furthermore a far-reaching generalization of results of
Bochner and Upton will be given in Proposition 5.6 see [22, p. 442], [74, p. 15,
Theorem 11].
Proposition 5.1.
(i) If A ⊂ L1loc(J, X) or ⊂ D
′(J, X) satisfies (∆1) and is invariant with respect to
multiplication by positive numbers, then MA ⊂ ALoc +A
′
Loc;
if such an A satisfies (∆′1) instead of (∆1), M˜A ⊂ A+A
′.
(ii) If A ⊂ L1loc(J, X) or ⊂ D
′(J, X) is real-linear, positive-invariant and satisfies
(∆) respectively (∆′), then for n ∈ N
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(5.1 ) MnA = (Mn−1A)Loc + (M
n−1A)′Loc respectively
M˜nA = M˜n−1A+ (M˜n−1A)′.
Here
ALoc := A ∩ L
1
loc(J, X), A
(n) := {T (n) : T ∈ A},
A′ = A(1), A′Loc := (A
′)Loc = A
(1)
Loc,
(5.2 ) A
(n)
Loc = {φ ∈ L
1
loc(J, X) :
to φ exists ψ ∈ A ∩W 1,nloc (J, X) with φ = ψ
(n)a.e.}, n ∈ N0.
For relations between (∆1) and (∆
′
1) see after Definition 1.4; (A
′)Loc is strictly
contained in (ALoc)
′ in general.
Proof. (i) Case MA : Let φ ∈ MA,⊂ L1loc. Then φ = (φ −M1φ) +M1φ with
M1φ ∈ A. By the assumption, (Pφ)h − Pφ = hMhφ ∈ A for all 0 < h ∈ R. Hence
by (∆1), (Pφ−M1Pφ) ∈ A. Now for ψ ∈ L
1
loc(J, X), h > 0,
(5.3 ) MhPψ − PMhψ = ch = (MhPψ)(α0) on J
(proof by differentiation), so ψ := P (φ − M1φ) − C1 ∈ A ∩ W
1,1
loc (J, X) by [53,
Theorem 3.8.6, p. 88], with ψ′ = φ−M1φ a.e. This means ψ
′ = φ−M1φ ∈ A
′
Loc.
Case M˜A : Let T ∈ M˜A. Then T = (T−M˜1)T+M˜1T . By [71, p. 51, The´ore`me
I] there exists S ∈ D′(J, X) such that S′ = T . One has Sh − S = hM˜hT ∈ A for
all h > 0. Hence by (∆1), (S − M˜1S) ∈ A. Since (S − M˜1S)
′ = (T − M˜1T ) and
M˜1T ∈ A, one gets M˜A ⊂ A+A
′.
(ii) for n = 1 follows by Lemma 2.2, MA, M˜A are real-linear, with
(5.4) A as in Proposition 5.1 (ii) implies
ALoc ⊂MA respectively A ⊂ M˜A.
(5.1) for general n follows from this for Mn−1A respectively M˜n−1A with Lemma
2.3. ¶
Corollary 5.2. If A ⊂ L1loc(J, X) or ⊂ D
′(J, X) is real-linear, positive- invari-
ant, satisfies (∆) and n ∈ N, then
(5.5) MnA =
∑n
j=0A
(j)
Loc.
Proof. This follows from (5.1) inductively with (A
(j)
Loc)
′
Loc = A
(j+1)
Loc , Lemma 2.2
and (1.11), (5.4).¶
Remark. (5.5) is false for n = 1, A = Ae of Example 3.1.
For J = R one can show more:
Corollary 5.3. Assume A ⊂ D′(R, X), real linear, positive-invariant and A ∗
L∞c (R,R) ⊂ A, n ∈ N; then
(i) If A satisfies (∆′), M˜nA = A+A(n),
(ii) If A ⊂ L1loc(R, X) satisfies (∆), M
nA = A+A
(n)
Loc.
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Here L∞c (R,R) := {f ∈ L
∞(R,R) : supp f is compact }.
Proof. (i) By Proposition 5.1, Lemma 2.2 and induction one gets M˜nA =∑n
j=0A
(j). For T ∈ A and 1 ≤ j ≤ n Lemma 2.8 gives T = U
(n−j)
j + ζn−j ∗ T ,
with Uj ∈ A since all γFn−j ∈ L
∞
c (R,R); so T
(j) = U
(n)
j + ζ
(j)
n−j ∗ T ∈ A
(n) +A for
1 ≤ j < n.
(ii) As in (i) one gets MnA ⊂ (
∑n
j=0A
(j))Loc and if f ∈ A, f
(j) = g
(n)
j + hj
with gj , hj ∈ A. So, for φ ∈M
nA one gets φ = F +G(n) with F,G ∈ A. Since here
φ, F ∈ L1loc(R, X), also the distributional derivative G
(j) ∈ L1loc(R, X) for 1 ≤ j < n
and thus ∈ A
(n)
loc by (2.5). ¶
In a similar way, one can show the following extension to J 6= R:
If A ⊂ L1loc(J,R), is real-linear, positive-invariant with (∆), and if there exists
A˜ ⊂ L1loc(R, X) with A = A˜| J, and A˜ ∗L
∞
c (R,R) ⊂ A˜, then M
nA = A+A
(n)
Loc for
n ∈ N.
Examples are A = AP (J, X), AAP (J, X), SpAP (J, X), Eub(J, X).
Corollary 5.4. Any Stepanov Sp-almost periodic function f can be written in the
form
(5.6) f = u+ v′ a.e., with u, v ∈ AP (J, X) and v ∈W 1,1loc (J, X).
This follows from (5.5) and (3.6).
Example 5.5. In general MA(R, X)| J is strictly contained in M(A(R, X)| J).
We indicate this for AP (R,R), J = [0,∞) : Construct first a g =
∑∞
n=1 gn ∈
AP (R,R) with g| J ∈ C∞(J,R), but for no ε > 0 is g of bounded variation in
[−ε, 0]. This one gets with gn ∈ C
∞(R,R), periodic with period 2n + 1, ≡ 0 on
[0, 2n], ||gn||∞ ≤ 2
−n, and gn(t) = 2
−n sin(ωnt) on [−4
−n+ εn,−4
−n−1− εn], supp
gn| [−1, 0] ⊂ In := [−4
−n,−4−n−1] with εn = |In|/(2n), ωn = pi · 4
2n+2. Then also
g(0) = 0 and g′(0−) does not exist.
If f := (g| J)′, f ∈MAP (J,R) by Lemma 2.2.
f 6∈ MAP (R,R)| J : Assuming the contrary, by Proposition 5.1 and Example 4.7
there exists u, v ∈ AP (R,R) with v(0) = 0, v ∈ W 1,1(R,R) and f = u + v′ a.e.
on J. Integration gives g = w + v on J with w(t) =
∫ t
0
u(s) ds. This means that
|w| ≤ c1 <∞ on J. For t > 0 and a suitable τ ∈ T (u,
1
t ) one gets |w(−t)| ≤ 2c1+1,
w is bounded on R. Then w ∈ AP (R,R) by the Bohl-Bohr theorem (see the
introduction and before Proposition 6.2), implying g = w + v on R. But then g
would be absolutely continuous on [−1, 0], a contradiction.
A result of Bochner [22, p. 442], [2, p. 6, VI], [76, p. 24] states that if f ∈
AP (R,C) has uniformly continuous derivative f ′, then f ′ is also ap; an analogue
for f ′′ can be found in [33, p. 525, problem 12], [76, p. 25], analogues for asymptotic
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ap functions respectively almost automorphic functions respectively λ-classes in [76,
p. 38, Theorem 2] respectively [46, p. 26] respectively [9, Corollary 1.4.3]. Another
result of Stepanoff [73], [21, p. 81], [2, p. 78, VII] states that if f is Stepanoff-ap
in SpAP (R, X) and uniformly continuous, then f is already Bohr-ap. All these
results are subsumed by Proposition 5.6:
Proposition 5.6. If A ⊂ L1loc(J, X) or ⊂ D
′(R, X) is uniformly closed and n, k ∈
N0, then (Mn+kA)∩MkCu(J, X) = (M˜n+kA)∩MkCu(J, X) ⊂MkA and D′A∩
M˜kCu(R, X) ⊂ M˜kA for J = R.
Proof (see [13, p. 134 Proposition 3.5]). If φ ∈ MA ∩ Cu, then Mhφ ∈ A and
Mhφ→ φ as h→ 0 uniformly, φ ∈ A. Inductively, this gives (M
nA) ∩ Cu(J, X) ⊂
A and with A also MnA is uniformly closed; (M˜nA) ∩ L1loc(J, X) = M
n(A ∩
L1loc(J, X)) (see (2.18)). To φ ∈ D
′(J, X) ∩ Cu(J, X) there exists (ϕn) ⊂ D(R,K)
with φ ∗ ϕn → φ uniformly.
For general k one gets with this (Mn+kA) ∩MkCu = M
k(MnA ∩ Cu(J, X)) =
MkA, similarly for D′A. ¶
With Proposition 5.6 an extension of the Bohl-Bohr-Kadets result on integration
of ap functions can be obtained (see §6 after Corollary 6.6, [54], [8]); also with
Proposition 5.6 a result of Upton [74, Theorem 11, p. 15] can be extended.
§6 Almost periodic distributions and indefinite integrals
By the above, especially examples 3.4, 3.5, 4.7, all the results of section 2 apply
to these spaces. For example, since AP (J, X) ⊂ SpAP (J, X) ⊂ MAP (J, X), each
inclusion being strict by (3.6), with (2.17), (2.19) and Examples 4.7 almost periodic
distributions are scaled by (6.1), (6.2):
(6.1) D′AP (R, X) = ∪
∞
n=0M˜
nAP (R, X)
= ∪∞n=0M˜
nSpAP (R, X) = D′SpAP (R, X),
(6.2) D′AP (R, X) ∩ L
1
loc(R, X) = ∪
∞
n=0M
nAP (R, X)
= ∪∞n=0M
nSpAP (R, X) = D′SpAP (R, X) ∩ L
1
loc(R, X),
for 1 ≤ p < ∞, with MnAP (R, X) ⊂ MnSpAP (R, X) ⊂ Mn+1AP (R, X), simi-
larly for M˜, any X .
Almost periodic distributions can also be characterized by translation or com-
pactness properties, that is Bohr’s, Bochner’s and von Neumann’s definition all give
D′AP :
Theorem 6.1. For T ∈ D′L∞(R, X) and ΦT (l) := Tl for l ∈ R, the following
statements are equivalent:
(a) T ∈ D′AP (R, X);
(b) T ∈ D′SpAP (R, X) for some p ∈ [1,∞) [or equivalently for all p ∈ [1,∞) ];
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(c) For any V = neighborhood of 0 in D′L∞(R, X), the set T (T, V ) of V -periods
of T is relatively dense in R;
(d) To each sequence (am)m∈N ⊂ R there exists a subsequence (amn)n∈N and
S ∈ D′L∞(R, X) with Tamn → S in D
′
L∞(R, X) [or in (DL1)
′(R, X) ];
(e) = (d), with ”subsequence (amn))n∈N” replaced by ”subnet (an(i))i∈I”;
(f) = (e), with ”sequence” replaced by ”net”;
(g) {Tl : l ∈ R} is totally bounded [= relatively compact] in D′L∞(R, X);
(h ) ΦT ∈ AP (R,D′L∞(R, X)) [or ∈ AP (R, (DL1)
′(R, X))];
(i) there exists f, g ∈ AP (R, X) and m ∈ N0 such that T = f + g(m) on D(R,K);
(j) there exists a sequence (fn) ⊂ AP (R, X) [or equivalently a net (Ti)i∈I ⊂
D′AP (R, X) ] with fn [respectively Ti] → T in D
′
AP (R, X).
Here T (T, V ) := {τ ∈ R : Tτ −T ∈ V }; the topology of D′AP (R, X) and D
′
L∞(R, X)
is given by the seminorms ||T ||U := sup {||T (ϕ)|| : ϕ ∈ U}, with U ⊂ D(R,K), U
bounded in DL1(R,K) (see §1).
Proof. (a)⇔ (b) follows by (6.1).
(a)⇔ (i)⇔ (j): Theorem 2.11, Proposition 2.9.
Ti → S in (DL1)
′(R, X) is equivalent with ΦTi → ΦS in (DL1)
′(R, X) uniformly
on R and also equivalent with Ti → S in D′L∞(R, X), that is uniformly on DL1-
bounded U ⊂ D(R,K); see (i)⇒ (h).
(i) ⇒ (h): If g ∈ AP (R, X), by definition there is a sequence of trigonometric
polynomials gn ∈ Π(R, X) with gn → g uniformly on R. If now U is bounded
⊂ Y := D′L∞(R, X), for ϕ ∈ U and m ∈ N0 and s ∈ R one has
||Φ
g
(m)
n
(s)(ϕ)− Φg(m)(s)(ϕ)|| = ||
∫
R
(gn(t)− g(t))ϕ
(m)
−s (t) dt|| ≤
||gn − g||∞ · ||ϕ
(m)||L1 ≤ ε
for n ≥ suitable nε, since sup {||ϕ
(m)||L1 : ϕ ∈ U} <∞ for fixed m.
Since elementary calculations show Φ
g
(m)
n
∈ Π(R, Y ), the above means Φg(m) ∈
AP (R, Y ) by our definition in §1, especially Φf ∈ AP (R, Y ) if f ∈ AP (R, X). So
(h) holds if T is as in (i).
(h)⇒ (g): With the periodicity and uniform continuity of γω, the a ·γω : R→ Y
has totally bounded range in Y if a ∈ Y , ω ∈ R. Since furthermore with f(R) and
g(R) also (f + g)(R) is totally bounded, all trigonometric polynomials ∈ Π(R, Y )
have totally bounded range. ΦT ∈ AP (R, Y ) can be uniformly approximated by
such, implying ΦT (R) = {Ts : s ∈ R} is totally bounded in Y . For “relative
compact” see Remark 6.3 and (6.3) below.
(g) ⇔ (g˜),= set of translates {(ΦT )t : t ∈ R} is totally bounded in V (R, Y ),
where
V (R, Y ) := Y R equipped with the locally convex topology of uniform convergence
on R:
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Given U ⊂ D(R,K), U bounded in DL1(R,K), the U
′ := {ϕs : ϕ ∈ U, s ∈ R} is
also bounded. So by (g) the set {Tt : t ∈ R} can be covered by W1, · · · ,Wn with
Wj = {T ∈ Y : ||T (ϕ)−Ttj (ϕ)|| ≤ ε for ϕ ∈ U
′}. This implies that {(ΦT )t : t ∈ R}
is covered by the
{Φ ∈ Y R : ||(Φ(s)− (ΦT )tj (s))(ϕ)|| ≤ ε for all ϕ ∈ U, s ∈ R},
giving (g)⇒ (g˜). (g)⇒ (g˜) follows with s = 0.
(g) ⇔ (c) ⇔ (e) ⇔ (f). This follows from the following abstract character-
izations of almost periodicity (for the definitions of nets and subnets see [56, p.
28]):
Proposition 6.2. If G is a locally compact abelian group, and Y a topological
abelian group, V := C(G, Y ) is equipped with the topology Tu of uniform conver-
gence on G, then for Φ ∈ V the following statements are equivalent
(i) The set of translates {Φt : t ∈ G} is totally bounded in (V,Tu) (von Neumann
ap [25, p. 22]).
(ii) To each net (tα)α∈A from G there exists a subnet (tα(β))β∈B with (Φ)tα(β)
Cauchy in (V,Tu).
(iii) To each sequence (tm)m∈N from G there exists a subnet (tm(β))β∈B with
(Φ)tm(β) Cauchy in (V,Tu).
(iv) For each neighborhood U of 0 in Y the set T (Φ, U) of U -periods is relatively
dense in G (Bohr ap).
(v) Φ is Maak ap (see [61, p. 26]): φ : G→ Y is called Maak almost periodic if
for each neighborhood U(0) of 0 of Y there exists a partition P1, · · · , Pn of G such
that
G = ∪nk=1Pk, φ(a+ s)− φ(b+ s) ∈ U for a and b ∈ same Pk, s ∈ G.
(V,Tu) stands here for V equipped with the topology Tu of uniform convergence
on G.
In (iv), M -relatively dense in G means there exists a compact K ⊂ G with
M ∩ (x+K) 6= ∅ for each x ∈ G.
Remark 6.3. (α) G can be any abstract abelian group in the discrete topology,
K-compact means then K finite in (iv).
(β) If in Proposition 6.2 the Y is topologically complete, e.g. complete, then (i)
is equivalent with
(i′) {Φt : t ∈ G} is relatively compact in (V,Tu);
(ii) is equivalent with
(ii′) To each net (tα)α∈A from G there exists a subnet (tα(β))β∈B with (Φ)tα(β)
convergent to some Ψ ∈ V uniformly on G;
(iii) is equivalent with
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(iii′) To each sequence (tm)m∈N from G there exists a subnet (tm(β))β∈B with
(Φ)tm(β) convergent to some Ψ ∈ V uniformly on G.
(γ) All the above holds for Y = uniform space.
(δ) All the above can be extended to non-abelian G.
We indicate a proof of Proposition 6.2 (”folklore” ) only for the special case (β)
of Remark 6.3, only this is used here. First one has
(6.3) For any X , Y = D′L∞(R, X) is a complete locally convex space.
Proof. (See [71, p. 201]): Given a Cauchy-net (Ti)i∈I from Y , then for fixed ϕ ∈
D(R,K), (Ti(ϕ))i∈I is a Cauchy-net in X ; X being complete, there exists T :
D(R,K) → X with Ti(ϕ) → T (ϕ) for ϕ ∈ D(R,K); T is obviously linear. By
definition of Y , Ti(ϕ) → T (ϕ) uniformly on U ⊂ D(R,K) which are bounded in
DL1(R,K), especially on {ϕm : m ∈ N} if ϕm → 0 in DL1(R,K), ϕm ∈ D(R,K).
DL1(R,K) being metrizable, this gives the continuity of T , i.e. T ∈ D
′
L∞(R, X). ¶
(6.3) means that for Proposition 6.2 we can assume Y complete, thus also C(G, Y )
is complete.
“Totally bounded” in (g) or (g˜) is then equivalent with relatively compact ([57, p.
36, (2) a)]). Furthermore, the equivalence of (i), (ii), (iii) is then via (i′), (ii′), (iii′)
a general topological result ([57, p. 36, (2)b), (3)]).
The equivalence of (i) and (iv) follows directly from the definitions.
(iv) ⇒ (i) follows as in [2, p. 5, VI], where the case G = R, Y = Banach space
X is treated; similarly (i) ⇒ (iv) follows from [2, p. 8, (ε) or p. 9, VIII]. As in
(g˜) ⇔ (g) above the equivalence of (g), (c), (e), (f) follows then from Proposition
6.2 for ΦT .
(g)⇒ (d).
This also follows as above from a general topological results:
Lemma 6.4. If G, Y , (V,Tu) are as in Proposition 6.2, and if additionally Y
satisfies von Neumann’s countability axiom (A0), then for Φ ∈ V = C(G, Y ),
(i′){Φt : t ∈ G} is relatively compact in (V,Tu) is equivalent with
(vi′) To each sequence (tm)m∈N from G there exists a subsequence (tmn)n∈N with
(Φ)tmn convergent to some Ψ ∈ V uniformly on G (Bochner’s criterion [23, p.
154]).
Here (A0) for Y means there exist countably many open Un with 0 ∈ Un ⊂ Y and
∩∞n=1Un = {0} (see [63, p. 4, Definition 2b (2)]).
If Y has (A0) and is additionally topologically complete, then by the approxi-
mation theorem in [25, p. 37, Theorem 27], (i)− (vi) are also equivalent with
(vii) Φ ∈ AP (G, Y )
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with AP (G, Y ) defined as in §1 (using continuous bounded characters γ : G → C
instead of γω and replacing ”sequence (pin) ⊂ Π(R, X) such that ||pin − φ|| → 0 as
n→∞” by ”net (pii) ⊂ Π(R, Y ) with pii → φ uniformly on G”).
Lemma 6.4 can be applied in our case to ΦT : {(ΦT )t : t ∈ R} is relatively
compact by (g)⇒ (g˜) and the remarks after (6.3) above.
Though Y := D′L∞(R, X) does not satisfy the first axiom of countability (A1)
(it is also not separable), it satisfies (A0) for arbitrary X : D(R,K) is separable in
the induced topology of DL1(R,K)
( Pr := {ρn · p : n ∈ N, p polynomial with rational coefficients ∈ K} is countable,
with fixed ρn ∈ D(R,K), 0 ≤ ρn ≤ 1, ρn = 1 on [−n, n], supp ρn ⊂ [−n− 1, n+ 1];
approximating ϕ(m) by rational polynomials, m ∈ N0 and ϕ ∈ D(R,K) fixed, it can
be shown that Pr is dense in D(R,K) as stated);
Taking Um,n := {T ∈ D
′
L∞(R, X) : ||T (ϕn)|| ≤ 1/m} with {ϕn : n ∈ N} DL1 -dense
in D(R,K), one gets (A0) for D
′
L∞(R, X), and thus (g)⇒ (d).
Proof of Lemma 6.4. (i′)⇒ (vi′): Given U ′n neighborhoods of 0 in Y with ∩
∞
n=1 U
′
n
= {0} there are closed neighborhoods Un of 0 in Y with Un + Un ⊂ U
′
n and
Un+1 ⊂ Un for each n ∈ N. If (t′m)m∈N is a sequence from G, with M = {Φt :
t ∈ G} totally bounded ([57, p. 36, (2)a)]) recursively there exist subsequences
(tn,m)m∈N of (t
′
m) for n ∈ N with (tn+1,m)m∈N is a subsequence of (tn,m)m∈N and
Φtn,k(s) − Φtn,l(s) ∈ Un for s ∈ G and k, l ∈ N, any n ∈ N. If (tm) := diagonal
sequence of (tn,m)m∈N, one has: (tm) is a subsequence of (t
′
m), and
(6.4) Φtm(s)− Φtn(s) ∈ Um for s ∈ G if n ≥ m, m,n ∈ N.
(Φtm)m∈N is Cauchy in (V,Tu):
If not there exist a neighborhood U0 of 0 in Y , strictly monotone sequences (mk),
(nk) in N and (sk) ⊂ G with
(6.5) Φtmk (sk)− Φtnk (sk) 6∈ U0 for k ∈ N.
By (i′), there exists a subnet (k(i))i of (k) and f ∈ V with
Φtmk(i) → f uniformly on G.
Similarly there are a subnet (l(j))j of (k(i))i and g ∈ V with
Φtnl(j) → g uniformly on G.
Choosing a neighborhood W0 of 0 in Y with W0 = −W0, W0 +W0 ⊂ U0 one gets
k0 ∈ N with
Φtmk0
(s)− f(s) ∈W0 and Φtnk0
(s)− g(s) ∈W0 for s ∈ G.
(6.5) gives f 6= g.
Now by (6.4) one has, for fixed q ∈ N and m ≥ q,
Φtm(s)− Φtnl(j) (s) ∈ Uq for s ∈ G and j ≥ j(m);
since Uq is closed in Y , this implies
Φtm(s)− g(s) ∈ Uq for s ∈ G and m ≥ q.
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Similarly one gets f(s) − g(s) ∈ Uq for s ∈ G. Since q is arbitrary, (A0) implies
f = g, a contradiction.
{Φt : t ∈ G} relatively compact gives then a Ψ ∈ V with Φtm → Ψ uniformly on
G, i.e. (vi′).
We omit the proof of (vi′)⇒ (i′), since in our case it follows from (6.3) and Remark
6.3. ¶
(In fact, the uniformity on {Φt : t ∈ R} induced by (V,Tu) satisfies the first
axiom of countability (A1)).
(d) ⇒ (a): As in the proof of (g) ⇒ (g˜), Tamn → S in D
′
L∞(R, X) implies
ΦTamn → ΦS uniformly on R. With definition T ∗ ϕ(t) = T (ϕˇt) [75, p. 156, (2)]
this gives for fixed ϕ ∈ D(R,K), with Ψ := T ∗ϕ ∈ Cb(R, X): Ψ(s+amn)→ S∗ϕ(s)
as n → ∞, uniformly in s ∈ R. Since this holds for any sequence (am) from R,
Bochner’s criterion for X-valued ap functions on R [23, p. 154], [2, p. 9, VIII, p.
15, I] gives Ψ ∈ AP (R, X) as defined in §1. ϕ being arbitrary, (a) follows.
The proof of Theorem 6.1 is complete. ¶
By (6.1), (6.2) the Stepanoff SpAP (R, X) functions and distributions are subsumed
by almost periodic distributions D′AP (R, X).
For the functions AAP (R, X) and EAP (R, X) this is not the case. One can even
show Cc(R, X) ∩ D′AP (R, X) = {0}, so D
′
AP (R, X) ⊂ D
′
AAP (R, X) ⊂ D
′
EAP (R, X),
each inclusion being strict; however, already MAP 6⊂ EAP .
Similarly, there exists g ∈MAP (R,R) with g 6∈ BpAP (R,R). Conversely, not even
W pAP (R,R) ⊂ D′AP (R,R) in the following strong sense: There exists Weyl ap
function f ∈ C∞(R,R) with f ∈ W pAP (R,R) for all p ∈ [1,∞) such that [f ]B1 ∩
D′AP (R,K) = ∅, where [f ]B1 := Besicovitch equivalence class {F ∈ L
1
loc(R,K) :
||F − f ||B1 = 0}. (For f one can use a slight modification of the F of ”main
example IV” of [27, Appendix, pp. 131-133], suitably refining the arguments and
lemmas there; there is no space for details).
The following is a generalization of the Bohl-Bohr-Amerio-Kadets theorems [21,
p. 7], [37], [54], [8 and references therein] (see the introduction, and after Corollary
6.6).
Proposition 6.5. If U,A ⊂ L1loc(J, X) or ⊂ D
′(J, X), A satisfies (LU ) then MA
respectively M˜A respectively D′A(R, X) for J = R satisfy (LMU ) respectively (L
′
M˜U
)
respectively (L′
D′
U
) (for (LU ) etc. see §1).
Proof. The definitions and ∆hMs =Ms∆h, ∆hM˜s = M˜s∆h. ¶
To apply this to indefinite integrals, we need an extension of P defined for
functions in section 1 to vector-valued distributions defined on any open interval I:
(6.6) There exists P˜ : D′(I,X)→ D′(I,X) with (P˜T )′ = T , T ∈ D′(I,X),
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P˜ linear, continuous.
This follows as in [71, p. 52]; for f ∈ L1loc(J, X) one has however only P˜ f = Pf +c,
with the constant c depending on f .
Corollary 6.6. U,A ⊂ D′(R, X), A satisfies (LU ), is linear and contains all the
constants, then T ∈ D′A(R, X), P˜ T ∈ D
′
U (R, X) implies P˜T ∈ D
′
A(R, X).
Proof. Differentiation and (2.8) give ∆hP˜ T = hM˜hT+ constant, ∈ D
′
A
(R, X) by
Proposition 2.4 (a). ¶
Special case : A = AP (R, X) with c0 6⊂ X , U = L
∞(R, X), then A satisfies (Lub)
by [13, p. 120] and then (Lb) with Proposition 1.7 (i).
A = UAA(R, X) and LAPub(R, X) are also possible (see [13, p. 120]).
Similar results hold for MnA and M˜nA instead of D′
A
(R, X), this will be treated
somewhere else.
Corollary 6.6 contains the classical Bohl-Bohr-Kadets theorem:
If φ ∈ AP (R, X) with c0 6⊂ X and only Pφ ∈ D′L∞(R, X) (for example Pφ ∈
S1b (R, X)), then Pφ ∈ AP (R, X).
Indeed, Pφ ∈ D′AP (R, X) by the special case above and the remark after (6.6).
But then Pφ ∈ AP (R, X) by Proposition 5.6.
Corollary 6.6 can be extended to the half line, this will be shown in a future note.
§7 Ergodic classes
This section is devoted to the study of ergodic classes. We give inclusion relations
between the various MnA, A = E , Eub, T E , T E0, and apply results of section 4 to
show (∆) for E(J, X), E0(J, X), En(J, X), Av0(J, X), Avn(J, X).
Proposition 7.1. For any J, X, the following inclusions hold and are strict
(7.1) T Eub ⊂ Eub ⊂MEub ⊂ E ⊂M
2Eub ⊂
⊂ME ⊂M3Eub · · · ⊂ M
nE ⊂Mn+2Eub ⊂ · · · ,
⊂ D′
Eub
(R, X) = D′
E
(R, X) for J = R.
(7.1) holds also, if there everywhere E is replaced respectively by E0, T E0 or T E .
Furthermore, Cub(R, X)∩D
′
T E(R, X) = T Eub(R, X) and Cub(R, X)∩D
′
T E0
(R, X) =
T E0(R, X) ∩ Cub(R, X); but Eub 6⊂ ∪∞0 M
nT E = ∪∞0 M
nT Eub.
Proof. Case E : If φ ∈ MEub(J, X), φ = ψ + ξ with ψ ∈ Eub(J, X) and ξ ∈
(Eub)
′
Loc(J, X) by Proposition 5.1 (i) and Examples 4.7. This means that ξ ∈
E(J, X) and proves φ ∈ E(J, X). If φ ∈ E(J, X), Mhφ ∈ E(J, X) for each h > 0 by
(2.6). Now
(7.2) E(J, X) ⊂MCb(J, X),
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since MTφ and MT+hφ are bounded for suitable T , also for open J 6= R. This
implies that MτMhφ ∈ Eub(J, X) for all τ, h > 0.
If f ∈ Cub(J,R) is defined by f = 1 on I2n and f = 0 on I2n+1, where In =
[10n + 1, 10n+1 − 1] then γωf ∈ Eub(J,R) for all ω 6= 0, but f 6∈ E . This gives
T Eub(J, X) 6= Eub(J, X).
If f(t) = sin t2, f ′ ∈ E(J,R); Lemma 2.2 gives f (n) ∈ Mn−1E(J,R). If f (n) ∈
MnEub(J,R), (2.8) gives ∆hn · · ·∆h1f ∈ Eub(J,R) ⊂ Cub(J,R), then Proposition
1.7 (i) inductively f ∈ Cub(J,R) ⊂ Cu(J,R), a contradiction. This means that the
inclusions MnEub(J, X) ⊂Mn−1E(J, X) are strict for all n ∈ N.
We omit the examples for Mn−1E(J, X) 6=Mn+1Eub(J, X).
MnEub ⊂ D
′
Eub
by Corollary 2.5 and Example 4.7, D′
Eub
= D′
E
then by Corollary
2.14, Example 3.4 and Eub ⊂ E ⊂ D
′
Eub
of (7.1).
Case E0 can be proved similarly.
For the T E , T E0-cases we need first T E ⊂MT E , T E0 ⊂MT E0:
If φ ∈ T E(J, X) (respectively T E0(J, X)),Mhφ ∈ Cb(J, X) by (7.2). This implies
γωMhφ ∈ Cb(J, X) for all γω. Therefore (γωMhφ)′ ∈ E0(J, X). Since γ′ωMhφ =
(γωMhφ)
′ − γω(∆hφ)/h, one gets γ
′
ωMhφ ∈ E(J, X) (respectively E0(J, X)). This
gives (γωMhφ) ∈ E(J, X)(respectively E0(J, X)) for all ω 6= 0 and hence Mhφ ∈
T E(J, X) (respectively T E0(J, X)) with Eub ⊂ E ⊂ D′Eub (E0,ub ⊂ E0 ⊂ D
′
E0,ub
) of
(7.1).
(7.1) for T E (respectively T E0(J, X)) follows then as for E , especially D′T Eub = D
′
T E
( respectively D′
T E0,ub
= D′
T E0
).
Cu ∩ D
′
T E
= T Eub follows with Proposition 5.6 and the above. ¶
Remark 7.2.
(i) There exists even f ∈ Cub(J, X) ∩ C∞(J, X) with γωf ∈ Eub(J, X) for ω 6= 0
but f 6∈ T Eub(J, X).
(ii) For any J, X, k ∈ N0 one has MkL∞ ∩MkE =MkL∞ ∩Mk+1Eub.
Proposition 7.3. A = E0, En, Av0, Avn have (∆) for arbitrary J, X.
Proof. Case A = E0:
Given φ ∈ L1loc(J, X), with ∆hφ ∈ E0(J, X) for all h > 0. For fixed ε > 0 define
Aεm := {f ∈ L
1
loc(J, X) : ||MT f(t)|| ≤ ε, for all t ∈ J, T ≥ m}, Eε := ∪m∈NA
ε
m.
One can apply Lemma 4.12 (MT∆sφ = ∆s(MTφ) is continuous in s), so φ −
(Mhφ)v ∈ Eε for 0 < h ≤ δ. ∆vφ ∈ E implies ∆vφ ∈ Eε for all ε, thenMh∆vφ ∈ Eε,
yielding φ−Mhφ ∈ E2ε for all 0 < h ≤ δ. With
(φ−M2n+1hφ) = (φ−M2nhφ)−
1
2M2nh∆2nhφ
and εn > 0 with
∑∞
n=1 εn < ε
one gets analogously φ−Mhφ ∈ E3ε for all h > 0. Thus φ−Mhφ ∈ ∩ε>0Eε ⊂ E0.
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The proofs of the cases En, Av0, Avn are similar, replacing the above A
ε
m respec-
tively by
{f ∈ L1loc(J, X) :MT (|f)|(t) ≤ ε, for all t ∈ J, T ≥ m},
{f ∈ L1loc(J, X) : ||MT (f)(α0)|| ≤ ε, for T ≥ m},
{f ∈ L1loc(J, X) :MT (|f |)(α0) ≤ ε, for T ≥ m}. ¶
Proposition 7.4. If U and V are additive groups, positive invariant, with (∆),⊂
L1loc(J, X), with closed J and any X, if furthermore U ∩ V = {0}, V ⊂ C(J, X)
and to U exists m0 ∈ N0 with U ⊂ Mm0Av0(J, X) and finally, U, V are invariant
if J = R, then U + V satisfies also (∆).
Proof. With Proposition 4.18 we have to show that in ∆hΦ(t) = u(t, h)+v(t, h) the
v(α, h) in h ∈ (0,∞) is h-measurable on (0,∞), Φ as there. Now, by Proposition
4.18 one has, also if J = R,
(7.3) ∆hφ(t) = v(t, h), t ∈ J, h ≥ 0 respectively h ∈ R if J = R,
with φ(t) := v(α, t− α), t ∈ J and v(· , h) ∈ V ⊂ C(J, X) for h ∈ R+ respectively
R.
We now first assume X = K, = R or C. By Corollary 7.5 below, a refinement of
a result of de Bruijn, there exists a g ∈ C(J,K) and an additive H : R → K such
that
(7.4) φ = g +H on J.
with ∆hΦ = u+ v and (7.3) one gets, with F := Φ− g, ∈ L
1
loc(J,K)
(7.5) ∆hF (t) = u(t, h) +H(h), t ∈ J.
Applying the means Mn, with respect to the variable t, to both sides of (7.5), one
gets
Gn(t, h) :=Mn(∆hF )(t) =Mn(u) +H(h), h ∈ R+, where Gn ∈ C(J× R+,K).
Choosing a ∈ (R+)m0 and applying Ma to Gn, one gets
MaGn(· , h) =MaMn(u) +H(h) =MnMau+H(h), h ∈ R+.
Since by assumptions Mau ∈ Av0(J, X), MnMau(α) → 0 as n → ∞ by the
definition of Av0.
This gives qn(h) :=MaGn(· , h)(α)→ H(h) for h ∈ R+ as n→∞. Since the Gn
are (t, h)-continuous on J×R+, the same holds for MaGn, so the qn are continuous
on R+, with qn(h)→ H(h) pontwise on R+.
This implies the measurability of H on R+; the additivity of H on R gives the
measurability of H on R. H(s + h) −H(s) = H(h) for s, h ∈ R and Lemma 4.19
imply H ∈ L1loc(R,K); integrating with respect to h over [0, 1] gives the continuity
of H on R (even H(t)=ct). (7.4) shows that φ is continuous on J.
For general X , choose y ∈ dual X∗ and consider ψ := y ◦ φ with φ of (7.3). One
has
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∆hψ ∈ C(J,K) for h ∈ R+, ψ = g+H by the above, ∆h(y◦Φ−g) = y◦u+H(h),
with g, H depending on y. Since u ∈ Mm0Av0(J, X) implies y ◦ Φ ∈ L1loc(J,K)
(y(Mhf) = Mh(y ◦ f) for f ∈ L
1
loc(J, X) by Hille’s theorem [75, p. 134, Corollary
2], by the above one gets the continuity of ψ = y ◦ φ on J.
y being arbitrary ∈ X∗, this means that φ is weakly continuous on J; but then φ(J)
is weakly separable and then (norm)-separable. Since φ is weakly measurably, so
by Pettis’ theorem ([75, p. 131] or [50, p. 158, Satz 5]) φ is (Bochner-Lebesgue)
measurable on J. (7.3) gives the desired measurability of v(α, ·) on R+.
To complete the proof of Proposition 7.4, we use the following result of de Bruijn
[30, p. 197, Theorem 1.3]
Theorem. If I ⊂ R is an arbitrary interval, f : I → R is an arbitrary function
such that for each h ∈ R the difference
(∆hf) | (I ∩ (I − h)) is continuous on I ∩ (I − h), then there exists g, H with
(7.6) f = g +H on I,
g ∈ C(I,R) and H : R→ R additive, i.e. H(t+ s) = H(t) +H(s) for all s, t ∈ R.
We need here the following reformulation, K = R or C.
Corollary 7.5. If I ⊂ R is an arbitrary interval, f : I → K is arbitrary such that
for each h > 0 the difference (∆hf) | (I ∩ (I −h)) is continuous on I ∩ (I −h), then
there exists g, H with g ∈ C(I,K), and H : R→ K additive with (7.6).
For I = [0,∞) or R the assumptions mean: ∆hf is continuous on J for all h > 0.
Proof. The extension of (7.6) to complex valued f , g, H is obvious. By assumptions
(∆hf) is defined and continuous on I ∩ (I − h) if h > 0: The substitution t = s− h
gives −(∆−hf)(s) is defined and continuous on I ∩ (I − h) + h = (I + h) ∩ I =
I ∩ (I − (−h)), so (∆hf) is continuous on I ∩ (I − h) also for negative h as needed
for (7.6). ¶
Remark 7.6. Under additional assumptions extensions of Proposition 4.18 and
Proposition 7.4 to open J = (α,∞) are possible: See Corollary 7.8 and Remark
7.12 below.
Corollary 7.7. Let U be an additive group, positive invariant, ⊂Mm0Av0(J, X)
with m0 ∈ N0, J closed, and U invariant if J = R. Then U + X has (∆) if and
only if U has (∆).
Proof. “if”: One has U ∩X = {0}, since a ∈ X , a ∈ U ⊂ Mm0Av0(J, X) implies,
for h0 ∈ (R+)m0 ,
a =Mh0a ∈ Av0(J, X), so a = limT→∞
1
T
∫ α+T
α
a dt = 0, we can apply Proposi-
tion 7.4.
We omit the proof of “only if”. ¶
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Corollary 7.8. E and Av := Av0 +X satisfy (∆) for any J, X, so also E ∩ L∞,
E ∩ Cb, Eu := E ∩ Cu. For T E and T E0 see Proposition 8.9.
Proof. E = E0 +X and Corollary 7.7 give (∆) for E for closed J ; similarly for Av.
If J = (α,∞), φ ∈ L1loc(J, X) with all ∆sφ ∈ E(J, X), ψ := φ −Mhφ with fixed
h > 0, J1 := [α + 1,∞), then ψ| J1 ∈ E(J1, X). Since E(J, X) ⊂ MCb(J, X) by
(7.2), Example 4.15 and Proposition 4.17 (a) yield ψ ∈ MCb(J, X) for any J, so
M1ψ is bounded on J. This and ψ| J1 ∈ E(J1, X) give ψ ∈ E(J, X)
(∆) for Av and J = (α,∞) follows with Remark 7.9.
E ∩ L∞, E ∩ Cb, E ∩ Cu satisfy (∆) with Propositions 4.17, 4.9, Examples 4.15
and 4.7. ¶
Remark 7.9. Av(J, X) = {f ∈ L1loc(J, X) : limT→∞
1
T
∫ r+T
r
f(t) dt exists = a ∈
X for r = α0}; if the limit exists for one r ∈ J 6= R, it exists for each r ∈ J, and is
independent of r; m(f) := a extends the m| E(J, X).
Similarly for J = R, with limT→∞
1
2T
∫ r+T
r−T
f(t) dt exists for one r.
Other examples for Corollary 7.7 are :
O(w) +X satisfies (∆) with O(w) of Proposition 4.10, if w ∈ some Mm0Avn, e.g
w(t)→ 0 as |t| → ∞, t ∈ J.
Lp +X satisfies (∆) if 1 ≤ p ≤ ∞: p = ∞ is Proposition 4.9 ; else Lp ⊂ MC0 for
closed J, and C0(J, X) ⊂ Av0(J, X).
A simple application of Proposition 7.4 would be AAP = C0 + AP , but this is
covered already by Proposition 4.2 (i), for arbitrary J.
The main applications of Proposition 7.4 are:
Example 7.10. PAP (J, X) satisfies (∆) for closed J, any X.
Proof. In Proposition 7.4 take V = AP (J, X) and U = Cb(J, X)∩Avn(J, X). Then
V satisfies (∆) by Examples 4.7 and U satisfies (∆) by Proposition 4.17, Examples
4.15, Proposition 7.3.
Example 7.11. Similarly U+AP (J, X) satisfies (∆) if U = Avn, T Av0, Av0∩Cb,
Av0, C0, EAP0, En,ub := {f ∈ Eub(J, X) : |f | ∈ E0(J,R)}, En, with J closed, any
X.
One has
AAP = C0 +AP ⊂ EAP0 + AP = EAP ⊂ T E0 + AP ⊂ T (Av0) + AP ,
AAP = C0 +AP ⊂ En,ub + AP ⊂ En ∩ Cb + AP
⊂ PAP ⊂ Avn + AP ⊂ T (Av0) + AP .
Remark 7.12. Examples 7.10 and 7.11 hold also for J = (α,∞), any X.
Proof. With Jr := [α+r,∞) one has (φ−Mhφ)| Jr = ur+fr, fl = f | Jl with unique
f ∈ AP (R, X), then fr = f | Jr; u := φ−Mhφ − f | (α,∞) gives u| Jr = ur ∈ U | Jr
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for r > 0, then u ∈ U with Remark 7.9, Proposition 4.17 and Examples 4.7, 4.15.
¶
Proposition 7.13. If U and W are uniformly closed additive groups ⊂ XJ with
U ⊂ Avn(J, X) and W ⊂ r+(J, X) ∩ C(J, X), then U +W is uniformly closed and
the sum is direct.
Here Avn is defined in section 1, recurrent functions
r+(J, X) := {φ ∈ XJ : T+(φ, 1/n, n) relatively dense in R+ for each n ∈ N}, and
T+(φ, ε, n) := {τ ≥ 0 : ||φ(t+ τ)− φ(t)|| ≤ ε for all |t| ≤ n, t ∈ J}.
Proof. Follows immediately from the (any J, X) Porada inequality:
If u ∈ Avn(J, X) and w ∈ r+(J, X) ∩ C(J, X), then
(7.7) ||w||∞ ≤ ||u+ w||∞.
(7.7) has been introduced by Porada [64, p. 247, (i)] for U = EAP0 and W = AP ,
J = R, X = C, then treated in [77, Lemma 1.3] for U = PAP0, W = AP .
(7.7) follows in turn, for u, w as there, from
(7.8) w(J) ⊂ closure of (u+ w)(J) in X .
(7.8) has essentially been shown in [12?, Proposition 2.4, (2.2)], w ∈ Cub or u ∈ Cb
are not needed in the proof. ¶
Remark 7.14. One can also show that E · eit
2
and T (E · eit
2
) satisfy (∆), see also
Remark 8.10.
§8 Fourier analysis
In this section X will be a complex Banach space, K = C (if K = R, everything
works with sinωt, cosωt instead of eiωt).
To get Fourier coefficients and a formal Fourier series for elements of a class A,
two properties are sufficient: A is closed with respect to multiplication by charac-
ters, and there is a (hopefully invariant and continuous) mean on A:
Proposition 8.1. (i) If A ⊂ D′(R, X) satisfies (Γ), so does D′A(R, X).
(ii) If A ⊂ L1loc(J, X) (respectively D
′(J, X)) is linear, positive-invariant, satis-
fies (Γ) and (∆1) (respectively (∆
′
1)), thenM
nA (respectively M˜nA ) satisfies (Γ),
n ∈ N.
Proof. (i) If T ∈ D′A(R, X) and γω(t) = e
iωt, γωT ∈ D
′(R, X) and (γωT ) ∗ ϕ(x) =
(γωT )(ϕˇ−x) = T (γωϕˇ−x) = T (e
iωxψˇ−x), where ψ := γ−ωϕ ∈ D(R,C), so (γωT ) ∗
ϕ = γω · (T ∗ ψ), ∈ A for ϕ ∈ D(R,C).
(ii) follows by induction : With Proposition 5.1 (i) one has MnA ⊂ U + U ′Loc,
U := Mn−1A; if f = u + v′ with u ∈ U , v ∈ U ∩W 1,1loc , then γωf = γωu − γ
′
ωv +
(γωv)
′ ∈ U + U ′Loc if U satisfies (Γ), since also γωv ∈ W
1,1
loc . W
1,1
loc and U satisfies
(∆) by Lemma (2.3). Similarly for M˜nA.¶
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Proposition 3.8 of [13] is the special case n = 1, A ⊂ Cub(R, X).
Example 8.2. A = AP , SpAP , W pAP , BpAP , AAP , UAA, LAPub, EAPrc,
EAP , T Eub and T Eb all satisfy even AP (J,C) · A ⊂ A.
This is well known respectively follows from the definitions (also for EAP ).
Lemma 8.3. D′
T Eub
= D′
T E
⊂ D′
Eub
= D′
E
⊂ D′Cub = D
′
L∞ ⊂ S
′|D(R,K) for
J = R, any X.
Proof. Propositions 2.9, 7.1 and Theorem 2.16. ¶
Proposition 8.4. The ergodic mean m : E(R, X) → X can be extended uniquely
to an m˜ : D′E(R, X) → X which is linear and (DL1)
′-continuous. This m˜ is
translation-invariant and satisfies
(8.1 ) m(T ∗ ϕ) = m˜(T ) ·
∫
ϕ(x) dx, T ∈ D′E(R, X), ϕ ∈ D(R,K).
Furthermore M˜T (S)→ m˜(S) as T →∞ in the (DL1)
′-Topology | D(R,K).
Proof (See Schwartz [71, p. 207]): The definition of E(R, X) and m gives, with
(1.11) and (2.3), for f ∈ E(R, X) and ϕ ∈ D(R,K),
|MT (f ∗ ϕ)−m(f) ·
∫
ϕ(x) dx| ≤ ε · ||ϕ||L1 on R for T ≥ Tε.
T →∞ yields then for f ∈ E(R, X), ϕ ∈ D(R,K)
(8.2 ) ϕ ∗ f ∈ E(R, X), m(ϕ ∗ f) = m(f) ·
∫
ϕ(x) dx.
The linear map m : E(R, X) → X is (DL1)
′-continuous, i.e. if (fn) ⊂ E(R, X)
with
∫
fn(x) · ϕ(x) dx → 0 uniformly in ϕ ∈ U for each U ⊂ D(R,K) which is
bounded in DL1 , then m(fn)→ 0:
For this, choose ϕ ∈ D(R,K) with
∫
ϕ(x) dx = 1. Then U = {((sT ∗ ϕ)ˇ )−t :
t ∈ R, T > 0} ⊂ D(R,K) is bounded in DL1(R,K), since ||(((sT ∗ ϕ)ˇ )−t)
(j)||L1 =
||sT ∗ (ϕ)
(j)||L1 ≤ ||sT ||L1 · ||ϕ
(j)||∞ = ||ϕ
(j)||∞ for all t ∈ R, T > 0. So
MT (fn ∗ ϕ)(t) = fn ∗ (sT ∗ ϕ)(t) =
∫
fn(s)((sT ∗ ϕ)ˇ )−t(s) ds → 0 as n → ∞,
uniformly in t ∈ R, T > 0. T → ∞ gives m(fn ∗ ϕ) → 0, with (8.2) one gets
m(fn)→ 0.
With (8.2), Theorem 2.11 (e) can be applied to A = E(R, X), so E(R, X) is
sequentially (DL1)
′-dense in D′E(R, X). The standard extension process gives a
linear m˜ : D′E(R, X)→ X .
For this m˜ one has (8.1): If (gn) ⊂ E(R, X), T ∈ D′E(R, X), gn → T in (DL1)
′,
ϕ ∈ D(R,K), as above gn ∗ ϕ → T ∗ ϕ uniformly on R, T ∗ ϕ ∈ E(R, X). Thus
m(gn ∗ ϕ)→ m(T ∗ ϕ). (8.2) for (gn) gives (8.1).
This m˜ is (DL1)
′-continuous in 0: If Tn → 0 in (DL1)
′, Tn ∈ D
′
E(R, X), then
Tn∗ϕ→ 0 uniformly on R, som(Tn∗ϕ)→ 0; (8.1) gives m˜(Tn)→ 0 if
∫
ϕ(x) dx 6= 0.
m˜ is invariant since m| E(R, X) is invariant by definition.
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M˜T (S) → m˜(S) = constant function follows using gn ∈ E(R, X) with gn → S,
since with U also
{M−Tϕ : ϕ ∈ U, T ≥ 1} is DL1 -bounded.¶
Remark. (8.1) holds also for ϕ ∈ DL1 (D
′
E ⊂ (DL1)
′|D(R,K) by Proposition 2.9).
Corollary 8.5. If T ∈ D′E(R, X) and n ∈ N, then m˜(T
(n)) = 0.
Proof. (8.1) for T (n),∈ D′
E
(R, X) as T , with T (n) ∗ ϕ = T ∗ (ϕ(n)).¶
With the mean m˜ of Proposition 8.4 one can now define Fourier coefficients etc.:
Definition 8.6. For S ∈ D′T E(R, X) we define (γω(t) = e
iωt)
(8.3) cω(S) := m˜(γ−ωS), ω ∈ R (Fourier coefficients of S).
(8.4) σB(S) := {ω ∈ R : cω(S) 6= 0} (Bohr-spectrum of S).
and the formal Fourier series
∑
ω∈σB(S)
cω(S) γω.
By Proposition 8.1, γ−ωS ∈ D
′
E
(R, X), so everything is well defined.
For f ∈W pAP (R, X) ⊂ E(R, X), one gets the usual Fourier coefficients, series and
spectrum, with AP ⊂ SpAP ⊂ W pAP , 1 ≤ p <∞.
T E0 contains the f ∈ T E with Fourier series 0.
We say that U ⊂ D′
T E
(R, X) has countable spectra, if for each S ∈ U the Bohr
spectrum σB(S) is at most countable.
Proposition 8.7. If S ∈ D′T E(R, X), ϕ ∈ DL1(R,C) and n ∈ N, then S ∗ ϕ ∈
T E(R, X), S(n) ∈ D′
T E
(R, X) and
(8.5) cω(S ∗ϕ) = cω(S) · ϕˆ(ω), cω(S
(n)) = (iω)ncω(S), ω ∈ R.
Therefore D′
A
(R, X) has countable spectra, if A has, A ⊂ D′
T E
(R, X).
Proof. D′
T E
(R, X) ⊂ D′L∞(R, X) = (DL1)
′(R, X)| D(R,K) by Lemma 8.3 and
Proposition 2.9, so (S ∗ ϕ)(x) := extension S˜(ϕˇ−x) ∈ C
∞(R, X). Since D(R,K)
is dense in DL1(R,K) there are (ϕm) ⊂ D(R,K) with ϕm → ϕ ∈ DL1(R,K) in
(DL1)
′(R,K); by definition S ∗ ϕm ∈ T E . Continuity of S˜ gives S ∗ ϕm → S ∗ ϕ
uniformly on R, so S ∗ ϕ ∈ T E since E(R, X) is uniformly closed. This also gives
(8.1) for ϕ ∈ DL1 , then (8.5) with T = γ−ωS, Proposition 8.1 and γ−ω · (S ∗ ϕ) =
(γ−ω · S) ∗ (γ−ωϕ), γ−ωϕ ∈ DL1 .
Since ϕˆ is entire if ϕ ∈ D(R,K), (8.5) gives the countability of σB(S) for S ∈ D′A.¶
Examples 8.8. All of the above can be applied to A = AP , AAP , SpAP , W pAP ,
EAPrc, EAP and the corresponding D
′
A
, with D′AP = D
′
SpAP ⊂ D
′
W pAP ⊂ D
′
T E
by [(8.3)], since all these are ⊂ T E and have countable spectra. (See (1.2f), [69,
Theorem 2.4] for EAP ).
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Definition 8.6 is thus also meaningful for all mean classes MnA, M˜nA, A as in
Examples 8.8, since A ⊂ T E implies MnA ⊂ M˜nA ⊂ M˜nT E ⊂ M˜nD′T E = D
′
T E .
The last equality follows from Propositions 2.4 (b) and 8.9; one even has (2.17),
(2.19) for T E(J, X), since T E ∗ D ⊂ T E by (8.2) and γω(f ∗ ϕ) = (γωf) ∗ γωϕ:
Proposition 8.9 is needed for (2.17), (2.19) for T E .
Proposition 8.9. For any J, X, T E(J, X) satisfies (LE) and (∆), T E0(J, X) sat-
isfies (LE0) and (∆).
Proof. (LE) (respectively (LE0)): Given φ ∈ E(J, X) with ∆hφ ∈ T E(J, X) (respec-
tively T E0(J, X)) for all h > 0, it follows Mhφ ∈ Cb(J, X) for all h > 0 by (7.2).
Examples 4.15 and Proposition 8.1 (ii) for Cb give Mhγωφ ∈ Cb(J, X) for all γω.
This implies (Mh(γωφ))
′ ∈ E0(J, X) for all γω, and then ∆h(γωφ) ∈ E0(J, X). The
identity (γω(h) − 1)γωφ = (γωφ)h − (γωφ) − γω(h)γω∆hφ gives γωφ ∈ E(J, X)
(respectively E0(J, X)) for all ω 6= 0. This and the assumption proves (LE) (respec-
tively (LE0)).
(∆): Given φ ∈ L1loc(J, X) with ∆hφ ∈ T E(J, X) (respectively T E0(J, X)) for
all h > 0, φ−Mhφ ∈ E(J, X) ( respectively E0(J, X)) for all h > 0 since E(J, X) (
respectively E0(J, X)) satisfies (∆) by Corollary 7.8 (respectively Proposition 7.3).
The identity (φ−Mhφ)s − (φ−Mhφ) = ∆sφ−∆s(Mhφ) = ∆sφ−Mh(∆sφ) and
T E ⊂MT E ( respectively T E0 ⊂MT E0 ) of (7.1) for T E (respectively T E0 ) show
that (φ −Mhφ)s − (φ −Mhφ) ∈ T E(J, X) ( respectively T E0(J, X)) for all s > 0.
Therefore (φ −Mhφ) ∈ T E(J, X) (respectively T E0(J, X)) by (LE) (respectively
(LE0)). This proves (∆) for T E (respectively T E0) . ¶
Remark 8.10. γωE , γωE0, γωAv, γωAv0 all have (∆) for all ω ∈ R.
Since for example T E = ∩ω∈Rγω E , this generalizes Proposition 8.9.
Proposition 8.11. For S ∈ D′T E(R, X) (see Example 8.8) one has
σB(S) ⊂ supp Ŝ.
Proof. D′
T E
(R, X) ⊂ S′(R, X) by Lemma 8.3, so Ŝ is defined. If ω 6∈ supp Ŝ, there
is ϕ ∈ D(R,C) with ϕ(ω) 6= 0 and ϕ · Ŝ = 0. To ϕ exists ψ ∈ S(R,K) ⊂ DL1 with
ϕ = ψˆ. Since Ŝ ∗ ψ = ψˆ · Ŝ also for S ∈ S′(R, X), ψ ∈ S(R,C) one gets S ∗ ψ = 0.
(8.5) gives cω(S) = 0. ¶
For the A as in Examples 8.8, only in the case A = AP or A = SpAP is S uniquely
defined by its Fourier series: If S1, S2 ∈ D
′
AP (R, X) with cω(S1) = cω(S2) for
ω ∈ R, with S = S1 − S2 and Proposition 8.7 one gets cω(S ∗ ϕ) = 0 for all ω and
ϕ ∈ D(R,K); since S ∗ϕ ∈ AP (R, X), this implies S ∗ϕ = 0 by [2, p. 25, VI]. Since
this holds for all ϕ ∈ D(R,K), one gets S1 = S2.
This is nothing new however: By Theorem 6.1, (a) ⇔ (h), every S ∈ D′AP can
be considered as an almost periodic function ΦS ∈ AP (R, Y ) with Y = locally
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convex topological complete vector space (DL1)
′, so by the general Bochner-von
Neumann theory [25], there exist even summation methods for the Fourier series
of ΦS , converging uniformly on R to ΦS. Using the uniqueness of a linear, in-
variant, normalized and continuous (with respect to uniform convergence) map:
AP (R, X)→ X , one can show
(8.6) mN (ΦS) = m˜(S), (constant distribution) for S ∈ D
′
AP (R, X).
where mN denotes the Bochner-von Neumann mean [25, pp. 28-29] on AP (R, Y ).
With this one gets
cω(ΦS) = mN (γ−ωΦS) = γωmN (Φγ−ωS) = γωcω(S).
so if
∑
ω sn,ω cω(ΦS) γω → ΦS uniformly on R for some summation method (sn,ω)
(see [13, Theorem 3.10]), t = 0 gives
(8.7)
∑
ω sn,ω cω(S) γω → S as n→∞ in (DL1)
′, S ∈ D′AP (R, X),
where (sn,ω) depends only on σB(S).
This holds especially for f ∈ MnAP or S ∈ M˜nAP , but here a stronger conver-
gence holds with Corollary 5.2:
For f ∈MnAP (J, X), any J,
∑
ω sn,ω cω(f) γω → f
in the locally convex topology defined onMnL∞(J, X) by the seminorms ||g||h :=
||Mhn · · ·Mh1g||∞, h = (h1, ..., hn), hj > 0. Here also the ergodic mean on E(J, X)
can be extended uniquely and continuously to ∪∞n=0M
nE(J, X). This generalizes
theorem 3.10 of [13].
For S ∈ M˜nAP (J, X) similar results hold, with M˜hj in the definition of ||g||h.
With Proposition 8.11, (8.7) and γˆω = 2piδ−ω one gets
(8.8) If S ∈ D′AP (R, X), then closure σB(S) =supp Ŝ.
Furthermore with Theorem 2.10 one can show
(8.9) D′
A
= D′AP ⊕D
′
A0
for A = AAP , EAPrc and EAP , where AAP0 = C0, EAP0 = nullfunctions in
EAP (see [69,, W0(R+, X) p. 424]), similarly for (EAPrc)0. Therefore to S ∈ D′A
there is exactly one U ∈ D′AP with cω(S) = cω(U), namely the U in S = U + V of
(8.9).
Let us finally remark that the ergodic mean m can also be extended to
∪∞0 M
nE(J, X) for J 6= R,
with corresponding consequences; this will be done in a forthcoming note.
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§9 Applications to the study of asymptotic
behavior of solutions of differential equations
In many cases the study of the asymptotic behavior of (a uniformly continuous)
solution u of a differential equation or system, that is demonstrating that u belongs
to some given class A of functions (for example asymptotic almost periodic ones),
reduces to show the following
A. “Spectrum” spAu ⊂ M , where M is the spectrum of the equation (see [38,
Lemma 1], [65, p. 289], [10, Theorem 3.3], [13, Lemma 2.4, Theorem 2.5], [32,
(3.2)]).
B. Special cases respectively analogues of the following Proposition 9.5 respec-
tively Theorem 9.7 (see [38], [59, p. 92, Theorem 4, p. 94, Theorem 5], [9, p. 22,
Theorem 4.2.6], [10, Theorem 2.6, p. 62], [67, Theorem 3.9], [5, Theorem 2.3], [6,
Corollary 3.3], [13, Theorem 4.1], [32, Theorem 2.5]).
The notion of spectrum spAφ needed here has been introduced in [9, p. 20] in the
case A ⊂ Cub(J, X), where J = [0,∞) or J = R. For A = AP (R,C), φ ∈ Cub(R,C),
spA(φ) was implicitly used by Loomis [60]. For spectrum of elements of L
1-Banach
modules see [15]. For A = AP (R, X), φ ∈ Cub(R, X), spAφ is used in [59, p.
91 (set of non-almost periodicity)], also [72, Theorems 2.3, 3.2]. For the cases
A = AP (R, X), AAP (R+, X), EAP (R+, X) and φ ∈ Cub(R, X), spAφ is also
defined in [67].
In Proposition 9.3 below we compare spAφ with the singular set σ+(φ) in iR
of the Laplace transform φ˜ (λ) :=
∫∞
0
e−λtφ(t) dt, λ ∈ C+ := {λ ∈ C : Reλ > 0},
where σ+(φ) := {u ∈ R : φ˜ is not analytically extendable to some ball Bδ(iu) =
{λ ∈ C : |λ− iu| < δ}} (= SpR+φ in [5, p. 293]). It is obvious that σ+(φ) ⊂ σ(φ)
the singular set of the Fourier-Carleman transform of φ (see [65, (0.46), p. 19]).
For A = {0}, J = R and φ ∈ L∞(R, X), spAφ = σ(φ) = Beurling spectrum of
φ = supp φˆ (see [55, p. 147, Definition 4.3, p. 171, Theorem], [9, p. 20], [65, p.
19, (0.46), p. 22, Proposition 0.5] and (9.4) below).
We need Spectrum spA also for distributions:
The assumptions on A are, with J, X as in section 1 but always K = C:
(9.1) A linear, ⊂ L1loc(J, X), A uniformly closed, A Cub-invariant.
Definition 9.1. For A ⊂ L1loc(J, X), usually with (9.1), V ⊂ L
1(R,C) and S ∈
S′(R, X) we define
(9.2) spA,V S := {ω ∈ R : ϕ ∈ V, (S ∗ ϕ)| J ∈ A implies ϕˆ(ω) = 0},
provided the convolution S ∗ ϕ and (S ∗ ϕ)| J are defined for all ϕ ∈ V .
If S = φ ∈ L∞(R, X) and V = L1(R,C), we write spAφ, the definition of [9].
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The other cases needed here are S ∈ (DL1)
′(R, X), V = DL1(R,C), and S ∈
S′(R, X), V = S(R,C); in both cases S ∗ ϕ is well defined and a C∞-function
and belongs to DL∞(R, X) respectively DP (R, X) (“P“ means all derivatives have
polynomial growth).
spA,V is always closed (the complement is open), also spA ⊂ spA,D
L1
⊂ spA,S if
defined.
By (9.4), if 0 ∈ A, one has spAφ = spA,Sφ ⊂ σ(φ) = supp φˆ for φ ∈ L
∞(R, X).
For any A ⊂ L1loc(J, X), φ ∈ L
∞(R, X), S ∈ (DL1)
′(R, X) one has with (DL1)
′ ∗
DL1 ⊂ DL∞ ,
(9.3) spAφ = spAubφ, spA,DL1S = spAub,DL1S,
with Aub = A ∩ Cub(J, X).
Proposition 9.2. For A with (9.1), φ ∈ L∞(R, X) and S ∈ (DL1)
′(R, X), one
has
(9.4) spAφ = spA,D
L1
φ = spA,Sφ, spA,D
L1
S = spA,SS.
Proof. With Wiener’s local inversion theorem [18, p. 22, Proposition 1.1.5 (b)] to
f ∈ L1(R,C) with fˆ(ω) 6= 0 there exist g ∈ L1(R,C), ϕ ∈ S(R,C) with fˆ · gˆ = 1
and fˆ · ψˆ = 1 on a neighborhood of ω, ψ := g ∗ ϕ ∈ L1 ∗ DL1 ⊂ DL1 , then
χ ∈ S(R,C) ⊂ DL1(R,C) with f ∗ ψ ∗ χ = χ, χˆ(ω) 6= 0.
For the S-case one has to use (DL1)
′ ∗ L1 ∗ DL1 is well defined and associative,
we omit the details. ¶
Remark. spAφ = spA,DL1φ holds even for A when Cub-invariant is replaced by
positive-invariant.
The following result is not used here and may be omitted. But it relates spC0φ
used in [9], [10], [13] with the set of singularities of Laplace transform σ+φ of
φ ∈ Cub(R, X) used in [5]-[7], [17].
Proposition 9.3. Let φ ∈ Cub(R, X), A = C0(R+, X). If spC0φ is countable, then
spC0φ ⊂ σ+(φ).
The inclusion is in general strict: There is ψ ∈ Cub(R+) with spC0ψ = ∅ but
σ+ψ 6= ∅.
Proof. Case σ+(φ) = ∅. We show spC0φ = ∅: By Theorem 4.4 [3, p. 847] or [7,
Theorem 4.4.1, p. 275], Pφ|R+ ∈ X ⊕ C0(R+, X) giving φ|R+ ∈ C0(R+, X), by
[9, Theorem 1.4.1]. By [9, Theorem 4.2.1], spC0 φ = ∅.
Case spC0 φ = {0}. We show 0 ∈ σ+(φ): Assuming 0 6∈ σ+(φ), Pφ|R+ is
bounded by a result of Ingham [16, Theorem 1.4] and [39, Theorem 20, p. 66] (see
also [4, Remark 3.2, p. 419]. Hence hMhφ = ∆hPφ|R+ ∈ Eub(R+, X) for all h > 0.
Since hMh(φ|R+)→ φ|R+ as h→ 0 and Eub(R, X) is closed, φ|R+ ∈ Eub(R+, X).
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By [9, Theorem 4.2.3], φ|R+ ∈ C0(R+,R). This contradicts the assumption and
proves 0 ∈ σ+(φ).
Case 0 is an isolated point of spC0φ. We show 0 ∈ σ+(φ): The assumption
implies spC0φ ∗ f = {0} for any f ∈ L
1(R,K) with fˆ(ω) = 1 in some neighborhood
of 0 and supp fˆ ∩ spC0 φ = {0}. It follows 0 ∈ σ+(φ ∗ f) by the above. Since
σ+(φ∗f) ⊂ σ+(φ∗f−φ)∪σ+(φ) ⊂ σ(φ∗f−φ)∪σ+(φ) ⊂ [σ(φ)∩ supp (fˆ−1)]∪σ+(φ)
(see [65, p. 25, Proposition 06] and 0 6∈ supp (fˆ − 1), one gets 0 ∈ σ+(φ). Since
This is true for any isolated point of spC0 φ and both spC0 φ, σ+(φ) are closed the
inclusion follows.
The inclusion is strict: For ψ(t) := sin(log(1+t))1+t , t ≥ 0, ψ(t) := 0, t ≤ 0, one has
spC0ψ = ∅ and its indefinite integral Pψ is bounded. But by [68, Example 4.1]
Pψ|R+ 6∈ X ⊕ C0(R+,R). Using Theorem 4.4 of [3], one can show σ+(ψ) 6= ∅. ¶
Lemma 9.4. If A satisfies (9.1), φ ∈ L∞(R, X) and φ| J ∈ MA, f ∈ L1(R,K),
then (φ ∗ f)| J ∈ A.
Proof. Because of (9.1) and since step functions are dense in L1(R,K), it is enough
to show (φ ∗ χI)| J ∈ A, I compact interval of R; with Cub- invariance one can
assume I = [−h, 0], h > 0. But then φ ∗ χI = h(φ ∗ sh) = hMhφ on J, ∈ A. ¶
Proposition 9.5. If A and U satisfy (9.1), A has (LU ), φ ∈ L
∞(R, X), γ±ωA ⊂ A
and γ−ωφ| J ∈MU for all ω ∈ spAφ, then spAφ is perfect (= closed without isolated
points).
Proof. If ω is an isolated point of spAφ, there exists k ∈ S(R,C) with kˆ(ω) = 1
and supp kˆ ∩ spAφ = {ω}. With Aub = A ∩ Cub(J, X), one has Aub ⊂ MAub by
Corollary 3.3, so Corollary 2.3(C) of [13] (valid also for open J) gives spAφ ∗ k =
spAubφ ∗ k = {ω}. With γ−ωA ⊂ A one gets spAubγ−ω(φ ∗ k) ⊂ {0}. Corollary 2.3
(B) of [13] (also for open J) can be applied and gives ∆h(γ−ω(φ ∗ k)| J ∈ A, for all
h > 0, with (9.1) also if α > 0 in J. Now γ−ω(φ ∗ k)| J = (γ−ωφ) ∗ (γ−ωk)| J ∈ U
by Lemma 9.4. (LU ) gives γ−ω(φ ∗ k)| J ∈ A. With γωA ⊂ A one gets φ ∗ k| J ∈ A.
The definition of spectrum implies kˆ(λ) = 0, a contradiction. ¶
Remark. (LUub) for A is enough in Proposition 9.5.
Lemma 9.6. For any A ⊂ L1loc(J, X) with (9.1), if S ∈ (DL1)
′(R, X) and h > 0,
then M˜hS ∈ (DL1)
′(R, X) and
(9.5) spA,DL1S = ∪h>0spA,DL1 (M˜hS).
Proof. If ϕ ∈ DL1(R,C), M−hϕ ∈ DL1(R,C) for all h > 0. Since M˜hS(ϕ) =
S(M−hϕ) by (1.7), M−h is continuous on DL1(R,C) and S ∈ (DL1)
′(R, X), one
gets M˜hS ∈ (DL1)
′(R, X). If ω ∈ spA,D
L1
M˜hS, ϕ ∈ DL1(R,C) and S ∗ ϕ| J ∈ A,
then (S∗ϕ)∗sh| J ∈ A if A ⊂MA. One can prove associativity and commutativity
of the convolutions in (DL1)
′(R, X) ∗ L1(R,K) ∗ DL1(R,K) (see (2.6) of [13]), with
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(DL1)
′(R, X)∗L1(R,K) ⊂ (DL1)
′(R, X), so (S ∗sh)∗ϕ| J ∈ A. Since S ∗sh = M˜hS,
one gets ϕˆ(ω) = 0. This gives ω ∈ spA,DL1S. For general A one can use (9.3), since
Aub ⊂MAub, by Corollary 3.3.
Since we do not need “ ⊂ “ of (9.5) we omit the proof. ¶
Theorem 9.7. Assume A, U satisfy (9.1), (LU ) holds for A, m ∈ N0, φ ∈
MmL∞(R, X) with spA,D
L1
φ at most countable, φ| J ∈MmCu(J, X) and γ±ωA ⊂
A, γ−ωφ| J ∈Mq(ω)U with some q(ω) ≥ m for all ω ∈ spA,D
L1
φ, then φ| J ∈MmA.
Proof. φ ∈ MmL∞(R, X) implies φ ∈ L1loc(R, X), so all restrictions on | J are
well defined. MmL∞(R, X) ⊂ Mm+1Cub(R, X) ⊂ (DL1)
′(R, X) by Examples 4.7,
(2.19) and Proposition 2.9, so φ ∈ (DL1)
′(R, X), σ := spA,D
L1
φ is well defined.
m = 0 : By the trivial spAφ ⊂ spA,DL1φ of (9.4) and proposition 9.5, spAφ is
perfect, since φ| J ∈ Cu(J, X) gives (γ−ωφ)| J ∈ Uub ⊂ MUub with Proposition 5.6
and Corollary 3.3. Then spAφ countable implies spAφ = ∅ (see [1, p. 221, Satz
23]). Since φ| J ∈ Cub(J, X), spAφ = spAubφ, by (9.3). With Aub ⊂ MAub by
Corollary 3.3. Corollary 2.3 (A) of [13] also for open J can be applied to φ, Aub,
yielding φ| J ∈ A.
m > 0: For h = (h1, · · · , hm) ∈ Rm with hj > 0 we consider ψ := Mhφ :=
Mhm · · ·Mh1φ, ∈ L
∞(R, X), with ψ| J ∈ Cub(J, X). Assuming that γ−ωφ| J ∈
Mq(ω)U implies γ−ωψ| J ∈ MU , which we show below, one gets that spAψ is
perfect. Now spAψ = spAMhφ ⊂ spA,D
L1
Mhφ by the trivial part of (9.4), Lemma
9.6 gives then inductively spAψ ⊂ spA,D
L1
φ. So spAψ is perfect and countable,
thus is empty (see the case m = 0). With (9.3) one can apply Corollary 2.3 (A)
of [13] also for open J to ψ and Aub ⊂ MAub, obtaining ψ| J ∈ A. Since h > 0 is
arbitrary, φ| J ∈MmA follows.
Now we show γ−ωψ| J ∈ MU : Since L
∞(R, X) has (∆) by Proposition 4.9,
Proposition 8.1 gives
F :=Mk(γ−ωφ) ∈ L
∞(R, X) for ω ∈ R and k = (k1, · · · , km) ∈ Rm with kj > 0,
Mk =Mkm · · ·Mk1 .
Similarly with Examples 4.7, F | J ∈ Cub(J, X). For fixed ω ∈ spA,D
L1
φ, one has
MrF | J ∈ U for 0 < r ∈ Rq−m or F | J ∈ MrU ∩ Cub(J, X) ⊂ Uub := U ∩ Cub(J, X)
by Proposition 5.6. Since U is Cub-invariant, Uub is Cub-invariant. This and Lemma
9.4 for Uub, f = γ−ω · sh1 gives
∫ h1
0
γω(u1)F (u1+ ·) du1| J ∈ Uub; inductively we get
G(t) := 1h1···hm
∫ hm
0
· · ·
∫ h1
0
γω(u1 + · · ·+ um)F (u1 + · · ·+ um + t) du1 · · ·dum
satisfies G| J ∈ Uub. But Fubini’s theorem gives G = Mk(γ−ωMhφ), so γ−ωψ| J =
γ−ωMhφ| J ∈ Uub ⊂MUub ⊂MU as claimed. ¶
Corollary 9.8. If A, U satisfy (9.1), (LU ) holds for A, S ∈ D
′
L∞(R, X) with
spA,D
L1
S at most countable, γ±ωA ⊂ A, (γ−ωS)| J ∈ D′U for all ω ∈ spA,DL1S,
then S| J ∈ D′
A
.
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Here, for distributions T ∈ D′(R, X) and any J ⊂ R, V ⊂ L1loc(J, X), T | J ∈ D
′
V
means (T ∗ϕ)| J ∈ V for all test functions ϕ ∈ D(R,K) in accordance with Definition
1.3.
Proof. Theorem 9.7, m = 0 can be applied to φ = S ∗ϕ ∈ DL∞ ⊂ Cub(R, X), since
γ−ω(φ ∗ ϕ) = (γ−ωφ) ∗ (γ−ωϕ) and spA,D
L1
S ∗ ϕ ⊂ spA,D
L1
S with Lemma 9.4 and
associativity in (DL1)
′(R, X) ∗ L1(R,K) ∗ DL1(R,K) (see Corollary 2.3 (c) of [13]
for S ∈ L∞(R, X)). ¶
Remark 9.9. In many cases A, U satisfy (Γ) and (∆) (see Section 4, 7), then
γ±ωA ⊂ A holds and (γ−ωφ)| J ∈ Mq(ω)U respectively ∈ D′U can be replaced by
φ| J ∈MqU for some q ≥ m respectively ∈ D′U (Proposition 8.1).
Remark 9.10. The assumption φ| J ∈ MmCu(J, X) in Theorem 9.7 is essential,
already for m = q = 0, X = C and J = R:
There exists φ = f0 Stepanoff S
p-almost periodic function for 1 ≤ p < ∞,
∈ C∞(R,R) and bounded so in MCub(R,R), but not uniformly continuous on R.
One has spA,DL1f0 = ∅ for A = AP (R,C) with Lemma 9.6 and S
pAP ⊂ MAP ,
this A satisfies (LU ) for U = Cb(R,C) (even for U = L∞, by Proposition 1.7 and
[13, p. 120]), so A, U satisfy (9.1), also (Γ) and (∆) by Examples 4.7, 4.15, but
f0 6∈ A = AP .
Special cases of A and U in Proposition 9.5, Theorem 9.7 and Corollary 9.8
where besides (9.1) also the main assumption (LU ) for A are fulfilled:
(I) A = AP (R, X), LAPub(R, X), UAA(R, X), U = Cub(R, X) and c0 6⊂ X .
For (LU ) see [13, p. 120, case (L.1)]. Here Remark 9.9 applies.
(II) A as in (I), U = Cuwrc(R, X), and now X arbitrary; again Remark 9.9
applies (for (LU ) see [13, p. 120, case (L.2)]).
(III) A, J, X arbitrary with (9.1), (∆) for A and {constants} ⊂ A, U =
E(J, X).
Here (LU ) holds practically by the Definition 1.4 of (∆), only “A uniformly closed”
of (9.1) is needed for (LE). By Proposition 4.2, (∆) holds for linear A ⊂ Cub(J, X)
if A is only uniformly closed, a generalization of Theorem 3.1.2 of [9], one gets
generalizations of Theorems 4.2.5 and 4.2.6 there.
(IV) A, J, X arbitrary with only (9.1) and (∆), U = E0 (Especially A = C0,
(EAPrc)0, (EAP )0).
Here (LU ) follows again directly from (∆).
(V) A = SpAP (R, X), 1 ≤ p < ∞, c0 6⊂ X , U = L∞(R, X) or even
MjL∞(R, X) for some j ∈ N.
Here (LU ) can be derived from (Lub) for AP (R, X), this will be treated somewhere
else.
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So for example Theorem 4.1 of [13] with all its subclasses is subsumed by the
above.
One also gets:
Theorem 4.1 of [13] is also true for distribution solutions Ω, if there everywhere
M is replaced by “M˜”.
Similarly, this Theorem 4.1 remains true with J = R, bj ∈ D′A, Ωj ∈ D
′
L∞ ∩D
′
T E
in (i), Ωj ∈ D
′
Cuwrc
in (iii), yielding Ωj ∈ D
′
A.
With the special case (IV) one gets directly the following analogue to the Hardy-
Littlewood tauberian theorem [4, Theorem 2.7 pp. 415-416], [16, p. 23, Theorem
1.2].
Remark 9.11. If A ⊂ L1loc(J, X) satisfies (∆) and is uniformly closed, then φ ∈
MA(J, X) and Pφ ∈ E(J, X) implies [Pφ −m(Pφ)] ∈ A. For A = C0(J, X) this
gives Pφ(t)→ m(Pφ) as |t| → ∞.
Proof. (∆) implies (LE0) for A and [Pφ −m(Pφ)] ∈ E0(J, X); Proposition 4.2 (i)
gives (∆) for C0. ¶
§10. Differential-difference equations
For m, n, q ∈ N we consider the following differential-difference system operator
(10.1) Ly := y(m) +
∑m−1
j=0
∑q
k=1 aj,k y
(j)
rk ;
here the aj,k are n × n matrices ∈ Kn×n with coefficients from K, = R or C,
y = (1y, · · · ,n y) is a row vector, the rk are reals with r1 < · · · < rq and 0 among
them, ys(t) := y(t+ s) where defined with jy : J→ X with X a Banach space over
K, J = [α,∞) with α ∈ R. With r := r1 ≤ 0 we define
(10.2) J′ := [α+ r,∞).
y ∈ A etc. means jy ∈ A for 1 ≤ j ≤ n.
For J, X as above, A ⊂ XJ, real r ≤ 0, we say that A is r′-invariant if f ∈
C1(J′, X) with f ′| J ∈ A and fr| J ∈ A imply f ′r| J ∈ A, with J
′ of (10.2).
Theorem 10.1. Assume L, r as above, A linear, positive invariant, r′-invariant,
⊂ L1loc(J, X) with (∆1) and A ⊂MA. If y ∈W
1,m
loc (J
′, X), yr ∈ A and Ly ∈MA,
then y
(j)
r ∈ A, 0 < j < m, y(m)|J ∈MA.
Proof. y ∈W 1,mloc (J
′, X) implies yrk |J ∈W
1,m
loc (J, X) for 1 ≤ k ≤ q, so (Ly)|J is well
defined, ⊂ L1loc(J, X).
m = 1 : yr ∈ A and A positive invariant give yrk |J ∈ A, so (Ly)|J ∈MA implies
y′|J ∈MA.
m ⇒ m + 1: One can write Ly = (Qy)′ +
∑q
k=1 a0,kyrk with Qu = u
(m) +∑m−1
j=0
∑q
k=1 aj+1,k u
(j)
sk ; with z := (Qy)|J one gets z ∈ W
1,1
loc (J, X) and z
′ ∈ MA,
since yr, yrk |J ∈ A, ⊂ MA by assumptions. Now if h > 0, ∆hz/h = Mhz
′ ∈ A;
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so ∆hz = ∆h(Qy|J) = Q(∆hy)|J, ∈ A. w := ∆hy ∈ W
1,m+1
loc (J
′, X) satisfies
wr = ∆h(yr) ∈ A and (Qw)|J ∈ A, ⊂ MA, by assumptions on A. The induction
hypothesis gives w
(j)
r ∈ A for 0 ≤ j < m, thus (∆h(yr))
(j)|J ∈ A; since Qw ∈ A
by the above, also (∆hy)
(m)|J ∈ A. This implies ∆h(y′|J) ∈ A for h > 0; (∆1)
gives (y′ −M1(y
′))|J ∈ A; since M1(y′) = ∆1y and y|J ∈ A, then y1|J ∈ A ( one
rk = 0) one gets y
′|J ∈ A. y ∈ W 1,m+1loc and m ≥ 1 give y ∈ C
1(J′, X). yr ∈ A by
assumption, so the r′-invariance of A gives y′r|J ∈ A.
With u := y′ ∈ W 1,mloc (J
′, X) one has therefore ur ∈ A and Qu = (Qy)
′ ∈ MA.
Again using the induction hypothesis, one gets y
(j+1)
r = u
(j)
r ∈ A for 0 ≤ j < m,
then y(m+1) ∈MA with (10.1). ¶
Corollary 10.2. If in Theorem 10.1 the Ly ∈ MA is replaced by Ly ∈ A a.e,
then y
(j)
r ∈ A for 0 < j < m and y(m)|J ∈ A a.e.
Here f ∈ A a.e. means there is g ∈ A with f = g a.e. on J.
Theorem 4.1 follows with Ly = y(m) (r = 0, the r′-invariance holds trivially).
The following shows that Ly ∈ MA is decisive in Theorem 10.1, yr ∈ A can be
relaxed considerably:
Corollary 10.3. If A and L are as in Theorem 10.1, s ∈ N0, y ∈ W
1,m
loc (J
′, X)
with only yr ∈ M
sA, Ly ∈MA , then y
(j)
r ∈ A for 0 ≤ j < m and y(m)|J ∈MA.
Corollary 10.4. If A and L are as in Theorem 10.1, k, p, s ∈ N0 with m ≤ p,
y ∈ W 1,ploc (J
′, X), yr ∈ M
sA, Ly ∈ MkA, then, with ω(j) = ω(j, k,m, s) := max
{0, j+ min {k −m, s}}, y
(j)
r ∈ Mω(j)A for 0 ≤ j < m and y(j)|J ∈ Mω(j)A for
m ≤ j ≤ p.
Proof. s ⇒ s + 1: For fixed h > 0, define z = Mhy = (Mh 1y, · · · ,Mh ny); then
z ∈ W 1,m+1loc (J
′, X) ⊂ Cm(J′, X), zr ∈ MsA and Lz = MhLy ∈ A ⊂ MA. The
induction hypothesis yields z
(j)
r ∈ A for 0 ≤ j < m. If m > 1, then z′r ∈ A. If
m = 1, then z′|J ∈ A with Lz ∈ A; since z ∈ C1(J′, X) with zr ∈ A, the r′-
invariance of A gives also z′r ∈ A. This means ∆h(yr) ∈ A for h > 0; (∆1) for
A gives yr −M1(yr) ∈ A; since zr ∈ A, h = 1 gives M1(yr) = (M1(y))r ∈ A, so
yr ∈ A. Theorem 10.1 gives then the conclusion of Corollary 10.3.
Corollary 10.4 follows inductively with Corollary 10.3 and Lemma 2.3, we leave
the details to the reader. ¶
Examples 10.5. All the A the following A are admissible in Theorem 10.1 and
its Corollaries: C0, L
p
w for 1 ≤ p ≤ ∞, AP , AAP , UAA, S
p- AP , EAP , various
PAP versions, T E , E , Cub, Cu, O(w), also all λ-classes [9, Definition 1.3.1], [13,
p. 117]: Examples 3.4/5/6/13, 4.7/9/10, 7.3/8/10/11/12, 8.9.
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Example 10.6. Without ” positive-invariant” Theorem 10.1 becomes false already
for Ly = y′′:
A = {f ∈ Cub([0,∞),R) : f(0) = 0} is a Banach space with the supremum norm
which satisfies (∆) by Proposition 4.2 (i). For the function y(t) = (sin t) cos t
2
t2+1
one has y, y′′ ∈ A but y′ 6∈ A.
Another such example would be A = C0 +X t.
There are also such r′-invariant A.
Example 10.7. Theorem 10.1 becomes also false without r′-invariance of A: Ly =
y′′ + y−1, J = [1,∞), y′ piecewise linear with y′(0) = 1, y′ ≡ 0 on [1/2,∞),
A = C1(J,K) or Cub(J,K).
Remarks 10.8.
(a) y
(j)
r ∈ A implies y
(j)
rk |J ∈ A, especially y
(j) ∈ A, for 1 ≤ k ≤ q, 0 ≤ j.
(b) If all rk ≥ 0, i.e. L is only advanced or even an ordinary differential operator,
the r′-invariance holds trivially.
(c) For linear A ” positive-invariant” and A ⊂MA are coupled:
(i) A positive-invariant with (∆) implies A ⊂MA.
(ii) If A is uniformly closed ⊂ Cu, then A ⊂ MA and positive-invariant are
equivalent.
(d) A linear, positive-invariant with (∆) and A ⊂ MA does not imply A r′-
invariant: Example 10.7.
(e) If A ⊂ C(J, X), the a.e can be disregarded in the conclusion of Corollary
10.2, then y|J ∈ Cm(J, X).
(f) For A ⊂ Lpw see [51] and the references there, then also neutral perturbations
can be treated with variable operator valued aj,k.
(g) In Theorem 10.1 and Corollary 10.3 the assumption Ly ∈ MA cannot be
weakened to Ly ∈ Mp(m)A with p(m) > 1, not even for Ly = y(m), m = 2, 3, 4,
A = AP .
(h) the case A = Cub is also treated in [12, Corollary 3.3a], [51], then vari-
able aj,k ∈ Cub are admissible (y bounded implies y ∈ MCub, our Corollary 10.3
applies).
(i) For λ-classes A an Esclangon-Landau result for general neutral system has
been obtained in [13, Corollary 2.7].
(j) Theorem 10.1 and its corollaries hold also for aj,k with components a : X →
X bounded linear operators with a(A) ⊂ A.
(k) The results of this section hold also for J = R = J′, with the same proofs.
For A which do not satisfy (∆) we have
Theorem 10.9. Assume L, r, J, J′, X as before Theorem 10.1, A linear, positive
invariant, uniformly closed , r′-invariant, ⊂ L1loc(J, X), s and s
∗ ∈ N0. Then
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y ∈W 1,mloc (J
′, X) with yr ∈ [M
sA] ∩Ms
∗
Cu and Ly ∈MCu(J, X) imply y
(j)
r ∈ A,
0 ≤ j < m, y(m)|J ∈MA.
Proof. The class Cu(J, X) satisfies all the assumptions of Theorem 10.1 by Example
10.5, so Corollary 10.3 gives y
(j)
r ∈ Cu for 0 ≤ j < m. yr ∈ M
sA gives y
(j)
r ∈
Ms+jA for 0 ≤ j ≤ m by Lemma 2.2, since all MkA are also linear positive-
invariant. (Ms+jA) ∩ Cu ⊂ A of Proposition 5.6 gives y
(j)
r , y(m−1)| J ∈ A for
0 ≤ j < m, Lemma 2.2 then y(m)| J ∈MA. ¶
Corollary 10.10. If A, L, s are as in Theorem 10.9 with A ⊂ MCu(J, X), then
y ∈ W 1,mloc (J
′, X) with yr ∈ M
sA and Ly|J ∈ A imply y
(j)
r ∈ A for 0 ≤ j < m,
y(m)|J ∈ A.
The above can be generalized as in Corollary 10.4.
Example 10.11. A = AP · eit
2
does not satisfy (∆1) by Example 4.21. This A is
linear, positive-invariant and uniformly closed, ⊂ Cb ⊂ MCub, Theorem 10.9 and
Corollary 10.10 can still be applied.
Similarly A = SpAP is possible in Theorem 10.9 and Corollary 10.10 for 1 ≤
p <∞, since MCub is closed with respect to S
p-norm.
Also, all linear, positive-invariant, uniformly closed A ⊂ Spb with 1 < p ≤ ∞ are
admissible, since Spb ⊂MCub,
By Example 10.6 the ”positive-invariant” in Theorem 10.9 and the following are
essential.
§11 Open questions
1- What in §2 can be extended to the half line?
2- Does there exist A with (∆1), but without (∆)?
3-Do there exist A ⊂ Cu, with A positive-invariant uniformly closed ⊂MA, but
without (∆)?
4- Do all finite-dimensional A satisfy (∆)? (Yes for dimension A = 1)
5- Does Cwrc have (∆)? Similarly for (L
∞
wrc), L
∞
rc := the space of a.e. bounded
measurable functions with (weakly) relatively compact range.
6- When does (∆) for A imply (∆) for γωA, where ω ∈ R? (See Remark 8.10).
7- When does (∆) for MA imply (∆) for A? For example does M(AP · eit
2
)
satisfy (∆)?
8-Does there exist a general theorem, which subsumes (most of) the results of
§4 with their ad hoc proofs?
9- Is Bohr-ap equivalent Bochner-ap, without von Neumann’s countability axiom
(A0) (see Lemma 6.4 and Remark 6.3)?
10-What of Proposition 7.1 is true for Av, Avub, Av0, T Av?
66 BOLIS BASIT AND HANS GU¨NZLER
11- Do there exist U , V with (∆) and U ∩ V = {0} but U + V does not satisfy
(∆)?
12- When does (∆) for A imply (∆) for X +A? (See Corollary 7.7).
13-Does V ar(J, X) satisfy (∆)?
14-For what A(R, X) is MA(R, X)| J =MA(J, X) ? (See Example 5.5).
15- Does there exist a simple proof for AAP · eit
2
has (∆)? (See Remark 4.23).
16- Is there an example of an A ⊂ MA with A + A′Loc strictly ⊂ MA (see
Proposition 5.1)?
For any φ : J→ X , φ will be called Maak ergodic if to any positive ε there are
a ∈ X , n ∈ N , sj ∈ [0,∞) such that
||(1/n)
∑n
j=1 φ(sj + t)− a|| < ε for all t ∈ J;
the set of all these φ will be denoted by EM(J, X) (see (see [61, p. 34, Mittelwert-
satz])).
One can show EM(J, X)∩ L∞(J, X) ⊂ E(J, X) ∩ L∞(J, X).
17- Is the inclusion EM(J, X)∩ L∞(J, X) ⊂ E(J, X)∩ L∞(J, X) strict?
18- Does EM(J, X)∩ L∞(J, X) satisfy (∆)?
19- Is eit
2
Maak ergodic?
20-For what J, X is EAP (R, X)| J ⊂ EAP (J, X) strict? ( For N it is known
that EAP (Z,R) |N ⊂ EAP (N,R) is strict (see [20, p. 231, Example 5.1.15]).
21-For what J, X is EAP0 ⊂ En valid, or even |f | ∈ EAP0(J,R) whenever
f ∈ EAP0(J, X) (true for X = K, any J by [20, p. 157, Theorem 4.3.13])?
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