In the present study the effects of the detector dead-time and its uncertainties on the accuracy and uncertainty of isotope dilution mass spectrometry (IDMS) were considered through an interlaboratory study on the analysis of low-alloy steel by using an ICP-sector field mass spectrometer. Also, an optimized mixing ratio of the sample and the spike to obtain highly precise results was theoretically and experimentally investigated. The detector dead-time used in the interlaboratory study showed a negative value. However, it less affected the trueness of the analytical result if the dead-time correction for the measured isotope ratio was done properly. As many researchers have pointed out, the detector dead-time showed a clear mass dependence. Therefore, it is desirable to check the dead-time in every target element by using assay standards or isotopic standards, which would lead to an accurate result even if the detector dead-time is a negative value. On the other hand, the effect of the uncertainty of the detector dead-time can be minimized when both isotope ratios and ICP-MS signals of the [sample + spike] blend in IDMS are equal to those of [spike + assay standard] in reverse IDMS. From standpoints of error magnification theory and the precision of the isotope ratio measurement, an optimized isotope ratio of the sample-spike blend would be 1.0 for an element with a large difference in ten times and more between the atomic fractions of two isotopes used for IDMS. In the case of an element with no significant difference between the atomic fractions of two isotopes, an optimized isotope ratio can be calculated by a formula expressed as a function of the atomic fractions of the sample and the spike as well as the signal of ICP-MS.
Introduction
Isotope dilution mass spectrometry (IDMS) is a primary method of measurements suitable for the analysis of trace metals in inorganic materials.
Though thermal ionization mass spectrometry has historically been used for a mass spectrometry device, inductively coupled plasma mass spectrometry (ICP-MS) has now become a leading method because of the high sensitivity and ability for multi-elemental analysis. In IDMS, the weighing of samples and enriched spike materials and measuring of the molar ratio of the analyte isotopes in the sample-spike mixture lead directly to analytical results. This is the reason why IDMS can be regarded as being one of primary methods. However, strictly speaking, the IDMS procedure is not traceable to the International System of Units (SI), unless the concentration of the spike is precisely determined by IDMS with an assay standard whose concentration is determined by a primary method such as gravimetry and colometric titration. 1 Such a procedure in IDMS is called "reverse IDMS". Simultaneous procedures of IDMS and reverse IDMS ("double IDMS") satisfy indispensable conditions for primary methods.
Since an IDMS equation is expressed as a function of some independent variables, an uncertainty statement for the analytical result can be simply written down by differentiating the equation. The parameters affecting a combined standard uncertainty of the analytical result include (a) the uncertainty of the concentration of the assay standard used for reverse IDMS, (b) the uncertainty of the isotopic composition of element in the sample and the assay standard, (c) the repeatability of the concentrations for IDMS mixtures and that for reverse IDMS mixtures, and (d) the precision and trueness of the isotope ratio measurement. Among the parameters, the most important one is the precision and the trueness of isotope ratio measurements.
As for the precision, the use of an ICP-sector field mass spectrometer operated in the low-resolution mode can produce more stable ion transmission and a lower background, resulting in better precision of the isotope ratio measurement close to the statistically limiting value. [2] [3] [4] [5] However, isotope ratio measurements in the medium-resolution mode suffer from a severer fluctuation problem in the peak top of the mass spectra, because the peak width of the spectra is in the range of several 10 -3 amu. This may cause a severer effect on the precision of the isotope ratio measurement. [6] [7] [8] [9] [10] [11] Therefore, in the present study, a measurement procedure for the analysis of elements requiring a medium-resolution mode of mass spectrometer was improved to attain a higher precision of the isotope ratio. Also, an optimized mixing ratio of the sample and the spike to obtain highly precise results was theoretically and experimentally investigated.
On the other hand, the trueness of the isotope ratio is greatly affected by (a) a mass discrimination appearing in a mass spectrometer [12] [13] [14] and (b) the dead-time of an ion counting detector. [12] [13] [14] [15] [16] [17] [18] When actual signals of ICP-MS exceed 100000 counts per second (cps) and in addition there is a large difference between the signals of two isotopes monitored, the effect of the detector dead-time becomes severer.
The isotope ratio measurement at larger signals is preferable for higher precision; therefore, a precise correction of the effect by the detector dead-time is necessary. Accurate analytical results depend on the accuracy of the detector dead-time correction.
National Metrology Institute of Japan (NMIJ) has participated in various interlaboratory studies on trace metal impurities in inorganic materials organized by the Inorganic Analysis Working Group of the Consultative Committee for Amount of Substancemetrology in chemistry (CCQM), 19 for example "Pb in water" and the "chemical composition in clay". The CCQM is one of the consultative committees of the Bureau International des Poids et Mesures (BIPM). One of the roles of the CCQM is to ensure a worldwide uniformity (comparability) of measurements and the traceability to SI. 20 The aim of our participations in the CCQM interlaboratory studies is not only to contribute to the international comparability of measurements, but also to demonstrate an analytical capability to produce reference materials as members of national metrology institutes in the world. In the present study, referring to an example of a CCQM interlaboratory study where trace metals including Cr, Ni and Mo in low-alloy steel were determined by IDMS coupled with ICP-sector field mass spectrometer, the effects of the detector dead-time and its uncertainty on the analytical result is discussed. Since two detectors employed in this experiment possessed different dead-times from each other, one showed a positive value and the other a negative value, the effect of the difference between the detectors on the accuracy of the analytical results and then the mass dependency of detector dead-time was also discussed.
Experimental
In this paper since many symbols appear in the text and formulas, explanations for these symbols are summarized in Table 1 .
Instrumentation
The double-focusing sector-field inductively coupled plasma mass spectrometer (ICP-SFMS) used in the present study was an Element 2 (Thermo Fisher Scientific Inc., Bremen, Germany), equipped with a PFA nebulizer with sample uptake rate of 100 μL min -1 and a double pass-glass spray chamber developed for stable isotope ratio measurements. In this instrument, transmitted ions strike a conversion dynode, and then electrons ejected from it are detected by a secondary electron multiplier equipped with discrete dynodes (SEM). The mass spectrometer was operated in a low-resolution mode (m/Δm = 400) for the determination of Ni and Mo, free from spectral interferences, and operated in a medium-resolution mode (m/Δm = 4000) in the determination of Cr in order to prevent spectral interferences caused by 40 Ar 12 C + , 35 Cl 16 O + and 37 Cl 16 O + . The typical operating conditions of the ICP and data-acquisition parameter for isotope ratio measurements are listed in Table 2 . For the digestion of low-alloy steel, a microwave digester ETHOS PLUS (Milestone, Socisole, Italy) with 10 high-pressure PTFE vessels was employed.
Outline of interlaboratory study
The CCQM interlaboratory study in which we participated involved the determination of minor elements (Cr, Ni, Mn and Mo) in low-alloy steel. The NMIJ was one of the pilot laboratories responsible for this interlaboratory study, preparing and distributing sample materials to participants and reporting the results. Thirty grams of the low-alloy steel tips were in each sample bottle. The mass fraction levels for analyte elements were in the range from 0.4 to 2%. Other than the analyte dead-time corrected isotope ratio expressed as
elements, C, Si, Cu and V were also included in the range from 0.1 to 0.5%. While participants including the CCQM members were welcome to use any method of measurement, we employed the IDMS method, regarded as being a possible one of the primary methods of measurement by CCQM, 1, 20 for determining Cr, Ni, and Mo. Manganese was determined by both an ICP optical emission spectrometry and ICP-MS coupled with a matrix matched calibration method. Details of the analytical results for Mn, however, were not reported in the present study.
Chemicals and reagents
Nickel, Mo and Cr stock standard solutions of 1000 mg kg -1 were gravimetrically prepared by dissolving high-purity materials: Ni in metallic form (99.99% purity), Mo in metallic form (99.99% purity), and Cr in form of K2Cr2O7 (99.99% purity), respectively. For each element, two independent stock solutions, Assay1 and Assay2, were prepared to confirm whether the preparation procedure including the dilution of stock solutions and the spike and assay standard mixture was exactly performed. The standard uncertainties of the concentration for these solutions were estimated to be 0.5 mg kg -1 . Each stock solution was stored in polyethylene containers with a middle cap in a top cap. These stock solutions were further diluted gravimetrically with 0.3 mol dm -3 HNO3 to desired concentrations. Enriched spike materials used in the present study were 61 Ni in the metallic form, 100 Mo in the metallic form and 53 Cr in the oxide form (Cr2O3), purchased from Oak Ridge National Laboratory (Oak Ridge, TN). The isotopic compositions for these spikes are listed in Table 3 . While both the 61 Ni spike solution and the 100 Mo spike one were prepared by dissolving corresponding material in 1 mol dm -3 HNO3, the 53 Cr spike material was dissolved in a sodium bromate maturated solution kept at 150 C. Other reagents used for sample preparation, such as nitric acid, hydrochloric acid and highly purified water, were of ultra-pure grade (Kanto Chemicals Co., Inc., Tokyo, Japan). Polypropylene containers were used throughout the solution preparation required for the IDMS analysis.
Preparation of spike mixed solutions for IDMS and reverse IDMS
Whether an accurate analysis is achieved by the IDMS method partly depends on the selection of the optimum mixing ratio of the spike and the sample. According to the protocol of the IDMS method proposed by NIST 21 and the result of our previous experiment, 22 the amount of spike aliquot mixed with the sample in IDMS, and that mixed with the assay standard in reverse IDMS were decided. It is needless to say that accurate weighing of the sample materials and solutions is necessary to ensure traceability to the SI; on the other hand, we do not need to know accurate dilution factors of the mixed solutions. In the present study all samples were weighed accurately with a sensitivity of 10 μg in order to omit any uncertainty due to the weighing of materials from a calculation of the uncertainty budget for the analytical result.
Sample-spike blends for IDMS
About 0.5 g of low-alloy steel tips were weighed into a PFA vessel, and then 20 mL of 6 mol dm -3 HNO3 was added to the vessel. After tightly capping six vessels (four samples and two reagent blanks), the vessels were placed in the microwave digester. Two steps of heating started: heating from 20 to 190 C for 15 min and heating kept at 190 C for 20 min. After cooling, each dissolved sample was diluted to 50 g with 0.3 mol dm It is desirable that a spike aliquot is added to the sample before the digestion procedure or before any dilution process so as to avoid any unexpected loss of the analyte during a sample digestion procedure. However, in the present study, a spike aliquot was mixed with a 5-fold quantitatively diluted solution of the dissolved sample, because the concentration levels of the analytes in low-alloy steel are far higher than those of spike stock solutions. 
Spike-assay blends for reverse IDMS
In parallel with the preparation of sample-spike blends, spike-assay standard blends were also prepared. Such a parallel procedure can compensate for the effect of any uncertainty due to the isotopic composition of the spike on the final result. The dilution factor for each spike-mixed solution was decided to yield a signal of ICP-MS in the range from 800000 to 1000000 cps for the major isotope, which corresponds to about 10 μg kg -1 of Cr, measured in the medium-resolution mode, and about 3 μg kg -1 of Mo and Ni, measured in the low-resolution mode.
Isotope ratio measurement by ICP-SFMS
The isotope pairs to be measured were 52 Cr/ 53 Cr, 60 Ni/ 61 Ni, and 95 Mo/ 100 Mo. As mentioned in the instrumentation section, the sector field mass spectrometer was operated in a mediumresolution mode (m/Δm = 4000) for Cr, and in a low-resolution mode (m/Δm = 400) for Ni and Mo, using the electrostatic scanning mode. The acquisition parameters for isotope ratio measurements are listed in Table 2 . In order to obtain precise isotope ratios, several parameters including the number of scans, dwell time, points per peak, and mass window were optimized for both resolution modes.
The measurement order of the solutions prepared for reverse IDMS of Cr was; (1) In the second run (run2), four sample-spike blends were measured in the reverse order. Double correction procedures of the maximum peak position and the mass discrimination are necessary to obtain good precision of the isotope ratio measurements, especially in the mediumresolution mode. Details of these correction methods are discussed later. In the cases of Ni and Mo, however, a correction of the maximum peak in the mass table is not necessary. The measurement order of IDMS samples, isotopic standards and profile check solutions is shown in Fig. 1 .
Results and Discussion

Double correction procedures for maximum peak position and mass discrimination in the medium-resolution mode of ICP-SFMS
In ICP-SFMS, the flat-top peak shape obtained in the lowresolution mode allows for a higher precision of isotope ratio measurements, probably because of stable ion transmission in the sector field mass spectrometer, and its lower background level. Despite inevitable fluctuation effects of the ICP and the sample introduction system, the relative standard deviation (RSD) for 10 replicate measurements of isotope ratios obtained by ICP-SFMS in the low-resolution mode was by a factor of 2 -5 superior to that obtained by the ICP-quadrupole mass spectrometer.
On the other hand, a peak shape obtained in the mediumresolution mode has a non-flat top (Fig. 2(A) ). Therefore, the peak top would be more subject to the fluctuation effect of the mass analyzer than the flat-top peak in the low-resolution mode. (A) For correction of maximum peak position, 150% peak integration window was applied. (B) For isotope ratio measurements, only 3% peak integration window was applied. (C) Peak top after several measurements was shifted from the true mass.
In addition, the peak position in the medium-resolution mode drifts with the measurement time ( Fig. 2(C) ) in the range of sub-milli amu (~ 0.0005). Usually, the isotope ratio measurement requires a correction of the mass discrimination effect using isotopic standard solutions or appropriate working solutions whose isotopic ratios are calibrated. In the present study, such working solutions were measured for every two or four sample solutions in order to control the influence of the time-drift of the mass discrimination, irrespective of the resolution of the mass spectrometer. However, isotope ratio measurements in the medium-resolution mode require an additional correction of the "maximum peak position" in the mass table, which means "Mass offset and Lock mass" in the operation software of Element2. This software corrects for any difference between the "maximum peak position" in the mass table yielding the peak top and "true mass" automatically. However, even with this software for automatic mass shift correction, the drift of peak top position in a sub-milli amu range could not be entirely corrected. Therefore the correction of the "maximum peak position" was done using a "profile check solution" at a regular interval in the IDMS measurement sequence.
In correcting for mass discrimination as well as the isotope ratio measurement, three points around the peak top, corresponding to a 2 -3% peak integration window, are measured ( Fig. 2(B) ) in order to obtain high precision. In the correction of the "maximum peak position", sixty points per isotope, corresponding to 150% of the peak integration window, are measured to check the peak shape ( Fig. 2(A) ). After several measurements of spike+sample blend solutions, the peak top is shifted from the "true mass". Thus, the difference between the "maximum peak position" in the mass table yielding the peak top and "true mass" is corrected by measuring the profile check solution again. As a result of the double correction procedure, 0.2% or less precision of the isotope ratio measurement (n = 10, total acquisition time of 150 s) was attained. This precision was almost the same as that obtained in the low-resolution mode, yielding a flat top peak (0.05 -0.1%).
Correction of measured isotope ratio
In our isotope ratio measurements the isotopic standard solution was measured every two sample-spike blend in IDMS or every two spike-assay blends in reverse IDMS to correct for both the mass discrimination and the time-drift of the mass spectrometer; [ 
Here, Rt(IS(1)) means the true isotope ratio for [Isotope standard](run1), and Ro(IS(1)) means the measured isotope ratio for [Isotope standard](run1) after a correction for the detector dead-time(τ0). K(b-sam1) and K(b-sam2) , respectively, are calculated considering time-drift effect of mass discrimination as follows: 
Here, Ro(b-sam1) and Ro(b-sam2) mean the measured isotope ratio for [blend sam1] and [blend sam2] after a correction of the detector dead-time (τ0) with Eq. (2).
Calculation of the analytical results
The mass fraction of the elements in the sample can be calculated according to the IDMS equation (Eq. (5)) and reverse IDMS equation (Eq. (6)) proposed by NIST.
Here, subscripts x, y, z, bl and bl′ indicate the sample, spike, assay standard, blend of sample and spike, blend of spike and assay standard, respectively. C indicates the concentration in mol kg -1 unit, m, mass in kg unit, R, measured isotope ratio after a correction of the detector dead-time, K, correction factor for the measured isotope ratio, and Af , atomic faction. For example, Af (massA, x) is the atomic fraction of mass A in the sample. In this IDMS calculation, isotopic composition data used were from Isotopic Compositions of the Elements 2009.
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As can be easily seen in Eqs. (5) and (6), all the variables involved in calculating the spike concentration and the sample concentration are independent variables. The uncertainty of the sample concentration (Cx) can be evaluated by combining the standard uncertainties of all the variables, following the uncertainty propagation law for independent variables, xi, to a function f in the JCGM 100:2008,
Among the variables appearing in Eqs. (5) and (6), mx, my, m′y, and mz have negligibly small uncertainties compared with other variables, resulting in a smaller contribution to the combined uncertainty of the analytical result. Since the details concerning the uncertainty calculations for reverse IDMS and IDMS were mentioned elsewhere, 25 we explain only an outline of their methods here.
Uncertainty calculation of reverse IDMS and IDMS
The relative standard uncertainty of the spike concentration, u(Cy)/Cy, can be calculated as follows.
When the 
should be used alternatively:
Here, u(a) and u(b), the standard uncertainties of the atomic faction in the sample, are referred from the isotopic composition data published in 
(2) uncertainties of correction factors for two spike-assay standard blends: u(K(Spike+Assay1)) and u(K(Spike+Assay2)):
(3) uncertainties of the corrected isotope ratios for two spikeassay standard blends, u(Rc(Spike+Assay1)) and u(Rc(Spike+Assay2)): 
Effects of the signal of ICP-MS and error magnification factor on the uncertainty of the analytical result
Generally speaking, the larger are the signals of isotopes measured the better is the precision of the isotope ratio. However, the precision attained by ICP-MS with single collector system are limited by Poisson statistics, expressed as at typical signals of 10 6 cps for two isotopes and at the measurement time per isotope of 3.6 s, the statistical limit of the precision of the isotope ratio is estimated to be 0.075%. In our experiment using an ICP-SFMS, the typical precision, expressed as standard deviation of 10 repetitive isotope ratio measurements, was in the range from 0.09 to 0.16%, regardless of the resolution of the mass spectrometer. These experimental data were slightly larger than the theoretical limit, but were very close to the behaviors reported in the literature to measure the isotope ratio of elements in the medium-resolution mode. 9 On the other hand, the effect of the detector dead-time on the uncertainty of the isotope ratio measurement becomes serious over a signal range of 10 5 cps, because the product of the typical dead-time of an electron multiplier (10 ns), and the signal becomes closer to the order of magnitude of the combined standard uncertainty of IDMS results. Therefore, it is important not only to measure the detector dead-time, but also to estimate the effect of its uncertainty on the combined standard uncertainty of the IDMS results.
As mentioned in the experimental section, the amount of isotope spike added to the sample affects the uncertainty of the IDMS results. In our previous work, both effects of the isotope ratio in sample-spike blend and of the signal of ICP-MS on the uncertainty of IDMS results were theoretically investigated. 22 From Eq. (5), the effect of the precision of the isotope ratio measurement, u(R)/R, on the uncertainty of the IDMS result, u(Cx)/Cx, can be expressed by
According to Poisson statistics, u(R)/R can be approximated as follows:
where Il and Ih are the smaller signal and the larger signal of ICP-MS, respectively, and k is a constant value that depends on the mass spectrometer and/or operating conditions of ICP. By substituting Eq. (17) in Eq. (16), we obtain
The uncertainty of the IDMS result clearly depends on the isotope ratio of the spike-sample blend (R) and atomic fractions of the sample and spike. Table 4 presents optimized isotope ratios calculated from Eq. (18) (R(1)), in comparison with isotope ratios calculated from the error magnification factor, ce df / (R (2)), and the range (Rrange) of the isotope ratios yielding the u(Cx)/Cx values, which deviate within 5% from the minimum of Eq. (18) . Clearly, there were big differences between the R(1) values and the R (2) values. This fact suggests that not only the error magnification factor, but also the "signal" of ICP-MS, seriously affect the uncertainty of the IDMS analytical results. As for the R(1) values, a slight difference was observed between the R(1) values for Cr and Ni and the R(1) value for Mo, because the natural isotope ratio of Mo was one order of magnitude smaller than those of Cr and Ni. In other words, the optimized isotope ratios for sample-spike blends nearly equal 1.0 when the natural isotope ratio in the sample is beyond 10 or less than 0.1. Our theoretical consideration result is mostly consistent with the IDMS protocol proposed by NIST. 21 
Measurement of detector dead-time
The measurement method of the detector dead-time is explained in Supporting Information. The detector dead-time (τo) of the ICP-SFMS employed in the present study was experimentally determined using a method proposed by Russ. 26 With 0.5, 1, 2 and 4 ng g -1 Pb isotope standard solutions, prepared from NIST SRM981, the signal intensities of two isotopes, 206 Pb and 208 Pb , were measured. The signals of 208 Pb for these solutions were in the range from 500000 to 4000000 cps, which were within the linearity of the SEM. The 208 Pb/ 206 Pb ratio, P, for each solution was plotted against a tentative τ value.
The typical result of the dead-time measurement is shown in Fig. 3 . In this case, the intersections of the P versus τ curves of four different solutions yielded a detector dead-time of 15 ± 3 ns (hereafter, the value following ± indicates the standard uncertainty). The standard uncertainty of the dead-time was calculated as the standard deviation of the dead-times from six different intersections among four curves.
As shown in this example, the detector dead-time initially showed positive values in the range of 10 -50 ns. However, the behavior of the detector changed during its operation period. Held et al., 16 who examined the relationship between the experimental detector dead-time and the number of days since installation of the mass spectrometer using a VG Instrument ICP-quadrupole mass spectrometer equipped with a Channeltron electron multiplier, found that the experimental detector dead-time showed an increasing tendency at first, but then a steep reduction over 300 days since installation. More remarkable was that the dead-time showed an apparently negative value on day 329, although the gain was still high (-2625 V, 300 V higher than the initial gain). They recommended regular monitoring of the detector dead-time and replacing the detector when it shows a negative value. Although the detector of the ICP-SFMS showed a normal value (15 ns) at first, the detector used in the CCQM interlaboratory study presented an unpredictable value in spite of its normal gain (-2000 V). Figure 4 shows the measurement result of the detector dead-time used in the CCQM interlaboratory study. The P versus τ curves were investigated using increasing concentrations (5, 10, 20, 40, 60, 80 ng g -1 ) of Cr solutions. Chromium was selected as one of the target elements in the present study. The mass spectrometer was operated at the medium-resolution (m/Δm = 4000), free from the spectral interference of 40 Ar 12 C + . The dead-time and its standard uncertainty, calculated from the intersections, were -45 and 5 ns, respectively. For other target elements, Ni and Mo, similar negative dead-times were obtained.
During a CCQM interlaboratory study, the dead-time showed a negative value even if the SEM was exchanged for a new one of the same type. In other words, the dead-time showed a negative value regardless of the lifetime of the SEM detector. A negative dead-time means that the number of actually observed ions exceeds that of incident ions. The author thus supposed that some kind of noises besides an incident ion entered the SEM to generate extra counts, resulting in a negative dead-time. As a result of several examinations after the CCQM study, it was found that the reason for the noise current to the SEM was a baseplate (printed board) that applies voltage to the electron multiplier. One of the condensers set at the baseplate had a problem, and then a noise signal was generated continually from there. The dead-time showed a normal value (10 -30 ns) by replacing the baseplate. The effects of a negative dead-time and its uncertainty on the combined standard uncertainty of analytical results are explained in the following sections.
Mass dependence of the dead-time
Another important matter to be discussed is the mass dependence of the detector dead-time. Figure 5 presents the result of dead-time determinations for various elements over a wide mass range. The electron multiplier was different from the detector used in the CCQM interlaboratory study, showing a positive dead-time.
The method of the dead-time determination and the uncertainty estimation was similar to that shown in Fig. 3 . For the measurements of Mg, Cu, In, Lu and Pb, the mass spectrometer was operated at low resolution, while for Cr and Fe it was operated at the medium-resolution mode. Considering the uncertainty of the measurement, the dead-times showed a decrease with increasing mass of the element. The uncertainty of the dead-time for Cr was extremely larger than those of the other elements, probably because of a larger fluctuation effect of the peak top in the mass table in the medium-resolution mode. In such a case of Cr, the use of the dead-time presumed from the other elements would be recommended. These results suggest the necessity of checking the mass dependence of the dead-time when using a new type of detector and/or instrument.
Some reports on this topic have been seen in the literature. Vanhaecke et al. 15 compared the behavior of a Channeltron continuous dynode electron multiplier of an ICP-quadrupole mass spectrometer with that of an SEM equipped with an ICP-SFMS by measuring the dead-time for various elements (Mg, Ni, Sr, Ba and Pb). They found a different tendency on the mass dependence of the dead-time; the former detector showed an increasing tendency with increasing mass of the elements, and the latter one showed an almost constant dead-time over the mass range investigated. They interpreted that this difference would be due to not only a difference in the detector type, but also a difference in the mass dependence of the incident ion kinetic energies between quadrupole and sector field mass spectrometers.
On the contrary, Held et al. 16 employing an ICP-quadrupole mass spectrometer system with a Channeltron continuous dynode similar to that used by Vanhaecke et al., reported no significant difference of the dead-time due to the masses of the elements, including Mg, Zr, Dy and Pb. In addition, our ICP-SFMS system showed a clear mass dependence of the detector dead-time. Both results of Held and the authors suggest that a similar type of electron multiplier and/or a similar type of ICP-mass spectrometer do not necessarily show the same behavior of mass dependence. However, the mass dependence of the dead-time would be related to the kinetic energies and/or transmission efficiencies of the incident ions, as reported by Vanhaecke et al. A decreasing tendency of the dead-time with increasing mass of the element, shown Fig. 5 , may be the slower velocity of the incident ions for a heavier mass of the element, because electrostatic energies were supposed to be constant for the whole mass range investigated in ICP-SFMS. As a result, the slower velocity would lead to less counting loss is ions. 
Effect of a negative dead-time on the result of the CCQM interlaboratory study
As mentioned above, the dead-time of the detector used in the CCQM interlaboratory study had a negative value of -45 ± 5 ns, in spite of its normal gain. The effects of the negative dead-time and the uncertainty of the detector on the trueness and the precision of the IDMS analytical results were examined through the CCQM interlaboratory study. Table 5 gives the IDMS analytical result of NMIJ and the uncertainty budget of Cr, Ni and Mo in a low-alloy steel, compared with reference values estimated as the simple mean ± standard deviation (1σ) for the results of all participants. No significant difference was observed between our result and the reference value for each element. These comparison results indicate that a precise IDMS analysis can be achieved by correcting the detector dead-time, even if the value of the dead-time would be negative.
Similar precisions of the isotope ratio measurement between low-resolution and medium-resolution can be clearly seen in Table 5 . The standard uncertainties, (3) and (7), were related to the repeatabilities of isotope ratio measurements for reverse IDMS and IDMS, respectively. For both cases there were not significant differences in the uncertainty due to the repeatability of the isotope ratio measurement between Ni (0.041, 0.040) in the low-resolution mode and Cr (0.051, 0.063) in the mediumresolution mode. In the case of Mo, twice or three times-larger uncertainties (0.107, 0.153) than Ni and Cr would be due to a large mass difference ( 95 Mo and 100 Mo ) to lead a time loss of mass scanning.
As for Ni, the repeatability for 2 reverse ID blends mainly contributed to the combined uncertainty, probably due to the difference in the concentration between two assay standards. The result of Mo agreed exactly with the average value of the CCQM participants; however, our expanded standard uncertainty went up to 5% due to the uncertainty of the isotopic abundance of Mo. The poorer uncertainty in the measurement of Mo emphasizes that a problem to be solved still remains in IDMS.
The standard uncertainty (9) given in Table 5 was the effect of the uncertainty due to the detector dead-time on the IDMS analytical result. While uncertainties due to the dead-time in the measurement of Ni and Mo were negligibly small (0.025 and 0.015%), that of Cr (0.24%) was the most important factor affecting the combined standard uncertainty of the analytical a. Larger one between (3) and (4) was adopted. b. Larger one between (7) and (8) 
When the Rd c e Rf
where R and R′ are functions of dead-time τ, γ is expressed as
Here, R(τ ) and R′(τ) are
IA 
Here, 
Looking at the middle parenthesis in Eq. (22), it is easily understood that the first and second terms look very much alike. In addition, the value of "de -cf" substantially equals the minus value of "bc -ad" because a ≈ e and b ≈ f. This means that the condition satisfying ∂γ/∂τ = 0 exists. The effect of the uncertainty of the dead-time (∂τ/τ) on the combined standard uncertainty of the analytical result (∂γ/γ) can be computed numerically as functions of the atomic fractions, the signals of ICP-MS and the detector dead-time. Figures 6 and 7 present the result of 3D simulation for Cr and Mo at the relative uncertainty of a detector dead-time of 10% (∂τ/τ = 0.1). The numerical simulation result of Ni showed almost the same behavior as that of Cr, because both natural isotope ratios of Cr and Ni are high (> 8). As can be easily expected, the lower is the signal of ICP-MS, the smaller is the uncertainty due to the dead-time. On the other hand, the use of the larger signal was preferable from the standpoint of the precision of the isotope ratio measurement. Although a different tendency was observed between the results of Cr and Mo, the optimized signal condition satisfying ∂γ/∂τ = 0 is IA = I′A and IB = I′B for both elements.
A numerical simulation with Eqs. (22) and (23) was applied to the example of the CCQM interlaboratory study. The numerical values required for the simulation are listed in Table 6 . The signals of ICP-MS were selected as representative ones. The detector dead-time with its standard uncertainty was -45 ± 4.5 ns. The ∂γ/γ value for Cr was 0.38%, while those for Ni and Mo were 0.004 and 0.038%, respectively. Although these values did not agree with the calculation results presented in Table 5 , the reason for the large value of ∂γ/γ for Cr can be explained by a large difference between the R(τ) value in IDMS and the R′(τ) value in reverse IDMS; in other words, R(τ) > 1.0 > R′(τ). This was probably due to an inappropriate estimation of the size of the spike. Contrary to say, if the isotope ratio of the sample-spike blend is equal to that of the spike-assay, the effect of the detector dead-time on the uncertainty of analytical result can be neglected. 
Conclusions
The parameters affecting the uncertainty of the analytical results of IDMS are the signal of ICP-MS and the uncertainty of the detector dead-time as well as the uncertainties of the atomic factions in the sample and assay standards, precision of isotope ratio measurements and standard deviations for analytical results of replicates prepared for "double IDMS". Therefore, the signal intensity of ICP-MS should be carefully selected because the signal intensity of ICP-MS and the detector dead-time have opposite effects on the accuracy of the analytical result. In other words, the larger the signal of ICP-MS, exceeding 10 6 cps, causes not only better precision of the isotope ratio measurements, but also the poor trueness of the isotope ratio due to the counting loss of ions. In order to reduce the effects of these parameters on the analytical results, both the mixing ratios of the [spike + sample] blend for IDMS and the [spike + assay standard] blend for reverse IDMS and their dilution factors should be carefully determined while considering the atomic fractions of the two isotopes, especially in the case of Mo with similar atomic fractions of the two isotopes. On the other hand the effect of the uncertainty of the detector dead-time can be minimized when the isotope ratio of the [sample + spike] blend for IDMS almost equals that of the [spike + assay standard] blend for reverse IDMS. This conclusion applies even when the dead-time of the detector showed a negative value, as was presented in the analytical result of the CCQM interlaboratory study on low-alloy steel.
The uncertainty budget given in Table 5 will give us useful information about which parameter is the most dominant to the combined uncertainty of the analytical result, and give us a useful guideline on future improvements of the IDMS procedure. Although the uncertainties of the atomic fractions and the detector dead-time are essentially impossible to be lowered, the precision of the isotope ratio measurement and the dispersion for the analytical results of two or four replicates can be improved to a certain extent by artificial efforts. An analytical result with small uncertainty does not necessarily mean a good result. However, possible efforts to reduce the uncertainty would be required so as to make the most of the latent ability of IDMS as the primary method.
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