Scattered data reconstruction by regularization in B-spline and associated wavelet spaces by XU YUHONG
SCATTERED DATA RECONSTRUCTION BY





FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF MATHEMATICS
NATIONAL UNIVERSITY OF SINGAPORE
2008
Acknowledgements
I would like to thank my advisor, Professor Shen Zuowei. In my eyes, Prof. Shen
set an exemplar for research scientists, by his passionate and painstaking inquiries on
scientific problems as well as profound research works. In the past five years, together
with his specific guidance on my research topic, numerous communications between us,
especially the advices on how to do effective research, are great sources of help for my
academic growth. I also appreciate his encouragement and support all the way along.
I would like to express my gratitude to the professors in and outside the department.
Through lecturing and personal discussion, they enriched my knowledge and experience
on mathematical researches. Particularly I would like to thank Professors Ji Hui, Lin
Ping, Sun Defeng and Toh Kim Chuan, all of whom are from NUS, and Prof. Han Bin
from University of Alberta, and Prof. Michael Johnson from Kuwait University.
My thanks go to my fellow graduate students Pan Suqi, Zhao Xinyuan and Zhou
Jinghui; thanks also go to my former fellow graduates, Chai Anwei, Chen Libing, Dong
Bin, Lu Xiliang, as well as to Dr. Cai Jianfeng at CWAIP. Personal interaction with
them, whether it is about discussing researches or taking dinner or having fun together,
makes my five-year stay at NUS a wonderful experience and a cherishing memory.
ii
Acknowledgements iii
At last, but not the least, I want to express my deep gratitude to my wife, Lu Lu, for her
unceasing love and continuous support during these years. I also take this opportunity






List of Tables x
List of Figures xi
1 Introduction 1
1.1 Scattered Data Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Purpose and Contribution of the Thesis . . . . . . . . . . . . . . . . . 3
1.2.1 Regularized Least Squares . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 Edge Preserving Reconstruction . . . . . . . . . . . . . . . . . . . 7
1.3 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Reconstruction in Principal Shift Invariant Spaces 13
2.1 Introduction to PSI Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 13
iv
Contents v
2.2 Interpolation in PSI Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Regularized Least Squares in PSI Spaces . . . . . . . . . . . . . . . . . . . 19
2.3.1 Lemmas and Propositions . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Error Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Natural Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Computation in B-spline Domain 31
3.1 Uniform B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 A KKT Linear System . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Regularized Least Squares . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Generalized Cross Validation . . . . . . . . . . . . . . . . . . . . . 46
3.4 Computational Advantages and Disadvantages . . . . . . . . . . . . . . . 48
4 Computation in Wavelet Domain 51
4.1 Wavelets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 A Basis Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Two Iterative Solvers: PCG and MINRES . . . . . . . . . . . . . . . . . . 61
4.4 Wavelet Based Preconditioning . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.1 Regularized Least Squares . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.2 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5 Numerical Experiments 74
5.1 Curve and Surface Interpolation . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Curve and Surface Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2.1 Curve Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Contents vi
5.2.2 Surface Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Edge Preserving Reconstruction 88
6.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.2 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Regularized Least Squares . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7 Implementation and Simulation 101
7.1 Approximating Regularization Functionals . . . . . . . . . . . . . . . . . . 101
7.2 Primal-Dual Interior-Point Methods . . . . . . . . . . . . . . . . . . . . . 105
7.3 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.3.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.4 Regularized Least Squares . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.4.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Bibliography 118
Summary
The objective of data fitting is to represent a discrete form of data by a continuous math-
ematical object — functions. Data fitting techniques can be applied to many applications
in science and engineering with different purposes such as visualization, parametric esti-
mation, data smoothing, etc. In the literature, various approaches to data fitting problem
can be loosely classified into two categories: interpolation and approximation. Interpo-
lation is usually applied to noise-free data, while approximation is suitable when given
data is contaminated by noise.
This thesis addresses both interpolation and approximation by taking principal shift-
invariant (PSI) spaces as the space the fitting function lives in. The research topic is
inspired by Johnson’s paper on an interpolation approach (see [52]), where the inter-
polant is found in a PSI space by minimizing Sobolev semi-norm subject to interpolation
constraint. This idea is generalized, in this thesis, to the approximation case where the
approximant is found in a PSI space by solving a regularized least squares problem with
Sobolev semi-norm as a regularization. Fitting data by minimization or regularization is
a common methodology, however, formulating the problem in PSI spaces brings several
benefits which we will elaborate in the following.
By taking advantage of good approximation power of PSI spaces, Johnson provides
vii
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an error analysis to the above-mentioned interpolation approach (see [52]). We generalize
the error analysis to the approximation approach. Error estimate, which measures the
distance from the interpolant (or approximant) to the data function by Lp norm, is
given in terms of the data site density. Roughly speaking, the estimate claims that
the error is small whenever scattered data have high density (and low noise level for
approximation case). This characterization guarantees the accuracy of the interpolation
and approximation methods.
We present the corresponding interpolation and approximation algorithms in the
general setting. The properties of the algorithms, such as the existence and uniqueness
of the solution, are discussed. In the implementation, we employ a special type of PSI
spaces, the one generated by a uniform B-spline function or its tensor product. In
view of the connection between PSI spaces and wavelets, the algorithms are converted
from B-spline domain to wavelet domain so that computational efficiency is improved
dramatically. This computational strategy consists of two critical components: compact
support of the uniform B-splines resulting in a sparse linear system, and preconditioning
technique in the wavelet domain that accelerates the iterative solution to the linear
system. The question of why the acceleration comes along in the wavelet domain is
studied and answered.
Numerical experiments are conducted to demonstrate the effectiveness of both inter-
polation and approximation algorithms in the context of curve and surface fitting. The
experiments compare our methods with the classical interpolating and smoothing spline,
and the result is that they produce very similar fitting curve or surface in terms of ac-
curacy and visual quality. However, our methods offer advantages in terms of numerical
efficiency. We expect that our methods remain numerically feasible on large data sets
and hence will extend the scope of applications.
In the above, we assume that Sobolev semi-norm, the regularization term, is defined
by L2 norm. In the last two chapters, we look into the approaches that employ L1 based
Sobolev semi-norm as regularization. We propose both interpolation and approximation
Summary ix
methods and study the corresponding error estimates, and then conduct numerical ex-
periments to illustrate the effectiveness of the L1 based methods. These methods are
particularly suitable for fitting the data that contain discontinuities or edges. The nu-
merical experiments show that in fitting such data, the L1 methods preserve edges very
well, while the L2 methods tend to blur edges and create undesirable oscillations. For
this reason, we call the L1 methods the edge-preserving methods.
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Chapter 1
Introduction
Today we are living in a world full of all kinds of data; data come from various sources,
such as signals/images, scientific experiments and financial market, to name a few. For
a given set of data, it is often convenient to represent it in the form of mathematical
objects before carrying out further inspection, processing and analysis. Therefore, a great
challenge to applied mathematicians is how to represent various data by appropriate
mathematical models and then process or analyze them effectively and efficiently.
This thesis is devoted to data fitting, one key problem in data representation and
processing. In this opening chapter, we first define the problem and specify the aims
of studying the problem. We then address the purpose of this thesis research, discuss
the main contributions of the thesis, and present the organization of the thesis. Finally,
some related existing methods are reviewed and compared with our methods.
1.1 Scattered Data Reconstruction
Mathematically speaking, a data fitting problem requires to find a functional represen-
tation for a set of functional data. Let {xi}ni=1 be a sequence of points in Rd (d ∈ N)
and {fi}ni=1 (fi ∈ R) the functional values associated with the sequence of points. Here,
a single xi is called a data site, and a point (xi, fi) ∈ Rd+1 is called a data point. The
1
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whole set of data points, {(xi, fi)}ni=1, is called a data set. We seek a fitting function
f(x), belonging to a prescribed function space H, that fits the data points well, i.e.,
f(xi) ≈ fi, i = 1, 2 · · · , n. (1.1)
The function space H is called an approximation space, which specifies where the fitting
function f comes from. The sign ≈ provides flexibility and allows different approaches
to the problem. Various approaches to data fitting can be classified into two categories:
interpolation and approximation. Interpolation requires that f matches the data points
exactly, i.e, f(xi) = fi (i = 1, 2 · · · , n), while approximation allows f to deviate a bit
from the data points as shown in (1.1). Interpolation is usually applied to noise-free
data, while approximation works for the data which is contaminated by noise.
The concept of data fitting is quite common in many research areas. For example,
in most experimental sciences such as chemistry and biology, one is often required to
analyze data collected from experiments, where data fitting techniques can be applied
for different purposes, for instance, to explore correlations between the data, to determine
the underlying physical parameters, etc. Another important category of applications is
signal and image processing, where data fitting can be used to recover the signals or
images that are contaminated by noises, to compress image or video sequences, and so
on. Here we summarize the objectives to studying data fitting problems as follows.
• Functional representation Representing the data in terms of a continuous func-
tion instead of discrete data points brings some benefits. For example, functional
representation makes it possible to predict the functional value at any data site in the
range of representation.
• Parametric estimation Some data sets are from physical models that contain a
number of parameters. By applying data fitting technique on the data set, one is able
to estimate the parameters.
• Data smoothing Real data sets always contain noises and errors. Data fitting
techniques can be applied for smoothing out noises and reduce errors.
• Data reduction A data set may have a huge number of data points, which take up
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too much storage. Data fitting can be used to compress the data in a more compact
form to cut down storage consumption.
In this thesis, the main objectives are “functional representation” and “data smoothing”.
Under such circumstance, data fitting can be referred to as data reconstruction. The two
phrases will be used interchangeably throughout the thesis.
According to the spatial structure of data sites, various data sets can be classified
into two categories: uniformly spaced data and scattered data. For the first, data sites
are uniformly spaced and have nice structure; but for the latter, they are irregularly
(sometimes randomly) spaced and unstructured. Signals and images are typical examples
of uniform data, as they are uniformly sampled in general. The examples of scattered
data include geographical data, meteorological data, 3D data collected by 3D scanner,
feature vectors used in pattern recognition, etc.
Because uniform data have nice structure to be utilized in the fitting process, fitting
on uniform data is generally easier than fitting on scattered data. The main focus of this
thesis is on scattered data fitting, although the proposed methods are also applicable to
uniform data.
1.2 The Purpose and Contribution of the Thesis
The approximation space H plays a crucial role in data fitting problems. It not only
specifies the space where the fitting function lives in, but also suggests the possible data
fitting approach to be taken in the space. Typical examples for the choice of H include
the space spanned by polynomial functions of a certain degree, the space spanned by
trigonometric functions and the Sobolev spaces. In this thesis, we take a special approxi-
mation space, a principal shift invariant space, and consider interpolation/approximation
problems in that space. The main objective of this thesis is to develop accurate and effi-
cient interpolation/approximation algorithms that can be applied to large data sets, by
taking advantage of the properties of principal shift invariant spaces.
Put it simply, a principal shift invariant (shorthanded as PSI) space is a function
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space spanned by translated copies of one function which is called the generator. With φ
denoting the generator, we briefly discuss several properties of PSI spaces which might be
desirable for solving data fitting problems. When going through the following properties,
the readers may refer to Section 2.1, where a formal introduction of PSI spaces is given.
• Simple structure The structure of a PSI space is simple since it is generated by
only one function φ, and this structural simplicity naturally leads to the ease of im-
plementation when one needs to implement related algorithms.
• Approximation power Although simple, a PSI space provides good approxima-
tion to Sobolev spaces if φ is chosen properly to satisfy the Strang-Fix conditions.
This approximation power, as we shall see, plays a critical role in the theoretical
characterization of the interpolation/approximation methods considered in the thesis.
• Compact support It is known that if a linear system of equations, especially a large
one, requires to be efficiently stored and solved, sparseness is a crucial factor. In the
thesis, we show that if the generator φ is compactly supported, the equation systems
arising from the interpolation/approximation methods are sparse. This enables one
to solve large-scale problems numerically.
• Connection to wavelets PSI spaces have close connection with wavelets. In view
of the advantages that wavelets might bring to the problem of data fitting, e.g., fast al-
gorithms and sparse representation, the interpolation/approximation algorithms might
be converted into the ones in wavelet domain.
1.2.1 Regularized Least Squares
We approach the problem of fitting noisy data in a standard regularized least squares
framework. What makes our approach different from others is the choice of approxima-
tion space. We choose a PSI space as the approximation space.
For the convenience of the following discussion, we denote a PSI space by Sh(φ,Ω),
where φ is a single, carefully chosen, compactly supported function, Ω is a domain of
interest which contains all data sites, and h is a dilation parameter that controls the
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refinement of the space. Assume that we are given a data set {(xi, fi)}ni=1, where fi’s
are contaminated by noise. We propose in [53] an approximation approach that seeks




(s(xi)− fi)2 + α|s|2Hm(Ω), s ∈ Sh(φ,Ω), (1.2)
where | · |Hm(Ω) denotes Sobolev semi-norm on Ω (refer to Section 2.1 for precise defini-
tion), and m is a positive integer. Minimization problem (1.2) is a standard regulariza-
tion problem — the first least square term measures the fitting error, while the second
(regularization) term measures the roughness of s. The parameter α > 0 is called the
regularization (or smoothing) parameter, which serves as a weight to adjust the balance
between the two terms.
As we shall see later on, the minimization formulation (1.2) is closely related to
the classical smoothing spline, one of the most popular methods for fitting noisy data.
However, the surface smoothing spline suffers from expensive computational cost when
data size is large. By making the proposition (1.2), we aim to provide an accurate yet
efficient alternative solution in the standard regularized least squares framework.
In Chapter 2, we provide an error analysis to the above approach, which estimates the
Lp(Ω)-norm of the error f − s in terms of the data site density and the noise level in the
given data, where f is the exact (probably unknown) data function and s is the obtained
approximant. Roughly speaking, the estimate says that the error is small whenever the
scattered samples have a high sampling density and a low noise level. It ensures the
accuracy of our approach. Moreover, the numerical experiments in Chapter 5, which
are conducted in the context of curve and surface fitting, demonstrate that our method
and the smoothing spline method produce very similar results in terms of accuracy and
visual quality.
Besides accuracy, we also expect that our method is efficient enough to be applied to
large data sets. It can be easily shown that the minimization problem (1.2) is reduced
to a sparse positive definite linear system. We address in Chapter 3 the details about
how to form the linear system when φ is a uniform B-spline in 1D and a tensor product
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of uniform B-splines in 2D. Though sparse, the linear system is ill-conditioned, thus
the usual conjugate gradient method is inefficient and a large number of iterations are
needed for convergence. In Chapter 4, to acquire better conditioning, the linear system
in the B-spline basis is converted to the one in a properly normalized wavelet basis. We
prove that the preconditioned linear system, in an asymptotically sense, has bounded
condition number. Numerical experiments are carried out to illustrate accelerations on
execution time and number of iterations. To sum up, two important components of this
computational approach contribute to its efficiency: compact support of the uniform
B-splines resulting in a sparse linear system, and the wavelet-based preconditioning that
accelerates the convergence of the conjugate gradient solution to the linear system.
For the purpose of fitting large data sets, though some fast surface spline methods
are now available (see [7, 20]), our approach offers an alternative solution by providing
to the users a flexibility, via choosing the parameter h, to control the size of the problem
such that it can be solved efficiently. Moreover, due to its efficiency, this approach allows
for the choice of small h to guarantee good approximation. Compared to the surface
smoothing spline, we expect that our approach will remain feasible on larger data sets
and hence will extend the scope of applications.
1.2.2 Interpolation
We now review Johnson’s interpolation approach that in some sense initiates this thesis
research topic. Johnson considers in [52] the scattered data interpolation problem by
taking PSI spaces as the approximation space.
For a given data set {(xi, fi)}ni=1, Johnson’s interpolation method looks for an s ∈
Sh(φ,Ω) which minimize Sobolev semi-norm under interpolation constraints, i.e.,
min
s∈Sh(φ,Ω)
|s|Hm(Ω), s.t. s(xi) = fi. (1.3)
Johnson provides an error analysis for the interpolation method, which estimates the
Lp(Ω)-norm of the error f − s in terms of the data site density. The estimate guarantees
the accuracy of the interpolation method in the sense that the error is small whenever
1.2 The Purpose and Contribution of the Thesis 7
scattered samples have a high sampling density. We will review the error estimates in
Section 2.2.
In this thesis, we will implement Johnson’s interpolation method in one and two
dimensions, by choosing the generator φ as a uniform B-spline in 1D and a tensor product
of uniform B-splines in 2D. Since the iterative process for numerical solution is slow in
the B-spline domain, we convert the algorithm to the corresponding wavelet domain for
speedup. We then apply the algorithm to a few examples of curve/surface interpolation
to testify the effectiveness of the method.
The organization of the thesis on the interpolation method is as follows. In Chapter
2 we review Johnson’s interpolation method and discuss the corresponding boundary
condition. In Chapter 3 we present an interpolation algorithm in the B-spline domain,
and discuss some important issues for the algorithm, such as the existence and uniqueness
of the solution. In Chapter 4 we address how to convert the algorithm from B-spline
domain to wavelet domain and then demonstrate by numerical experiments the efficiency
of the computation in the wavelet domain. In Chapter 5 we demonstrate the effectiveness
of the interpolation method by a few examples from curve/surface interpolation.
1.2.3 Edge Preserving Reconstruction
Both methods above, interpolation and regularized least squares, use L2 based Sobolev
semi-norm as the penalty or regularization. For the given data whose underlying data
function is smooth, these methods work quite well as evidenced by the numerical ex-
periments in Chapter 5. However, when given data intrinsically contain discontinuities
or edges – important features that are expected to be recovered by reconstruction, the
performance of the L2 methods is not satisfactory and they tend to blur edges and cre-
ate unwanted oscillations. To better recover the important features, we propose edge
preserving reconstruction by employing more sophisticated regularization functional, L1
based Sobolev semi-norm.
We still look for the interpolant or approximant in the PSI space Sh(φ,Ω). By using
the new regularization, interpolation and regularized least squares can be reformulated
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as follows. Interpolation looks for the solution of
min
s∈Sh(φ,Ω)
|s|Wm1 (Ω), s.t. s(xi) = fi (1.4)




(s(xi)− fi)2 + α|s|2Wm1 (Ω), s ∈ S
h(φ,Ω). (1.5)
Compared to L2 regularization, L1 regularization assigns comparatively larger weight on
small value of derivatives and comparatively smaller weight on large value of derivatives.
Therefore, large derivatives are less penalized and hence sharp variations of a function,
such as edges, are better preserved.
In Chapter 6, we prove the error estimates for both the interpolation approach (1.4)
and the approximation approach (1.5). In Chapter 7, by choosing φ as a uniform B-
spline or its 2D tensor product, we discuss the implementation details. It turns out
that both methods lead to second order cone programs (SOCP), a class of well-studied
problems in optimization (see e.g. [13]). Finally, numerical experiments are carried out
to demonstrate the effectiveness of the L1 methods: compared to the L2 methods, they
do a much better job in preserving edges.
1.3 Literature Review
In this section, we will review some existing methods with the emphasis on those which
are closely related to our methods. For the clarity of presentation, interpolation and
approximation methods are reviewed separately although some interpolation and ap-
proximation methods are closely related.
Interpolation methods :
There exists a vast literature on scattered data interpolation. In [34] Franke provides
an excellent survey in which various (about 30) methods are extensively tested and
thoroughly compared. The test results are summarized in a table in which each method
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is evaluated with respect to several characteristics such as accuracy, visual quality, timing
and storage requirements.
Some methods are finite element based [2, 56]. The basic idea is to use the finite
element functions, which are defined on a triangulation of the convex hull of data sites,
to interpolate given data. The first step of these methods is to find a triangulation. Once
the triangulation is available, the derivatives at data points are estimated in order to
construct finite element functions to be pieced up smoothly to get a smooth interpolant.
Finite element based methods run fast and require small amount of storage, but accuracy
and visual quality of the resulting interpolant are unsatisfactory in general (see [34]).
The finite element methods are “local” methods in the sense that the addition or
deletion of a data point will only affect the interpolant at nearby points. In contrast,
we say a method is “global” if the interpolant is dependent on all data points. The
numerical experiments in [34] showed the best performance, in terms of accuracy and
visual quality, is achieved by global methods like Hardy’s multiquadratic and Duchon’s
thin-plate spline, though they require more storage and are more time-consuming than
local methods.
The multiquadratic method, developed by Hardy (see [45]), uses multiquadratic func-
tions,
Gi = (d2i + r
2)1/2, di = ‖x− xi‖2,
as the basis functions to interpolate given data. Here r is a user-specified parameter. This
method is stable, accurate and yields visually pleasing surfaces. The theories in [59, 63]
account for the success of this method — the multiquadratic interpolant is unique and
minimizes a certain pseudonorm in a Sobolev space.
A similar method is cubic (surface) spline interpolation. It is posed as the solution
of the following minimization problem
min
s∈Hm
|s|Hm , s.t. s(xi) = fi, (1.6)
where Hm is the Beppo-Levi space and | · |Hm is its associated semi-norm. When d = 1
and m = 2, the solution to (1.6) is the cubic spline (see e.g. [8]), while 2m > d ≥ 2,
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under a mild condition on the locations of the data sites, the solution to (1.6) is a surface
spline (called a thin-plate spline when m = d = 2). The researches on surface spline were
initially by Duchon [32] and Meinguet [61]. The spline interpolation is a popular method
for scattered data interpolation in a wide range of applications, see e.g. [8, 20]. However,
in the multivariate setting (d ≥ 2) the method becomes computationally expensive as
the number of data sites n grows large. One reason for this is that the basis functions for
surface spline are globally supported, which leads to a full n×n matrix to be stored and
inverted. To make things worse, the full matrix is usually seriously ill-conditioned (see
e.g. [33, 68]). Recently significant progress has been made in the direction of reducing
these computational difficulties (e.g. [6, 7, 20]).
Johnson’s interpolation method shares a similar spirit with the spline interpolation,
and they only differ in the choice of approximation space. In fact, the solution of (1.3)
can be viewed as an approximation to the solution to (1.6), since Sh(φ,Ω) is a subspace of
Hm. Hence we expect that both methods will produce similar interpolation results, and
this is confirmed by the numerical experiments in Chapter 5. One advantage of Johnson’s
method over the spline interpolation is that its resulting linear system is sparse, due to
the compact supportness of φ, and thus it might be applied to large-scale problems.
Approximation methods :
Interpolation methods are effective to fit noise-free data. However, if the functional
values are perturbed by measurement errors or noises as in the following,
fi = f(xi) + ²i,
where f is a smooth function, the interpolation methods usually fail to perform well. In
this scenario, to better recover f , we have to turn to approximation methods.
The least squares method is a common approach to fit noisy data. It aims to minimize
`2 norm of residuals at the data sites under a certain carefully chosen basis. Splines or
tensor product splines are preferred choices of the basis, see e.g. [8, 30]. A critical and
difficult step in the spline-based least squares approach is to choose appropriate degrees
of freedom and good knot locations to adapt to the variations of data density. The
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approximation will be inaccurate if the degrees of freedom is too small to capture the
variations of the data function; but with too many degrees of freedom, one may end
up with infinitely many solutions, each interpolating the given data. However, the least
square method has been demonstrated to perform well (see [8]) if the above difficulties
are properly addressed. Hence it is an option for approximating noisy scattered data.
The smoothing spline method is recognized as a classical approach to scattered data




(f(xi)− fi)2 + α|f |2Hm , f ∈ Hm. (1.7)
Parallel to the interpolation case, when d = 1 and m = 2, the solution to (1.7) is the
cubic smoothing spline, while if 2m > d ≥ 2, the solution to (1.7) is a surface spline
(called a thin-plate smoothing spline when m = d = 2), see e.g. [39]. Smoothing spline is
a popular method in a wide range of applications (see e.g. [39, 71, 75]). However, in the
multidimensional setting (d ≥ 2) the smoothing spline suffers from the same computa-
tional difficulties as encountered in the spline interpolation. The recent researches that
address these computational difficulties include preconditioning, fast evaluation meth-
ods, compactly supported radial basis functions, e.g. [6, 20, 76]. Notice that cubic and
surface splines belong to a more general class of functions, radial basis functions (RBFs).
We refer to [16] for the complete theory and applications of RBFs.
In the same line, in order to approximate data efficiently, some multilevel methods
have been developed. For example, a multilevel scheme based on B-splines is proposed in
[57] to approximate scattered data; a wavelet-based smoothing method which operates
in a coarse-to-fine manner to get the fitting function efficiently is suggested in [23].
Just as in the interpolation case, our approximation method differs from the smooth-
ing spline only in the choice of approximation space. Since Sh(φ,Ω) is a subspace of
Hm, the solution of (1.2) can be viewed as an approximation to the solution to (1.7).
While the thin-plate smoothing spline leads to a linear system with full matrix, our ap-
proximation method gives a sparse banded linear system. Furthermore, we speed up the
computation by converting the algorithm to the wavelet domain.
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Finally, we mention that the use of B-spline as basis functions for scattered data
approximation is not new. The approaches taken in [3, 47, 70, 74] is similar to ours.
However, in the present contribution, we provide an analysis of the approximation power
and conduct numerical experiments in both B-spline and wavelet domains.
Chapter 2
Reconstruction in Principal Shift
Invariant Spaces
This chapter is devoted to error analysis of our interpolation and approximation ap-
proaches that are laid out in Chapter 1 (note that here we only concern with the L2
based methods and defer the discussions of the L1 based methods to Chapter 6). First
we give a formal introduction to principal shift invariant (PSI) spaces and discuss their
several important properties. We then review Johnson’s interpolation method and the
corresponding error estimates [52]. For the purpose of fitting noisy data, we propose
two regularized least squares schemes and prove the corresponding error estimates under
certain assumptions. Finally we address the issues about boundary condition.
2.1 Introduction to PSI Spaces
We first introduce some notations that will be used throughout this thesis. In Rd, we
use the standard multi-index notations. For multi-indices α = {α1, α2, · · · , αd}, define
|α| := α1 + α2 + · · ·+ αd,
Dα := (∂α1/∂xα11 )(∂
α2/∂xα22 ) · · · (∂αd/∂xαdd ).
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2 + · · ·+ x2d.
For x, y ∈ Rd, let x · y denote the inner product between them. In this thesis, two often
employed sets in Rd are the open unit ball B := {x ∈ Rd : |x| < 1} and the unit cube
C := [−1/2, 1/2)d.
Let m be a positive integer, and let Hm denote the set of tempered distributions f
for which Dαf ∈ L2(Rd) for all |α| = m. This Hm is a Sobolev semi-normed space and
is called the Beppo-Levi space. For measurable Ω ⊂ Rd and f ∈ Hm, we define the
seminorm









2α, x ∈ Rd.
If Ω = Rd, we write simply |f |Hm . It can be easily shown that |f |Hm has the represen-
tation in the Fourier domain as ‖| · |mf̂‖L2(Rd\{0}) for all f ∈ Hm, where f̂ is the Fourier





With this representation, it follows that
|f(h·)|Hm = hm−d/2|f |Hm .
Let Wm2 denote the Sobolev space of all tempered distributions f for which D
αf ∈
L2(Rd) for all |α| ≤ m. In the Fourier domain, the Sobolev norm can be defined as
follows
‖f‖Wm2 := ‖(1 + | · |2)m/2f̂‖L2(Rd).
We now define a principal shift invariant (PSI) space. Let φ : Rd → R be a continuous
and compactly supported function, and let c : Zd → R be a sequence. The semi-discrete
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convolution between φ and c is defined by




The principal shift invariant space S(φ) generated by φ is the smallest closed subspace
of L2(Rd) that contains all function φ ∗′ c, where c is a finitely supported sequence; that
is,
S(φ) = closure{φ ∗′ c : c ∈ `0(Zd)},
where `0(Zd) denotes the set of all finitely supported sequence on Zd. Because s(· − j) ∈
S(φ) if s ∈ S(φ) and j ∈ Z, i.e., S(φ) contains all integer translates of s if it contains s,
S(φ) is shift invariant. Because S(φ) is generated by the single function φ, it is called a
principal shift invariant space.
Remark 2.1.1. In general the generator of principal shift invariant spaces may not be
compactly supported, however, in this thesis, it is sufficient (also, to make the introduc-
tion easy) to assume that the generator is compactly supported.
The space S(φ) can be refined by dilation. We define for h > 0
Sh(φ) = {f(·/h) : f ∈ S(φ)}.
Sh(φ) provides good approximation to Sobolev spaces if φ is chosen properly. We say
S(φ) provides approximation order m, m ∈ N, if for any f ∈Wm2
inf
s∈Sh(φ)
‖f − s‖L2(Rd) = O(hm), as h→ 0.
The approximation order of S(φ) can be characterized in terms of the Strang-Fix condi-
tions. A function φ is said to satisfy the Strang-Fix conditions of order m if
φ̂(0) 6= 0, and Dαφ̂(2pij) = 0, ∀j ∈ Zd\{0}, |α| < m.
It is well-known (see [12, 49]) that S(φ) provides approximation order m if and only if φ
satisfies the Strang-Fix conditions of order m.
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PSI spaces are particularly important in the field of approximation theory. The
structure of a PSI space is simple, as the space can be generated by only one function
φ. Moreover, a PSI space provides good approximation to Wm2 if φ satisfies the Strang-
Fix conditions. Further, a PSI space also has an associated wavelet system, provided the
generator φ satisfies some conditions, e.g. refinability, which will be discussed in Chapter
4. The interested readers are referred to [10, 12] for a more complete account on PSI
spaces.
In most applications, data to be processed comes from a bounded subset of Rd. For
a bounded domain Ω ⊂ Rd, we work with a space spanned by those shifts of φ whose
support intersects the interior of Ω, namely,
S(φ,Ω) := {φ ∗′ c : c(j) = 0 whenever supp φ(· − j) ∩ Ωo = ∅},





c(j)φ(·/h− j) : c(j) = 0 whenever supp φ(·/h− j) ∩ Ωo = ∅
}
.
This Sh(φ,Ω) is the approximation space in which we will formulate interpolation and
approximation schemes and look for numerical solutions.
At this stage, there is no guarantee that the above-mentioned functions φ(·/h − j),
which span Sh(φ,Ω), are linearly independent over Ω. Although that is of no concern at
the theoretical level, it is an important consideration when one begins to make numerical
computations. The concept of local linear independence is precisely the one needed: The
shifts of φ are locally linearly independent if for every bounded open set G, all shifts of
φ (i.e. φ(· − j), j ∈ Zd) having some support in G are linearly independent over G.
For the sake of generality, we will not assume, in this chapter, that the shifts of φ are
locally linearly independent; however, we will explicitly state this assumption later on as
needed.
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2.2 Interpolation in PSI Spaces
Johnson’s approach to scattered data interpolation problem, i.e., the minimization for-
mulation (1.3), is introduced in Chapter 1. Here we provide a brief review on the interpo-
lation method and the corresponding error estimates (see [52]). Since some intermediate
results in [52] are useful when we perform an error analysis for the regularized least
squares schemes in the next section, we will quote them when necessary.
We introduce some necessary notations for scattered data sites. Let B denote the
unit ball in Rd. Let Ξ denote the set of data sites, and assume that Ξ ⊂ Ω where Ω
is a bounded subset in Rd. We say that Ω has the cone property if there exist positive
constants ²Ω, rΩ such that for all x ∈ Ω there exists y ∈ Ω such that |x− y| = ²Ω and
x+ t(y − x+ rΩB) ⊂ Ω, ∀t ∈ [0, 1].
Let ∂Ω denote the boundary of Ω. We say that Ω has a Lipschitz boundary if every point
p on ∂Ω has a neighborhood Up such that ∂Ω∩Up is the graph of a Lipschitz continuous
function (see [1]).
The following different measures are introduced to characterize the density of Ξ in
one way or another. The separation distance in Ξ is defined as
sep(Ξ) := inf{|ξ − ξ′| : ξ, ξ′ ∈ Ξ, ξ 6= ξ′}.
The fill distance from Ξ to Ω is given by





And the accumulation index of Ξ in Ω is defined as
γ := γ(Ξ,Ω) := max
x∈Ω
#{ξ ∈ Ξ : |x− ξ| ≤ δ}.
Let m > d/2 be an integer. Assume that φ ∈ Wm2 is compactly supported and
satisfies the Strang-Fix conditions of order m. Given scattered data set f |Ξ where the
data function f ∈ Wm2 , Johnson’s interpolation method looks for the interpolant s, i.e
s|Ξ = f |Ξ, in the space Sh(φ,Ω).
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First of all, we need to be sure that there exists at least one interpolant in the space
Sh(φ,Ω) so that it is meaningful to look for the solution in the space. The following
lemma from [52] ensures that there always exists such an interpolant for some small h if
sep(Ξ) > 0.
Lemma 2.2.1. ([52, Lemma 2.1]) Let φ be continuous and compactly supported, and
satisfies the Strang-Fix conditions of order m ≥ 1. There exists ²φ (depending only on
φ) such that if 0 < h ≤ sep(Ξ)/²φ, then there exists s ∈ Sh(φ,Ω) such that s|Ξ = f |Ξ.
We now introduce two interpolation schemes (the latter one corresponds to the for-
mulation (1.3)) proposed in [52]. The following two theorems, which correspond to the
interpolation method 6.1 and 7.1 in [52], give the interpolation schemes as well as the
corresponding error estimates. Essentially, the error estimates tell us that the error is
small whenever given data is dense enough, which is a desirable behavior of a good
interpolation method.
Theorem 2.2.2. [52, Interpolation method 6.1] Let m > d/2 be an integer, and let
φ ∈ Wm2 be compactly supported and satisfies the Strang-Fix conditions of order m. Let
Ω be an open, bounded subset of Rd having the cone property, and let Ω0 be an open,
bounded subset which contains Ω¯. Let Ξ be a finite subset of Ω¯ and let 0 < h ≤ sep(Ξ)/²φ.
Choose s ∈ Sh(φ,Ω0) to nearly minimize |s|Hm subject to the interpolation conditions
s|Ξ = f |Ξ. There exists δ0 > 0 such that if δ := δ(Ξ,Ω) ≤ δ0, then for all f ∈ Wm2 and
2 ≤ p ≤ ∞
‖f − s‖Lp(Ω) ≤ const(m,Ω,Ω0, φ)δm−d/2+d/p‖f‖Wm2 .
Theorem 2.2.3. [52, Interpolation method 7.1] In addition to the assumptions on
φ and Ω in Theorem 2.2.2, it is further assumed that Ω is connected and has a Lipschitz
boundary. Let Ωh be any measurable set which contains Ω, choose s ∈ Sh(φ,Ωh) to nearly
minimize |s|Hm(Ωh) subject to the interpolation conditions s|Ξ = f |Ξ. There exists δ0 > 0
such that if δ := δ(Ξ,Ω) ≤ δ0, then for all f ∈ Hm and 2 ≤ p ≤ ∞
‖f − s‖Lp(Ω) ≤ const(m,Ω, φ)δm−d/2+d/p|f |Hm(Ω).
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Here the phrase “nearly minimize” means to bring to within a constant of it’s minimal
value. For example, to choose g ∈ G to nearly minimize ‖g‖ means to choose g so that
‖g‖ ≤ const inf{‖g˜‖ : g˜ ∈ G}. Note that the above error estimates can be achieved by
merely requiring the solution to be a “near minimizer”. However, for the above minimiza-
tion problems, the exact minimizer can be found by solving a quadratic programming
problem, as indicated in [52]. The formulation and solution to the quadratic program
will be elaborated in Chapter 3.
2.3 Regularized Least Squares in PSI Spaces
Noisy data can be modeled as a sampling (on scattered sites Ξ) of a function f which is
contaminated by a noise n
f˜ |Ξ = f |Ξ + n|Ξ.
As mentioned in Chapter 1, we use regularized least squares to fit noisy data. At this
moment the regularization term is taken to be Sobolev semi-norm |·|Hm(Ω) or ‖·‖Wm2 (Ω) of
the approximating function. Correspondingly the following two regularized least squares
schemes are proposed.
Let m > d/2 be an integer, and assume that φ ∈ Wm2 is compactly supported and
satisfies the Strang-Fix conditions of order m. Let Ω be a bounded subset in Rd and let
f ∈Wm2 , but assume that we are given a noisy sample f˜ |Ξ at scattered data sites Ξ ⊂ Ω,
with the noise level satisfying
‖f − f˜‖`2(Ξ) ≤ ².
In the first scheme we seek an s ∈ Sh(φ,Ω) which nearly minimizes
eα(s, f˜ ,Ξ) := α|s|2Hm(Ω) + ‖s− f˜‖2`2(Ξ), (2.1)
while in the second we seek an s ∈ Sh(φ,Ω) which nearly minimizes
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The remaining of this section is devoted to the proof of the error estimates of the above
two schemes. The implementation and experiments of these schemes will be discussed
and conducted in the next chapters.
2.3.1 Lemmas and Propositions
We start with some lemmas and propositions that facilitate the proof of the error esti-
mates. The proof draws heavily on the ideas and conclusions from [52]. In [52] Duchon’s
inequality plays a crucial role in the proof of the error estimates in Theorems 2.2.2 and
2.2.3. Duchon’s inequality is first proved in [32] and has been generalized recently in
[64]. In the reminder of this section, it is assumed that Ω is a compact subset of Rd hav-
ing the cone property and Lipschitz boundary. We say two positive variables A,B are
equivalent (denoted as A ∼ B) if there exist positive constants C1, C2 (called equivalency
constants), which do not depend on either A or B, such that C1A ≤ B ≤ C2A.
Lemma 2.3.1 (Duchon’s inequality). Let Ξ ⊂ Ω. Then there exists δ∗ > 0 (depending
only on ²Ω and rΩ) such that if δ := δ(Ξ,Ω) ≤ δ∗, then for all g ∈ Hm(Ω) with g|Ξ = 0
and 2 ≤ p ≤ ∞
‖g‖Lp(Ω) ≤ const(m,Ω)δm−d/2+d/p|g|Hm(Ω).
The next lemma gives useful properties of a bounded subset in Rd that has the cone
property, which will be used to generalize Duchon’s inequality.
Lemma 2.3.2. Let Ξ ⊂ Ω, where Ω is a bounded subset of Rd having the cone property
with parameters ²Ω and rΩ. With δ := δ(Ξ,Ω), the following hold:
(i) There exists δ0 > 0 (depending only on ²Ω and rΩ) such that if δ ≤ δ0, then there
exists Ξ0 ⊂ Ξ such that δ(Ξ0,Ω) ∼ δ and sep(Ξ0) ∼ δ, where the equivalency
constants depend only on ²Ω and rΩ;
(ii) There exists a partition of Ξ, Ξ =
⋃n
i=1 Ξi, such that n ≤ const(d)γ and sep(Ξi) ≥ δ
for i = 1, 2, · · · , n, where γ is the accumulation index of Ξ in Ω.
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Proof. Put δ0 := rΩ/(5
√
d+ 2) and assume δ := δ(Ξ,Ω) ≤ δ0.
(i) Define a set of lattice nodes as follows
P = {5δj ∈ Ω, j ∈ Zd}.
The cone property implies that there is a ball with radius rΩ lying inside Ω. It is easy to
see, by the choice of δ, that this ball contains at least two points of the form 5δj (j ∈ Zd).
Hence P is not empty and has at least two nodes. For any p ∈ P , by the definition of δ,
infξ∈Ξ |p− ξ| ≤ δ, and hence there exists a ξp ∈ Ξ such that |p− ξp| < 2δ. Define Ξ0 by
picking one such ξp for each p ∈ P and collecting them together, i.e.,
Ξ0 = {ξp : ξp ∈ Ξ, |p− ξp| < 2δ, p ∈ P}.
By the triangle inequality, it follows from the construction of P and Ξ0 that |ξp− ξq| ≥ δ
for any pair p, q ∈ P , and that |ξp − ξq| ≤ 9δ for any two neighboring nodes p, q ∈ P .
Hence sep(Ξ0) ∼ δ.
For any x ∈ Ω, by the cone property, there exists y such that |x − y| = ²Ω and
x+ t(y−x+ rΩB) ⊂ Ω, ∀t ∈ [0, 1]. Let t = δ/δ0, the ball B1 := x+ t(y−x+ rΩB) ⊂ Ω,
and its radius is (5
√
d + 2)δ. By the construction of P , there exists a p ∈ P such that
p + 2δB ⊂ B1. By the definition of Ξ0, there exists a ξp ∈ Ξ0 such that ξp ∈ B1. Then
the triangle inequality gives
∣∣x− ξp∣∣ ≤ ∣∣x− (x+ t(x− y))∣∣+ ∣∣(x+ t(x− y))− ξp∣∣ ≤ t(²Ω + rΩ),
from which we have δ(Ξ0,Ω) ≤ const(rΩ, ²Ω)δ. On the other hand, δ(Ξ0,Ω) ≥ δ :=
δ(Ξ,Ω) since Ξ0 ⊂ Ξ. Hence δ(Ξ0,Ω) ∼ δ.
(ii) Since Ω is bounded, there is a “bounding box” BD of the form [l1, r1]× [l2, r2] · · · ×
[ld, rd] which covers Ω. Define a set of lattice nodes
Q = {3δj ∈ BD, j ∈ Zd}.
Associate each node p ∈ Q with a closed ball B(p, δ) := p + δB¯. By the definition of
γ, in B(p, δ) there are at most γ points in Ξ. A subset of Ξ can be formed by picking
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one point from Ξ in each ball if it contains such a point, and grouping them together.
Thus, for all the points in Ξ that lie in the balls, we can group them into at most γ such
subsets which do not intersect with each other. By the construction of the subsets, the
separation distance of each subset is not less than δ.
Let U be the union of all the balls defined above, and consider the translates of U
with translation distance of a multiple of δ/
√
d on all d directions. We can easily see
that a finite number (depending only on d) of such translates cover BD (hence cover Ω).
Similarly, we can group the points of Ξ in each translate of U into at most γ subsets,
each subset having separation distance no less than δ. This grouping gives us at most
const(d)γ subsets of Ξ that cover Ξ, and the separation distance of each subset is not
less than δ.
Duchon’s inequality is proved for the case of scattered zeros. Now we generalize this
inequality as follows to cope with scattered non-zeros for our regularization schemes.
Proposition 2.3.3. There exists δ0 > 0 (depending only on ²Ω and rΩ) such that if






Proof. Let σ ∈ C∞c (Rd) be such that σ(0) = 1 and supp σ ⊂ B. Let δ0 be as in Lemma
2.3.2, and assume that δ ≤ δ0. Then, by Lemma 2.3.2, there exists Ξ0 ⊂ Ξ such that
δ1 := δ(Ξ0,Ω) ∼ δ and sep(Ξ0) ∼ δ. There exists τ ∼ δ (e.g., τ = sep(Ξ0)/3) such that
the support of the functions {σ((·− ξ)/τ)}ξ∈Ξ0 are pairwise disjoint. It then follows that
the function
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satisfies






= |g|Hm(Ω) + ‖g‖`2(Ξ0)|σ(·/τ)|Hm
= |g|Hm(Ω) + τ−m+d/2|σ|Hm‖g‖`2(Ξ0).
Assume that δ1 ≤ δ∗ as required in Duchon’s inequality (otherwise, this condition can
be satisfied by scaling δ0). Note that g˜|Ξ0 = 0, applying Duchon’s inequality to g˜ yields
‖g˜‖Lp(Ω) ≤ const(m,Ω)δm−d/2+d/p1
(|g|Hm(Ω) + τ−m+d/2|σ|Hm‖g‖`2(Ξ0)).
Again, by the pairwise disjoint property, we have






= ‖g‖`p(Ξ0)‖σ‖Lpτd/p ≤ constδd/p‖g‖`2(Ξ) ,
where the inequality holds since δ ∼ τ and ‖g‖`p(Ξ0) ≤ ‖g‖`p(Ξ) ≤ ‖g‖`2(Ξ) for 2 ≤ p ≤ ∞.
The proof is finally completed by the triangle inequality ‖g‖Lp(Ω) ≤ ‖g˜‖Lp(Ω)+‖g−g˜‖Lp(Ω)
in conjunction with the equivalencies τ ∼ δ1 ∼ δ.
Since φ satisfies the Strang-Fix conditions of orderm, by [50, Lemma 2.6], there exists
a finitely supported sequence a : Zd → R such that ψ := φ ∗′ a satisfies the Strang-Fix
conditions of order m and the condition
ψ ∗′ q = q for all q ∈ Πm−1,
where Πm−1 denotes the set of polynomials of degree ≤ (m − 1), and the semi-discrete
convolution between ψ with a function q is defined as









It is clear that s ∈ Sh(φ). In the following, we will make crucial use of this function.
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Proposition 2.3.4. For the function s defined by (2.3), with h ≤ 1, the following hold:
(i) |s|Hm ≤ const(ψ,m)|f |Hm , ∀f ∈ Hm;
(ii) ‖s‖Wm2 ≤ const(ψ,m)‖f‖Wm2 , ∀f ∈Wm2 ;
(iii) ‖f−s‖`2(Ξ) ≤ const(ψ,m)hmδ−d/2
√
γ|f |Hm , ∀f ∈ Hm, where γ is the accumulation
index of Ξ in Ω.
Before giving the proof to the above proposition, we quote the following two results from
[52] as preparations.
Lemma 2.3.5. [52, Proposition 5.2] Assume that ϕ ∈ Wm2 is compactly supported
and satisfies the Strang-Fix conditions of order m, then
|ϕ ∗′ f |Hm ≤ const(ϕ,m)|f |Hm , ∀f ∈ Hm.
Lemma 2.3.6. [52, Proposition 5.7] Assume that ϕ ∈ Wm2 is compactly supported
and satisfies the Strang-Fix conditions of order m and further ϕ ∗′ q = q, ∀q ∈ Πm−1,
then
‖f − ϕ ∗′ f‖L∞(j+C) ≤ const(ϕ,m)|f |Hm(j+rB), ∀j ∈ Zd,
where r is a constant only depending on d, and C and B denote the unit cube and unit
ball in Rd.
Proof. (i) Put sh := s(h·) and fh := f(h·) and note that sh = ψ ∗′ fh. By Lemma 2.3.5,
|sh|Hm = |ψ ∗′ fh|Hm ≤ const|fh|Hm ,
and hence (i) follows from the equalities |sh|Hm = hm−d/2|s|Hm and |fh|Hm = hm−d/2|f |Hm .
(ii) It follows from Lemma 2.3.6 that∑
j∈Zd
‖sh − fh‖2L∞(j+C) =
∑
j∈Zd
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Employing the inequality ‖sh − fh‖2L2 ≤
∑
j∈Zd ‖sh − fh‖2L∞(j+C) yields
‖s− f‖L2 = hd/2‖sh − fh‖L2 ≤ const hd/2|fh|Hm = const hm|f |Hm .
Hence
‖s‖L2 ≤ ‖s− f‖L2 + ‖f‖L2 ≤ const‖f‖Wm2 ,
which, in view of (i), proves
‖s‖Wm2 ≤ const(‖s‖L2 + |s|Hm) ≤ const‖f‖Wm2 .
The above first inequality follows from the theory of Sobolev spaces (see e.g. [1]).
(iii) If A ⊂ Rd satisfying ² := sep(A) > 0 and ² is bounded above by a constant, then
‖sh − fh‖`2(A) ≤ const²−d/2|fh|Hm .
To see this, we first note #
(
A ∩ (j + C)) ≤ const²−d, ∀j ∈ Zd, then by Lemma 2.3.6














By (ii) of Lemma 2.3.2, it is possible to partition Ξ as Ξ =
⋃n
i=1 Ξi such that n ≤
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2.3.2 Error Estimates
The function s defined by (2.3) is in Sh(φ), while the “near” minimizer in the proposed
schemes is in Sh(φ,Ω). In view of the form of the minimization functional eα(s, f˜ ,Ξ)
(or Eα(s, f˜ ,Ξ)), the function s and the “near” minimizer can be connected by the next
observation. For any s1 ∈ Sh(φ,Ω) and s2 ∈ Sh(φ) whose support lies outside of Ω, one
has
eα(s1, f˜ ,Ξ) = eα(s1 + s2, f˜ ,Ξ)
since s2 has no contribution to both data fitting term and regularization term in the
minimization functional. This implies that the “near” minimizer in Sh(φ,Ω) is also the
“near” minimizer in Sh(φ). Hence, if sm nearly minimizes eα(s, f˜ ,Ξ) (or Eα(s, f˜ ,Ξ)) over
Sh(φ,Ω), then it also nearly minimizes the same functional over Sh(φ). In particular,
we have
eα(sm, f˜ ,Ξ) ≤ const eα(s, f˜ ,Ξ), or
Eα(sm, f˜ ,Ξ) ≤ constEα(s, f˜ ,Ξ).
With Proposition 2.3.3 and Proposition 2.3.4 in hand, we are now ready to give
our error estimates for the two schemes proposed at the beginning of this section. We
assume, without further mention, that h ≤ 1 and δ := δ(Ξ,Ω) ≤ δ0, so that we can
invoke Proposition 2.3.3 and Proposition 2.3.4 in the following.
Theorem 2.3.7. If f ∈ Hm and Sf ∈ Sh(φ,Ω) nearly minimizes eα(s, f˜ ,Ξ), defined in
(2.1), then for 2 ≤ p ≤ ∞





α+ h2mδ−dγ|f |Hm + ²
)
.
Proof. By Proposition 2.3.4 and triangle inequality, it follows that
α|Sf |2Hm(Ω) + ‖f˜ − Sf‖2`2(Ξ) = eα(Sf , f˜ ,Ξ) ≤ const · eα(s, f˜ ,Ξ)
= const
(
α|s|2Hm(Ω) + ‖f˜ − s‖2`2(Ξ)
)
≤ const(α|s|2Hm + 2‖f − s‖2`2(Ξ) + 2‖f˜ − f‖2`2(Ξ))
≤ const((α+ h2mδ−dγ)|f |2Hm + 2²2).
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Applying Proposition 2.3.3 to (f − Sf ), we have
‖f − Sf‖Lp(Ω) ≤ const
(
δm−d/2+d/p|f − Sf |Hm(Ω) + δd/p‖f − Sf‖`2(Ξ)
)
≤ const(δm−d/2+d/p(|f |Hm + |Sf |Hm(Ω))+ δd/p(²+ ‖f˜ − Sf‖`2(Ξ))).
Using the error estimate on eα(Sf , f˜ ,Ξ) to bound |Sf |Hm(Ω) and ‖f˜ −Sf‖`2(Ξ) completes
the proof.
The above proof can be easily modified to prove
Theorem 2.3.8. If f ∈ Wm2 and Sf ∈ Sh(φ,Ω) nearly minimizes Eα(s, f˜ ,Ξ), defined
in (2.2), then for 2 ≤ p ≤ ∞





α+ h2mδ−dγ‖f‖Wm2 + ²
)
.
When the noise level is very low but not zero, one may want to fit the data closely.
In this case, since the smoothing becomes less important, one may choose the smoothing
parameter to be small to improve the approximation. For example, if we assume that




α+ h2mδ−dγ ∼ δm−d/2, then the
above error bounds can be simplified as follows.
Corollary 2.3.9. Suppose h ∼ δ and α ∼ δ2m−d. If f ∈ Hm and Sf ∈ Sh(φ,Ω) nearly
minimizes eα(s, f˜ ,Ξ), then
‖f − Sf‖Lp(Ω) ≤ const(φ,m,Ω)δd/p(δm−d/2|f |Hm + ²).
If f ∈Wm2 and Sf ∈ Sh(φ,Ω) nearly minimizes Eα(s, f˜ ,Ξ), then
‖f − Sf‖Lp(Ω) ≤ const(φ,m,Ω)δd/p(δm−d/2‖f‖Wm2 + ²).
The above error bounds are given in terms of the data site density and the noise level.
The estimates assert that the error is small whenever noisy samples have high sampling
density (small h) and low noise level (small ²). Therefore, under such circumstances, the
accuracy of the proposed approximation methods is ensured.
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2.4 Natural Boundary Conditions
In this section, we discuss the boundary conditions associated with the interpolation and
regularization methods considered in this chapter.
Theorem 2.2.2 and Theorem 2.2.3 propose two interpolation methods over the ap-
proximation space Sh(φ,Ω). The two methods differ in the minimization functionals: the
first minimizes | · |Hm , while the latter minimizes | · |Hm(Ω). Consequently, the correspond-
ing solutions behave differently at the boundary: the first solution looks like being forced
to zero at the boundary, while the latter looks undistorted and natural. To illustrate the
difference, we employ the following example of curve interpolation.
Example 2.4.1. We interpolate a noise-free data set of 50 data points which are ran-
domly sampled from a continuous curve, which is defined on [0, 1] as follows
f(x) = 4.26(e−βx − 4e−2βx + 3e−3βx) + 1, with β = 3.25.
In the approximation space Sh(φ, [0, 1]), minimizing |s|H2(Ω) gives the left subplot in
Figure 2.1, while minimizing |s|H2 leads to the right subplot. It is clear that the solution
on the left has a more natural boundary while the solution on the right tends to go to
zero at the boundary.










Figure 2.1: Different boundary conditions from minimizing |s|H2([0,1]) and |s|H2
We first explain why the interpolant s tends to be zero at the boundary ∂Ω, if
it minimizes | · |Hm over Sh(φ,Ω). Due to compact supportness of φ, s is compactly
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supported with part of its support lying outside Ω. Minimizing |s|Hm means that that
part of s lying outside Ω is also penalized, thus the interpolating function has a smooth
transition from interpolating values, which are taken inside Ω, to zero values which are
taken at the boundary of its support. As a consequence, s is forced to be near to zero
at ∂Ω.
However, minimizing |s|Hm(Ω) does not suffer such boundary distortion, and we will
provide an explanation for it in 1D case (we can use a similar argument in 2D). Recall






(g′′(x))2dx, s.t. g(xj) = fj , j = 1, · · · , n.
Its associated natural boundary conditions are
f ′′(a) = f ′′(b) = f ′′′(a) = f ′′′(b) = 0.
We call the boundary conditions natural in the sense that they are already imposed by the
variational formulation (see e.g. [36]). Since Sh(φ, [a b]) is a subspace of C2[a b], John-
son’s interpolation method (the latter one penalizing | · |H2([a,b])) amounts to discretizing
the above continuous formulation in finite element setting, and hence the corresponding
interpolation result can be viewed as an approximation to natural cubic interpolating
spline. Therefore, it is not surprising that it also leads to a natural-looking boundary,
although the above natural boundary conditions do not hold exactly.
For regularized least squares approximation, we have similar situations. The contin-
uous variational formulation that corresponds to (2.1) is
min α|s|2Hm(Ω) + ‖s− f˜‖2`2(Ξ), s ∈ Hm.
It turns out that the solution to the above problem has the same natural boundary
condition as in the interpolation case. To see this, let f be the solution, then for any
function g interpolating f |Ξ, one has
|f |2Hm(Ω) ≤ |g|2Hm(Ω),
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i.e., f is an interpolant (interpolating f |Ξ) which minimizes | · |2Hm(Ω) over Hm, thus
satisfying natural boundary condition. Our approximation method in Sh(φ,Ω) is to dis-
cretize the above continuous formulation in finite element setting, and the corresponding
solution can be viewed as approximation to f . Therefore, our approximation method
also leads to a natural-looking boundary.
Chapter 3
Computation in B-spline Domain
Our interpolation and approximation schemes use Sh(φ,Ω) as the approximation space.
A general generator φ is assumed throughout the last chapter. In this chapter, we employ
uniform B-splines or the tensor product of uniform B-splines as φ to implement the inter-
polation and approximation schemes. Uniform B-splines (their tensor product) are good
candidates for the function φ, since they have explicit form and thus one can efficiently
compute their values at scattered sites. Moreover, they satisfy the desired Strang-Fix
conditions so that the error analysis in the last chapter are valid. Furthermore, they are
associated with wavelets with short support, and this connection plays an important role
in the numerical computation, which will be addressed in the next chapter.
This chapter starts with a brief introduction of uniform B-spline functions and is
followed by the descriptions of numerical algorithms for the interpolation and approx-
imation schemes with φ being a uniform B-spline function or its tensor product. The
properties of the numerical algorithms, e.g., existence and uniqueness of the solution,
are discussed. Finally, we discuss computational advantages and disadvantages for the
B-spline based algorithms.
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3.1 Uniform B-splines
Splines is not only an important family of functions in approximation theory but also
an important tool in many applications. Please refer to [8, 73] as an entry point to
its theory and various applications. For our purpose here, a special class of B-splines,
uniform B-spline functions, is introduced.
A uniform B-spline function of order p (p ∈ N), denoted by Bp, can be defined via





Bp−1(x− t)dt, p ≥ 2.




, ξ ∈ R, p = 1, 2, . . . .
The following are a few properties of uniform B-spline functions which are relevant to
our problem setting.
• Bp is a piecewise polynomial and is compactly supported on the interval [0, p]. On
each interval [i, i + 1], i = 0, · · · , p − 1, it is a polynomial of degree (p − 1). At each
knot point i = 0, · · · , p, Bp is continuously differentiable up to order (p − 2). Hence
Bp ∈ Cp−2.











By the terminology in wavelet theory (see Chapter 4), Bp is a refinable function. A
refinable function is a staring point to the construction of wavelets via MRA.
• Bp satisfies the Strang-Fix conditions of order p. This property ensures that a linear
combination of Bp can reproduce polynomials of degree (p− 1).
As an example, the explicit form of uniform B-spline function of order 4 is given be-
low. This B-spline function is also called cubic B-spline. Most implementation of our
algorithms are based on cubic B-spline (or its tensor product).
3.1 Uniform B-splines 33




0 x < 0, or, x ≥ 4
x3/6 0 ≤ x < 1
2/3− (2− x)2 + (2− x)3/2 1 ≤ x < 2
2/3− (x− 2)2 + (x− 2)3/2 2 ≤ x < 3
(4− x)3/6 3 ≤ x < 4
The previous definition only applies in 1D (d = 1). In multi-dimensions, B-splines
can be generalized by tensor product technique. For example, in Rd, the tensor product
of uniform B-spline of order p is defined as
Bp(x1, x2, · · · , xd) = Bp(x1)Bp(x2) · · ·Bp(xd).
We remark that the above tensor product B-spline is a piecewise polynomial and satisfies
the Strang-Fix conditions of order p.
In addition to tensor product B-splines, box splines offers an alternative to generalize
uniform B-splines to multi-dimensions (see [11]). For a given d × n, n ≥ d, direction
matrix Y of full rank with integer entries, the associated box spline MY can be defined





iu · ξ , ξ ∈ R
d,
where u ∈ Y means that u is a column vector of Y and u goes through all the columns of
Y once and only once. Particularly, in R2, we are interested in the box spline MY with
Y =
0 0 1 1 1 1
1 1 0 0 1 1
 . (3.1)
This box spline is denoted as M222 in the following. M222 is compactly supported,
refinable, and is associated with the construction of 2D non-tensor product wavelets (see
Chapter 4). Moreover, it satisfies the Strang-Fix conditions of order 4. Therefore, it is
also a good candidate for the choice of φ, and it will be used in the implementation of
approximation algorithm.
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Another property of B-splines (box-splines) that is relevant to our setting is that
the shifts of a uniform B-spline (or its tensor product) or a box spline are locally linear
independent (see [11, p38]). As we shall see, this property will be used to guarantee
the invertibility of the corresponding matrices in the interpolation and approximation
algorithms.
3.2 Interpolation
We have seen in the last chapter that the interpolation scheme in Theorem 2.2.3 intro-
duces a better boundary condition than the one in Theorem 2.2.2. For this reason, we
focus on the first scheme and we are interested to find a numerical procedure to solve
the following minimization problem
min
s∈Sh(φ,Ω)
|s|Hm(Ω), s.t s|Ξ = f |Ξ. (3.2)
We will show that this minimization problem can be reduced to a quadratic programming
problem, which in turn reduces to a system of linear equations. Assuming that φ is a
uniform B-spline function, we will then describe the interpolation algorithm.
3.2.1 A KKT Linear System
Assume that scattered data sites Ξ ⊂ Ω, where Ω is a compact subset of Rd. Since Ω is
bounded, for any h > 0, supp φ(·/h − k) ∩ Ωo 6= ∅ holds only for finitely many k ∈ Zd.
Let us denote
{k1, k2, . . . , kM} := {k ∈ Zd : supp φ(·/h− k) ∩ Ωo 6= ∅}.





Let 〈·, ·〉Hm(Ω) denote the semi-inner product associated with | · |Hm(Ω). The following
lemma shows that |s|Hm(Ω) can be expressed as a quadratic term in terms of (uj)1≤j≤M .
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Let u be the column vector with components uj (1 ≤ j ≤M), then one has
|s|2Hm(Ω) = uTGu.





















The matrix G depends on φ,m as well as the domain Ω. In a later subsection, we will
derive the explicit form of G in some special cases, i.e., when φ is a uniform B-spline
function (or its 2D tensor product) and Ω is an interval or a rectangle.
Let Ξ = {ξ1, ξ2, . . . , ξN} and let A = [aij ] be an N ×M matrix with (i, j)-entry
aij = φ(ξi/h− kj). (3.5)
Then the interpolation condition s|Ξ = f |Ξ becomes
Au = f,
where f and u are column vectors consisting of the values (f(ξi))1≤i≤N and (uj)1≤j≤M
respectively. Consequently, the problem (3.2) reduces to a quadratic programming prob-
lem
min uTGu, s.t. Au = f. (3.6)
The coefficient vector u, thus the interpolant s, can be found by solving this quadratic
programming problem.
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where y is a vector of Lagrange multipliers. The linear system of equation (3.7) is called
a KKT linear system. Since uTGu = |f |Hm(Ω) ≥ 0, G is positive semi-definite. The
following theorem asserts that the above KKT condition ensures a global minimizer; a
similar theorem can be found in [65, Theorem 16.2] where G is assumed to be positive
definite.
Theorem 3.2.2. Suppose that G is positive semi-definite and the linear system (3.7)
has a solution (u∗ y∗). Then u∗ is a global solution of (3.6).
Proof. Let u be any feasible point (satisfying Au = f), and let p denote the difference
u∗ − u. Since Au = Au∗ = f , we have Ap = 0. Note that
uTGu = (u∗ − p)TG(u∗ − p) = u∗TGu∗ − 2pTGu∗ + pTGp.
By assumption, Gu∗ +AT y∗ = 0. Hence
pTGu∗ = −pTAT y∗ = −(Ap)T y∗ = 0.
It follows that
uTGu = u∗TGu∗ + pTGp.
Since G is positive semi-definite, we have uTGu ≥ u∗TGu∗. Since u is arbitrary, u∗ is a
global solution of (3.6).
To ensure (3.7) has a solution, the linear system Au = f should be consistent. Hence
we assume that A is N ×M with N ≤ M , which, in the present setting, means the
number of basis functions is not less than the number of data sites. We further assume
at this moment that A has full row rank. Let Z be an M × (M − N) matrix whose
columns are a basis for null(A), the null space of A. The following lemma is from [65,
Lemma 16.1], which gives a sufficient condition to guarantee uniqueness of the solution.
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Lemma 3.2.3. Let A has full row rank. Assume that the reduced Hessian matrix ZTGZ





is nonsingular, and there is a unique pair (u∗, y∗) satisfying (3.7).
By applying Lemma 3.2.3, we can show that the KKT matrix in (3.7) is nonsingular and
thus the minimization problem (3.6) has a unique solution (by Theorem 3.2.2), provided
that the shifts of φ are locally linearly independent and that a mild condition on the
data sites holds.
Theorem 3.2.4. Suppose A has full row rank. Assume that the shifts of φ are locally
linearly independent. We further assume that, for given scattered sites ξi (i = 1, · · · , N),
there does not exist a nontrivial polynomial p(x) of degree (m − 1) such that p(ξi) =
0 (i = 1, · · · , N). Then the KKT matrix is nonsingular.
Proof. By Lemma 3.2.3, we only need to prove ZTGZ is positive definite. As G is positive
semi-definite, ZTGZ must be positive semi-definite. To get the positive definiteness, it is
sufficient to prove that ZTGZ is nonsingular. Suppose that there is a vector α ∈ RM−N
such that
αTZTGZα = 0.
Let β = Zα, we have βTGβ = 0. It follows from the definition of G that |g|Hm(Ω) =





Hence all m-th derivatives of g vanish on Ω, which implies that g|Ω is a polynomial of
degree (m− 1). On the other hand, we have
Aβ = (g(ξ1), · · · , g(ξN ))T .
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Because Z is a basis for null(A), Aβ = AZα = 0, i.e., (g(ξ1), · · · , g(ξN ))T = 0. Since a
nontrivial polynomial does not vanish at all scattered sites, g(x) must be trivial on Ω,
i.e., g|Ω ≡ 0. Since the functions φ(x/h−ki), i = 1, · · · ,M , are linearly independent over
Ω, from g|Ω ≡ 0, we have β = 0. Hence Zα = β = 0, and then α = 0 follows from the
fact that Z has full column rank. To sum it up, we proved that αTZTGZα = 0 if and
only if α = 0. Therefore ZTGZ is nonsingular.
In the above theorem, we require that the shifts of φ are locally linearly independent.
Since in our implementation we choose φ to be a uniform B-spline (or its tensor product)
or a box spline, this requirement is automatically satisfied. For the condition on the
data sites, when it comes to the special cases where d = 1, 2 and m = 2 (which concerns
our implementation), the condition becomes that there does not exist a non-trivial linear


















In other words, it requires that there exist two distinct data sites if d = 1, or, three
non-collinear data sites if d = 2. This mild condition is normally satisfied in practice.
The first assumption in the theorem is “A has full row rank”. Since the data sites
{ξi}Ni=1 are finite and distinct, it is always possible to choose a sufficiently small h > 0
such that A has full row rank. In fact, if we choose h > 0 such that diam
(
supp φ(·/h)) ≤
sep(Ξ), A must have full row rank by the following argument. First, by the definition
(3.5), there is at most one nonzero entry on each column of A, since, for each basis
function φ(x/h − kj), there is at most one scattered site inside its support. Further,
there is at least one nonzero entry on each row (otherwise, there exists ξi such that
φ(ξi/h − kj) = 0 for all kj , which contradicts to that φ ∗′ 1 = φ̂(0) 6= 0 implied by φ
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satisfying the Strang-Fix condition of order 0). It then follows that A has full row rank.
The above choice of h works well with the data sets that have uniform density.
However, for scattered data sets, choosing h by sep(Ξ) may lead to a prohibitively large
linear system even in 1D case, since sep(Ξ) could be very small. In the following we
consider an alternative to ensure that A has full row rank.
Let h be of moderate size to ensure that N ≤M . Probably the resulting A is not of
full row rank. If it is not, uniqueness (even existence) of the solution of (3.7) can not be
guaranteed. To overcome this rank-deficient problem, a straightforward way is to delete
redundant rows such that the remaining rows are linearly independent. Selecting rows
from a matrix such that they form a basis for the row space of the matrix is a standard
process in numerical linear algebra. In this interpolation problem, this selection process
means we redo the interpolation after throwing away a few interpolation constraints. As
long as h is suitably chosen, only few constraints are neglected and the interpolation
result is not influenced.
3.2.2 Algorithm
A general φ is assumed in the above discussion. We consider to implement the algorithm
in one dimension and two dimensions, by choosing a uniform B-spline function (or its
2D tensor product) as φ. In particular, we are interested in the special case in which φ
is cubic B-spline (or its 2D tensor product) and m = 2.
Since the interpolation method amounts to solving the linear system (3.7), our first
task is to form the matrices G and A. Once the linear system is formed, the solution can
be obtained by either direct methods or iterative methods.
The matrix G depends on the shape of Ω. For 1D data set, data sites Ξ = (ξi)1≤i≤n
lie in an interval, hence Ω = [a, b]. However, in 2D, the shape of Ω could be very
complicated and it is difficult to form G explicitly. Here we consider one important class
of 2D domain — rectangles, i.e., Ω = [a, b] × [c, d], which is the domain of interest for
many applications. By an affine transform, [a, b] or [a, b] × [c, d] can be transformed
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to [0, 1] or [0, 1]2. Once the solution on transformed domain (unit interval or square)
is obtained, it can be transformed back to original domain by the inverse of the affine
transform. Therefore, without loss of generality, we assume in the following that the
data sites lie in [0, 1] or [0, 1]2 for 1D or 2D problems respectively .
Denote by B a uniform B-spline function. We define the index set I := {k ∈ Z :
suppB(x/h − k) ∩ (0, 1) 6= ∅}. We assume that φ = B in 1D case and φ is 2D tensor



















whereD is the differential operator defined in Section 2.1. Without considering boundary
effects, the matrix G is a symmetric banded Toeplitz matrix. When φ is cubic B-spline
and m = 2, G is band diagonal of width seven (please refer to Example 3.2.5).
In 2D, by (3.4), direct calculation shows that |s|2Hm([0,1]2) can be written in terms of















































where α = {α1, α2}, α1 and α2 are nonnegative integers. Let u be the column vector









DβB(x/h− i)DβB(x/h− j)dx, β = 0, · · · ,m.







where ⊗ denotes the kronecker product of two matrices. When φ is cubic B-spline and
m = 2, G = G0 ⊗ G2 + 2G1 ⊗ G1 + G2 ⊗ G0. In this case, G is block-band diagonal
of width seven, and each block is band diagonal of width seven (refer to the following
example).
Example 3.2.5. Let φ be a uniform cubic B-spline in 1D or its tensor product in 2D,
and m = 2. Let knot spacing h = 1/N where N is an integer and N ≥ 4. We will show









where i, j ∈ I = {−3, · · · , N − 1}. Then we notice the following two facts: if |i− j| ≥ 4,
gij = 0, since φ(x− i) and φ(x− j) do not have common support; further, if both i and j
are in {0, · · · , N − 4}, gij only depends on |i− j|. Hence, without considering boundary
effect, G is a banded Toeplitz matrix of the form
G = N3

a0 a1 a2 a3
a1 a0 a1 a2
. . .
a2 a1 a0 a1
. . . a3
a3 a2 a1 a0
. . . a2
. . . . . . . . . . . . a1
a3 a2 a1 a0

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According to the expression of φ in Example 3.1.1, a simple calculation shows that
a0 = 8/3, a1 = −3/2, a2 = 0, a3 = 1/6.
However, when either i or j is in {−3,−2,−1}∪{N−3, N−2, N−1}, we need to modify
the entry gij. The calculation shows that the entries in the upper-left 3 × 3 submatrix












It has been shown that in 2D case
G = G0 ⊗G2 + 2G1 ⊗G1 +G2 ⊗G0.





Here G2 is exactly the same as the G in 1D, and the matrices G0, G1 have similar
structure. In fact, G0 is a matrix of the same form with G but with the different factor
1/N (instead of N3) and the different nonzero entries
a0 = 151/315, a1 = 397/1680, a2 = 1/42, a3 = 1/5040.












G1 is another matrix of the same form with G but with the factor N and
a0 = 2/3, a1 = −1/8, a2 = −1/5, a3 = −1/120.
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The matrix G is called regularization matrix, while another matrix A defined in (3.5)
is called observation matrix. By the equation (3.5), we can form A when φ is a uniform
B-spline function or its 2D tensor product. In 1D, A = [aij ] with
aij = B(xi/h− j), i = 1, · · · , n, j ∈ I.
In 2D, the indices k1, k2 are integrated into a new index j by columnwise listing, then
aij = B(xi/h− k1)B(yi/h− k2), i = 1, · · · , n, k1, k2 ∈ I.
In order to ensure that A has full row rank, redundant rows should be removed.
The KKT linear system (3.7) can be formed with the matrice G and A defined above.
We will address on how to solve this linear system in section 3.4. Summarizing the above
discussion leads to the following interpolation algorithm.
Interpolation algorithm
(1) Let φ be a uniform B-spline or a tensor product counterpart;
(2) Choose a suitable dilation parameter h > 0;
(3) Compute the matrix G and A;
(4) Delete redundant rows in A;
(5) Form and solve the linear system (3.7) to get u.
3.3 Regularized Least Squares
In Chapter 2 we have introduced two regularization schemes (2.1) and (2.2) to fit noisy
data. The first scheme (2.1) differs from the second (2.2) only in the regularization
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term: the first employs the penalty | · |Hm(Ω), while the second employs ‖ · ‖Wm2 (Ω). This
means that the first scheme penalizes only function derivatives, while the second penalizes
function derivatives as well as function values, which artificially dampens function values.
Hence we focus on the first scheme and we are interested to solve
min α|s|2Hm(Ω) + ‖s− f‖2`2(Ξ), s ∈ Sh(φ,Ω). (3.8)
We will show that the minimization problem (3.8) reduces to a linear system. Let G
and A denote the regularization matrix and observation matrix respectively. Then (3.8)
becomes an unconstrained minimization problem
min ‖Au− f‖2 + αuTGu. (3.9)
If the Hessian of the objective function, (ATA + αG), is positive definite, then this
minimization is equivalent to solve the following linear system
(ATA+ αG)u = AT f. (3.10)
Although the matrix ATA and G only can be guaranteed to be positive semi-definite, the
following theorem tells us that (ATA+αG) is always positive definite, provided that the
shifts of φ are locally linearly independent and that the mild condition on the data sites in
Theorem 3.2.4 holds. We comment here again that the first condition holds automatically
if φ is a uniform B-spline or box-spline (which concerns our implementation), and the
mild condition on the data sites is normally satisfied in practice.
Theorem 3.3.1. Suppose that the shifts of φ are locally linearly independent. Assume
that, for the given scattered sites ξi (i = 1, · · · , n), there does not exist a nontrivial
polynomial p(x) of degree (m− 1) such that p(ξi) = 0 (i = 1, · · · , n). Then (ATA+ αG)
is positive definite.
Proof. The proof is analogous to the one for Theorem 3.2.4. To prove that (ATA+αG)
is positive definite, we only need to show that uT (ATA+αG)u = 0 holds only for u = 0.
Since both ATA and G are positive semi-definite, uT (ATA + αG)u = 0 implies that
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Au = 0 and uTGu = 0. The semi-norm functional can be written as
|s|Hm(Ω) = uTGu,
so we have |s|Hm(Ω) = 0, which implies that s|Ω is a polynomial of degree (m − 1). On
the other hand, by Au = 0, we know that
0 = Au =
(
s(ξ1), s(ξ2), · · · , s(ξn)
)T
.
Since there does not exist a non-trivial polynomial of degree (m− 1) which vanishes at
all data sites, s should be trivial, i.e., s|Ω ≡ 0. Since s is a linear combination of the
functions φ(·/h−ki) which are locally linearly independent over Ω, the coefficient vector
u should be zero vector. To sum it up, we proved that uT (ATA+ αG)u = 0 only holds
for u = 0, i.e., (ATA+ αG) is positive definite.
3.3.1 Algorithm
In the last section we have addressed how to form the matrices G and A if φ is a
uniform B-spline or its 2D tensor product. For the purpose of illustrating the generality
of our scheme (i.e. the scheme can work with different φ), we will also implement the
approximation algorithm in Sh(φ,Ω) where φ is the box spline in Example 3.1. We will
briefly mention how to form G and A under the box spline basis.
The domain we consider is the unit square [0, 1]2. If φ is the box spline in Example




uk1,k2φ(x/h− k1, y/h− k2),
where the index set K = {(k1, k2) ∈ Z2 : suppφ(x/h − k1, y/h − k2) ∩ (0, 1)2 6= ∅}.
The indices k1, k2 are integrated into a new index j by columnwise listing, then the
observation matrix A = [aij ] with the elements
aij = φ(xi/h− k1, yi/h− k2), i = 1, · · · , n, (k1, k2) ∈ K.
3.3 Regularized Least Squares 46
Note the regularization matrix G is no longer a sum of kronecker product of smaller
matrices, and its derivation is more complicated than the one corresponding to 2D ten-
sor product of B-spline. In our implementation, we calculate this matrix by symbolic
calculation by using symbolic toolbox in MATLAB. In fact, this box spline is a piecewise
polynomial consisting of 32 pieces and its expression can be formed symbolically. Then,
according to the equation (3.4), nonzero entries in G (most entries are zero) can be ob-
tained by calculating the integral of the product of two integer-shifted box splines. This
G has a similar banded structure to the G for 2D tensor product of cubic B-spline, since
the box spline has similar support (but smaller) to 2D tensor product of cubic B-spline
(see [42]).
In a cubic B-spline (box spline) basis, G is banded of width seven in 1D or block
banded of width seven in 2D. Moreover, since the support of φ is compact, it can easily
show that ATA is also a banded matrix (or block banded in 2D) of width seven, and
therefore, the matrix (ATA+αG) is banded. This sparseness property is very important
when we want to solve a large linear system. The importance of sparseness will be
elaborated in Section 3.4 of this chapter, where we will discuss iterative solvers to the
linear systems (3.7) and (3.10).
The above discussion leads to the following approximation algorithm.
Approximation algorithm
(1) Let φ be a cubic B-spline (its 2D tensor product) or a box-spline in 2D;
(2) Choose a suitable h > 0;
(3) Compute the matrix G and A;
(4) Solve (3.10) to get u.
3.3.2 Generalized Cross Validation
Choosing a good smoothing parameter α is a critical issue. In the above regularized
least squares method, once data is given, the outcome of approximation is determined
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by the smoothing parameter α. A small α tends to lead to an underregularized solution
which has small residual norm but may contain oscillations of high magnitude, while a
large α is likely to produce an overregularized solution that has large residual norm and
is too smooth to capture the data details. One can choose a good α by trial and error,
but it is not an efficient way. Here we briefly review a well-known method, Generalized
Cross Validation (GCV), that chooses α automatically based on the information from
given data (see e.g. [37, 75]). The method of GCV is used to determine α in our
implementation.
The basic idea behind GCV is to select a smoothing parameter that can predict
“unknown” data optimally by using the available data set. Here the “unknown” data
are not really unknown, instead they are created by the given data set by a so-called
“leaving-out-one” statistical strategy.
Let {ξ1, ξ2, · · · , ξn} be a set of scattered data sites, and {f1, f2, · · · , fn} the corre-
sponding functional data. Leaving one observation out, say i-th observation (ξi, fi), let



















Our goal is to find an “optimal” parameter to minimize the above prediction error. It














where H(α) = ATA(α)−1A, A(α) = ATA+ αG, (·)i and (·)ii denote the i-th element of
a column vector and the (i, i)-th element of a matrix respectively. The calculation of the
optimal α can be carried out with an optimization method, like a grid search, coupled
with an efficient algorithm of calculating CV (α) (see [39, Chap 3]).
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The above procedure is Ordinary Cross Validation. The idea of GCV is to replace
the dividing factors (I −H(α))ii in (3.11) by their average, i.e., n−1tr(I −H(α)). The
GCV function is defined by
GCV (α) = n‖(I −H(α))f‖2/(tr(I −H(α)))2. (3.12)
An optimal α, which minimizes GCV (α), can be found by a similar computational
approach as the one described in the last paragraph. One reason for using GCV instead
of CV is that, the computational procedure of GCV could be more efficient. For a detailed
algorithm for calculating GCV smoothing parameter, interested readers are referred to
[39, Section 8.2]. The subroutines for the calculating GCV smoothing parameter can be
found in some software packages, see e.g. [44, 77].
It is worthy to point out that the calculation of GCV smoothing parameter is highly
computationally intensive. The algorithm may fail to work if the involved linear system
is too large. For our data fitting problem here, by choosing the scale parameter h, we
have flexibility to control the size of the linear system. By choosing a reasonable h,
which means that h is not too small but captures most details of the given data, the
GCV parameter can be efficiently calculated. Then this GCV smoothing parameter can
be used in further calculations in finer resolutions (i.e. smaller h).
3.4 Computational Advantages and Disadvantages
We have shown in the last two sections that both interpolation and smoothing schemes
lead to linear systems whose solution gives a representation of fitting function in the
B-spline domain. It is known that interpolating and smoothing spline method also lead
to a linear system, and the solution is a natural cubic/surface interpolating or smoothing
spline (see e.g. [39]). A natural question then arises: what is the advantage of solving
data fitting problems in the B-spline domain. As we have mentioned in Chapter 1,
sparseness of the resulting linear system is an important consideration.
To 1D problems, as cubic spline basis is compactly supported, interpolating or
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smoothing spline method produces a linear system with banded structure. Fast algo-
rithms for solving the linear system make use of band matrix manipulations (see e.g.
[39]). The interpolation or smoothing method in the B-spline domain also leads to a
sparse linear system (3.7) or (3.10). The problem size is usually small in 1D, so the di-
rect methods, such as Gaussian elimination or Cholesky factorization, should be efficient
enough. In short, on the efficiency of solving 1D problems, the difference of the two
methods is negligible.
Things are quite different when it comes to 2D problems. First of all, the two methods
have different storage requirement. For example, in the thin-plate spline method (m = 2),
for each data site ξi = (xi, yi), an associated basis function is defined as follows
‖ξ − ξi‖2 log(‖ξ − ξi‖), i = 1, 2, · · · , n,
where ‖ · ‖ denotes the usual norm in R2. These basis functions are globally supported,
which leads to a full matrix of n× n to be stored and inverted. Hence the computation
could be very expensive when n is large; here we mention that some fast thin-plate spline
methods have been invented recently (see e.g. [7]). In contrast, our algorithms in the
B-spline domain employ a basis that is spanned by the h-dilates and h-shifts of a uniform
B-spline, and hence the size of the corresponding linear system depends only on Ω and the
dilation parameter h. In addition, thanks to compact supportness of B-splines, the KKT
matrix (3.7) for the interpolation scheme is sparse, since both A and G are sparse, and
as we have discussed, the matrix (3.10) for the smoothing scheme is block banded. This
sparseness property allows for the choice of small h to guarantee good approximation.
In the interpolation or smoothing method in the B-spline domain, if a fine resolution
(i.e. small h) is used for good approximation, we obtain a large sparse linear system.
For solving large sparse linear systems, the direct methods are usually inefficient (O(n3)
operations are required) and sometimes impractical because of storage constraints. Hence
we must resort to iterative solvers. Please refer, e.g. [28, 67], for various iterative solvers
for sparse linear systems.
For the linear system (3.7) of interpolation, since it is symmetric but indefinite, an
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appropriate iterative solver is the minimum residual method (MINRES). For (3.10) of
smoothing, it is symmetric and positive definite. Conjugate gradient method (CG) is a
good candidate for solving such linear systems. However, for both linear systems in the
above, the iteration converges slowly and a large number of iterations are needed for con-
vergence. The reason is that the linear systems, both (3.7) and (3.10), are ill-conditioned.
This ill-conditionedness is closely related to the discretization of differential operators.
For elliptic differential equations, the linear system resulted from discretization by the
difference or finite element scheme is ill-conditioned, and further, the ill-conditionedness
deteriorates when the size of discretization gets finer. In our problem, since the matrix
G is the discretization of a differential operator, it is not surprising that both (3.7) and
(3.10) are ill-conditioned.
In general, multigrid or multilevel methods can be proposed to remedy the ill-
conditionedness of such linear system. In this thesis, we choose to solve the linear
systems in wavelet domain, and this strategy can be viewed as a multilevel method. It
is the subject of next chapter.
Chapter 4
Computation in Wavelet Domain
To overcome the inefficiency of solving the linear systems in the B-spline domain, in this
chapter, we address how to accelerate the iterative process by transferring the problem
to wavelet domain.
We start with an introduction of wavelets with the examples of wavelets that are
induced from uniform B-splines or the box spline M222. We then present a basis transfer
scheme that transfers a wavelet basis to an equivalent B-spline basis. By the basis
transfer, the linear systems (of both interpolation and smoothing) in the B-spline domain
can be transformed to the wavelet domain. We then present and analyze the techniques
to accelerate the iterative solvers in wavelet domain. Numerical experiments are used to
illustrate the accelerations on the number of iterations and execution time.
4.1 Wavelets
The construction of a family of wavelets from uniform B-spline functions or box-splines
via multiresolution analysis is studied in [41, 42]. Our basis transfer scheme from B-
spline (box-spline) to wavelets is based on the construction in these two papers. We will
give a short introduction of Riesz wavelets with the emphasis on the above construction.




First we introduce short supported wavelets induced from uniform B-splines by [42].
Let ψ be a function in L2(R). A dyadic system X(ψ) generated by ψ is defined to be
X(ψ) := {ψj,k := 2j/2ψ(2j · −k), j ∈ Z, k ∈ Z}.
If X(ψ) is a Riesz basis of L2(R), then ψ is called a Riesz wavelet. Recall that a system










for all {cj,k} ∈ `2(Z2) and the span of X(ψ) is dense in L2(R).
The construction of wavelets via a multiresolution analysis (MRA) starts with a




a(k)φ(2 · −k), (4.2)
where a : Z 7→ R is a sequence on Z, called the refinement mask for φ. In the Fourier
domain, (4.2) can be rewritten as follows
φ̂(ξ) = â(ξ/2)φ̂(ξ/2),




a(k)e−ikξ, ξ ∈ R.
Let φ be a compactly supported refinable function in L2(R). Let Vj be the PSI space
generated by φ with the dilation parameter h = 1/2j
Vj := S1/2
j
(φ), j ∈ Z.
We define φj,k = 2j/2φ(2j · −k), then Vj is the closed subspace spanned by φj,k, k ∈ Z.
The sequence of PSI spaces Vj (j ∈ Z) forms a multiresolution analysis (MRA) generated
by φ (see e.g. [51]), i.e.,
(i) Vj ⊂ Vj+1; (ii) ∪j∈ZVj = L2(R); (iii) ∩j∈Z Vj = {0}.
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MRA provides a framework to most wavelet constructions, see e.g. [21, 25, 60].












(−1)k−1a(1− k)φ(2 · −k), or equivalently, ψ̂(ξ) = b̂(ξ/2)φ̂(ξ/2), (4.3)
where b̂(ξ) = e−iξâ(ξ + pi) is called the wavelet mask. It is shown in [42] that X(ψ) forms
a Riesz basis in L2(R) and ψ has the shortest support among all Riesz wavelets having
regularity p − 1/2 and p vanishing moments, and for this reason, it is called the “short
support” wavelet. Recall that we say a function ψ has a regularity of α if ψ ∈ W β2 for
all β < α, and ψ has vanishing moments if
ψ̂(j)(0) = 0, ∀ j = 0, · · · ,m− 1,
where ψ̂(j) denotes j-th derivative of ψ̂. We remark that although φ and ψ have short
support, the corresponding generators of dual system, i.e. φ˜ and ψ˜, are infinitely sup-
ported (see [42]). However, it is shown in [42] that φ˜ and ψ˜ are in L2(R) and ψ˜ has p
vanishing moments.




ckψj,k : {ck} ∈ `0(Z)
}
, j ∈ Z,
then the following complement relation holds
Vj = Vj−1 ⊕Wj−1, j ∈ Z,
where ⊕ represents the direct sum of subspaces. This complement relation is the basis of
the wavelet decomposition and reconstruction algorithm. Let φ˜ and ψ˜ be the refinable
and wavelet function in the dual system of X(ψ). Let J be an integer, then any function
















where J0 is the coarsest level. Wavelet decomposition algorithm decomposes 〈s, φ˜J,k〉
into 〈s, φ˜J0,k〉 and 〈s, ψ˜j,k〉, while wavelet reconstruction algorithm restores 〈s, φ˜J,k〉 from
〈s, φ˜J0,k〉 and 〈s, ψ˜j,k〉. Due to compact supportness of φ and ψ, the reconstruction
algorithm is efficient; however, the decomposition algorithm is inefficient because φ˜ and
ψ˜ are not compactly supported and their corresponding masks are infinitely supported.
In our problem setting, as we will see, the efficient reconstruction algorithm will play an
important role in the numerical computation, and the inefficient decomposition algorithm
does not get into the picture.
A variety of function spaces can be characterized by means of wavelets and the
norm equivalence gives an equivalent representation of function norm in terms of wavelet
coefficients (see [29, 62]). In particular, Sobolev spaces Wm2 (R) can be characterized by
the short supported wavelet (see [43]). For the s ∈ VJ defined in (4.5), if the regularity
of ψ and the vanishing moments of ψ˜ is larger than m, there exist two positive constants









22m(j−J0)|〈s, ψ˜j,k〉|2 ≤ C2‖s‖2Wm2 (R). (4.6)
The above result says that Sobolev norm of a function is equivalent to the `2 norm of
weighted wavelet coefficients of the function. As we shall see, this norm equivalence plays
a key role in accelerating the conjugate gradient method in wavelet domain.
The above discussions are restricted to the univariate setting. The short supported
wavelets can be extended to the bivariate setting by the tensor product construction.
For x = (x1, x2) ∈ R2, define
ψ1(x1, x2) = φ(x1)ψ(x2), ψ2(x1, x2) = ψ(x1)φ(x2), ψ3(x1, x2) = ψ(x1)ψ(x2).
Let Ψ := {ψ1, ψ2, ψ3}, then the system
X(Ψ) := {ψlj,k := 2jψl(2j · −k), j ∈ Z, k ∈ Z2, l = 1, 2, 3}
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is a Riesz basis of L2(R2) (we extend the definition of Riesz basis in (4.1) from 1D to
2D case). We remark that the characterization of Sobolev spaces Wm2 (R2) by bivariate
tensor product wavelets, which is similar to (4.6), is still valid.
It is shown in [41] that a few examples of Riesz wavelets can be induced from certain
box splines. A particularly interesting example is based on the box spline M222 with the






, ξ ∈ R2,
where Y is given in (3.1). Let φ be M222 and â(ξ) its refinement mask, then the wavelets
Ψ = {ψ1, ψ2, ψ3} are defined in the Fourier domain as follows
ψ̂l(ξ) = b̂l(ξ/2)φ̂(ξ/2), l = 1, 2, 3, (4.7)
where the choice of wavelet masks b̂1, b̂2, b̂3 is
b̂1(ξ1, ξ2) = e−i(ξ1+ξ2)â(ξ1 + pi, ξ2),
b̂2(ξ1, ξ2) = e−iξ2 â(ξ1, ξ2 + pi),
b̂3(ξ1, ξ2) = e−iξ1 â(ξ1 + pi, ξ2 + pi).
It is shown in [41] that X(Ψ) forms a Riesz basis of L2(R2), where the system
X(Ψ) := {ψlj,k := 2jψl(2j · −k), j ∈ Z, k ∈ Z2, l = 1, 2, 3}.
As illustrative examples, the refinement mask and wavelet mask for univariate cubic
B-spline and M222 are given below. We will use these masks to construct reconstruction
matrix in the next section. The advantage of using M222 is that it has the same order
of approximation power as that of bivariate tensor product cubic B-spline, but it has a
smaller support.
Example 4.1.1. The refinement and wavelet mask for uniform cubic B-spline and the
corresponding wavelet are given by
a =
(




1/8 −1/2 3/4 −1/2 1/8
)
.
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The refinement and wavelet mask for M222 and the corresponding wavelets are given by
a =

0 0 1/64 1/32 1/64
0 1/32 3/32 3/32 1/32
1/64 3/32 5/32 3/32 1/64
1/32 3/32 3/32 1/32 0




0 0 1/64 −1/32 1/64
0 −1/32 3/32 −3/32 1/32
1/64 −3/32 5/32 −3/32 1/64
1/32 −3/32 3/32 −1/32 0





0 0 1/64 1/32 1/64
0 −1/32 −3/32 −3/32 −1/32
1/64 3/32 5/32 3/32 1/64
−1/32 −3/32 −3/32 −1/32 0





0 0 1/64 −1/32 1/64
0 1/32 −3/32 3/32 −1/32
1/64 −3/32 5/32 −3/32 1/64
−1/32 3/32 −3/32 1/32 0
1/64 −1/32 1/64 0 0

.
4.2 A Basis Transfer
We noticed that when φ is a uniform B-spline or its tensor product, the reconstruc-
tion algorithm is efficient while the decomposition algorithm is inefficient. Therefore, in
this section, following the idea from the reconstruction algorithm, we use the two-scale
relations for φ and ψ to construct a wavelet basis that is computationally equivalent
to the B-spline basis of Sh(φ,Ω). Subsequently, under this new wavelet basis, the effi-
cient solvers can be designed for the linear systems resulted from the interpolation or
approximation algorithm.
Since wavelets are defined at dyadic scales, we assume that h = 1/2J for some J ∈ N.
First consider 1D case where Ω = [0, 1] and φ is a uniform B-spline function. Each
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function in Sh(φ, [0, 1]) can be expanded in the basis defined as follows
ΦJ = {φJ,k : suppφJ,k ∩ (0, 1) 6= ∅, k ∈ Z}, (4.8)
and let the basis ΦJ−1 be defined similarly. In order to obtain a one-level reconstruction
matrix, we need to find a set of wavelet basis functions on the level (J − 1), denoted as
ΨJ−1, which is adjoined to ΦJ−1 to produce a basis which is equivalent to ΦJ . A simple
choice
ΨJ−1 = {ψJ−1,k : suppψJ−1,k ∩ (0, 1) 6= ∅, k ∈ Z} (4.9)
does not work since generally #ΦJ < #ΦJ−1+#ΨJ−1, where # denotes the cardinality
of a set. To have #ΦJ = #ΦJ−1 +#ΨJ−1, we modify ΨJ−1 by throwing off a few basis
functions that intersect with the boundary. This modification process is illustrated in
the following example. Once the set ΨJ−1 is determined, by using the two-scale relations
(4.2) and (4.3), a φJ−1,k ∈ ΦJ−1 or ψJ−1,k ∈ ΨJ−1 can be written in terms of φJ,k;
it should be noted that when applying the two-scale relations, if φJ,k 6∈ ΦJ , set the
corresponding coefficient to be zero since it has no contribution to the data fitting term
and the regularization term. In matrix notation, there exist matrices GJ and HJ such
that
ΦJ−1 = ΦJGJ , ΨJ−1 = ΦJHJ ,
where we use the same notations ΦJ ,ΦJ−1,ΨJ−1 to denote the row vectors of the basis










We note that RJ is nonsingular, since #ΦJ = #ΦJ−1 +#ΨJ−1 and since both ΦJ and
ΦJ−1 ∪ΨJ−1 are bases.
This reconstruction can be applied in a similar fashion to each level j = J0, · · · , J−2,
where J0 denotes the coarsest level. Ultimately, we arrive at the following reconstruction









. We remark that the matrices Rj+1, j = J0, · · · , J − 1,
are very sparse, due to the short support of the refinement and wavelet masks for φ and
ψ. Putting all the equations together leads to
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where I denotes an identity matrix whose (varying) size is determined by the require-
ments of matrix multiplication. Let R denote the matrix on the right-hand side of (4.11)








Then we have (
ΦJ0 ΨJ0 · · · ΨJ−1
)
= ΦJR. (4.12)
By this, a function in the basis
(
ΦJ0 ΨJ0 · · · ΨJ−1
)
can be represented in the basis
ΦJ . Assume that, for this function, c is the column coefficient vector in the first basis,
and u is the column coefficient vector in the latter basis, then(
ΦJ0 ΨJ0 · · · ΨJ−1
)
c = ΦJu,
which, in view of (4.12), gives the reconstruction formula u = Rc.
Example 4.2.1. Let φ be cubic B-spline and ψ be the corresponding wavelet defined in
(4.3). If we use the definition of Φj and Ψj in (4.8) and (4.9), then
Φj = {φj,k : k = −3,−2, · · · , 2j − 1}.
Ψj = {ψj,k : k = −2,−1, · · · , 2j + 1}.
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Then #Φj+1 = 2j+1 + 3, #Φj = 2j + 3 and #Ψj = 2j + 4. In order to have #Φj+1 =
#Φj +#Ψj, we redefine Ψj by throwing off four basis functions that intersect at bound-
aries, i.e.,
Ψj = {ψj,k : k = 0, 1, · · · , 2j − 1}.


























8 · · · 0 0
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8 −12 34 −12 18 0 0 · · · 0
0 0 18 −12 34 −12 18 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .






2 comes from the normalization factor 2j/2; Gj+1 is of size (2j+1+3)×(2j+3),
Hj+1 is of size (2j+1 + 3) × 2j, and each column is generated by shifting the preceding
column down by 2.
The choices of wavelet basis functions and the derivation of reconstruction formula
in the above can be easily extended, by tensor product technique, to 2D tensor product
uniform B-splines. Let Φj (j = J0, · · · , J) and Ψj (j = J0, · · · , J − 1) (as modified) be
as above, we define
Φ˜j := {φj,k1(x)φj,k2(y) : φj,k1 ∈ Φj , φj,k2 ∈ Φj}, j = J0, · · · , J.
Ψ˜1j := {φj,k1(x)ψj,k2(y) : φj,k1 ∈ Φj , ψj,k2 ∈ Ψj}, j = J0, · · · , J − 1.
Ψ˜2j := {ψj,k1(x)φj,k2(y) : ψj,k1 ∈ Ψj , φj,k2 ∈ Φj}, j = J0, · · · , J − 1.
Ψ˜3j := {ψj,k1(x)ψj,k2(y) : ψj,k1 ∈ Ψj , ψj,k2 ∈ Ψj}, j = J0, · · · , J − 1.
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j also denote the row
vectors of the basis functions which are ordered by the columnwise listing of the indices
(k1, k2). We can derive from (4.10) that for j = J0 + 1, · · · , J
Φ˜j−1 = Φ˜jGj ⊗Gj , Ψ˜1j−1 = Φ˜jGj ⊗Hj ,
Ψ˜2j−1 = Φ˜jHj ⊗Gj , Ψ˜3j−1 = Φ˜jHj ⊗Hj ,
where ⊗ denotes the kronecker product of two matrices. Let
Rj =
(
Gj ⊗Gj Gj ⊗Hj Hj ⊗Gj Hj ⊗Hj
)
,







= Φ˜jRj j = J0 + 1, · · · , J.







· · · Ψ˜1J−1 Ψ˜2J−1 Ψ˜3J−1
)
= Φ˜JR,
where the matrix R takes the same form in 1D. By the same argument as in 1D, we have







· · · Ψ˜1J−1 Ψ˜2J−1 Ψ˜3J−1
)
and u is the column coefficient vector in the basis Φ˜J .
In a same spirit, by keeping the number of basis functions unchanged before and after
the basis transfer by discarding a few basis functions that intersect with the boundaries,
the box spline basis can be transferred to a computationally equivalent wavelet basis.
This transfer process is more involved than the one we described above for 2D tensor
product B-spline basis, hence we omit the details for simplicity.
We point out that each basis function in ΦJ (in 1D) or Φ˜J (in 2D) has normalization
factor 2J/2 or 2J , but the basis functions we considered in last chapter for interpolation
and approximation algorithms have no normalization factor. Therefore, if we let u be the
coefficient vector in the B-spline basis defined in last chapter, the reconstruction formula
becomes u = 2J/2Rc or u = 2JRc. For the sake of generality, with a slight abuse of
notation, we still write the reconstruction formula as u = Rc.
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4.3 Two Iterative Solvers: PCG and MINRES
Both the preconditioned conjugate gradient (PCG) and the minimum residual method
(MINRES) are iterative solvers to symmetric linear systems. The PCG is suitable for
solving symmetric and positive definite linear systems, while the MINRES can be ap-
plied to solve general symmetric linear systems, e.g. see [28, 40, 67]. For the sake of
completeness, we provide here a brief review for these two solvers.
We first introduce the conjugate gradient (CG) method. Suppose we want to solve
the following system of linear equations
Ax = b,
where the n×n matrix A is real, symmetric and positive definite (shorthanded as SPD).
Rather than to find the exact solution, CG looks for an approximate solution in a Krylov
subspace which is defined by
Kk(A, b) = span{b, Ab,A2b, · · · , Ak−1b}, k ≤ n.
This approximate solution is the “best” one in the subspace Kk(A, b) in the sense that it
minimizes the residual with respect to the norm ‖r‖A−1 = (rTA−1r)1/2. More precisely,
let xk be the approximate solution and rk = b − Axk the residual, then xk minimizes
‖rk‖A−1 over Kk(A, b). It turns out that there is an efficient iterative algorithm to
compute this optimal xk. At each iteration, the current solution xk, which is in Kk(A, b),
is moved in the direction pk by a certain distance µk such that
xk+1 = xk + µkpk
is the “best” solution in Kk+1(A, b). Here pk are A-conjugate search directions, i.e.,
pTj Apk = 0 if j 6= k. This algorithm is efficient because the work required for each iter-
ation only consists of one matrix-vector multiplication, two dot products, three “saxpy”
operations (adding a multiple of one vector to another) and a few scalar operations.
Normally, as the iteration proceeds, `2 norm of the residual rk is reduced, and we stop
the iteration when ‖rk‖2 is less than a specified error tolerance.
4.3 Two Iterative Solvers: PCG and MINRES 62
The convergence rate of CG depends on the condition number of A. Here the condi-
tion number of A, k(A), is defined by
k(A) = λmax/λmin
where λmax and λmin denote the largest and smallest eigenvalues of A. It is well known
that the number of CG iterations required to bring the error to a specified tolerance, in
the worst case, is proportional to
√
k(A) (e.g. [28]). Therefore, the CG algorithm is not
efficient when k(A) is large (i.e. A is ill-conditioned).
Preconditioning technique can be applied to remedy ill-conditionedness. Instead of
solving Ax = b, we solve an equivalent linear system P−1Ax = P−1b, where P (called
preconditioner) is a carefully designed invertible matrix such that P−1A has a smaller
condition number. There are several criteria on choosing a good preconditioner: P
should approximate A well in order to reduce the condition number; P itself should
be easy to take inverse for saving computational cost. Since SPD linear systems come
from various applications and they have different structures, it is difficult to find generic
preconditioners that are universally applicable for all SPD linear systems; in general
the choices of P are problem dependant. The common preconditioners include Jacobi
preconditioning, incomplete Cholesky preconditioning and so on (see [67]).
The PCG algorithm combines CG with preconditioning technique to solve SPD linear
systems efficiently. Assuming P is symmetric and positive definite, now we describe the
PCG algorithm as follows.
PCG algorithm
k = 0 ;x0 = 0; r0 = 0; p1 = P−1b; y0 = P−1b
Repeat





xk = xk−1 + µkpk
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rk = rk−1 − µkz
yk = P−1rk
νk+1 = (yTk rk)/y
T
k−1rk−1
pk+1 = yk + νk+1pk
until ‖rk‖2 is small enough
Since CG algorithm intends to minimize ‖r‖A−1 , which is well-defined only when
A is positive definite, PCG algorithm is only suitable for solving SPD linear systems.
For general symmetric linear systems, the minimum residual algorithm (MINRES) is a
method of choice. It also looks for a “best” solution in the Krylov subspace Kk(A, b).
But “best” here means that the solution minimizes the residual vector, rk, with respect
to Euclidean norm. This method is also efficient since the work required for each itera-
tion is one matrix-vector multiplication plus a few vector (dot and “saxpy”) and scalar
operations. The detailed algorithm of MINRES can be found in [40].
4.4 Wavelet Based Preconditioning
We consider in this section the preconditioning technique for accelerating the iterative
solvers to the linear systems (3.7) and (3.10), namely, MINRES for the first linear system
and CG for the latter. The idea behind the preconditioning is to utilize the Sobolev norm
equivalence in wavelet domain to improve the conditioning of the corresponding linear
systems. As we shall see, to make use of the Sobolev norm equivalency, a renormaliza-
tion process is needed for the wavelet basis functions appearing in the derivation of the
reconstruction formula u = Rc in Section 4.2.
The Riesz property (4.1) shows that the basis functions ψj,k are normalized such that
the L2 norm of a function is equivalent to the `2 norm of the corresponding wavelet coef-
ficients cj,k. However, for the Sobolev norm equivalence relation (4.6), this normalization
is undesirable in the sense that the norm energy is distributed unevenly into the wavelet
coefficients of different levels (the weight 22mj is associated to the level j). For the pur-
pose of preconditioning, we renormalize the wavelet functions ψj,k so that the Sobolev
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norm is equivalent to the `2 norm of the corresponding wavelet coefficients. In view of
the norm equivalence (4.6), this goal can be achieved by the following renormalization
scheme
φ−mj,k = 2
−mjφj,k, ψ−mj,k = 2





In this way, we obtain a new set of wavelet basis functions, spanning the same approx-
imation space, but with different normalization factor. Accordingly, the reconstruction
formula u = Rc in Section 4.2 should be adapted to this new normalization. This adap-
tion can be easily fulfilled by rescaling each entry of c by an appropriate factor (2mj for
some j) and multiplying a factor (2−mj for some j) to each column of R. With a slight
abuse of notation, we still denote this new reconstruction formula by u = Rc, and we will
use the new formula in the discussion of this section. Now the Sobolev norm equivalency








which plays a crucial role in our preconditioning technique.
4.4.1 Regularized Least Squares
Recall that in the regularized least squares algorithm we solve
min ‖Au− f‖2 + αuTGu.
With the reconstruction formula u = Rc, replacing u with Rc in the above programming
problem leads to a linear system in wavelet domain
RT (ATA+ αG)Rc = RTAT f. (4.14)
Although the solution to (3.10) and the solution to (4.14) are equivalent, solving in
wavelet domain brings several benefits. First, the solution in wavelet domain is sparse,
i.e, most of the entries in c are very small and can be set to zero without losing accu-
racy. We will demonstrate in numerical experiments of next chapter that this sparseness
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property can be used to adaptively choose wavelet basis functions to improve the quality
of fitting results especially in curve fitting. Second, although the two linear systems
(3.10) and (4.14) produce the same fitting function, the latter one can be solved more
efficiently. Generally speaking, CG is one of the most efficient methods for SPD linear
systems. However, because of the ill-conditionedness of the equation system (3.10), the
convergence rate of CG is quite slow and a large number of iterations are required to find
the solution. However, due to its better conditioning, (4.14) can be solved efficiently by
CG. In this section, we will explain and quantify the speed improvement.
Broadly speaking, the acceleration technique adopted here belongs to a large class of
multilevel preconditioning methods (see [14, 24, 80]), which have been applied success-
fully in solving numerical differential equations. Some multilevel methods are wavelet
based (see e.g. [24, 48]) in which the norm equivalency is a key element in the design
of preconditioner. It has been proved (e.g. in [24, 48]) that if an appropriate diagonal
preconditioner is applied to the linear system that is obtained by discretizing an elliptic
partial differential equation in a certain wavelet basis, then the condition number can
be bounded by a constant which is independent of the size of discretization mesh. In
our current setting, such diagonal preconditioning has been implicitly encoded into the
reconstruction matrix R by the renormalization process.
In order to explain our motivation for proposing the above preconditioning approach,
we will look into a related continuous problem and prove that the condition number of
the corresponding linear system can be bounded by a constant by applying our precon-
ditioning technique.
For the sake of notational simplicity, we will only discuss in 1D setting; a similar
discussion can be applied to 2D setting. Assume that we are given a noisy function




|s(x)− f(x)|2dx+ α|s|2Hm , s ∈ Sh(φ,Ω), (4.15)
where the domain of integrals are taken to be R. Suppose that s is the solution to (4.15)
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Then the vector u satisfies the equation system
(L+ αV )u = f˜ , (4.16)
where L is an M ×M matrix with (i, j)-entry
lij =
∫
φ(x/h− ki)φ(x/h− kj), i, j = 1, · · · ,M,
V is another M ×M matrix with (i, j)-entry
vij =
∫
φ(m)(x/h− ki)φ(m)(x/h− kj), i, j = 1, · · · ,M,
and the vector f˜ consists of the elements∫
f(x)φ(x/h− ki)dx, i = 1, · · · ,M.
Transferring the equation system (4.16) from B-spline domain to wavelet domain, by the
reconstruction formula u = Rc, gives the following equivalent equation system
RT (L+ αV )Rc = RT f˜ . (4.17)
We have the following theorem on the condition number of the above linear system.
Theorem 4.4.1. Suppose ψ ∈ W β2 with β > m and its dual has s vanishing moments
with s > m. Then the equation system
RT (L+ αV )Rc = RT f˜ .
has bounded condition number, which is independent of the discretization parameter h.
Proof. It follows from the definition of L and V that
‖s‖2L2 = uTLu = cRTLRc, |s|2Hm = uTV u = cTRTV Rc.
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Combining together the above two equations, we have
cRT (L+ αV )Rc = ‖s‖2L2 + α|s|2Hm .
It then follows that
min(1, α)
(‖s‖2L2 + |s|2Hm) ≤ cRT (L+ αV )Rc ≤ max(1, α)(‖s‖2L2 + |s|2Hm),
which, in view of the definition of Sobolev norm, leads to
1
2
min(1, α)‖s‖2Wm2 ≤ cR
T (L+ αV )Rc ≤ max(1, α)‖s‖2Wm2 .
On the other hand, since the regularity of ψ and the vanishing moments of its dual is





















This bound is independent of the discretization parameter h and thus is independent of
the size of the resulting linear system.
Remark 4.4.2.
• In the proof, we employ the following definition of Sobolev norm
‖f‖Wm2 = ‖f‖L2 + |f |Hm .
• To have the norm equivalence, it requires that ψ ∈W β2 with β > m and its dual has
s vanishing moments with s > m. In our setting, this requirement can be satisfied
by increasing the order of B-splines.
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The theorem tells that the preconditioning technique for (4.17) is kind of optimal in
the sense that the preconditioned linear system has bounded condition number. Note
that the linear system (4.17) differs from the original equation system (4.14) in that its
corresponding fidelity measure is given by integration error instead of the least square
error at data points, and the involved integration (both fidelity and regularization) is
taken over R instead of Ω. However, these two linear systems can be related to each
other under the following assumptions. On the one hand, if given data sites are dense
and uniformly distributed, then each entry in L can be approximated by Riemann sum
at the data sites, that is, for any i, j = 1, · · · ,M,∫





In the above approximation, we assume that the length (or area) of Ω is 1, which is the




On the other hand, if the discretization parameter h is small enough, V and G are almost
the same except for a few entries on the boundary, which implies
G ≈ V.
Under these assumptions, we see that the equation system (4.14) can be viewed as a
discrete approximating version of the equation system (4.17), noticing the factor 1/n
can be absorbed into the smoothing parameter α. This explains why the preconditioning
technique is also effective in preconditioning (4.14).
Now we will carry out numerical experiment to illustrate the efficiency of the pre-
conditioning technique. The experiment is carried out in a personal computer with the
processor T7300 (2.0Ghz) and 2.0G RAM. To simplify the following presentation, let
BCG and WCG denote the conjugate gradient method for (3.10) and (4.14) respectively.
The experiment compares the efficiency of BCG and WCG, in terms of iteration numbers
and computation time, when they are applied to a surface fitting example (the test func-
tion in Example 5.2.6 with σ = 0.05). The two methods are used to solve the problem at
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different scales h = 1/32, 1/64, 1/128, 1/256 (i.e. J = 5, 6, 7, 8). In the experiment, the
starting level J0 = 3 (for the wavelet method) and the smoothing parameter α = 10−2
are fixed at all scales. The convergence curves in Figure 4.1 (where N = 1/h) illustrate
the decrease of the objective function against the number of iterations at different scales.
It is clear that WCG dramatically reduces the number of iterations required to reach
the minimum value of the objective function, especially when the resolution is fine. In
fact, the convergence rate of WCG is independent of the resolution, while BCG con-
verges slower as the resolution becomes finer. This convergence behavior can be further
confirmed in Table 4.1 which displays the number of iterations and computation time
required to achieve the convergence criterion ‖x−x∞‖/‖x∞‖ ≤ 10−3, where x∞ denotes
the “exact” solution obtained by using 4000 conjugate gradient iterations of BCG. How-
ever, this is not the case in the wavelet domain, as evidenced by the constant number
of required iterations. It is also clear from Table 4.1 that WCG is much more efficient
than BCG in terms of computation time, even though the first uses more time than the
latter per iteration. This efficiency is, of course, due to the significantly smaller number
of iterations needed in WCG.
The above experimental result indirectly verified our conclusion in Theorem 4.4.1,
since it shows that in WCG the number of iterations required to bring the solution within
a certain accuracy remains as a constant independent of the scale parameter.
Number of iterations
N=32 N=64 N=128 N=256
BCG 102 231 915 3052
WCG 38 19 21 17
Computation time
N=32 N=64 N=128 N=256
BCG 0.27 1.61 30.34 380.95
WCG 0.22 0.53 5.80 17.44
Table 4.1: Comparison of number of iterations and computation time (seconds)
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Algorithm convergence when N=32













Algorithm convergence when N=64













Algorithm convergence when N=128













Algorithm convergence when N=256
Figure 4.1: Decrease of objective functional value in terms of number of iterations: the
curve interspersed with ◦ (∗) describes the convergence of BCG (WCG)
4.4 Wavelet Based Preconditioning 71
4.4.2 Interpolation
We now examine the effectiveness of the above wavelet based preconditioning for solving
the linear system involved in the interpolation algorithm. Recall that the KKT system








This linear system is sparse since A and G are sparse under the B-spline basis. MINRES
is an appropriate iterative solver for the linear system since it is symmetric but indefinite.
Unfortunately, since it is ill-conditioned, the convergence rate of MINRES is slow. Here
we show that the wavelet based preconditioning is effective in accelerating the MINRES
algorithm. We mention that a similar preconditioning technique has been considered in
[38]. The wavelet we used here has shorter support than the one used in [38], hence we
expect that our computation can be more efficient.
We solve (4.18) in the wavelet domain. By the reconstruction formula u = Rc, the
minimization problem (3.6) becomes
min cTRTGRc, s.t. ARc = f.








Provided that A has full column rank, the above KKT system has a unique solution since
R is nonsingular. It is symmetric but indefinite, so it can be solved by MINRES. Rigorous
analysis on the conditioning of (4.19) is not available yet. The difficulties of performing
such analysis might come from the fact that the system is indefinite and its (1,1) block,
RTGR, is actually singular. However, we have reasons to expect that this linear system
can be solved more efficiently than (4.18) since its (1,1) block is better conditioned, in
view of the norm equivalency. In the following we demonstrate the efficiency of MINRES
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in the wavelet domain by comparing the number of iterations required to bring the
solution to a certain accuracy for the above two linear systems (4.18) and (4.19).
In this numerical experiment, 100 data points are randomly sampled from the fol-
lowing test function
f(x) = 4.26(e−βx − 4e−2βx + 3e−3βx) with β = 3.25.
We interpolate the data points at four different scales J = 10, 11, 12, 13. The resulting
linear systems are of moderate size and the exact solution can be obtained by using
direct methods. We use MINRES to solve (4.18) in the B-spline domain and (4.19) in
the wavelet domain. For wavelet based calculation, the starting level J0 = 4 is fixed at
all the scales. The employed convergence criterion is that the iteration stops when the
relative error ‖x− x∞‖/‖x∞‖ ≤ 10−2 where x∞ is the exact solution obtained by direct
methods. The corresponding convergence curves are shown in Figure 4.2. Evidently,
for the original linear system (4.18), the relative error decreases steadily and slowly as
iteration proceeds; typically it needs thousands or tens of thousands of iterations to
converge to a solution with desired accuracy. However, for the transformed linear system
(4.19), the relative error decreases dramatically and a desirable solution can be obtained
in dozens of iterations.
The above experiment concerns with curve interpolation. For surface interpolation,
our numerical experiment also showed that the wavelet based calculation tremendously
speeds up the convergence of MINRES. In general, dozens of iterations are enough to
obtain a satisfactory result which is very close in appearance to the exact interpolating
surface. In conclusion, the wavelet based preconditioning technique has also demon-
strated its effectiveness in accelerating the interpolation algorithm.
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Algorithm convergence when Level=10





















Algorithm convergence when Level=11





















Algorithm convergence when Level=12





















Algorithm convergence when Level=13
Figure 4.2: Relative error in terms of number of iterations: the dashed (solid) curve
describes the convergence of the original (transformed) linear system
Chapter 5
Numerical Experiments
In the last chapter we have demonstrated the efficiency of the interpolation and smooth-
ing algorithms in the wavelet domain. In this chapter, we will carry out numerical exper-
iments to illustrate the effectiveness of both algorithms in the context of curve/surface
fitting. We will also conduct performance comparison to compare our algorithms with
the classical interpolating and smoothing spline.
5.1 Curve and Surface Interpolation
The interpolation algorithm can be applied to curve and surface interpolation where the
scattered data points are in 2D and 3D respectively. We show that the algorithm works
well only for noise-free data and tends to give an undesirable solution if the given data
contain noises. This justifies the use of smoothing method for fitting noisy data.
Our experiments work with synthetic noise-free data sets. A synthetic data set
{(xi, zi) : i = 1, · · · , n} is generated by evaluating a function f at scattered data sites,
i.e.,
zi = f(xi), (5.1)
where xi’s are randomly distributed data sites but they follow uniform distribution on the
unit interval [0, 1] (curve interpolation) or the unit square [0, 1]2 (surface interpolation).
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where Γ is the gamma function, r = 3, w1 = 0.5, w2 = 0.2, w3 = 0.3, p1 = 10, p2 =
20, p3 = 30, q1 = 30, q2 = 20, q3 = 10. The plot of this function is shown on the left
subplot in Figure 5.1. A data set of size n = 100 is generated according to (5.1). Applying























Figure 5.1: Example of curve interpolation




6(1 + (3x− 1)2) .























Figure 5.2: Example of surface interpolation
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In the above two examples, the interpolation result recovers the original curve/surface
so well that the interpolation and the original are visually indistinguishable. Of course,
as asserted in the error estimate in Chapter 2, how close the interpolation is to the
original depends on the sample density — the denser the samples, the closer they are.
We can compare our interpolation algorithm with the classical spline interpolation
method, which uses cubic spline for curve interpolation and thin-plate spline for surface
interpolation (see [8, 30]). If you compare the interpolation result here with the one
obtained by spline interpolation, you will find that there is no apparent visual difference.
This similarity is expected since both methods aim to minimize similar minimization
functional subject to the same interpolation constraints. A major difference between
them is that they employ different basis functions.
So far we assume that given data are noise-free. This ideal assumption generally does
not hold in real applications. How about if the given data contain a certain amount of
noise? In the following we study how the interpolation algorithm behaves in the presence
of noise. We still use the test functions in the above examples. To obtain noisy samples,
in (5.1) zi is replaced by zi + ²i where ²i’s are additive Gaussian noise following normal
distribution N(0, σ2), i = 1, · · · , n.
Example 5.1.3. A 1D data set is generated in the same way as in Example 5.1.1. Then
Gaussian noise (σ = 0.04) is added to each sample. The curve interpolation on the noisy
samples is shown on the left of Figure 5.3.
Similarly, in 2D case, we generate a 2D data set in the same way as in Example 5.1.2
and then add Gaussian noise (σ = 0.04) to each sample. The surface interpolation on
the noisy samples is shown on the right of Figure 5.3.
The signal-to-noise ratio in the above examples is high, which means that only small
amount of noise is added. However, even in that case, interpolation can not produce
a good fit to noisy data. The noise is still there, and to make things worse, there
are some undesirable oscillations in the interpolation solution. Although we might be
able to control these oscillations to a certain extent by minimizing other smoothness
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Figure 5.3: Interpolation on noisy samples
functionals such as Total Variation (see e.g. [58]), the noise presented in the samples can
not be cleaned by any interpolation method. Therefore, interpolation is ineffective and
unsuitable for fitting noisy data, and we have to turn to the regularized least squares
method in this setting.
5.2 Curve and Surface Smoothing
In this section, several curve/surface smoothing examples are used to examine the effec-
tiveness of our smoothing method. The performance comparison between our method
and the classical smoothing spline is carried out. In order to make smoothing results
to be comparable, both methods use the same criterion, Generalized Cross Validation
(GCV), to choose the smoothing parameter α.
5.2.1 Curve Smoothing
For the task of curve smoothing, cubic smoothing spline (see [39]) is a benchmark. We
will compare the performance of the cubic smoothing spline and our method by a few
synthetic data sets. For the sake of simplicity, in the following presentation, CSSPL
stands for cubic smoothing splines, and WAVE stands for the method detailed in the
last chapter that gives a solution in the wavelet domain. A synthetic noisy data set
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{(xi, yi) : i = 1, · · · , n} is generated by adding Gaussian noise to a function f
yi = f(xi) + ²i, i = 1, 2, · · · , n (5.2)
where xi’s are random numbers uniformly distributed in [0, 1], and ²i’s are additive
Gaussian noise following the distribution N(0, σ2).
Once we have such a data set, CSSPL and WAVE can be applied to get the fitting
curve. Since the solution given by WAVE expresses the fitting curve in a wavelet basis,
it has a sparse representation, in the sense that most of the wavelet coefficients are very
small and can be discarded without losing accuracy (to have this property, the wavelet
coefficients obtained from solving (4.14) should be renormalized back as they are in the
L2 norm). If we wish to improve the fitting result, a wavelet thresholding technique
can be applied to select the most significant basis functions, i.e., those with the largest
coefficients. Collecting together the selected basis functions leads to a new (sub) basis
that has been adapted to the given data. Once the adapted basis has been constructed,
the original data set can be fitted again using this new basis. This new fitting method,
WAVE followed by thresholding and refitting, is referred to as TWAVE in the following
discussion. We will see that TWAVE can use a much smaller number of basis functions
to achieve equivalent, sometimes better, fitting results, especially in curve fitting.
Example 5.2.1. Let f be defined below, and σ = 0.1.
f(x) = 4.26(e−βx − 4e−2βx + 3e−3βx), with β = 3.25.
A noisy sample with size n = 150 is shown in the upper-left subplot of Figure 5.4. The
figure also shows the fitting curves obtained by applying CSSPL and WAVE (h = 1/28).
By keeping 5% of the most significant wavelet basis functions, TWAVE attained the
result shown on the lower-right subplot. On each subplot, the number of coefficients used
to describe the curve is displayed in the parenthesis in the subtitle.
Example 5.2.2. Let f consist of two sinusoids with different frequencies defined below,
and σ = 0.1.
f(x) =

sin(4pix), x < 1/2,
sin(16pix), 1/2 ≤ x ≤ 1.
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Figure 5.4: Comparison of CSSPL, WAVE and TWAVE - Example 5.2.1
The way to generate and fit the sample is the same as in the above example. The results
are shown in Figure 5.5.
It can be seen from the figures that CSSPL and WAVE produce very similar fitting
curves. It is not surprising, because WAVE can be regarded as an approximation of
CSSPL and both methods use the same criteria to determine the smoothing parameter.
We also notice that TWAVE dramatically reduces the number of basis functions from 259
to 32 without losing accuracy. In fact, in many cases (e.g., in Example 5.2.2 and 5.2.3),
TWAVE also achieves smaller error than CSSPL and WAVE. Therefore, TWAVE is a
good choice if the application at hand requires both denoising and sparse representation.
Example 5.2.3. Let f be defined discretely by titanium heat data, which consist of 49
data points. This titanium heat data are taken from Spline Toolbox in MATLAB (see
[9]), and they have been used extensively to test spline approximation algorithms ([8, 30]).
A noisy sample is produced by adding Gaussian noise with σ = 0.04 to the value on each
data site. Then, the fitting curves are generated and shown in Figure 5.6.
WAVE and CSSPL again perform equivalently well and both lead to a fitting curve
5.2 Curve and Surface Smoothing 80








Original function & noisy samples



























Figure 5.5: Comparison of CSSPL, WAVE and TWAVE - Example 5.2.2
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Figure 5.6: Comparison of CSSPL,WAVE and TWAVE - Example 5.2.3
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with small oscillations, while TWAVE leads to a smoother curve. It cannot be attributed
to a larger amount of smoothing in TWAVE, since TWAVE also uses GCV to determine
the smoothing parameter. By adaptively choosing the basis functions, via wavelet thresh-
olding, the placement of the chosen basis functions is adapted to the local variation of
the function, i.e., the adapted basis gives more attention to highly-varying regions, less
attention to flat areas. This leads to that TWAVE is less sensitive to small local vari-
ations, and tends to ignore them and produces more visually pleasing curves. In other
words, TWAVE is more robust to the outliers introduced by noise. The idea of adaptively
choosing basis functions employed in TWAVE is in a similar spirit to the adaptive knot
placing strategy in spline approximation (see, [30, 46]).
Monte Carlo experiments are carried out to compare the error achieved by the three
methods (CSSPL, WAVE, TWAVE). For each of the test functions in Example 5.2.1
and 5.2.2 (denoted as f1, f2 for distinction), M = 100 noisy samples of the form (5.2)
(n = 300) are generated. For each sample, let g˜ be the estimate obtained by one of the
methods, then the signal-to-noise ratio (SNR) is computed according to the following
definition






(g˜i − gi)2 ,
where gi and g˜i denote the amplitudes of the original signal and the estimated signal at
site ti, where ti = im (i = 0, 1, · · · ,m) is a uniform grid in [0, 1] (in the experiments,
we take m = 200). The experiment aims to compare the average SNR and its standard
deviation obtained from M trials. The result is shown in Table 5.1 and 5.2. It tells us
that the three methods have very similar performance in terms of accuracy, although
they use different number of basis — CSSPL uses 300, WAVE 259, and TWAVE 32.
In summary, the above experiments demonstrate that the three methods achieve
quite close performance, in terms of both visual appearance and numerical errors, in
curve smoothing problems. Among them, TWAVE gives a sparse representation for the
fitting curve.
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σ (SNR) CSSPL WAVE TWAVE
f1
σ = 0.05 (18.62) 28.50 28.50 28.55
σ = 0.1 (12.60) 24.05 24.05 23.79
f2
σ = 0.05 (22.99) 29.23 29.23 29.24
σ = 0.1 (16.97) 24.66 24.73 25.51
Table 5.1: Average SNR for f1, f2.
σ CSSPL WAVE TWAVE
f1
σ = 0.05 1.66 1.66 1.78
σ = 0.1 1.51 1.51 1.59
f2
σ = 0.05 2.52 2.52 1.87
σ = 0.1 1.23 1.18 1.46
Table 5.2: SNR’s standard deviation for f1, f2.
5.2.2 Surface Smoothing
Next we turn to the experiments on surface fitting problems. We will conduct perfor-
mance comparison between WAVE and the classical thin-plate smoothing spline (short-
handed as TPSS). The implementation of TPSS is based on a routine tpaps from the
Spline Toolbox in MATLAB, and we incorporate a GCV procedure into this routine to
determine the smoothing parameter. Noisy samples are produced exactly in the same
way as in 1D case, i.e.,
zi = f(xi, yi) + ²i, i = 1, 2, · · · , n, (5.3)
where xi’s, yi’s are random numbers uniformly distributed in [0, 1], and ²i’s are additive
Gaussian noise N(0, σ2). Here we only examine the two methods — TPSS and WAVE,
because TWAVE does not improve the results much in surface fitting problems. The three
test functions in the following are taken from [35] where they are used to test interpolation
algorithms. They are smooth and present enough shape variations to reveal the quality
of a fitting scheme. The standard deviation σ of the Gaussian noise is chosen such that
the signal-to-noise ratio (SNR) of the noisy samples is about 20dB, which means that
σ = 0.01, 0.015, 0.05 respectively.
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Example 5.2.4. Let f be defined below and σ = 0.01,
f(x, y) = exp(−20.25(x− 0.5)2 + (y − 0.5)2)/3.
In Figure 5.7, the original function is given on the upper-left subplot. A noisy sample of
size 400 is generated according to (5.3). An interpolation of the noisy sample by using
a MTALAB routine ‘griddata’ is plotted on the upper-right subplot, from which you can
get a feel of what noisy data look like. On the lower-left is the fitting surface obtained by













































Figure 5.7: Comparison of WAVE and TPSS - Example 5.2.4
Example 5.2.5. Let f be defined below and σ = 0.015,
f(x, y) =
1.25 + cos(5.4y)
6(1 + (3x− 1)2) .
A noisy sample (n=400) and the fitting results are shown in Figure 5.8.













































Figure 5.8: Comparison of WAVE and TPSS - Example 5.2.5
Example 5.2.6. Let f be defined below and σ = 0.05,
f(x, y) = 0.75 exp
(
−(9x− 2)














2 + (9y − 3)2
4
)
− 0.2 exp (−(9x− 4)2 − (9y − 7)2) .
A noisy sample (n=400) and the fitting results are shown in Figure 5.9.
It is obvious that interpolation leads to undesirable solutions since the noise is not
reduced. Both regularization approaches, WAVE and TPSS, produce visually pleasing
surfaces which are quite close to the original surface. Since both methods use GCV
to determine the smoothing parameter, we expect them (and this is confirmed in the
experiments) to yield very similar fitting surfaces. However, minute inspection reveals
that the two fitting surfaces differ more near the boundary as compared with the deep
interior of the domain [0, 1]2. This could be due to the smoothness measure of thin-plate
spline being over R2 while WAVE restricts the smoothness penalty on the unit square.













































Figure 5.9: Comparison of WAVE and TPSS - Example 5.2.6
We next carry out Monte Carlo experiments to compare the SNR attained by WAVE
and TPSS. For each of the test functions in Example 5.2.4, 5.2.6 and 5.2.6 (denoted as
f3, f4, f5 for distinction), 50 noisy samples (n = 400) are generated according to (5.3)
with σ = 0.01, 0.015, 0.05 respectively. In WAVE, we choose scale parameter h = 1/16
so that the dimension of the resulting linear system (361) is close to the dimension of the
linear system produced by TPSS (400). For every sample of each test function, SNR can
be computed in a similar way as in 1D case, and then the average SNR and its standard
deviation can be obtained. The result is shown in Table 5.3. It is evident from the table
that WAVE and TPSS attain very similar SNR. This is consistent with our inspection
on the visual appearance of the fitting surfaces produced by the two methods.
The above WAVE is implemented under the basis of 2D tensor product of B-spline
and corresponding wavelets. Another implementation of WAVE is based on the box
spline and corresponding wavelets. Figure 5.10 shows the fitting surfaces resulted from
these two implementations for a noisy sample of f5 with σ = 0.05. Here the smoothing
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WAVE TPSS
mean std mean std
f3 σ = 0.01 26.59 0.72 27.15 0.79
f4 σ = 0.015 29.34 0.83 29.14 0.88
f5 σ = 0.05 27.70 0.79 28.29 0.76
Table 5.3: SNR for f3, f4, f5: average and standard deviation.
parameter α takes the same value for the two implementations. It is clear from this
figure that WAVE with B-spline and WAVE with box-spline lead to very similar results.
It implies that the generator φ of the approximation space Sh(φ,Ω) can have different
choices. Although different choices of φ may lead to the implementations of different













































Figure 5.10: Comparison of WAVE with Box-spline and with B-spline
Based on the above experimental results, we conclude that WAVE is a good approx-
imation to TPSS, in terms of visual appearance and numerical errors. However, as we
mentioned in Section 3.4, compared to TPSS, WAVE brings some computational benefits
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that we would like to elaborate in the following.
The solution by WAVE can be easily converted to grid data by a low-pass filter or a
wavelet reconstruction algorithm, and once one has the gridded data, which presumably
provides good approximation to the original data, further processing such as compression
and denoising, if required, can be performed painlessly by standard algorithms, e.g.,
wavelet compression and denoising algorithms.
For the purpose of fitting large data sets, though some fast RBF methods are now
available (see [7, 20]), WAVE offers an alternative solution by providing to the user a
flexibility, via choosing the parameter h, to control the size of the problem such that it can
be solved efficiently. Moreover, due to its efficiency, WAVE allows for the choice of small
h to guarantee good approximation. We emphasize that its efficiency is attributed to two
important components in WAVE: compact support of the uniform B-splines resulting in
a sparse linear system, and the preconditioning in the wavelet domain that accelerates
the convergence of the conjugate gradient solution to the linear system.
Chapter 6
Edge Preserving Reconstruction
The penalty and regularization used in the previous chapters are L2 based, since they
involve the L2 norm of a function and its derivatives. The numerical experiments in
the last chapter have shown that the regularization works pretty well for both interpo-
lation and approximation. However, the success of the regularization largely relies on
the fact that the employed test functions are differentiable. Many real data sets (e.g.
typical signals and images) contain discontinuities or edges, the important features that
are expected to be preserved by reconstruction. When the L2 based regularization is
applied to reconstruct such data, it tends to oversmooth edges and create unwanted os-
cillations. To better preserve these important features, in this chapter, we propose L1
based regularization for both interpolation and approximation.
Our approach resembles the total variation method (see [58, 66] and reference therein),
a widely used mathematical method for signal and image restoration, that employs the
L1 norm of function gradient as the regularization. It is also related to compressed sens-
ing (see [19] and many others), a current active research field, that utilizes the fact that
many real data have an intrinsic sparse representation to address various problems in
information science, such as signal sampling and image restoration, etc. A fundamental




This chapter starts with the notations of general Sobolev spaces. We then present the
problem formulation for L1 based reconstruction, both interpolation and approximation,
and study their corresponding error estimates.
6.1 Notations
In Chapter 2, we have introduced the notations for the Beppo-Levi space Hm and a
special type of Sobolev spacesWm2 (m ∈ N). Here we set up the notations and definitions
for more general Sobolev spaces. For the theory of Sobolev spaces we refer to [1, 15].
Let Ω ⊆ Rd be an open subset of Rd. For m ≥ 0,m ∈ Z, and 1 ≤ p < ∞, we define
the Sobolev spaces Wmp (Ω) to be the set of all u with the distributional derivatives


















For the fractional order Sobolev spaces, we use the norms below. Let m ≥ 0,m ∈ Z,
1 ≤ p < ∞, and let 0 < t < 1. We define the fractional order Sobolev spaces Wm+tp (Ω)


















If Ω = Rd, we write simply Wmp or Wm+tp .
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In the theory of Sobolev spaces, various types of imbedding theorems and extension
theorems are important tools in analysis. For our purpose, we cite an extension theorem
(see [18]), which is on preserving Sobolev semi-norm. Let wmp (Ω) denote the set of all u
with the distributional derivatives Dαu ∈ Lp(Ω), |α| = m; this function space wmp (Ω) is
equipped with the semi-norm of Wmp (Ω).
Theorem 6.1.1. Let 1 ≤ p ≤ ∞ and m ∈ N, and let Ω be an open, bounded, connected
subset of Rd having Lipschitz boundary. Then there exists a bounded linear extension
operator
E : wmp (Ω)→ wmp (Rd).
That is, for every f ∈ wmp (Ω), Ef(x) = f(x) a.e. in Ω and
|Ef |Wmp ≤ const|f |Wmp (Ω)
where the constant depends only on p,m,Ω.
In this chapter, we are particularly interested in the case when p = 1. By the
definition of semi-norm, for any g ∈ Wm1 (m ∈ N), we have the following identity
(σhg := g(h·))
|σhg|Wm1 = hm−d|g|Wm1 .
6.2 Interpolation
Compared with the interpolation method in Chapter 2, the method described in the
following uses the same approximation space Sh(φ,Ω) but employs the minimization
functional | · |Wm1 instead of | · |Hm .
Let m ∈ N and m ≥ d. Let φ ∈Wm1 be compactly supported and satisfies the Strang-
Fix conditions of order m. Assume that given scattered data is f |Ξ where f ∈ Wm1 ; we
also assume that Ξ ⊂ Ω where Ω is a compact subset of Rd having the cone property
and Lipschitz boundary. We look for an s ∈ Sh(φ,Ω) which
nearly minimize, |s|Wm1 (Ω) s.t. s|Ξ = fΞ. (6.1)
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In this section, we investigate the error estimates of the above interpolation method.
Our proof essentially follows the ideas in [52]. A generalization of Duchon’s inequality
in [64], which will play a crucial role in the following proof, is cited below.
Theorem 6.2.1. [64, Theorem 2.12] Let k be a positive integer, 0 < t ≤ 1, 1 ≤ p <∞,
1 ≤ q ≤ ∞ and let α be a multi-index satisfying m > |α|+d/p or, for p = 1,m ≥ |α|+d.
Let Ξ ⊂ Ω be a discrete set with fill distance δ = δ(Ξ,Ω) where Ω is a compact set having
the cone property and Lipschitz boundary. There exists δ∗ (depending only on ²Ω and





≤ const δm+t−|α|−d(1/p−1/q)+ |u|Wm+tp (Ω)
where const is a constant independent of u and h (depend only on m, d, p, q, |α|,Ω), and
(x)+ = x if x ≥ 0 and is 0 otherwise.
In fact the above theorem also holds for t = 0. Note that the theorem reduces to
Duchon’s inequality when p = 2, t = 0, |α| = 0 and q ≥ 2. In our current setting, by
letting p = 1, t = 0, |α| = 0,m ≥ d, q ≥ 1, it reduces to the following proposition.
Proposition 6.2.2. Suppose that the assumptions in the above theorem hold. There
exists δ∗ such that if δ ≤ δ∗, then for all u ∈Wm1 (Ω) with u|Ξ = 0 and all q ≥ 1, one has
‖u‖Lq(Ω) ≤ const δm−d+d/q|u|Wm1 (Ω).
Following [64], we say that a domain D is star shaped if there exists a ball B(xc, r) such
that for any x ∈ D, the closed convex hull of {x} ∪B is contained in D. In particular, a
ball in Rd is star shaped. The following proposition cites another result of [64] that will
be used in our proof.
Proposition 6.2.3. [64, Proposition 2.5] For 1 ≤ p <∞ and m > d/p or p = 1 and
m ≥ d, if u ∈ Wmp (D) where D is a star-shaped region, then there exists a polynomial
Qmu ∈ Πm−1(Rd) such that
‖u−Qmu‖L∞(D) ≤ const(m, d, p,D)|u|Wmp (D).
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Now we take a look at what can be achieved by using Proposition 6.2.2. Suppose
s is the solution to (6.1), hence (s − f)|Ξ = 0. By Proposition 6.2.2 (assuming that
δ(Ξ,Ω) ≤ δ∗), one has
‖s− f‖Lq(Ω) ≤ const δm−d+d/q
(|s|Wm1 (Ω) + |f |Wm1 (Ω)).
If we can prove, by the minimization property of s, that
|s|Wm1 (Ω) ≤ const|f |Wm1 (Ω), (6.2)
then we have the following error estimate
‖s− f‖Lq(Ω) ≤ const δm−d+d/q|f |Wm1 (Ω).
This is just what we want. Hence our main effort next is to prove (6.2). To do this,
we begin with one lemma and two propositions, which are parallel to [52, Lemma 2.1,
Proposition 5.2, Proposition 5.7] respectively.
Lemma 6.2.4. Let φ ∈ Cc(Rd) satisfy the Strang-Fix conditions of order m ≥ 1. There
exists a positive number ²φ (depending only on φ) such that if 0 < h ≤ sep(Ξ)/²φ and
f ∈ l1(Ξ), then there exists s ∈ Sh(φ,Ξ), say s = σ1/h(φ ∗′ c), such that s|Ξ = f |Ξ and
‖c‖l1 ≤ const‖f‖l1(Ξ).
Proof. It suffices to consider the case h = 1 since the general case can then be obtained by
scaling. It is known (see [50]) that φ∗′1 = φ̂(0) . Put N := {j ∈ Z : supp φ(·−j)∩C 6= ∅}
where C is the unit cubic. Let b : Zd → C be given by b := χN /φ̂(0), and put Ψ := φ∗′ b.
Note that Ψ = 1 on C. Put r := max{|x| : x ∈ N ∪ supp Ψ} and ²φ := 2r +
√
d.
Assume that sep(Ξ) ≥ ²φ. For x ∈ Rd, let [x] ∈ Zd be defined by x ∈ [x] + C. Put
c˜ :=
∑
a∈Ξ f(a)b(· − [a]) and s˜ := φ ∗′ c˜. The choice of ²φ ensures that the support of the




|f(a)|‖b(· − [a])‖l1 = ‖b‖l1‖f‖l1 .
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The choice of ²φ also ensures that the support of the functions {Ψ(·−[a])}a∈Ξ are pairwise




f(a′)Ψ(a− [a′]) = f(a)Ψ(a− [a]) = f(a).
It may be the case that s˜ /∈ S(φ,Ξ), so define c : Zd → C by c(j) := c˜(j), if supp φ(· −
j) ∩ Ξ 6= ∅, and c(j) = 0 otherwise. Put s := φ ∗′ c. Then s(a) = s˜(a) = f(a) for all
a ∈ Ξ and ‖c‖l1 ≤ ‖c˜‖l1 = const‖f‖l1 .
Proposition 6.2.5. Let m ∈ N and m ≥ d. Let φ ∈Wm1 be compactly supported, then
|φ ∗′ f |Wm1 ≤ const(φ,m)‖f‖l1 , ∀f ∈ l1.
In addition, if φ satisfies the Strang-Fix conditions of order m, then
|φ ∗′ f |Wm1 ≤ const(φ,m, d)|f |Wm1 , ∀f ∈Wm1 .
Proof. By using the triangle inequality for semi-norm and the fact that |φ(· − j)|Wm1 =
|φ(·)|Wm1 for all j ∈ Zd, we have
|φ ∗′ f |Wm1 ≤
∑
j∈Zd
|f(j)||φ(· − j)|Wm1 ≤ const(φ,m)‖f‖l1 ,
which proves the first inequality. Since φ satisfies the Strang-Fix conditions of order m,
φ ∗′ q ∈ Πm−1 for all q ∈ Πm−1 (see [50]). Put N := {j ∈ Z : supp φ(· − j)∩C 6= ∅}. Let
r be the smallest number in [
√
d/2,∞] satisfying N ⊂ rB¯, where B is the unit ball. By
Proposition 6.2.3, for each l ∈ Zd there exists ql ∈ Πm−1 such that
‖f − ql‖L∞(l+rB) ≤ const(m, d)|f |Wm1 (l+rB).
This yields the estimate




(f(l + j)− ql(l + j))φ(· − j)
∣∣∣∣
Wm1 (C)
≤ #N‖f − ql‖L∞(l+rB)|φ|Wm1
≤ const|f |Wm1 (l+rB).
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Therefore,
|φ ∗′ f |Wm1 =
∑
l∈Zd
|φ ∗′ f |Wm1 (l+C) ≤ const
∑
l∈Zd
|f |Wm1 (l+rB) ≤ const|f |Wm1 .
Proposition 6.2.6. Let ψ ∈ Cc(Rd) be such that ψ ∗′ q = q, ∀q ∈ Πm−1. Let m ∈ N with
m ≥ d. If sep(Ξ) ≥ const then
‖f − ψ ∗ f‖l1(Ξ) ≤ const(ψ,m, d)|f |Wm1 , ∀f ∈Wm1 .
Proof. Let N , r, and {ql}l∈Zd be as defined in the proof of the above proposition. Then
for each l ∈ Zd,
‖f − ψ ∗′ f‖L∞(l+C) = ‖f − ql − ψ ∗′ (f − ql)‖L∞(l+C)
≤ ‖f − ql‖L∞(l+C) +
∥∥∑
j∈N
(f(l + j)− ql(l + j))ψ(· − j)
∥∥
L∞(C)
≤ (1 + #N‖ψ‖L∞)‖f − ql‖L∞(l+rB)
≤ const(ψ,m, d)|f |Wm1 (l+rB).
Since sep(Ξ) ≥ const, we have
‖f −ψ ∗′ f‖l1(Ξ) ≤ const
∑
l∈Zd
‖f −ψ ∗′ f‖L∞(l+C) ≤ const
∑
l∈Zd
|f |Wm1 (l+rB) ≤ const|f |Wm1 .
With the lemmas and propositions in the above, we are now ready to prove the following
error estimate. Similar to the estimate in Chapter 2, this estimate ensures the accuracy
of the L1 interpolation method.
Theorem 6.2.7. Let m ∈ N and m ≥ d. Let φ ∈Wm1 be compactly supported and satisfy
the Strang-Fix conditions of order m. Let Ω be an open, bounded, connected subset of Rd
having the cone property and Lipschitz boundary. Let δ∗ and ²φ be as in Proposition 6.2.2
and Lemma 6.2.4. Let Ξ be a finite subset of Ω satisfying δ := δ(Ξ,Ω) ≤ δ∗. Assume
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that s is the solution to (6.1) with 0 ≤ h ≤ sep(Ξ)/²φ. Then for all f ∈Wm1 and for all
q ≥ 1,
‖s− f‖Lq(Ω) ≤ const δm−d+d/q|f |Wm1 (Ω).
Proof. The assumptions on φ ensure that (see [50, Lemma 2.6]) there exists a finitely
supported sequence a : Zd → C such that ψ := φ ∗′ a satisfies the Strang-Fix conditions
of order m and the condition ψ ∗′ q = q for all q ∈ Πm−1. Let f˜Ω be the restriction of f
on Ω. Obviously f˜Ω ∈ wm1 (Ω), by Theorem 6.1.1, there exists fΩ := Ef˜Ω ∈ wm1 such that
|fΩ|Wm1 ≤ const|f |Wm1 (Ω).
Put s1 := σ1/h(ψ ∗′ σhfΩ) ∈ Sh(φ,Rd). Since 0 < h ≤ sep(Ξ)/²φ, it follows from
Lemma 6.2.4 that there exists s2 ∈ Sh(φ,Ξ), say s2 = σ1/h(φ ∗′ c), such that ‖c‖l1 ≤
const‖fΩ− s1‖l1(Ξ) and s2(ξ) = fΩ(ξ)− s1(ξ) for all ξ ∈ Ξ. Put s3 = s1+ s2 ∈ Sh(φ,Rd),
one has s3|Ξ = f |Ξ. By Proposition 6.2.5 and the fact that |σhg|Wm1 = hm−d|g|Wm1 , we
have
|s1|Wm1 = hd−m|ψ ∗′ σhfΩ|Wm1 ≤ const hd−m|σhfΩ|Wm1 ≤ const|fΩ|Wm1 .
To bound |s2|Wm1 , by Proposition 6.2.6, we have
|s2|Wm1 = hd−m|φ ∗′ c|Wm1 ≤ const hd−m‖c‖l1
≤ const hd−m‖fΩ − s1‖l1(Ξ) ≤ const hd−m‖σhfΩ − ψ ∗′ σhfΩ‖l1(Ξ/h)
≤ const hd−m|σhfΩ|Wm1 ≤ const|fΩ|Wm1 .
Then it follows that
|s3|Wm1 ≤ |s1|Wm1 + |s2|Wm1 ≤ const|fΩ|Wm1 ≤ const|f |Wm1 (Ω).
Notice that s3 ∈ Sh(φ,Rd), there exists s4 ∈ Sh(φ,Ω) such that s4 = s3 on Ω. By the
minimization property of s,
|s|Wm1 (Ω) ≤ const|s4|Wm1 (Ω) = const|s3|Wm1 (Ω)
≤ const|s3|Wm1 ≤ const|f |Wm1 (Ω).
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Finally by Proposition 6.2.2,
‖s− f‖Lq(Ω) ≤ const δm−d+d/q
(|s|Wm1 (Ω) + |f |Wm1 (Ω)) ≤ const δm−d+d/q|f |Wm1 (Ω).
6.3 Regularized Least Squares
In the presence of noise, we consider regularized least squares, rather than interpolation,
to fit given data. As in the interpolation case, we use L1 based Sobolev (semi-)norm as
the regularization.
Let m ∈ N and m ≥ d. Let φ ∈ Wm1 be compactly supported and satisfy the
Strang-Fix conditions of order m. Let f ∈Wm1 , but assume that we are given f˜ |Ξ where
‖f − f˜‖`2(Ξ) ≤ ².
We look for an s ∈ Sh(φ,Ω) which nearly minimizes
eα(s, f˜ ,Ξ) := α|s|Wm1 (Ω) + ‖s− f˜‖2`2(Ξ). (6.3)
We are now going to derive an error estimate of the above regularization method. Propo-
sition 6.2.2, which only concerns scattered zeros, is generalized to the following result
to deal with scattered non-zeros. Note that the statement and proof of this result are
parallel to Proposition 2.3.3 in Chapter 2.
Proposition 6.3.1. Let Ξ ⊂ Ω, there exists a δ0 > 0(depending only on ²Ω and rΩ) such





, ∀g ∈Wm1 , 1 ≤ q ≤ ∞.
Proof. Let σ ∈ C∞c (Rd) be such that σ(0) = 1 and supp σ ⊂ B. Choose a δ0 by (i) of
Lemma 2.3.2. Then, for any δ ≤ δ0, there exists Ξ0 ⊂ Ξ such that δ1 := δ(Ξ0,Ω) ∼ δ
and sep(Ξ0) ∼ δ. There exists τ ∼ δ (e.g., τ = sep(Ξ0)/3) such that the support of
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{σ((· − ξ)/τ)}ξ∈Ξ0 are pairwise disjoint. Define




Since the support of {σ((· − ξ)/τ)}ξ∈Ξ0 are pairwise disjoint, it follows that





= |g|Wm1 (Ω) + ‖g‖`1(Ξ0)|σ(·/τ)|Wm1
= |g|Wm1 (Ω) + τd−m|σ|Wm1 ‖g‖`1(Ξ0).
Assume that δ1 ≤ δ∗ as required in Proposition 6.2.2 (otherwise, this condition can be
satisfied by scaling δ0). Note that g˜|Ξ0 = 0, applying Proposition 6.2.2 to g˜ yields
‖g˜‖Lq(Ω) ≤ const(m,Ω)δm−d+d/q1
(|g|Wm1 (Ω) + τd−m|σ|Wm1 ‖g‖`1(Ξ0)).
By the pairwise disjoint property, we have







The above last inequality follows from that δ ∼ τ and ‖g‖`q(Ξ0) ≤ ‖g‖`q(Ξ) ≤ ‖g‖`1(Ξ) for
1 ≤ q ≤ ∞. Finally, by τ ∼ δ1 ∼ δ and the triangle inequality ‖g‖Lq(Ω) ≤ ‖g˜‖Lq(Ω) +
‖g − g˜‖Lq(Ω), the proof is completed.





It is clear that s ∈ Sh(φ). We have the following estimates for this particular s.
Proposition 6.3.2. For s defined above, one has
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(i) |s|Wm1 ≤ const(φ,m)|f |Wm1 , ∀f ∈Wm1 ;
(ii) ‖f − s‖`2(Ξ) ≤ const(φ,m,Ω)δ−d/2hm−d/2|f |Wm1 , ∀f ∈Wm1 ;
Proof. (i) Put sh := s(h·) and fh := f(h·). By Proposition 6.2.5,
|sh|Wm1 = |ψ ∗′ fh|Wm1 ≤ const|fh|Wm1 .
We proved (i) by noting that |sh|Wm1 = hm−d|s|Wm1 and |fh|Wm1 = hm−d|f |Wm1 .
(ii) If A ⊂ Rd satisfying ² := sep(A) > 0 and ² is bounded above by a constant, then
‖sh − fh‖`1(A) ≤ const²−d|fh|Wm1 .
To prove this, we first note that #
(
A ∩ (j + C)) ≤ const²−d for all j ∈ Zd. Then by
Proposition 6.2.6



















By (ii) of Lemma 2.3.2, we partition Ξ as Ξ =
⋃n
i=1 Ξi such that n ≤ const(d)γ and
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which proves (ii).
With the above preparation, we are now ready to give the error estimate for the
regularization method (6.3). Assume that δ := δ(Ξ,Ω) ≤ δ0 so that we can invoke
Proposition 6.3.1 in the following.
Theorem 6.3.3. If f ∈ Wm1 and Sf ∈ Sh(φ,Ω) nearly minimizes eα(s, f˜ ,Ξ) defined in
(6.3), then for 1 ≤ q ≤ ∞,
‖f − Sf‖Lq(Ω) ≤ const
(
δm−d+d/q





α|f |Wm1 + δ−dh2m−d|f |2Wm1 + ²2
))
.
Proof. By the same reasoning in the first paragraph of Subsection 2.3.2, we see that a
“near” minimizer in Sh(φ,Ω) is also a “near” minimizer in Sh(φ). Since Sf is a “near”
minimizer in Sh(φ,Ω), Sf is also a “near” minimizer in Sh(φ). Let s be as in Proposition
6.3.2, we have
eα(Sf , f˜ ,Ξ) ≤ const · eα(s, f˜ ,Ξ).
By Proposition 6.3.2 and triangle inequality, it follows that
α|Sf |Wm1 (Ω) + ‖f˜ − Sf‖2`2(Ξ) = eα(Sf , f˜ ,Ξ) ≤ const · eα(s, f˜ ,Ξ)
= const
(
α|s|Wm1 (Ω) + ‖f˜ − s‖2`2(Ξ)
)
≤ const(α|s|Wm1 + 2‖f − s‖2`2(Ξ) + 2‖f˜ − f‖2`2(Ξ))
≤ const(α|f |Wm1 + δ−dh2m−d|f |2Wm1 + ²2).
Note that #Ξ ≤ constδ−d (depending only on the volume of Ω). For any sequence c




Applying Proposition 6.3.1 to (f − Sf ) ∈Wm1 , we have
‖f − Sf‖Lq(Ω) ≤ const
(
δm−d+d/q|f − Sf |Wm1 (Ω) + δd/q‖f − Sf‖`1(Ξ)
)
≤ const(δm−d+d/q|f − Sf |Wm1 (Ω) + δd/q−d/2‖f − Sf‖`2(Ξ))
≤ const(δm−d+d/q(|f |Wm1 + |Sf |Wm1 (Ω))+ δd/q−d/2(²+ ‖f˜ − Sf‖`2(Ξ))).
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Using the error estimate on eα(Sf , f˜ ,Ξ) to bound |Sf |Wm1 (Ω) and ‖f˜−Sf‖`2(Ξ) gives that
‖f − Sf‖Lq(Ω) ≤ const
(
δm−d+d/q





α|f |Wm1 + δ−dh2m−d|f |2Wm1 + ²2
))
.
The above estimate controls the error in terms of fill distance δ, noise level ² and scale
parameter h, where h is a user specified parameter. If we let 1 ≤ q < 2, the estimate
ensures that the error (in terms of Lq norm) is small when both δ and ² are small and h
is properly chosen such that δ−dh2m−d is not large.
Chapter 7
Implementation and Simulation
We described the L1 based reconstruction methods and proved the corresponding error
estimates in the last chapter. The methods are expected to outperform the L2 based ones
in preserving edges or discontinuities in given data. In this chapter we discuss the details
of implementing the L1 based methods. By approximating the L1 regularization term
by numerical integration, both interpolation and approximation can be cast as convex
optimization problems, for which the interior-point method can be applied to get the
solution. We carry out numerical experiments to confirm the above expectation that the
L1 based methods are better in preserving edges.
7.1 Approximating Regularization Functionals
We recall that the interpolation method looks for an interpolant s ∈ Sh(φ,Ω) which
solves the minimization problem
min |s|Wm1 (Ω), s(xi) = fi, i = 1, 2, · · · , n, (7.1)
while the approximation method looks for a smoother s ∈ Sh(φ,Ω) which minimizes the
functional
α|s|Wm1 (Ω) + ‖s− f‖2`2(Ξ). (7.2)
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Let φ be a uniform B-spline or its tensor product, then s is a piecewise polynomial and
the interpolation condition in (7.1) and the least square term in (7.2) take exactly the
same matrix form as in Chapter 3. The exact expression of |s|Wm1 (Ω) in terms of B-spline
coefficients can be obtained, however, it involves integration and is inconvenient to be
used to formulate optimization problems. Therefore, the approximation of |s|Wm1 (Ω) by
numerical integration, instead of its exact expression, is employed as the penalty in the
implementation.
We implement the algorithms in 1D and 2D. The domain of interest Ω is [0, 1] or
[0, 1]2. In particular, we are interested in a special case in which φ is a cubic B-spline (or
its tensor product) and Sobolev smoothness order m = 2. The corresponding semi-norm
|s|Wm1 (Ω) is


















In this section we discuss how to approximate the above quantities by numerical inte-
gration. We mention that the use of numerical integration to approximate L1 based
semi-norm has been considered in [54, 55].
First look at 1D case. Let φ be a uniform cubic B-spline function. Any function





where the index set I := {k ∈ Z : suppφ(x/h− k)∩ [0, 1] 6= ∅}. Let h = 1/N where N is
an integer and N ≥ 4, then I = {−3,−2, · · · , N − 1}. By the change of variable,
















Noticing that S :=
∑
k∈I ukφ
′′(y−k) is a piecewise polynomial with knots {−3,−2, · · · , N+
2}, we intend to write |s|W 21 ([0,1]) as a sum of integration on the intervals [i, i + 1], i =
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0, · · · , N−1. By the piecewise representation of φ (shown in Example 3.1.1), S on [i, i+1]
can be expressed as
S|[i,i+1] = ui−3 − 2ui−2 + ui−1 + (y − i)(−ui−3 + 3ui−2 − 3ui−1 + ui).
Hence











∣∣ui−3 − 2ui−2 + ui−1 + t(−ui−3 + 3ui−2 − 3ui−1 + ui)∣∣dt.
In the above, each integration on [0, 1] involves the absolute of a linear function a + bt,
so exact value of the integration depends on the sign of two end points a and a + b.
But the exact expression is inconvenient in the formulation of optimization problem.
Here we approximate |s|W 21 ([0,1]) by numerical integration algorithm. The interval [0, 1]
is partitioned into L subintervals of equal length, [0, 1/L], · · · , [(L − 1)/L, 1], then we
apply the mid-point rule (see e.g. [17]) to obtain∫ 1
0





∣∣∣∣ui−3 − 2ui−2 + ui−1 + 2j + 12L (−ui−3 + 3ui−2 − 3ui−1 + ui)
∣∣∣∣.








∣∣∣∣2L− 2j − 12L ui−3 + −4L+ 6j + 32L ui−2 + 2L− 6j − 32L ui−1 + 2j + 12L ui
∣∣∣∣.
We define H such that the above approximation can be written into a matrix form as
‖Hu‖1, where ‖ · ‖1 denotes the `1 norm of a vector.
The above approximation procedure can be easily extended to 2D case where the
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uk1,k2φ(x˜− k1)φ′′(y˜ − k2)
∣∣∣∣)dx˜dy˜.
The first term of the above last equation, restricted on the unit square [i, i+1]× [j, j+1]









′′(x˜− k1)φ(y˜ − k2)
∣∣∣∣dx˜dy˜.
To approximate this above integral, we partition [0, 1]2 into into smaller squares of size
1/L× 1/L and then use the mid-point algorithm. Note that the discrete xl, ym are 2l+12L















− k1)φ(2m+ 12L − k2)
∣∣∣∣.






























− k1)φ′′(2m+ 12L − k2)
∣∣∣∣
respectively. Adding up the above three approximations and running i, j from 0 to N−1,
we get the approximation of |s|W 21 ([0,1]2). The calculation in 1D can be easily extended
to show that this approximation can be written by the following matrix form
|s|W 21 ([0,1]2) ≈ ‖(H0 ⊗H2)u‖1 + 2‖(H1 ⊗H1)u‖1 + ‖(H2 ⊗H0)u‖1.
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Here H2 is H defined in 1D which corresponds to φ′′, and H0,H1 are the matrices which







then the approximation can be written as ‖Hu‖1.
7.2 Primal-Dual Interior-Point Methods
The minimization problems arising from the L1 based methods (interpolation or approx-
imation) can be cast as linear programs (LP) or second order cone programs (SOCP).
We refer the readers to [13] for complete discussions on LP and SOCP programs, and
more general convex programs. Among various computational approaches to convex
optimization programs, primal -dual interior-point methods ([78]) are favorable choices,
particularly to large problems. To solve semidefinite and SOCP programs, several free
software packages that are based on primal-dual interior-point methods, such as SeDuMi
[69], SDPT3 [72], are available. In this thesis, we will use SDPT3 to solve the opti-
mization problems involved in interpolation and approximation. SDPT3 implements the
primal-dual infeasible path-following method [72].
The most computationally intensive step of an interior point method is to determine
the search direction at each iteration by solving a linear system. SDPT3 is a generic
purpose software and it employs sparse Cholesky factorization to solve the linear system
to obtain the search direction. Due to memory constraint, this linear system solver
may fail when the problem size is very large. We noticed that currently, a variety of
practical iterative methods for solving large `1 optimization problems are emerging, and
some of them are efficient in terms of memory requirement and computation time, see
[4, 27, 79] and many other references. We are now investigating on the application of
Bregman iteration (see [79]) to handle our optimization problems especially large-sized
ones. But the numerical experiments that we will present in the following is still based
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on primal-dual interior point method.
In numerical computation, we still take advantage of the compact supportness of
B-splines to get sparse matrices in the optimization formulation. However, we do not
convert the computation to wavelet domain, since we have no theoretical justification
for the effectiveness of the use of wavelets to accelerate the solution process of the `1
minimization problems. In a future research project, we will consider a wavelet/framelet
based approach for data reconstruction by using the fact that piecewise smooth functions
have sparse representation in wavelet/frame domain. It is a different approach to fulfill
the task of edge preserving reconstruction.
7.3 Interpolation
The interpolation constraints can be written as the matrix form
Au = f,
where A is the observation matrix and f is the observation vector defined in Chapter
3. We assume that necessary numerical operations have been performed to ensure the
consistency of the linear system (see Subsection 3.2.2). Therefore, for the interpolation
problem, the corresponding convex optimization formulation is
min ‖Hu‖1, s.t. Au = f.










A natural question is whether the solution to the optimization problem (7.3) exists
and further it is unique or not if exists. The answer is that the solution always exists,
but the uniqueness of the solution can not be guaranteed since the functional is not
strictly convex. However, whether the solution is unique or not, in practice the interior-
point algorithm always leads to one solution that achieves the minimum of the L1 energy
functional.
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We briefly mention how to solve the optimization problem (7.3). First, introducing
the auxiliary variables zi with zi ≥ |yi|, i = 1, 2, · · · ,m, where m is the number of












 , zi ≥ |yi|, i = 1, · · · ,m.
This SOCP program can be solved by using SDPT3.
7.3.1 Numerical Examples
As in Chapter 5, we choose some test functions defined on [0, 1] and then generate discrete
data sets by sampling function values at randomly placed data sites. That is, given a
function f , the following data set is generated
{
(xi, zi) : i = 1, · · · , n
}
, where zi = f(xi)
where xi’s are random numbers uniformly distributed in [0, 1]. For the purpose of illus-
trating the difference between the above interpolation method and the L2 based method,
the chosen test functions contain discontinuities. We intend to compare the L1 and L2
method on preserving the discontinuities presented in the samples. In this set of exper-
iments, we choose two piecewise polynomials as the test functions. They are similar to
the “ramp” and “blocks” test signals used in Wavelab (see [31]).
Example 7.3.1. Let f be defined
f(x) =
 x 0 ≤ x < 1/2x− 1 1/2 ≤ x ≤ 1 ,
f is discontinuous at x = 1/2. In Figure 7.1, the original function f and a sample (n=50)
are shown on the upper-left, the interpolation by the L2 method is shown on the upper-
right, and the interpolation by the L1 method is shown on the bottom. Some unwanted
oscillations present around the discontinuity x = 1/2 in the L2 based interpolation, while
the L1 based interpolation preserves the discontinuity better.
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Original function & its samples
















Figure 7.1: Comparison of L2 and L1 interpolation in 1D: Example 7.3.1





Original function & its samples












Figure 7.2: Comparison of L2 and L1 interpolation in 1D: Example 7.3.2
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Example 7.3.2. Let f be the following piecewise constant
f(x) =

0 0 ≤ x < 0.25
4 0.25 ≤ x < 0.5
1 0.5 ≤ x < 0.75
6 0.75 ≤ x < 0.9
2 0.9 ≤ x < 1
,
In Figure 7.2, the upper-left subfigure shows the original function f and a sample (n=100);
the upper-right subfigure gives the interpolation by the L2 method; on the bottom is the
interpolation by the L1 method. Again the L2 interpolation result has some undesirable
spikes appearing at step edge points, and L1 interpolation does a better job in preserving
the step edges.
The above 1D examples have demonstrated that the L1 penalty is more effective
than the L2 penalty in preserving discontinuities in 1D case. Next we show by two
2D examples that the same conclusion holds in 2D case. The test functions are made
of piecewise constants. As in 1D, discrete samples can be generated by evaluating the
function at data sites (xi, yi); in these two examples the data sites are uniformly spaced so
that they form a grid. It is clear from these 2D examples that edges are better preserved
by the L1 interpolation.
Example 7.3.3. Let f be defined
f(x, y) =
 0 0 ≤ x ≤ 0.51 0.5 < x ≤ 1 ,
f is a piecewise constant. The plot of this function is given on the left in Figure 7.3.
We create a sample of size n = 441 (21 points on x and y direction), and the number of




2 0.40 ≤ x ≤ 0.60 & 0.40 ≤ y ≤ 0.60













































Figure 7.4: Comparison of L2 and L1 interpolation in 2D: Example 7.3.3
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where & and | are the logic operators AND and OR respectively. The plot of this function
is given on the right in Figure 7.3. We create a sample of size n = 676 (26 points on
each direction), and the number of basis on each direction is N = 64. The interpolation





























Figure 7.5: Comparison of L2 and L1 interpolation in 2D: Example 7.3.4
7.4 Regularized Least Squares
The L1 regularized least squares (also called smoothing) method looks for the solution
of the unconstrained minimization problem
min ‖Au− f‖22 + α‖Hu‖1. (7.4)
As in the interpolation case, the minimizer always exists but may not be unique. We
intend to compare the performance of L1 and L2 smoothing methods. Recall that L2
based smoothing looks for the solution of
min ‖Au− f‖22 + αuTGu. (7.5)
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It is the equation (3.9). Since the degree of smoothing depends on the smoothing param-
eter α, we need to set up a criterion of choosing α that makes the results comparable.
One may suggest to choose different α for the minimization problems (7.4) and (7.5) such
that their solutions produce the same residual ‖Au− f‖2. However, to achieve this goal,
if we choose to manually set α by trial and error, it can be very time-consuming. Since
our goal here is to compare the effectiveness of L1 and L1 smoothing methods, rather
than directly solve the problems (7.4) and (7.5), we instead solve their corresponding
dual problems
min ‖Hu‖1, s.t. ‖Au− f‖2 ≤
√
nσ,
minuTGu, s.t. ‖Au− f‖2 ≤
√
nσ.
Here we assume that the additive noise satisfies N(0, σ) with a known σ. To see that the
above two constrained minimization problems actually correspond to the unconstrained
problem (7.4) and (7.5) with an implicitly determined α (α > 0) respectively, we refer
to the following strong duality theorem (see e.g. [5]).
Consider the following general constrained minimization problem, which is called the
primal problem
min f(x), s.t. g(x) ≤ 0, h(x) = 0,






where the Lagrangian function L is defined as
L(x, α, β) = f(x) + αT g(x) + βTh(x).
Strong duality theorem concludes that if each function in g is convex and the equality
constraint h is linear, further there exists a point x such that g(x) < 0 (called Slater’s
condition), then p∗, the optimal value of the primal problem, is equal to d∗, the optimal
value of the dual problem. Moreover, suppose x∗ and (α∗, β∗) are the primal and dual
optimal points, then (x∗, α∗, β∗) is a saddle point for L, i.e.,
L(x∗, α, β) ≤ L(x∗, α∗, β∗) ≤ L(x, α∗, β∗)
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for all x, β, α ≥ 0.
In our setting, we only have one convex inequality constraint and no equality con-
straint. In the following numerical examples, a sufficiently large number of basis functions
are taken to ensure that slater’s condition holds. Consequently, the saddle point property
holds, i.e., if u0 is the optimal point for the constrained problem, then
uT0Gu0 + α
∗‖Au0 − f‖2 ≤ uTGu+ α∗‖Au− f‖2.
Therefore, u0 is also the solution to the problem (7.5) with parameter 1/α∗. In a similar
way, we can see that the constrained L1 smoothing is equivalent to the unconstrained
formulation (7.4) with an appropriate smoothing factor.
7.4.1 Numerical Examples
The simulated noisy data is generated by adding Gaussian noise to the functional values
sampled from the 1D test functions in interpolation. The test data set is
{
(xi, zi) : i = 1, · · · , n
}
, where zi = f(xi) + ²i (7.6)
where xi’s are random numbers uniformly distributed in [0, 1], and ²i’s are Gaussian
noise satisfying the distribution N(0, σ2).
Example 7.4.1. A noisy sample (n = 100) is generated by equation (7.6) with f defined
in Example 7.3.1 and σ = 0.1. The plot of f and the noisy sample is shown on the top
in Figure 7.6. The L2 and L1 smoothing lead to the fitting curves shown in the middle
and bottom subfigures respectively.
Example 7.4.2. A noisy sample (n = 150) is generated by equation (7.6) with f defined
in Example 7.3.2 and σ = 0.4. As in the above example, Figure 7.7 shows the smoothing
curve by the L2 and L1 smoothing methods.
In either of the above examples, both smoothing curves give the same `2 residual (with
respect to noisy functional values) at the data sites, i.e., ‖Au − f‖2 =
√
nσ. However,
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Original function & noisy samples










Figure 7.6: Comparison of L2 and L1 smoothing in 1D: Example 7.4.1
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Figure 7.7: Comparison of L2 and L1 smoothing in 1D: Example 7.4.2
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the L1 smoothing gives a more satisfying result in that the edge is better recovered and
much less oscillations are presented in the smoothing curve.
Next we turn to 2D case where the test functions are the ones used in interpolation.
The noisy sample is produced in a similar way as in 1D smoothing — adding Gaussian
noise to functional values at grid data sites. Again these examples demonstrate that the
L1 smoothing is better than the L2 smoothing in preserving edges.
Example 7.4.3. A noisy sample (n = 676) is generated by equation (7.6) with f defined
in Example 7.3.3 and σ = 0.04. The plot of the noisy sample is shown in the top subfigure
in Figure 7.8. The L2 and L1 smoothing lead to the smoothed surfaces shown in lower-left
and lower-right subfigures respectively.
Example 7.4.4. A noisy sample (n = 676) is generated by equation (7.6) with f defined
in Example 7.3.4 and σ = 0.01. The plot of the noisy sample is shown in the top subfigure
in Figure 7.9. The L2 and L1 smoothing lead to the smoothed surfaces shown in lower-left
and lower-right subfigures respectively.































Figure 7.8: Comparison of L2 and L1 smoothing in 2D: Example 7.4.3








































Figure 7.9: Comparison of L2 and L1 smoothing in 2D: Example 7.4.4
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