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We comprehensively study mechanical and vibrational properties of dimer packings in three-dimensional
space with particular attention on critical scaling behaviors near the jamming transition. First, we confirm
the dependence of the packing fraction at the transition on the aspect ratio, the isostatic contact number at
the transition, and the scaling dependence of the excess contact number on the excess density. Second, we
study the elastic moduli, bulk and shear moduli, and establish power-law scaling of them. Finally, we study the
vibrational density of states and its characteristic frequency. The vibrational density of states shows two plateaus
in the lower- and higher-frequency regions, which are characterized by rotational and translational vibrational
modes, respectively. The onset frequency of the lower-frequency plateau scales linearly to the square root of
excess density. The scaling laws in the mechanical and vibrational properties are consistent between two- and
three-dimensional dimers, and they are identical to those in spheres.
I. INTRODUCTION
Glasses exhibit low-temperature thermal properties distinct
from those of crystals, and understanding the behavior has
been a long-standing problem in the field of condensed matter
physics. At low temperature, the specific heat C of crystals
follows the universal law C ∝ T 3, where T is the temperature,
which is well understood by the Debye theory. In contrast, the
specific heat of glasses followsC∝ T at T ∼ 1K.[1] When the
temperature increases, the specific heat of glasses approaches
the behavior of the Debye theory, but C/T 3 displays a peak at
T ∼ 10K, which is called the boson peak. These anomalous
thermal properties stem from the anomalous vibrational prop-
erties of glasses. The vibrational density of states (VDOS)
g(ω) of glasses reduced by the Debye prediction ω2 shows
the boson peak at ω ∼ 1THz, i.e., glasses have excess vibra-
tional modes in this frequency region.[2] The boson peak phe-
nomenon has been universally observed in amorphous solids
regardless of their constituents.
Numerous theoretical and numerical studies were con-
ducted to understand the anomalous vibrational properties
of glasses. Those studies often modeled the constituents of
glasses based on spherical particles, i.e., particles that in-
teract via spherically symmetric potentials. In particular,
the understanding of the vibrational properties of glasses
has progressed through studies on athermal soft repulsive
spheres.[3, 4] The system shows a liquid-like property with
low packing fraction ϕ . When the system is compressed, it
reaches a packing fraction ϕJ , where it solidifies through the
jamming transition. The number of contacts per particle at
the transition takes an isostatic value ziso = 2d, where d is the
spatial dimension.[3] The excess contact number ∆z= z− ziso
shows the critical scaling with excess density ∆ϕ = ϕ −ϕJ :
∆z ∝ ∆ϕ1/2.[3] The particles of the packing are in an amor-
phous structure; therefore, non-affine relaxation occurs in re-
sponse to the affine deformation. The shear modulus is af-
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fected by the non-affine relaxation, which leads to the criti-
cal scaling G ∝ ∆z.[3, 5–7] The VDOS of the system shows
a plateau in the low-frequency region, i.e., excess vibrational
modes compared to the Debye prediction.[3] The onset fre-
quency of the plateau, which is denoted as ω∗, is proportional
to the square root of the excess density,[8] and the excess con-
tact number.[9] This behavior is theoretically explained by the
variational argument [10] and effective medium theory.[11]
In contrast to theoretical and numerical studies, the glasses
in experimental studies are normally composed of complex-
shaped, nonspherical particles. For example, molecular
glasses are generally composed of molecules with a large
number of atoms because simple-shaped molecules, e.g., di-
atomic or triatomic molecules, easily crystallize. To gen-
erate glasses with simple-shaped molecules, rapid cooling
is required to prevent crystallization. The vapor-deposition
method, which achieves rapid cooling and highly stable
glasses,[12] can generate glasses of simple molecules such
as H2O,[13] CCl4,[14] CS2,[15] and CO2,[16] but has never
succeeded in generating glasses of spherical monatomic el-
ements. Colloidal particles can formed as a dumbbell
shape [17] and other various nonspherical shapes.[18] Protein
cores are jammed structure of amino acids, where the packing
fraction is approximately 0.56.[19] To reproduce this pack-
ing fraction, amino acids must be modeled as bumpy, non-
axisymmetric, nonspherical particles, instead of smooth non-
spherical particles such as ellipsoids and spherocylinders.[20]
Therefore, to understand the experimental results, it is nec-
essary to extend the theoretical and numerical studies to the
nonspherical cases.
In this work, we consider the random packings of three-
dimensional (3D) dimer particles as a prototypical example
of glasses composed of anisotropic particles. The dimers are
composed of two spheres with a rigid bond. In particular, we
use numerical simulations to study the critical behaviors of
the geometrical, mechanical, and vibrational properties of this
model near the jamming transition. Theoretically, Baule et
al. developed a geometric mean-field theory of random pack-
ings of axisymmetric particles, which gives a prediction of
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2the packing density and contact numbers of 3D dimers.[21]
However, there is no theory for the mechanical and vibra-
tional properties of 3D dimers. In numerical simulations, the
jamming transition of two-dimensional (2D) dimers has been
thoroughly studied.[22, 23] These studies reveal that the con-
tact number becomes the isostatic value at the jamming tran-
sition, but a certain type of rattler particles, called rotational
rattlers, must be taken into account to define the isostatic con-
tact number.[23] The shear modulus of 2D dimers follows the
critical behavior of spherical particles.[22] The VDOS of 2D
dimers has a peak and two plateaus, and rotational motions are
dominant at the peak and in the lower-frequency plateau.[23]
The onset frequency of the lower-frequency plateau obeys the
same critical law as spherical particles.[23]
However, it is not clear whether these characteristic behav-
iors of 2D dimers remain valid in 3D dimers, which is a more
realistic system than 2D dimers. It is worth to note that study-
ing dimers, particularly 3D dimers, is technically demanding.
For dimers (or particles with anisotropic shapes), it is neces-
sary to solve the equations of motions, which are composed
of intricately coupled translational and rotational degrees of
freedoms (DOFs), and implement a cumbersome vibrational
analysis. We performed this complex analysis on 3D dimers
and present a comprehensive report on the mechanical and vi-
brational properties of the packings.
II. METHODS
A. Equations of motions and numerical protocols
Our model of a 3D dimer is a composite of two spheres with
identical diameters, connected by a bond with constant length.
We refer to a sphere that composes a dimer as a monomer.
Consider a dimer i in 3D space whose translational and rota-
tional DOFs are designated by ri = (xi,yi,zi,φi,θi,ψi), where
xi, yi and zi are the positions of the center of gravity of the
dimer, and φi, θi and ψi are the Euler angles, which are de-
fined by the z-x-z convention.[24] Therefore, the range of the
angles are 0 ≤ θi < pi and 0 ≤ φi,ψi < 2pi . The length of the
major axis is set to ai, and the length of the minor axis is set to
bi. The shape of the dimer is described using the aspect ratio
α ≡ ai/bi. Let us consider a packing composed of N dimers.
We consider a monodisperse system; therefore, all aspect ra-
tios and lengths of the minor axis are identical to α and σ ,
respectively, throughout the system. All particles have equal
mass m.
We first derive the translational and rotational equations of
motion of the system. The potential energy of the system is
given by
V =
N
∑
i=1
N
∑
j=i+1
∑
ni=±1
∑
n j=±1
ε
2
(
1− rkik j
σi j
)2
H
(
1− rkik j
σi j
)
, (1)
where
rkik j =
√
X2kik j +Y
2
kik j
+Z2kik j ,
Xkik j = xi− x j+
b(α−1)
2
(ni sinθi sinφi−n j sinθ j sinφ j),
Ykik j = yi− y j+
b(α−1)
2
(−ni sinθi cosφi+n j sinθ j cosφ j),
Zkik j = zi− z j+
b(α−1)
2
(ni cosθi−n j cosθ j),
(2)
H(x) is the Heaviside step function, i.e., H(x) = 1 for x ≥ 0
and H(x) = 0 for x < 0, ε is the characteristic energy scale,
b is the length of the minor axis (monomer diameter), and
ki ≡ (i,ni) is a set of integers, which designates a monomer
of dimer i. We define directions 1, 2, and 3 as the principal
axes of inertia and I1, I2, and I3 as the principal moments of
inertia. See Supplemental Material for the calculation. The
angular velocity in these directions is described by the time
derivatives of the Euler angles as
Ωi =
ωi,1ωi,2
ωi,3
=
 θ˙i cosψi+ φ˙i sinψi sinθi−θ˙i sinψi+ φ˙i cosψi sinθi
ψ˙i+ φ˙i cosθi
 . (3)
Using this expression, the kinetic energy of the system is writ-
ten as
T =
N
∑
i=1
[
m
2
(
x˙2i + y˙
2
i + z˙
2
i
)
+
1
2
(
I1ω2i,1 + I2ω
2
i,2 + I3ω
2
i,3
)]
,
(4)
so the LagrangianL of the system isL = T −V .
Now we consider the equations of motion of the system.
The translational parts of Euler-Lagrange equations are
d
dt
∂L
∂ x˙i
=
∂L
∂xi
,
d
dt
∂L
∂ y˙i
=
∂L
∂yi
,
d
dt
∂L
∂ z˙i
=
∂L
∂ zi
(5)
which can be reduced to
mx¨i =−∂V∂xi , my¨i =−
∂V
∂yi
, mz¨i =−∂V∂ zi . (6)
The rotational parts are
d
dt
∂L
∂ φ˙i
=
∂L
∂φi
,
d
dt
∂L
∂ θ˙i
=
∂L
∂θi
,
d
dt
∂L
∂ψ˙i
=
∂L
∂ψi
. (7)
Since two of the principal moments of inertia are equal (I1 =
I2 6= I3, see Supplemental Material for the proof), 3D dimer
is a symmetrical top. In addition, Eqs. (1) and (2) show that
the potential does not depend on ψ: dV /dψ ≡ 0. Using these
facts and rearranging Eqs. (7), we obtain Euler’s equations of
the system:
I1ω˙i,1 = Ni,1 +(I1− I3)ωi,2ωi,3,
I1ω˙i,2 = Ni,2 +(I3− I1)ωi,3ωi,1,
I3ω˙i,3 = Ni,3,
(8)
3where
Ni,1 =− sinψisinθi
∂V
∂φi
− cosψi ∂V∂θi ,
Ni,2 =−cosψisinθi
∂V
∂φi
+ sinψi
∂V
∂θi
,
Ni,3 = 0
(9)
are the components of the torque acting on dimer i.
To numerically solve the equations of motion (6) and (8),
we implemented the fifth-order Gear predictor-corrector
method [25] for the translational DOFs and the fourth-order
procedure for the rotational DOFs. See Appendix A in the
literature on liquid water [26] for the implementation details.
In our implementation, the quaternion parameters were used
instead of the Euler angles when following the time evolution
of the rotational DOFs.[27]
We first prepared a random configuration of N = 500 at
sufficiently small packing fraction ϕ0 = 0.2. Except for the
data at the jamming transition in Sects. III A and III B, we
performed the calculation for over 100 samples. The packing
fraction for monodisperse N dimers in the simulation box with
system length L is given as
ϕ =
Npiα2(3−α)b3
12L3
. (10)
See Supplemental Material for the calculation of the volume
of a 3D dimer. We employed the periodic boundary condi-
tion on the system. We minimized the potential energy of the
random configuration using the FIRE algorithm[28] and grad-
ually compressed the system in increments of δϕ = 10−3.
The jamming transition point, which is defined as the point
at which the potential energy per particle is in the range of
1×10−16 <V/N < 2×10−16, was explored by the bisection
method.[29] Once the configuration at the transition was ob-
tained, we compressed the system and obtained the configu-
ration at each excess density ∆ϕ = ϕ −ϕJ . The energy min-
imization was terminated when either of the following two
conditions was satisfied:[29] (i) the total potential per parti-
cle is sufficiently smallV/N < 10−16 or (ii) the total potential
energies of two successive minimization steps t and t+ 1 are
nearly identical: |Vt+1−Vt |/Vt < 10−16. We changed the ter-
mination condition when the system was above the transition.
The maximum absolute values of the force and the torque act-
ing on each particle were calculated, and if the summation
of the two was below 10−12, then the minimization was ter-
minated. In the obtained packings, we recursively removed
rattler particles with fewer contacts than the number of DOFs,
d f ≡ 5. In the following, the number of particles without rat-
tler particles is denoted as N. We use m, σ , and ε as units of
mass, length, and energy, respectively. The frequency is mea-
sured by
(
mσ2/ε
)−1/2. The pressure, stress, and modulus,
which will be defined in Sect. III C, are measured in units of
ε/σd , where d ≡ 3 is the spatial dimension.
B. Vibrational analysis
Vibrational analysis was performed on the dimer packings
obtained by the above protocol. To formulate the analysis, we
consider the linearization of the equations of motion. First, we
linearize the left-hand sides of Eq. (7) around the equilibrium
orientations:
d
dt
∂L
∂ φ˙i
' (I1 sin2 θi+ I3 cos2 θi)φ¨i+ I3 cosθiψ¨i,
d
dt
∂L
∂ θ˙i
= I1θ¨i,
d
dt
∂L
∂ψ˙i
' I3 cosθiφ¨i+ I3ψ¨i.
(11)
Since the potential (1) does not depend on ψ , the right-hand
side of the ψ-component of Eq. (7) is zero. Therefore, by
solving the equation in which the ψ-component of Eq. (11) is
equal to zero, we obtain
ψ¨i =−φ¨i cosθi. (12)
This relation leads to the linearized equations of motion, that
is
x¨i =−∂V∂xi , y¨i =−
∂V
∂yi
, z¨i =−∂V∂ zi (13)
for the translational DOFs (we set m as unity) and
I1 sin2 θiφ¨i =− ∂V∂φi , I1θ¨i =−
∂V
∂θi
(14)
for the rotational DOFs. Therefore, we employ the nor-
mal coordinate of dimer i of r˜i =
(
xi yi zi φ˜i θ˜i
)
, where
φ˜i =
√
I1 sinθiφi and θ˜i =
√
I1θi, and that of the entire sys-
tem of r˜=
(
r˜1 · · · r˜N
)
. Suppose harmonic vibrations around
the equilibrium coordinate r˜0; then, the equation of motion is
described as
d2u˜
dt2
=−M u˜, (15)
where u˜ = r˜− r˜0 is the displacement from r˜0. Matrix M is
called the dynamical matrix, and its elements are
Mr˜i r˜ j =
∂ 2V
∂ r˜i∂ r˜ j
. (16)
The explicit elements of this matrix are given in Supplemental
Material.
By calculating the matrix for each configuration and di-
agonalizing it by LAPACK,[30] we obtained a set of eigen-
values λk and corresponding eigenvectors ek ≡
(
e1k · · · eNk
)
(size d fN), where eik ≡
(
ei,xk e
i,y
k e
i,z
k e
i,φ˜
k e
i,θ˜
k
)
, and k =
1, . . . ,d fN. The eigenfrequencies are given as ωk =
√
λk, and
the eigenvectors are orthonormalized as ek ·el ≡∑i eik ·eil = δkl
where δkl is the Kronecker delta.
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FIG. 1. Packing fraction at the jamming transition of 3D dimers. The
theoretical prediction is extracted from Ref. 21. The simulation data
are obtained by averaging over at least 10 samples for each aspect
ratio.
C. Unstressed system
In this work, we performed vibrational eigenmode analy-
sis of the “unstressed system” in addition to the original sys-
tem. Since the monomers are modeled by harmonic spheres
in the present model, the forces between the monomers are
always repulsive. Thus, we refer to this original state as the
stressed system. In the unstressed system, we retain all stiff-
nesses (i.e., the second derivative of the potential) between
monomers but drop the force in the analysis. In other words,
the unstressed system is the model which all contacts in the
original system are replaced with relaxed springs. For the case
of sphere packings, the theoretical understanding was first
constructed based on the unstressed system,[11, 31] which
was subsequently extended to the stressed system by consid-
ering the effects of the forces.[9, 32] The unstressed system of
sphere packings exhibits a characteristic plateau in the VDOS
and critical behavior of this plateau near the jamming transi-
tion. The forces in sphere packings do not affect this plateau
and its critical behavior, whereas they make the system me-
chanically unstable [33] and alter the nature of the very low-
frequency vibrational modes.[34] In particular, quasilocalized
vibrational modes are induced by the repulsive forces.[34–36]
In this work, we study the role of repulsive forces in the dimer
packings.
III. RESULTS
A. Jamming density
We generated 3D dimer packings at the jamming transition
for various aspect ratios. The packing fraction at the jamming
ϕJ as a function of α is shown in Fig. 1. When the aspect ra-
tio is close to unity, the density is close to the packing density
of random close packings of spheres ϕJ ' 64%. The den-
sity increases when the aspect ratio increases, and takes the
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FIG. 2. Number of contacts per particle zJ and number of neighbor-
ing particles zcoordJ in the configurations at the jamming. The theo-
retical prediction of zcoordJ is extracted from Ref. 21. The simulation
data are obtained by averaging over at least 10 samples for each as-
pect ratio.
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FIG. 3. Excess contact number ∆z as a function of excess density
∆ϕ for 3D dimers with α = 1.2,1.5,2.0. ∆z shows the same critical
behavior ∆z ∝ ∆ϕ1/2 for each aspect ratio.
maximum value at approximately α ' 1.3. After α exceeds
1.4, ϕJ decreases with increasing α . Interestingly, the jam-
ming density of 3D dimers with α = 2.0 is lower than that
of the random close packings of spheres, although the pack-
ings are seemingly composed of spheres. We also plotted the
jamming density predicted by the geometric mean-field theory
developed by Baule et al.[21] Clearly, our numerical results of
the jamming density are comparable to the theoretical predic-
tions. In particular, there is a quantitative consistency in the
value and location of the maximal packing density.
B. Contact number
Next, we analyzed the contact number and coordination
number of 3D dimer packings at the jamming transition
(Fig. 2). First, we calculated the contact number zJ , which
5is defined as the number of all contacts in the packing divided
by the number of dimer particles. For each aspect ratio, the
values of zJ are approximately 10, which is twice the number
of DOFs d f ≡ 5, suggesting that the dimer packings are iso-
static. This point will be studied later. We also calculated the
coordination number zcoordJ , which is defined as the number of
contacting pairs of dimers divided by the number of dimers.
The contact number and coordination number are equivalent
for convex particles such as spheres, spherocylinders, and el-
lipsoids but not for concave particles such as dimers since one
particle can have multiple contacts with a neighboring particle
in the latter case. Figure 2 shows that zcoordJ approaches 6 as
α → 1, which is the isostatic number of spherical particles,
i.e., twice the spatial dimension. When α deviates from unity,
zcoordJ continuously increases and converges to 8. Therefore,
all of these results imply that one dimer has eight neighbor-
ing dimers, one contact with each of six neighboring dimers
and two contacts with each of two neighboring dimers on av-
erage. Interestingly, zcoordJ ≈ 8 at large aspect ratios has been
observed for random packings of 3D spherocylinders,[37, 38]
where the particles have many contacts on their cylindrical
part. Our results suggest that there is a geometrical similarity
between the random packings of 3D dimers and spherocylin-
ders. The theory of Baule et al. [21] predicts saturation of the
coordination number for 3D spherocylinders, but not for 3D
dimers, as indicated by the solid line in Fig. 2.
Finally, we quantitatively analyzed the critical behaviors of
the contact numbers. To this end, we introduce the precise
definition of isostatic contact number zNiso for 3D dimers. Ac-
cording to the discussion on 2D dimers,[23] there is a certain
type of rattler particle called a rotational rattler, which pos-
sesses all of the contacts with only one monomer. These par-
ticles can rotate with no energy cost because of this contact
placement, so their rotational DOFs must be excluded in the
definition of the isostatic contact number. We inspected 3D
dimer packings and found that there also exists this type of
configuration. Therefore, we employed the definition of the
isostatic contact number for 3D dimers of
zNiso = 2d f −
2(d+Nrr)
N
, (17)
where d f ≡ 5 is the number of DOFs, d ≡ 3 is the spatial di-
mension, and Nrr is the number of rotational DOFs that are
not constrained in the rotational rattler configurations. Prac-
tically, we used the number of zero-frequency modes instead
of d+Nrr to calculate zNiso. We counted the contact number of
3D dimer packings for each ∆ϕ , and obtained that the excess
contact number ∆z= z− zNiso is proportional to the square root
of the excess density ∆ϕ (Fig. 3),
∆z=Cz(α)∆ϕ1/2, (18)
and this relation holds for different aspect ratios. When the
system is near the jamming transition, the finite-size effect
is observed.[39] However, in the range of ∆ϕ ≤ 10−6, ap-
proximately 10 %–60 % of the packings have the same contact
number of zNiso, defined as in (17). In other words, we could
not observe the one additional contact attributed to a positive
bulk modulus.[39] We excluded the data from those packings
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FIG. 4. Pressure of 3D dimers with α = 1.2,1.5,2.0 as a function of
excess density ∆ϕ .
in Fig. 3. The coefficient Cz(α) is nearly constant for each
aspect ratio.
Similar to 2D dimers, our model of 3D dimers has cer-
tain types of contact that cannot be addressed: “double” and
“cusp” contacts. See Ref. 23 for the definition of these con-
tacts. We searched 3D dimer packings for these contacts
and identified the density range without these contacts as
∆ϕ ≤ 10−2 for α = 1.2 and ∆ϕ ≤ 10−1 for α = 1.5 and
α = 2.0 (data not shown). Here and hereafter, we excluded the
results obtained from the configurations with densities above
this range.
C. Mechanical properties
In this section, we discuss the pressure, bulk modulus, and
shear modulus of 3D dimer packings in terms of their ∆ϕ de-
pendence. We note that the stress tensor of granular assem-
blies is given by the Love-Weber formula.[40–42] Anisotropic
particles, including dimers, are modeled by granular assem-
blies, so the exact expression of the stress tensor is given by
this formula. However, previous work [22] has demonstrated
that for the case of dimers, the virial expression [25] gives
quantitatively similar values of the stress tensor as the Love-
Weber formula. Therefore, we employ the virial expression in
this work.
1. Pressure
The stress tensor of 3D dimers is given in the virial expres-
sion as [25]
σαβ =−
1
2Ld ∑i j
(
Fαi j r
β
i j+F
β
i j r
α
i j
)
, (19)
where rαi j is the α-component of the vector between the cen-
ters of dimer i and dimer j, and Fαi j is the α-component of the
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FIG. 5. Bulk modulus B and affine bulk modulus Ba of 3D dimers
with α = 1.2,1.5,2.0 as functions of excess density ∆ϕ .
interparticle force between the two dimers:
Fαi j = ∑
nin j
(
− ∂V
∂ rkik j
)
rαkik j
rkik j
, (20)
where α,β = x,y,z. The pressure tensor is pαβ =−σαβ , and
the pressure is calculated as p = ∑α pαα/d. Figure 4 shows
that the pressure is proportional to ∆ϕ , which is consistent
with the results of spherical particles:[3]
p=Cp(α)∆ϕ. (21)
The coefficient Cp(α) weakly depends on the aspect ratio.
2. Bulk modulus
Next, we calculated the bulk modulus which is given by
B = ϕ dp/dϕ . We first applied an affine bulk deformation
to the packing (dϕ = 10−8) and calculated the pressure. The
bulk modulus calculated by using this pressure is referred to
as the affine bulk modulus Ba. The dimer packings are disor-
dered, so subsequent relaxation motions occur. We conducted
energy minimization on the deformed packing and calculated
the pressure. The bulk modulus calculated by using the pres-
sure measured after the energy minimization is referred to as
the bulk modulus B. The two bulk moduli as a function of ∆ϕ
are shown in Fig. 5:
B∼ ∆ϕ0. (22)
The bulk modulus is smaller than the affine bulk modulus be-
cause of the relaxation. However, the bulk modulus remains
as a finite value when the packings approach the jamming.
These behaviors are similar to those of spherical particles.[3]
3. Shear modulus
Here, we calculated the shear modulus by applying a shear
strain γ in the x direction with a strain gradient in the y di-
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FIG. 6. Shear modulus G and affine shear modulus Ga of 3D dimers
with α = 1.2,1.5,2.0 as functions of excess density ∆ϕ .
rection. To do so, we must determine the affine shear strain
on the rotational DOFs of 3D dimer particle. The displace-
ments of the translational DOFs are trivial. For the rotational
DOFs, we first consider the deformation gradient tensor F for
the shear strain
F =
1 γ 00 1 0
0 0 1
 . (23)
To determine the rotational DOFs in a sheared configuration
φ ′i and θ ′i , we consider a normalized orientational vector of a
3D dimer:
r(φi,θi) =
 sinθi sinφi−sinθi cosφi
cosθi
 . (24)
This vector is deformed by deformation gradient tensor F .
Thus, we solve the equation
r
(
φ ′i ,θ
′
i
)
=
Fr(φi,θi)
|Fr(φi,θi)| (25)
and obtain the affine shear deformation of 3D dimers as
x′i = xi+ γyi, y
′
i = yi, z
′
i = zi,
φ ′i = tan
−1 (tanφi− γ),
θ ′i = tan
−1
(
tanθi
cosφi
cosφ ′i
)
.
(26)
The shear modulus is obtained by G = dσxy /dγ . Similar
to the bulk modulus, we use the affine shear modulus Ga to
refer to the modulus measured with the stress calculated im-
mediately after the affine strain (26) was applied. In contrast,
we use the shear modulus G to refer to the modulus measured
with the stress calculated after the energy minimization was
performed. The results are shown in Fig. 6. The power-law
scaling
G=CG(α)∆ϕ1/2 (27)
7was observed, where the ∆ϕ dependence is identical for spher-
ical particles [3] and 2D dimers [22]. G develops a plateau at
∆ϕ = 10−6.5, where we consider the finite-size effect as ob-
served in spherical particles.[39] The coefficientCG(α) shows
a weak dependence on α .
D. Vibrational properties
In this section, we discuss the properties of vibrational
eigenstates, which are obtained by diagonalizing the dynami-
cal matrix (16).
We calculated the vibrational density of states using the set
of eigenfrequencies ωk as
g(ω) =
1
d fN−d−Nrr
d fN−d−Nrr
∑
k=1
δ (ω−ωk), (28)
where δ (x) is the Dirac delta function. We also calculated the
participation ratio [43] of each eigenmode ek
pk =
(
∑Ni=1
∣∣eik∣∣2)2
N∑Ni=1
∣∣eik∣∣4 (29)
to study the extent of spatial localization of mode k. If
pk = 1, then all particles in the system participate in mode
k. If pk = 1/N, then only one particle in the system partic-
ipates in mode k. The eigenmodes consist of translational
and rotational elements. Following the study on ellipsoidal
particles,[44] we defined the quantity Rk to evaluate the con-
tribution of rotational motions as
Rk = 1−
N
∑
i=1
∑
d=x,y,z
(
ei,dk
)2
, (30)
and calculated Rk for each mode. If Rk = 1, then mode k con-
sists of only rotational motions. If Rk = 0, then only transla-
tional motions compose mode k.
We also calculated the participation ratio and contribution
of rotations based on the real-space displacements.[23] The
translational displacement field of each monomer was used
to express the vibrational eigenstates. We denote the transla-
tional displacements for the two monomers of dimer i as e˜ik
(size 2d) and the monomer displacements of the entire pack-
ing as e˜k (size 2dN). The elements are written as
e˜k =
(
e˜1k · · · e˜Nk
)
,
e˜ik =
(
e˜(i,+1),xk e˜
(i,+1),y
k e˜
(i,+1),z
k e˜
(i,−1),x
k e˜
(i,−1),y
k e˜
(i,−1),z
k
)
,
(31)
where
e˜(i,±1),xk = e
i,x
k ±
b(α−1)
2
[
sin
(
θ˜i+ ei,θ˜k√
I1
)
sin
(
φ˜i+ e
i,φ˜
k√
I1 sinθi
)
− sin θ˜i√
I1
sin
φ˜i√
I1 sinθi
]
,
e˜(i,±1),yk = e
i,y
k ±
b(α−1)
2
[
−sin
(
θ˜i+ ei,θ˜k√
I1
)
cos
(
φ˜i+ e
i,φ˜
k√
I1 sinθi
)
+ sin
θ˜i√
I1
cos
φ˜i√
I1 sinθi
]
,
e˜(i,±1),zk = e
i,z
k ±
b(α−1)
2
[
cos
(
θ˜i+ ei,θ˜k√
I1
)
− cos θ˜i√
I1
]
.
(32)
Using this real-space eigenvector, we defined the participation
ratio and contribution of rotations based on the real-space dis-
placements as
p˜k =
(
∑2Ni=1
∣∣e˜ik∣∣2)2
2N∑2Ni=1
∣∣e˜ik∣∣4 , (33)
R˜k =
∣∣e˜k− e˜transk ∣∣
|e˜k| . (34)
Here, e˜transk (size 2dN) is defined as the components of trans-
lational DOFs in the original ek (size d fN).
In the following (Sect. III D 2), we compare the properties
of the original system to those of the unstressed system. The
analysis of the unstressed system of dimers corresponds to all
stiffnesses being retained between monomers but all forces
being dropped in the dynamical matrix and execution of the
same calculation. Since we modeled the interaction poten-
tial between monomers as purely repulsive interactions, we
refer to the original state as the stressed system. We calcu-
lated the eigenfrequencies and eigenvectors of the unstressed
system and obtained the VDOS g(ω), participation ratio pk,
and contribution of rotations Rk. Please refer to Sect. II C for
the unstressed system.
We finally changed the excess density of the packings in the
stressed system and observed a critical behavior of a charac-
teristic frequency of the VDOS.
8FIG. 7. The VDOS g(ω), participation ratio pk, contributions of
rational motions Rk, and their real-space interpretations p˜k and R˜k
of 3D dimers with α = 1.2 (left row) and α = 1.5 (right row). The
excess density of the packings is ∆ϕ = 10−2 for both cases.
1. General description of vibrational properties
We summarize the vibrational properties of 3D dimers with
α = 1.2 in the panels in the left row of Fig. 7. The top panel
shows the VDOS g(ω). It exhibits a peak at ω ' 0.3, and
there is a plateau above this frequency and a shoulder below
this frequency. The third panel shows Rk, which is the con-
tribution of the rotational motions to each mode. It is nearly
zero for ω & 0.3, increases at ω ≈ 0.3, and remains large for
ω . 0.3. Therefore, the plateau in the higher-frequency re-
gion mainly consists of translational modes, whereas the peak
and shoulder in the lower-frequency region consist of rota-
tional modes. We shall refer to the high-frequency plateau
as the translational plateau and the low-frequency shoulder as
the rotational plateau, as it becomes a plateau near the jam-
ming transition. The second panel shows the participation
ratio pk. Clearly, the modes in the highest-frequency edge
have a strongly localized nature. In the translational plateau,
pk has a larger value: pk ' 0.6; therefore, the modes are ex-
tended. At the peak and in the rotational plateau, pk slightly
decreases but remains at pk & 0.1. In the lowest-frequency re-
gion, however, there appear several spatially localized modes.
This is reminiscent of the quasilocalized modes of the random
packing of spherical particles, although our system size is too
small to study the quantitative properties of these modes. The
real-space versions of R˜k and p˜k exhibit qualitatively similar
behaviors to Rk and pk, respectively [45].
Next, we consider the dimers with α = 1.5 (the right row
in Fig. 7). The distinct peak of g(ω) in the case of α = 1.2
disappears for α = 1.5. Rk is nearly zero at the highest fre-
quency, and it increases as the frequency decreases. The data
of Rk suggest that the rotational modes of α = 1.5 dimers shift
to higher frequency than those of the α = 1.2 dimers, and they
mix with the translational modes. The pk of α = 1.5 behaves
similarly as that of the α = 1.2 dimers. The real-space ver-
sions of R˜k and p˜k show no significant differences with Rk
and pk. We conducted the same calculation for dimers with
α = 2.0. The peak of Rk slightly shifts to a higher frequency
than in the case of α = 1.5, but all other features described
above are valid in the case of α = 2.0. Therefore, the separa-
tion of the translational and rotational modes becomes weaker
with increasing aspect ratio.
2. Comparison with the unstressed system
In this subsection, we discuss the role of stress in the vi-
brational properties of 3D dimers. To this end, we study the
vibrational properties of the unstressed system, where all con-
tacts in the original stressed system are replaced with relaxed
springs (see Sect. II C). For sphere packings, the stress does
not play an important role in the vibrational modes in the
plateau; namely, the stressed and unstressed systems exhibit
similar plateaus and similar critical behavior near the jamming
transition. However, the stress is known to make the system
mechanically unstable,[9, 33] which results in an abundance
of very low-frequency vibrational modes.[9, 33] In particular,
quasilocalized vibrational modes are induced in the very low-
frequency region by the stress.[34–36] By contrast, the stress
is known to stabilize the lowest-frequency vibrations in the
random packings of ellipsoidal particles.[44, 46]
The VDOS g(ω), participation ratio pk, and contribution of
rotations Rk of the unstressed system of dimers with α = 1.2
and ∆ϕ = 10−2 are shown in Fig. 8. Clearly, all of these quan-
tities of the unstressed system are identical to those of the
stressed system in the translational plateau; thus, the stress
does not play an important role in the translational modes in
the plateau. The peak at ω ≈ 0.3 is also not affected by the
stress. However, the differences between the stressed and un-
stressed systems are clear in the low-frequency region. The
VDOS g(ω) of the unstressed system forms a clearer plateau
and sharply drops below the plateau. The Rk value of the un-
stressed and stressed systems are similar in this frequency re-
gion, i.e., the modes remain to have a rotational nature. These
results imply that the stress induces an abundance of low-
frequency rotational vibrational modes. This is similar to the
case of spheres, except that the low-frequency vibrations are
rotational in dimers. The participation ratio of the unstressed
system shows a drop at the onset frequency of the plateau,
where the modes below the plateau have higher participation
9FIG. 8. Comparison of g(ω), pk, and Rk between the stressed system
(left row) and the unstressed system (right row) of 3D dimer packings
with α = 1.2 and ∆ϕ = 10−2.
ratios. These results are similar to the results of spheres;[34]
however, the drop at the onset of the plateau is much sharper in
dimers. To elucidate the quasilocalized nature of the very low-
frequency vibrations in the stressed and unstressed systems,
much larger systems are required, which can be addressed in
the future.
The results of the unstressed system of the dimers with
α = 1.5 and ∆ϕ = 10−2 are shown in Fig. 9. The impact
of the stress in the α = 1.5 case is almost the same as that in
α = 1.2. The VDOS g(ω) above the plateau does not change
in the unstressed system, and the participation ratio and con-
tribution of rotations do not change either. Below the plateau,
the VDOS g(ω) sharply drops in the unstressed system. The
number of modes with lower participation ratio increases in
the unstressed system. The contribution of rotations Rk has
basically the same properties in the unstressed system.
3. Critical behavior near the jamming transition
We finally changed the distance from the jamming transi-
tion and observed the behavior of the VDOS. When approach-
ing the jamming transition, the rotational plateau extends to-
ward zero frequency, similar to 2D dimers.[23] We defined
the onset frequency of the rotational plateau in the unstressed
system as ω∗. Practically, ω∗ was calculated as the peak fre-
quency of g(ω)/ω of the unstressed system. We conducted
the calculation for the dimers with α = 1.2,1.5,2.0, and the
dependence on ∆ϕ is shown in Fig. 10. The ω∗ of each aspect
ratio is proportional to the square root of the excess density,
FIG. 9. Comparison of g(ω), pk, and Rk between the stressed system
(left row) and the unstressed system (right row) of 3D dimer packings
with α = 1.5 and ∆ϕ = 10−2.
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FIG. 10. Onset frequency of the rotational plateau ω∗ of 3D dimers
with α = 1.2,1.5,2.0, which shows a power-law scalingω∗ ∝∆ϕ1/2.
Due to the system size of our simulation, this scaling does not hold
for the densities that are very close to the jamming transition (∆ϕ ≤
10−5.5).
so it is proportional to the excess contact number:
ω∗ =Cω(α)∆ϕ1/2 ∝ ∆z. (35)
This result implies that the contact number controls the on-
set frequency of the plateau in the same way as for spherical
particles.[11] We have confirmed that ω∗, defined as the onset
frequency of the plateau of the unstressed system, corresponds
to the frequency where the VDOS g(ω) of the unstressed sys-
tem deviates from that of the stressed system.
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IV. CONCLUSION
In this article, we revealed the mechanical and vibrational
properties of random packings composed of 3D dimer parti-
cles. First, we formulated the equations of motion of the sys-
tem and linearized them to obtain the dynamical matrix. This
discussion is valid for symmetrical-top-type nonspherical par-
ticles such as ellipsoids or spherocylinders.
We generated 3D dimer packings at the jamming transition
and calculated the jamming density for various aspect ratios.
Our results were comparable to the theoretical prediction by
Baule et al. [21], and especially there are quantitative agree-
ment for the value and location of the maximum density. The
contact numbers and coordination numbers of the packings at
the jamming transition were also calculated. The results on
the contact number indicate that the 3D dimers are isostatic,
and those of the coordination number suggests the similarity
between the particle coordination of dimers and spherocylin-
ders.
We continued the compression and obtained packings with
density higher than that at the jamming transition. The con-
tact number of the packings was calculated, and it was found
that the excess contact number was proportional to the square
root of the excess density. The mechanical properties, that is,
the pressure, bulk modulus, and shear modulus, of the pack-
ings were also calculated as a function of the excess density.
All three quantities exhibited the same ∆ϕ dependencies as
spherical particles. Especially, the non-affine relaxation was
dominant in the response to shear deformation, so the shear
modulus was proportional to the square root of the excess den-
sity.
We finally examined the vibrational properties of 3D dimer
packings. The VDOS of 3D dimers has two plateaus, and a
peak divides these plateaus. By calculating the rotational con-
tribution of the modes Rk, we concluded that rotational com-
ponents are dominant in the modes that constitute the peak
and lower-frequency plateau. We also calculated the partic-
ipation ratio and found that the modes in the two plateaus
have a spatially extended nature. In the frequency region be-
low these plateaus, some modes show a quasilocalized nature.
In addition to the original system, we also analyzed the un-
stressed system of the packings. The properties of the modes
above the lower-frequency rotational plateau are identical be-
tween the stressed and unstressed systems, which indicates
that the stress does not play an important role in the high-
frequency modes. In the low-frequency region, the VDOS of
the unstressed system is strongly suppressed compared with
the stressed system. In other words, in the case of spheres, the
stress induces an abundance of low-frequency vibrations in
the dimers. However, in the unstressed dimers, we observed a
very sharp drop in the participation ratio near the onset of the
plateau. When approaching the jamming transition, the low-
frequency rotational plateau extends towards zero frequency.
The onset frequency ω∗ of the rotational plateau shows a crit-
ical scaling ω∗ ∝ ∆z, which is consistent with the observation
in 2D dimers. Therefore, the plateau is controlled by the con-
tact number as understood for spherical particles.
Our results show that the dimer particles share many com-
monalities with spherical particles in terms of isostaticity,
non-affine relaxation, abundance of very low-frequency vibra-
tions in the stressed system, and critical behavior of ω∗, but
the low-frequency vibrations are rotational in dimers. This
result markedly contrasts with the case of ellipsoids, which
are not isostatic at the jamming but hypostatic,[47] i.e., the
number of contacts is less than the number of DOFs. The
shear modulus of ellipsoidal packings shows a different scal-
ing G∝∆ϕ .[22, 44] The VDOS of ellipsoidal packings shows
the same critical scaling as spherical packings,[48] but it
possesses the unusual low-frequency modes caused by the
hypostaticity.[44] The energy quartically increases due to the
packing deformation along the modes.[44, 46] The scaling of
the shear modulus originates from the quartic modes.[44] The
effect of the stresses in the dynamical matrix is different from
that for spherical packings: these stresses stabilize the quar-
tic modes.[46, 49] Further study is required to clarify the at-
tributes that cause these discrepancies between the properties
of dimers and those of ellipsoids.
Due to the limitation of the system size, the present work
cannot access the very low-frequency region, where phonon
modes and quasilocalized modes coexist in the random pack-
ings of spheres.[34] According to our results, the rotational
modes appear in a lower-frequency region than the trans-
lational modes. Therefore, it is an interesting direction to
elucidate the details of the quasilocalized nature of the low-
frequency vibrational modes and their statistical properties in
the random packings of dimers.
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I. CALCULATION OF THE VOLUME ANDMOMENT OF INERTIA
In this section, we formulate the volume and principal moments of inertia of a 3D dimer. Suppose that a 3D dimer is placed
so that its major axis coincides with the z-axis of the coordinate system (c.f. Fig. 1). The length of the radius at z is
R(z) =
√(
b
2
)2
−
(
z− b(α−1)
2
)2
, (1)
and the volume of the 3D dimer v is given by
v= 2pi
∫ bα/2
0
dzR(z)2 = 2piα2
(
1− α
3
)(b
2
)3
. (2)
We denote the mass density of the particle as ρ = m/v.
Here, we denote the principal axes of inertia as 1, 2, and 3, and place a 3D dimer as shown in Fig. 1. The major axis coincides
with the 3-axis. The principal moments of inertia are calculated as
Ii =
∫
ρ
(
x2j + x
2
k
)
dv , (3)
where (i, j,k) represents (1,2,3) and its cyclically permuted sets. Because of the symmetry of axes 1 and 2, two of the principal
moments of inertia are equal: I1 = I2 6= I3. The expressions are given as
I1 =
∫
ρ
(
x22 + x32
)
dv=
mα
(
α2−5α+20)
20(3−α)
(
b
2
)2
= I2,
I3 =
∫
ρ
(
x12 + x22
)
dv=
mα
(
3α2−15α+20)
10(3−α)
(
b
2
)2
.
(4)
Therefore, 3D dimer is a symmetrical top.
3
a
b
1 2
FIG. 1. 3D dimer particle of α = 2.0 on a coordinate system.
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II. DYNAMICAL MATRIX ELEMENTS FOR 3D DIMER PACKINGS
The explicit elements of the dynamical matrix are given in this section. By definition, this matrix is a real symmetric matrix.
The size of the matrix is d fN×d fN, and the elements are denoted byMαiβ j , where α,β = x,y,z, φ˜ , θ˜ and i, j = 1, . . . ,N. In the
following, we denote the force and stiffness that act on the two monomers as
fkik j ≡
ε
σi j
(
1− rkik j
σi j
)
H
(
1− rkik j
σi j
)
, (5)
κkik j ≡
ε
σ2i j
H
(
1− rkik j
σi j
)
, (6)
respectively. We enumerate all cases by separating the diagonal blocks i= j and the off-diagonal blocks i 6= j.
A. Diagonal blocks
Mxaxa =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)X2kaki
r2kaki
− fkaki
rkaki
(7)
Myaya =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)Y 2kaki
r2kaki
− fkaki
rkaki
(8)
Mzaza =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)Z2kaki
r2kaki
− fkaki
rkaki
(9)
Mθ˜aθ˜a =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)[
(α−1)bna
2rkaki
√
I1
(
Xkaki cosθa sinφa−Ykaki cosθa cosφa−Zkaki sinθa
)]2
− fkaki
rkaki
(α−1)bna
2I1
[
(α−1)bna
2
−Xkaki sinθa sinφa+Ykaki sinθa cosφa−Zkaki cosθa
] (10)
Mφ˜aφ˜a =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)[
(α−1)bna
2rkaki
√
I1 sinθa
(
Xkaki sinθa cosφa+Ykaki sinθa sinφa
)]2
− fkaki
rkaki
(α−1)bna
2I1 sin2 θa
[
(α−1)bna
2
sin2 θa−Xkaki sinθa sinφa+Ykaki sinθa cosφa
] (11)
Mxaya =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
XkakiYkaki
r2kaki
(12)
Mxaza =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
XkakiZkaki
r2kaki
(13)
Myaza =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
YkakiZkaki
r2kaki
(14)
14
Mxaθ˜a =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Xkaki
rkaki
[
(α−1)bna
2rkaki
√
I1
(
Xkaki cosθa sinφa−Ykaki cosθa cosφa−Zkaki sinθa
)]− fkaki
rkaki
(α−1)bna
2
√
I1
cosθa sinφa
(15)
Myaθ˜a =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Ykaki
rkaki
[
(α−1)bna
2rkaki
√
I1
(
Xkaki cosθa sinφa−Ykaki cosθa cosφa−Zkaki sinθa
)]
+
fkaki
rkaki
(α−1)bna
2
√
I1
cosθa cosφa
(16)
Mzaθ˜a =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Zkaki
rkaki
[
(α−1)bna
2rkaki
√
I1
(
Xkaki cosθa sinφa−Ykaki cosθa cosφa−Zkaki sinθa
)]
+
fkaki
rkaki
(α−1)bna
2
√
I1
sinθa
(17)
Mxaφ˜a =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Xkaki
rkaki
[
(α−1)bna
2rkaki
√
I1 sinθa
(
Xkaki sinθa cosφa+Ykaki sinθa sinφa
)]− fkaki
rkaki
(α−1)bna
2
√
I1 sinθa
sinθa cosφa
(18)
Myaφ˜a =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Ykaki
rkaki
[
(α−1)bna
2rkaki
√
I1 sinθa
(
Xkaki sinθa cosφa+Ykaki sinθa sinφa
)]− fkaki
rkaki
(α−1)bna
2
√
I1 sinθa
sinθa sinφa
(19)
Mzaφ˜a =
N
∑
i 6=a
∑
nani
(
κkaki +
fkaki
rkaki
)
Zkaki
rkaki
[
(α−1)bna
2rkaki
√
I1 sinθa
(
Xkaki sinθa cosφa+Ykaki sinθa sinφa
)]
(20)
Mθ˜aφ˜a =
N
∑
i6=a
∑
nani
(
κkaki +
fkaki
rkaki
)[
(α−1)bna
2rkaki
√
I1
(
Xkaki cosθa sinφa−Ykaki cosθa cosφa−Zkaki sinθa
)]
×
[
(α−1)bna
2rkaki
√
I1 sinθa
(
Xkaki sinθa cosφa+Ykaki sinθa sinφa
)]− fkaki
rkaki
(α−1)bna
2I1 sinθa
(
Xkaki cosθa cosφa+Ykaki cosθa sinφa
)
(21)
B. Off-diagonal blocks
Mxix j = ∑
nin j
(
κkik j +
fkik j
rkik j
)−X2kik j
r2kik j
+
fkik j
rkik j
(22)
Myiy j = ∑
nin j
(
κkik j +
fkik j
rkik j
)−Y 2kik j
r2kik j
+
fkik j
rkik j
(23)
Mziz j = ∑
nin j
(
κkik j +
fkik j
rkik j
)−Z2kik j
r2kik j
+
fkik j
rkik j
(24)
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Mθ˜iθ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)[
(α−1)bni
2rkik j
√
I1
(
Xkik j cosθi sinφi−Ykik j cosθi cosφi−Zkik j sinθi
)]
×
[
(α−1)bn j
2rkik j
√
I1
(
−Xkik j cosθ j sinφ j+Ykik j cosθ j cosφ j+Zkik j sinθ j
)]
+
fkik j
rkik j
(
α−1
2
)2 b2nin j
I1
(sinθi sinθ j+ cosθi cosθ j cos(φi−φ j))
(25)
Mφ˜iφ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)[
(α−1)bni
2rkik j
√
I1 sinθi
(
Xkik j sinθi cosφi+Ykik j sinθi sinφi
)]
×
[
(α−1)bn j
2rkik j
√
I1 sinθ j
(
−Xkik j sinθ j cosφ j−Ykik j sinθ j sinφ j
)]
+
fkik j
rkik j
(
α−1
2
)2 b2nin j
I1 sinθi sinθ j
sinθi sinθ j cos(φi−φ j)
(26)
Mxiy j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Xkik jYkik j
r2kik j
=Myix j (27)
Mxiz j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Xkik jZkik j
r2kik j
=Mzix j (28)
Myiz j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Ykik jZkik j
r2kik j
=Mziy j (29)
Mxiθ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
Xkik j
rkik j
[
(α−1)bn j
2rkik j
√
I1
(
−Xkik j cosθ j sinφ j+Ykik j cosθ j cosφ j+Zkik j sinθ j
)]
+
fkik j
rkik j
(α−1)bn j
2
√
I1
cosθ j sinφ j
(30)
Mθ˜ix j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Xkik j
rkik j
[
(α−1)bni
2rkik j
√
I1
(
Xkik j cosθi sinφi−Ykik j cosθi cosφi−Zkik j sinθi
)]
+
fkik j
rkik j
(α−1)bni
2
√
I1
cosθi sinφi
(31)
Myiθ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
Ykik j
rkik j
[
(α−1)bn j
2rkik j
√
I1
(
−Xkik j cosθ j sinφ j+Ykik j cosθ j cosφ j+Zkik j sinθ j
)]
− fkik j
rkik j
(α−1)bn j
2
√
I1
cosθ j cosφ j
(32)
Mθ˜iy j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Ykik j
rkik j
[
(α−1)bni
2rkik j
√
I1
(
Xkik j cosθi sinφi−Ykik j cosθi cosφi−Zkik j sinθi
)]
− fkik j
rkik j
(α−1)bni
2
√
I1
cosθi cosφi
(33)
Mziθ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
Zkik j
rkik j
[
(α−1)bn j
2rkik j
√
I1
(
−Xkik j cosθ j sinφ j+Ykik j cosθ j cosφ j+Zkik j sinθ j
)]
− fkik j
rkik j
(α−1)bn j
2
√
I1
sinθ j
(34)
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Mθ˜iz j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Zkik j
rkik j
[
(α−1)bni
2rkik j
√
I1
(
Xkik j cosθi sinφi−Ykik j cosθi cosφi−Zkik j sinθi
)]
− fkik j
rkik j
(α−1)bni
2
√
I1
sinθi
(35)
Mxiφ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
Xkik j
rkik j
[
(α−1)bn j
2rkik j
√
I1 sinθ j
(
−Xkik j sinθ j cosφ j−Ykik j sinθ j sinφ j
)]
+
fkik j
rkik j
(α−1)bn j
2
√
I1 sinθ j
sinθ j cosφ j
(36)
Mφ˜ix j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Xkik j
rkik j
[
(α−1)bni
2rkik j
√
I1 sinθi
(
Xkik j sinθi cosφi+Ykik j sinθi sinφi
)]
+
fkik j
rkik j
(α−1)bni
2
√
I1 sinθi
sinθi cosφi (37)
Myiφ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
Ykik j
rkik j
[
(α−1)bn j
2rkik j
√
I1 sinθ j
(
−Xkik j sinθ j cosφ j−Ykik j sinθ j sinφ j
)]
+
fkik j
rkik j
(α−1)bn j
2
√
I1 sinθ j
sinθ j sinφ j
(38)
Mφ˜iy j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Ykik j
rkik j
[
(α−1)bni
2rkik j
√
I1 sinθi
(
Xkik j sinθi cosφi+Ykik j sinθi sinφi
)]
+
fkik j
rkik j
(α−1)bni
2
√
I1 sinθi
sinθi sinφi (39)
Mziφ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
Zkik j
rkik j
[
(α−1)bn j
2rkik j
√
I1 sinθ j
(
−Xkik j sinθ j cosφ j−Ykik j sinθ j sinφ j
)]
(40)
Mφ˜iz j = ∑
nin j
(
κkik j +
fkik j
rkik j
)
−Zkik j
rkik j
[
(α−1)bni
2rkik j
√
I1 sinθi
(
Xkik j sinθi cosφi+Ykik j sinθi sinφi
)]
(41)
Mθ˜iφ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)[
(α−1)bni
2rkik j
√
I1
(
Xkik j cosθi sinφi−Ykik j cosθi cosφi−Zkik j sinθi
)]
×
[
(α−1)bn j
2rkik j
√
I1 sinθ j
(
−Xkik j sinθ j cosφ j−Ykik j sinθ j sinφ j
)]
+
fkik j
rkik j
(
α−1
2
)2 b2nin j
I1 sinθ j
cosθi sinθ j sin(φi−φ j)
(42)
Mφ˜iθ˜ j = ∑
nin j
(
κkik j +
fkik j
rkik j
)[
(α−1)bni
2rkik j
√
I1 sinθi
(
Xkik j sinθi cosφi+Ykik j sinθi sinφi
)]
×
[
(α−1)bn j
2rkik j
√
I1
(
−Xkik j cosθ j sinφ j+Ykik j cosθ j cosφ j+Zkik j sinθ j
)]
− fkik j
rkik j
(
α−1
2
)2 b2nin j
I1 sinθi
sinθi cosθ j sin(φi−φ j)
(43)
