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Abstract
We review some centroid-based algorithms derived from the basic c-Means. We survey
both clustering and vector quantization. Fuzzy versions are also considered.
1 Introduction
The problem of clustering [1] is often addressed with the partitive, centroid-based approach of
the c-Means procedure and many other derived algorithms. In this approach clustering is viewed
asﬁndingthereference vectors(centroids)whichbestexplain theinputdatadistributionaccording
to some cost criterion.
Vector quantization [2, 3] is a different technical problem, which can be stated as follows:
ﬁnd the reference vectors (codevectors) which approximate with the minimum error the input data
according to some distortion criterion. Usually the problem is also constrained by some resource
limits. This is the rationale for the so called Rate/Distortion and Distortion/Rate approaches.
In this work, we analyze some approaches to the synthesis of a vector quantization codebook,
and their similarities with corresponding clustering algorithms. We outline the role of fuzzy con-
cepts (such as membership in more than one Voronoi polyhedron) in the performance of these
algorithms.
2 Clustering, vector quantization, and fuzzy concepts
We have outlined some differences between clustering and vector quantization, yet the synthesis of
a codebook for vector quantization is often approached with algorithms derived from c-Means (a
standard clustering technique). One usual difference is that, since vector quantization is typically
adopted for large-dimensional, large-sized training sets, minimization is performed by stochastic
gradient descent (online training) rather than by batch algorithms. This is because the curse of
local minima is worsened by the large dimensionality and codebook size. Stochastic optimization
helps escaping local minima by adding errors (due to random sampling of patterns) to the current
estimate of the cost function. Therefore there is a nonzero probability of taking steps in directions
other than that of the “closest” local minimum.
Several clustering algorithms have been modiﬁed in the direction of incorporating fuzzy con-
cepts (starting with the Fuzzy c-Means algorithm [4]). A review of fuzzy concepts in clustering
is provided in [5, 6]. In the large majority of cases, fuzziness means that any point can belong to
more than one cluster, to different degrees.
The relationship between the clustering and quantization problems is of a geometrical nature.
In both cases, the input space is partitioned by a Voronoi tessellation, representing regions of data
sharing similar properties by means of a single reference point or site or (in vector quantization
jargon) codevector. However, there is a distinction in the goal to be achieved. Generally speaking,
1in clustering data points belonging in a single region should be the largest group of data that
can be reasonably gathered in a single cluster (clusters should be as few as possible to enable
understanding the structure of data), whereas in vector quantization points in a region must be so
similar that the approximation error obtained by substituting data with codevectors is negligible.
Thus in the case of clustering codevectors should be as many as possible, within the resource limits
imposed by the overall system design.
The introduction of a fuzzy membership has a twofold meaning in clustering. On one side,
data can be partially belonging to more than one cluster, and this has a conceptual interpretation:
it is possible to analyze and quantify whether points are clearly clustered or there is any ambiguity
in cluster attribution.
On the other side, fuzziness is a way to ﬁght local minima during optimization. In vector
quantization, the ﬁrst aspect is irrelevant, since at the end of training a crisp decision must always
be made. The other aspect is more important, since in the typical vector quantization application
local minima are a serious issue.
3 An objective-function approach to clustering
WewillassumethatN trainingpointsofdimensionalityd (individuallydenotedwithxandindexed
by k) are used to design a set of c cluster prototypes {y1,...yc} (indexed by j). The distorsion
assumed is the Euclidean distance djk = ||xk−yj||.
3.1 Cluster representation
Clusters are deﬁned as follows:
A cluster ωj is the set of all data points for which the closest cluster prototype is yj:
ωj =

xk|j = argmin
h
dhk

The forumla should be read as: “the set of all data vectors xk such that j is the index of the
minimum-distance prototype”.
The union of all clusters Ω =

ωj
	
is the whole data set, and there is no overlap between two
clusters. It is also called a clustering.
A clustering deﬁned by means of a set of prototypes, as we have done above, constitutes a
geometrical structure called a Voronoi partition or tessellation [7] (the latter name is due to the
fact that a Voronoi partition of the two-dimensional space resembles a mosaic or tessellation).
In formulas and in programs it is useful to consider each pair: data point-centroid, and to
write an indicator value ujk for each pair. The value ujk ∈ {0,1} is 1 when point k belongs to (or
is a member of) cluster j, 0 otherwise. Therefore they are called memberships of data points to
clusters. They have the following property:
ujk = 1 ⇒ uhk = 0 ∀h , j,∀k (1)
that is: for every point k in the data set, if the membership to cluster j is 1, then membership to all
other clusters h (h , j) is 0. A point can belong to only one cluster.
Another property, deriving from the nearest prototype criterion, is that at least one membersip
is 1 for any point.
These two properties can be summarized by the following formula:
c
∑
j=1
ujk = 1 ∀k (2)
2where ujk ∈ {0,1}.
Especially in software implementation, the memberships can be organized into a membership
matrix U, of dimension c×N. Therefore this matrix has the property that every row has one and
only one component with value 1, all others being 0. Note that columns do not have any constraint:
we may have a column with all 1’s or with all 0’s. These correspond, respectively, to one cluster
gathering all points and one cluster without points (dead cluster). These situations are degenerate
but possible, therefore the clustering algorithms should include checks to avoid them.
Sometimes this “crisp” deﬁnition is relaxed to a “fuzzy” partition. In this case all equations
are still valid, but the memberships do not have binary values. Instead, partial membership to a
cluster is possible, and ujk ∈ . Therefore the values of the memberships are not in the ﬁnite set
{0,1}, but in the real interval [0,1].
Equation 2 in this case implies a different property on fuzzy clusters: a point can belong to a
certain degree to all clusters, but the total membership must be 1. This is called a fuzzy partition.
3.2 Objective function
The objective (or cost) function to be used as a clustering criterion is the average square distance
of each point belonging to a cluster from its respective cluster centroid.
We use the membership variables ujk deﬁned in the previous subsection to write this criterion
in a compact way. Let’s say for simplicity we are in the “crisp” case, where ujk ∈ {0,1}. For a
given pattern k, the distance from its centroid j is djk and the respective membership is ujk = 1.
However, since all other uhk are 0 for h , j, the following sum has really only one non-zero term:
c
∑
j=1
ujkd2
jk ∀k
The average squared distance of all points from the respective centroids is therefore
ˆ E =
N
∑
k=1
c
∑
j=1
ujkd2
jk ∀k (3)
and we may adopt directly ˆ E as an objective function for clustering.
3.3 Finding minima of ˆ E
We have to minimize ˆ E with respect to the parameters of clustering. As is known, all (local)
minima of a function ˆ E must satisfy the equation
∇ ˆ E = 0
which is therefore a necessary minimum condition (not sufﬁcient, since it also characterizes max-
ima and saddles). The gradient of the function is the vector of all partial derivatives of the function
itself with respect to each independent variable. Our independent variables are the parameters on
which clustering depends.
The parameters of clustering are the set of all centroids

yj
	
. However, also memberships to
clusters appear in the deﬁnition of ˆ E (3). They are in turn functions of centroid positions. However
the actual functional form is not easily usable to solve our minimization problem (that is, to solve
a set of equations), since it is deﬁned by means of a “min” operator.
Therefore we pretend that the memberships are independent variables themselves.
However, by doing so, every time we change the value of the memberships we also need to
recompute the centroid positions to reﬂect the new values. In turn, this implies changing again the
memberships, and so on iteratively.
3These iterations (Picard iterations) are initialized by deﬁning the centroid positions arbitrarily,
and then computing the respective cluster memberships.
The good news are that this process, although not guaranteed to ﬁnally converge to the desired
solution, at least is guaranteed not to diverge. So if we are unlucky we get caught in an inﬁnite
loop, but we don’t go farther away from the solution than the initialization point.
If we are lucky, and this happens most of the times, we actually converge to a solution.
The quality of this solution is not necessarily good. This is because we only can ﬁnd local
minima of the error function. This is something we cannot escape: it is implied in the fact that we
are trying to satisfy a necessary, but not sufﬁcient, condition of minimum. The easiest solution is
to replicate this training procedure a number of times, with different (random) starting points.
3.4 Constrained minimization
To make things more complicated, we have to add to the objective function the constraint (2) that
we have imposed to memberships. This is done by adopting the Lagrange multipliers technique,
as follows.
We have to minimize not only the value of ˆ E, but also the value of the following terms:
c
∑
j=1
ujk−1 ∀k
These term are 0 when Constraint (2) is satisﬁed.
The Lagrange Multiplier technique is based on writing a combined objective function by using
a set of coefﬁcients (the multipliers), indicated with a greek ‘‘l” (that is, lambda λ) in honor of
Lagrange himself:
J =
n
∑
k=1
"
c
∑
j=1
ujkd2
jk+λk
 
c
∑
j=1
ujk−1
!#
(4)
The new problem, the one whose solutions will be the desired clustering, is therefore:
min
{yj},{ujk},{λk}
J (5)
that is, minimize J by selecting appropriate sets of centroids

yj
	
, memberships

ujk
	
and La-
grange multipliers {λk}.
3.5 The centroid necessary conditions
Now we have a functon to differentiate (remember that we need to ﬁnd zeros of ∇J). We will
pretend that the centroids and the memberships are independent variables, and differentiate inde-
pendently with respect to both. Note also that we have to imply that we are in the fuzzy case where
the ujk are real, because it would not be possible to compute derivatives with respect to discrete
variables (the limit of difference quotients
f(x+h)−f(x)
h is not deﬁned for integer h).
Let’s write ﬁrst the partial derivatives with respect to a generic centroid component yhi:
∂J
∂yhi
=
∂
∂yhi
n
∑
k=1
"
c
∑
j=1
ujkd2
jk+λk
 
c
∑
j=1
ujk−1
!#
=
∂
∂yhi
n
∑
k=1
"
c
∑
j=1
ujkd2
jk
#
(the last equality is true since the terms we have left out do not depend on yhi).
=
n
∑
k=1
"
c
∑
j=1
∂
∂yhi
ujkd2
jk
#
4because the derivative is linear and we can exchange it with summation.
Now we explicitly write djk so that we can differentiate it:
=
n
∑
k=1
"
c
∑
j=1
∂
∂yhi
ujk||xk−yj||2
#
All terms of this summation are zero, except those which depend on yhi for which we write:
=
n
∑
k=1

∂
∂yhi
uhk(xki−yhi)
2

=
n
∑
k=1

uhk2(xki−yhi)
∂
∂yhi
(xki−yhi)

=
n
∑
k=1
[−uhk2(xki−yhi)]
Now we can write the equation to be solved for the necessary minimum condition on centroids:
n
∑
k=1
[uhk(xki−yhi)] = 0
where we have disregarded the constant multiplicative term −2. Note that the term uhk must be
retained, since it is not constant for all terms in the summation (it is a function of k).
So for the i-th component of the h-th centroid we have:
n
∑
k=1
uhkyhi =
n
∑
k=1
uhkxki
and (since yhi does not depend on k)
yhi
n
∑
k=1
uhk =
n
∑
k=1
uhkxki ⇒ yhi =
∑
n
k=1uhkxki
∑
n
k=1uhk
This holds for all components, so we can write the centroid condition in vector terms (with
some changes of indexes):
yj =
∑
N
k=1xkujk
∑
N
k=1xk
(6)
Foreveryclusteringtechniquebasedonminimizing ˆ E, thisisthewaytocomputethecentroids.
Note that this deﬁnition is equivalent to the physical deﬁnition of a “center of mass” or barycenter
of a set of physical points (with the same mass). It is also the average point of a set of geometrical
points.
Where clustering techniques may differ is in the contraint that they impose to memberships.
In the crisp case, memberships are integers. When memberships are fuzzy, we also need a way
to compute the actual membership value for each data point to each centroid. This way stems from
the form of J, which includes constraint (2) or other penalty terms which introduce a preference
for some (non-trivial) solutions over other solutions.
4 Centroid or codebook design methods
In the following we review how typical algorithms for the synthesis or “training” of vector quanti-
zation codebooks introduce fuzzy concepts in the minimization procedure, and what is their effect.
54.1 Lloyd’s method
The classical approach is Lloyd/MacQueen’s method [8, 9, 10], the standard c-Means clustering
procedure. The k-th input vector is attributed to the Voronoi polyhedron deﬁned by reference
vector yi if uik = 1, where uik is a crisp membership value which is 1 if dik = min{d1k,...,dNk}
and 0 for all other reference vectors. The closest reference vector for a data point wil be called the
“winner” for that point. As we have seen, the updating rule is:
y
(t+1)
i =
∑
N
k=1xkuik
∑
N
k=1xk
(7)
This algorithm ﬁnds the minimum of a cost function based on the mean square error as a dis-
tortion criterion. Its well-known drawback lies in the huge number of local minima (for practical
d and N).
4.2 MacQueen’s method
The on-line version of c-Means training is due to MacQueen. It transforms the Picard iteration
of the standard version in a stochastic optimization process. Input vectors are randomly selected,
adding noise to the cost function, now optimized on the average. The updating rule is therefore:
y
(t+1)
i = y
(t)
i +η(t)uik(xk−yi) (8)
where t indexes the training steps, η(t) is an updating coefﬁcient, and k is a random function of t.
Convergence is usually much slower, but local minima are escaped thanks to the “statistical”
behaviour of the updating procedure, which does not necessarily reduce the cost at each step and
therefore does not necessarily get trapped into sub-optimal basins.
The law for varying η(t) to ensure convergence (annealing schedule) has been studied in [11]
for the Gibbs sampler. MacQueen [9] adopts an individual coefﬁcient for every reference vector,
equal to 1/ti where ti is the number of updates for reference vector yi so far, thus retaining the
exact equivalence between the online and batch versions of c-means. Ritter et al. [12] propose
instead a faster exponential decay rate η(t) = ηi(ηf/ηi)
t/tmax from ηi to ηf in tmax steps. This law
has been used also in the Neural Gas algorithm.
4.3 Fuzzy c-Means
The most popular algorithm for clustering in the fuzzy framework, the “Fuzzy c-Means” [4] or
“Fuzzy ISODATA” [13], has no direct counterpart in the vector quantization practice. Here the
standard (crisp) c-Means membership is replaced by a fuzzy membership deﬁned as a function of
the point-prototype distance:
ujk =
"
c
∑
l=1

djk
djl
1/(m−1)#−1
(9)
so that membership values are no longer 0 or 1, and each prototype turns out to be a weighted
mean of its cluster.
4.4 Maximum Entropy approach (the Deterministic Annealing method)
The maximum entropy approach of the Deterministic Annealing technique by Rose [14] builds on
a different concept. Here a fuzzy membership in clusters is introduced by substituting the “min”
6selection criterion, by which a single reference vector is selected for updating on a minimum-
distance basis, with a “softmin” criterion:
ui =
e−di/β
∑
c
j=1e−dj/β (10)
The parameter β governs the fuzziness of this criterion; for β → 0 it turns back into the crisp
“min” criterion. The Deterministic Annealing approach is a sequence of deterministic minimiza-
tions (made by Picard iterations), with β decreasing at each minimization. Therefore the ﬁrst
minimizations are done with a high degree of fuzziness, that is, high β (with few local minima),
whereas the last minimizations, with β → 0, are potentially subject to local minima, but they take
advantage of the good initialization provided by previous steps.
4.5 Possibilistic approach
Another popular fuzzy clustering approach which is not commonly used in vector quantization
practice is the Possibilistic Approach by Krishnapuram and Keller [15]. Here a higher level of
fuzziness is introduced by relaxing the requirement of memberships to all prototypes for each
point summing up to 1, which is enforced in all other methods. This changes considerably the
principle of operation of the method, and is not compatible with vector quantization goals.
4.6 The Neural Gas algorithm
The Neural Gas algorithm by Martinetz et al. [16] combines fuzzy membership in partitions with
stochastic minimization. This algorithm has the interesting feature that membership in a Voronoi
polyhedron is not deﬁned as a direct function of the distance from the data point to the reference
vector, as in previously cited methods. Rather, it is a function of its rank with respect to the list
of distances from all reference vectors. Distance di has the rank ρi in the set {d1,...,dN} when
ordered decreasingly with respect to values, and this value can be written in an algebraic fashion
as:
ρi =
c
∑
j=1
θ(di−dj) (11)
θ(x) is the Heaviside step function, taking on the values 0 for x < 0, 1 for x > 0, and 0.5
for x = 0. This extension is needed in the case of ties, very uncommon if the distances are real
numbers; however this is the standard way to deal with ties in rank tests (such as Spearman’s rank
correlation or Kendall’s rank correlation and coefﬁcient of concordance). Notice that ρwinner = 0
rather than 1, so ρi ∈ {0,...,c−1} ∀i ∈ {1,...,c}.
The membership of the data point to the i-th encoding polyhedron is:
u(x) = e−ρi/λ (12)
where λ is a parameter which is annealed (made smaller) during training, thereby progressively
reducing the extent to which reference vectors, other than the nearest (the “winner”), are included
in the updating process.
The annealing of the two parameters (λ, inﬂuence of prototypes other than the “winner”, and
learning coefﬁcient) can be interpreted from the standpoint of learning machine capacity. When
vectors other than the winner get updated a correlation is introduced between reference vectors,
thus effectively reducing the learning capacity of the vector quantizer. As the annealing proceeds,
the range of the correlation shrinks gradually, and the capacity is correspondingly increased; how-
ever, at the same time the learning coefﬁcient is reduced, so that it is progressively more difﬁcult
7to fall into local minima. (To relate vector quantization, an approximation procedure, to the theory
of learning capacity it is necessary to adopt a threshold-based criterion. This analysis is introduced
in [17].)
4.7 Kohonen’s Self-Organizing Maps
In this review, we must also mention Kohonen’s Self Organizing Maps [18], in which fuzziness
is of the same nature as in the Neural Gas technique, that is, in the inﬂuence of non-winners on
the update of the winner. This method is neither a clustering algorithm nor a vector quantization
algorithm; it is rather conceived as a multidimensional scaling technique, but we cannot avoid
mentioning it due to its importance and inﬂuence on the subject, and particularly on many vector
quantization algorithms, including Neural Gas.
4.8 Interval Vector Quantization
A different way to include fuzziness into vector quantization is making the codevectors themselves
fuzzy. Although adopting this formulation can lead to a computationally inefﬁcient algorithm, this
approach can be simpliﬁed by representing uncertainty by means of interval values. This has been
done in [19]. Uncertain codevectors can be defuzziﬁed by applying some additional criterion (for
instance, regularity or smoothness of the overall reconstructed image), which acts as a constraint
and helps obtaining better perceived quality.
5 Centroid-based clustering algorithms: a uniﬁed view
In decision-making and classiﬁcation applications, algorithms should feature several desirable
properties in addition to the basic discrimination or decision function. For instance, it is normally
required that in certain conﬁgurations a decision is not made (pattern rejection). This situation
typically occurs in the presence of outliers. This problem is very well-known and well studied
(see for instance [20][21][22]), and is tackled in a convenient way within the framework of soft-
computing, fuzzy, and neural approaches [23][24][25].
However, the clustering problem as stated above implies that the outlier rejection property
cannot be achieved. This is because the membership values are constrained to sum to 1. By giving
up the requirement for strict partitioning, and by resorting to a “mode seeking” algorithm, Krish-
napuram and Keller proposed the so-called possibilistic approach [15][26], where this constraint
is relaxed essentially to
ujk ∈ [0,1] ∀k,∀j (13)
With this model outlier rejection can be achieved, but at the expense of a clear cluster attribu-
tion and other computational drawbacks. The same issue of analysing the membership interactions
on a local basis, as opposed to the global effects induced by the probabilistic model, is considered
in [27].
Finally, we should mention that there are many other popular variations involving modiﬁed
distance criteria to improve robustness or to account for different cluster geometries (such as the
Gustafson-Kessel method [28] or Bezdek’s Fuzzy c-Varieties algorithm [29]), but the issues they
address are not directly related to the present study.
5.1 The c-Means family
We will now review some clustering algorithms derived from the basic c-Means: (“hard”) c-
Means (HCM) [30], entropy-constrained fuzzy clustering by Deterministic Annealing (DA) [31],
8Possibilistic c-Means with an entropic cost term (PCM-II) [26], Fuzzy c-Means (FCM) [13]. All
of these techniques are based on minimizing the following cost function:
ˆ E =
c
∑
j=1
n
∑
k=1
ujkdjk. (14)
(this includes also FCM, although in the usual formulation this is not evident; see the Appendix).
We will refer collectively to these algorithms as the c-Means (CM) family.
Here ujk ∈U is the degree of membership of pattern xk to cluster ωj and Y = {y1,...,yc}. ˆ E
can be termed approximation error in data analysis problems, distortion or quantization error in
signal processing contexts, energy in physical analogies, risk in decision-theoretic and statistical
learning frameworks.
Miyamoto and Mukaidono [32] show that these algorithms are obtained by adding to the basic
cost ˆ E in (14) either regularization terms or the maximum-entropy term
−H =
c
∑
j=1
n
∑
k=1
ujklogujk (15)
which represents the (negative) entropy of the clustering deﬁned by Y,U. We propose an alterna-
tive perspective to interpret these techniques and to unify them with the possibilistic approach.
In clustering problems the focus is commonly placed on the analysis of data and clusters
themselves, rather than on minimization of a global error criterion. We are often more interested
in characterizing (hopefully signiﬁcant) groups of data than in representing the details of the data
with a faithful approximation. As an example, model-based clustering approaches focus on cluster
modeling rather than performance optimization, and the cluster identiﬁcation technique called
Alternating Cluster Estimation [33] does not even assume the existence of a cost function. The key
observation is that clustering is typically an exloratory phase of data analysis, and more accurate
statistical testing should be placed in a subsequent phase.
Therefore we will introduce a formalism to provide an alternative, uniﬁed perspective on these
clustering algorithms, focused on the memberships ujk rather than on the cost function. We will
show that, apart from the possible addition of an entropic term, these algorithms are characterized
by speciﬁc feasible regions for the membership values.
5.2 A unifying formalism
A CM clustering problem is deﬁned by ﬁxing the pair {J,ψ}, where:
• J is the cost function
• ψ is the constraint on the set of cluster memberships, such that
ψ(u1k,...,uck) = 0 ∀k ∈ {1,n}
All the CM algorithms considered deﬁne either:
J = ˆ E (16)
or:
J = ˆ E −H. (17)
Moreover, all the CM algorithms considered require that ujk ∈ [0,1] ∀j ∈ {1,c}, ∀k ∈ {1,n}
(normality condition).
9Table 1: The CM family of clustering algorithms
J ψ vjk Zk Notes
DA ˆ E −H ∑
c
j=1ujk−1 e−djk/β ∑
c
j=1vjk β ∈ , β > 0 is the inverse
temperatureparametertobein-
creased during the “annealing”
process.
PCM-II ˆ E −H 0 e−djk/βj 1 βj ∈ , βj > 0 are cluster
widthparameterstobeselected
a priori before optimization.
FCM ˆ E ∑
c
j=1u
1/m
jk −1 1/djk

∑
c
j=1v
1/(m−1)
jk
m−1
m ∈ , m > 1 is the fuzziﬁca-
tion parameter.
HCM ˆ E ∑
c
j=1ujk−1 See note See note vjk and Zk can be written as
for FCM, but their values have
to be computed in the limit for
m → 1.
Let vjk be the solution of a CM problem with constraint ψ removed (formally this can be
implemented with ψ ≡ 0). We propose to call vjk the free membership of pattern xk in cluster ωj.
As a consequence of these deﬁnitions, for all the CM algorithms considered the cluster cen-
troids Y are computed as:
yj =
∑
n
k=1ujkxk
∑
n
k=1ujk
(18)
which characterizes the c-Means principle and therefore the CM family. The memberships are
computed as:
ujk =
vjk
Zk
, (19)
where Zk is the (generalized) partition function.
5.3 Review of the CM family
With the above set of deﬁnitions, the CM algorithms of interest are compactly described as in
Table 1.
All algorithms are fuzzy techniques, since they adopt the concept of “partial membership”
in a set. HCM itself can be cast without imposing the constraint of binary memberships. The
relationships among these algorithms are clear from the table.
A method to allow for non-extreme solutions is the maximum entropy criterion, which is
implemented in the DA and PCM-II algorithms. They are related by the use of the entropic term
−H, implying a parameter βj. This parameter is different for each cluster and ﬁxed in PCM-II,
while it is constant for all clusters and varying with the algorithm progress in DA. However, these
differences are not of a fundamental nature.
In the optimization perspective, the parameters βj arise from the Lagrange multiplier related
to the entropic term in the Lagrangian. From the standpoint of the cluster model, they are related
to cluster width. In PCM-II this term is even more crucial, since membership values are not
10constrained (ψ ≡ 0). Membership values are thus allowed to be simultaneously all zero and a
means of biasing the solution toward nontrivial values is necessary.
The entropic term in the cost gives rise to free memberships having the functional form
vjk = e−djk/βj, (20)
which characterizes both DA and PCM-II.
An alternative way to obtain non-extreme solutions is having a nonlinear, convex Lagrangian
by introducing nonlinear constraints. The memberships of the standard FCM formulation are
equivalent to our u
1/m
jk , rather than ujk. Apart from this constant transformation, our alternative
formulation is equivalent and shows that the FCM problem optimizes the same cost function as
HCM, but its feasible region is nonlinear (ψ is nonlinear). This allows non-extreme solutions by
acting on the membership model.
HCM can be cast as a linear programming problem, or a special case of the FCM problem,
therefore its solutions are found on the border of the feasibility region deﬁned by ψ. This means
that the resulting memberships have extreme values within [0,1]: either 0 or 1. This behavior,
whereby the “hard” nature of this algorithm is inherent and not a result of additional constraints,
is easy to understand in the optimization perspective, and is due to the absence of nonlinear com-
ponents in the Lagrangian.
Appendix
We prove here that the proposed formulation of the FCM algorithm is equivalent to the standard
formulation, in the sense that solutions of the necessary conditions for extrema of the Lagrangian
for the two methods are coincident apart from a constant (ﬁxed) transformation.
Let ˆ L be the Lagrangian of the standard Fuzzy c-Means problem:
ˆ L =
n
∑
k=1
c
∑
j=1
ˆ um
jkdjk+
n
∑
k=1
λk
 
c
∑
j=1
ˆ ujk−1
!
(21)
(where λk is the Lagrange multiplier for the probabilistic constraint on the set of memberships of
the k-th data point).
Let now L be the Lagrangian of the proposed Fuzzy c-Means problem formulation. In this
case the error term of the Lagrangian is ˆ E as in HCM, and the feasible region for the memberships
is modiﬁed. Therefore:
L =
n
∑
k=1
c
∑
j=1
ujkdjk+
n
∑
k=1
λk
 
c
∑
j=1
u
1/m
jk −1
!
(22)
The proof of the following proposition is straightforward, but for completeness we provide it
with some algebraic details.
Theorem 1 Solving the FCM problem in the standard formulation is equivalent to solving the
FCM problem in the proposed alternative formulation with the substitution ˆ um
jk = ujk
Proof: It is well known that, in the standard problem setting for FCM, cluster centers and
memberships are given respectively by
yj =
n
∑
k=1
um
jkxk
um
jk
and ujk =
"
c
∑
l=1

djk
djl
1/(m−1)#−1
(23)
11in the hypothesis of Euclidean distance measure (which we assume for simplicity of exposition,
but in this context this does not affect the results in any signiﬁcant way).
The solution of ∇L = 0 is worked out as follows. From the condition ∂L
∂yj = 0 we have:
∂L
∂yj
= ujk
∂djk
∂yj
= 2ujk(yj −xk) = 0 (24)
so that
yj =
∑
n
k=1ujkyj
∑
n
k=1ujk
, (25)
that is, the HCM centroid formula.
From the condition ∂L
∂ujk = 0 we have:
∂L
∂ujk
= djk+λk
1
m
u
1−m
m
jk (26)
ujk =

λk/m
djk
m/(m−1)
(27)
From the condition ∂L
∂λk = 0 we have:
c
∑
j=1
u
1/m
jk =
c
∑
j=1

λk/m
djk
1/(m−1)
= 1, (28)
therefore
λk
m
=
"
c
∑
j=1

1
djk
1/(m−1)#1−m
(29)
Substituting (29) into (27) yields
ujk =
(λk/m)
m/(m−1)
d
m/(m−1)
jk
=
=
"
c
∑
l=1

dlk
djk
1/(m−1)#−m
(30)
The expressions in (25) and (30) differ from those in (23) only by a constant exponent m in
the memberships (that is, ˆ um
jk = ujk), which proves the assertion.
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