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The market for higher data rate communication is driving the semiconductor industry to
develop new techniques of writing at smaller scales, while continuing to scale bandwidth at
low power consumption. The question arises of how to continue to sustain this trend.
Silicon photonic (SiPh) devices offer a potential solution to the electronic intercon-
nect bandwidth bottleneck. SiPh leverages the technology commensurate of decades of
fabrication development with the unique functionality of next-generation optical intercon-
nects. Finer fabrication techniques have allowed for manufacturing physical characteristics
of waveguide structures that can support multiple modes in a single waveguide. By re-
fining modal characteristics in photonic waveguide structures, through mode multiplexing
with the asymmetric y-junction and microring resonator, higher aggregate data bandwidth
is demonstrated via various combinations of spatial multiplexing, broadening applications
supported by the integrated platform.
The main contributions of this dissertation are summarized as follows. Experimen-
tal demonstrations of new forms of spatial multiplexing combined together exhibit fea-
sibility of data transmission through mode-division multiplexing (MDM), mode-division
and wavelength-division multiplexing (MDM-WDM), and mode-division and polarization-
division multiplexing (MDM-PDM) through a C-band, Si photonic platform. Error-free op-
eration through mode multiplexers and demultiplexers show how data can be viably scaled
on multiple modes and with existing spatial domains simultaneously. This work opens up
new avenues for scaling bandwidth capacity through leveraging orthogonal domains avail-
able on-chip, beyond what had previously been employed like WDM and time-division
multiplexing (TDM).
Furthermore, we explore expanding device channel support from two to three arms.
Finding that a slight mismatch in the third arm can increase crosstalk contributions con-
siderably, especially when increasing data rate, we explore a methodical way to design the
asymmetric y-junction device by considering its angles and multiplexer/demultiplexer arm
width. By taking into consideration device fabrication variations, we turn towards opti-
mizing device performance post-fabrication. Through ModePROP simulations, optimizing
device performance dynamically post-fabrication is analyzed, through either electro-optical
or thermo-optical means. By biasing the arm introducing the slight spectral offset, we can
quantifiably improve device performance.
Scaling bandwidth is experimentally demonstrated through the device at 3 modes, 2
wavelengths, and 40 Gb/s data rate for 240 Gb/s aggregate bandwidth, with the potential
to reduce power penalty per the device optimization process we described.
A main motivation for this on-chip spatial multiplexing is the need to reduce costs.
As the laser source serves as the greatest power consumer in an optical system, mode-
division multiplexing and other forms of spatial multiplexing can be implemented to push
its potentially prohibitive cost metrics down. While the device introduces loss, through
imperfect mode isolation, as device fabrication improves, tolerance can increase as well.
Meanwhile, the rate that laser power consumption increases as supported wavelengths scales
is shown to be much faster than the loss introduced by scaling on-chip bandwidth multi-
modally.
Future generations of ultra-high capacity devices through spatial multiplexing is ex-
plored. Already various systems can be implemented multimodally, with the design features
serving as useful for other components. Central to photonic network-on-chips, a multimodal
switch fabric, composed of microring resonators, is demonstrated to have error-free opera-
tion of 1x2 switching of 10 Gb/s data.
These contributions aim to scale bandwidth to ultra-high capacity, while ameliorating
any imperfect design, through multiple routes conjoined with on-chip spatial multiplexing,
and they constitute the bulk of this dissertation. For the latter part, we turn to the issue
of integrating a photonic device for dynamic power reallocation in a system. Specifically,
we utilize a 4x4 nonblocking switch fabric composed of Mach-Zehnder interferometers that
switch both electro-optically and thermo-optically at ns and µs rates respectively.
In order to demonstrate an intelligent platform capable of dynamically multicasting data
and reallocating power as needed by the system, we must first initialize the switch fabric to
control with an electronic interface. A dithering mechanism, whereby exact cross, bar, and
sub-percentage states are enforced through the device, is described here. Such a method
could be employed for actuating the device table of bias values to states automatically.
We then employ a dynamic power reallocation algorithm through a data acquisition unit,
showing real-time channel recovery for channels experiencing power loss by diverting power
from paths that could tolerate it. The data that is being multicast through the system is
experimentally shown to be error-free at 40 Gb/s data rate, when transmitting from one to
three clients and going from automatic bar/cross states to equalized power distribution.
For the last portion of this topic, the switch fabric was inserted into a high-performance
computing system. In order to run benchmarks at 10 Gb/s data ontop of the switch fabric,
a newer model of the control plane was implemented to toggle states according to the com-
mand issued by the server. Such a programmable mechanism will prove necessary in future
implementations of optical subsystems embedded inside larger systems, like data centers.
Beyond the specific control plane demonstrated, the idea of an intelligent photonic layer
can be applied to alleviate many kinds of optical channel abnormalities or accommodate
for switching based on different patterns in data transmission.
Besides spatial-multiplexing, expanding on-chip bandwidth can be accomplished by ex-
tension of the wavelength detection regime to a longer regime. Experimental demonstration
of photodetection at 1.9 µm is shown with Si+-doped Si photodetectors at 1 Gb/s data op-
eration featuring responsivities of .03 AW−1 at 5 V bias. The same way of processing these
Si ribbed waveguide photodetectors can garner even longer wavelength operation at 2.2 µm
wavelength.
Finally, the experimental demonstration of a coherent perfect absorption Si modula-
tor is exhibited, showing a viable extinction ratio of 24.5 dB. Using this coherent perfect
absorption mechanism to demodulate signals, there is the added benefit of differential recep-
tion. Currently, an automated process for data collection is employed at a faster time scale
than instabilities present in fibers in the setup with future implementations eliminating the
off-chip phase modulator for greater signal stability.
The field of SiPh has developed to a stage where specific application domains can take
off and compete according to industrial-level standards. The work in this dissertation con-
tributes to experimental demonstration of a newly developing area of mode-division multi-
plexing for substantially increasing bandwidth on-chip. While implementing the discussed
photonic devices in dynamic systems, various attributes of integrated photonics are lever-
aged with existing electronic technologies. Future generations of computing systems should
then be designed by implementing both system and device level considerations.
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Chapter 1
Introduction
1.1 Next Generation Optical Interconnects
The future of computing could lie in successfully integrating the photonic and electronic
platform. Currently, computing– done on laptops, in supercomputers, and with mobile
devices– has a wide range of applications and requirements [Patterson and Hennessey, 2007].
However, all of these computing platforms share the need for more bandwidth capacity at
lower power and reduced cost.
While transistors might no longer be doubling every two years, in the spirit of Moore’s
law [Moore, 1965], scientists and engineers continue to innovate semiconductor integrated
circuits to be low cost and high performance. Rather than increasing clock rate, a thermally
unsustainable path, multiple processor nodes were integrated on the computing platform
with a memory node to support increasing aggregate data. The technology that will drive
performance improvements must then operate in a multicore architecture, which shifts the
burden of energy consumption onto the interconnects [Rodrigues et al., 2013].
1.1.1 Silicon Photonics
Silicon (Si) photonics leverages CMOS-compatible technology to create high-index contrast
Si waveguides on top of the silicon-on-insulator (SOI) platform. In Si waveguides, light
propagates at a fraction of the wavelength, allowing for tight confinement of the propagating
mode. Si photonic components can offer a host of functionality analogous to electronics, as
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optical structures can be exploited for their resonant properties, their fast switch rate, and
their small-area, low power modulators and filters.
While electrical wires have RC delays that scale linearly with distance, optical waveg-
uides have no such constraint. However, engineering solutions unique to guiding light in the
SOI platform must also be explored before it can reach its full manufacturing potential.
Several breakthroughs enabled Si photonic technology. Si waveguides with loss of 2.4
dB/cm for a 500 nm wire [Dumon et al., 2004] was shown by deep ultraviolet radiation and
dry etching in 2004. For a 1 µm wide Si waveguide, 0.3 dB/cm [Cardenas et al., 2008] has
been shown through selective oxidation. Recent demonstrations include about 0.45 dB/cm
for wires and 2 dB/cm for slot waveguides [Selvaraja et al., 2014], the loss comparable to
the electrical circuit wire model for loss [Rabaey et al., 2003]. Alternate platforms, like Si
on top of Si3N4 [Bauters et al., 2013], have been explored due to silica losses being 100 to
1000 times lower than Si or III-V materials.
Waveguide crossings are essential for creating multiple subsystems on an integrated
platform, but each crossing introduces loss, making it an essential metric to reduce. Crossing
losses have been lowered to 0.4 dB [Chen and Poon, 2006] and further pushed to 0.1 dB
[Luo et al., 2012] by standard CMOS process.
Reverse tapers on the edge of the waveguide were introduced to improve coupling effi-
ciency between the waveguide mode and fiber, which had been incurring high loss due to
the mismatch in modal size and index between the fiber and the waveguide [Lipson, 2005].
1.2 Integrated Photonic Link
For integrated photonics to serve as a paradigm shift in computing systems, it will need to
be supplied to consumers in its product form as irreducible units. We could envision reduc-
tion in off-chip complexity, eliminating coupling considerations, while device manufacturing
could be viably scaled as we move towards creating an integrated photonic link.
Out of the toolbox of photonics, then, we examine the possibility of integrating discrete
components, namely the lasing source, the modulator, and the photodetector to create a
full communication link.
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1.2.1 Lasing Sources
On-chip laser sources are an integral part of the integrated link, but several problems must
be solved before they can be achieved. Lasing sources operate by stimulated emission.
However, due to silicon’s indirect bandgap, whereby the offset in valence and conduction
bands at the same momentum vector make it so the photon is not directly emitted by an
electron [Soref, 2006], it exhibits imperfect stimulation emission.
As such, monolithic integration of III-V materials has been investigated [Tanabe et al.,
2012], but the main challenge to this platform solution is the lattice constant mismatch
between III-V materials and Si. Heterogeneous bonding of lasers on Si substrate has also
been looked at, but yield needs to increase for adoption of such a method. Within this
construct, front-end-of-line (FEOL) or back-end-of-line (BEOL) integration with Si is being
considered [Lee and Lipson, 2013].
Among each of these cases, the lasing structure continues to be engineered to decrease
modal loss and increase modal gain, while light confinement is enhanced to reduce the lasing
threshold [Robinson et al., 2008].
1.2.2 Modulating Data
A link transmitting data can utilize a modulator to impart a 1 or a 0 on a light signal
for on-off keying or phase-shift keying. The information contained in the signal is likewise
derived from the waveform’s amplitude or its phase. Commonly-used optical modulators
are made of LiNbO3, which shifts the waveform by Pockels effect, but Si itself exhibits no
Pockels effect.
Instead, modulation in the Si platform has been achieved in other ways. Refractive
index of Si can be changed by the electro-optic effect. By coupling the mechanism with a
modulator component having high-Q resonance, like microring structures, small bias can be
applied to derive comparable modulation, while modulation by mach-zehnder interferom-
eters exhibits better operational stability at higher bias values. The absorption coefficient
in Si can also be varied through the Quantum Contained Stark Effect [cvi, 2003]. In ei-
ther case, the rate of data modulation must be scaled beyond ns-rates to satisfy industry
requirements at high-performance. In the case of the electro-optic effect, the limitation for
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free carrier plasma dispersion arises mainly from how rapidly free carriers can be injected or
removed [Liu et al., 2007]. 50-Gb/s Silicon modulators have been demonstrated [Thomson
et al., 2012] with carrier-depletion in a mach-zehnder structure, and mechanisms continue
to be introduced to increase modulation rate and improve modulation depth.
1.2.3 Photodetector
Link budget can be improved with a well-designed photodetector. Many of the obstacles
encountered in integrating lasers on a Si platform arise with integrating photodetectors.
Metrics like quantum efficiency, which is the number of photons converted to electrons, and
responsivity, representing the amount of current given energy at a particular wavelength
[Bhattacharya, 1997], define the performance of the photodetector. The Si photodetector
is explored to improve these metrics for the convenience of monolithic integration, which
offers reduced design complexity.
The signal itself can be enhanced by increasing the absorption coefficient of the photode-
tector. By placing germanium (Ge) on top of Si, its large absorption coefficient at telecom
wavelengths can be leveraged. Engineering its placement to couple the optical mode into
the substrate allows for the majority of response to be captured [Chen et al., 2008]. Coupled
with avalanche multiplication, which may lead to greater responsivities, operational speeds
> 30 GHz have been achieved [Assefa et al., 2010].
1.3 Spatial Multiplexing
1.3.1 Increasing Bandwidth: Telecommunications and PICs
The advances made in optical communications for telecom occurred interchangeably with
the technological advances of photonic integrated circuits. While the considerations in
device design for data propagating across these vastly different lengths might differ, similar
motivational technologies can be examined. In order to increase data bandwidth, several
domains have been explored.
Fig. 1.2 describes several of these domains. The primary way of increasing data per
channel has been through wavelength-division multiplexing (WDM), where multiple wave-
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Figure 1.1: Fiber-optic bandwidth increasing by adopting new technologies depicted in
[Richardson, 2013]
lengths are combined into a single fiber. Then, from the time domain, data can be time divi-
sion multiplexed (TDM). In these domains, scientists soon reached a bandwidth bottleneck
in continuing to scale data [Richardson et al., 2013]. New methods of spatial multiplexing
would have to be explored. In telecom, multicore fibers, multimode fibers, and few mode
fibers have targeted increasing density per area.
Likewise, multi-mode supporting waveguides, from multiplexer/demultiplexer units to
switches, are being extensively explored for the purpose of higher on-chip bandwidth. This
can be combined in conjunction with other forms of spatial multiplexing, like polarization-
division multiplexing (PDM). A diagram envisioning their future integration is shown in
Fig. 1.3.
Other ways of increasing bandwidth can be through transmitting at higher data rates,
transmitting at higher order data modulation [Abrams et al., 2016], and transmitting across
a broadband spectrum. However, by using each of these dimensions, certain complexities
will arise.
For instance, by fitting a larger data bandwidth across a designated bandwidth, there
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Figure 1.2: Illustration depicting the different dimensions data can propagate
will be greater levels of crosstalk, inducing intrachannel crosstalk. There will also be an
increased power per bit metric for photoreceivers operating at higher data rates. Likewise,
for higher order data modulation, there is decreased spacing between bits of data. In the
case of the wider spectrum support, new link equipment must be engendered and adopted.
1.4 Control Plane
In order to better integrate Si photonics into different systems, it becomes imperative to
have the capability to control the physical layer [Calhoun et al., 2016]. The control plane
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Figure 1.3: Illustration of full scheme with MDM, WDM, and PDM operation in a system
effectively needs to operate at speeds faster than optical rates.
Depending on need, the control plane can either be low speed or high speed. An example
of the former category is optical performance monitoring, which might have different needs
for monitoring network performance, none of them on packet-level granularity level. For
the latter, rapid offloading of packets in the optical network might heavily utilize a spe-
cialized control plane, further motivating the conversion of systems to optics [Perrin, 2010].
High-performance computing systems have increased bandwidth to hundreds of MHz cycles
through multiplexing multiple high clock rate lanes [Eddington and Ray, ].
Figure 1.4: Integrating control plane in optical system
With the influx of sensing in the field, it becomes imperative to begin integrating moni-
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toring within optics to provide feedback about device performance or overall system perfor-
mance. In microring resonators, for instance, thermal fluctuations in the environment can
induce the operational wavelength to drift, due to the high thermo-optic coefficient of Si,
which can prove fatal to the system. As a result, feedback is a necessary tool to maintain
wavelength locking [Padmaraju et al., 2013]. On a larger system level, power fluctuations
in a datacenter due to varying types of data transmission can necessitate automated power
reallocation [Kilper et al., 2011] with the use of a Si photonic switch fabric and dynamic
control.
1.5 Focus of Work
The following dissertation proceeds accordingly: Chapter 2 examines the multimode waveg-
uide structure, defines the theory behind its operation, and discusses the fabrication process.
Chapter 3 delves into the experimental work behind performing mode-division multiplexing
in conjunction with wavelength-division multiplexing and polarization-division multiplex-
ing. In chapter 4, we extend the asymmetric, y-junction from two modes to three mode
support. We also demonstrate increasing bandwidth support through the multimode device
and improving performance through thermal tuning for optimizing device performance. We
describe a device that can switch based on different modes and the features that can support
a multimodal system. We consider as well the impact of thermal fluctuations to the signal
through the MMWG for integration issues. In Chapter 5, we analyze the benefits of using
a multimodal system. We examined the reduction of lasers in a system with multimode
support, which improves energy efficiency in the system. In Chapter 6, we demonstrate the
control system of a Si Ph switch through dynamic power reallocation. Deeper discussion
of system algorithms is described. Using this switch device, we enable a flexible Dragonfly
topology inside an HPC, marking the first demonstration of Si Ph in the HPC. In Chapter
7, we discuss the design of integrated parts that make up an entire system. Specifically, we
discuss a photodetector that can push detection wavelengths to the infrared regime. In this
chapter, we also include the first demonstration of a phase modulator that utilizes coherent
perfect absorption. Finally, we will summarize the work presented in this dissertation and
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Chapter 2
Device Design of Multimode
Waveguide
On-chip mode-division multiplexing (MDM) and de-multiplexing is desired for its capabil-
ity of extending an available dimension of orthogonality in the optical waveguide. After
presenting background material, the verified phenomenon of MDM through the Si waveg-
uide is described by the mathematical construct of its physical properties. The design of
the two-mode supporting multimode waveguide (MMWG) is extended to a three-mode sup-
porting MMWG. The asymmetric, y-junction device, which will constitute the bulk of the
spatial multiplexing section of the dissertation, is described and the microring resonator de-
vice, which is further utilized in a later chapter, is described as well. Finally, fabrication
procedure for the devices are detailed in this chapter.
2.1 Background
Integrated photonics operate in the single mode domain due to the complexity inherent in
coupling to higher order modes. Leakage will occur when coupling to higher order modes
simultaneously, causing intermodal crosstalk and data degradation. Multimode supporting
waveguides are designed to have a height that provides high modal confinement. By varying
the width of multiplexing waveguides, a wide range of effective indices can be achieved,
allowing for phase-matching of the mode induced in the incoming waveguides to that of the
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multimodal waveguide.
2.1.1 Mode Multiplexing and Demultiplexing Designs
Figure 2.1: Different examples of mode multiplexer/demultiplexers; a) asymmetrical direc-
tional coupler [Dai, 2013], b) mode interleaver [Chen, 2014e], c) tapered directional coupler
[Ding].
Various architectures of mode-division multiplexing have been proposed. In the realm
of supporting multi-mode operation, a multiplexer/ demultiplexer unit is a necessary piece
of the transmission link. Experimental demonstrations of MDM have been shown with
different devices, including: an asymmetric directional coupler [Ding et al., 2013] [Dai et
al., 2013], adiabatic coupler [Wang et al., 2015], asymmetric y-junction [Driscoll et al., 2013]
[Chen et al., 2016d], and microring resonator [Luo et al., 2013]. These schemes all follow the
principle of phase-matching in the coupling region to the MMWG. Tradeoffs incurred by
these different methods include length of device, due to coupling length, device fabrication
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Figure 2.2: Illustration of orthogonal modes coupled between two coupled waveguides. The
ψ represents the electric field. The electric field of the even and odd modes evolve into the
electric field mode supported by the waveguide.
considerations, and size of bandwidth support, among other parameters.
2.2 Asymmetric Y-junctions for Mode Multiplexer/ Demul-
tiplexer
2.2.1 Theory for Multimode Support
Y-junctions are often employed as power dividers or power combiners. Their functionality
can be examined in terms of coupled mode theory (CMT). CMT describes how much of a
mode energy shifts between waveguides. For the number of modes, and thus electric fields
involved, a beat period appears as a result of the phase mismatch between the electric fields
of the modes.
This beat can be determined by finding the propagation constants of the waveguide
system from the coupled mode equation. Propagation constants of the symmetric mode ψe
and antisymmetric mode ψo are βe and βo respectively.
For the unidirectional propagation, the wave can be written as
A(z) = Ae−ze−jz (2.1)
and
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B(z) = Be−ze−jz (2.2)
with
2∆ = βb − βa, γ =
√
(κ2 +∆2) (2.3)
as the evanescent decay constant.
This will result in βe and βo equaling βm + βc. From here, the corresponding coupling
length of L=π/2βc can be acquired [Nishihara et al., 1989].
When the two incoming, and likewise outgoing, arms of the y-junction have different
widths, they then induce a different phase vector than their neighboring arm. This brings
us to the discussion of the asymmetric y-junction.
The coupling from the asymmetric y-junction to the multimode stem occurs adiabat-
ically. The mode couples from the y-junction arm to the closest wavevector inside the
multimode waveguide (MMWG). A parameter called the mode conversion factor (MCF)
value determines whether the asymmetric y-junction serves as a mode sorter or a mode




where γab = 0.5
√
((βa + βb)2 − (2kn)2), and k is the free-space wave vector with n being
the refractive index of the cladding. The MCF < 0.43 for a mode splitting device and MCF
> 0.43 for a mode sorting device.
Each mode excited by the mux has a different wave vector; therefore, various relative
phase is acquired as the modes propagate along the link. Optimal areas of operation ought
to occur at places where the crosstalk is minimal.
There are two fundamental design criteria for the asymmetric y-junction. For mode-
sorting, the arm supporting the fundamental mode with the smaller effective index excites
CHAPTER 2. DEVICE DESIGN OF MULTIMODE WAVEGUIDE 15
the first odd mode or even mode. The MCF should be minimized for a given value of θ and
γab. The second parameter is that the mismatch value between the fundamental mode and
stem modes compared to the mismatch value between the fundamental mode and higher
order mode should be smaller [Riesen and Love, 2012].
Here, we look at the transfer matrix of a two-mode multimode waveguide in terms of













By the property of time reversal symmetry, D−1mux = Ddemux. We can multiply across to

















In the Hilbert space, a sufficient condition for having a real inner product is that the
complex functions have the same integer multiple phase. Power superposition is satisfied
by the orthogonality of the fields [Bottacchi, 2014].
2.2.2 Theory Extended to Three Modes
The optimal regime for a 3 × 3 asymmetric Y-junction can be found by using the design
methodology that approximates the device geometry minimizing a multiple output factor
(MOF). The MOF is used for creating devices that can support > 2 mode operation.
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∣∣∣∣ (i− j)(βa − βb)γij
∣∣∣∣ (2.5)
and N is the number of arms, i and j denote individual arms, θ is the divergence angle
between adjacent arms (in radians), βi,j is the propagation constant of the fundamental
mode of an arm, and γij is the evanescent decay constant of the fundamental mode between
two arms.
The MOF of the 3x3 mux/demux device is illustrated in Fig. 2.3. It is the recipricoal
sum of statistically combining the MCFs of all the arms. The region where MOF<1 is
where the 3x3 mode multiplexer design is effective.
To verify this design, the crosstalk in each arm is modeled as a function of wavelength
using both the effective index method and 2-d eigenmode expansion method and found to
be < 10 dB across the C-band, with a minimal value of −25 dB for each arm. With this
design, 3-mode MDM could be performed at multiple wavelengths with power penalties < 1
dB.
The transfer matrix of the three-mode multimode waveguide can be extracted in terms
of Dirac notation [Griffiths, 2004].
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2.2.3.1 Two Mode Supporting Device
The asymmetric y-junction waveguide structures demonstrated in the multimodal exper-
iments were manufactured at the Center for Functional Material facilities at Brookhaven
National Laboratory. The process included e-beam lithography on HSQ-spun resist followed
by reactive ion etching (RIE) of the Si layer and cladding laid on by plasma etched chemical
vapor deposition (PECVD).
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Figure 2.4: Makeup of the waveguide, constructed via standard fabrication procedure at
Brookhaven National Laboratory (BNL)
A piece of chip was diced from 250 nm Si on top of 3 µm buried oxide (BOX). This
piece was cleaned with acetone, methanyl, and isopropanol. Then, the chip was baked on
a hot plate at 450oC for an hour. This step minimizes the amount of hydrophobic surface
from developing when the resist is spun on. Next, a HDMS layer is baked on, and hydrogen
silesquioxane (HSQ) is spun on the top surface.
The General Station Description (GSD) files were created in RSoft and validated through
Beamprop simulations. This pattern is placed in the BEAMER software, which converts
the layout to a file that the e-beam lithography system can interface. These patterns were
exposed to 2 nA beam current, which results in a beam spot size of 5 nm. The HSQ
crosslinks when it is exposed to the electron beam dosage.
Figure 2.5: a) Device and insulator layers b) after e-beam lithography c) after reactive ion
etching d) after plasma enhanced chemical vapor deposition
The next step is the development process. The chip is placed in a basic mixture of NaCl
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(4%), NaOH (1%), and H2O. Sonication was alternately done to the samples to prevent
particles from staying on the chip surface, and followed by the same procedure with Di
water.
RIE using various recipes, including HBr/Cl Si etch, is performed next. We carefully de-
velop sharp side walls by not overetching. Finally, SiO2 is deposited ontop of the waveguide
to serve as cladding.
The heights of the incoming and outgoing arms as well as the MMWG are 250 nm tall.
For a 2MMWG, the arms have widths of 450 nm and 550 nm. The MM waveguide has a
width of 1 µm. An angle of 1.3o then results in a MCF of 1.3. Lmm is designed to be 1.2
mm [Driscoll et al., 2014].
As noted before, the operational wavelengths occur in areas where coherent crosstalk is
at a minimum. When
∆ϕ = 2mm |neff,e − neff,o |= m2π (2.6)
where m is an integer multiple, the free spectral range (FSR) becomes
∆λfsr =
∣∣∣∣ λ2Lmm(ng,e − ng,o)
∣∣∣∣ (2.7)
The relation between the effective index and group index is given by








Figure 2.6: SEM image of the 2MMWG asymmetric y-junction from top-down
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2.2.4 Three Mode Supporting Device
The asymmetric, y-junction device supporting three modes is created at Brookhaven Na-
tional Lab, as described in the prior section. Besides the MOF, the procedure discussed
in Chapter 4 can be followed to further optimize the device. There, in addition to phase-
matching being performed on the device, the angles can be varied to extract more overlap-
ping wavelength regimes.
2.3 Microring Resonator for Mode Multiplexer/Demultiplexer
2.3.1 Background: Optical Resonators
Resonators are components that confine and store energy at certain frequencies. In optics,
when light is resonant in a medium, it is able to propagate back and forth within that
medium while retaining the amount of energy for a duration of time. The effectiveness,
meaning the amount of time this oscillation will stably occur, is termed as the Q value of
the resonator.
Figure 2.7: a) Two mirror planar resonator that have ”perfect” reflection [Saleh, 1991],
where d denotes the optical path length. b) Microring resonator whose injected optical
signal is coupled to the waveguide. Its resonance is described by the distance the light
travels, respective of radius r, as well as the loss of the medium.
In both of these cases, we can describe the resonance by its free spectral range (FSR).
This denotes the periodic frequencies where light is propagating in the cavity structure.
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where α represents loss.
The resonant mechanism is regularly used in optical spectrum analyzers and tunable
lasers, where mechanically tuning the distance between reflecting mirrors determines the
light transmitted by the resonant cavity.
The FSR can be seen when spectral scans are taken, as depicted in Fig. 2.8.
Figure 2.8: FSR can be seen in the spectral scan characterizing an optical device and
full-width half maximum (FWHM) depicting bandwidth that device can support
The arrows in the figure indicate wavelengths that can pass by this device through WDM
operation.
2.3.2 Theory for Multimode Support
Mode-multiplexing via microring resonators enables active coupling of light into the mul-
timode regime. It also allows for additional wavelength tuning capability. Multiplexing of
the modes can be done in two ways; either the microring waveguide width is varied, thereby
varying the supported mode, and the waveguide width is held constant, or the microring
waveguide width is kept constant, and the bus waveguide width is tapered across multiple
coupling regimes. For both these possibilities, by varying the effective index (neff ), a differ-
ent order mode is induced. In [Luo et al., 2013], the three microrings were identically single
mode while the waveguide width varied in different sections of the coupling regime. Depend-
ing on intended tradeoffs, with the microrings’ waveguide width varied and the waveguide
held constant across all coupling regimes, modes are able to be added or dropped without
disturbing neighboring modes. However, multimode waveguide bends require an additional
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level of optimization [Gabrielli et al., 2012] and fabrication detail.
The phase-matching principle is calculated according to the procedure described in the
previous section and can be likewise considered through coupled mode theory.
2.3.3 Design of the MM Regime
Si/SiO2 as the core-cladding yields a high index contrast. The coupling waveguide is 250
nm tall for high confinement. That way, greatly varying propagation constants are possible,
with TE0 to TE4 having neff of 2 to 2.9. By matching the propagation constant, a mode
can be evanescently coupled from a single mode WG to a MMWG where coupling strength
depends on the width of the MMWG and the optimized coupling gap.
Figure 2.9: Image of the MDM microring structure
The regions where the mode couples from a microring with neff of 2.46 is tapered
ranging from 450 nm to 1.41 µm. The coupling gap and the coupler length between the mi-
crorings and waveguides are optimized to minimize insertion loss for the mode and minimize
intrachannel crosstalk, with a coupling length of 6-µm leading to lowest loss values.
2.3.4 MDM System
While the orthogonal domains on-chip can be leveraged, it must also be considered how to
harness the bandwidth of these signals once off-chip. An analogous realm of research into
spatially-multiplexing data in fibers has been developed over the past few years. Multicore
fibers group multiple cores into a single fiber, thereby increasing bandwidth in a single
fiber while keeping uncoupled modes [Richardson et al., 2013]. Few mode fibers similarly
increase bandwidth but the inherent non-linearities of coupled modal properties to recover
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the signal [Ramachandran, 2005] must be taken into consideration. While multimode sup-
port in fibers can push fiber-optic bandwidth to great heights, it has to be complemented
by developing multimode technologies inline to the fiber system. This includes, but is not
limited to: amplifiers [Jia et al., 2012], ROADMs [Nelson et al., 2014] [Wang et al., 2016],
and photodetectors [Viana et al., 2013], moving towards an end-to-end multimodal system.
2.4 Main Takeaways
In this chapter, background of mode-division multiplexing (MDM) devices and the theory
behind their operation is described. Specifically, the asymmetric, y-junction structure is
examined mathematically for its phase-matching functionality, in particular, in terms of
coupled mode theory. Then, design of the MMWG is expressed in terms of optimizing
the mode-sorting criterion. We further supplement this section with description of the
device fabrication process. While this section focuses on devices supporting two mode
multiplexing, three mode support is also introduced. Use of microring devices for MDM
operation is described. Finally, implementing system-wide MDM is examined.
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Chapter 3
Spatial Multiplexing for Ultra-high
Bandwidth
By combining mode-division multiplexing with other forms of spatial multiplexing, a myriad
of paths can be engendered for continuing to scale on-chip data bandwidth. Experimental
setup and results across the 2-MMWG waveguide are described, specifically mode-division
multiplexing in conjunction with wavelength-division multiplexing (WDM) and polarization-
division multiplexing (PDM). The particular experiments described in this chapter are as
follows: 2MDM, 2MDM-3WDM, and 2MDM-PDM. Challenges faced with each experimen-
tal design and measurement technique are elaborated.
3.1 Enabling Mode-division Multiplexing (MDM)
The overarching theme of this section is to illustrate the technical implementation of scaling
data bandwidth on-chip by using domains not explored before. Details are presented of how
mode-multiplexed data propagating on-chip was enabled by available optical components
assembled in our laboratory [Chen et al., 2013a] [Chen et al., 2013b].
3.1.1 Experimental Setup
The continuous wavelength (CW) laser operating in the C-band is modulated with data
using a LiNbO3 modulator. The pulse pattern generator (PPG) puts out non-return-to-zero
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Figure 3.1: Coupling setup and integration in the foreground. On the right side of the
MMWG, sitting on the center platform, is a 38-µm radius pitch PROFA that couples light
into all arms of the MMWG simultaneously. The light is recovered through a lensed tapered
fiber (LTF) towards the left side of the figure.
(NRZ) 27-1 pseudo-random bit stream (PRBS) data. The PPG and the recovery module
are clocked with the same source. Then, the signal is passed through an erbium-doped fiber
amplifier (EDFA) before being propagated through an inline power splitter that splits the
signal into m channels, where m denotes the number of modes that the device can support.
A spool of standard single mode fiber (SSMF) decorrelates 625-meters between 2 channels.
To ensure that the bit sequence of the different channels are decorrelated, a relative delay
is injected into the PRBS pattern. If our data rate is 10 Gb/s, then our delay is 0.625 km x
17 ps/(nm km) x 4 nm x 10 Gbps = 0.425 bits. The polarization controller (PC) is placed
inline each of the pathways directed to the device in order to control the polarization of
each arm separately.
A pitch reducing optical fiber array (PROFA) with 38-µm pitch is used to launch several
channels simultaneously on-chip [Kopp et al., 2015]. The signal exiting the waveguide is
recovered with a tapered fiber. The signal is summarily amplified and filtered before the
signal is detected using a PIN-TIA avalanche photodetector followed by a limiting amplifier
(LA) to amplify the signal going into the bit error rate (BER) tester for BER measurements
and/or the digital communication analyzer (DCA) to recover eye diagrams.
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3.1.2 System Considerations
3.1.2.1 Coherence Length
In the optical system where light beams from the same source are split and then again
recombined, the coherence length of the source must be taken into consideration. Otherwise,
the two participating beams will become mutually incoherent [Hui and O’Sullivan, 2009].
The coherence length is represented mathematically by L=c/n∆flw, where ∆flw is the line
width of the laser source and n is the refractive index of the transmission medium. In this
case, the SMF has a refractive index of 1.5 and ∆flw =200 kHz. Coherence length L then
equals 1 km. The idea of maintaining coherence in a fiber is analogous to minimizing errant
power present in a signal when waves of different frequencies and fixed phase are combined,
the result of which is white noise.
3.1.2.2 Power Penalty
Device performance takes a hit when there is intrachannel crosstalk. In the case of the
MMWG, when there is improper optical confinement, coherent crosstalk occurs [Winzer et
al., 2005]. The power penalty (PP) that will theoretically be seen is related to
PP = −10log(1− 2
√
ϵ), (3.1)
where ϵ is Px/Pt. Px is the power exiting the cross port, and Pt is the power exiting the
through port [Rawaswami et al., 2004]. In order to recover the data and maintain the link,
a higher power level must be injected into the system.
3.1.3 Data Results
Of any experimental result, the eye diagram indicates to the viewer the signal resilience.
The transmitted data is swept over the same time slot. Any timing jitter can be visualized
by the shrinking of the horizontal transition regions of the eye over an increasing number
of sweeps.
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Figure 3.2: BER measurement and eye diagrams for MDM data through two-MMWG
Noise that is introduced by the system can be seen in the railings of the eye diagrams.
A thicker top rail means that the 1’s that are being set are accumulating distortion. The
desired signal is an eye yielding equal intensity between the 0 and 1, which are the bottom
and top railings respectively.
Most of the data are taken according to the IEEE-802 standards [Anslow, 2013]. The
equipment is standardized so that any data retrieved is comparable to industry measure-
ments.
The BER measurements and eye diagrams for MDM operation through the asymmetric
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y-junction are shown in Fig. 3.2. The power penalty can be read from the BER diagram,
as 0.6 dB at BER = 10−9.
3.2 MDM-WDM
In order to specify the WDM capacity, to utilize MDM with existing WDM technology,
wavelengths of data are incrementally added on top of each modal channel.
3.2.1 Experimental Setup
The CW laser operating in the C-band is modulated with data using a LiNbO3 modulator.
The PPG puts out NRZ 231-1 PRBS data. The PPG and the recovery module are clocked
with the same source. Then, the signal is passed through an EDFA before being passed
through a 1.5 km spool of SSMF. The SSMF has dispersion of 17 ps/(nm km) at 1550 nm
[Peerlings, 2003] so this spool serves to decorrelate the wavelength channels by 25.5 ps/nm.
The latter half of the setup from the launch on-chip to recovery of the signal with the
photodetector mirrors the layout described in Sec. 3.1.1.
3.2.2 Data Results
When transmitting several wavelengths along the 2 modal channels (MDM-WDM), the
amount of crosstalk leaking from 1 modal channel to the next at each wavelength was
minimized by choosing to operate in the spectral regions with minimal crosstalk levels.
Then, by balancing the power entering each arm at a particular wavelength such that the
relative crosstalk of each channel was equal, equivalent performance could be realized.
By looking at Fig. 3.3, the level of crosstalk from adding each additional wavelength
channel can be visualized. The experimental results of dual-wavelength MDM-WDM and
triple wavelength MDM-WDM are displayed. From these curves, the power penalties for
1551 nm at BER=10−9, when averaged between top and bottom arms, turn out to be 0.66
dB for 2 wavelengths and 0.7 dB for 3 wavelengths.
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Figure 3.3: 2MDM-2WDM and 2MDM-3WDM BER measurement and eye diagrams
3.2.3 Discussion
There is negligible power penalty introduced from each additional wavelength placed on top
of each MDM mode. This indicates that the technique is scalable to more wavelengths, and
it is possible to substantially increase on-chip bandwidth density.
As mentioned earlier, the launch power of each arm is equalized. This is performed in
an effort to have the relative crosstalk of each channel be equal, so equivalent performance
could be attained. Since the crosstalk for a particular arm is dependent on the relative
input power level at each arm, if the levels are relatively uniform, then we want to make
sure to equalize the power level seen entering each input port of the MMWG device. It has
also been shown through the microring-resonator based mode multiplexer/demultiplexer
described in the prior chapter that scaling wavelengths on top of modes does not noticeably
scale power penalty.
3.3 MDM-PDM
While MDM components can leverage either quasi-transverse-electric (QTE) or quasi-
transverse-magnetic (QTM) spatial modes, simultaneous utilization of both modes is chal-
lenging. Indeed, most MDM methods are polarization sensitive, with deviations from ideal
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Figure 3.4: Examples of on-chip polarization-related devices like: a) image of PBS induced
through adiabatic transition in an asymmetric junction from [Su, 2014] b) SEM picture of
subwavelength-grating polarizer from [Dai, 2016]
polarization resulting in a significant amount of crosstalk [Nelson et al., 2001]. However,
integrating this pol-muxing capability with a multimode waveguide is possible and recent
SiPh polarization-diversity circuits have served integrally as part of the interconnect fabric
[Doerr et al., 2010] [Fukuda et al., 2008], enabling on-chip MDM-PDM [Mengyuan et al.,
2014]. These circuits have included SiPh polarization-diversity arrangements of splitters,
rotators [Watts et al., 2005] and polarization insensitive wavelength filters [Sheng et al.,
2016].
3.3.1 Experimental Setup
Figure 3.5: Experimental setup supporting polarization multiplexed data across MMWG.
Two polarization modes are isolated using a PC and polarizer combination. Then, post
chip traversal, the polarizations are similarly selected.
Wavelength scans for MDM-PDM operation are conducted by measuring power through
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the chip of either polarizations selected using a PC/polarizer combination. Low crosstalk
over orthogonal regimes must be shown for viable operation of the device at both polariza-
tions and all modal channels to occur.
Figure 3.6: Measured crosstalk levels over wavelength obtained by subtracting the difference
in power level between the power seen at the throughput with the power detected at the
crossport for a given output port for a) one polarization and b) another polarization
The CW-light is generated at 1556.9 nm using a tunable laser, and the signal is modu-
lated with the OOK-NRZ 231-1 signal [Chen et al., 2014a] [Chen et al., 2014b]. It is split
and orthogonally recombined to generate PDM data. For further verification, different data
rates were launched on different polarizations.
The 625-meter SSMF is put on the TE path to decorrelate the signal from the TM
path. The EDFA is placed in-line to boost power before launching the signal on-chip. A
1-kilometer fiber is placed in one of the modal paths to decorrelate the two tributaries.
Post-chip traversal, the light signal is inspected from one output port at a time using a
LTF. The pol-muxed data is then separated into its TE and TM components using a PC
followed by a polarizer.
The orthogonal degree of freedom gained through polarization allows for full maximiza-
tion of spatial freedom. By launching pol-muxed channels across the two-mode MMWG,
simultaneous MDM and PDM operation is demonstrated. 40 Gb/s aggregate bandwidth is
attained by using 2 modes x 2 polarization modes x 10 Gb/s across the MDM-PDM link
with power penalties of < 5 dB/channel.
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Figure 3.7: BER measurement and eye diagram of MDM and MDM-PDM across this set
link
3.3.2 Data Results
To demonstrate a complete MDM-PDM link, several BER plots were recorded. The first
set of BER curves consist of back-to-back (B2B) curves obtained using two polarization
paths leading up to the chip.
The measurements of MDM on-chip only showed a 0.5 dB PP when 2 MDM channels
carrying 10 Gb/s data per mode were transmitted.
In the following measurement, polarization channels were both activated and launched
on-chip. The 2 x 2 x 10 Gb/s MDM-PDM shows support by both the QTE and QTM
modes.
BER measurement for each possible combination was extracted. PP varied based on
the selected wavelength. Maximum resulting penalty from MDM-PDM operation was 5
dB. A maximum of 4 dB was observed for the PDM link, 1 dB less than MDM-PDM
operation, which matches well with previously measured MDM PP. The majority of PP
was contributed from polarization crosstalk. This can be optimized by engineering the
polarization-insensitive device on-chip.
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Figure 3.8: a) is wavelength scan through one arm of device. b) is result of RSoft simulations
of on-chip TE/TM propagation, with corresponding modal power seen at throughport.
Boxed region in black depicts simulation resulting in comparison with actual scan in (a).
3.3.3 Simulations
We model the MDM-PDM asymmetric Y-junction mux/demux using the eigen-mode ex-
pansion (EME) method via ModePROP simulations. Simulated results from utilizing this
method serve as a guidepost for the experimental data, by illustrating the same general
trend for both cases.
The experimental PER is verified using ModePROP through RSoft simulation calcula-
tions. Any deviation between the exact overlap of experimental and simulated wavelength
scans is likely due to the device parameters varying from their designed values incurred as a
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result of the fabrication process. One way of studying the variance of PP contribution due
to polarization imperfection is through the polarization extinction ratio (PER), the linear
sum of extinctions of TE and TM light after transmission through the device [Fukuda et al.,
2008]. As the ratio of the sum of individual minimum to maximum polarized power for both
TE- and TM-polarized light, any variance is the result of cross-beating effect [Nishihara et
al., 1989].
3.4 Main Takeaways
In this section, experimental demonstration of high-speed data transmission through a
MMWG is depicted. In particular, challenges of MM operation through the system are
explained. For each of the multiplexing schemes, a detailed look into the experimental data
results is provided. Various forms of spatial multiplexing on top of the multi-modes are
performed across the asymmetric, y-junction device, through simultaneous MDM-WDM,
followed by MDM-PDM operation. Simultaneous WDM data support is illustrated by
incrementally adding wavelengths and measuring < 0.7 dB power penalty at error-free op-
eration. Simultaneous PDM operation is possible by selecting specific wavelengths where
crosstalk contribution from neighboring arms is minimal and, furthermore, operable. Mod-
ePROP simulations are performed to further explore the polarization theory behind this
work. To the best knowledge of the author, this is the first demonstration of MDM-PDM
performed on-chip.
The combination of these available realms of on-chip spatial multiplexing is one direction
forward for continuing to scale bandwidth. By improving design parameters of multi-mode
supporting device structures, systems can be created on-chip utilizing these orthogonal do-
mains. Furthermore, schemes where isolation between channels are needed can look towards
these physically orthogonal pathways as a viable solution of traversing data simultaneously
and securely on-chip.
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Chapter 4
Scaling MDM Capacity
In this chapter, we progress to perform data transmission across the three-MMWG device.
The data is scaled in two ways: by increasing the number of modal arms from two arms
to three, as well as scaling bandwidth on top of each induced propagating mode. The tech-
nical challenges, both in terms of device physics and experimental, are discussed in detail.
From what we learn, we then examine how device performance can be improved through
design considerations and dynamic phase variation. Further, we delineate the properties of
a spatial switch that can serve as a fundamental element in future generations of network-
on-chips. Other considerations for industrial adaptation of device technologies supporting
MM operation are analyzed.
4.1 Scaling MDM channels
The question becomes: how can we viably scale the number of modes supportable by the
device geometry? In terms of the multimode regime, the width of the waveguide determines
the number of modes that can be supported. For the mode multiplexer/demultiplexer, the
number of modes the asymmetric y-junction can support theoretically depends on device
area limitations.
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4.1.1 Three Modes
As we scale the number of modes from two modes to three, we learn several points. As
the number of asymmetric y-junctions increases, the areas in which low crosstalk exist
undergoes a reduction [Chen et al., 2014c].
Figure 4.1: Top down image of 3-mode device
The design of the 3-mode device, and any device supporting 3 or more modes, is done
through minimizing the multiple output factor (MOF), which was explained in Sec. 2.2.2.
As the number of y-junction branches increases, [Riesen and Love, 2012] states that the
length of the y-junction scales non-linearly. We have not necessarily found this to be the
case. As the number of modes supported increases, the angles etched does need to be
smaller. The design process will necessarily become more intricate. Most significantly,
fabrication needs to be designed with relative alignment of operating wavelengths to simul-
taneously scale supported wavelengths. It can alternately be considered to add additional
device adjustment for post-fabrication optimization of the operational wavelength regime.
Even with phase-matching determined as per Section 2.2.1, power equalization along
each modal path might need to be performed to compensate for losses along each path in
the system. Power matching is done according to proportional fairness allocation [Mo and
Walrand, 2000].
∑
pif(xi) is maximized, where pi represents a positive number and f(xi)
represents a strictly concave function (ie., it can be optimized), with a basis of eigenvectors.
In this case, we have a special case, which is one link and N connections, so the power is
split equally irrespective of the function.
For the 3-mode device, data operation is performed across the device with the charac-
terized crosstalk level of the device shown in Fig. 4.2. Following this characterization, we
perform data measurements through the experimental setup depicted in Fig. 4.3.
These data results show a 2.5 dB power penalty for 2x10 Gb/s data operation. When
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Figure 4.2: Crosstalk level of channels 1s, 2s, and 3s going to 1d, 2d, and 3d. Dashed lines
indicate regions selected for best crosstalk levels across all three channels.
all three channels are activated, inclusive of the arm contributing a greater amount of
crosstalk, we arrive at 3x10 Gb/s data operation and 7.5 dB greater power penalty. The
crosstalk values measured suggest MDM muxing can be realized with power penalties < 1-4
dB/channel. Imperfect mode-sorting in the MDM demux induced coherent crosstalk. This
resulted in the ˜5−7 dB penalties shown.
Figure 4.3: Experimental setup (left) and device dimensions (right) measured using an SEM
In order to improve performance, we optimize the device based on methods employed
in the following sections through thermal tuning.
4.1.2 Alleviating Imperfection in Multimode Device
To optimize the asymmetric, y-junction angle for WDM operation, we both minimized
crosstalk level and visualized the crosstalk regime for different angle combinations. At
specific angle combinations of all the arms, low crosstalk levels will overlap more broadly.
For broadband wavelength-division multiplexing to be performed, we examine the angle at
which the N modes are designed.
The following device parameter optimizations are performed through RSoft simulations
via ModePROP. The simulated and extracted neff are of different width waveguides. Then,
we perform post-processing of the data in Matlab.
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Figure 4.4: BER Measurement for 3-arm MMWG at 10 Gb/s operation and corresponding
eye diagrams
ModePROP is used for a device with abrupt junction regions [Synopsys, 2013]. Instead
of calculating solutions of Maxwell’s Equations, the solver looks at the modes in each section
of the structure. The expansion coefficients for each sector are determined by matching the
fields of the interface and the boundary conditions.
We arrive at a particular width and angle combination. First, we sweep through n2
possible sets of crosstalk levels, where n represents the number of angles examined. Each
set has the wavelength sweep, and we choose to operate at specific wavelengths for later
CHAPTER 4. SCALING MDM CAPACITY 39
Figure 4.5: Table of variation of angles for the MMWG device
WDM operation.
Figure 4.6: Visualization of crosstalk for particular angle variations of the 3MMWG
In Fig. 4.6, the crosstalk levels are illustrated by scanning through possible values for
one angle and keeping constant the other angle. There are several issues with plotting the
data in this way. It primarily comprises of the large amount of data to sort through. For
this particular configuration at several wavelengths, viable operation is presented. Fig. 4.6
is simulated with the wavelength set at 1553.7 nm.
The length of the multimode regime was kept steady relative to the original two-
multimode mux/demux. The simulated cross-beating at a wavelength resolution of 20 nm
over 20 time steps are low across 1545-1565 nm regime. Note, the finer the resolution is,
the greater the accuracy. As wavelength resolution is scaled, though, the simulation will
take much longer if the modal resolution remains the same.
The neff values are 2.424, 2.447, and 2.4662 for the 3 modes. ∆λ can be directly
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Figure 4.7: Three modes simulated across device of detailed dimensions
calculated from simulated neff values. The angle chosen after conducting this scanning
process is 0.75o, relatively close to the angle of the other arm, which is 0.585o, when crosstalk
values are low.
4.1.3 Accuracy of Fabrication
Device angles are designed to be on the order of ˜1o, while the writer beam has a tolerance
equivalent to 2 nm resolution. The device SEM is shown in Fig. 4.8. This particular
device was designed to have angles of 0.75o and 0.585o. Fig. 4.8a photo was post-processed,
where the angle was edge detected using the Prewitt Filter (Fig. 4.8b). From here, this
captured image was transformed with the Hough Transform (Fig. 4.8b). The lengths of the
intersecting lines were extracted to calculate the angle of the device. These were calculated
to be 0.545o and 0.357o, a 27 % and 38 % difference from design, respectively. Besides slight
offset introduced from fabrication, various post-processing analysis methodology could be
examined, which can be further fine-tuned.
Figure 4.8: a) SEM of the resultant three-armed multimode multiplexer device and b)
Prewitt filter for edge detection to computationally measure the angles via length approxi-
mations
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Dynamic adjustment of the asymmetric, y-junction arms, as discussed in the next sec-
tion, can also be considered during design.
4.1.4 Discussion of Need for Dynamic Adjustment
The ability to adjust spectral operation of one arm would likewise enable device operation to
be improved post-fabrication [Chen et al., 2016b]. As can be seen from the above sections,
such capability could be important for overall system improvement.
We explore how accurately phase change can be performed. Phase change can be intro-
duced in the form of a P-N junction to electro-optically introduce shift to the phase of the
signal in the y-junction arm. This biasing mechanism can also be added in the multimode
sector to shift every arm’s wavelengths by a certain amount.
For the three-MMWG, a + 2 dB difference between arms at a particular wavelength
could occur so that the pair are within standard deviation of operation, yet the third arm
has > + 2 dB induced. As this only occurs at several nm offset, the wavelength regime
could be tuned to fix this discrepency and match the performance across all arms.
Electro-optic tuning can be introduced through nonlinearities in the waveguide [Mrejen
et al., 2014], done by adding a PIN junction, which generates or depletes carriers between
the two regions surrounding the waveguide, inducing a difference in refractive index of the
material. Spectral tuning can also be done by thermo-optically introducing the shift in
phase in the propagating signal [Chen et al., 2012]. Simulations are performed using the
latter method.
4.1.5 Introduce Variation in Arm vs. Multimode Regime
Variation is first introduced in the multimode waveguide region (Fig. 4.9a). With the
thermo-optic coefficient of Si as 1.87 x 10−4/K, change in temperature likewise induces
change in refractive index at this rate.
If we were to mark a certain wavelength as a resonant wavelength, we can see the shift
due to temperature change. Then, we introduce the tuning to the bus guide (Fig. 4.9a) or
on one of the arms (Fig. 4.9b), resulting in the corresponding spectrum. We can note the
difference in the slope of the spectral response due to the location of the heating region and
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the source.
Figure 4.9: a) Spectrum when arm is thermally varied b) Spectrum when multimode body
is thermally varied
4.1.6 Thermo-optic Control for Three Modes
The device simulated, as shown in Fig. 4.10, has a multimode length of L=1.003 mm with
w1=550 nm, w2=600 nm, and w3=650 nm. The angles θ1 and θ2 are 0.75
o and 0.585o
respectively. The geometry of the multiplexing arms induces a range of effective indices
(neff ) that then propagate as three different-ordered quasi-transverse magnetic (QTM)
modes in the MMWG.
Figure 4.10: MMWG supporting three modes with dimensions θ1=0.75
o , θ2=0.585
o ,
w1=0.55 µm, w2=0.6 µm, and w3=0.65 µm, and L=1.003 mm. w3 arm is the Left Arm,
w2 arm is the Center Arm, and w1 arm is the Right Arm.
The graph in Fig. 4.11 plots every possible combination of crosstalk on the throughport
arms due to the neighboring arms. The crosstalk level is the difference in power seen at the
throughport arm with respect to the crossport arm. The labels in the legend indicate the
crosstalk contribution of one arm on the other labeled arm. The crosstalk value contributed
by arm i can be expressed as:
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CT (λo)arm,i = 10log10(P (λo)throughport − P (λo)crossport,i) (4.1)
where P(λo) is the power in dBm at λo. This crosstalk value then translates to power
penalty when we are performing system measurements [Rawaswami et al., 2004].
Figure 4.11: Crosstalk level at all arms of the device described here. The legend indicates
the crosstalk contribution of the crossport arm on the throughport arm. The arm that is
the main contributor to crosstalk has its crosstalk level drawn in bold. The spectral region
investigated is boxed. By zooming in on that region, we see the resultant reduction in
contribution to crosstalk by the right arm as it is thermo-optically induced.
From this particular graph, we can select λo=1549.4 nm as an operational wavelength.
However, the largest contribution of crosstalk at this operational wavelength seems to orig-
inate from the source at the right arm. The closest dip due to interference of the right arm
is offset from the selected λo by ˜0.4 nm. A thermo-optic control is placed at this arm to
shift the spectral regime shown in the zoomed-in region of Fig. 4.11. ∆λ is directly related
to neff as follows with a similar derivation in [Uenuma and Motooka, 2009]:
pλo = ∆neff ∗ L (4.2)
where p represents a positive integer and L is the length of the multimode waveguide. Then,
waveguide dispersion is taken into account, resulting in the below equation and P replacing
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p.
P = p− L ∗ ∂eff/∂λ (4.3)




= (L ∗ (∂∆neff/∂T )/P (4.4)
At the selected right arm, we perform a temperature sweep over about 30o. The derived
shift at the examined wavelength regime is about 0.043 nm/K. At 28.8o, we see a crosstalk
value 3 dB lower than without thermo-optic tuning. It should be noted that the amount of
thermal adjustment will vary across different modes. Additionally, finer resolution on the
thermal study can provide more granularity in the spectral content.
The effect from the thermo-optic control is localized on one of the arms, as opposed to
possible integration on the multimode region. Thermal isolation of the tuning region could
also ensure other channels are not also affected by this active thermo-optic inducement
[Masood et al., 2012].
The parameter of interest for multimode operation is the difference in phase between
all possible combinations of signals traversing across the different arms. Phase mismatch
in our case can be represented by ∆βeff = βarm - βTO that takes into account βeff <<
βarm − βneighboringarms, where βarm indicates the original mode propagation constant, and
βTO indicates the mode propagation constant with the additional tuning applied.
As multimode operation is realized through different designs, bandwidth continues to
scale via spatial-multiplexing, and new tools can be developed for optimizing performance.
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4.2 Scaling Capacity
One way of scaling aggregate data bandwidth is by standalone increasing bandwidth. The
challenges that arise, then, is that the power needed to drive the transceiver circuitry is
quantifiably higher. Furthermore, operation at a higher bandwidth will result in sensitivity
misalignment.
Figure 4.12: a) Experimental setup to take the b) frequency response of the 3MMWG
device, in reference to the pulse scan itself
The main experiment at 40 Gb/s data across the 3MMWG is able to achieve 240
Gb/s aggregate data bandwidth by modulating each data channel on each optical path-
way through the three-MMWG [Chen et al., 2016a]. The wavelengths selected for this
operation were 1547 nm and 1557 nm. Transmission spectrum through short pulses of 1ps
duration traversing through the device can be taken in the time domain [Lee et al., 2006].
The response for the Fig. 4.12a setup is shown in Fig. 4.12b, with the results of the pulse
response through the system, as well as the transmission spectrum through the arms of the
device. The receiver inside the Yokogawa OSA has specs [Yok, 2011], with the highest .05
nm resolution set for the scans.
For the experiment, the data is transmitted through the experimental setup of Fig.
4.14 in order to demonstrate high-speed data across the modal channels. While previous
demonstrations showed 10 Gb/s data rate operation, here 40 Gb/s data is placed on top of
each modal channel.
The front end and back end of the 40 Gb/s setup is described here. There are 2 CW
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Figure 4.13: Wavelength scan for the 3MMWG device, with the wavelengths of operation
circled in each diagram
Figure 4.14: Experimental setup for 40 Gb/s data across three-MMWG
lasers multiplexed into a single fiber before the light paths are modulated with a Centellax
pulse pattern generator putting a 40 Gb/s trigger into the clock divider that then injects
the signal into the SHF 1-to-4 mux to recover the signal. A 40 Gb/s LiNbO3 modulator is
utilized. The 2 wavelengths are decorrelated by a spool of fiber before the signal is split into
3 pathways to launch into the 3 modal channels. Then, for each channel, we decorrelate
the data that is on each pathway. Post-chip traversal, each wavelength and mode signal
combination is recovered through a tapered fiber to be amplified, wavelength-filtered, and
received with a PD for BER tests.
From the BER diagram in Fig. 4.15a, we see BER penalties of 6-10 dB, due to crosstalk
introduced by the worst arm. The power penalty acrued varied from a combination of
device and system variation. There were two system parameters of power to account for.
First, due to the imperfect power coupling on-chip, a power difference at the input to the
chip can be seen. Unequal performance is likewise seen along each pathway directed to each
input of the device. Taking these two system parameters into account, we set the power
level going on-chip to be acceptable for simultaneous MDM-WDM operation, as can be
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Figure 4.15: a) BER and b) eye diagrams of 3MDM-2WDM operation
seen from the wavelength scans. Operation was then at the edge of power requirements and
upper bounded by receiver saturation.
Power penalty due to intra-channel crosstalk arises when there is imperfect mode con-
finement. In this case, for the chosen wavelengths, power penalty ranged from 7 dB at the
10−8 BER point to considerably lower bit error rate of 10−6 for the most impaired arm in
the system, with the bottom arm seeing the highest level of intra-channel crosstalk. Low
CHAPTER 4. SCALING MDM CAPACITY 48
crosstalk regimes matching all three modal arms had to be selected. Compared to the mul-
timode waveguide support of two modes, there were fewer regimes with equivalently low
crosstalk level. Coupled with the higher data rate, a considerably higher power penalty is
accrued. To improve system performance, considerations for increasing fabrication toler-
ance can be investigated. The previous sections discussed how to effectively minimize this
device imperfection. Furthermore, it should also be taken into account that at higher data
rates, as noise becomes a problem, forward error correction (FEC) can be employed to bring
down the bit error rate. Additionally, dispersion in fiber becomes inherent at higher data
rates, incurring fiber impairments in the system.
4.3 Multimode Data Distribution via a Switch Fabric
In order to enable next-generation network-on-chips (NOCs) capable of supporting greater
than terabits-per-second data rates for intra-chip and inter-chip communication, we can
consider leveraging orthogonal optical domains. This will allow us to move towards reducing
power consumption across the switch. Lower order switch elements like the 1x2 switch [Gu
et al., 2009] serve as the building block of NOCs [Gu et al., 2009]. From such an element,
architectures like Corona– which is a 3d many-core architecture that uses optics for inter-
core and off-stack communication– have been built [Vantrease et al., 2008].
Recent simulational work has found that photonic network-on-chips (NOCs) routing
multiple modes simultaneously can decrease power consumption by as much as 75% average
router power than the typical Corona architecture [Dang et al., 2015]. Power utilization, the
effectiveness of power usage in a data center, is inversely related to the number of modes.
With this defined motivation, routing of multiple modes simultaneously is demonstrated
on the scale of the 1x2 switch. The exhibited device, which was fabricated through e-beam
lithography and RIE, routes four data channels with < -16.8 dB crosstalk [Stern et al.,
2015a].
This is the first demonstration of switching multiple modes [Stern et al., 2015b], with
the switch routing four channels at TE0 and TE1. The light is coupled into the routing
waveguide, and much like the theory behind the design process described in Sec. 2.3.2, the
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Figure 4.16: Top down view of multimode switch layout with inputs and outputs labelled
fundamental mode is phase-matched to waveguides of widths that specifically induce higher
order modes.
The rings have a smaller radius of 8.6 µm (for a FSR of 10 nm), and these rings are
tuned to resonance so that all the wavelength channels can be converted to modes.
BER measurements were collected for all possible channel permutations. Modal channels
are decorrelated as elaborated in Sec. 3.1.1. Wavelength channels are decorrelated as
explained in Sec. 3.1.2.1. The highest crosstalk configuration is examined. This occurs
when each modal channel is ”dropped” at the same output port. At BER < 10−9, PP of
1.4 dB routing is shown when 10 Gb/s data is input separately. The switch exhibits an
additional power penalty of < 2.4 dB when the four channels are routed collectively.
Some challenges that were experienced while taking these measurements could be at-
tributed to the design of a cascade of microring resonators along the single waveguide path.
Fluctuations in the power of one ring then affects its cascaded neighbors. Another issue is
that the bandwidth of the last ring in a series of rings will be more filtered than the earlier
rings.
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Figure 4.17: Crosstalk measurements for the different channels. Spectral profiles at both
outputs for each of the four input channels, compared with profiles from interfering channels.
Signal and crosstalk were measured individually with a CW tunable laser for configurations
with the highest intermodal crosstalk, showing that it is below <16.8 dB in all cases.
An alternative for this mode switching design can be with an eye towards having a 3d
stack. The main challenges lie in the steps additional to the CMOS-process that need to
be introduced to integrate multi-layer photonics [Sherwood-Dros and Lipson, 2011]. Doing
multimode operation in stack would couple the elimination of crosses (potential sources
for loss factor) with the reduced power consumption of lasers per wavelength. These are
future-looking capabilities that should be kept in mind.
4.4 Coupling and Packaging Considerations
For the experiments in this chapter, and those described in the prior chapter, a PROFA
that had a 38 µm pitch and 0.08 µm average error was utilized. Typical mode field diameter
(MFD) is 10.4 µm, and the waveguide was designed to couple to this exact pitch.
Visible variation in the level of flatness along the edge of the chip was minimized by
sanding. This aided to likewise minimize reflections inducible by additional edge roughness,
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Figure 4.18: Eye diagrams and BER measurements for multimode switch
made even more acute by the need to simultaneously couple multiple modes on-chip.
The PROFA sits on a goniometer that provides the angular adjustment needed to align
the coupler to the chip waveguide input. Coupling is a problem with a two-fold solution.
The insertion loss for a multichannel device might vary. As such, the PROFA can be coupled
to the device with this inherent imperfect equalization in mind. Attenuation can also be
introduced across the pathways such that the channel where greater power is needed is
provided relative to its neighbor.
Accurate coupling is a research area in and of itself. If the fiber is misaligned with the
device port, over or under coupling could be induced, as is examined in [Bozinovic et al.,
2013].
For any object’s commercial viability, the process by which device packaging is accom-
plished must be standardized. Since the device we examine has few I/O considerations,
the additional level of complexity might be the attachment of the PROFA to the coupling
regime, and similar designs have been shown in [Kopp et al., 2015].
4.4.1 Thermal Variations
In packaging, thermal variation can become an issue, due to the presence of the laser source.
As a partial study of thermal effect on the two arms of the multimode waveguide, the device
was put on top of a thermoelectric controller (TEC). Similar type measurements have been
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done in [Yasuoka et al., 2015], where temperature change is induced by this implementation
of Peltier effect.
Figure 4.19: a) Experimental setup with thermal electric controller (TEC), b) wavelength
scan at same temperature (0V bias to the TEC), and c) fit of sum of sine functions with
both graphs matching fit parameters < 6 %
By applying bias to the platform, temperature change is introduced across the TEC surface,
and, by extension, the semiconductor. The device is placed on thermoconductive tape
towards the center of the TEC.
Figure 4.20: Normalized wavelength scan at varying bias, fit to smoothing spine parameter
at <0.55 with specific TEC bias of 0.1 V and 0.9 V, with a general red-shifting trend, and
the red arrow overlay on the graph indicating the measured shift over 30 degree change
As a first test, several scans were taken over a span of a couple of minutes without biasing
the TEC to gauge the inherent drift in the system. Fig. 4.19b shows several normalized
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spectral scans, with the plots smoothed. The fit in Fig. 4.19c is to a sum of sine functions,
which follow the curves, and the red and blue dotted lines indicate the 95 % confidence
bound. Whilst the two measured curves vary vertically, lateral variation is less visible than
the case when the temperature is varied in the region of the chip with the ”hot surface”
contacting the Si platform (Fig. 4.19a).
A sequence of incremental voltages were applied to see how much temperature change is
induced. When 0.1 V bias (Fig. 4.20) has been applied, according to [Marlow Industries, ],
there’s a 5oC temperature change from no bias having been applied. With an approximately
1 V bias applied, there is about 29oC in temperature variation. The exhibited shift if we
were to look at the dip, is on the order of approximately 0.4 nm/30 degrees, with the shift
mainly occurring with > 30 degree change. Further measurements can be conducted for
more exact figures and sophisticated temperature source emulations can be conceivable.
In the interest of reducing wavelength drift due to thermal variation, on-chip consider-
ations might need to be made, as there is the potential need for reduction in the thermal
effect on operation as well as thermal stabilization schema.
4.5 Main Takeaways
The capacity supported through a MMWG is expanded by scaling the modal arms, as
well as increasing data rate across each of these arms. Upon expanding device channel
support from two to three arms, a slight mismatch in the third arm can increase crosstalk
contributions considerably, especially when increasing data rate, so a methodical way of
designing the asymmetric, y-junction by considering fabrication variations is considered.
Correspondingly, several additional solutions to increasing wavelength regions of tolerance
are explored. Specifically, device optimization targeting wavelength regions of operation
and phase variation across the device is examined. We compare fabrication results with
the designed device parameter favorably. Further, we simulate thermo-optic operation for
phase-shifting the modes to operate in the desired wavelengths of operation.
In order to accommodate for system-level utilization of MM, considerations for a MM
switching mechanism is experimentally demonstrated. 10 Gb/s data is propagated through
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a 1x2 microring-based switch. Beyond component elements, the mechanism for coupling to
a MM-supporting device is considered in terms of packaging viability. The issue of thermal
effect on MMWGs is examined with possible future studies into increasing thermal tolerance
depending on the source of thermal instability.
In order to continue to improve MM operation, we have turned to examining device
optimization. Such considerations are important for continuing to improve device perfor-
mance, which when scaled to a larger system-level network, can impact overall system
performance.
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Chapter 5
Power Saving Analysis
Electrical power consumption dominates the power overhead within datacenters [Heck et al.,
2011]. By using spatial multiplexing, the number of lasers employed can be reduced by the
number of modes and/or polarizations introduced on-chip. Since energy efficiency of an
optical system is largely dictated by the power dissipation due to the laser source [Ophir
et al., 2013], research adaptable for future technologies must push towards reducing the
power per bit metric. In this chapter, we will analyze laser power saving in an on-chip,
multimode-supporting system.
5.1 Power Analysis in Optical System
A significant motivation for MDM can be expressed in the following chart, which illustrates
the costly power consumption of lasers relative to other components in the optical system.
Several assumptions were made in compiling this chart. In an optical link with OOK
data being sent, and data rate set at 10 Gb/s due to the maturation of electronics in
that range, we estimate 10 fJ/bit for 1 Vpp modulator levels. The microring resonator
of Q ˜10,000 has 3.5 dB insertion loss and 6.45 dB extinction ratio whereas for passive
componentry, different estimates would have arisen [Ophir et al., 2013].
For electronic circuitry, a trans-impedance amplifier (TIA) exhibits 0.4 pJ/bit, with
the limiting amplifier (LA) componentry exhibiting several pJ/bit. Coupling mismatch
accounts for 1.5 dB insertion loss.
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Finally, the laser source, with output power of 0.70 mW, accounts for 5.6 pJ/bit at 1%
efficiency. Therefore, the majority of power consumption comes from the laser.
Figure 5.1: Power Consumption Due to Each Component Geared Towards Passive MDM
Setup
5.2 Laser Power Analysis for MDM/PDM Channel Addition
We explore attaining a set bandwidth proposed by current Ethernet standards [McDonough,
2007], through MDM operation. Furthermore, the effect of adding on the use of modes to
replace wavelength channels is examined [Chen et al., 2015a].
There are several different kind of lasers we can look at for performing laser power
analysis. The primary metric for these lasers is the threshold voltage, which indicates
the point at which acceptable injection current level is reached for the system, primarily
attaining detector sensitivity levels.
First, we look at the micro-disk laser (MDL). This laser is bonded to a III-V die. Details
of laser dimensionality are given in [Roelkens et al., 2010], with its characteristic provided
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in Fig. 5.2. For calculation purposes, we will decide on a reasonable injection current to
operate at just about the drive voltage so that the laser is operating in the linear regime.
This is in comparison with the hybrid ring resonator (RR) laser [Keyvainia et al., 2013].
Figure 5.2: a) MDL from [Roelkens, 2010], noting the dark line and b) hybrid ring resonator
from [Keyvainia, 2013] showing laser I-V characteristics to determine electrical power con-
sumption
For both cases, our calculations are done with the following equations. The Ithreshold
and Vthreshold represent the values at which we set the laser to operate at with WDM.
The Ioperating and Voperating are the values at which we set the laser to operate with each
successive orthogonal dimension used:
Pelectrical = IthresholdVthreshold + IoperatingVoperating (5.1)
Psavings = mwPelectrical −mIthresholdVthreshold, (5.2)
m ϵ modes, w ϵ WLs
%Psavings =savings /mwPelectrical (5.3)
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For the MDL laser, if we set the operating point to 3 mA, the lasing source would be
emitting 6 W of optical power. For 32 lasers, this would be 96 mW of power consumed.
Then, with 2-MDM, we operate at slightly higher optical power, driven to 4 mA. This
consumes 76.8 mW, and with PDM added on, driven to 5 mA, the laser consumes 60 mW.
This is a 36 mW reduction from the case with corresponding bandwidth attained through
WDM.
Figure 5.3: Power consumption of lasers for different multiplexing schemes
For the hybrid ring resonator, if we assume an operating point of 3 mW of optical
power, which is within the linear regime (60 mA), for the 32 laser case, 1920 mW is needed
to power such a WDM channel. When we employ 2-MDM, we can cut the number of
lasers in half and still attain the same bandwidth capacity. This means that with 16 lasers
emitting, and driving to 75 mA, we’d be consuming 1200 mW of power. With PDM added
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on, and driving to 80 mA, the laser would consume 1152 mW. This is a 768 mW reduction
in electrical power when 2MDM-PDM is employed in the system instead of WDM.
On-chip spatial multiplexing then engenders a potential area for reducing power in a
system. The number of lasers used is reduced as a result of employing multiple modes
through MDM or pol-muxing. Electrical power is reduced by the threshold power of each
laser saved, thereby yielding a significant energy saving, while scaling bandwidth. We look
comprehensively at power savings relative to each laser. Fig. 5.3 graphs the hybrid RR
laser scheme.
In an optical system where the majority of power is consumed by the laser, employing
multimode operation can allow for a reduction of lasers. This can minimize significant
footprint in energy consumption as highlighted in this section. It should be noted that
there is a power penalty hit taken from additional wavelengths or modes in a waveguide.
However, through further improvement to device fabrication, this figure will only diminish,
and it is not an exponential increase in penalty as orthogonal channels scale, much like it is
for lasers’ power requirements. A 40% reduction in power for the 2MDM-PDM case using
a RR laser and a 37.5% reduction in power for the 2MDM-PDM case using a MDL laser
are derived. By combining different orthogonal domains together to traverse data, power
reduction can be attained.
5.3 Main Takeaways
At the root of adoption of a technology is the capability for its introduction to reduce costs to
the existing system. In this chapter, we illustrate the presence of high power consumption in
an optical system due to the laser source. While MDM can scale the number of orthogonal
modes supported on-chip, it can also be used to maintain bandwidth at much reduced
power by saving on the corresponding laser drive power for WDM operation. We illustrate
this cost-saving benefit by analyzing laser specs for a sample metric, thereby providing
compelling motivation for adopting MM structures in optical network-on-chips, while future
direction in this power analysis could examine the benefits of using MDM versus other forms
of multiplexing in the face of desired types of cost reduction. The systematic analysis shown
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Chapter 6
Optical Network Architecture
In this next part, we examine photonic devices for the purpose of integrating into the modern
data center. Modern data centers utilize optical fibers for long haul (of lengths < backplane
traces, [hdp, 2009]). Anything on a much shorter length is still being quantifiably demon-
strated on a deployable scale [Kachris et al., 2013]. Furthermore, use of optics on an intra-
datacenter scale promises to be an energy-efficient path forward, reducing electrical-optical-
electrical conversions through a closer integration of photonics with electronics. Optical
switches compose an important building block in this realm of datacenter network operation.
We envision and realize the use of a Si Photonic mach-zehnder interferometer-based
switch fabric from a dynamic programmable level for data multicasting and dynamic power
reallocation as well as exhibit across it an application-level switching topology.
6.1 The Optical Switch
At the core of a datacenter is the switch fabric. Development of active optical cables, elec-
trical components, and optical devices occur in parallel. Considerations made in designing
and utilizing optical devices in this fast-changing environment must take into account a
multi-faceted amount of parameters.
On a purely physical level, different photonic switches have been demonstrated. These
include microelectromechanical switching (MEMS) [Han et al., 2014], arrayed waveguide
grating (AWG) switching [Asakura et al., 2015], mach-zehnder interferometers [Yang et al.,
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2010], and ring resonators, electro-optically switching [Soref and Bennett, 1987].
Control of these different types of devices will all require active monitoring. Determi-
nation of how these devices ought to integrate control plane signals is an area that needs
to be examined. Aside from static control, future-looking photonic devices will need to be
managed in a dynamic environment, both in terms of power fluctuations in a data center
[Tang et al., 2009], to minimize downtime of a path, and lowering power consumption of
the devices themselves, to compete in terms of technological adoption costs.
6.1.1 2x2 MZI Switch
The switch element that we focus on in [Chen et al., 2015a] is a MZI. It operates as a device
that couples in light and splits it into two paths. One path has a phase modulator, to alter
its path length relative to the other path. This dynamic arm has a PIN junction that will
induce carrier generation when one side is biased. The movement of charge carriers from
one side to the other generates an electric field, which in turn changes the refractive index
of the material. This action causes the path length to shift on the one arm relative to the
other arm’s path length, resulting in a different amount of power seen at either output ports
of the MZI. When light meets at the output combiner, the power is either constructively or
destructively summed, which outputs as either a 1 or 0, respectively, or some subset if the
interference is incomplete.
In order to characterize the 2x2 element [Chen et al., 2014d], a dither signal is applied
on top of the input electrical bias and the corresponding output is looked at in the optical
channel. The low frequency dither signal doubles in frequency at the inflection points of
the switch. Places where the signal amplitude maximizes serve as the quadrature point of
the switch. Likewise, the phase differs for the different slope locations. Prior instances of
using dithering include for laser cavity initialization or dynamically stabilizing MZIs [Wang
and Kowalcyzk, 2010].
The 4x4 switch is composed of these 2x2 elements. Such a precise characterization of
the 2x2 element allows us to extend the procedure to the higher-order 4x4 stage, where we
no longer have the luxury of seeing the output of each switch output. Rather, the signal
traverses through three stages total before we glimpse the signal. (Future iterations of the
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device could do well to place a photodetector at each stage in the multistage cascade of
MZI elements. The downside to this is the hit on power resulting in a reduced overall
power). Power must be enough in desired switch arms for the dithering characterization to
be performed.
6.1.2 2x2 Switch Layout and Results
Figure 6.1: 2x2 MZI carrier bonded to the socket
In order to lower added resistance from electrical probes and contact pads [Zhu et al.,
2013], the device was packaged using wirebonding at Columbia Nanoscience Institute. In
Fig. 6.1, the device has been epoxied to the top of a Au chip carrier, with the electrical
pins wirebonded to the contacts on top of the device.
We then apply the electrical voltage to the PIN of one arm. In order to locate the
precise phase response at specific bias values, a dithering signal is applied on top of the
phase modulator. Fig. 6.2 shows the optical power output one arm of the device upon
applying the dither signal.
6.1.2.1 Multicasting with the 2x2
The multicasting functionality for variable power distribution to either arms of the 2x2 MZ-
based switch is shown in the Fig. 6.3. The power to either arms are adjusted by varying
the bias placed on the PIN junction of the MZ. Then, these are mapped onto the FPGA
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Figure 6.2: Using dither to find precise switch states. a) Near the inflection point at the
transmission peak the optical modulation doubles in frequency due to the phase reversal. b)
PD output connected to output 1 as MZ is dithered by a 100 mVpp, 1 kHz signal. Detected
modulation doubled to 2 kHz at precisely the peak transmission.
logic to control the switch with ease in configurability. Specifically, the peak inflection point
of the switch is determined, and the percentage p of that value would be equivalent to a
10*log10(p*0.1) offset from this maximal power value.
These scans are the result of launching light from a broadband source (BBS) through a
polarization controller (PC) onto the chip. The MZ can tolerate the power rationing with
relatively uniform operation due to the broadband nature of the device.
6.2 4x4 Switch Element
6.2.1 Initialization
Initialization is required to determine the operating voltage for all switch positions because
each stage of the device starts from an unknown position between cross and bar states.
This random initial state results from variations in fabrication processes and environmental
fluctuations in temperature [Kopp et al., 2011].
We pass a single laser through input 1 of Fig. 6.5b and observe the power level at the
four output ports. If we can set each stage to a guaranteed cross or bar state, the states
through the switch become defined.
First, the final MZI stages of MZ5 and 6 in our topology are set to the cross or bar
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Figure 6.3: Incremental switching shown with basic 2x2 unit where light is injected at Input
1 and power seen at either outputs A and B are varied by biasing the junction. The resulting
spectrum sweep is shown in (a) of Output B and (b) of Output A. The percentage labels
are with respect to the peak power of Output B.
state. Next, we move backward to set MZ3 and 4 in the same manner. Finally, MZI is
tuned to concentrate power into just one output port. Tuning correctness is verified by
injecting light into another input port and seeing if power is switched accordingly.
The 100 mVpp dither is applied to the PIN driving signal. The output optical signal
is then modulated by the MZI structure. The optical modulation changes phase when the
dither signal goes beyond inflection, doubling frequency. Again, at the inflection point, the
cross or bar states occur.
6.2.2 Discussion of Non-Blocking Topology
For support of many transmission routes simultaneously, the traversed paths may need to be
rearranged to become non-blocking [Daly, 2004] [Yang and Masson, 1991]. As a rearrange-
ably non-blocking Beneš topology, this switch can address several paths simultaneously
[Pat, 1998]. The non-blocking characteristic for multicasting depends on how often paths
cross at a MZI element [Yang and Masson, 1991] [Yang, 1998]. Additionally, a greater num-
ber of middle-stage MZIs can provide greater freedom in the paths that the multicasting
route is set to traverse. While the total device area will be larger, a greater number of
multicast routes will be possible under this configuration.
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Figure 6.4: Switch layout and experimental setup. (a) 2x2 topology, single MZI with
4x4 topology having six MZIs configured into three stages, (b) setup for optical spectrum
characterization of variable power allocation to output ports
6.3 Intelligent Power Algorithm for Power Reallocation
With the MZI-based switch thus characterized [Chen et al., 2015b], we utilize it as part of
a dynamically programmable platform.
Data centers are now consistently composed of a range of hundreds to two thousand
nodes. In order to route the data in these networks, optical switching from the packet level
or time domain multiplexing has been examined. Another method would be to utilize flow
switching and overlay the OCS on top of the EPS [Zhu et al., 2015].
Considerations need to be made when using the optical setup. Optical power level
throughout the network is one parameter that needs to be maintained. Depending on the
kind of data being sent, as well as the pathway taken before reaching each node, power
levels will vary among paths.
Improving the dynamicity of the system can help to minimize downtime, which can be
very costly. Studies have shown that as demand scales, downtime cost can escalate to $7,900
per minute [Verge, 2013]. By employing an intelligent power algorithm, we can account for
the dynamic needs of a system.
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Figure 6.5: a) Microscope image of device. Center shows six 2x2 MZI switch stages with
left and right arms. b) Benes switch topology: input/output and stage labeling convention
for device. MZ6 is upper right MZI switch and MZ1 is lower left in a). c - d) Red and blue
curves show normalized power detected at the two output ports of single switch stage as
control voltage is adjusted. Switch normally starts in cross state with no voltage applied.
PIN tuning in c) shows increased carrier induced losses increase at higher tuning voltages.
Multicast operating points are near crossing point of curves.
6.3.1 Control Plane for Demonstration of Power Equalization
Dynamic control of data signals through the Si photonic switch matrix is demonstrated
using the Xilinx Virtex-5 programming interface. Two resource allocation schemes are
presented, where power is varied along each of the supported pathways in the switch fabric.
The schemes are defined as ordinary, where the power at each MZI in the switch fabric is
set to 50:50 for either output ports, and dynamic, where the power at the final destination
of the switch fabric is equalized among clients. These two possibilities are looked at to
examine a static power scheme versus a dynamic one, finding advantages and disadvantages
for each.
CHAPTER 6. OPTICAL NETWORK ARCHITECTURE 69
A control algorithm is described to dynamically reallocate optical transmission power
as loss changes along a given path. Integrating real-time power monitoring and checks for
power reallocation through the control platform algorithm is shown and discussed here as
well, with power reallocation explicitly demonstrated.
Figure 6.6: a) Experimental setup; b) Eye diagrams, and c) corresponding BER measure-
ments of 40 Gb/s error-free dynamic multicasting across the 4x4 optical switch fabric
Previous data center control algorithms did not account for optical path or power budget
variation [Li et al., 2014] [Stabile et al., 2016]. This particular scheme rebalances power
among various pathways during multicast data transmission. Multicast signals exhibit
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the one-to-many traffic pattern prevalent in search engine algorithms and video-streaming
applications [Das, 2012], among other applications.
6.3.2 Experimental Setup
First, data is modulated at 40 Gb/s onto a 1550 nm CW laser source using a LiNbO3
modulator. A pulse pattern generator (PPG) puts out a 215-1 pseudo-random bit sequence
(PRBS), which is amplified, and then serves as modulator input. The light path is amplified
with an erbium-doped fiber amplifier (EDFA) and then passed through a filter tuned to the
operational wavelength in order to remove the amplified spontaneous emission (ASE) noise.
This signal is launched on-chip through a fiber array/grating coupler. A Xilinx Virtex-5
FPGA is used to program the switch fabric to the values previously determined through the
initialization process. The values are passed through digital to analog converters (DACs).
Different multicast operations can be obtained with the control system in place.
We show that we are able to transmit data through the switch via multicasting as
described [Chen et al., 2016c]. Primarily, a node is arbitrarily chosen to multicast from.
The multicast node (M.N.) has its voltage bias varied on the MZI arm. The experimental
diagram and resulting BER tests are shown in Fig. 6.6.
Both ordinary and dynamic switching are examined using this switch fabric. Variable
power allocation is accomplished by programming the fabric to perform 1-to-3 multicast at
a particular biased node. This multicast node (M.N.) is defined as a MZI element whose
bias is varied so that the power exiting its output ports determine the power from the final
two device outputs. The output power ratio is acquired by adjusting the M.N. from 50:50
to 33:66. While the M.N. is chosen in this demonstration without emphasis on the specific
stage being used, use of the first or last stage for the M.N. could result in a greater number
of possible routes [Masson and B. W. Jordan, 1972].
Signals are then recovered by using a PIN-TIA photodetector (PD), which is connected
to a 1:4 demultiplexer and selector followed by the 1:2 divider for bit error rate (BER) tests
(Fig. 6.6c). Eye diagrams are acquired with the digital communication analyzer (DCA)
(Fig. 6.6b). For BER measurements, 10% of the received power is tapped out to the power
meter (PM) to be monitored, while 90% of the received power is going to the bit error rate
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Figure 6.7: Cartoon of MZI switch element embedded in 4x4 topology where multicasting
(pink, dotted line) is performed
tester (BERT).
Then, device characteristics of its switch rate are measured to be on the order of ˜10
ns. The measurement was done by inputting a pulse stream with a digital timing generator
(DTG) clocked at 10 Gb/s and looking at the output on a digital communication analyzer
(DCA) of the same trigger. The noise is likely the result of crosstalk at the crossings of the
switch fabric.
6.3.3 Algorithmic Implementation
The associated control algorithm is shown to provide the capability for dynamically reallo-
cating optical power along a given path. The flowchart for the algorithm is shown in Fig.
6.9. It is implemented using C programming operating the data acquisition (DAQ) kit.
Detailed description of the algorithm is included here.
From the initialization portion of the algorithm, bias voltage values on the M.N. are
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Figure 6.8: Switch latency
mapped to power values corresponding to the current configured switch fabric and saved
in tables to refer to later. Power values of the two channels exiting the switch fabric and
relative power level are constantly being monitored. When there has been a shift in power,
relative power is used to update power values stored in the table.
The pseudo-code and implementation of tools provide a sense of experimental consider-
ations.
The National Instruments (NI) DAQ is used for reading and writing voltage values on-
chip. Task handles are used to continue cycling through data acquisition without running
out of onboard memory. Standard deviation between same sets of voltage values and sub-
sequent power reading acquisitions over time is on the order of 0.0001. The algorithm is
presented in two main portions and implemented over a range of voltage values that result
in relative power variation. Voltage values in the vsweep array range from that needed to
attain the high switch state to the low switch state, where the slope of the output optical
power to voltage bias is noticeable. The switch device bias values ranged from 0.9 V to 1.5
V. The following is pseudo-code of the demonstrated algorithm.
Algorithm Part 1 System Power Initialization
Input: pi and pj ̸=i current power values of path i and j respectively
Persistent Values:
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Figure 6.9: Flowchart implementing algorithm via control plane per the equalization method
described in this section
• Spath(p,v) a table of state for power, voltage pairs when initialized by the user. Equal
sign designates setting a variable to a value.
• vsweep: array of bias voltage values, the range of which are applied on node shared by
path i and j
while initialization state do
for all operational v bias range, designated vsweep do
Si(p = pi ,v = vsweep)
Sj(p = pj ,v = vsweep)
end for
end while
Algorithm Part 2 System Power Equalization Check
Input: pi and pj ̸=i current power values of path i and j respectively
Output: v current bias value of node shared by path i and j
Persistent Values:
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• Spath(p,v) a table of state for power, voltage pairs as initialized by the user. Equal
sign designates setting a variable to a value.
• Look up table (LUT) utility for accessing Spath(p,v) for the power given the bias volt-
age value (LUT(Spath(p, v = vbias)) or the voltage given the power value (LUT(Spath(p
= pvalue, v)). Accuracy of the latter lookup is determined by the selected acceptable
deviation from desired power value.
• vsweep: array of bias voltage values, the range of which are applied on node shared by
path i and j. vbias is value of v currently applied on the M.N.
• Threshold power level for photoreceiver, pth
• To consider one specific case, we take pj as the path that loses power
while equalization state do
if pj != LUT(Sj(p, v = vbias)) then
pchange = LUT(Sj(p, v = vbias)) – pj
for all operational v bias range, designated vsweep do
ptmp = LUT(Sj(p, v = vsweep))




if pi != LUT(Si(p, v = vbias)) then
pchange = LUT(Si(p, v = vbias)) – pi
for all operational v bias range, designated
vsweep do
ptmp= LUT(Si(p, v = vsweep))
Si(p = ptmp + pchange, v = vsweep)
end for
else continue
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end if
if pj < pth then
∆p = pth – pj
LUT( Sj(p ≤ pj +∆p + pdev* & p ≥ pj +∆p, v))
returns vbiasnew
LUT( Si(p, v = vbiasnew)) returns pnew
if pnew > pth then
set v = vbiasnew






Note that pdev ≪ ∆p. Upon first reading of the algorithm, you can assume pdev −→ 0. pdev
serves as a kind of buffer for the algorithm– an appropriately chosen pdev for your specific
system should not be too small in value to be constraining, nor too large in value to be
inaccurate. Specifically, the pdev value will depend on the granularity of your sweep steps
as well as the tolerance of the system.
6.3.4 Demonstration of Dynamic Reconfiguration
The power monitor recognizes when the power level of one path falls below the threshold
value, typically a nominal value referring to the receiver sensitivity level. This is when the
equalization method is triggered, with the goal of having both paths attain the required
performance metric.
The equalization method is applied to check the conditions for varying bias on the M.N.
If the path with lower loss can tolerate reallocating the amount of power the path with
higher loss needs to reach threshold, then the check passes. The new bias, set on the M.N.,
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is determined from the table. Otherwise, the control system will be alerted to handle this
power loss as necessary.
Figure 6.10: Experimental setup for dynamic demo; b) Channel 2 state initially falls below
threshold. It recovers when Channel 1 provides it power in real time.
The switch configuration is set so that MZ3 and MZ4 are in the cross position. MZ6 is
in the through state. Power becomes attenuated on Channel 2, triggering the equalization
method, while Channel 1 stays above threshold level. The common M.N., MZ1, is biased
in the switch fabric by the DAQ output. The top two graphs of Fig. 6.10c show the initial
states, and the bottom 2 graphs show the final states of the channel.
Our implementation occurs on the timescale of the electronic componentry supporting
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this dynamic operation. The cycle within the DAQ is clocked at a rate of 5 MHz. For the
monitoring scheme, techniques with high resolution have been demonstrated at up to 40
GHz [Kim et al., 2008b]. In a working data center, as we will further touch on in the next
section, operation speed will instead be limited by network latency. Network latency can
depend on data center size, the number of routers a signal traverses, with each router adding
additional delay, and the algorithm deciding the network route [Stabile and Williams, 2014].
6.3.5 Simulation Results and Discussion
Computational simulations were performed to evaluate dynamic power reallocation in a
system like the one illustrated in Fig. 6.11a. We examine two Gaussian white noise channels
that each exhibit 40 dB of loss after the signal has traversed through the system. These
channels share a common M.N., which is set in the switch fabric. The M.N. is initially set
so that 50% of total power is allocated to Channel 1 and 50% of total power is allocated
to Channel 2. Given this M.N. configuration, Channel 1 and Channel 2 will have 20 dBm
power entering its respective channels when the total laser source power is set to 40 dBm.
For our simulations, the laser source power indicated is the amount initially allotted to the
individual channels.
The laser source power and photodetector sensitivity are set to specific values for the
simulation to observe how different laser source powers and photodetector sensitivities can
affect margin of power for probabilistic operation of the algorithm. Three different laser
source powers (24 dBm, 22 dBm, and 20 dBm) are simulated over a range of photodetec-
tor sensitivities from -26 dBm to -17 dBm. For each simulation, the laser source power
and photodetector sensitivity are the same for both simulated optical channels. For one
simulation run, Channel 1 power at the receiver is initially received with no induced loss,
indicating that with a 20 dBm laser source, and in a 40 dB-loss system, Channel 1 receiver
will see a constant -20 dBm power level. Fig. 6.11a illustrates how Channel 2 power at the
receiver end varies based on the added loss to its pathway. We observed in the simulation
that added loss can vary up to 9 dB from the specified laser source power.
Since the loss is added to Channel 2 in the simulation through random generation and
is upper bound by 9 dB, there are two possible outcomes of the dynamic power reallocation
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Figure 6.11: (a) Simulated setup with integrated switch fabric. (b) Simulation result of per-
centage of times signal is recovered vs. receiver sensitivity when dynamic power algorithm
is employed. Each point in the graph is garnered from over 1000 simulations.
algorithm. As many simulations are run, we see what tends to occur when the parameter
of power fluctuation is a random variable. We do not discuss the condition where Channel
2 power does not fall below threshold level. Loss added to Channel 2 causes Channel 2
power level to fall below the receiver threshold level. The decision tree depicted in Fig.
6.9 describes the following series of statements. This loss of power will trigger the dynamic
power algorithm to check whether Channel 1 can provide the necessary amount of additional
power for Channel 2 and still attain the receiver threshold level. If yes, Channel 1 will
perform power reallocation, resulting in the recovery of Channel 2. If Channel 1 is not able
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to provide the power differential for Channel 2 power at the receiver to reach the receiver
threshold level, without itself falling below threshold, then this condition will result in an
outage.
This simulation is performed 1000 times for each point on the graph, with the percentage
of times signal recovery occurs calculated over the total number of simulations run, provided
that the dynamic power algorithm is used. Specifically, the value being graphed is the
number of recoveries over the sum of recoveries and outages. The simulation result is shown
in Fig. 6.11b, where each point in a graph can be traced to the y-axis for its probabilistic
value of signal recovery and to the x-axis for the corresponding receiver sensitivity. Three
plots are graphed, one for each simulated laser source power.
The margin of successful power reallocation given that the dynamic power algorithm is
run depends on laser source power and receiver sensitivity. The intersection point of each
graph with the x-axis, which we will call the intersect point, is the difference between the
laser source power and the set loss of the system, 40 dB. From our simulation results, we
can see that the Channel 2 signal is recovered progressively along the direction of decreasing
receiver sensitivity value until it reaches its maximum percentage of recoveries, within 5 dB
of its intersect point. Likewise, the higher the laser source power, the larger this intersect
point value as seen on the x-axis will be. This percentage of recovery is related to the power
consumption that can be reduced with our dynamic power reallocation scheme in place.
6.4 High-Performance Computing through Silicon Photonics
6.4.1 Background
For the HPC testbed, we show the advantages of using a silicon photonic device, specifi-
cally the one described in the above sections, for switching [Wen et al., 2016a]. Previous
demonstrations of switching have primarily utilized MEMS-based switching.
The Dragonfly network is employed [Wen et al., 2016b], a topology where the traffic
is divided into two levels [Kim et al., 2008a]. One level, the lower level, connects local
networks, termed groups. The other level, called the upper level, connects groups through
an all-to-all topology. This kind of topology is favored over multi-dimensional torus or fat
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tree because it is able to provide full connectivity over the entire network [Dally and Towles,
2004]. This full connectivity is performed through adaptive routing that allows the traffic to
go where the traffic is less distributed [Ebrahimi, 2013]. However, even with these dynamics
in mind, traffic sometimes finds itself with increasing amount of latency to the destination
and higher congestion.
With the optical switch placed strategically to link groups in both an intra- and inter-
group manner (Fig. 6.12), the Dragonfly topology is able to be dynamically reconfigured.
This demonstration on the switch platform described in the above section exhibits a 2x
throughput improvement when flexible Dragonfly, named Flexfly, is employed relative to
Dragonfly topology.
Figure 6.12: Cartoon of the switch interconnected with the server racks. The optical paths
are bidirectional, with the addition of circulators.
6.4.2 Demonstration
Network traffic is redirected through the Si photonic device with the switch being biased
to either a bar state or a cross state. Dynamic extinction ratios are maximally 15 dB and
minimally 7 dB in the bar state while in the cross state it ranges from 19 to 24 dB. A higher
speed DAQ than the one previously employed generates the voltages applied to the device.
A C program controls the DAQ and is directly callable by the controller server.
From the 2x2 switch level up, the pathways are connected to 4 groups. Fig. 6.13 shows
the HPC connection.
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The controller server sends reconfiguration commands to the DAQ for switching between
the bar and cross states and to the routers for updating the flow table rules. Flow table
rules indicate to the signal passing through the router which path hop to take next for the
signal to reach its destination. These also include statements that the router follows in
order to forward, drop, or rewrite groups of packets for the purposes of switch testing and
development [Salisbury, ].
The timing for the switch is shown in Fig. 6.14. 820 ns switch time is achievable with
a Msample/s analog output. The link reconfiguration time includes the transceiver’s lock
time (100 milliseconds for commercial small form-factor pluggable (SFP+)).
Figure 6.13: Experimental setup of Flexfly topology
Figure 6.14: Switch latency indicating setup time
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In computing, benchmarks are standardized tests run to see how long a system takes to
set up. The Hpcbench Message Passing Interface (MPI) benchmark [Borrill et al., 2007],
one such standard, was run across the configuration shown in the below figure. The round
trip delay between 8 pairs of servers located in two groups was measured. For the traffic
pattern, each server in the first group (G1) communicated with a corresponding server in
the fourth group (G4). In the cross state, which corresponds to the original Dragonfly
topology, there is one global link between the two groups. Setting the switch in the bar
state grants an additional link to this G1-G4 group pair.
In traffic flows between routers 3 and 4 of G1 and G4 and flows between routers 3 and
4 of the second group (G2) and the third group (G3), throughput showed a 2x increase
for Flexfly over Dragonfly. In the physical implementation, this improvement means that
throughput increased by two times for the bar state over the cross state configuration. The
extra hops that data flows take in the Dragonfly configuration increases the round-trip
time, potentially affecting flow control and lowering bandwidth. Meanwhile, Flexfly routes
all flows over minimal hops leading to fairer bandwidth access for all groups.
Dynamically reconfiguring the system is depicted in Fig. 6.15. The servers are set up
with flow rules that reroute the path for a Flexfly topology.
Figure 6.15: Dynamically reconfiguring the system done at second 15 of the exhibited
graphs, with one extra global link provided between the two groups
Throughput is higher in the Flexfly-adapted configuration (bar state) as two global
links are awarded to each of the above group pairs, marking the first time real perfor-
mance improvements have been shown with a small-radix optical switch, specifically for
reconfigurations needed by a single application.
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6.5 Main Takeaways
In a high-performance computing environment, a large amount of effort has gone into de-
signing systems with the capability to dynamically move data [Lin et al., 2016]. In this
work, we show not only a wholly novel way of dynamically reallocating power, with data
multicast on top, but also the utility of Si Ph switch chips in an HPC environment. A dy-
namically programmable interface is designed to set the switch fabric and control the switch
element biasing scheme to distribute power as desired to its final outputs. The unique power
algorithm is shown to dynamically recover an optical channel across an error-free 4x4 switch
fabric propagating 40 Gb/s data. Furthermore, application-level data is shown to be effec-
tively switched, and throughput doubled, across the same Si Ph platform, when compared
to a static Dragonfly topology across groups of servers.
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Chapter 7
Optical Components for Future
Applications
The design and application of integrated components are described in this chapter. A path
towards sustaining data growth is to accommodate for new spectral regions at wavelengths
around 2 µm [Ackert et al., 2015]. Since Si and III-V materials only absorb up to 1.1
µm wavelength [Nabet, 2015], photodetection beyond this wavelength regime has primarily
been done with the use of InGaAs and Ge PD materials. Recently, it has been found that
by introducing sub-bandgap defects, detection at longer-wavelengths is possible via the Si
medium. Experimental demonstration of photodetection at 1.9 µm is shown in this chapter
with Si+-doped Si photodetectors at 1 Gb/s data operation featuring responsivities of 0.03
AW−1 at 5 V bias.
Beyond direct detection, balanced detection will enhance sensitivities of recovered sig-
nals. Differential detection enhancing stability, enabled through a unique perfect coherence
mechanism, is explored here. Specifically, a coherent perfect absorption Si modulator is
demonstrated, showing an extinction ratio of 24 dB. Coherent perfect absorption is demon-
strated in a Si chip for the first time.
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7.1 Moving into the Long Wavelength Regime
In extending the wavelength regime, we can look at Fig. 7.1 to see available materials and
processing steps to enable photodetection at longer wavelengths [Souhan et al., 2013].
Figure 7.1: Collection of mid-IR materials technology, where Si is referenced from [Geis,
2009][Grote, 2013]
7.1.1 Applications of Long-Wavelength Detection
Light Detection and Ranging (Lidar) applications are commonly used in military surveil-
lance and satellite monitoring of landmarks or weather from the sky [Young and Vaughan,
2009]. This is because long wavelength is better able to penetrate through obscuring struc-
tures or forms. Long wavelength detectors are needed for remote sensing through sub-
optimal atmosphere conditions. Besides these functionalities, photodiodes sensing at longer
wavelengths can push the operational spectrum to include mid-IR for the possibility of
larger aggregate bandwidth support.
Long-wavelength detection provides the distinct advantage of larger bandwidth support
for WDM. However, current state of the art does not support beyond the U-band (1625 nm
-1675 nm). Thulium doped fiber amplifiers (TDFA) operating in this wavelength regime
do exist and are being further developed [Li et al., 2013]. Fibers that can support these
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wavelengths are also being introduced into the market. Therefore, it is not unlikely that
commercial equipment will trend towards supporting this bandwidth regime.
Figure 7.2: Absorption Coefficient of Common Materials over Wavelength Range [Palik,
1985]
7.1.2 Background
Si+ ion implanted waveguide photodetectors are investigated in the following section. These
photodetectors were fabricated at MIT Lincoln Labs by Geis and Spector. At 1.55 µm, Si
photodetectors were found to have comparable IQE (0.8 A/W at 5 V) and absorption
coefficients (20 dB/cm) as compared to Ge detectors [Grote et al., 2013b], utilizing the
Si interstitial cluster defect for operation. The process of ion implantation goes beyond
substitional doping, which is largely used in semiconductor processing. Instead, different
defects occur here as a direct result of the annealing temperature and implanted ions.
Following Fan and Ramdas’ seminal work on deuteron-irradiated Si [Fan and Ramdas,
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1959], where they detected to 1.8 µm, we utilize the Si-divacancy defect caused by dislo-
cation of lattice atoms. Post processing temperatures reach 350oC maximally. The work
presented here is the resulting detector that pushes the detection regime to 1.9 µm.
7.1.3 Photodetector Design and Experimental Setup
Figure 7.3: The center of the structure is intrinsic, and there are p and n doped regions
on either side, forming a lateral p-i-n diode. Damage from the ion implantation makes
the intrinsic region sensitive to light, which when present in the waveguide causes carrier
generation.
The PD devices designed are 2 mm in length, 220 nm tall, and 520 nm wide, as shown
in Fig. 7.3. The rib waveguide structure is ion implanted with 1013 cm−2 Si+ ions. Sub-
bandgap defect states formed via Si+ ion implantation are exploited. The structure is then
annealed to 350oC.
The 2-mm device was measured to have a 3 dB bandwidth at 1 GHz, limiting our data
rate, while the 3 dB bandwidth for the 3-mm device was 0.995 GHz. Higher data rates
can be achieved by increasing the frequency response through better contact pad design
and the use of shorter devices. For receivers often used in telecommunication systems, the
sensitivity metric indicates its suitability for the telecommunications system. The receiver
sensitivity is the minimum optical energy required to attain a specific bit error rate of 10−9,
which is estimated to be 12.4 dBm for the two device lengths of 2 mm and 3 mm examined.
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For this particular measurement, 25 V reverse bias was necessary to push the current gain
high enough to drive the limiting amplifier. It is possible that the photoreceiver was then
operating in the avalanche regime.
Figure 7.4: PD device embedded in the high-speed system
The experimental setup is shown in Fig. 7.4. After measuring the bandwidth, the pulse
pattern generator (PPG) and bit error rate tester (BERT) were clocked at a suitable rate.
Using those equipment, we modulate 231-1 non-return-to-zero (NRZ) pseudo-random bits
sequence (PRBS) onto the light path through the LiNbO3 modulator. The laser is tuned,
and the signal is amplified before it is launched on-chip. On the electrical componentry side,
we bias the PN junction to increase the photocurrent. The resulting signal is captured with
the limiting amplifier to go to the BERT to take further measurements. These resulting
BER measurements are shown in Fig. 7.5a.
7.1.4 Experimental Results
The probability that a single photon landing on the detection region will induce a carrier
that contributes to photocurrent is the quantum efficiency (QE) measurement. When a
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Figure 7.5: a) BER measurement for 2 mm (with the corresponding eye diagram) and 3 mm
PDs operating at 25 V bias and 1 Gb/s and 0.975 Gb/s respectively; b) Device Responsivity
for 2 mm PD at 1.55 µm and 1.9 µm wavelength, with dark current two orders of magnitude
lower in current
device is bombarded by many photons, QE indicates the flux of electron-hole pairs to the
flux of photons. Beyond telling us how many carriers are generated, QE also illuminates
the effectiveness of the conversion rate of photons to carriers.
We measure these devices to have QEs of 0.2 AW−1 at 5 V, exhibiting the absorption
characteristic, as stated, due to interstitial clusters or divacancies effects. Fig. 7.5b plots
the responsivity, which is the electric current with respect to the optical power being placed
on it. It is equal to QE*e/h, with units of A/W, where e is the photocarrier pair and h is
Planck’s constant. It can also be written as a function of incident wavelength and material.
At 1.9 µm, the measured responsivity is 0.03 AW−1 at 5V bias, approximately 5 dB
less than the responsivity at 1.55 µm. Performance can be improved to less than 2.5 dB
difference by optimizing waveguide dimensions specifically for long wavelength operation.
It should be noted that the tapered fiber and coupler of light on-chip were designed for
1.55 µm. Due to this mismatch, an added 3 dB of loss could be present.
7.1.5 Improving Long Wavelength Photodetection and Extending Long
Wavelength Detection Range
Some difficulties related to Si supporting long wavelengths include the difference in modal
confinement factor for longer wavelength compared to C-band support. The power confine-
ment factor is the power in the slab divided by the total power. This value is dependent
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on the slab width as well as the wavelength of operation. Silicon waveguides have a smaller
modal confinement factor for longer-wavelength than shorter wavelength light, leading to
reduced absorption in implanted silicon.
Figure 7.6: Modal confinement of different wavelength light through Si ribbed waveguides
In order to visualize the modal confinement of longer wavelengths in Si rib waveguides,
simulations were performed using the Finite Element Method (FEM). It can be seen that
the difference in modal confinement for 1.55 µm vs. 1.9 µm results in about a 2 dB power
penalty.
In a follow-up to this work [Souhan et al., 2016], the photodiode was annealed with
the Ar+ implantation energy chosen to put both the peak of the defect density and Ar
ions in the waveguide for 2.2 µm operation. Since the vacancies are very mobile at anneal
temperatures from 150oC to 350oC, a fairly even post-anneal distribution of defect and Ar
ions throughout the channel section of the waveguide formed after heating. Responsivity
improved to 21 mA/W from the Si+-implanted photodiode [Souhan et al., 2014]. The
demand for operation in this regime will become more apparent as chemical and biological
sensing applications, some using two photon absorption processes, are realized.
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7.2 Coherent Reception: Performance Improvement
Coherent perfect absorption (CPA) is a recently discovered phenomenon whereby a com-
bination of superposition and critical coupling allows for phase controllable modulation of
absorption in a resonant cavity [Chong et al., 2010]. Utilizing this effect, the on-resonance
absorption can be tuned between 0% and 100% of the input power by modulating the phase
difference between two inputs to the resonator. Since CPA is based on critical-coupling
[Haus, 1984] [Yariv, 2002], perfect absorption can be achieved for any material absorption
coefficient by appropriately designing the input coupling coefficients.
CPA has been proposed for a number of on-chip applications, including a method of
all-optical switching [Mock, 2012] that reduces the need for non-linear effects to modulate
the round trip phase [Gardes et al., 2005] or absorption [Wen et al., 2012], as well as a novel
architecture for differential phase shift keying (DPSK) demodulation.
Phase controllable amplitude modulation through a material’s coupling is shown for the
first time in silicon [Rothenberg et al., 2016]. This mechanism uncouples the relationship
of efficiency of the absorption effect from the Q-factor of the resonator.
7.2.1 Main Terms
Optical coherence is the study of statistically in-phase light. The wave function is dependent
on time and position in a periodic fashion. Coupling of waves to a waveguide can be depicted









For a ring resonator, this can be represented as a2=b2αeiθ , where α=loss (or gain) and





α2 + |t|2 − 2α|t|cosθ
1 + α2|t|2 − 2α|t|cosθ
(7.1)
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at resonance θ=m2π where mϵZ+. When |b1|2=0, then α=t and critical coupling has been
achieved.
This α is what we seek to control then, with respect to t. For a MZI, if the two arms




(α− cos(π ∗ V/2Vπ)2
(1− (π ∗ V/2Vπ)2
(7.3)
Critical coupling is often achieved by controlling ∆ϕ but it can also be done by control-
ling the internal loss parameter α.
Examples of adjusting coupling via the term has been explored as early as in [Yariv,
2002], but it has not yet been shown in a silicon photonic device.
7.2.2 Device Theory
In CPA, a resonator couples steady-state power from an external source at a rate denoted
by γc. Intrinsic loss in the device, represented by γi, can be due to absorption or scattering
loss. When γc=γi, critical coupling occurs. This means that 0% of input power is lost
relative to the normal case when 100% of input power is lost [Chong et al., 2010].
For CPA to occur, the resonator needs to have two input ports. Interference occurs
much like the principle of the MZI. The power can be represented in equation similarly.







4 − γcγi cos(∆ϕ) + ∆ω






where γtot denotes the total loss rate of the cavity, ∆ω = ω − ω0, ω is angular frequency,
and ω0 is the resonant angular frequency [Grote et al., 2013a].
When ∆ϕ=0, a notch filter exists. When ∆ϕ=π, an all-pass filter occurs. On resonance
(∆ω = 0), the transmitted power out of each arm simplifies to [Chong et al., 2010]:










7.2.3 CPA Modulator Device Description
The ring resonator, fabricated at Singapore Institute of Microelectronics, is composed of a
220 nm Si layer with a 2 µm buried SiO2 layer (Fig. 7.7). The waveguide is a rib/ridge
structure, and there are 2 curved regions of the resonator racetrack where Si+ has been
implanted. The intrinsic loss is determined by the material absorption of 100 to 250 dB/cm
through the creation of divacancy lattice defects [Pinnow et al., 1973].
The coupling coefficient κ is controlled by γc, which is a function of edge-to-edge waveg-
uide distance d [Chin and Ho, 1998]. A coupling gap of 320 nm is chosen to match the loss
rate of Si+-implanted Si.
Figure 7.7: a) Device schematic; b) Waveguide cross section with oxide clad coupler region
and air clad Si+-implanted region; c) Top-down SEM image
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7.2.4 On-Chip CPA Demonstration
CPA operation is shown by having an off-chip phase modulator to adjust the phase of the
tunable delay line [Rothenberg et al., 2015]. Initially, calibration is performed to equalize
the path lengths of the arms leading into the phase modulator and the other arm. This
is done by adjusting the variable delay line (VDL) length in the other arm. Then, the
following two experiments are performed.
First, the tunable laser source (TLS) syncs with the optical spectrum analyzer (OSA)
(Fig. 7.8a). The sweep is set to 250 ms/sweep. This allows for little temperature dependent
phase noise to arise in the measurement. The output to the device is put into the OSA.
Relative phase is set to 0 through biasing the phase modulator, and the resulting spectrum
is taken.
Due to the polarization sensitivity of the device, after the signal is launched on-chip,
and the polarization is adjusted with a polarization controller to maximize the resonant
dips, we no longer adjust the polarization prior to the chip. The power is also equalized
leading into the chip.
Modulation depth of the device was captured, and this value is matched with the extinc-
tion ratio taken from the first measurement (Fig. 7.8b). This extinction result is discussed
theoretically in a later section. The output of the CPA modulator is injected into a PD
that is read into a DAQ interface. Sampling is controlled via a LabVIEW program. The
function generator that is placed on the phase modulator is set to a 1 kHz, 9.8 Vpp ramp
function.
The resulting diagram of (Fig. 7.9a) is measured, and the grayed area of the graph
represents eleven consecutive wavelength sweeps. The wiggling characteristic seen is due to
the Fabry-Perot etalon generated by the input and output coupling facets.
Meanwhile, Fig. 7.9b illustrates the phase dependent transmission through the racetrack
resonator. The dots indicate the collected data, and the line is the best fit according to
least-squares.
The extinction ratio (E.R.) is derived from Poutput1,2. It can be represented completely
by the loss ratio. The difference between ∆ϕ=0 and 4π is the extinction ratio, which comes
to about 24.5 dB. This figure denotes perfect absorption.
































Figure 7.8: a) Experimental setup for spectral response; b) Experimental setup for phase
measurement
7.2.5 Discussion on Sampling
The sampling rate is set in the LabVIEW program. The Peripheral Component Interconnect
Express (PCIExpress) allows us to sample on demand, triggered at 1 kHz. This sample rate
is matched with the choice of the ramp speed. Since we set the ramp to occur at 1 kHz, this
sets the samples at 1000 samples/second or 1 sample/1 ms equivalently. The ramp allows
us to sweep through steadily increasing voltage values till we reach Vπ. The timing on the
DAQ determines how quickly data flows from the device to the hardware. How quickly
the data goes from the PC buffer into software processing is determined by the memory
capacity of the computer [daq, ].
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Figure 7.9: a) Power transmission vs. wavelength with ∆ϕ=0; b) Power transmission vs.
phase shift at the resonant wavelength
7.2.6 Device Measurements
From the device measurements, the curves are least squares fit to Poutput1,2 with the Fabry-
Perot effect normalized out. As a result, the parameters are found to be γi/(2π) = 29.4 +
0.5 GHz, γc/(2π) = 16.6 + 0.3 GHz, and λ0 = 1546.12 nm. For acquiring the transmission
versus wavelength of ∆ϕ = π, the fit parameters are also used.
Accordingly, the Q-factor of the resonator at ∆ϕ = 0 was found to be > 3,000, where
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Q = ω0γtot . An absorption coefficient of α =150 dB/cm for the absorbing state (∆ϕ = 0) was
found using a modal group velocity of vg = c/3.8, as determined by FEM modeling. The
measured value of α matches previously measured modal absorption coefficient values for
unannealed ion-implanted silicon waveguides [Souhan et al., 2014]. A range of Q-factors can
be designed for just by adjusting the ratio of R/Ltot to set γi, and modifying the coupler
region such that γc = γi/2.
The extinction ratio of the device is calculated by finding the difference between on-
resonance power with ∆ϕ = 0 and ∆ϕ = π using the above fit parameters. An expression







which results in an extinction ratio of 24.5 using the fitted values of γc and γi.
Improvements that can be made to the device include fine tuning the coupling coefficient
to the point where the loss rates get closer to critical coupling. From the fitted data,
γi = 1.8γc, which indicates that the ring resonator is slightly over-coupled, resulting in a
lower extinction ratio. While the device’s coupling rate can be controlled by varying the
gap distance between the input waveguides and the resonator, the internal loss rate is set
by Si+-implantation, which is subject to fabrication process variation. Achieving perfect
extinction requires the two input modes to be identical. This means that input power, mode
profile, and polarization of the two inputs should be matched perfectly. Due to off-chip
phase modulation, it became necessary to separate the two inputs off-chip. With these two
separate light paths, all three of the parameters mentioned could be varied independently.
On-chip phase modulation, which is being pursued, will be helpful to reducing signal phase
noise, with phase modulation done through free-carrier effect [Reed et al., 2010] or thermo-
optic effect.
7.2.7 Benefits of System
The benefits of balanced detection are two-fold. First, a balanced detection scheme will
reduce relative intensity noise (RIN). These are the random fluctuations in laser intensity.
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i2RIN = RIN ∗ I2D (7.7)
where I2D is dark noise of the photodiode and ∆f is the circuit’s limiting bandwidth [Joshi
et al., 2005]. This leads to improvement in the signal-to-noise-ratio (SNR).
Second, balanced detection will improve the third order spurious free dynamic range
(SFDR3) measurement. This is defined to be the difference between the output noise level
(Nout) and output power point (PoutSFDR3).
Data sent as differential phase shift keying (DPSK) enhances the signal by using bal-
anced detection (Fig. 7.10). DPSK is a means of converting the phase into the 1 or the 0
bit. Below is a diagram depicting the functionality of DPSK reception.
Figure 7.10: DPSK block diagram with a) showing the same amplitude of two signals b)
but the difference in phase, which is what DPSK leverages
DPSK demodulation is usually done via a delay-line interferometer (DLI) [Christen et
al., 2009] or a microring modulator [Xu et al., 2011]. The DLI is constructed for a specific
bit rate; for 40 Gb/s, one path delays the signal by 25 ps. Then, the signals are recovered
at balanced photodetectors simultaneously. If the signals recovered at the 2 PDs are out of
phase, then an edge is detected (by a change in recovered amplitude).
DPSK data transmission has been proposed for WDM passive optical network (PON).
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With lower insertion loss comes lower powers compared to OOK [Garg and Janyani, 2015].
Lastly, since CPA is based on critical coupling, perfect absorption can be achieved for any
material absorption coefficient by appropriately designing the input coupling coefficients,
meaning that the efficiency of this effect is independent of resonator Q-factor, with the idea
similarly explored in [Saeedi et al., 2015].
7.3 Main Takeaways
Novel device exploration for the purpose of expanding detection regime in the case of the
Si photodetector is described in this section. Si ribbed waveguides can be processed in
the same way to garner longer wavelength operation at 2.2 µm wavelength. Increasing
demodulation stability in the case of the CPA modulator is also described in this section.
By employing an automated process for data collection, instabilities in the fibers were
minimized, with future implementations embedding an on-chip phase modulator for greater
signal stability. These waveguide structures explore the possibility of enhancing spectral








The work in this dissertation comprises a set of experiments designed to maximize band-
width on-chip via mode-division multiplexing. Using available orthogonal domains by design
of the multimode waveguide structure and mode multiplexing/demultiplexing region opens
new avenues of attaining higher aggregate data channels. Whether through polarization-
division multiplexing and mode-division multiplexing − a wholly novel combination demon-
strated in this work− or through wavelength-division multiplexing and mode-division multi-
plexing, aggregate bandwidth is sufficiently scaled by leveraging different available physical
domains for increasing bandwidth. In the device design, asymmetric y-junction mux/demux
geometry dictates characteristics of its response. Primarily, with the parameters of waveg-
uide width and angle inducing particular group velocity vectors, crosstalk contribution
of one input arm on its neighboring arms can be minimized by spectrally matching low
crosstalk regimes. We employ a visualization scheme of examining sufficient angles for
a multimode waveguide supporting > 2 modes, in order to scale mode support using a
demonstrated methodology.
In order to have broadband support for the asymmetric y-junction, we seek to have
maximal regions of overlap. Slight offset in angle will shift the periodicity of low crosstalk
regimes in the wavelength domain. A phase shifter can be employed to just one arm to
correct for slight wavelength mismatch post-fabrication.
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The experimental demonstrations presented in this dissertation motivate the capability
of scaling aggregate data through multimode operation. Increasing standard data rate
through the multimode waveguide and scaling the number of supported multiplexing arms
are also implemented for increasing on-chip bandwidth. An entire multimode system is
envisioned with the capability of routing and coupling on- and off- chip.
With our heightened understanding behind device design, we turn to analyzing the core
motivators for introducing multimodal operation. In optical systems employing wavelength-
division multiplexing, analysis is performed to show the clear advantage of replacing WDM
channels with MDM/PDM in order to minimize electrical power consumption.
For current work in silicon photonics, the need to introduce a control plane is imperative
for control of active photonic devices, especially to operate as functional units in any system,
be it datacenter, optical networks, or supercomputers. In each of these cases, transferring
data through optical interconnects is attractive for its high bandwidth capacity, lower power
consumption, and small footprint compared to electrical interconnects. The multistage
switch fabric is demonstrated in this dissertation as a programmable interface that operates
at a rate of equivalent order of magnitude (10s of nanosecond) as the optical switch, with a
way forward for faster control planes. A novel method to dynamically allocate power in a
multi-path system while multicasting data is presented and demonstrated. The possibility
of integrating the Si device with existing subsystems in need of faster response time for
today’s relatively larger workflows in data centers is realized.
The demand for more bandwidth pushes scaling to support currently unused bandwidth
regimes, like longer wavelength. Beyond novel work in detection, more stable signal recovery
is desired, and phase modulation via coherent perfect absorption on-chip is explored. As
explored in this dissertation, photonic technologies can serve as drivers to push current
bandwidth bottleneck to ever higher data bandwidth support on-chip.
8.2 Future Work
The current investigations present a number of extensions for future work. First, in the
design of the multimode waveguide, we can continue to think along the lines of optimizing
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device structure for stable, broadband operation. Some studies that have recently been
conducted include [Riesen and Love, 2013], which examine tuning device parameters for
optimizing specific characteristics, as well as other optimization procedures [Fu et al., 2016].
Recent work in adiabatic coupling has also focused in the nonlinear domain [Mrejen et al.,
2014], which could be further examined for novel implementations of tight-spaced multimode
guides. Moreover, a fine study on how thermal effects vary the operation in the mode
mux/demux region can be extended and/or performed at this level of granularity.
We can continue to examine the power saving analysis motivating MDM operation. As
performance from among a variety of MM-supporting devices tends to stabilize, on-chip
system designs can take into account possible areas of improvement that can arise from
using different MM structures.
Then, from a systems perspective, coupling between the multicore fiber and the multi-
mode waveguide can be practically examined. Multi-tiered multimode waveguides are also
possibilities for system implementation for keeping lateral density to a minimum. These
potential areas of extension from the work presented in this dissertation will leverage scaled
bandwidth with improved MM operation and allows for greater conceptualization of modal
support in waveguide structure design.
Among the topics covered in this dissertation include the integration of a control plane
with a photonic switch fabric. This work has room for continued development, as the control
plane that is demonstrated should have the capability to take into account many parameters.
As device integration with electronic platform matures, many of these complexities will
likewise be modularized, out of necessity in operation. However, as a research question, we
can continue to consider how to account for various physical feedback parameters in the
presence of overlapping dependencies.
The final part of this dissertation examines ion implanting photodetectors to extend
the wavelength absorption regime. By optimizing design of these devices for improving
responsivity and rate, applications like biological and chemical sensing can more effectively
be realized with long-wavelength operation. Then, with the CPA modulator, placement of
the phase shifting component on-chip will allow for enhanced stability in data operation for
future modes of data recovery.
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These areas further the work presented in this dissertation and hold particularly exciting
possibilities for exploration.
8.3 Summary
The main contribution of this dissertation maps out various routes for scaling bandwidth
on-chip through spatial multiplexing. Different forms of spatial multiplexing are experimen-
tally realized, with the inherent challenges behind such implementations analyzed. Device
optimization is performed and analyzed with this gained perspective. By leveraging combi-
nations of untapped orthogonal domains on-chip, we can realize even higher aggregate data
bandwidth with the available spatial channels. We place MDM in context with existing
technologies and show significant power-saving in reducing the number of lasers used for
attaining equivalent bandwidth.
In order to satisfy computing demand, silicon photonics offer an industrially attainable
solution for alleviating the electronic interconnect bandwidth bottleneck. Spatial multiplex-
ing is illustrated as a rich field with the promise of making the impact of bandwidth gain
through adoption of Si Ph technologies even greater. Ultra high capacity on-chip bandwidth
enabled through new device technologies, coupled with system design from both a dynamical
and device perspective, are leveraged for future generations of computing systems.
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