Abstract. This paper studies stabilization problems for linear systems with multiple delays in the input. Two types of delays are considered. The first type of delays is constant delays, which can be arbitrarily large, while the second type is time-varying with an arbitrarily large bound. With the first type of delays, under the condition that the open loop system is absolutely controllable with all its eigenvalues on the imaginary axis, (globally) stabilizing state and output feedback laws are constructed based on the solution to a family of parametric Riccati equations, which can be obtained explicitly through the solution of a parametric linear matrix equation. With the second type of delays, under the condition that the open-loop system is absolutely controllable with all its eigenvalues on the imaginary axis being zero, (global) state and output feedback laws are explicitly constructed based on the solution to a similar family of parametric Riccati equations. When the input is also subject to magnitude saturation, it is shown that semiglobal stabilization, instead of global stabilization, can still be achieved. Numerical examples illustrate the effectiveness of the proposed approach.
literature. Finally, in this paper we also give some discussion on the tightness of the assumptions imposed on the considered systems and yield the conclusion that these assumptions are generally nonconservative. Two numerical examples are used to validate the effectiveness of the proposed approaches.
The remainder of this paper is organized as follows. Section 2 considers stabilization and semiglobal stabilization of linear systems with constant delays in the inputs while section 3 considers stabilization and semiglobal stabilization of linear systems with time-varying delays in the inputs. Both state feedback and output feedback are considered in these sections. Numerical examples are given in section 4 to show the effectiveness of our results and section 5 concludes this paper. Some necessary technical lemmas and a proof of another technical lemma are given in the appendix.
Notation. The notation used in this paper is fairly standard. We use A T , tr (A), and rank (A) to denote the transpose, the trace, and the rank of matrix A, respectively. For a square matrix P , P > 0 means that P is positive definite. Let p and q be two integers such that p ≤ q. Then {p, q} represents the set {p, p + 1, . . . , q} . For a positive scalar τ, let C n,τ = C ([−τ, 0] , R n ) denote the Banach space of continuous vector-valued functions mapping the interval [−τ, 0] into R n with the topology of uniform convergence, and x t = x (t + θ) ∀θ ∈ [−τ, 0] . Finally, for φ ∈ C n,τ , denote φ c = max θ∈ [−τ,0] { φ (θ) } .
Linear systems with multiple constant delays.
We will consider global stabilization by state feedback in the absence of actuator saturation in section 2.1 and semiglobal stabilization by state feedback in the presence of actuator saturation in section 2.2. The output feedback counterparts of sections 2.1 and 2.2 are given in section 2.3. The tightness of the conditions involved in the solution of the above problems is discussed in section 2.4.
Global stabilization by state feedback.
Consider the following linear system with multiple delays in its input: B i u (t − τ i ) , t ≥ 0, x 0 = ψ ∈ C n,τ , τ = max i∈{0,q} {τ i } , where A ∈ R n×n is a known matrix, B i ∈ R n×m , i ∈ {0, q} , are given constant nonzero matrices, and τ i , i ∈ {0, q} , are constant scalars satisfying (2.2) 0 ≤ τ 0 < τ 1 < · · · < τ q < ∞.
In this subsection, we are interested in global asymptotic stabilization of such a class of time-delay systems. Before deriving solutions to this stabilization problem, it is necessary to assume some controllability conditions on the system. However, unlike an ordinary linear system without delay, many notions of controllability have been defined for a time-delay system (see [29] for a review). In this paper, we will adopt the notion of absolute controllability for system (2.1). Definition 2.1 (see [28, 29] ). The time-delay system (2.1) is said to be absolutely controllable if, for any initial condition {x 0 , u (t) t∈ [−τq,0] }, there is a time t 1 > 0 and a bounded control law u (t) such that x (t 1 ) = 0 with u (t) = 0 ∀t ∈ [t 1 − τ q , t 1 ].
An elegant criterion for checking absolute controllability of time-delay systems has been established. [28, 29] In this subsection, we will consider the stabilization problem for system (2.1) by state feedback under a weaker condition-that (A, B) is stabilizable. Moreover, we assume that all the eigenvalues of A are on the closed left-half s-plane.
Lemma 2.2 (see
Since all the eigenvalues of A are on the closed left-half s-plane, there exists a nonsingular matrix T such that system (2.1) is transformed into the following system: (2.5)
where ξ T (t) , ζ T (t) T = T x (t) and As a result, the stabilizability of (A , B ) then implies the controllability of (A o , B o ). Based on the above development, we can impose, without loss of generality, the following assumption on system (2.1).
Assumption 1. The time-delay system (2.1) is absolutely controllable (namely, the matrix pair (A, B) ∈ (R n×n , R n×m ) is controllable) and all the eigenvalues of A are located on the imaginary axis.
For a special case that q = 0, we have the following fact regarding Assumption 1. Fact 1. If q = 0, namely, system (2.1) becomes 
which completes the proof. Note that system (2.6) is the one that has been considered in [20] by assuming that (A, B 0 ) is controllable, which thus turns out to be a special case of the system considered in this paper.
Let P (γ) be the unique positive definite solution to the following parametric ARE:
Clearly, as B is dependent on the delays τ i , i ∈ {0, q} , we conclude that P (γ) is also dependent on τ i , i ∈ {0, q} . Regarding properties of the solutions to the parametric ARE (2.7), we have the following result whose proof can be found in [45] and [46] . 
Moreover, lim γ→0 + P (γ) = 0,
At ≤ e ωγt P (γ) , (2.11) where t ≥ 0 and ω ≥ n − 1.
Hereafter, if not specified, we will suppress the independent variable γ for simplicity. For example, P (γ) will be written as P. Then we can present the following result regarding (global) asymptotic stabilization of system (2.1) by using state feedback. 
asymptotically stabilizes system (2.1).
Proof. The closed-loop system comprising of (2.1) and (2.12) can be written as
Let π (t) ∈ R n be defined by (2.14)
It follows thaṫ
Then by using (2.13), (2.14), and (2.16), we havė
Let V 1 (π (t)) be defined by
Then, in view of the parametric ARE (2.7) and inequality (2.10), the time derivative of V 1 (π (t)) along the trajectory of system (2.17) can be evaluated aṡ
On the other hand, by using (2.14) again, we get
Therefore, the inequality in (2.18) simplifies tȯ
Clearly, with η (t) defined by (2.15) and by using Corollary A.5 in the appendix, the following inequality is true:
By using the Jensen inequality given in Lemma A.2 in the appendix and Lemma 2.3, the inequality in (2.20) can be further rewritten as
where ω = n − 1. Inserting (2.21) into (2.19) gives
Now choose V 2i (x t ) , i ∈ {0, q} , as follows:
Then it is easy to verify that
Let the Lyapunov functional V (t, x t ) be defined as
Then by using (2.22) and (2.25), the time derivative of V (t, x t ) along the trajectories of the closed-loop system (2.13) can be evaluated aṡ
Let γ * > 0 be chosen such that
Such a γ * exists as lim γ→0 + P (γ) = 0 and τ i , i ∈ {0, q} , are bounded. Then it follows from (2.27) that
However, we cannot use the above inequality to conclude that the closed-loop system (2.13) is asymptotically stable by using the Lyapunov stability theorem because the Lyapunov functional V (t, x t ) defined in (2.26) is not strictly positive definite and belongs to a class of degenerated Lyapunov functionals [10] . In what follows, we will show the asymptotic stability by using Barbȃlat's lemma (Lemma A.3 in the appendix).
Choose a function W (t, x t ) as
whose derivative, by using (2.28), satisfieṡ
Therefore, we can get
from which we know that lim t→∞ F (t) , where
exists and is finite. Thus x T (t) P x (t) is bounded for all t ≥ 0. Moreover, we have
which is bounded as x (t) is bounded. Therefore,Ḟ (t) is uniformly continuous and we conclude from Barbȃlat's lemma (Lemma A.3 in the appendix) that
namely, lim t→∞ x (t) = 0. The proof is completed. We can immediately obtain the following corollary, which is one of the main results in [46] . 
stabilizes system (2.6) globally, where P 0 (γ) is the unique positive definite solution to the parametric ARE (2.29)
Unlike the matrix P , which solves the parametric ARE (2.7) and is dependent on both the parameter γ and the delays τ i , the matrix P 0 that solves (2.29) is only a function of γ.
We end this subsection with the following remark. Remark 1. Corollary 2.5 implies that Theorem 2.4 generalizes the result in [46] to the multiple input delay case. We should point out that such generalization is rather nontrivial as we cannot construct a quadratic Lyapunov function for the closed-loop system with multiple input delays considered in this paper while a quadratic Lyapunov function is available for the closed-loop system with single input delay studied in [46] . As a result, we have to search for other Lyapunov-Krasovskii functionals, and finally, only a degenerated Lyapunov-Krasovskii functional is found as in the form of (2.26). This difference not only makes the proof of Theorem 2.4 more complicated, but also makes the semiglobal result presented in the next subsection rather involved. In fact, we will need to develop a totally different approach to deriving the semiglobal stabilization results.
2.2.
Semiglobal stabilization by saturating state feedback. In this subsection, we consider system (2.1) subject to actuator saturation as follows:
where A and B i , τ i , i ∈ {0, q} , are the same as in (2.1), Ω is bounded, and sat ρi (·) , i ∈ {0, q} , are the standard vector-valued saturation functions defined as Proof. We first consider the closed-loop system without input saturation. By using (2.14) and (2.12), we can write
from which it follows that
where μ i is defined in (2.23) and we have used Lemma A.4, (2.10), and (2.21). Choose a nonnegative function as
where V 2i (x t ) , i ∈ {0, q} are defined in (2.24). Then in view of (2.19), (2.21), and (2.25), we can computė
Clearly, there exists a sufficiently small γ * > 0 such that
Therefore, we get from (2.34
, and it follows from (2.33) that
On the other hand, it follows from (2.26) and (2.21) that
As Ω is bounded, the above inequality clearly implies that lim γ→0 + 2nγW (x 0 ) = 0 ∀x 0 ∈ Ω, and from this and (2.35) we get lim γ→0 + u T (t) u (t) = 0 ∀t ≥ 0, which implies that there exists a γ *
namely, the input saturation can be avoided for all control signals u (t) , t ≥ 0. We next consider the control signals u (t) with t ∈ [−τ q , 0] . In this case, it follows from (2.12) that
Again, as Ω is bounded, there exists a γ *
which, together with (2.36), completes the proof. Remark 2. For system (2.1) with only a single constant input delay, the finitegain stabilization problem has recently been studied in [41] and [43] by using linear state feedback and by assuming that the matrix A is neutrally stable, and the global stabilization problem has been studied in [42] and [43] by using nested nonlinear state feedback and by assuming that all the poles of A are located on the closed left-half plane. It would be interesting to extend these results to system (2.1) with multiple constant delays in the input. This extension, however, appears to be highly nontrivial. We have been unable to find a strict Lyapunov functional even for the semiglobal stabilization problem.
Global and semiglobal stabilization by output feedback.
Consider system (2.1) with an output (2.38)
where x ∈ R n , u ∈ R m , and y ∈ R p are, respectively, the state, input, and output vectors, and τ i , i ∈ {0, q} , are constant scalars satisfying (2.2). Let B be defined as (2.3). We assume that (A, B) is stabilizable and all the eigenvalues of A are located on the closed-left half s-plane. In our output feedback case, we will further require that (A, C) be detectable. However, in our output feedback case, it is no longer without loss of generality to assume that all the eigenvalues of A are on the imaginary axis because the state generated by the stable subsystem of (2.38) (see (2.5)) appears in the output. So, to be more specific, and without loss of generality, we present the following assumption.
Assumption 2. The matrices A, B i , i ∈ {0, q} , and C are in the form of 
. Then the closed-loop system consisting of (2.38) and (2.41) becomes (2.43)
where
Clearly, as A s is asymptotically stable, we need only consider the stability of the x o subsystem in (2.43), namely,
To show this, without loss of generality, we assume that τ 0 > 0. Otherwise, we can replace
Because A − LC is asymptotically stable and ψ, ψ ∈ C n,τq , we know that h (t) is bounded for all t ≥ 0, namely,
from which we have
which is bounded as ψ ∈ C n,τq . Similarly, for t ∈ [τ 0 , τ 1 ] , we get from (2.44) that
Repeating the above process proves the desired claim. Therefore, we need only prove the stability of system (2.44) with initial time t = τ q . It follows from the second equation in (2.44) that
with which h (t) can be simplified as
As in the state feedback case, we let
by which the first equation in (2.44) can be written as
Then with the help of (2.42), the time derivative of V o1 (π o (t)) along the trajectory of system (2.49) can be evaluated aṡ
Therefore, inequality (2.50) can be continued aṡ
Similar to the derivation of (2.21), we have
We next choose
whose derivative is given by
Let R > 0 solve the Lyapunov matrix equation
with which the time derivative of V o3 (e (t)) = e T (t) Re (t) along the trajectories of system (2.44) is given by (2.56)V o3 (e (t)) = −e T (t) e (t) .
Let the total Lyapunov functional V o (t, x ot , e (t)) be defined as
Now in view of (2.47) and Corollary A.5 in the appendix, we get
from which it follows that there exists a γ *
As a result, we deduce from (2.46), (2.53), (2.55), (2.56), and (2.58) thaṫ
Such a γ * exists as lim γ→0 + P o = 0 and τ i , i ∈ {0, q} , are bounded. Then it follows from (2.59) that
The remainder of the proof is similar to the proof of Theorem 2.4 and is omitted for brevity.
If the input of system (2.38) is also subject to saturation, namely, (2.61)
where A, B i , i ∈ {0, q} , and C are specified in (2.39)-(2.40), Ω is bounded, and 
where e (t) = x (t) − x (t) satisfies the second equation in (2.43). It follows that
Clearly, there exists a γ * ∈ (0, γ * ], where γ * is determined in Theorem 2.7, such that
from which, and by using (2.48) and (2.52), we get
where μ i is defined in (2.54). Let
Then by using (2.59), we can verify thaṫ
Clearly, there exists a γ *
As a result, it follows from (2.60) that 
Therefore, we need only consider the control signals u (t) with t ∈ [0, τ q ] . It follows from (2.62) and the second equation in (2.43) that 
The proof is completed by combining (2.63)-(2.65).
2.4.
A discussion on the assumption. In this subsection, we give a brief discussion on the tightness of the assumption that all the eigenvalues of A are located on the closed left-half s-plane. Take system (2.1) for example. Let u (t) = Kx (t) be a state feedback. Then the closed-loop system becomes (2.66)
We will consider two cases. The first case is τ 0 = 0. In this case, we have the following necessary condition for the asymptotic stability of the above system.
Lemma 2.9 (see [4]). The time-delay linear system (2.66) is stable independent of τ i , i ∈ {0, q} , only if A is asymptotically stable.
On the other hand, if A contains unstable eigenvalues, even for the simplest case of q = 0, system (2.66) is asymptotically stable only if τ 0 is sufficiently small and the matrix K satisfies some conditions [27] . Namely, system (2.1) cannot be asymptotically stabilized for arbitrarily large bounded delays by state feedback of the form u (t) = Kx (t). However, our result in Theorem 2.4 shows that eigenvalues of A being nonpositive alone are sufficient for achieving stabilization for arbitrarily large bounded delays. Therefore we can conclude that our assumption on A is tight in this case.
The second case is τ 0 = 0 and q ≥ 1 (since q = 0 is trivial). In this case, the closed-loop system (2.66) can be rewritten as (2.67)
According to Lemma 2.9, to ensure the stability of system (2.67) independent of the delay, it is required that A + B 0 K be asymptotically stable, which is equivalent to the stabilizability of the matrix pair (A, B 0 ) . However, such a requirement is not necessary in this paper. Indeed, the controllability of (A, B) does not imply the stabilizability of (A, B 0 ) . This fact can be observed in the example given in section 4. From this point of view, our result in Theorem 2.4 provides a nontrivial mechanism for stabilizing the system, and the assumption on A is tight.
But there is little difference in the case that (A, B 0 ) is stabilizable. For simplicity, we assume that q = 1 and consider a scalar system, namely, n = m = 1. Moreover, without loss of generality, we assume that B 0 = 1. That is, system (2.67) becomes
We introduce the following result. Lemma 2.10 (see [16] ). Consider a scalar linear time-delay system where p, q, and τ are constant scalars. Then the upper boundary of the region of stability of (2.69) is given parametrically by the equation
which is the open region l 1 -O-P 1 -P 2 -c in Figure 1 . Based on the above lemma, we have the following result. 
which is a line through the point (−A, 0) and has a slope B 1 . See Figure 1 for an illustration. Since A > 0, we can see in Figure 1 that there exists a K such that (2.68) is asymptotically stable for arbitrary bounded delay τ 1 if and only if the slope of the line (2.70) is less than 1, namely, |B 1 | < 1, which ends the proof. Proposition 2.11 indicates that the assumption that all the eigenvalues of A are located on the closed left-half plane is not necessary if (A, B 0 ) is controllable and some conditions are imposed on the matrices B i , i ∈ {1, q}. However, it is extremely difficult to search for such conditions imposed on the matrices B i , i ∈ {1, q} , such that a stabilizing feedback gain exists for an arbitrarily large bounded delay, except for the simplest scalar case given in Proposition 2.11. Moreover, if A contains exponentially unstable eigenvalues, it is impossible to achieve semiglobal stabilization when the inputs are subject to saturations, even in the absence of input delays (namely, q = 0).
In a word, if τ 0 > 0 or (A, B 0 ) is not controllable with τ 0 = 0, the assumption that all the eigenvalues of A are located on the closed left-half s-plane is tight. If τ 0 = 0 and (A, B 0 ) is controllable, such an assumption seems restrictive. Nevertheless, in the latter case, it is generally very difficult to find conditions on the matrices B i , i ∈ {1, q} , such that a stabilizing feedback exists for an arbitrarily large bounded delay, which is an interesting research project for the future.
Linear systems with multiple time-varying delays.
In this section, we present the state feedback results in section 3.1 and the output feedback results in section 3.2.
Stabilization by state feedback.
Consider the following linear system with multiple input delays:
Moreover, the functions τ i (t) , i ∈ {0, q} , and the constants τ i , i ∈ {0, q} , are not necessarily exactly known. Clearly, it is possible that τ i (t) ≡ 0, i ∈ {0, q} , for some t. In this case, the system in (3.1) becomeṡ
As a result, it is necessary to assume that (A, B) is stabilizable. But, to make sure that system (3.1) can be stabilized by state feedback, we will require that all the eigenvalues of A are located on the closed left-half plane and that those on the imaginary axis are zero. For a reason similar to the one given in Lemma 2.2, we can assume further, without loss of generality, that the following assumption holds. Assumption 3. The matrix pair (A, B) ∈ (R n×n , R n×m ) is controllable and all the eigenvalues of A are zero.
Note that P (γ) is independent of the delay. Also, as the ARE (3.3) is in the form of (2.7), some properties of P (γ) have been given in Lemma 2.3. But the following more intricate property is required. The proof of this property is given in the appendix. 
We can then establish the following result. Theorem 3.2. Consider the linear system (3.1) with multiple input delays. Assume that the matrix pair (A, B) satisfies Assumption 3. Then there exists a γ * > 0 such that the linear state feedback law
(globally) asymptotically stabilizes system (3.1), where P (γ) is the unique positive definite solution to the parametric ARE (3.3).
Proof. With the feedback law (3.5), the closed-loop system is given by
Similar to the proof of Theorem 2.7, we can show that x (t) is bounded for all
is the solution to system (3.6). Denote
Then the solution to the time-delay system (3.6) for t ≥ 0 with initial condition φ (θ) ∀θ ∈ [−τ q , 0] coincides with the solution to the following system (pp. 132 in [16] ):
Therefore, we need only consider the stability of system (3.9). Rewrite (3.9) aṡ
where η (t) is given by
Then by using the parametric ARE (3.3) and Lemma A.4 in the appendix, the time derivative of V (x (t)) along the trajectories of system (3.10) is given bẏ
By Corollary A.5, we have
Now, for any j ∈ {0, q}, taking the integral on both sides of (3.9) from t − τ j (t) to t, we have
from which we obtain
With the help of the Jensen inequality (Lemma A.2 in the appendix) and Lemma 3.1, we deduce from (3.14) that
Ax (s) ds
On the other hand, by using Lemma A.2 and Corollary A.5 again and in view of (3.15), we obtain
from which the inequality in (3.13) can be continued as follows:
Let > 1 be a prescribed scalar and assume that
Then it follows from (3.18) that
whose substitution into (3.12) gives
As lim γ→0 + P = 0, there exists a γ * > 0 such that
As a result, it follows from (3.19) and (3.20) thaṫ
The proof is completed in view of the Razumikhin stability theorem (Theorem A.1 in the appendix). If system (3.1) is also subject to input saturation, namely,
where A, B i , and τ i (t) , i ∈ {0, q} , are defined as in (3.1), Ω is bounded, and ρ i , i ∈ {0, q} , are defined as (2.31)-(2.32), then its semiglobal stabilization can also be achieved. Theorem 3.3. Consider system (3.21), which contains multiple time-varying delays and saturation in its input. Let Assumption 3 hold. Then the family of linear state feedback (3.5) semiglobally stabilizes system (3.21) at the origin, i.e., for any a priori given bounded set Ω ⊂ C n,τq , there exists a γ * > 0 such that, for any γ ∈ (0, γ * ] , the closed-loop system is asymptotically stable at the origin with Ω contained in the domain of attraction.
Proof. The proof is a combination of the proof of Theorem 4 in [47] and the proof of Theorem 3.2 in this paper. Details are omitted for brevity.
Stabilization by output feedback.
Let the linear system (3.1) admit an output:
where x ∈ R n , u ∈ R m , and y ∈ R p are, respectively, the state, input, and output vectors, and τ i (t) , i ∈ {0, q} , are the same as in (3.1). Let the following assumption hold.
Assumption 4. The matrices A, B i , i ∈ {0, q} , and C admit the following form: 
. Then the closed-loop system consisting of (3.22) and (3.25) can be written as
Similar to the proof of Theorem 2.7, we need only consider the stability of system (3.27) 
For the same reason given in the proof of Theorem 2.7, we will prove the stability of system (3.27) with t ≥ τ q (the initial state φ τ q ∈ C n+no,2τ q for system (3.27) can be defined similarly to (3.7)-(3.8)) .
Let the Lyapunov function V o (x o (t) , e (t)) be defined as
where R > 0 solves
Then, in view of the ARE (3.26), the time derivative of V o (x o (t) , e (t)) along the trajectories of system (3.27) satisfieṡ
Similar to the derivation of inequality (3.16), for any j ∈ {0, q} , we can obtain (3.30) where
is defined in the form of (3.15) by replacing B i , B, P, and x (t) with B oi , B o , P o , and x o (t) , respectively. Let
where ϕ > 1 is an arbitrary scalar. Then, for any s ∈ [−2τ q , 0] , we have
Hence, for any j ∈ {0, q} , it follows from the inequality in (3.17) that
Now by using (3.28) and Corollary A.5, we get
Then under condition (3.31), for any j ∈ {0, q} , we deduce from (3.33) that 
Hence by using the inequality in (3.13), we deduce from the previous inequality that
On the other hand, according to (3.33) and the second equation in (3.27), we have
Inserting the above inequality into (3.29) produceṡ
Such a γ * 2 exists as τ i (t) , i ∈ {0, q}, are bounded and lim γ→0 + P o = 0. Then with (3.35) and (3.37), the inequality in (3.36) can be continued aṡ
Then we conclude from (3.38) thaṫ
The stability is guaranteed by the Razumikhin stability theorem (Theorem A.1 in the appendix). Remark 3. Similar to the discussion given in section 2.4, we can also examine the tightness of the assumption of all the eigenvalues of A being zero. Similar conclusions can be drawn on systems (3.1), (3.21) , and (3.22) . But the situation is more complicated in this case because the delays are time-varying.
Remark 4. The semiglobal stabilization via output feedback problem for system (3.22) in the presence of input saturation can also be stated and established in a manner similar to that of the state feedback case. The details are omitted for brevity.
Numerical examples.
In this section, we use two examples to illustrate the results of this paper. To save space, we will consider only the state feedback case.
Example 1. Consider a linear system with multiple constant time delays in the input taking the following form:
where τ > 0 is a constant scalar and
Note that A has repeated poles at ±j. For an arbitrary τ, we have 
It follows that bounded delays provided a parameter, namely, γ, is sufficiently small. The second type of delays are delays that are time-varying. In this case, under the conditions that all the eigenvalues of the open-loop system matrix are on the closed left-half splane and those on the imaginary axis are zero and the controllability of some matrix pair, a delay dependent controller of both state feedback and output feedback types is proposed to solve the stabilization and semiglobal stabilization problems. Again, the stability of the resulting closed-loop system is guaranteed provided the timevarying delays are bounded by arbitrarily large bounded scalar, and the parameter γ is sufficiently small. Our results generalize our early results on this topic. The generalizations are highly nontrivial because not only are the systems considered in this paper much more complicated, but also alternative approaches are required to prove the results. Two numerical examples are worked out to illustrate the effectiveness of the proposed results.
Appendix.
A.1. Some technical results. The first result is the following well-known Razumikhin stability theorem.
Theorem A.1 (see [16] and [20] ). Consider the functional differential equation The second technical lemma is the following so-called Jensen inequality. Lemma A.2 (see [14] 
The following result is the well-known Barbȃlat lemma [1] . Lemma A.3. Let t −→ F (t) be a differentiable function with a finite limit as t → ∞. IfḞ (t) is uniformly continuous (orF (t) is bounded), then lim t→∞Ḟ (t) = 0.
Finally, we recall the following simple result. Lemma A. 4 . Let x, y ∈ R n be two arbitrary vectors, and let P ∈ R n×n be a positive definite matrix. Then
The following corollary is immediate. Corollary A.5. Let x i ∈ R n , i ∈ {1, q} , be a series of vectors, and let P ∈ R n×n be a positive definite matrix. Then
The above result is also known as the discrete-time version of the Jensen inequality [15] .
A.2. Proof of Lemma 3.1. Clearly, we need only prove (3.4) . Rewrite the ARE in (2.7) as
A
T P = P BB T P − γP − P A, from which we have
For any r > 0, it follows from Lemma A. 4 Recall that we have proven in [47] (see the inequality below (16) ) that
