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ABSTRACT OF DISSERTATION
MAGNETIC FIELD NON-UNIFORMITY CHALLENGES IN NEUTRON
ELECTRIC DIPOLE MOMENT EXPERIMENTS
A new neutron Electric Dipole Moment (nEDM) experiment will be performed at
the Fundamental Neutron Physics Beamline at the Spallation Neutron Source (SNS)
of the Oak Ridge National Laboratory (ORNL). The underlying theme of this ex-
periment (first conceived by Golub and Lamoreaux in 1994 [1]) is the search for
new physics beyond the Standard Model of particle physics. The experiment has
the potential to reveal new sources of time reversal (T) and charge conservation and
parity (CP) violation. The discovery of a non-zero nEDM would be of revolutionary
importance to physics. This provides evidence for new-beyond-the-Standard-Model
physics, which required for a resolution to the unresolved puzzle of why the universe
is dominated by matter, as opposed to anti-matter.
The basic principle upon which experimental searches for a neutron EDM em-
ploying stored ultracold neutrons (UCN) are based concerns measurements of the
neutrons’ Larmor spin precession frequencies ν± in parallel (+) and anti-parallel (−)
magnetic ( ~B) and electric ( ~E) fields. A value for, or a limit on, the neutron EDM is
then deduced from a comparison of the measured values of ν+ and ν−.
However, the experiment bound is limited by different systematic effects such as
magnetic-field. A central problem to all neutron EDM experiments concerns the
challenge of real-time determination of the magnetic field vector components present
within some interior region of the experimental apparatus (UCN container) over which
it is impossible to directly measure the field components during the operation of the
experiment. This is essential for the optimization of several experimental parameters
directly related to the statistical sensitivity, and for monitoring various systematic
errors.
A first demonstration of a new magnetic field monitoring system for a neutron
electric dipole moment experiment is presented. The system is designed to reconstruct
the vector components of the magnetic field in the interior measurement region solely
from exterior measurements. The results highlight the potential for the implementa-
tion of such a system in this upcoming neutron electric dipole moment experiment to
be carried out at the Spallation Neutron Source at Oak Ridge National Laboratory.
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Chapter 1
Introduction
The objective of nuclear and particle physics is to understand the basic structure and
laws in nature, as applicable all the way from the largest dimension in the universe
(e.g. galaxies and stars) down to the smallest dimension (e.g. subatomic). Histor-
ically, we knew about all of the different elements in nature, like helium, nitrogen,
oxygen etc., which all are made of different atoms. The great simplification was made
when we realized all the atoms are just made of three particles; the protons, the neu-
trons, and the electrons, and just by recombination of these particles the different
elements are made. In principle we can build up a very simple universe which was
just made of protons, neutrons, and electrons. But it became much more compli-
cated when physicists found new particles from cosmic rays. Physicists called this
new particles, like pi meson1, Σ and ∆ baryon2, and so on, and started to organize
these particles according to properties that they have. Properties like spin, electrical
charge (positive, negative or neutral), mass, and the lifetime3 of the particles. To
1Mesons are hadronic subatomic particle composed of one quark and one antiquark, qq¯, bound
together by the strong interaction.
2Baryons are hadronic subatomic particles composed of three quarks qqq, bound together by the
strong interaction.
3The period of time (τ) - governed by exp(−t/τ) - which takes the particle to decay to lighter
particles. Of course, not all particles, such as the proton and electron, decay.
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organize the picture, new fundamental particles called quarks are predicted about
1960, in which new particles can be described by the combinations of these quarks.
This was the birth of the Standard Model.
The Standard Model is a kind of periodic table of the elements for particle physics.
However, in this table instead of listing the chemical elements, the fundamental par-
ticles that make up the atoms are listed.
1.1 Standard Model
The Standard Model of particle physics is a theory concerning the electromagnetic
(E&M), weak, and strong nuclear interactions which mediate the dynamics of the
known subatomic particles. It shows that all matter is made out of three kinds of
elementary particles: quarks, leptons, and mediator. Standard Model was developed
throughout the early and middle 20th century, the current formulation was followed
in the mid 1970s upon experimental confirmation of the existence of quarks (deep
inelastic scattering showed that the proton contained much smaller, point-like objects
and was therefore not an elementary particle). Since then, discoveries of the bottom
quark (1977), the top quark (1995) have given credence to the Standard Model. In
addition to these there is another set of fundamental building blocks of matter what so
called the leptons. They have composed of the electron, its heavier cousins the muon
and tau, and their flavors1 neutrinos, so called; electron neutrino, muon neutrino,
and tau neutrino.
In addition to the fundamental building blocks of matter, the Standard Model
also incorporates strong, weak, and E&M, but not gravity. The “complete” Standard
Model was not, really, per se, verified until the discovery of the W± and Z bosons in
the 1980’s at CERN [2]. The W± and Z bosons (spin-one particle) are the exchange
1The Standard Model counts six flavors of quarks and six flavors of leptons. We note that, from
a different perspective the Standard Model is a “non-abelian” gauge theory and has a total of twelve
gauge bosons: the photon (γ), three weak bosons (W± and Z) and eight gluon colors.
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particles of the weak force. The weak force explains the energy production in the
sun and is responsible for radioactive beta-decay. The electromagnetic force acts be-
tween electrically charged particles. The corresponding force carrier is the photon (a
massless-spin-one particle). The electromagnetic force is responsible for propagation
of light or for the fact that magnet can attract ferrous metal. The strong interaction
acts on the quarks and the corresponding force carrier is the gluon. The gluons bind
together the quarks inside the neutrons and the protons and bind the neutrons and
protons inside of atomic nuclei. See in Fig. 1.1 the seventeen named particles in the
Standard Model, organized into the chart. In addition, the four fundamental forces
and their properties are listed in Fig. 1.2 in order from left to right from strongest to
weakest.
The Standard Model is significantly successful and predicted most of that phe-
nomena we have seen so far at the sub-atomic level. This is a beautiful theory, it is
consistent and predictive. However, it was not complete, since it was not incorpo-
rate the physics of gravitation and dark matter. The theory does not contain any
viable dark matter particle that possesses all of the required properties deduced from
observational cosmology. One of the parameters which is not predicted is mass hier-
archy. Also, in the Standard Model, neutrinos are massless – the existence of neutrino
oscillations cannot be predicted by the Standard Model.
1.2 Symmetry and CPT Theorem
“Symmetry” is to be interpreted as an expression of equivalence between “things”.
In a more visual sense, symmetry is an agreement in dimensions, proportions, and
arrangement. Symmetry is an expression of harmony and perfection in nature. Sym-
metry is ubiquitous in innumerable patterns such as in nature; plants (Fig. 1.3a),
animals (Fig. 1.3b), arts (Fig. 1.3c), and architecture (Fig. 1.3d), science: chemistry,
astronomy, physics etc.
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Figure 1.1: Fundamental particles are either the building blocks of matter, called
fermions, or the mediators of interactions, called bosons. There are twelve named
fermions and five named bosons in the standard model. (Figure from Wikipedia.)
In science, if a system or process remains unchanged under a certain transfor-
mation we call it “symmetric” or “invariant”. Invariance and conservation laws are
very elegant, important, and they are basic concepts of physics. Most fundamental
processes are invariant to time reversal, space inversion, and electrical charge trans-
formation. But, the real link between the symmetry and fundamental laws of physics
has been proposed by German mathematician Emmy Noether in 1915 and published
in 1918 [3]:
“every differentiable symmetry of the action of a physical system has a corresponding
conservation law”.
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 Force:  Strong  Electromagnetic  Weak  Gravitational 
Acts on:  Color Charge  Electric Charge  Flavor  Mass 
Representative:  Quarks and 
Gluons 
Electrically 
Charged* 
Quarks and 
Leptons 
All** 
Mediating:  Gluon   Photon  W ​ and Z±   Graviton 
Range:  Short Range  Infinite Range  Short Range  Infinite Range 
 
Figure 1.2: Four fundamental forces at work in the universe. (*) We note that we
are talking about the fundamental particles, however neutrons act electromagneti-
cally, yet they have no net charge. They have a magnetic dipole moment, so they
experience a force in a magnetic field. Also, photon - electron scattering (Compton
scattering), yet photon has no charge either. (**) Except photon which does not act
gravitationally.
This outstanding remark links the translation in space, time delay, rotation, and
charge conjugation with momentum, energy, angular momentum, and gauge invari-
ance conservation, respectively. Therefore, physical laws are independent of the time,
the location, and the orientation in space under which they take place.
The three symmetries we are interested in, so called “discrete symmetries”, are
time reversal (T ), parity inversion (P ), and charge conjugation (C). What connects
these three discrete symmetries is what so called CPT Theorem - one of the results
of quantum field theory - a perfect symmetry of nature (Lorentz invariance). CPT
Theorem states that the combined operation of time reversal, parity, and, charge
conjugation is an exact symmetry of any interaction and that under the CPT trans-
formations all physical laws must be invariant. This means that if each particle is
replaced with its corresponding antiparticle (as a consequence of C operator), and
the space coordinate and time are reversed (as consequences of P and T operators,
respectively), the physical laws are unchanged. We will discuss these discrete sym-
metries briefly.
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(a) (b)
(c)
(d)
Figure 1.3: symmetry signature in nature; (a) plant, (b) animal, and in (c) art and
(d) architecture (“Sheikh Lotfollah Mosque” Isfahan, IRAN).
1.2.1 Parity Operator
The parity operator, P , reserves the sign of any polar vector as
P

x
y
z
 7→

−x
−y
−z
 . (1.1)
Thus, parity invariance is the symmetry of an object under such a parity operation.
Formally, we say that f(~x) is symmetric under parity inversion if f(−~x) = f(~x) or
f(~x) is antisymmetric under parity inversion if f(−~x) = −f(~x), where (~x) = (x, y, z).
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Parity effects on different objects, vector, pseudo-vector1, scalar, and pseudo-scalar2
are summarized in Table 1.1.
Table 1.1: Summary of parity effects on different types of objects. (a, b, and c are
vectors)
Object type Effect Example
vector variant F = ma (Force)
pseudo-vector invariant L = r× p (Angular Momentum)
scalar invariant a · b
pseudo-scalar variant a · (b× c)
A property unique to the weak interaction is parity violation. This means that
weak interaction reactions are not invariant under space inversion. An example of a
quantity which changes under a spatial inversion is helicity3. An interaction which
depends upon helicity is therefore not invariant under spatial reflections. Notice that
parity transformation does not alter the particle to its coressponding antiparticle. In
this case, a left-handed neutrino would be taken by parity conjugation into a right-
handed neutrino, which is not found in nature4. Therefore physical processes which
involve neutrinos, and in general all weak processes, a priori violate parity.
1.2.2 Charge Conjugation Operator
Charge conjugation changes each particle into its corresponding antiparticle of op-
posite electric charge. In addition to electrical charge, charge conjugation changes
1A vector-like object which is invariant under parity inversion is called a pseudovector.
2A scalar-like object which is variant under parity inversion is called a pseudoscalar.
3The helicity of a particle is right-handed if the direction of its spin is the same as the direction of
its motion. The helicity of a particle is left-handed if the directions of spin and motion are opposite.
4All neutrinos are left-handed, and all antineutrinos are right-handed.
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the sign of baryon number1 and lepton number2. In physics, C-symmetry means the
symmetry of physical laws under a charge-conjugation transformation. Electromag-
netism, gravity, and the strong interaction all obey C-symmetry. Application of the
C operator replaces all particles by their antiparticles. Notice that this transforma-
tion does not alter the helicity of particles. A left-handed neutrino would be taken
by charge conjugation into a left-handed antineutrino, which are not found in nature.
This property is what is meant by the C-symmetry violation in the weak interaction.
1.2.3 Time Reversal Operator
The reversal in time of a state |Ψ〉 changes it into a state |Ψ′〉 that develops in
accordance with the opposite sense of progression of time (T |Ψ〉 = |Ψ′〉).
T : t → −t (1.2)
This will inverse all linear momentum (p), angular momentum (L), and spin (S):
p→
L→
S→
−p
−L
−S
(1.3)
A physical process is invariant under time reversal if the backward process obeys
the laws of physics. For example, Newton’s law Fx = md
2x/dt2 is invariant under
change of sign of the time coordinate. Otherwise, it is non-invariant under time
reversal3.
1B = 13 (nq−nq¯), where nq is the number of quarks, and nq¯ is the number of antiquarks. Baryons
(qqq) have a baryon number of +1, mesons (qq¯) have a baryon number of 0, and antibaryons (q¯q¯q¯)
have a baryon number of −1. Baryon number is a conserved quantity.
2Lepton number is a conserved quantum number. All leptons have assigned a value of +1,
antileptons −1, and non-leptonic particles 0.
3We note that CPT , i.e. combination of all three charge conjugation (C), parity transforma-
tion (P ), and time reversal (T ), is a profound symmetry (CPT = 1) consistent with all known
experimental observations.
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To preserve the canonical commutator [x, p] = i~, where ~ is the reduced Planck
constant, time reversal must be an anti–unitary operator:
TT−1 = −1. (1.4)
That is the x-operator is invariant under time reversal operator T , TxT−1 = x, but
it reverses the direction of p, so that TpT−1 = −p. The canonical commutator is
invariant only if T is chosen to be anti-unitary, i.e., TiT−1 = −i.
To prove it, consider a physical system represented at t = 0 by |Ψ(0)〉. Then,
using time evolution operator, at a later time t, the system is found in |Ψ(t)〉 as:
|Ψ(t)〉 = e−iHt/~ |Ψ(0)〉 , (1.5)
where H is the Hamiltonian that characterizes the time evolution. Instead of the
preceding equation, let first apply T , say at t = 0, and then let the system evolve
under the influence of the Hamiltonian H;
e−iHt/~ T |Ψ(0)〉 . (1.6)
If the system obeys symmetry (invariance) under time reversal, it is required that
  Ψ(0)   Ψ(𝑡)  Ψ(−𝑡)
𝑒−𝑖𝐻𝑡/ℏ 𝑇  Ψ(0)
  Ψ(0)   Ψ(𝑡)  Ψ(−𝑡)
𝑒−𝑖𝐻(−𝑡)/ℏ   Ψ(0)
𝑇𝑒−𝑖𝐻(−𝑡)/ℏ   Ψ(0)
the final state be the same when first the system evolves backward to an earlier time
−t and then apply the time reversal operator;
T e−iH(−t)/~ |Ψ(0)〉 . (1.7)
So, equations (1.6) and (1.7) should be equivalent,
T e−iH(−t)/~ |Ψ(0)〉 = e−iHt/~ T |Ψ(0)〉 , (1.8)
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  Ψ(0)   Ψ(𝑡)  Ψ(−𝑡)
𝑒−𝑖𝐻𝑡/ℏ 𝑇  Ψ(0)
  Ψ(0)   Ψ(𝑡)  Ψ(−𝑡)
𝑒−𝑖𝐻(−𝑡)/ℏ   Ψ(0)
𝑇𝑒−𝑖𝐻(−𝑡)/ℏ   Ψ(0)
which for small t leads to1
T (1 + iHt/~) = (1− iHt/~)T (1.9)
⇒ T iH = −iH T. (1.10)
We note that if T is unitary2, then equation (1.10) leads to
TH = −HT, (1.11)
which means T and H anti-commute3 (The i was factored out and removed from two
sides).
Consider an energy state En of a free particle eigenstate |Ψn〉. The corresponding
time-reversed state would be T |Ψn〉, and it follows,
HT |Ψn〉 = −TH |Ψn〉 = (−En)T |Ψn〉 . (1.12)
This equation says that T |Ψn〉 is an eigenstate of the H with negative energy eigen-
value (−En) which is nonsensical. So, time reversal must be an anti–unitary opera-
tor4.
Time reversal can be factorized as T = UK, where U is a unitary operator and
K is an anti–unitary (complex conjugate) operator, such that:
T i |Ψ〉 = UK i |Ψ〉 = U(−i)K |Ψ〉 = −i UK |Ψ〉 . (1.13)
1Taylor series: ex = 1 + x+ x
2
2! +
x3
3! + . . .
2A unitary operator will satisfy the condition UU† = 1 and acts like Ua |Ψ〉 = aU |Ψ〉, where a
is a scalar.
3{A,B} = AB +BA = 0
4An anti–unitary operator will satisfy the condition KK† = −1 and acts like Ka |Ψ〉 = a∗K |Ψ〉,
where a is a scalar.
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Then, from (1.10) it follows that,
T iH = −i TH (1.10)= −iH T ⇒ TH = HT ⇒ T and H commute. (1.14)
Here, commute stands [A,B] = AB − BA = 0. So, the Hamiltonian must be real in
order for time reversal invariance to hold.
At this end of discussion, the transformations of common quantities in classical
physics under charge conjugation C, space inversion P , and time reversal T are given
in Table 1.2. However, we may note that the CPT Theorem states that the combined
operation of time reversal, charge conjugation, and space reversal in any order is an
exact symmetry of any “Hamiltonian” interaction, not individual observables, that is
the reason we see some of the listed observables are variant under CPT .
1.2.4 CP Violation
The combined application of parity (P ) and of charge conjugation (C), yields a pro-
cess which is physically possible. Here, left-handed fermions are transformed into
right-handed anti-fermions, which interact with equal strength. This is called the
CP conservation. CP violation means that the symmetry between matter and anti-
matter is imperfect. One can look around the universe and notice that the matter
is dominant and anti-matter is quite rare. However, the discovery in 1964 of CP
violation (in the decays of neutral Kaons1 resulted in the Nobel Prize in Physics in
1980) was a huge discovery in particle physics. As discussed earlier the combination
of C and P changes matter into anti-matter (i.e. a left-handed particle, would be-
come a right-handed anti-particle). Now, if CP was perfect symmetry, right after the
1The neutral Kaons which decay into two pions are said to have positive CP (K0S is a CP+),
and those which decay into three pions have negative CP (K0L is a CP−). So, when a beam of
neutral Kaons is fired, K0S ’s decay rapidly and their population becomes exponentially small. What
remains in the beam are just the K0L particles. In 1963 it was observed that from the final beam of
only K0L particles, some ∼ 0.2% of those particles decayed into a pair of pions, instead of into three
pions. However, it is too large to be a remnant of K0S particles, which managed to survive a bit
longer. So, the K0L particles do something which they not supposed to do: CP− particles decay as
if they are CP+ particles. Hence, the above observation demonstrates a violation of CP .
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Table 1.2: Physical observables under parity, time-reversal, and charge conjugation
operators.
Observable Unit Dimension Symbol
Classical
Formalism
P T C
1 Length m L ~x − + +
2 Time s T t + − +
3 Mass kg M m + + +
4 Velocity m s−1 L T−1 ~v ∆~x/∆t − − +
5 Momentum kg m s−1 M L T−1 ~p mv − − +
6 Acceleration m s−2 L T−2 ~a ∆~v/∆t − + +
7 Force kg m s−2 M L T−2 ~F ma − + +
8 Energy kg m2 s−2 M L2 T−2 U F ∆x + + +
9
Angular
Momentum
kg m2 s−1 M L2 T−1 ~J rmv + − +
10
Spin (intrinsic form
of angular momentum)
kg m2 s−1 M L2 T−1 ~S + − +
11 Charge C Q q + + −
12 Electric Field V m−1 M L T−2 Q−1 ~E F/q − + −
13 Magnetic Field T M T−1 Q−1 ~B F/(qv) + − −
14
Electric Dipole
Moment
m C L Q ~d ∆~x q − + −
15
Magnetic Dipole
Moment
A m2 L2 T−1 Q ~µ IA + − −
big-bang equal number of particles and anti-particles would have annihilated each
other. But, because of CP violation (there are two other conditions listed later) [4],
it produced the world as we observe it today. To see this let consider an interaction
in which particle X decays into two left-handed or two right-handed quarks:
X → qLqL,
X → qRqR.
(1.15)
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When, CP is taking in to account, respectively, we will have:
X¯ → q¯Rq¯R,
X¯ → q¯Lq¯L.
(1.16)
We will end up with asymmetry in quarks, CP violation, if the rate for the first
process be different from the corresponding CP process:
Γ(X → qLqL) + Γ(X → qRqR) 6= Γ(X¯ → q¯Rq¯R) + Γ(X¯ → q¯Lq¯L). (1.17)
1.3 CKM Matrix
We begin the discussion on the CKM matrix, first by introducing the conservation
of strangeness. Strangeness refers to the amount of strange quark content in a given
particle. In particle physics, strangeness is a property of particles (a quantum num-
ber1). Particles which decay by the strong or electromagnetic interactions preserve
the strangeness quantum number. However, decay processes like the lambda particle
(Λ0(usd)→ p(uud)+pi−(u¯d)) violate this rule, since there is no lighter particle which
contains a strange quark (S : −1 6= 0+0). So, the strange quark must be transformed
to another quark in the process, which can only occur by the weak interaction.
For as long as interaction was allowed to operate only within each generation, the
strangeness-changing in weak interactions could not be accounted for. The solution
to this problem is found in Cabibbo-Kobayashi-Maskawa matrix, which contains in-
formation on the strength of flavor-changing weak decays. As we discussed earlier
the quarks can be arranged in generation pairs like:u
d
 ,
c
s
 ,
t
b
 . (1.18)
1The strangeness of a particle is defined as: ns¯ − ns, where ns denotes the number of strange
quarks and ns¯ denotes the number of strange anti-quarks. Strangeness of anti-particles being referred
to as +1, and particles as −1.
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Here the top row contains the q = 2
3
e (e = 1.6 × 10−19 C is elementary charge)
members and the bottom row contains the q = −1
3
e ones, which are grouped by
family in order of increasing mass from left to right. A down quark can change into
an up quark and emit a W− which may then decay into an electron, and an anti-
neutrino. This is what happens in neutron beta decay1, (n → p + e + ν¯e). Or, as
we showed a strange quark can decay to an up quark in lambda decay. Then, the
essential idea is that the quark generation can be skewed together and instead we can
have: u
d′
 ,
 c
s′
 ,
 t
b′
 , (1.19)
where, d′, s′, and b′ are linear combinations of the d, s, and b quarks. This linear
combination can be shown with a matrix, called the Cabibbo-Kobayashi-Maskawa
(CKM) mixing matrix, as follow;
d′
s′
b′
 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


d
s
b
 . (1.20)
Another important point is that there are no lateral interactions (no cross genera-
tional). The decay always goes either diagonal or vertical. It has been schematically
illustrated in Fig. 1.4. The probability for a transition from a quark q to a quark q′
Figure 1.4: Schematic diagram of allowed quarks interactions.
1A weak interaction process.
14
is proportional to |Vqq′|2, the square of the magnitude of the matrix element. The
diagonal elements of this matrix describe transitions within a family.
The CKM matrix only describes a rotation from the mass eigenstates to the weak
eigenstates and consequently should be unitary (UU∗ = 1). The total number of
independent parameters is four: three real angles and an imaginary phase. Each
of these pairings has its own weak charge associated with it, which is related to
a physical constant which we call a “coupling constant” which contains real and
imaginary parts - it is complex (The CP violation is related to the fact that the
matrix elements include imaginary numbers [5]).
To examine the relationships predicted by the Standard Model, all of the ele-
ments in the CKM matrix should be known, both their real and imaginary parts.
Experimentally, the magnitudes of the matrix elements are measured and available
in [6].
CKM matrix is a beautiful theory of quark mixing which was proposed, after the
discovery of CP violation in Kaon decay, to incorporate CP violation in the Standard
Model. It has correctly parameterized the weak interaction mixing since its invention.
1.4 Neutron Electric Dipole Moment
The electric dipole moment (EDM) for a pair of opposite charges of magnitude q is
defined as the magnitude of the charge times the distance between them r (see Fig.
1.5):
~d = q ~r. (1.21)
The defined direction is from negative charge toward the positive charge.
It is also well known that the neutron (a non-degenrate system), although in
general is electrically neutral, but if the charged internal constituents of the neutron
(one u-quark and two d-quarks) are displaced from the center of mass, the neutron
15
-q q
r
Figure 1.5: Schematic diagram of an electric dipole moment vector.
can have an electric dipole moment (EDM). The neutron EDM like any vector must
lie along the neutron spin.
The neutron electric dipole moment is a measure for the distribution of positive
and negative charges inside the neutron. A finite electric dipole moment can only exist
if the centers of the negative and positive charge distribution inside the particle do
not coincide. A permanent electric dipole moment of a fundamental particle violates
both parity and time reversal symmetry. This can be understood by examining the
neutron with its magnetic dipole moment and hypothetical electric dipole moment.
In the presence of a non-zero EDM, an electric Zeeman effect occurs in addition to
the usual magnetic Zeeman effect, and the Hamiltonian of the system will be of the
form:
H = −
(
µn ~B + dn ~E
)
·
~S
S
. (1.22)
Here, µn and dn denote the neutron’s magnetic and electric dipole moments, respec-
tively. The system has been schematically illustrated in Fig. 1.6. It has been shown
that, under time reversal (Time Backward, Panel (b)) the term associated to the
magnetic dipole moment is symmetric with respect to the initial system (Time For-
ward, Panel (a)). However, under time reversal (Time Backward, Panel (d)) the term
associated to the Electric dipole moment is not symmetric with respect to the initial
system (Time Forward, Panel (c)). Therefore, the system under T is not symmetric
with respect to the initial system. This symmetry is violated in the case of the exis-
tence of an EDM. Having also CPT symmetry, the combined symmetry CP is violated
as well. As seen above, in order to generate a finite nEDM one needs processes that
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Figure 1.6: (Inspired from [7]) Schematic diagram of neutron spin precession in pres-
ence of an EM field. Note that, the neutron electric and magnetic dipole moment
vector must lie along its spin, because all components perpendicular to that axis
would average to zero and consequently unobservable [1, 8].
violate CP symmetry. CP violation has been observed in weak interactions and is
included in the Standard Model of particle physics via the CP-violating phase in the
CKM matrix. However, the amount of CP violation is very small and therefore also
the contribution to the nEDM.
One motivation to search for none-zero nEDM is hidden in the mystery of matter
and anti-matter asymmetry. Anti-matter is the mirror image of the ordinary matter,
however matter has one charge and the anti-matter has the opposite charge. If there
was an anti-me made of anti-matter that person in principle is exactly like me, except
if we begin to shake our hands, we both would be annihilated and just turn to the huge
amount of energy. The faith of the universe hangs in the balance of this epic battle (i.e.
equal amount of matter and anti-matter will cancel each other out). A universe with
equal amounts of matter and anti-matter would annihilate. Fortunately, universe
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evolved from presumably equal amounts of matter/anti-matter to current matter-
dominated state1. In 1967, A. D. Sakharov [9] proposed three necessary ingredients
that must be satisfied in the particle physics of the early universe in order to account
for the BAU:
1. Baryon number B (=
nq−nq¯
3 ) violation,
This condition assures the excess of baryons over anti-baryons.
2. C- and CP-symmetry violation,
This condition assures the difference of left-handed baryons and right-handed anti-
baryons.
3. Interactions out of thermal equilibrium,
This condition assures the non-compensation between processes increasing and de-
creasing the baryon number. Otherwise, for any rate of the reaction X → Y there
would be the same rate in opposite direction Y → X, and consequently leads to a
zero-net-change in baryon numbers.
If we did live in a symmetric matter vs anti-matter universe, one would expect a
high photon density, due to annihilation (NBarion
Nγ
∼ 10−18). However, both nucleosyn-
tiesis and microwave background measurements have shown that this ratio is much
smaller (NBarion
Nγ
∼ 10−9), consistent with a large matter/anti-matter asymmetry. From
the asymmetry between matter and anti-matter in the universe, one suspects that
there must be a sizeable amount of CP-violation. Measuring a neutron electric dipole
moment at a much higher level than predicted by the Standard Model would there-
fore provide a key input to the second Sakrahov criteria above and thus contribute
to a resolution of the BAU puzzle. The present goal for neutron EDM searches is to
attain a sensitivity of 10−28 e cm which would allow testing models of the BAU [10].
1Baryon Asymmetry of the Universe (BAU). Attempts to understand the BAU known as “Baryo-
genesis” [4].
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Chapter 2
SNS nEDM Experiment
2.1 Introduction
As noted earlier, the observation of CP violation implies time-reversal symmetry
T violation (and vice versa) through the CPT theorem. The energy of a spin-1/2
particle, e.g., a neutron, in an electric field ~E is related to dn by dn~S · ~E/S. This
expression is odd under T (and P), so measuring a non-zero dn is a unique signature for
CP violation. The analogous argument is concluded from the systems like the EDM
of electron such as atomic thallium1 [11] and the EDM of diamagnetic atoms such
as 199Hg [12], 129Xe [13], and 225Ra [14, 15]. What motivates researchers to measure
the EDM of these different systems is that the EDMs of each of these systems carry
a complementary dependence on the CP violating parameters of a given new physics
model. Therefore, it is essential to perform measurements in a variety of systems
in order to provide the most comprehensive probe. Moreover, if a nonzero EDM
is observed, then it will require complementary EDM measurements to discern the
source of the new CP violation among the many possibilities. We note that some
1A paramagnetic system which has unpaired electrons.
20
molecules may have considerable value of EDM, such as H2O: d = 0.4 × 10−8 e cm,
NaCl: d = 1.8×10−8 e cm, and NH3: d = 0.3×10−8 e cm. However, these systems are
not T-odd or CP-odd. For example, the ground state of Ammonia is a superposition
of both states between ±1/2. The ground state must be non-degenerate - like neutron
- in order for the observation of a non-zero neutron EDM to be evidence of T non-
conservation. Therefore, efforts to measure the electric dipole moment of neutron dn,
with significantly greater sensitivity, continues along complementary efforts which are
currently ongoing to measure de and atomic EDMs.
There are many ongoing experiments currently searching for a nonzero atomic,
electron, or neutron EDM [16–20]. So far, no neutron EDM has been found. At
present, the best EDM limit for any particle or system is that of the 199Hg atom,
which is dHg = (2.20 ± 2.75stat ± 1.48syst) × 10−30 e cm (The result is consistent
with zero). The corresponding result used to place a new upper limit on the 199Hg
EDM |dHg| < 7.4 × 10−30 e cm [12]. The interest in the nEDM was greatly revived
when a large number of theoretical models, predicted a nEDM large enough to be
detected. Searches for the nEDM goes back to the papers published by Smith, Purcell,
and Ramsey at 1950 [21, 22] where they reported results of an experiment using a
magnetic resonance technique which was staged at Oak Ridge National Laboratory
(ORNL). There, they established a value of dn = (0.1± 2.4)× 10−20 e cm. For years
(see Fig. 2.1), a series of measurements of increasing precision have continued untill
the best limit of dn < 3 × 10−26 e cm obtained in measurements at the Institute
Laue-Langevin (ILL) reactor at Grenoble [20, 23]. In the next generation of neutron
EDM experiments, the sensitivity will approach 10−27-10−28 e cm. Standard Model
prediction for the nEDM is at the range of 10−32 - 10−31 e cm, below the reach of
current measurements by five orders of magnitude. Therefore, since the Standard
Model prediction is so small, any discovery of neutron EDM would be unambiguous
evidence for new physics beyond the Standard Model.
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Figure 2.1: Upper limits of nEDM plotted as a function of year of publication. (Figure
from Wikipedia [24].)
The primary method for determining the nEDM, dn, is to study the precession
frequency of neutrons’ spins in the presence of electromagnetic fields. In the presence
of a nonzero EDM, there is an interaction between the neutron electric dipole moment
~dn and a static electric field ~E that is analogous to the interaction between the
magnetic moment ~µn and a static magnetic field ~B. Then, the Hamiltonian governing
the system is of the form
H = −(~µn · ~B + ~dn · ~E). (2.1)
Since the neutron ground state has a spin S = 1/2 and is completely specified by the
spin projection quantum number ms = ±1/2, then the Hamiltonian can be rewritten
in the form of:
H = −(µn~S · ~B + dn~S · ~E)/S. (2.2)
The neutron spin which has been placed in a static electric and magnetic field expe-
riences a torque. The torque exerted then produces a change in angular momentum
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which is perpendicular to it, causing the spin to precess around the direction of the
field. Therefore, the EDM can be measured by looking for the change in spin pre-
cession frequency of the neutron associated with a reversal of ~E relative to ~B. More
specifically, the value of the EDM is given by
hν↑↑ = |2µnB + 2dnE| , (2.3)
hν↑↓ = |2µnB − 2dnE| . (2.4)
Here, h denotes the Planck constant. A value for, or a limit on, the neutron EDM is
then deduced from a comparison of the measured values of ν↑↑ and ν↑↓.
dn =
h∆ν
4E
(2.5)
where ∆ν = ν↑↑ − ν↑↓.
As an experimental arrangement, a sample of polarized neutrons is introduced
into a volume where uniform magnetic and electric fields are applied. An applied
static magnetic field, B0 ∼ 30 mG (3 µT), is applied, and the neutrons are allowed
to precess for a certain amount of time. In the case of E = 0 the Larmor precession
frequency is ν0 = 87.5 Hz. Then, using a nominal value of dn = 10
−28 e cm (SNS
nEDM goal; EDM with a sensitivity two orders of magnitude better than the present
limit) and E = 50 kV/cm, lead to a frequency shift ∆ν ∼ 5 nHz. This small shift
is equivalent by ∼ 0.05 ppb (parts per billion), in respect to ν0. Detection of such a
small shift in frequency is part of the reason that makes this experiment technically
complicated.
2.2 Figure of Merit
In what follows we discuss the parameters which are involved in the precise mea-
surement of the neutron electric dipole moment [25]. The figure of merit for nEDM
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experiments can be derived readily using energy equation:
ε = ~ω = ~d · ~E, (2.6)
such that the uncertainty would be of the form
σd ∼ ∆ε| ~E| . (2.7)
Consequently, we can rewrite the equation above using the Uncertainty Principle1,
∆ε∆t ∼ ~, in the form of
σd ∼ ~| ~E|T , (2.8)
where T is the time for which the neutron spin is allowed to precess. It is therefore
obvious that in designing an EDM experiment, it is important to maximize | ~E| and T .
In addition, statistically speaking, we can increase the precision of the measurement
by repeating the measurement m times and using an ensemble of N uncorrelated
systems (number of neutrons);
σd ∼ 1√
mN
. (2.9)
So, in such experiments based on spin precession measurements, the statistical un-
certainty, σd, is ultimately given by,
σd ∼ 1| ~E|T√mN . (2.10)
As well, to further improve sensitivity of the measurement to minimize the key sys-
tematic effects we need new techniques such as generating a highly uniform ~B-field
and taking advantage of “dressed” spin (these are discussed later). As an example
here, one of the sources of systematic effect, the leading one, is “Geometric” phase
effect. Briefly, the geometric phase systematic effect, first observed in the ILL ex-
periment [20, 23, 26], results from interference between the motional magnetic field,
~Bv = ( ~E ×~v)/c2 , and field components perpendicular to B0 (primary magnetic field
1Precise energy measurement requires long individual measurement time.
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component in SNS nEDM experiment). Such perpendicular components naturally
arise from gradients in the B0 field along the field direction. The resulting frequency
shift would otherwise be identified as a signal for a non-zero EDM, as the effect is
linear in the electric field [26–29].
Comparison of the existing ILL experiment with proposed SNS nEDM experiment
in terms of their basic parameters is shown in Table 2.1.
Table 2.1: Example of proposed future neutron EDM characteristics versus the pub-
lished ILL experiment [20,23].
ILL SNS nEDM Improvement
N 1.4× 104 106 ×70
| ~E| 10 kV/cm 75 kV/cm ×7.5
T 130 s 500 s ×3.8
2.3 Measurement Technique
The measurement in SNS nEDM utilizes three essential components: (1) Ultra Cold
Neutrons, (2) bath of superfluid 4He, and (3) 3He atoms.
2.3.1 Ultra Cold Neutrons
Spallation is the process in which a heavy nucleus emits a large number of nucleons
as a result of being hit by a high-energy particle, thus greatly reducing its atomic
weight. In the spallation process, protons typically are accelerated to energies in the
GeV range and strike a high Z target (e.g. liquid mercury), producing neutrons with
energies in the fast and epithermal region. The neutrons are then slowed down in
a moderator and guided through beam lines to areas containing special instruments
where they are used in a wide variety of experiments.
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Ultra Cold Neutrons (UCN) are neutrons with extremely low energy. They move
so slowly that their kinetic energies are comparable to their potential energies in
Earth’s gravitational field1. Such low energies, lead to unique behavior compared to
very cold (0.2 µeV ≤ E < 50 µeV), cold (0.05 meV < E ≤ 25 meV ), and thermal
(25 meV) neutrons. See Table 2.2 for UCN measurable characteristics (a comparison
of available dynamic range of neutron energies for use in laboratory research is shown
in [30], page 29). One of the most important features of UCN is that unlike more
Table 2.2: Ultra Cold Neutron characteristics.
Term Energy Velocity [m/s] Wavelength [nm] Temperature [K]
Ultra Cold < 0.2 µeV < 6 > 64 < 0.002
common higher energy neutrons that penetrate easily through matter (e.g. solids),
ultra cold neutron can be totally reflected at any angle of incidence from surfaces of
some materials [31]. This is because, the surface of a piece of bulk matter represents a
potential2 step of height U to an entering ultra-cold-neutron. Therefore, UCN’s with
kinetic energy K.E. < U will be reflected from the material surface for all incidence
angles3 [10]. Hence, UCN’s can be stored in material bottles and behave like a gas,
filling the available volume. However, the inner walls of the cells (made of acrylic)
are coated with deuterated polystyrene to minimize neutron absorption by hydrogen.
As noted above, the goal for the mean life of a ultra-cold neutron in such a trap is
500 s (losses are due to neutron β decay and neutron-wall interactions).
1The influence of gravitation on UCN is significant due to its small kinetic energy. Its kinetic
energy is transformed into potential energy, with change ∼ 102 neV/m, such that UCN can be
stored in a gravitational trap.
2Fermi potential which is a characteristic of the material.
3UCN energy is sufficiently low (i.e. its wavelength is very long) such that it does not able to
see individual nuclei. Instead, UCN responds to an effective potential, so called the Fermi potential
which corresponds to average bound scattering length of group of nuclei.
26
2.3.2 Bath of superfluid 4He
The SNS nEDM experiment has been proposed to be performed in a bath of su-
perfluid 4He, where UCN’s are produced locally in the measurement cells via the
downscattering of 8.9 A˚ cold neutrons (superthermal process).
Superthermal process relies on the fact that the dispersion curve of the elemen-
tary excitation in superfluid 4He and that of the free neutron (E = ~2k2/2mn, where
k = 2pi/λ denotes the wave vector) cross each other at 0 and 8.9 A˚, which corresponds
to a neutron energy of ∼ 11 Kelvin (= E/K, where K denotes the Boltzmann con-
stant). Therefore, neutrons with a wavelength of 8.9 A˚ can give all their energy and
momentum to the elementary excitations in superfluid helium and become ultracold
neutrons (as a result a phonon1 will emit). This process is called “downscattering”
and schematically has been illustrated in Fig. 2.2. This cooling process is not limited
by Liouville’s theorem2 because the decrease of neutron phase space is compensated
by the increase in phase space of the phonons. Simply, as the emitted phonons are
able to carry away the excess energy, the restrictions of Liouville’s theorem are over-
come, and the densities of UCN that are achievable in principle are restricted only
by the production rate and the loss rate.
Other advantages of using bath of superfluid 4He are listed below:
1. The reverse process – upscattering – is highly suppressed by the Boltzmann
factor e−E/KT ; where the superfluid temperature is less than 1 K. There are
simply no ∼ 11 K phonons available to scatter the newly-created UCN within
the < 1 K helium.
2. Since liquid 4He has the most tightly bound nucleus, so it has zero neutron
absorption. Therefore, UCN can be stored in the bath until β decay, wall
1A collective vibrational mode is a phonon.
2Liouville’s theorem states that the density of particles in phase space is a constant dρ(~q,~p)dt = 0,
where ρ(~q, ~p) is phase spase distribution function which relates phase space volume elements to the
number of particles in that volume.
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Figure 2.2: Neutrons of wavelength 8.9 A˚ can easily penetrate the walls of the storage
container and enter the superfluid bath (4He). These neutrons then downscatter,
producing UCN’s which are trapped in the container. The UCN produced in this
way will remain in the superfluid helium 4He bath until they are lost through one of
the possible loss mechanisms, which include β decay, absorption by 3He, and loss in
the wall.
absorption, or upscattering occurs.
3. Since liquid 4He has the excellent dielectric properties, higher electric field can
be applied.
2.3.3 3He atoms
As it was noted earlier, the goal of the nEDM experiment is a factor of 100 improve-
ment in the existing neutron EDM sensitivity. We showed that for a nominal value
of dn = 10
−28 e cm and E = 50 kV/cm, the frequency shift ∆ν is about 5 nHz. This
shift in frequency is equivalent to a change in magnetic field of about < 2× 10−12 G
(= h∆ν/2µn). It is then clear that a new technique to generate a magnetic field with
high “temporal stability” and “spatial uniformity”, and also magnetometry technique
to monitor small magnetic field noises, needs to be developed in order to minimize
any possible systematic effects in nEDM experiment. Therefore, injecting a second
species in to the bath of liquid helium (i.e. a co-magnetometer), that has negiligi-
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ble EDM and whose precession rate can be measured in the same volume so that
the fluctuations can be removed, was proposed to overcome potential magnetic field
monitoring difficulties in nEDM experiment (however, a new technique will be pre-
sented in chapter 3, i.e. the goal of this manuscript). This will provide a real-time
monitoring of the magnetic field [1, 32–35].
For this purpose, a dilute admixture of polarized 3He atoms is introduced into
the bath (see Fig. 2.3), and can serve as a co-magnetometer and neutron spin ana-
lyzer. Spin of 3He can be polarized to nearly 100%. It is a diamagnetic atom and
has negligible EDM due to the shielding from the two bound electrons (Schiff theo-
rem1). The general idea is then to carry out a measurement of the co-magnetometer
atoms’ Larmor spin precession frequency in the magnetic field, from which the tem-
poral dependence of the scalar magnitude of the magnetic field | ~B| averaged over
the fiducial volume (hereafter, we will refer to the interior sensitive volume as the
“fiducial volume”) is then deduced using a superconducting quantum interference
device (SQUID). SQUIDs track 3He precession by directly measuring the change in
the magnetic field caused by the rotating magnetization of the 3He atoms and conse-
quently provide information on temporal variations in the B field (the SQUID signal
is volume-averaged).
2.4 Neutron Precession Measurement
The 3He atom is the most important isotope in instrumentation for neutron detection.
So, the 3He atoms in the measurement cells are also used to monitor the neutron
precession rate. The neutron absorption by 3He is highly spin dependent. The cross
section for neutron (thermal energy) absorption by 3He is 59 b (1b = 10−28m2) for
1Schiff theorem states that for a non-relativistic system made up of point-charged particles
which act electromagnetically with each other and with an arbitrary external field, the shielding is
complete. Therefore, the EDM of a non-relativistic atom vanishes irrespective of whether the atomic
constituents have EDM or not.
29
UCN
3He
Figure 2.3: UCN “storage bottle”. Fractional density of 3He will be 10−10 ∼
N(3He)/N(4He).
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Figure 2.4: The 3He spin and neutron spin precession in electromagnetic field has
been illustrated schematically (left panel). During the measurement the cross section
is dominated by the state with neutron and 3He spins aligned antiparallel (middle
panel) rather than parallel (right panel).
spins aligned and 11 kb for spins opposite [36, 37]. The cross sections both scale
inversely with neutron velocity (1/v) [38]. So, the neutrons are only absorbed when
the neutron spin is opposite to the 3He spin through the reaction:
n +3 He→ p + T + 764KeV. (2.11)
Here, T is a radioactive isotope of hydrogen called Triton, also known as hydrogen-3.
Another channel is also available,
n +3 He→4 He + γ, (2.12)
which has a very small cross-section of 54 µb at 25.3 meV [39] and will be ignored.
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In addition, the spins of the 3He atoms and UCN’s precess at slightly different
rates, since the 3He atom’s gyromagnetic ratio1 is larger than UCN’s (γ3/γn ≈ 1.1122,
where γ3 and γn are the gyromagnetic ratios of the
3He and the neutron, respectively.).
Therefore, as they precess in a highly uniform magnetic field, B and strong electric
field, the rate of neutron absorption on 3He, S(t), is proportional to the relative angle
between their spins and is of the form:
S(t) ∝ 1− P3Pn cos[(γ3 − γn)Bt], (2.13)
where P3 and Pn are the polarizations of the
3He nuclei and the neutron, respectively.
This has been illustrated schematically in Fig. 2.4, where as noted above, the neutrons
are only absorbed when the neutron spin is opposite to the 3He spin (middle panel).
The signature of the UCN-3He reaction is observable by detecting the scintillations
produced in the bath of 4He due to the energetic Triton and proton released following
UCN capture by 3He. As noted in Eq. 2.12, when a UCN is absorbed on a 3He atom,
a proton and a Triton is produced. The reaction products travel in liquid helium
and produce scintillation light in the Extreme-UltraViolet-ray (EUV, ∼ 80 nm). The
EUV-rays are then shifted to the blue-ray (∼ 450−495 nm) with a wavelength shifter3
coated to the measurement cell. The blue-ray is then detectable using photomultiplier
tubes (PMT).
In summary two signals measured in SNS nEDM experiment are:
1. The SQUID signal that measures the 3He magnetization and provide informa-
tion on spatial variations in the | ~B| field.
2. The scintillation signal that measures the difference between the neutron pre-
cession frequency and the 3He precession frequency.
1The gyromagnetic ratio of a particle or system is the ratio of its magnetic moment µ, to its
spin angular momentum S.
2γ3 = 2.03789 × 108 rad/(s T) and γn = 1.83247 × 108 rad/(s T). Also, µ3/µn ≈ 1.112, since
both have the same spin angular momentum
3deuterated TetraPhenyl Butadiene (dTPB) which has good conversion efficiency and has a
small neutron-absorption cross section is the best candidate for wavelength shifting.
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Consequently, the basic principle upon which experimental searches for a neutron
EDM employing stored ultracold neutrons (UCN) are based on measurements of the
neutrons’ Larmor spin precession frequencies ωn in parallel and anti-parallel magnetic
( ~B) and electric ( ~E) fields:
~ωn(↑↑) = −2µn| ~B| − 2dn| ~E|,
~ωn(↑↓) = −2µn| ~B|+ 2dn| ~E|.
(2.14)
Here, µn and dn denote the neutron’s magnetic and electric dipole moments, respec-
tively. This despite the fact that, under both parallel and anti-parallel states the 3He
atoms’ Larmor spin precession frequency ω3 stays the same and is of the form:
~ω3 = −2µ3| ~B|. (2.15)
Here, µ3 denotes the
3He’s magnetic dipole moment We note that, the term cor-
responding to the electric dipole moment has been eliminated since 3He atom has
negligible EDM.
From equation set 2.14 and Eq. 2.15, calculating the difference between two pre-
cession frequencies is then straightforward:
~(ω3 − ωn)↑↑ = ~∆ω↑↑ ≈ −0.2µn| ~B|+ 2dn| ~E|, (2.16)
~(ω3 − ωn)↑↓ = ~∆ω↑↓ ≈ −0.2µn| ~B| − 2dn| ~E|. (2.17)
Here, we have used the fact that µ3 ∼ 1.1µn (neutron and Helium-3 both are spin-
1/2). Hence, a value for, or a limit on, neutron EDM is then deduced as shift in the
UCN-3He precession frequency difference, ∆ω, corresponding to the reversal of the ~E
relative to ~B with no corresponding change in 3He precession:
dn =
~∆ω
4| ~E| . (2.18)
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2.5 Spin Dressing Technique
The effects of the static magnetic field B0 can be completely eliminated by the
“Dressed Spin” technique [10]. This is based on the fact that in the presense of a
strong oscillating magnetic field BRF , the magnetic moment of a particle is modified
or “dressed”, yielding an effective gyromagnetic ratio γ′ given as
γ′i = γiJ0(γiBRF/ωRF ) = γiJ0(xi). (2.19)
Here, γi is the unperturbed gyromagnetic ratio (i corresponds γ3 and γn), BRF and
ωRF are the amplitude and frequency of the applied oscillating magnetic RF field,
x = γBRF/ωRF , and J0 is the zero-th order Bessel function.
In the absence of BRF , the angle between the UCN and
3He spins, while they are
precessing in a plane perpendicular to an applied magnetic B0 field, is given by
θn3 = (γ3 − γn)B0t = ωrelt. (2.20)
As noted before γ3 ≈ 1.1γn, so that the scintillations will be modulated at a frequency
ωrel ≈ 0.1γnB0. Therefore, the neutron EDM would manifest itself as the addition of
a field-dependent term θn = (±2dnEt/~),
θeff = θn3 + θn = (γ3 − γn)B0t± 2dnE~ t. (2.21)
However, in the presence of BRF , Eq. 2.21 should be rewritten as
θeff = θ
′
n3 + θ
′
n =
(
γ3J0(x3)− γnJ0(xn)
)
B0t± 2dnJ0(xn)E~ t. (2.22)
We can eliminate the effect of the magnetic field B0 (first term in Eq. 2.22) by
applying the RF field perpendicular to the static B0 field such that it satisfies the
equality (i.e. they both will precess at the same frequency)
γ3J0(x3)− γnJ0(xn) = 0. (2.23)
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Considering the fact that
γ3
γn
=
x3
xn
≈ 1.112, (2.24)
we can find the solution for Eq. 2.23 at the “critical” dressing parameter xc ≈ 1.19,
which corresponds to a J0(xc) of value 0.65. Under this condition the angle between
the UCN and 3He will grow with time as
θeff = ±2dnJ0(xn)E~ t. (2.25)
Therefore, at the critical AC frequency, in the absence of nEDM and perfect parallel
spins polarization, we expect the n-3He capture rate decreases to zero (or minimum
in the case of imperfect polarization). However, the signature of a non-zero neutron
EDM would be observable in a shift in scintillation rate which is independent of the
DC magnetic field.
2.6 Overview of the nEDM Experiment
The nEDM experiment will perform a search for the neutron electric dipole moment
(EDM) via measurements of the spin precession frequencies of ultracold neutrons
(UCN) and 3He atoms in parallel and anti-parallel electric and magnetic fields. The
measurement cycle for the experiment will consist of the following general steps:
1. Polarized 3He atoms are accumulated in a collection volume with a highly-
uniform holding field and then transferred to the measurement cells. After the
transfer, the 3He spins are oriented parallel to the primary B0 magnetic field in
the measurement cells.
2. The measurement cells containing the superfluid 4He bath are illuminated with
the polarized 8.9 A˚ cold neutron beam, producing polarized UCN, with spins
oriented parallel to the B0 field.
34
3. A pi/2 pulse is applied, simultaneously rotating the neutron and 3He spins into
the plane perpendicular to the B0 field. The function of the pi/2 coil is to apply
a pi/2 pulse to the neutron (gyromagnetic ratio γn) and
3He (gyromagnetic
ratio γ3) spin ensembles that, when appropriately tuned, will simultaneously
rotate both the neutron and 3He spins into the perpendicular (y-z) plane for the
precession frequency measurements (we assumed the primary B0 field direction
along the x-axis).
4. The difference in the neutron and 3He spin precession frequencies in the highly-
uniform B0 field are measured via detection of the scintillation
1 light from the
recoiling reaction products of neutron capture on 3He (protons and tritons) in
the superfluid 4He. The precession frequency of the 3He is monitored via SQUID
pickup loop detection of the magnetization from the precessing 3He spins.
5. By measuring the rate of scintillation light, the difference between the neutron
precession frequency and the 3He precession frequency can be determined. The
signature of a neutron EDM would appear as shift in the neutron-3He precession
frequency difference corresponding to the reversal of the ~E relative to ~B with
no corresponding change in 3He precession.
6. In the alternative “dressed-spin measurement”, an alternating-frequency B1
magnetic field is superposed on the B0 field, resulting in modified, or “dressed”,
magnetic moments for the neutrons and 3He atoms. At a certain “critical”
applied frequency, the neutron-3He capture rate decreases to zero (neutrons
and 3He atoms can be made to precess at the same frequency). An EDM
experiment independent of the DC magnetic field B0 can thus be performed.
A nonzero EDM result in a relative precession frequency, so that the angle
1Acrylic light guides attached to the walls of the measurement cells carry the wavelength-shifted
scintillation light to photomultiplier tubes (PMT) operating at 4 K.
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between the UCN and 3He will grow with time and would be observable in the
parallel scintillation rate.
7. After the precession measurement, the 3He atoms, with reduced polarization
due to spin relaxation, are removed from the measurement cells.
It is anticipated that the B0 magnetic field will be on the order of 30 mG, re-
sulting in neutron and 3He spin precession frequencies of ∼ 87.5 Hz and ∼ 97.3 Hz,
respectively.
Copyright c© Nima Nouri, 2016.
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Chapter 3
SNS nEDM Experiment Magnet
System
In this chapter we describe the scientific specifications, preliminary design, fabrica-
tion, and commissioning of the prototype magnetic field monitoring subsystem for the
nEDM experiment. The designs we present are based on results from a comprehen-
sive series of R&D tests and optimization calculations performed over the past several
years. Results from these R&D tests and calculations are summarized and related
to the underlying physics goals and performance specifications for this subsystem.
First, we discus the motivations to make clear the importance of such a study.
3.1 Systematic Effects Due to the Field Non-Uniformity in
SNS nEDM Experiment
The Larmor spin precession frequencies of spin-1/2 particles moving in a highly-
uniform magnetic field with small non-uniformities and an electric field are subject
to systematic frequency shifts resulting from magnetic fields oriented in the transverse
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direction relative to the primary field direction. In general, there are two such sources
of transverse fields: magnetic field gradients and ~E × ~v/c2 motional magnetic fields.
These two considerations have impacted the specification of the B0 field uniformity
in SNS nEDM experiment. First, field gradients coupled with wall and/or particle
collisions induce spin relaxation [40–44], reducing the measurement sensitivity. Sec-
ond, interference between the ~Bv = ( ~E × ~v)/c2 motional magnetic field and field
components perpendicular to B0 induces a so-called false EDM “geometric phase”
frequency shift, linear in the electric field and the field gradient [26–29]. Below, we
briefly discuss these constraints on the field uniformity in SNS nEDM.
Spin Relaxation
Ultra cold neutrons trapped in the measurement cell are subject to magnetic fields
of different values if the field in the cell is non-uniform. Under this circumstance, the
spin of the UCN’s which might have started aligned to each other (i.e. polarized),
will precess in different rates and point in different directions. Therefore they will
no longer be aligned to each other (i.e. unpolarized). This can be measured as a
decrease in the ensemble polarization.
The rate of relaxation determines how long an experiment can be performed.
According to the formalism of McGregor [44] the transverse T2 , spin relaxation time
can be written in terms of field gradients as
1
T2
=
L4γ2|~∇Bx|2
120D
+
1
2T1
. (3.1)
Here, T1 is the longitudinal spin relaxation time
1 (typically much longer than T2 ), D
denotes the temperature dependent diffusion coefficient, γ the gyromagnetic ratio, L
the length of the storage cell.
1Decay rate of the Longitudinal Polarization, PL, with respect to the magnetic field.
PL(t) = PL(0)e
−t/T1 ,
where PL(0) is the initial polarization at time t = 0.
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The duration of experiment remains to be optimized to achieve maximal sensitivity
once the UCN storage and 3He relaxation times are known1. However, we note that
for a measurement time about 500 s, a T1 relaxation time longer than 50, 000 s is
needed to limit the polarization loss to less than 1%.
Geometric Phase
The “geometric phase” systematic effect, first observed in the ILL experiment [20,23,
26], results from interference between the motional magnetic field, ~Bv = ( ~E × ~v)/c2,
and field components perpendicular to B0 . Such perpendicular components naturally
arise from gradients in the B0 field along the field direction. The resulting frequency
shift would otherwise be identified as a signal for a non-zero EDM, as the effect is
linear in the electric field.
As first shown in [26] for the case of a cylindrical storage volume, the geometric-
phase false EDM for the neutron, denoted dfn , is of the form
dfn = −~
4
〈
∂B0x/∂x
B20x
〉
v2yz
c2
[
1− ω
2
r
ω20
]−1
. (3.2)
Here,〈∂B0x/∂x〉 denotes the volume-averaged field gradient of the primary B0 compo-
nent along the field direction; vyz is the velocity component in the plane perpendicular
to B0x; ωr = vyz/R, with R the cylinder radius; and ω0 is the neutron spin angular
frequency. Note that although dfn decreases as 1/B
2
0x , T2 also decreases as 1/B
2
0x
(Eq. 3.1) assuming that the gradient scales as the magnitude of the field. Although
application of this formula to the nEDM experiment’s rectangular geometry is an
approximation, consideration of this formula sets the scale for the field gradients.
Magnetic Field Uniformity Requirement
In what follows is listed some of these considerations which have impacted the speci-
fications of the B0 field surrounding the two measurement cells (one has parallel and
1The UCN longitudinal relaxation time T1 are much longer than
3He, because of the lower speed
of UCN (this also can be deduce from Eq. 3.1, since the diffusion coefficient is related to the particle
speed as D ∝ v).
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one has anti-parallel electric field relative to magnetic field) that contain the superfluid
4He, the polarized UCN’s and the polarized 3He atoms. The nEDM measurement
requires magnetic field with constraints listed below:
1. As noted before, the applied static magnetic field, B0, is chosen to be ∼ 30 mG
(3 µT).
2. To maintain the polarization of the neutrons and 3He atoms, the magnetic field
should be uniform to 0.05% averaged over each cell volume with a time stability
of ∼ 0.1 ppm over the period of the precession. This time stability of 10−7 in
the B0 field is crucial to the success of the measurement.
3. To reduce the influence of ambient external background magnetic fields, an
overall (transverse) shielding factor of ∼ 105 is required for attenuation of back-
grounds.
4. In particular, a false EDM on the level of dfn ∼ 10−28 e cm demands a volume-
averaged field gradient of the order 〈∂B0x/∂x〉 ∼ 10−8 Gauss/cm. Note that
the ILL experiment calculated a “direct” false EDM for the neutron of dfn =
1.1×10−27 e cm for a holding field B0 = 10 mGauss and a volume-averaged field
gradient of 10−7 Gauss/cm [26]. This requirement is necessary to minimize the
false EDM signal induced by systematic geometric phase effect [26–29]. We note
that the field gradients coupled with wall and/or particle collisions induce spin
relaxation, reduces the measurement sensitivity and spin relaxation [40–44].
In upcomming sections we have addressed these requirements. However, as one
of my early graduate school projects, we have investigated the magnetic field unifor-
mities and field gradients for three different standard types of coils: cos θ, solenoidal,
and spherical coils. This discussion has been addressed in Appendix A.
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Moreover, a detailed discussion about these systematic effects, due to the field
non-uniformity, on Muon g − 2 experiment (precision measurements of the muon
g− 2 anomalous magnetic moment) has been presented in Chapter 5. Briefly, nEDM
and g− 2 experiments, two prominent experimental efforts, whose common goal is to
probe beyond the Standard Model physics, share a common experimental technique
– namely, a precision measurement of the relevant particle’s Larmor spin precession
frequency. Considering the similarities between these two experiments suggest the
possibility of having a similar systematic error in the g−2 experiment. Consideration
of this systematic effect may be crucial to an interpretation of results from these
experiments in terms of beyond-Standard-Model physics. In Chapter 5, we explore
the possibility of frequency shift in muon g−2 experiment by constructing a model for
the motion of muons through electric and magnetic field gradients representative of
those in the most recent g−2 experiment. We find that the size of this frequency shift
is potentially twice as large (∼ 1 ppm fractional error) as the reported experimental
error (∼ 0.5 ppm).
3.2 Co-magnetometry Technique
A central problem to all neutron EDM experiments concerns the generation of a highly
uniform and temporally stable magnetic field (e.g., typically with cos θ, solenoidal,
or spherical field coils [45]), and the subsequent determination of the value of the
magnetic field averaged over the single or separate volumes [10]. An elegant solution
providing for real-time monitoring of the magnetic field is to deploy a so-called “co-
magnetometer”, whereby an atomic species with no EDM (or, at least, one known
to be significantly smaller than the neutron EDM) co-habitates together with the
stored UCN’s the fiducial volume [1, 32–35]. The general idea is then to carry out
a measurement of the co-magnetometer atoms’ Larmor spin precession frequency in
the magnetic field, from which the temporal dependence of the magnetic field | ~B|
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averaged over the fiducial volume is then deduced.
Thus, a co-magnetometer provides a real-time, in situ measurement of the | ~B|,
which is especially important for detecting any shifts in | ~B| correlated with the rever-
sal of the direction of ~E relative to ~B. However, there are many optimization param-
eters and systematic effects in neutron EDM experiments associated with the field
gradients ∂Bi/∂xj, thus requiring knowledge of the vector components of the mag-
netic field, Bi, over the fiducial volume. For example, the longitudinal and transverse
spin relaxation times, T1 and T2, the values of which contribute to a determination of
an experiment’s statistical figure-of-merit, depend, among other parameters, on the
field gradients [40–44,46]. As another example, the dominant systematic uncertainty
in the most recent published limit [20,23] on dn resulted from the so-called “geomet-
ric phase” false EDMs of the neutron and the co-magnetometer atoms [26–29,47–49],
both of which are functions of the field gradients.
3.3 Alternative Magnetometry Technique
Despite the importance of knowledge of the field gradients in neutron EDM experi-
ments, the key point here is that a co-magnetometer does not, in general, provide for
a real-time, in situ measurement of the ∂Bi/∂xj field gradients. Nor is it practical
or feasible to carry out direct in situ measurements of the field components or field
gradients in an experiment’s fiducial volume with some probe after the experimental
apparatus has been assembled. However, the situation is not that grim, as it has been
shown that it may be possible to extract some particular field gradients from mea-
surements of the spin relaxation times coupled with measurements of the neutrons’
and co-magnetometer atoms’ trajectory correlation functions [29], and also (under
various assumptions on the symmetry properties of the magnetic field profile) from a
comparison of the neutron’s and co-magnetometer atoms’ precession frequencies and
their center-of-mass positions in the magnetic field [26,35].
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The first concept we have proposed to employ for a real-time determination of
the interior vector field components Bi, and thus the field gradients ∂Bi/∂xj, is a
completely general method based on boundary-value techniques which does not re-
quire any assumptions on the symmetry properties (or lack thereof) of the field. The
basic idea is to perform measurements of the field components on the surface of a
boundary surrounding the experiment’s fiducial volume, and then solve (uniquely)
for the values of the field components in the region interior to this boundary via
standard numerical methods. Although the physics basis of the concepts we discuss
in this chapter are certainly not original (and likely known since the origins of elec-
tromagnetic theory), to our knowledge this concept has not been suggested for use
in a neutron EDM experiment, although it has been suggested in other contexts (for
example, see: [50]); nevertheless, we believe the discussion in this chapter will be
of value to those engaged in neutron EDM experiments and also as a pedagogical
resource to those interested in similar problems in other contexts.
The remainder of this chapter is organized as follows. In Sec. 3.3.1 we discuss the
boundary-value problem under consideration and its applicability to neutron EDM
experiments. However, this technique is confined (this limits would be discuss later)
which forced us to develop other techniques namely called “Field Component” and
“Scalar Potential Technique” which are discussed in Sec. 3.3.2.
3.3.1 Boundary-Value Problem for the Interior Vector Field Components
3.3.1.1 Statement of the Boundary-Value Problem
I begin by considering, as shown schematically in Fig. 3.1, a closed three-dimensional
boundary surface surrounding the fiducial volume of an experiment, which is situated
within an arbitrary magnetic field (i.e., no assumptions on the symmetry properties of
the field are necessary). The starting point is the fundamental equations of magneto-
statics, which in SI units are ~∇× ~H = ~J and ~∇· ~B = 0, where ~B = µ0( ~H+ ~M). If we
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Surface
Figure 3.1: Schematic illustration of the proposed boundary-value problem for the
determination of the magnetic field vector components interior to a three-dimensional
closed surface surrounding an experiment’s fiducial volume.
assume that the volume enclosed by the boundary surface contains: (1) no sources of
currents, such that that the current density ~J = 0 everywhere inside of the boundary;
and (2) no sources of magnetization, such that the magnetization ~M = 0 everywhere
inside of the boundary, it then follows that ~∇ × ~B = 0. From this, we immediately
see, via application of the general vector identity ~∇× (~∇× ~B) = ~∇(~∇ · ~B) − ~∇2 ~B,
that the magnetic field ~B (and, thus, each of its components Bi) satisfies a Laplace
equation,
~∇2 ~B = 0 =⇒ ~∇2Bi = 0 (i = x, y, z), (3.3)
everywhere inside of the boundary 1.
Alternatively, under the above assumptions that ~∇ × ~B = 0 and ~∇ · ~B = 0
everywhere inside of the boundary, in a manner analogous to charge-free electrostatics
1 The vector Laplacian can be defined for vector ~B by
~∇2 ~B = ~∇(~∇ · ~B)− ~∇× (~∇× ~B).
So, note that the equality ~∇2Bi = 0 is valid only if ~B is expressed in terms of (xˆ, yˆ, zˆ) Cartesian
components. This equality does not hold in curvilinear coordinates. Therefore, we use Cartesian
coordinates exclusively throughout this work.
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(i.e., ~∇× ~E = 0 and ~∇ · ~E = 0) we can define a magnetic scalar potential ΦM which
satisfies ~B = −~∇ΦM . From this, it then immediately follows that imposing the
requirement ~∇ · ~B = 0 leads to a Laplace equation for the scalar potential,
~∇2ΦM = 0, (3.4)
everywhere inside of the boundary.
Therefore, in summary, we see that each of the vector field components Bi and
the scalar potential ΦM satisfy a Laplace equation everywhere inside of the boundary,
provided the boundary encloses no current or magnetization. Solutions to the Laplace
equation, subject to boundary values, are well known [51]; thus, determination of
the interior field components or the scalar potential from exterior boundary-value
measurements is a solvable problem.
3.3.1.2 Dirichlet Problem for the Interior Vector Components
I now consider the Laplace equation for one of the vector components, ~∇2Bi = 0. If
boundary values for Bi are known everywhere on the surface of the boundary, the
interior values of Bi everywhere inside the surface of the boundary can, in principle,
be obtained from an integral equation over the boundary values and the appropriate
Dirichlet Green’s function for the geometry in question. Thus, for the continuous
version of the Dirichlet boundary-value problem posed here, it is theoretically possible
to solve for the interior vector components everywhere inside the boundary, provided
their boundary values are known everywhere on the surface. Such a solution will
be unique [51]. Note that a limitation of the Dirichlet problem we have formulated
is that it requires boundary values for the same component Bi everywhere on the
surface, with the solution to the problem only yielding interior values for Bi (i.e., no
information on Bj where j 6= i can be deduced).
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3.3.1.3 Neumann Problem for the Interior Magnetic Scalar Potential
Next we consider the Laplace equation for the magnetic scalar potential, ~∇2ΦM = 0.
The scalar potential ΦM is, of course, not a physical observable; however, the
vector components of the gradient, ~B = −~∇ΦM , are, of course, physical observ-
ables. Let nˆ denote a unit vector normal to the surface of the boundary. If we
then assume that boundary values for the normal derivative of the scalar potential,
∂ΦM/∂n = ~∇ΦM · nˆ, or, equivalently, the negative of the normal component of the
magnetic field, −Bn = ∂ΦM/∂n, are known everywhere on the surface of the bound-
ary, the interior values of ΦM can, in principle, be obtained from an integral equation
over the boundary values and the appropriate Neumann Green’s function for the ge-
ometry in question. Thus, for the continous version of the Neumann boundary-value
problem posed here, it is theoretically possible to solve for the interior scalar poten-
tial everywhere inside the boundary, provided the normal components of the magnetic
field are known everywhere on the surface. Unlike the Dirichlet problem, the solution
to the Neumann problem for the interior scalar potential will not be unique, as the
value of the scalar potential is arbitrary up to a constant ΦM → ΦM + λ [51]; how-
ever, the resulting interior magnetic field components, ~B = −~∇ΦM , will be unique.
Note that in contrast to the Dirichlet problem, the solution to the Neumann problem
determines all of the interior vector components of ~B.
3.3.1.4 Comment on Exterior Measurements of | ~B|
Exterior measurements (i.e., outside the fiducial volume) of the scalar magnitude of
the magnetic field, | ~B|, are certainly useful as they provide important monitoring of
the magnetic field in the vicinity of the fiducial volume. However, we note that such
measurements do not provide a rigorous determination of either the interior scalar
magnitude | ~B| or the interior vector components of ~B, as the scalar magnitude | ~B|
does not satisfy a Laplace equation. Therefore, any attempt to extract information on
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the interior ∂Bi/∂xj field gradients from exterior measurements of | ~B| will necessarily
require various assumptions to be made on the symmetry properties of the magnetic
field. In particular, fitting exterior measurements of | ~B| to a multipole expansion
in spherical harmonics in order to determine interior values of | ~B| is not completely
rigorous, as such a multipole expansion is the solution for a quantity which necessarily
obeys the Laplace equation.
3.3.1.5 Discretization of the Boundary-Value Problem
In the (hypothetical) continuous versions of the Dirichlet and Neumann boundary-
value problems formulated above, it was assumed that the boundary values were
known everywhere on the surface; this leads to the well-known analytic solutions for
the interior values in terms of integral equations of Green’s functions. Of course,
such a problem cannot be realized in practice, as the boundary values can only be
determined at discrete measurement points. Fortunately, numerical solutions to dis-
cretized versions of the Dirichlet and Neumann boundary-value problems are well
known (For example, see: [52, 53]).
In the discretized versions of the boundary-value problems we will consider here-
after, we will assume, as indicated schematically in Fig. 3.2, that the boundary values
(i.e., Bi for the Dirichlet problem or Bn for the Neumann problem) are known over
a regularly-spaced grid on the surface of the boundary, with the (constant) spacing
between adjacent points along the x, y, and z directions denoted ∆x, ∆y, and ∆z.
Note that it is not necessary to employ uniform ∆x = ∆y = ∆z grid spacings. Also,
it is not necessary to employ “flat” boundary surfaces, such as the sides of a rectan-
gular box, although, for simplicity, the illustrative examples we will consider in the
next section do utilize a rectangular box geometry. For example, one could discretize
the surface of a torus, which would be a natural candidate for a boundary surface
surrounding the interior of an experiment located within a circular accelerator storage
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Figure 3.2: Schematic illustration in two dimensions of the discretized version of
the boundary-value problem; the extension to three dimensions is obvious. Space is
discretized into grid points, with constant separations ∆x, ∆y, and ∆z along their
respective directions. The boundary values are assumed to be known over a grid of
points on the surface of the boundary (filled circles). The solution is then desired
over the grid of interior points (open circles).
ring. It is also worthwhile to note that the boundary-value problem must be cast in
three dimensions. For example, the solution to the Laplace equation ~∇2Bi = 0 need
not satisfy ( ∂
2
∂x2
+ ∂
2
∂y2
)Bi = 0 in two dimensions. Therefore, an attempt to simplify
the Dirichlet and Neumann boundary-value problems for Bi and ΦM , respectively,
from three to two dimensions will not, in general, yield a valid solution.
In general, there exists a multitude of techniques for the numerical solution of the
Laplace equation subject to boundary values (for example, see: [52]. we also con-
sulted: [53]). In what follows, we employed the elementary finite differencing method
of relaxation with the results in the next section obtained using approximations to
the second-order partial derivatives valid to O((∆x)2).
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3.3.1.6 Geometry and Magnetic Field
As a validation of the concept, we now show results from numerical studies of the
Dirichlet boundary-value problem for Bi and the Neumann boundary-value problem
for ΦM . We consider the neutron EDM experiment cells geometry. In particular, this
geometry consists of two rectangular measurement volumes, which together span the
definition of a rectangular fiducial volume of dimensions 25 cm (−12.5 cm < x < 12.5
cm) × 10 cm (−5.0 cm < y < 5.0 cm) × 40 cm (−20.0 cm < z < 20.0 cm). We
then employ a rectangular boundary surface of dimensions 80 cm (−40.0 cm < x <
40.0 cm) × 80 cm (−40.0 cm < y < 40.0 cm) × 100 cm (−50.0 cm < z < 50.0 cm).
Thus, the volume enclosed by the boundary surfaces is significantly larger (factor of
64) than the fiducial volume, with the boundary surfaces all located ∼ 30 cm from
the fiducial volume.
The magnetic field we will consider is a calculated field map of a modified cos θ
coil [54]. Note that the field map we employed was calculated for this work by M. P.
Mendenhall for the geometry parameters of the modified cos θ coil described in [54],
but without its surrounding cylindrically-concentric ferromagnetic shield, as such a
calculation would have required significantly more computing time. We chose to use
this field as an example because the field shape is not trivial; as can be seen later, the
field shape is quartic near the origin. The orientation of the cos θ coil is such that the
fiducial volume is centered on the coil’s center, with the magnetic field ~B oriented
along the x-direction at the center of the fiducial volume.
3.3.1.7 Example Dirichlet Problem: Densely-Spaced Boundary Values
As first numerical example, we considered a Dirichlet boundary-value problem for
each of the (Bx, By, Bz) field components in a geometry where the spacing between
the grid points is ∆x = ∆y = ∆z = 1.0 cm, thus resulting in 44,802 densely-spaced
grid points on the surface of the boundary. As per the discussion in Sec. 3.3.1.5, we
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Figure 3.3: Results from numerical studies of the Dirichlet boundary-value problem
for Bi for the densely-spaced grid of ∆x = ∆y = ∆z = 1.0 cm (see text for details).
Calculated interior values for Bx along the x-, y-, and z-axes are shown in panels (a),
(b), and (c) as the filled circles, and are compared with the exact values shown as
the solid curves. Panel (d) shows a histogram of the fractional error in the calculated
interior values of (Bx, By, Bz) for all of the interior grid points.
assumed the values of (Bx, By, Bz) were known at all of the 44,802 boundary grid
points. We then proceeded to solve for the values of (Bx, By, Bz) at all of the 617,859
interior grid points. Obviously, implementing such a densely-spaced configuration
would not be possible or practical in an actual experiment; instead, the point of this
hypothetical example was to first demonstrate the validity of the boundary-value
technique for the determination of the interior field components.
The results of this exercise are shown in Fig. 3.3. Panels (a), (b), and (c) com-
pare the calculated interior values of Bx along the x-, y-, and z-axes with the exact
values from the field map, and panel (d) then shows histograms of the fractional
errors [defined to be (calculated − exact)/exact] in the calculated interior values of
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Figure 3.4: Histograms of values for ~∇· ~B in panel (a) and the x-, y-, and z-components
of ~∇ × ~B in panel (b) for the calculated interior values of Bi at all of the interior
grid points from the Dirichlet boundary-value problem for the densely-spaced grid of
∆x = ∆y = ∆z = 1.0 cm (see text for details).
(Bx, By, Bz) at all of the interior points. The agreement between the calculated and
exact values is seen to be excellent, thus clearly demonstrating the validity of the
proposed concept. As a further check, Fig. 3.4 shows histograms of values for ~∇ · ~B
and ~∇× ~B determined from the calculated interior values (using the centered differ-
ence approximation). As expected, the distributions are centered on zero, consistent
with the initial assumptions of the problem.
3.3.1.8 Example Neumann Problem: Densely-Spaced Boundary Values
We now consider the Neumann boundary-value problem for ΦM for the same densely-
spaced grid configuration employed in the discussion of the Dirichlet boundary-value
problem in Section 3.3.1.7. Again, as per the discussion in Sec. 3.3.1.5, we assumed
the values of −Bn = ∂ΦM/∂n were known at all of the boundary grid points. We
then proceeded to solve for the values of ΦM at all of the interior grid points.
The results of this exercise are shown in Fig. 3.5. As before, panels (a), (b), and
(c) compare the calculated interior values of Bx = −∂ΦM/∂x with the exact values
from the field map, and panel (d) then shows histograms of the fractional errors in the
calculated interior values of (Bx, By, Bz) for all of the interior grid points. Again, the
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Figure 3.5: Results from numerical studies of the Neumann boundary-value problem
for ΦM and resulting values for ~B = −~∇ΦM for the densely-spaced grid of ∆x =
∆y = ∆z = 1.0 cm (see text for details). Values for Bx = −∂ΦM/∂x along the x-,
y-, and z-axes as calculated from the interior values for ΦM are shown in panels (a),
(b), and (c) as the filled circles, and are compared with the exact values shown as
the solid curves. Panel (d) shows a histogram of the fractional error in the calculated
interior values of (Bx, By, Bz) for all of the interior grid points.
agreement between the calculated and exact values for Bx (i.e., the dominant field
component) is excellent, again clearly demonstrating the validity of the Neumann
concept. However, the fractional errors in the calculated values of By and Bz are
larger than those for Bx; this is the result of a loss of precision in calculating these
significantly smaller components via derivatives of ΦM .
3.3.1.9 Example Dirichlet Problem: Coarsely-Spaced Boundary Values
I now consider more realistic examples of the Dirichlet boundary-value problem in
which the grids are (significantly) more coarsely spaced than those of the previous
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Figure 3.6: Results from numerical studies of the Dirichlet boundary-value problem
for Bi for two coarsely spaced boundary value grids. Panel (a) shows calculated
interior values of Bx along the x-axis (filled circles) compared with the exact values
(solid curves) for a grid with (∆x,∆y,∆z) = (10 cm, 10 cm, 50 cm). Panel (b) is for
a grid with (∆x,∆y,∆z) = (10 cm, 40 cm, 50 cm). Note that we do not show values
for Bx along the y- or z-axes, as there are very few interior grid points along these
dimensions given the relatively large ∆y and ∆z grid spacings.
examples. First, calculated interior values of Bx along the x-axis are shown in panel
(a) of Fig. 3.6 for a grid with spacings (∆x,∆y,∆z) = (10 cm, 10 cm, 50 cm), which
would require measurements of 194 boundary values. The agreement between the
calculated and exact values is still quite good. Second, panel (b) shows results from
the same calculation for an even coarser grid with spacings (∆x,∆y,∆z) = (10 cm,
40 cm, 50 cm), requiring measurements of 74 boundary values. The agreement is
now somewhat degraded, although the calculated and exact values still agree to the
level of ∼ 0.08%. A drawback of this latter coarse grid is that the number of interior
points are limited to those shown in panel (b) because ∆y and ∆z are simply half of
the extent of the fiducial volume in their respective directions.
The computing time required for 105 iterations of the codes was < 10 seconds for
both of these coarse grids.
3.3.1.10 Specifications on the Vector Field Probe
Measurements of boundary values in an experiment with a vector field probe will,
of course, be subject to noise and/or systematic errors such as uncertainties in the
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Figure 3.7: Results from numerical studies of the impact of noise and/or systematic
errors in the measurements of the boundary values on the calculated interior values.
All panels show calculated interior values of Bx along the x-axis for ten random
configurations of boundary values (indicated by the different data symbols) generated
according to the Gaussian fluctuation model discussed in the text. Panel (a): grid
spacing of (∆x,∆y,∆z) = (10 cm, 10 cm, 50 cm) and Gaussian fluctuation parameter
σ = 10−3. Panel (b): (10 cm, 10 cm, 50 cm) and σ = 10−4. Panel (c): (10 cm, 40
cm, 50 cm) and σ = 10−3. Panel (d): (10 cm, 40 cm, 50 cm) and σ = 10−4. In panels
(b) and (d) the different data symbols all overlap each other.
probe’s (x, y, z) positioning or its calibration. To study the specifications that a probe
must satisfy in order to determine the interior field components to a certain precision,
we employ a simple model in which we subject each boundary value Bi to a Gaussian
fluctuation parameter δ,
Bi → Bi(1 + δ), (3.5)
where δ is randomly sampled from a Gaussian with a mean of zero and a particular
width σ. This simple model accounts for noise fluctuations in the measurement of
Bi and also errors in the probe’s (x, y, z) positioning, the latter of which can be
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interpreted as equivalent to an error in the measurement at the nominal (x, y, z)
position.
I considered two examples of σ = 10−3 and 10−4 which I illustrate within the
context of the two coarse grids discussed previously in Section 3.3.1.9 (i.e., those
with (∆x,∆y,∆z) = (10 cm, 10 cm, 50 cm) and (10 cm, 40 cm, 50 cm), yielding
194 and 74 boundary values, respectively). To provide context for an experiment, a
σ of 10−4 would correspond to a Gaussian width of 10−6 Gauss on a 10−2 Gauss field
value, where 10−2 Gauss is the typical scale of field magnitudes in recent and future
neutron EDM experiments. For each of these σ values, we generated ten random
configurations of boundary values in which each of the boundary values was subjected
to a Gaussian fluctuation according to Eq. (3.5). The impact of these fluctuations
on the calculated interior values is shown in Fig. 3.7, where we show the calculated
interior values of Bx along the x-axis for each of the ten random configurations. As
can be seen there, if σ = 10−3 the spread in the calculated interior values is rather
large (and the sign of the gradient ∂Bx/∂x that would be deduced would be incorrect
in some cases), whereas if σ = 10−4 the spread is small and any differences in the
values of ∂Bx/∂x deduced from the calculated interior values would be small.
Thus, within the context of this simple model, we conclude that a reasonable
specification on a vector field probe is that the relative uncertainties in the probes’
measurements of the boundary values must be of order 10−4 and any errors in the
(x, y, z) positioning of the probes must not result in measured field values that differ
by more than 10−4 from what their values would be at their nominal positions.
3.3.1.11 Summary
In summary, we proposed a new concept for determining the interior magnetic field
vector components in neutron EDM experiments via Dirichlet and Neumann bound-
ary value techniques, whereby exterior measurements of the field components over a
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closed boundary surface surrounding the experiment’s fiducial volume uniquely deter-
mine the interior field components via solution of the Laplace equation. We suggest
that this technique will be of particular use to neutron EDM experiments after they
have been assembled and are in operation, when it is no longer possible to perform
an in-situ field map.
We also emphasize that this technique is certainly not limited in its applicability
to neutron EDM experiments. Indeed, this technique could be of interest of any
experiment requiring monitoring of vector field components within some well defined
boundary surface. Some examples of this could be experimental searches for neutron-
antineutron (nn) oscillations along a flight path or experiments utilizing storage rings
for measurements of the muon g − 2 or the proton EDM. The concept for an nn
experiment would be to mount field probes along the neutron flight path in the
region interior to the magnetic shielding, and for the storage ring experiments on the
beam vacuum pipe in the region interior to the storage ring magnets and electrodes.
However, as relevant for neutron EDM experiments, we do note that one limita-
tion of the boundary-value concept was discussed in Sec. 3.3.1.9: that is, the number
of interior points at which the interior fields can be calculated (and, thus, the reso-
lution at which the field gradients can be determined) is limited by the number of
grid points (or, equivalently, the grid spacing) at which the boundary values are mea-
sured. Therefore, an alternative technique of fitting measurements of exterior field
components to a multipole expansion of the field components or the magnetic scalar
potential is discussed in the next sections.
3.3.2 Field Component and Scalar Potential Techniques
3.3.2.1 Background
An experiment may face the challenge of determining in real-time the vector compo-
nents, Bi, of the magnetic field within some region of space over which it is impossible
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or impractical to carry out a direct measurement of these field components during the
operation of the experiment. For example, suppose an experiment requires a highly-
uniform magnetic field. A suitable magnetic field coil would need to be designed and
fabricated and the coil’s field would almost certainly be measured directly with a field
probe as a verification of the coil’s design principles. Suppose that after integration
with the experiment the configuration of the apparatus and the coil precludes any
such direct measurement (e.g., it may not be physically possible to measure the field
components at multiple positions due to geometry constraints). If the nature of the
experiment is such that it would be highly desirable to monitor the field components
during the operation of the experiment, one then faces such a challenge. Indeed, this
is the challenge faced in the SNS nEDM experiment.
The general idea of the concept, as illustrated schematically in Fig. 3.8, is to
perform measurements of the field components at discrete points on some surface
exterior to the experiment sensitive volume. If the volume interior to this surface
encloses no currents or sources of magnetization, such that the current density ~J = 0
and the magnetization ~M = 0, it then follows that the vector components of the
field, Bi, and the magnetic scalar potential, ΦM , will each satisfy a Laplace equation,
which can then be solved either numerically or analytically, providing for a unique
determination of the vector components within the interior fiducial volume. We
recall here again that the Laplace equation for each of the vector components of the
field, ~∇2Bi = 0, holds if the field components are expressed in terms of (Bx, By, Bz)
rectangular coordinates, but does not hold if the components are expressed in terms
of curvilinear coordinates. [For example, in spherical components, (Br, Bθ, Bφ) do
not separately obey Laplace equations.]
The approach we propose here starts from the general result that the solution
to the Laplace equation in spherical coordinates can be written as an expansion in
radial coordinates and spherical harmonics. If the values of the field components or
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BFigure 3.8: Schematic illustration of the general idea of the concept. The vector
field components in the inaccessible interior region of the experiment (the fiducial
volumes) are determined from measurements of the field components on some surface
(indicated by the dashed line) exterior to the fiducial volume.
the scalar potential (equivalently, the component of the field normal to the surface)
are known at some number of exterior fixed points, a system of linear equations
can be constructed and subsequently solved for the a priori unknown expansion
coefficients in the multipole expansion. This then provides for a unique determination
of the field components in the interior region. Of course, the above is well-known
(e.g., [55]); however, what is novel about our approach is that we have developed a
systematic method for optimizing the positions at which the field components are to
be measured which maximizes their sensitivity to the successive terms in the multipole
expansion, and which also permits discrimination between these successive terms. To
our knowledge, this method has not been published elsewhere, although there has
been previous work which proposed a less general approach whereby measurements of
boundary values over the six faces of a rectangular volume were fitted to trigonometric
and hyperbolic functions, thus determining the interior field components [50].
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3.3.2.2 Method
As is well known (e.g., [55]), the general solution to the Laplace equation, ~∇2f(~x) = 0,
where for the problem we have f ∈ {Bx, By, Bz,ΦM}, can be written in spherical
coordinates as a multipole expansion. In what follows, we reconcile the solution to
the Laplace equation in which the m values range over m = −`,−`+ 1, . . . ,+` with
the often-quoted and utilized form (e.g., [56]) in which the m values instead range
over only non-negative integers m = 0, 1, . . . ,+`.
For the sake of completeness, we show that the multipole expansion solution
to the Laplace equation, which is usually written as a sum over m values ranging
from m = −`, . . . ,+` can be written instead as a sum over non-negative m values
(m = 0, . . . ,+`) only. We begin by recalling that the general solution to the Laplace
equation, ~∇2f(r, θ, φ) = 0, is of the form
f(r, θ, φ) =
∞∑
`=0
+∑`
m=−`
[
A`mr
` +
B`m
r`+1
]
Y`m(θ, φ), (3.6)
where the Y`m(θ, φ) are the usual spherical harmonics. Adopting the conventions in
[55], the spherical harmonics Y`m(θ, φ) are defined in terms of the associated Legendre
polynomials, Pm` (cos θ), as
Y`m(θ, φ) = N`mPm` (cos θ)eimφ, (3.7)
where N`m is a coefficient that depends on ` and m,
N`m =
√
2`+ 1
4pi
(`−m)!
(`+m)!
. (3.8)
Note that the associated Legendre polynomials obey the relation
P−m` (cos θ) = (−1)m
(`−m)!
(`+m)!
Pm` (cos θ). (3.9)
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We then break the sum over the m values from −` to +` into three contributions:
m = 0, a sum from m = 1 to +`, and a sum from m = −` to −1,
f(r, θ, φ) =
∞∑
`=0
[(
A`0r
` +
B`0
r`+1
)
Y`0(θ, φ)+
+∑`
m=1
(
A`mr
` +
B`m
r`+1
)
Y`m(θ, φ)+
−1∑
m=−`
(
A`mr
` +
B`m
r`+1
)
Y`m(θ, φ)
]
. (3.10)
We then use Eqs. (3.7) and (3.9) to rewrite the m < 0 term as
−1∑
m=−`
(
A`mr
` +
B`m
r`+1
)
Y`m(θ, φ) =
∑`
m=1
(
A`(−m)r` +
B`(−m)
r`+1
)
(−1)mN`mPm` (cos θ)e−imφ. (3.11)
Using e±imφ = cosmφ± i sinmφ then allows us to rewrite Eq. (3.10) as
f(r, θ, φ) =
∞∑
`=0
[(
A`0r
` +
B`0
r`+1
)
N`,0P 0` (cos θ) +
∑`
m=1
N`mPm` (cos θ)×(
r` (a`m cosmφ+ b`m sinmφ) +
1
r`+1
(a′`m cosmφ+ b
′
`m sinmφ)
)]
, (3.12)
where a`m, a
′
`m, b`m and b
′
`m are expansion coefficients defined in terms of the A`m,
A`(−m), B`m, B`(−m) expansion coefficients and (`,m)-dependent numerical constants.
Note that if the problem under consideration includes the origin (r = 0), the terms
proportional to 1/r`+1 are discarded because f(r, θ, φ) → ∞ at the origin. In this
case, it is then easy to see that the solution for f(r, θ, φ) can be rewritten in the
simple form
f(r, θ, φ) =
∞∑
`=0
+∑`
m=0
r`Pm` (cos θ)
[
a`m cosmφ+ b`m sinmφ
]
. (3.13)
It is straightforward to see that a similar result will be obtained if the problem under
consideration does not include the origin, but extends to r → ∞, in which case the
terms proportional to r` are discarded, and r` is replaced with 1/r`+1 in Eq. (3.13).
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Finally, if the problem includes neither the origin nor infinity, all of the terms are
retained, and there must then be four sets of expansion coefficients corresponding to
the cosmφ and sinmφ terms which appear in both the r` and 1/r`+1 expansions.
For f = Bx, By, or Bz, we rewrite Eq. (3.13) as
Bi(~x) =
∑
`,m
C`m(~x)a`m, i + S`m(~x)b`m, i, (3.14)
where we define the C`m and S`m to be “basis functions” of the form
C`m(~x) = r
`Pm` (cos θ) cos(mφ),
S`m(~x) = r
`Pm` (cos θ) sin(mφ).
(3.15)
3.3.2.3 Field Component Method
Suppose one can measure Bi(~x) at N different locations in a region exterior to the
fiducial volume. We use Bi(~xn) to denote an exterior measurement of Bi at location
~xn, where the index n = 1, . . . , N . It then follows that we can construct a N × N
system of equations for the a`m,i and b`m,i expansion coefficients,
Bi(~xn) =
L,M∑
`,m=0
C`m(~xn)a`m, i + S`m(~xn)b`m, i, n = 1, . . . , N, (3.16)
as the Bi(~xn) are known (i.e., measured) quantities, and the C`m(~xn) and S`m(~xn)
basis functions are known functions of ~xn. The upper limits L and M denote the
maximum values of ` and m permitted for N unknowns. For example, if N = 5, the
possible (`,m) values would be: (0, 0), (1, 0), (1, 1), (2, 0), (2, 1); that is, the series
would be truncated at (L,M) = (2, 1). We note that our convention is simply to
employ the N lowest-order (`,m) combinations. For some particular field profile it
might be the case that the selection of some non-incremental combination would be
advantageous, such as (2, 2) instead of (2, 0) as in the N = 5 example above. But,
for some different field profile, the selection of that non-incremental term might then
not be optimal.
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The resulting N × N system of linear equations can then be readily solved via
standard numerical methods (e.g., Gaussian elimination). The field component Bi
everywhere within the interior fiducial volume can then be calculated from the a`m,i
and b`m,i expansion coefficients. Note that one drawback of this method, which we
hereafter refer to as the “field component method”, is that exterior measurements
of Bi then provide only limited information on the interior values of Bj 6=i. For ex-
ample, suppose that exterior measurements are made of the Bx component. The
method would then determine Bx(~x), and thus the ∂Bx/∂x, ∂Bx/∂y, and ∂Bx/∂z
gradients. The constraint ~∇× ~B = 0 would then permit determination of two more
gradients, ∂Bz/∂x and ∂By/∂x. Another drawback of this method is illustrated with
the following example. Suppose one could carry out the exterior measurements at
N = 5 different locations with a field probe which provides information on all three
components of the field, (Bx, By, Bz). Although one could then reconstruct all three
components within the interior fiducial volume, the expansion for each field com-
ponent would be limited to (L,M) = (2, 1); that is, the 5 × 3 = 15 different field
component measurements would not permit for a determination of (`,m) terms of
higher order than (2, 1).
3.3.2.4 Scalar Potential Method
Alternatively, if we take f(~x) = ΦM(~x) in the Laplace equation ~∇2f(~x) = 0, the
general solution for the magnetic scalar potential ΦM(~x) can, of course, also be written
as a multipole expansion like Eq. (3.13). Using ~B = −~∇ΦM , it follows that the
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magnetic field in (Br, Bθ, Bφ) spherical components is of the form
Br(~x) = −1
r
∑
`,m
[
`C`m(~x)a`m + `S`m(~x)b`m
]
,
Bθ(~x) = − 1
sin θ
∑
`,m
[
∆`m(~x)a`m + Λ`m(~x)b`m
]
, (3.17)
Bφ(~x) = − 1
r sin θ
∑
`,m
[
mC`m(~x)b`m −mS`m(~x)a`m
]
,
where the C`m(~x) and S`m(~x) basis functions are as defined previously in Eq. (3.15),
and the additional basis functions ∆`m(~x) and Λ`m(~x) are defined in terms of C`m(~x)
and S`m(~x) as
∆`m(~x) =
`
r
C`m(~x) cos θ − (`+m)C`−1,m(~x),
Λ`m(~x) =
`
r
S`m(~x) cos θ − (`+m)S`−1,m(~x).
(3.18)
Just as before, if one can perform N different measurements of Bi, one can con-
struct an N ×N linear system of equations for the a`m and b`m expansion coefficients
via equation set (3.17), which then permits reconstruction of the field in the interior
fiducial volume after solution of this system of equations for the a`m and b`m expansion
coefficients. However, two significant advantages of the “scalar potential method”,
as compared to the field component method, are the following. First, because the
a`m and b`m expansion coefficients are associated with the magnetic scalar potential
(and not with any particular field component), it then follows that if one can perform
measurements of all three components of the field at N different exterior locations,
one can then construct a 3N × 3N linear system of equations via equation set (3.17)
(in contrast to a N ×N system of equations for each component under the field com-
ponent method). This then permits the determination of a factor of three times more
additional expansion coefficients, thus providing greater sensitivity to higher-order
(`,m) terms. Second, under the scalar potential method, the exterior measurements
do not all need to be of the same field component. As an example, suppose the ex-
perimental requirements dictate that it is desirable to measure different components
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of the field at the N different locations, but one has a field probe which only provides
information on a single field component. From these N measurements of the field
components, one can still determine N coefficients, even if the measurements are not
all of the same field component.
With regard to the second point, note that the field components in the set of
equations (3.17) were given in terms of spherical coordinates. However, in general,
most magnetic field probes usually determine the field components in rectangular
coordinates. Of course, if one can measure all three components of the magnetic
field at each exterior measurement location, it is a trivial matter to transform the
(Bx, By, Bz) measurements to (Br, Bθ, Bφ) spherical coordinates. However, if one has
a field probe which only determines a single rectangular component, unless the probe
is oriented along either the rˆ, θˆ, or φˆ directions (which is not usually practical),
the above equations are not directly applicable. Thus, as an aid to the interested
reader, in what follows we provide general formulas for the transformation of the
above problem from spherical to rectangular coordinates.
For benefit to the interested reader, we provide expressions for the transformation
of the expressions for the (Br, Bθ, Bφ) spherical coordinates under the scalar potential
method to (Bx, By, Bz) rectangular coordinates. To begin, direct transformation of
the expansion for ΦM from spherical coordinates,
ΦM(~x) =
∞∑
`=0
+∑`
m=0
r`Pm` (cos θ)
[
a`m cosmφ+ b`m sinmφ
]
, (3.19)
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to rectangular coordinates yields
ΦM(~x) =
∑
`,m
(
ρ2 + z2
) `
2 Pm`
(
z√
ρ2 + z2
)
×a`m b
m
2 c∑
k=0
(−1)k
(
m
2k
)(
y
ρ
)2k (
x
ρ
)m−2k
+
b`m
bm−12 c∑
k=0
(−1)k
(
m
2k + 1
)(
y
ρ
)2k+1(
x
ρ
)m−2k−1 , (3.20)
where we define ρ =
√
x2 + y2,
(
m
2k
)
and
(
m
2k+1
)
are binomial coefficients, and sign
b.c is the floor function (maps a real number to the largest previous integer). The
(Bx, By, Bz) field components are then calculated explicitly via ~B = −~∇ΦM in rect-
angular coordinates, yielding
Bx(~x) =
∑
`,m,k
a`mG`mk
(
F`m
x
Pm` − V`mPm`−1
)
+
∑
`,m,k
b`mQ`mk
(
F`m − 1
x
Pm` − V`mPm`−1
)
,
By(~x) =
∑
`,m,k
a`mG`mk
(
U`m
y
Pm` −W`mPm`−1
)
+
∑
`,m,k
b`mQ`mk
(
U`m + 1
y
Pm` −W`mPm`−1
)
,
Bz(~x) =
∑
`,m,k
a`m
`+m√
ρ2 + z2
G`mkP
m
`−1+
∑
`,m,k
b`m
`+m√
ρ2 + z2
Q`mkP
m
`−1,
(3.21)
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where the F`m, U`m, V`m, W`m, G`mk and Q`mk in the above are of the form
F`m(x, y) =
`x2 +my2 − 2kρ2
ρ2
, (3.22)
U`m(x, y) =
(`−m)y2 + 2kρ2
ρ2
, (3.23)
V`m(x, y, z) =
xz(`+m)
ρ2
√
ρ2 + z2
, (3.24)
W`m(x, y, z) =
yz(`+m)
ρ2
√
ρ2 + z2
, (3.25)
G`mk(x, y, z) = (−1)k
(
ρ2 + z2
) `
2
(
m
2k
)(
y
ρ
)2k (
x
ρ
)m−2k
, (3.26)
Q`,m,k(x, y, z) = (−1)k
(
ρ2 + z2
) `
2
(
m
2k + 1
)(
y
ρ
)2k+1(
x
ρ
)m−2k−1
. (3.27)
3.3.2.5 Optimization of Exterior Measurement Locations
The question then becomes: At what locations should the exterior measurements of
the field components be performed in order to achieve maximal accuracy in the inte-
rior field reconstruction? Or, alternatively, where should the exterior measurements
be performed for maximal sensitivity to the successive (`,m) terms in the multipole
expansion? In principle, the answer can be simply stated as follows. Consider Eqs.
(3.16) and (3.17) which express the field components Bi in terms of the a`m and b`m
expansion coefficients for the field component and scalar potential methods, respec-
tively. If one wants an exterior measurement to be sensitive to some particular (`,m)
term (i.e., so as to be able to determine the corresponding a`m and b`m expansion
coefficients), one should carry out this exterior measurement at some location where
the underlying basis function for that particular (`,m) term is maximal in magnitude
(or, at least, non-zero). One can then, in this manner, systematically determine where
to locate field probes which then provide sensitivity to each successive (`,m) term in
the expansion. To illustrate, suppose a hypothetical expansion of some function f(x)
is f(x) = a+ b sinx. For sensitivity to the first (constant) term, one could carry out
a measurement at any value of x, thus providing sensitivity to a. For sensitivity to
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the second b sinx term, one would clearly not carry out a second measurement where
sinx = 0; instead, for maximal sensitivity, one would ideally carry out a measurement
where sin x = ±1, thus permitting discrimination between b = 0 and b 6= 0.
However, in practice, one may be constrained (e.g., by the experimental geom-
etry) as to where the exterior measurements can be performed. We now illustrate,
via an example, a systematic optimization procedure for such a constrained problem.
Specifically, I consider an experimental geometry in which a magnetic field is gener-
ated by a highly-optimized cylindrically-shaped cos θ coil [45,54] of radius 0.6 m and
length 4.0 m. As shown in Fig. 3.9, we take the interior fiducial volume to consist
of two rectangular volumes of dimensions 0.075 m (x) × 0.10 m (y) × 0.40 (z) m
separated by a 0.10 m gap in the x-direction (see Fig. 3.9 for coordinate system). We
will refer to them as “negative” (x < 0) and “positive” (x > 0) fiducial volumes. It is
desired to reconstruct the field within these fiducial volumes from external measure-
ments on the surface of a cylinder of radius 0.50 m oriented co-axial with the cos θ
coil. Note that measurements are not performed on the end caps of the cylindrical
surface (i.e., it is “open”, permitting experimental access to the interior). (We use
this example because this is, in fact, the geometry under development for the SNS
nEDM experiment. [1, 36].)
For the geometry presented in Fig. 3.9, the magnetic field is oriented primarily
along the x-direction. Thus, we will here illustrate the method for the Bx(~x) com-
ponent, although the procedure is completely identical for the other components.
Under the scalar potential method, the first several basis functions in the expansion
for Bx(~x), as per equation set (3.21), are listed in Table 3.1. We then project these
basis functions onto the cylindrical surface of radius 0.50 m (i.e., where the external
measurements will be performed) in order to determine the locations where each of
these basis functions are maximal. Examples of such a projection for six different
basis functions, those corresponding to the a3,0, a3,3, a4,2, b3,2, b4,1, and b4,2 coeffi-
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Figure 3.9: Schematic figure of the specific experimental geometry employed in the
example calculation. The interior fiducial volume consists of two rectangularly-shaped
volumes separated by a gap. It is assumed the external measurements are performed
on the surface of an open-ended cylindrical surface (indicated by the dashed line),
whose radius is slightly smaller than that of a cylindrical cos θ coil, which generates
a magnetic field oriented primarily along the indicated x-axis direction.
cients, are shown in Fig. 3.10. (Note that these were chosen as examples because the
projections of these particular basis functions onto a cylindrical surface are not triv-
ial.) The probes would then optimally be located at or near the maxima of the basis
functions, thus maximizing the sensitivity of the external measurements to the in-
trinsic (`,m) properties of the field. This same procedure is then carried out for each
(`,m) expansion function for which a coefficient can be determined. Discrimination
between the (`,m) expansion functions is possible via a procedure best illustrated
with an example. Suppose two (`,m) and (p, q) expansion functions are both maxi-
mal in one region, but the (p, q) term is zero in another region with the (`,m) term
non-zero there. Comparing probe readings at these two positions would then permit
discrimination between these two expansion functions.
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Table 3.1: Basis functions for Bx(~x) in rectangular coordinates.
Basis Function Basis Function
a1,1 −1 b1,1 0
a2,0 −x b2,0 0
a2,1 −3z b2,1 0
a2,2 6x b2,2 6y
a3,0 −3xz b3,0 0
a3,1
3
2
(3x2 + y2 − 4z2) b3,1 3xy
a3,2 30xz b3,2 30yz
a3,3 45 (−x2 + y2) b3,3 −90xy
a4,0
3
2
x (x2 + y2 − 4z2) b4,0 0
a4,1
5
2
z (9x2 + 3y2 − 4z2) b4,1 15xyz
a4,2 −30x (x2 − 3z2) b4,2 −15y (3x2 + y2 − 6z2)
...
...
...
...
Table 3.2: Optimized (φ, z) coordinates for the N = 12 measurement locations shown
schematically in Fig. 3.11. As discussed in the text, all of the locations are on the
surface of a cylinder of radius 0.50 m, and the extent of the fiducial volumes along
the z-axis is ±0.20 m; therefore, the measurement locations are all relatively distant
from the extent of the fiducial volumes.
φ z [m]
1 0 0.25
2 pi/2 −0.25
3 pi/2 0.0
4 pi/2 0.25
5 3pi/4 −0.25
6 3pi/4 0.0
7 pi −0.25
8 3pi/2 0.0
9 3pi/2 0.25
10 7pi/4 −0.25
11 7pi/4 0.0
12 7pi/4 0.25
3.4 First Generation: Simulation
We then implemented this procedure for an example of N = 12 exterior measure-
ments, all of which are assumed to provide information on all three field components.
69
(a) a30 (b) b32
(c) a33 (d) b41
(e) a42 (f) b42
Figure 3.10: Examples of projections of some of the basis functions for Bx(~x) pro-
jected onto a cylindrical surface.
The optimized locations of these 12 measurements on the surface of a 0.50 m radius
cylinder are shown schematically in Fig. 3.11, and their explicit (φ, z) cylindrical
coordinates are given in Table 3.2.
Per our potential method, we then constructed a 36×36 linear system of equations
and determined the {a`m, b`m} solution set for the expansion coefficients. The results
from such an analysis are shown in Fig. 3.12, where panels (a), (b), and (c) compare,
respectively, the reconstructed interior values for Bx along the x-, y-, and z-axes
within the cylindrical surface with an exact calculation of the cos θ coil’s field profile.
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Figure 3.11: Schematic diagram of the optimized measurement locations on the sur-
face of a cylinder for the example case of N = 12 measurements discussed in the
text.
The root mean square errors of the differences between the reconstructed interior
field values and the exact values along these axes are shown in these figures, and
are seen to be quite good. In general, one would expect the accuracy of the method
to improve with an increasing number of probes N > 12, and our numerical studies
for this particular field profile are consistent with this expectation. We do note,
though, that the most drastic improvements in the accuracy were obtained when
an increment in the number N permitted an increment in the maximum value of
`. However, for this particular field profile the addition of ` > 4 terms only offered
marginal improvement; this is perhaps not surprising, as it would be expected that a
highly-uniform field would be well described with the first few ` terms.
As a further demonstration of our method (especially its sensitivity to non-
symmetric terms), we superposed the calculated field of the cos θ coil, ~B0(~x), with a
gradient field, such that the total field ~B(~x) is of the form
~B(~x) = ~B0(~x) + axxˆ− ayyˆ, (3.28)
where a is a constant gradient term (note that this gradient field obeys Maxwell’s
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Figure 3.12: Reconstructed interior values (filled circles) for Bx along the x-, y-, and
z-axes within the cylindrical surface are shown in panels (a), (b), and (c), respec-
tively, and are compared with the exact values (solid lines). The dashed vertical lines
indicate the extent of a rectangular volume enclosing both of the fiducial volumes.
The Root Mean Squares of the Fractional Errors (RMS-FE) in the reconstructed Bx
values along each axis are noted in each panel.
equations). With these same 12 field probes located at their already optimized po-
sitions, we then repeated our calculations of the interior field values. These results
are shown in Fig. 3.13 for three different cases: a = 0, 10−5 G cm−1, and 10−6 G
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Figure 3.13: Reconstructed interior values (open circles, filled circles, and stars) and
the exact values (solid, dashed, and dash-dot lines) of Bx along the x-axis within
both of the fiducial volumes for the three field gradient cases: a = 0, 10−6 G cm−1,
and 10−5 G cm−1 (respectively). The Root Mean Squares of the Fractional Errors
(RMS-FE) in the reconstructed values are indicated for each case.
cm−1. Again, there is good agreement between the reconstructed and exact field
values witin the interior fiducial volumes, thus demonstrating the robustness of the
method to different field shapes.
I also considered the case of a = 10−7 G cm−1, which we do not show explicitly in
Fig. 3.13, due to its smallness (i.e., not visible on the plot). Nevertheless, the accuracy
was comparable to the other cases. In general, though, we would expect the sensitivity
to field gradients to be ultimately limited by the instrumental accuracy/resolution of
the measurement probes. To set the scale, suppose the field probes are separated by
some distance of order ∼ 10 cm, and their intrinsic accuracy/resolution is of order
∼ 10−6 G. One would then expect the field gradient reconstruction to be limited to
the order of 10−7 G cm−1.
Note that although we illustrated our method with a specific example (i.e., mag-
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netic field of a cos θ coil, exterior measurements on a cylindrical surface), our opti-
mization technique can, of course, be applied to essentially any geometry. One would
just need to project the appropriate basis functions onto the relevant geometrical
surface where the external measurements are to be performed in order to determine
their optimal locations.
In summary, we have discussed a technique which permits reconstruction of the
vector components of the magnetic field within some otherwise inaccessible interior
region solely from external measurements at fixed locations. We discussed, via an
example, a systematic procedure for optimizing the locations of these external mea-
surements for maximal sensitivity to each of the successive terms in a multipole
expansion of the field. The validity of our method was demonstrated with an ex-
ample. Our technique could be of interest to any experiment or application desiring
information on the vector components of the magnetic field within some otherwise
inaccessible region.
3.5 Second Generation: Fabricated and Tested Prototype
I present results from a first demonstration of a magnetic field monitoring system for a
neutron electric dipole moment experiment. The system was designed to reconstruct
the vector components of the magnetic field in the interior measurement region solely
from exterior measurements.
3.5.1 Introduction
In this section, we show results from first prototyping tests of such a system. The
results highlight the potential for the implementation of an improved system in an
upcoming neutron electric dipole moment experiment to be carried out at the Spal-
lation Neutron Source at Oak Ridge National Laboratory (i.e., the SNS nEDM ex-
periment [1, 36]). The work presented here complements techniques that have been
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developed to extract interior gradients from exterior measurements in scalar magne-
tometers [57, 58].
3.5.2 Methodology
Detailed discussions of the concepts underlying the field monitoring system were
discussed. In terms of rectangular coordinates, we wrote the components Bi(~x) in
terms of the a`m and b`m expansion coefficients as
Bi (~x) =
∑
`,m
a`m f`m, i (~x) + b`m h`m, i (~x), i ∈ {x, y, z}. (3.29)
where we use f`m,i(~x) and h`m,i(~x) to denote the basis functions in the expansion.
Explicit expressions for f`m,i(~x) and h`m,i(~x) written in terms of (x, y, z) rectangular
coordinates (i.e., the coordinate system most compatible with typical experimental
field measurements) are given in 3.3.2.4.
Table 3.3 summarizes the sensitivity of (Bx, By, Bz) to the a`m and b`m expansion
coefficients (up to ` = 3) in terms of these f`m, i and h`m, i basis functions. The point
here is that measurements of (Bx, By, Bz) provide (mostly) redundant information
on the a`m and b`m expansion coefficients, as most of these coefficients are common
to all three (Bx, By, Bz) components; however, as can be seen in the table, certain
coefficients can only be determined from measurements of a particular component
(e.g., b11 can only be determined from a measurement of By).
If one desires reconstruction of all the (Bx, By, Bz) field components to a certain
order (written in terms of the a`m and b`m coefficients up to that order), it is possi-
ble via measurements of any of the (Bx, By, Bz) components providing appropriate
sensitivity to these coefficients, with the number of required measurements equal to
the number of a`m and b`m coefficients up to that order. As a specific example, sup-
pose one desired to reconstruct (Bx, By, Bz) to order (`,m) = (3, 3) in the scalar
potential. As can be inferred from the table, such a reconstruction would require the
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Table 3.3: Sensitivity of the field components (Bx, By, Bz) to the a`m and b`m expan-
sion coefficients in terms of their associated basis functions, f`m,i(~x) and h`m,i(~x), in
the expansion of the magnetic scalar potential. Some trivial basis functions are not
listed, e.g., f00, i, whose associated basis function in the scalar potential expression is
a constant and thus does not appear in the expressions for the Bi. Also, expansion co-
efficients associated with basis functions which are linearly dependent on lower-order
terms are redundant and do not need to be determined. Note that a ‘0’ indicates that
particular component offers no sensitivity to that particular expansion coefficient.
a10 a11 b11 a20 a21 b21 b22 a30 a31 b31 b32 a33
Bx 0 −1 0 f20, x f21, x 0 h22, x f30, x f31, x h31, x h32, x f33, x
By 0 0 −1 f20, y 0 h21, y h22, y f30, y f31, y h31, y h32, y f33, y
Bz 1 0 0 f20, z f21, z h21, z 0 f30, z f31, z h31, z h32, z 0
determination of only 12 coefficients, a10 through a33, and, hence, only 12 exterior
measurements. Five of these coefficients (a20, a30, a31, b31, b32) could be determined
from a measurement of any of (Bx, By, Bz) at any location in space where their respec-
tive basis functions are non-zero, four of these (a21, b21, b22, a33) could be determined
from any two of (Bx, By, Bz), and three of these (a10, a11, b11) would require a mea-
surement of a specific component (e.g., a10 is sensitive only to Bz). Thus, one can
optimize the choice of external measurements according to the needs of the particular
experiment, with a careful choice of such providing for maximal information in the
(`,m) reconstruction from a minimal number of exterior measurements.
However, if the experiment is somehow constrained such that exterior measure-
ments of only one of the field components is possible, then one can only reconstruct
that particular component. For example, as can be seen in Table 3.3, Bx does not
provide sensitivity to a10, b11, and b21, coefficients which would be needed for the re-
construction of By and Bz. Continuing this example, with 12 exterior measurements
of Bx, one could reconstruct Bx up to a somewhat higher (`,m) = (4, 1) order, but
would sacrifice the ability to reconstruct By and Bz.
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3.5.3 Experimental Apparatus and Procedure
A prototype field monitor system consisting of twelve single-axis fluxgate magnetome-
ter probes was deployed within the magnetic field environment of an optimized cos θ
coil surrounded by multiple layers of magnetic shielding [54, 59] developed as a part
of prototyping studies for the SNS nEDM experiment.
The single-axis fluxgate magnetometer probes, obtained from Stefan-Mayer In-
struments [60] (see Fig. 3.14), were mounted on a cylindrical-like support structure
consisting of four aluminum rods, as shown in Fig. 3.15 (also see Fig. 3.16 for a pic-
ture taken from the completed prototype magnetometer), with the cylindrical axis of
this support structure oriented along the axis of the cos θ coil. For the purposes of
this first demonstration, the arrangement of the probes was rather simplistic; all of
the probes were oriented along the cos θ coil field direction (i.e., perpendicular to the
axis of the cos θ coil), with four probes mounted (identically) on each of three planes
oriented, as shown in Fig. 3.15, perpendicular to the coil axis. (We mention that at
the time of construction of this preliminary version, we decided to consider a simple
configuration of probes location - instead of optimized locations - for the simplicity
in design.)
To set the geometric scale for these first tests, note that the radius of this cos θ
coil is 32.4 cm, with a length of 214.6 cm [54]. The effective radius of the support
structure for the field monitor probes was 12.85 cm, with the three planes separated
by a distance of 30.5 cm. During data taking, the cos θ coil was energized to a nominal
field of ∼ 220 mGauss at the coil center. The readings of the twelve field monitor
probes were then recorded simultaneously at one point in time. These twelve readings
of the field component along the primary field direction, which we define to be Bx,
were then fitted to the multipole expansion in equation (3.29) to determine the a`m
and b`m coefficients up to order (4, 1), as discussed in the example given in the previous
section. The magnetic field in the region interior to the prototype array was then
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Figure 3.14: A single-axis fluxgate magnetometer from Stefan-Mayer Instruments
mounted to the vertical holder rod. Their FLC 100 single-axis fluxgate magnetometer
probe was employed for these studies.
calculated using these fitted coefficients. The accuracy of the reconstruction was then
assessed by comparing the results of the reconstruction with explicit measurements of
the field in the interior region carried out using a triple-axis fluxgate magnetometer
probe [61] (see Fig. 3.17) mounted to an automated magnetic mapper system used in a
magnet testing apparatus (a nEDM half-scale design constructed for R&D purposes)
at Caltech [62] (see Fig. 3.18). Note that the readings of the twelve field monitor
probes were obtained prior to the measurements with the automated mapper system;
we did not later average the monitor probes’ readings over some period of time.
As is well known, a fluxgate magnetometer probe may read a non-zero value in
a true “zero field” environment due to an offset associated with its geometry and its
electronics. We extracted the offsets of each of the single-axis fluxgate magnetometer
probes (relative to that of the triple-axis probe on the automated mapper system) via
a procedure in which a large number (of order ∼ 700) of readings from the mapper
probe (conducted with the cos θ coil de-energized) obtained in the interior region
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Figure 3.15: Left panel: A top view of the prototype array design. Right panel:
Schematic figure of the experimental apparatus. A scaled version of the fiducial
volume is also shown.
of the field monitor probes’ support structure were fitted to a high-order multipole
expansion. These fits were then extrapolated to the single-axis probes’ locations, and
any such differences between the extrapolated fitted values and the single-axis probes’
actual readings were attributed to an offset.
3.5.4 Results
Results from the reconstruction of the interior magnetic field component Bx (i.e., the
component oriented along the cos θ coil’s primary field direction) along the three axes
(z-axis along the axis of the cos θ coil’s cylindrical support structure) are compared
with direct measurements of the field obtained with the field mapper system in Fig.
3.19. Note that the reconstructed and measured field components Bx were normalized
to a value of 1.0 at the coil center. As can be seen there, the agreement is good, with
the fractional gradient along the x-axis, (∂Bx/∂x)/Bx, on the level of 10
−4 cm−1. Note
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Figure 3.16: Here, we acknowledge Charles Osthelder (from California Institute of
Technology) great work who performed the mechanical design and fabricated the
prototype. The completed magnetometer prototype structure consisting of four alu-
minum rods welded to two up/down holder aluminum planes. The prototype array
consists of 12 single-axis fluxgate magnetometer probes. The measurement and anal-
ysis procedure was as follows: (1) the readings on the 12 single-axis fluxgates in the
prototype array were recorded; (2) the field in the region interior to the prototype
array was then measured by moving the field mapper probe around to the vari-
ous interior positions; (3) the field in the interior region was predicted using (only)
the exterior readings from the prototype array probes and then compared with the
directly-measured fields in the interior regions.
that whereas the reconstructed fields were based on the readings obtained in the 12
single-axis probes at some instant in time, the measured fields (with the single triple-
axis probe) were obtained over a time scale of order ∼ 1 hour (due to the necessity
of having to move the triple-axis probe to the different locations). We repeated
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Figure 3.17: A triple-axis fluxgate magnetometer probe from Bartington Instruments.
The low-noise version of their Mag-03 triple-axis fluxgate magnetometer probe was
employed for these studies.
the 12 single-axis read-out for two different times, before and after the 3D mapper
scan, and considered their average as the final read-out from each probe. Thus, the
comparison between the reconstructed and measured fields may be degraded in the
presence of time-varying background fields (which are not completely shielded), either
on short time scales (e.g., between point-to-point measurements of the interior fields
by the triple-axis probe), or on long time scales over the duration of the interior field
measurements. To minimize the possibility of any such issues, the data were taken
at night (data taking during the day was nearly impossible as a result of daytime
operations of an overhead crane and delivery trucks) and the triple-axis probe was
moved point-to-point by the automated mapper system in as expeditious manner as
possible. Nevertheless, as can be seen in Fig. 3.19, some anomalies were observed,
such as that at y = −3 cm.
Averaged over a volume corresponding to the SNS nEDM experiment’s measure-
ment volume (i.e., over a dense grid of points uniformly filling this volume, of which
a subset are the data points along the central axes shown in Fig. 3.19), the re-
constructed and measured fields agreed to better than ∼ 1.0%. The reconstructed
fractional gradients, (∂Bx/∂x)/Bx, (∂Bx/∂y)/Bx, and (∂Bx/∂z)/Bx, averaged over
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Figure 3.18: To carry out the experimental work, I moved to the California Institute
of Technology and was actively involved (i.e., on-site) in the installation and testing
of a prototype system in a magnet testing apparatus (a nEDM half-scale design con-
structed for R&D purposes) at Caltech in collaboration with Prof. Brad Filippone’s
group [62]. The apparatus consists of a set of magnetic field shielding components
made of different materials (cryostat, Metglas ferromagnetic shield, lead supercon-
ducting shield, and thermal shield) and B0 magnetic field coil. The magnetic field
used in the experiment was generated by the B0 coil, a cylindrical structure with
wires along its surface in a cos θ coil geometry which generates a uniform magnetic
field orthogonal to the cylinder’s central axis.
this half-scale version of the measurement volume were −1.1×10−4 cm−1, −1.8×10−4
cm−1, and −0.3 × 10−4 cm−1, respectively, which are to be compared to the direct
measurements, which were −1.4 × 10−4 cm−1, −1.2 × 10−4 cm−1, and −0.1 × 10−4
cm−1, again showing good agreement.
Copyright c© Nima Nouri, 2016.
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Figure 3.19: Comparison between the field component Bx (i.e., along primary field
direction) reconstructed from the exterior measurements in the field monitor array
(dashed lines) and direct measurements obtained with the automated mapper system
(dots). The three panels show results along the x-, y-, and z-axes. (Note that the
error bars on the data points are smaller than the symbol size.)
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Chapter 4
Conclusions and Future Prospects
Improved results for the SNS nEDM experiment will ultimately be required. There,
the goal will be to monitor the field gradients to the level of 10−5 cm−1 or bet-
ter. Although this first prototype (discussed in previous chapter) demonstrating the
method does not yet meet this criterion, we are currently investigating the feasibility
of employing vector field probes with smaller noise and offset characteristics, and
in a next-version prototype we will also carry out a full optimization of the probe
locations for maximal sensitivity to the successive higher-order (`,m) terms in the
multipole expansion.
4.1 Third Alternative Magnetometer Generation
This version of the prototype field monitor system is being picked up by the junior
graduate students in the group, A. Aleksandrova and R. Dadisman, and is under
development and R&D. However, in this section we have provided a brief discussion
on the basic features of this version.
This version of the prototype field monitor system again consists of twelve single-
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Figure 4.1: A single-axis fluxgate cryogenic magnetometer probe from Bartington
Instruments. The low-noise version of their Mag-01 single-axis fluxgate magnetometer
probe was employed for these studies. The probe length is ∼ 30 to 35 mm and the
diameter ∼ 5 to 8 mm. The probes are powered either continuously from the mains,
via a power supply, or from the internal battery. Figure from [61].
axis fluxgate magnetometer probes, but this time cryogenics probes1, operating in
low temperature suitable for SNS nEDM experiment environment. The single-axis
fluxgate magnetometer probes, obtained from Bartington (see Fig. 4.1), are mounted
on a cylindrical-like support structure consisting of eight G-10 rods (G-10 is chosen for
its low thermal contraction coefficient), as shown in Fig. 4.2. This monitor system will
ultimately be tested on the 1/3-scale magnetic field coil design currently undergoing
R&D testing at Caltech. To set the geometric scale, note that the radius of the
support structure is 25.4 cm, with a length of 71.12 cm.
For the purposes of this demonstration, the arrangement of the probes was not
simplistic as it was in previous version. Here, we looked for the positions which
maximize the sensitivity of the probes to the basis functions and distinguish the
basis functions from each other. This, ultimately leads to the optimal locations
defined to be that where basis functions are nearly maximal. A detailed discussion
on this optimization technique was discussed in section 3.3.2.5.
Also, as it was noted, the results from the most recent neutron EDM experi-
ment [20,23] have triggered a paradigm shift in the neutron EDM community, where
now detailed knowledge of the magnetic field vector gradients ∂Bi/∂xj is recognized
1Probes compatible with operation in a 4 K cryogenic environment.
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Figure 4.2: Fabrication of probe mount complete. This version of the prototype array
consists of 12 cryogenics single-axis fluxgate magnetometer probes.
to be of comparable importance to 〈|B|〉. So, as it was presented in the previous
chapter, section 3.5.2, accessing the By and Bz components (everywhere within the
interior volume to second-order in coordinates) will only require 2 measurements of
By and 1 measurement of Bz at optimized locations. One of the measurements of
By can be made “anywhere” (because the basis function for the b11 coefficient is a
constant). The analogous concept is valid regarding to the only missing information
associated to the z-component of the magnetic field (i.e. a10). This discussion has
been illustrated in Fig. 4.3 where the green-cells are in conjunction with probes read-
ing along the x-component, the yellow-cells are in conjunction with probes reading
along the y-component and the blue-cell is in conjunction with probes reading along
the z-component of the magnetic field.
We recall here again the important technical issues that a fluxgate magnetometer
probe may read a non-zero value in a true “zero field” environment due to an offset
associated with its electronics. To address this issue we are currently assessing the
probes’ characteristics such as offset and temporal stability by testing them in room
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Figure 4.3: Sensitivity of the field components (Bx, By, Bz) to the a`m and b`m ex-
pansion coefficients in terms of their associated basis functions, f`m,i(~x) and h`m,i(~x),
in the expansion of the magnetic scalar potential.
temperature before final test in cryogenics. We will also finesse our numerical fitting
algorithms to improve the accuracy of our predictions for the interior field values.
Copyright c© Nima Nouri, 2016.
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Chapter 5
Frequency Shifts Induced by Field
Gradients in muon g − 2
5.1 Muon g − 2 Physics Justification
Muon g−2 experiments are one of the prominent experimental efforts at the forefront
of the quest to probe Beyond the Standard Model physics. In these experiments
precision measurement of the muon g − 2 anomalous magnetic moment, defined by
aµ =
gµ − 2
2
, (5.1)
is carried out, in close analogy to neutron EDM experiments, via a Larmor spin
precession technique. Above g denotes g-factor (dimensionless magnetic moment).
The difference between available theoretical value and experimental measurement is
a valuable test of the completeness of the Standard Model.
Muon Spin Precession Frequency
Relativistic form of motion equation for spin in external electric ~E and magnetic ~B
fields has been derived in Gaussian units in [51] (Eq. 11.170). Transferring to SI
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units we get:
d~s
dt
=
q
m
~s×
[(
g − 2
2
+
1
γ
)
~B −
(
g − 2
2
)(
γ
γ + 1
)
(~β · ~B)~β −
(
g
2
− γ
γ + 1
) ~β × ~E
c
]
.
(5.2)
Comparing to
d~s
dt
= ~ωs × ~s, (5.3)
the spin precession frequency becomes
~ωs =
−q
m
[(
g − 2
2
+
1
γ
)
~B −
(
g − 2
2
)(
γ
γ + 1
)
(~β · ~B)~β −
(
g
2
− γ
γ + 1
) ~β × ~E
c
]
.
(5.4)
Muon Modified Cyclotron Frequency
As a consequence of using electrostatic focusing technique the modified cyclotron
frequency is given by:
~ωc =
−q
γm
[
~B −
(
γ2
γ2 − 1
) ~β × ~E
c
]
, (5.5)
where ~β is perpendicular to both ~E and ~B. For the sake of pedagogical purposes a
proof of Eq. 5.5 is provided below.
In the presence of both ~E and ~B fields, and in the case that ~β is perpendicular
to both ~E and ~B, the expression for the cyclotron frequency for a charged particle q
can be calculated, using Lorentz force formula:
d~p
dt
= q
(
~E + ~v × ~B
)
. (5.6)
Substituting ~p = γm~v we get:
γm
d~v
dt
= q
(
~E + ~v × ~B
)
. (5.7)
Dividing both sides by c we get:
γm
d~β
dt
= q
(
~E
c
+ ~β × ~B
)
. (5.8)
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Crossing product of both sides by ~β we will have:
γm
(
~β × d
~β
dt
)
= q
(
~β × ~E
c
+ ~β ×
(
~β × ~B
))
. (5.9)
The second term in right hand side can be more Simplified in form of:
~β ×
(
~β × ~B
)
= ~β
(
~β · ~B
)
− ~B
(
~β · ~β
)
= −β2 ~B, (5.10)
~β × d
~β
dt
= −q β
2
γm
(
~B − 1
β2
~β × ~E
c
)
. (5.11)
Then, by using fowllowing equality:
1
β2
=
γ2
γ2 − 1 , (5.12)
we get:
~β × d
~β
dt
= −q β
2
γm
[
~B −
(
γ2
γ2 − 1
) ~β × ~E
c
]
. (5.13)
Again, crossing product of both sides by ~β, we will get:
~β ×
(
~β × d
~β
dt
)
= −~β × q β
2
γm
[
~B −
(
γ2
γ2 − 1
) ~β × ~E
c
]
, (5.14)
L. H. S.→ ~β ×
(
~β × d
~β
dt
)
= ~β
(
~β · d
~β
dt
)
− d
~β
dt
(
~β · ~β
)
= −β2d
~β
dt
. (5.15)
It then follows that:
d~β
dt
= ~β × q
γm
[
~B −
(
γ2
γ2 − 1
) ~β × ~E
c
]
. (5.16)
Comparing with:
d~β
dt
= ~ωc × ~β, (5.17)
we get the modified cyclotron frequency in the form of:
~ωc = − q
γm
[
~B −
(
γ2
γ2 − 1
) ~β × ~E
c
]
. (5.18)
We note that when the momentum is not completely perpendicular to the mag-
netic field (~β · ~B 6= 0) the modified cyclotron frequency should be rewritten as:
~ωc = − q
γm
[
~B −
(
γ2
γ2 − 1
)( ~β × ~E
c
+ ~β
(
~β · ~B
))]
. (5.19)
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Muon Anomalous Precession Frequency
Comparing with the spin frequency, we then see the frequency difference, ~ωs − ~ωc,
probes the (g − 2)/2 anomaly directly,
~ωa = ~ωs − ~ωc = − q
m
[
aµ ~B −
(
aµ − 1
γ2 − 1
) ~β × ~E
c
]
, (5.20)
where aµ = (gµ − 2)/2 is called the anomalous magnetic moment. The coefficient of
the (~β × ~E)/c term vanishes using
γmagic =
√
1
aµ
+ 1, (5.21)
leading to
~ωa = − q
m
aµ ~B . (5.22)
Here, we note that the impact of (first-order) field gradients on the spin dynamics
and the equations of motion has not been worked out above. A detail discussion on
the effects of the electromagnetic field gradients on the anomalous magnetic moment
has been provided in Appendix B.
5.2 Systematic Effects Due to the Field Non-Uniformity in
Muon g − 2
A vast literature exists on the interactions of spin-1/2 particles with electromag-
netic fields. One particular problem concerns the impact of field non-uniformities
on the particles’ Larmor spin precession frequencies and spin relaxation rates (see
Ref. [63] for a recent review of the historical literature on this topic). For the case
in which these particles are moving in a highly-uniform magnetic field with small
non-uniformities and a non-zero electric field, magnetic fields oriented in the trans-
verse direction relative to the primary magnetic field direction can induce frequency
shifts in the particles’ Larmor spin precession frequencies. If such an experiment
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employs both electric and magnetic fields, there are, in general, two possible sources
of transverse magnetic fields: gradients in the magnetic field, leading to off-primary-
axis transverse field components, and relativistic E× v/c2 motional magnetic fields.
Considerations of such are then of paramount importance to the interpretation of
results from a precision measurement of a Larmor spin precession frequency.
Two prominent experimental efforts at the forefront of the quest to probe beyond
the Standard Model physics via low-energy precision measurements [64, 65] employ
such a Larmor spin precession technique in electric and magnetic fields: searches for
a non-zero neutron electric dipole moment [10, 66–68], and precision measurements
of the muon g− 2 anomalous magnetic moment [69–72]. Control of systematic errors
is of central importance to both of these experiments.
In neutron electric dipole moment (EDM) experiments, a value for (or a limit on)
the EDM is deduced from a comparison of the neutron’s spin precession frequencies
in parallel (ω↑↑n ) and anti-parallel (ω
↑↓
n ) electric E and magnetic B fields, as the cou-
pling of a non-zero EDM to the E field would result in a small shift to the precession
frequency upon reversal of the field orientations. Of course, in a realistic laboratory
setting, the magnetic field is neither perfectly uniform or stable with time, which
becomes particularly problematic if any field fluctuations are correlated with reversal
of the fields. To mitigate such effects, modern state-of-the-art experiments employ a
so-called “co-magnetometer” [1,10,32–35], whereby an atomic species with a highly-
suppressed EDM (relative to that of the neutron, such as 199Hg or 3He) co-habitates
the same volume as the neutrons. Precision magnetometry on these co-magnetometer
atoms then provides for a sensitive in situ measurement of the time dependence of the
volume-averaged magnetic field sampled by the co-magnetometer ensemble, 〈|B|〉V,
and therefore that sampled by the neutrons (up to small phase space corrections).
Historically, the value for 〈|B|〉V was extracted from these co-magnetometer measure-
ments [73] or nearby atomic magnetometers [74,75], and was used to correct for time
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variations in the magnetic field.
However, the results from the most recent neutron EDM experiment [20,23] have
triggered a paradigm shift in the neutron EDM community, where now detailed knowl-
edge of the magnetic field gradients ∂Bi/∂xj is recognized to be of comparable im-
portance to 〈|B|〉V. This paradigm shift was catalyzed by the direct experimental
observation of systematic shifts in the measured spin precession frequencies resulting
from the neutron experiencing time-dependent transverse magnetic fields from those
sources noted earlier, magnetic field gradients and the E × v/c2 motional magnetic
field [26–29,48].
Given the similarities between the techniques for neutron EDM and muon g − 2
experiments, we have considered the possibility of a similar frequency shift in the most
recent g−2 experiment [76–78]. The general principle of this experimental technique is
that muons undergoing relativistic cyclotron motion are stored in a circular storage
ring with a highly uniform magnetic field (non-uniformities at the O(10−6) level
over length scales of O(10) cm), and a quadrupole electric field provided for vertical
confinement. The experiment probes the difference between the muons cyclotron
and spin precession frequencies, the difference of which is directly proportional to
the g − 2 anomaly. The experiment is operated at a “magic momentum” whereby
muons with Lorentz factor γ = 29.3 are at lowest order insensitive to electric field
effects. However, corrections to the spin dynamics due to electric field gradients are
potentially relevant [79,80]. It is interesting to note that the trajectories of the muons
in their circular storage ring (with the magnetic field, of course, oriented perpendicular
to the plane of their circular motion) is remarkably similar in geometry to the model
for the motion of neutrons moving in (nearly) circular trajectories in a cylindrical
storage cell with a magnetic field also oriented perpendicular to the plane of their
orbits, as was originally considered by Ref. [26] in their investigation of the frequency
shifts observed in their neutron EDM experiment.
93
(a)
Top view
By
µ+
yc.s.
R0
 𝑠
 𝑠
z
x
xc.s.
xc.s.
y, yc.s.
R0
(b)
C.S. view
By
r
Figure 5.1: (Color online) Panel (a): Schematic diagram of positive muon trajectories
in a muon g − 2 experiment, with R0 the cyclotron radius. The red circular arrows
indicate the nominal spin precession direction for the primary field direction along−yˆ.
The indicated (xˆ, yˆ, zˆ) coordinate system defines the lab frame. Panel (b): (xˆc.s., yˆc.s.)
coordinate system for a cross-sectional view within the muon storage ring beam pipe,
whose radius is denoted by r. The origin (xc.s., yc.s.) = (0, 0) is at the center of
the cross-sectional area (i.e., beam pipe). Thus, xc.s.(t) quantifies time-dependent
perturbations of the muon’s lab frame radial position from the nominal cyclotron
radius R0, while yc.s.(t) = y(t) quantifies time-dependent vertical perturbations.
The model we construct for the motion of the muons in their storage ring, as
illustrated for the case of positive muons in panel (a) of Fig. 5.1, assumes azimuthal
symmetry along the storage ring. We associate a fixed (xˆ, yˆ, zˆ) lab frame coordinate
system with the indicated top-view geometry of the storage ring. A cross-sectional
view within the interior of the storage ring beam pipe is shown in panel (b); here, we
associate a (xˆc.s., yˆc.s., zˆc.s.) coordinate system with this cross-sectional view. As noted
there, we define (xc.s., yc.s.) = (0, 0) to be at the center of this cross-sectional area.
Thus, any time-dependent perturbations to the muon’s lab frame radial position from
its nominal cyclotron radius R0 would appear as a non-zero value for xc.s., and any
such vertical perturbations as a non-zero value for yc.s.. The cross-sectional coordinate
yˆc.s. is, of course, aligned with the lab frame yˆ.
For our model of the fields in the lab frame, we take the primary B field to be
oriented along the−yˆ = −yˆc.s. direction. In the most recent g−2 experiment, a precise
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map of the non-uniformities in |B| was constructed following a heroic effort in which a
large number of field measurements along the storage ring were carried out with scalar
magnetometers on a moving trolley system [78]. The resulting azimuthally-averaged
non-uniformities in B in this (xˆc.s., yˆc.s.) coordinate system were presented in Ref. [78].
Given this azimuthal symmetry, the fields can be modeled as having only xˆc.s. and
yˆc.s. components. Indeed, what is needed for our model are the individual vector
components of the field. To do so, we found that the superposition of a perfectly
uniform B0 = −B0yyˆc.s. field with a sextupole-type field,
Bsext = Q
(
x2c.s. − y2c.s. + 2xc.s.yc.s.
)
xˆc.s.
+Q
(
x2c.s. − y2c.s. − 2xc.s.yc.s.
)
yˆc.s., (5.23)
provides for a representative model of the |B| non-uniformity measurements presented
in Ref. [78]. This is illustrated in Fig. 5.2, where we show our resulting calculated field
uniformities, defined to be (|B|−|B0|)/|B0|, which can be seen are in good agreement
with the general features of the field uniformity map presented in Ref. [78] (Fig. 25).
Here Q denotes a constant whose units are T m−2; we found Q = −1.0× 10−3 T m−2
provided for this reasonable agreement.
We also assume azimuthal symmetry for the quadrupole electric field E, which
provides for vertical confinement of the muons. Thus, as with B, E has only xˆc.s. and
yˆc.s. components, which we model as
Equad = Kxc.s.xˆc.s. −Kyc.s.yˆc.s., (5.24)
where we define K = ∂Eyc.s./∂yc.s.. Here, the value of ∂Eyc.s./∂yc.s. was extracted
from the field index n = (R0/vB)(∂Eyc.s./∂yc.s.) [78], where v = βc is the muon speed.
Hereafter, we have used the value n = 0.137, typical of those listed in Ref. [78].
The muons are, of course, undergoing relativistic cyclotron motion around the
storage ring with speed βc, where β = 0.9994 in the most recent experiment [78].
Superposed on this motion, and in fact central to our model, is the fact that as the
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Figure 5.2: Calculated homogeneity of the magnetic field per our model. The contour
lines correspond to 0.5 ppm non-uniformities in |B|. This is to be compared to the
measured field non-uniformities presented in Fig. 1 of Ref. [77].
muons circulate in the ring they undergo betatron oscillations in the (xˆc.s., yˆc.s.) plane
which, following Refs. [70, 78], can be modeled as
xc.s.(t) = xe + Axe
−t/τx cos
(
νx
s
R0
+ δx
)
,
yc.s.(t) = Aye
−t/τy cos
(
νy
s
R0
+ δy
)
.
(5.25)
Here, Ax = rνx and Ay = rνy denote the amplitudes of the betatron oscillations in
the (xˆc.s., yˆc.s.) cross-sectional plane with r = 45 mm the radius of the beam pipe,
xe denotes some offset (from xc.s. = 0, which would describe orbital motion in the
storage ring at the nominal R0 cyclotron radius), and τx,y denote exponential decay
time constants for the betatron oscillations along their respective directions. As
discussed in detail in Refs. [70,78], the parameters νx =
√
1− n and νy =
√
n describe
the horizontal and vertical tunes which determine the muons’ betatron oscillations.
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Also, s denotes the arc length along the circular orbit; thus, s/R0 = ωct, with ωc
the usual cyclotron frequency. For the sake of simplicity, hereafter we will assume
δx = δy = 0 and xe = 0. These betatron oscillations are, in fact, the source of the
time-dependent transverse magnetic fields experienced by the muons, as it is these
betatron oscillations that transport the muons through the magnetic field gradients
and the quadrupole electric fields.
Putting all of this together, we then write the muon’s velocity and lab frame
electromagnetic fields at the muon’s instantaneous lab frame position as
r(t) =[R0 + xc.s.(t)] cos(ωct)xˆ+ yc.s.(t)yˆ − [R0 + xc.s.(t)] sin(ωct)zˆ, (5.26)
v(t) =
[
vxc.s.(t) cos(ωct)− ωc(R0 + xc.s.) sin(ωct)
]
xˆ+ vyc.s.(t) yˆ (5.27)
− [vxc.s.(t) sin(ωct) + ωc(R0 + xc.s.(t)) cos(ωct)] zˆ, (5.28)
B(t) =Bsext,xc.s.(t) cos(ωct) xˆ+ (Bsext,yc.s.(t)−B0y) yˆ −Bsext,xc.s.(t) sin(ωct) zˆ, (5.29)
E(t) =Equad,xc.s.(t) cos(ωct) xˆ+ Equad,yc.s.(t) yˆ − Equad,xc.s.(t) sin(ωct) zˆ. (5.30)
Here, the betatron velocity components vxc.s.(t) and vyc.s.(t) are calculated by taking
time derivatives of Eq. (5.25). It should be emphasized that the fields Bsext,ic.s.(t) and
Equad,ic.s.(t) are those at the muon’s instantaneous position, as defined previously in
the (xˆc.s., yˆc.s.) cross-sectional coordinate system.
The general formalism for calculating the systematic shift in the spin precession
frequency resulting from non-relativistic particles sampling time-dependent transverse
fields has been presented in Ref. [63]. In order to apply this formalism to our problem
currently at hand, we now define a reference frame S ′ moving with velocity v0(t),
defined such that xc.s. = yc.s. = 0 for all times (i.e., a perfect cyclotron radius; no
betatron oscillations). In S ′, the only motion will be that of the betatron oscillations,
which will appear as non-relativistic transverse oscillations through the magnetic field
gradients and quadrupole electric fields.
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The frequency shift δω′ in S ′ is then of the form
δω′ =
1
2
( qg
2m
)2 {
Re
[
Szx(ω
′)− Sxz(ω′)
]
+ Im
[
Szz(ω
′) + Sxx(ω′)
]}
, (5.31)
where the Sij are Fourier transforms of the various 〈· · · 〉 correlation functions between
the i, j ∈ {x, z} transverse fields in S ′ [63],
Sij(ω
′) =
∫ ∞
0
eiω
′τ 〈B′i(0)B′j(τ)〉 dτ. (5.32)
The correlation functions are calculated in the usual way, 〈B′i(0)B′j(τ)〉 =
limT→∞ 1T
∫ T
0
B′i(u)B
′
j(u + τ)du where the integrals du are over the proper time in
S ′. The field components in S ′, B′(t), are calculated as [51]
B′(t) = γ
(
B(t)− v0 × E(t)
c2
)
− γ
2
c2(γ + 1)
(v0 ·B(t)) v0, (5.33)
where B(t) and E(t) are given by Eqs. (5.29) and (5.30). The spin precession fre-
quency in S ′ is ω′ = −(qg/2m)B′.
We are ultimately interested in the shift in the spin precession frequency in the
lab frame, as that is the quantity that is probed experimentally. The spin precession
frequencies in the lab frame, ω, and our S ′ frame, ω′, are related by [51]
ω =
1
γ
ω′ + ωT , (5.34)
where ωT denotes the Thomas precession term. For our S
′ frame, defined by v0(t),
it is straightforward to show that ωT = − qm γ−1γ B0yyˆ, where γ = 29.3 is the Lorentz
factor in these experiments [78].
The input parameters to our calculations and our primary numerical results are
summarized in Table 5.1. We find that the fractional shift to the spin precession
frequency in the lab frame is (|δω′|/γ)/|ω| ∼ 1.1 ppm. We emphasize that this value
was obtained within the context of our model which does not, and of course cannot,
capture exactly how this effect would have manifested itself in the actual analysis of
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Table 5.1: Values of input parameters, representative of those presented in Ref. [78],
and primary numerical results from our calculation of the frequency shift.
Input Parameters
B0y 1.45 T Q −1.0× 10−3 T m−2
n 0.137 τx = τy 10
−4 s
R0 7.11 m β 0.9994
r 45 mm
Numerical Results
ωc −4.21× 107 rads Bˆ ω −4.21× 107 rads Bˆ
ωT 1.19× 109 rads Bˆ ω′/γ −1.23× 109 rads Bˆ
|δω′|/γ 46.4 rad
s
the data from the experiment. Nevertheless, the estimate provides for an estimate of
the scale of such an effect.
In conclusion, having taken inspiration from a systematic effect observed in the
most recent neutron EDM experiment, we have constructed a model to estimate the
scale of a systematic shift in the spin precession frequencies of muons in g − 2 ex-
periments resulting from considerations of their trajectories through electromagnetic
field gradients. Our results suggest that the scale of the frequency shift resulting from
transverse magnetic fields may potentially be large, perhaps up to twice that of the
reported experimental error of ∼ 0.5 ppm. However, we caution that a rigorous anal-
ysis would call for a detailed simulation of the experiment. Nevertheless, our model
suggests that consideration of these effects, perhaps together with considerations of
non-Gaussian phase space distributions for trapped particles moving through field
gradients [81], is potentially relevant to a critical assessment of results from past and
future g − 2 experiments in terms of beyond Standard Model physics.
An addendum on details of our model is available in Appendix C.
Copyright c© Nima Nouri, 2016.
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Appendices
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A Comparison of Magnetic Field Uniformities For Dis-
cretized And Finite-Sized cos(θ), Solenoidal, and Spherical
Coils
A significant challenge for experiments requiring a highly uniform magnetic field con-
cerns the identification and design of a discretized and finite-sized magnetic field coil
of minimal size. In this section we compare calculations of the magnetic field uni-
formities and field gradients for three different standard (i.e., non-optimized) types
of coils: cos θ, solenoidal, and spherical coils. For an experiment with a particular
requirement on either the field uniformity or the field gradient, we show that the vol-
ume required by a spherical coil which satisfies these requirements can be significantly
less than the volumes required by cos θ and solenoidal coil.
As is well known [55, 82], a solenoid of infinite length will generate a perfectly
uniform axial magnetic field everywhere inside of a cylindrical volume. As is also well
known [55,82], an infinitely-long “cos θ coil” (i.e., a cylindrical coil with a continuous
surface current ~K = K cos θzˆ, with the angle θ defined relative to the yˆ-axis as shown
in Fig. A.1), will generate a perfectly uniform transverse magnetic field (along the
xˆ-direction in Fig. A.1) within a cylindrical volume. And indeed, experiments requir-
ing a highly uniform magnetic field have generally employed discretized and finite-
length solenoidal or cos θ coils for the generation of highly uniform axial or transverse
magnetic fields. For example, experimental searches for non-zero permanent electric
dipole moments, such as of the neutron and the 199Hg and 225Ra atoms, require highly
uniform magnetic fields and past and future experiments [16,20,23,34,54,83,84] have
typically used highly-optimized cos θ or solenoidal coils. In these experiments, the
volume required by the cos θ and solenoidal cylindrical coil is, in general, significantly
larger than the sensitive experimental volume over which the requirements on the
field uniformity and/or field gradient must be satisfied.
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Figure A.1: Schematic diagram of a cos θ coil with a continuous surface current
distribution ~K = K cos θzˆ. Note that a coil with such a surface current distribution
is also commonly referred to as a “sine-phi” coil [85, 86], where the angle φ is the
usual cylindrical coordinate.
Perhaps less well known or appreciated is the fact that a finite-sized spherical coil
with a continuous surface current ~K = K sin θφˆ, shown schematically in Fig. A.2,
where (θ, φ) are the usual spherical coordinates, will generate a perfectly uniform mag-
netic field along the sphere’s zˆ-axis within the spherical volume [55,82,85,87,88]. Al-
though the technical challenges associated with the fabrication of an experimentally-
realizable discretized spherical coil (e.g., precise wire placement, etc.) may be more
significant than those associated with the fabrication of solenoidal and discretized
cos θ coils, we note that the potential appeal of a spherical coil is that even for the
(non-realistic) case of continuous surface currents, a spherical coil of finite size will
generate a perfectly uniform field, whereas the cos θ and solenoidal coils must be of
infinite length. That is, a spherical coil does not suffer from any such “finite-length”
effects” that are by definition present in finite-sized cos θ and solenoidal coils. There-
fore, we conjecture that the ratio of the fiducial volume (i.e., the volume over which
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Figure A.2: Schematic diagram of a spherical coil with a continuous surface current
distribution ~K = K sin θφˆ.
the requirements on the field uniformity or field gradient must be satisfied) to the to-
tal volume occupied by a spherical coil form will be larger than this ratio for cos θ and
solenoidal coil forms. And, indeed, a new experimental search for the neutron electric
dipole moment will employ a spherical coil [35]. However, to our knowledge, detailed
calculations of the off-axis field uniformity properties of a discretized spherical coil
have not been presented in the literature.
In the remainder of this section this conjecture is investigated. We begin by
describing these models for our calculations of the magnetic fields for these three coil
types, including the methods for the calculation of the off-axis fields for the solenoidal
and spherical coils. We then present the numerical results of the calculations, where
we ultimately compare the ratios of the fiducial volume to the total volume occupied
by each of the coil types for various requirements on the field uniformity or field
gradient. Finally, we conclude with a summary of our findings. We emphasize that
throughout this section we are considering standard (i.e., non-optimized) versions of
the cos θ and solenoidal coils (i.e., truncated versions of the infinitely-long ideal coils).
I describe the numerical models for the calculation of the magnetic fields (on- and
off-axis) from discretized and finite-sized cos θ, solenoidal, and spherical coils. Note
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Ly2(a2 – xi2)1/2 a
x
d = 2a/N
Figure A.3: Schematic diagram of the model for a standard discretized and finite-
sized cos θ coil. The thick lines indicate the rectangular current loops. Note that this
choice of a return path for the currents is not unique; another well-known approach
is to employ a “saddle-shaped” winding [54,86], in which the return wires are wound
around the perimeters of the cylinder ends.
that the discretization of the ideal surface currents is such that we use a single point
(i.e., zero radius) line wire to approximate regions of equal integrated surface current.
We describe the implementation of such for each of the coil types below.
A.1 Model for cos θ Coil
A schematic diagram of the discretized and finite-length cos θ coil is shown in Fig. A.3.
As shown in Ref. [86], the discretization of an infinitely-long continuous ~K = K cos θzˆ
surface current distribution into line currents approximating the continuous surface
current distribution (obtained by apportioning the total integrated current from θ = 0
to pi/2 into equal discrete parts) is such that the line currents are spaced at equal
intervals along the indicated x-axis. Thus, as indicated in Fig. A.3, the model consists
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of a cylindrical shell of radius a and length L, upon which are wound N rectangular
current loops, spaced at equal intervals d = 2a/N along the x-axis at positions
x = ±1
2
d, ±3
2
d, . . . , ±N−1
2
d. The line currents then flow in the +z (−z) direction for
cos θ > 0 (< 0) along the length of the cylinder. The model then assumes a simple
return path for the currents (i.e., straight line currents along the ±y direction), such
that the closed current loops are rectangular. Thus, all of the rectangular current
loops are of the same length L along the axis of the cylindrical form (i.e., the z-axis),
but are of different lengths along the y-axis, where these lengths are constrained by
the cylindrical form to be 2
√
a2 − x2i , where xi denotes the ith loop’s position along
the x-axis.
The calculations we present later have assumed N even; one could, of course,
consider N odd, with an additional wire located at θ = 0, but this would not modify
the symmetry of the problem. Also, note that although the model does not include
any connecting wires between adjacent current loops (which are, of course, required
if a cos θ is to be wound with a single wire), an actual cos θ coil can be wound in such
a way so that the contributions to the field from the connecting wires carrying the
current from, say, loop i to loop i + 1 to loop i + 2, etc. are largely canceled by the
return wire to the current source.
It is then straightforward to calculate the magnetic field everywhere in space in
rectangular coordinates via the Biot-Savart law.
A.2 Model for Solenoidal Coil
Because the surface current distribution on an ideal solenoid is uniform in cylindrical
coordinates φ and z (with z oriented the solenoid axis), such that ~K = Kφˆ, the model
for a discretized and finite-length solenoidal coil consists of a cylindrical coil form of
radius a and length L upon which are wound N circular current loops of radius a
oriented in the indicated xy-plane and spaced at equal intervals d along the length
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of the cylinder. Note that each of the discretized current loops is “isolated” (i.e.,
stand-alone circular loops, with no connecting wires), such that we do not attempt
to account for the effects of a helical winding inherent to the winding of a solenoid
with one continuous wire.
We then employ cylindrical coordinates to calculate the magnetic field of the
solenoidal coil at some observation point ~x = (ρ, φ, z). By symmetry, the vector
potential ~Ai(~x) of the ith circular current loop centered at (0, 0, zi) includes only a
φ-component, and is of the form [55,82]
Aφ,i(ρ, z) =
µ0I
piκi
√
a
ρ
[(
1− 1
2
κ2i
)
K(κi)− E(κi)
]
, (A.1)
where K(κi) and E(κi) denote, respectively, the complete elliptic integrals of the first
and second kind, κ2i ≡ 4aρ/[(a+ ρ)2 + (∆zi)2], and ∆zi ≡ z − zi.
The resulting ρ- and z-components of the ~Bi(~x) field at ~x due to the ith circular
current loop are then calculated as ~B = ~∇× ~A in cylindrical coordinates and are of
the form
Bρ,i(~x) =
µ0I(∆zi)
2piρ
√
(a+ ρ)2 + (∆zi)2
[
−K(κi) + a
2 + ρ2 + (∆zi)
2
(a− ρ)2 + (∆zi)2E(κi)
]
,
(A.2)
Bz,i(~x) =
µ0I
2pi
√
(a+ ρ)2 + (∆zi)2
[
K(κi) +
a2 − ρ2 − (∆zi)2
(a− ρ)2 + (∆zi)2E(κi)
]
,
with the complete elliptic integrals then expressed as power series [89] in the param-
eter κi,
K(κi) =
pi
2
{
1 +
∞∑
n=1
[
(2n− 1)!!
(2n)!!
]2
κ2ni
}
,
(A.3)
E(κi) =
pi
2
{
1−
∞∑
n=1
[
(2n− 1)!!
(2n)!!
]2
κ2ni
2n− 1
}
.
Note that the values of κi are restricted to the range 0 ≤ κi ≤ 1. We sum the
power series until the contribution of the nth term is < 10−9. The resulting Bρ,i(~x)
106
z
R
y
x
.
.
.
.
.
.
d = 2R/N
ai = (R2 – zi2)1/2
Figure A.4: Schematic diagram of the model for a standard discretized spherical coil.
The thick lines indicate the circular current loops.
and Bz,i(~x) field components for each circular current loop are then converted to
rectangular field components. The total field ~B(~x) at observation point ~x from all
N circular current loops comprising the discretized solenoidal coil is then simply the
superposition of the rectangular field components from each of the current loops.
A.3 Model for Spherical Coil
Finally, a schematic diagram of the discretized spherical coil is shown in Fig. A.4. As
indicated there, the model consists of a spherical form of radius R upon which are
wound N circular current loops oriented in the xy-plane. The discretization of the
spherical coil’s ~K = K sin θφˆ continuous surface current distribution into N discrete
line wires proceeds in an identical manner to how the discretization of a cos θ coil
current is performed in Ref. [86], and is as follows. Suppose we desire to divide the
integral of the surface current, ∝
pi∫
0
sin θ R dθ ∝ 2R, into N equal parts, with each
part bounded by the angles [αi−1, αi] for i = 1, 2, . . . , N , where α0 = 0 and αN = pi.
We then approximate each of these parts carrying equal currents ∝ 2R/N with a
wire. Then, let θi denote the angular position of the ith wire, where θi locates the
midpoint of the integrated surface current over the angular interval [αi−1, αi]. Thus,
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per these definitions, θi must satisfy the condition∫ θi
αi−1
sin θ R dθ =
∫ αi
θi
sin θ R dθ =
1
2
2R
N
. (A.4)
From this, it follows that cosαi−1 − cosαi = 2/N , and so starting from α0 = 0, we
find that cosαi = 1 − 2i/N . From the above integrals, it also follows that cos θi =
cosαi−1−1/N , from which it then follows that the z-coordinate for the ith discretized
wire is
zi = R cos θi = R
(
1− 2i− 1
N
)
. (A.5)
This shows that a discretized approximation to a spherical coil consists of circular
current loops spaced at equal intervals of d = 2R/N along the z-axis at positions
zi = ±12d, ±32d, . . . , ±N−12 d. From this, it then follows that the radius ai of the ith
current loop is constrained to be ai =
√
R2 − z2i , and the radii of the two smallest
loops, at positions z1 = −zN = N−12 d, are a1 = aN =
√
R2 − z21,N . Again, we note
that the above is for N even; however, as before, N odd, with a wire at θ = pi/2,
would not modify the symmetry of the problem.
To calculate the magnetic field of the discretized spherical coil everywhere inside
of the coil, we now employ (r, θ, φ) spherical coordinates, where the origin is located
at the center of the spherical coil. As shown in Refs. [82, 90], the vector potential
Aφ,i(~x) of the ith circular current loop (located at θ = θi) at some observation point
~x = (r < R, θ, φ), as derived via the stream function approach, is of the form
Aφ,i(~x) =
µ0I
2
∞∑
n=1
sin θi
n(n+ 1)
( r
R
)n
P 1n(cos θi)P
1
n(cos θ). (A.6)
From this, it then follows that the ri- and θi-components of the magnetic field at ~x,
as calculated from ~B = ~∇ × ~A in spherical coordinates, are then for r < R of the
explicit form
Br,i(~x)
Bθ,i(~x)
 = µ0I sin θi2R
∞∑
n=1
( r
R
)n−1
P 1n(cos θi)
 Pn(cos θ)− 1
n
P 1n(cos θ),
(A.7)
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where Pn denotes the ordinary Legendre polynomial and P
1
n the associated Legendre
polynomial. We then summed the field components from all of the current loops
comprising the spherical coil, and then converted the resulting Br(~x) and Bθ(~x) field
components in spherical coordinates to rectangular field components, ultimately for
comparison with the other two coil types.
A.4 Comparisons of Field Uniformities and Field Gradients
I now compare the field uniformities and gradients from standard discretized and
finite-sized cos θ, solenoidal, and spherical coils for two example scenarios. First, to
illustrate the fiducial volume properties of these coils, we show in Figs. A.5–A.7 calcu-
lations of each coil’s fractional fiducial volume (i.e., the fraction of each coil’s volume
which satisfies the fiducial volume requirement) for 10−3 and 10−4 field uniformities,
where we define the field uniformity β at some point ~x relative to the center of the
coil, ~x = 0, to be
β ≡
∣∣∣∣∣ | ~B(~x)| − | ~B(~x = 0)|| ~B(~x = 0)|
∣∣∣∣∣ . (A.8)
The calculations for the cos θ coil are shown in Fig. A.5 for β < 10−3 and < 10−4 in
two-dimensional parameter space of the number of rectangular current loops, N , and
the coil’s length-to-radius ratio, L/a. Those for the solenoidal coil are shown in Fig.
A.6 for β < 10−3 and < 10−4 in two-dimensional parameter space in terms of the
number of circular loops, and the solenoid’s length-to-radius ratio, L/a. Finally, those
for the spherical coil are shown in Fig. A.7 for β < 10−3 and < 10−4 as a function of
the number of turns, which is the only free parameter for a standard spherical coil of
fixed radius.
We note that for the cos θ and solenoidal coils, further increases in the number of
turns N beyond the upper range of N = 100 shown in Figs. A.5–A.6 does not lead
to appreciable increases in their fractional fiducial volumes. Thus, the results clearly
indicate that the fractional fiducial volume of a spherical coil can be significantly
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Figure A.5: Fractional fiducial volume for β < 10−3 (top plot) and < 10−4 (bottom
plot) field uniformities for a standard discretized and finite-sized cos θ coil, as a func-
tion of the number of rectangular loops and the coil’s aspect ratio, or length-to-radius
ratio L/a.
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larger (by up to an order of magnitude for spherical coils consisting of > 60 circular
loops) than those of cos θ and solenoidal coils. As a visual illustration of the uniformity
properties of a spherical coil, Fig. A.8 shows the fiducial volumes of 1.0-m radius
spherical coils consisting of N = 10, 30, and 50 circular loops which satisfy a β < 10−3
and < 10−4 field uniformity requirement.
Table A.2: Geometry parameters for spherical coils (number of turns N , radius of
sphere R, and the resulting radii of the two smallest current loops amin ≡ a1 = aN ; see
text in Section A.3) which would satisfy a requirement on the fractional field gradient
of γ < 10−5 everywhere inside of a 10× 10× 10 cm3 cube. These are compared with
geometry parameters (number of turns N , radius of cylindrical coil form a, and length
of cylindrical coil form L) for benchmark cos θ and solenoidal coils. The total volume
V occupied by each coil form is also listed.
Coil N R [cm] amin [cm] V [m
3]
Spherical 20 87 27.2 2.76
Spherical 40 45 10.0 0.38
Spherical 60 31 5.64 0.12
Spherical 80 24 3.78 0.06
Spherical 100 20 2.82 0.03
Coil N a [cm] L [cm] V [m3]
cos θ 100 19 229 0.26
Solenoidal 100 13 249 0.13
As a second example, we consider an experimental requirement on the fractional
field gradient, γ, which we define to be
γ ≡ 1| ~B(~x = 0)|
∣∣∣∣∂Bi∂xi
∣∣∣∣ , (A.9)
where Bi denotes the field component along the field’s primary direction (i.e., the
x-component for the cos θ coil and the z-component for the solenoidal and spherical
coils). To illustrate, suppose a hypothetical requirement is that γ < 10−5 everywhere
inside of a 10 × 10 × 10 cm3 rectangular volume located at the center of each coil.
In Table A.2 we show examples of spherical coil geometry parameters which would
satisfy this requirement, and compare these with benchmark examples of geometry
parameters for approximate best-case cos θ and solenoidal coils (i.e., large length-
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Figure A.6: Fractional fiducial volume for β < 10−3 (top plot) and β < 10−4 (bottom
plot) field uniformities for a standard discretized and finite-sized solenoidal coil, as a
function of the number of circular loops comprising the solenoid and the coil’s aspect
ratio, or length-to-radius ratio L/a.
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Figure A.7: Fractional fiducial volume for β < 10−3 (open circles) and β < 10−4
(filled circles) field uniformities for a standard discretized spherical coil, as a function
of the number of circular loops comprising the spherical coil.
to-radius ratios and number of turns, as suggested by the fractional fiducial volume
calculations presented in Figs. A.5–A.6). The results indicate that a particular re-
quirement on the fractional field gradient could be achieved with a spherical coil
occupying a smaller volume than the volumes occupied by cos θ and solenoidal coils.
However, we do note that a potential appeal of the cos θ-coil (if wound with a
“saddle winding” [54,86]) and solenoidal-coil geometries is that their winding patterns
permit significant access to their interior regions along their respective z-axes (i.e.,
via a circular aperture of radius equal to the radius a of their cylindrical form),
whereas access to the interior of a spherical coil along its z-axis is constrained by the
radii of the two smallest current loops, a1 = aN =
√
R2 − z21,N , located at positions
z1 = −zN = N−12 d, as discussed previously in Section A.3. If a cos θ coil is wound
with rectangular loops (as in the model calculations), access to the interior along its
z-axis is restricted by the spacing d = 2a/N between adjacent rectangular loops (see
Fig. A.3).
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Figure A.8: Visualization of the fractional fiducial volumes of 1.0 m radius spherical
coils consisting of N = 10, 30, and 50 circular loops which satisfy β < 10−3 (dark
regions) and < 10−4 (gray regions) field uniformities. Note that the circular current
loops are in the xy plane.
For access to their interior regions along the transverse direction, the dimensions
of the cos θ coil’s two smallest rectangular loops are 2a
N
√
2N − 1 (y-direction) × L
(z-direction; see Fig. A.3). The solenoidal coil can, in principle, be accessed in the
transverse direction via the gaps of size L
N−1 in between adjacent circular windings,
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and the spherical coil can also be accessed in the transverse direction in between the
circular current loops, which are spaced at equal intervals of d = 2R/N along its
z-axis (see Fig. A.4).
A.5 Summary
In this section we have presented a model for numerical calculations of the magnetic
field of a standard discretized spherical coil. Because a discretized spherical coil does
not suffer from any “finite-length effects” that are inherent to standard discretized
and finite-sized cos θ and solenoidal coils, the calculations indicate that the useful
fractional fiducial volume of a discretized spherical coil is potentially significantly
larger than those of standard (i.e., non-optimized) discretized and finite-length cos θ
and solenoidal coils.
B Impact of field gradients on the spin dynamics and the
equations of motion
B.1 Introduction
As we know, the ωs term is given by the Bargmann-Michel-Telegdi BMT equation.
As noted in the text immediately preceding field Eq. (11.163) in Ref. [51], the usual
expressions given for ~ωs and ~ωc that follow from Eq. (11.163) are valid for the case
of uniform electromagnetic fields (i.e., they neglect field gradients). The impact of
(first-order) field gradients on the spin dynamics and the equations of motion was
apparently first worked out in Ref. [79]. This has been re-visited recently in Ref. [80].
Here, we show the effects of the electromagnetic field gradients in the difference ~ωs−~ωc
(= ~ωa i.e. the anomalous magnetic moment signature in g − 2 experiment).
For a particle of mass m, electric charge e, velocity ~v = c~β, electric dipole moment
~d = (eη/2mc)~s, magnetic dipole moment ~µ = (eg/2m)~s, and spin angular momentum
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~s (with magnitude ~/2 for a spin-1/2 particle), the particle spin and its velocity must
obey the following equations, respectively:
d~s
dt
=− e
mc
~s× ~N
+
µ
cI~
1
γ
(~s× ~R) + µ
I~mc2
1
γ + 1
~s× (~β × ~∇)[~s · ~R] (B.1)
+
d
I~
1
γ
(~s× ~˜R) + d
I~mc
1
γ + 1
~s× (~β × ~∇)[~s · ~˜R],
mcγ
d~β
dt
=e ~E + ec(~β × ~B)− e~β(~β. ~E)
+
µγ
cI~
(
~∇+ ~β × (~β × ~∇) + 1
c
~β∂t
)
[~s · ~R] (B.2)
+
dγ
I~
(
~∇+ ~β × (~β × ~∇) + 1
c
~β∂t
)
[~s · ~˜R].
Terms ~M , ~N , and ~R have been defined as:
~M = c ~B − γ
γ + 1
(~β × ~E),
~N =
γ
γ + 1
(
~E + c(~β × ~B)
)
× ~β,
~R = ~M + γ ~N = γc ~B − γ(~β × ~E)− c γ
2
γ + 1
(~β · ~B)~β = c ~B′.
(B.3)
As well, terms
~˜
M ,
~˜
N , and
~˜
R have been defined as:
~˜
M = ~E + c
γ
γ + 1
(~β × ~B),
~˜
N =
γ
γ + 1
(
−c ~B + (~β × ~E)
)
× ~β,
~˜
R =
~˜
M + γ
~˜
N = γ ~E + γc(~β × ~B)− γ
2
γ + 1
(~β · ~E)~β = ~E ′.
(B.4)
The spin precession ~ωs and cyclotron ~ωc frequencies for a charged particle moving
in the horizontal plane of a storage ring with electromagnetic gradient are calculated
in following sections.
B.2 Spin Precession Frequency Calculation
In the usual way, we can define the spin precession frequency, ~ωs, to obey
d~s
dt
= ~ωs × ~s. (B.5)
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Rewriting Eq. B.1 as
d~s
dt
= ~s×
(
− e
mc
~N
+
µ
cI~
1
γ
~R +
µ
I~mc2
1
γ + 1
(~β × ~∇)[~s · ~R]
+
d
I~
1
γ
~˜
R +
d
I~mc
1
γ + 1
(~β × ~∇)[~s · ~˜R]
)
, (B.6)
then from which, comparing with Eq. B.5, it then immediately follows that
~ωs = −
(
− e
mc
γ
γ + 1
(
~E + c(~β × ~B)
)
× ~β
+
µ
cI~
1
γ
c ~B′ +
µ
I~mc2
c
γ + 1
(~β × ~∇)[~s · ~B′]
+
d
I~
1
γ
~E ′ +
d
I~mc
1
γ + 1
(~β × ~∇)[~s · ~E ′]
)
,
where, terms ~N , ~R, and
~˜
R have been substituted from equation sets B.3 and B.4.
Then, using identity:
(~β × ~B)× ~β = −~β(~β. ~B) + β2 ~B, (B.7)
the spin precession frequency can be rewritten in the form of
~ωs = − e
mc
(
γ
γ + 1
(
~β × ~E + c~β(~β. ~B)− cβ2 ~B
)
+
g
2γ
c ~B′ +
g
2m
1
γ + 1
(~β × ~∇)[~s · ~B′]
+
η
2γ
~E ′ +
η
2m
1
γ + 1
1
c
(~β × ~∇)[~s · ~E ′]
)
.
(B.8)
Above, we considered the case of a spin-1/2 particle, where I = 1/2, µ = eg~/4m,
and d = eη~/4mc.
Neglecting the EDM term (η = 0), Eq. B.8 can be rewritten in a short format
only including two terms; (1) No-Gradient (N.G.) and (2) With-Gradient (W.G.):
~ωs = ~ωs(N.G.) + ~ωs(W.G.), (B.9)
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where
~ωs(N.G.) = − e
mc
(
γ
γ + 1
(
~β × ~E + c~β(~β · ~B)− cβ2 ~B
)
+
g
2γ
c ~B′
)
,
~ωs(W.G.) = − eg
2m2c
(
1
γ + 1
)
(~β × ~∇)[~s · ~B′].
(B.10)
For the case of No-Gradient, the generalized result thus properly reduces to the
previously derived expression for the BMT equation with a zero EDM in g − 2 ex-
periment:
~ωs(N.G.) = − e
m
((
aµ +
1
γ
)
~B− aµ
(
γ
γ + 1
)
(~β · ~B)~β−
(
aµ +
1
γ + 1
)( ~β × ~E
c
))
,
(B.11)
where aµ = (g − 2)/2 and we used identity β2 = (γ2 − 1)/γ2.
Substituting ~B′ expression from equation set B.3 into the ~ωs(W.G.) we get
~ωs(W.G.) = − eg
2m2c
(
1
γ + 1
)
~β × ~∇
[
γ(~s · ~B)− γ
c
~s · (~β × ~E)− γ
2
γ + 1
(~β · ~B)(~s · ~β)
]
.
(B.12)
Considering an ideal scenario such that ~β is perpendicular to both ~E and ~B, the
expression for the spin precession frequency with gradient becomes
~ωs(W.G.) = − eg
2m2c
(
γ
γ + 1
)
~β × ~∇
[
(~s · ~B)− 1
c
~s · (~β × ~E)
]
. (B.13)
In a short format we can rewrite the above in form of
~ωs(W.G.) = − eg
2m2c
(
γ
γ + 1
)
~β × ~∇ψ, (B.14)
where the scalar quantity ψ is expressed by
ψ = (~s · ~B)− 1
c
~s · (~β × ~E). (B.15)
B.3 Cyclotron Frequency Calculation
The goal is to reformat Eq. B.2 to be comparable to
d~β
dt
= ~ωc × ~β, (B.16)
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then it is straight forward to define the cyclotron frequency. Substitute identity
~β × (~β × ~∇) = ~β(~β · ~∇)− β2~∇, (B.17)
into the Eq. B.2 and considering a case neglecting the EDM term (η = 0) Eq. B.2
becomes
γm
d~β
dt
=
e
c
~E + e(~β × ~B)− e
c
~β(~β. ~E)
+
µγ
c2I~
(
~∇+ ~β(~β · ~∇)− β2~∇+ 1
c
~β∂t
)
[~s · ~R].
(B.18)
Substituting ~R from equation set B.3, cross product ~β in both side and using identity:
~β × (~β × ~B) = ~β(~β. ~B)− β2 ~B, (B.19)
we get:
~β × d
~β
dt
=
e
γm
((
~β × ~E
c
)
− β2 ~B
)
+
egγ
2m2c
(1− β2)(~β × ~∇)[~s · ~B − 1
c
~s · (~β × ~E)],
(B.20)
where, we used for an ideal scenario we considered ~β is perpendicular to both electric
~E and magnetic ~B field (i.e. ~β · ~E = ~β · ~B = 0). Above, we considered the case of a
spin-1/2 particle, where S = 1/2 and µ = eg~/4m,
Fro a second time crossing product ~β in both side and using identity:
~β ×
(
~β × d
~β
dt
)
= ~β
(
~β · d
~β
dt
)
− d
~β
dt
(
~β · ~β
)
= −β2d
~β
dt
(B.21)
we get:
d~β
dt
= ~β×
(
e
γm
(
~B − 1
β2
(
~β × ~E
c
))
− egγ
2m2c
1− β2
β2
(~β × ~∇)[~s · ~B − 1
c
~s · (~β × ~E)]
)
.
(B.22)
Finally, comparing above with Eq. B.16 the full expression for the cyclotron frequency
is of the form:
~ωc =− e
γm
(
~B − γ
2
γ2 − 1
(
~β × ~E
c
))
+
eg
2m2c
γ
γ2 − 1(
~β × ~∇)[(~s · ~B)− 1
c
~s · (~β × ~E)],
(B.23)
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where we used identity β2 = (γ2 − 1)/γ2. This can be rewritten in a short format
including two terms; (1) No-Gradient (N.G.) and (2) With-Gradient (W.G.):
~ωc = ~ωc(N.G.) + ~ωc(W.G.), (B.24)
where
~ωc(N.G.) = − e
γm
(
~B − γ
2
γ2 − 1
(
~β × ~E
c
))
,
~ωc(W.G.) =
eg
2m2c
(
γ
γ2 − 1
)
~β × ~∇ψ.
(B.25)
Above, ψ has been pre-defined in Eq. B.15.
B.4 Anomalous Precession Frequency
The spin precession ~ωs and cyclotron ~ωc frequencies for a charged particle, neglecting
EDM η = 0, moving in the horizontal plane of an electromagnetic storage ring are
given above. Now, the anomalous precession frequency ~ωa is determined from the
difference of these two frequencies:
~ωa = ~ωs − ~ωc. (B.26)
Considering only terms with No-Gradient, the anomalous precession frequency is
given by:
~ωa(N.G.) = − e
m
aµ ~B. (B.27)
where, the coefficient of the ~β × ~E term vanishes at γmagic =
√
1 + 1/aµ. Thus, for a
perfect uniform electric ~E and magnetic ~B field, aµ can be determined by a precision
measurement of ~ωa(N.G.) and ~B. However, for a case of having gross electromagnetic
field gradient, correction to the ~ωa measurement needs to be considered:
~ωa(W.G.) = − eg
2m2c
(
γ2
γ2 − 1
)
~β × ~∇ψ. (B.28)
C Details on Potential Systematic Effect in g−2 Experiment
Here we provide a more detailed discussion of our model.
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C.1 Muon Orbiting in a Uniform Magnetic Field
We begin by considering a positive muon, µ+, orbiting in a magnetic field, for which
a schematic is shown in Fig. C.1 below. The coordinate system shown there is that
associated with our “lab frame”. For now, we will take the magnetic field ~B to be
perfectly uniform,
~B = ~B0 = −B0yyˆ. (C.1)
Further, for now we will assume there is no electric field. The muon’s lab frame
velocity can then be written as
~v = ~v0 = −v0 sinφcxˆ− v0 cosφczˆ = c~β, (C.2)
where v0 = |~v0| = βc and the orbital position φc = |~ωc,0|t. Here, the cyclotron
frequency is given by
~ωc = − q
γm
[
~B −
(
γ2
γ2 − 1
) ~β × ~E
c
]
, (C.3)
where, for our case of no electric field we have simply |~ωc,0| = qB0y/γm. Here,
γ = 1/
√
1− β2 is the usual Lorentz factor, and q = e and m denote, respectively,
the charge and mass of the muon. Note that we have, without any loss of generality,
defined t = 0 to correspond to that instant in time when ~v0 = −v0zˆ.
In terms of the lab frame time t and the lab frame magnetic field ~B = ~B0, the
muon’s spin precession rate, (d~s/dt)lab, is given by the BMT equation, Eq. (11.170)
of Ref. [51], written in SI units as(
d~s
dt
)
lab
=
q
m
~s×
[(
g − 2
2
+
1
γ
)
~B −
(
g − 2
2
)(
γ
γ + 1
)(
~β · ~B
)
~β −
(
g
2
− γ
γ + 1
) ~β × ~E
c
]
.
(C.4)
With ~β · ~B = 0 and ~E = 0, this simplifies to(
d~s
dt
)
lab
=
[
q
γm
+
q
m
(
g − 2
2
)]
~s× ~B (C.5)
= −
[
q
γm
+
q
m
(
g − 2
2
)]
~B × ~s. (C.6)
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Figure C.1: Positive muon in a cyclotron orbit in a uniform magnetic field.
In the usual way, we then define the spin precession frequency in the lab frame, ~ωs,0,
to be (
d~s
dt
)
lab
= ~ωs,0 × ~s, (C.7)
from which it then immediately follows that
~ωs,0 = − q
γm
[
1 + γ
(
g − 2
2
)]
~B0. (C.8)
Comparing with the cyclotron frequency, we then see the frequency difference, ~ωc,0−
~ωs,0, probes the (g − 2)/2 anomaly directly,
~ωc,0 − ~ωs,0 = q
m
(
g − 2
2
)
~B0. (C.9)
Numerical Values
γ = 29.3
q = 1.602× 10−19 C
m = 105.658 MeV = 1.8835× 10−28 kg
(g − 2)/2 = 11659208.9× 10−10
| ~B0| = 1.45 T
→ |~ωc,0| = 4.2117× 107 rad/s
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→ |~ωs,0| = 4.2147× 107 rad/s
Now, let us instead view this from the frame moving with velocity ~v0. Hereafter,
we will call this frame S ′. Let t′ denote the proper time, and ~B′ the magnetic field
in S ′. In general, the relation between the spin precession rates in the lab frame and
S ′ can be written, per Eq. (11.107) of Ref. [51], as(
d~s
dt
)
lab
=
1
γ
(
d~s
dt′
)
S′
+ ~ωT × ~s. (C.10)
Here, the spin precession frequency in S ′ is given, per Eq. (11.155) of Ref. [51], as(
d~s
dt′
)
S′
= − qg
2m
~B′ × ~s, (C.11)
and ~ωT is the Thomas precession frequency, a relativistic effect resulting from the
influence of the transverse acceleration due to the fact the S ′ frame is rotating. In
general, the Thomas precession frequency can be written, per Eq. (11.119) of Ref. [51],
as
~ωT =
γ2
γ + 1
~a× ~v
c2
, (C.12)
where ~a is the acceleration in the lab frame. Let us now determine the form of ~ωT .
Starting from
~F = q ~E + q~v × ~B = d~p
dt
=
d
dt
(γm~v) , (C.13)
we then immediately see
γm
d~v
dt
= γm~a = q ~E + q~v × ~B, (C.14)
from which it then follows, for ~E = 0, that
~a =
q
γm
~v × ~B. (C.15)
The Thomas precession frequency then becomes
~ωT =
γ2
γ + 1
1
c2
(
q
γm
~v × ~B
)
× ~v (C.16)
=
γ
γ + 1
q
mc2
[
−(~v · ~B)~v + (~v · ~v) ~B
]
. (C.17)
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For our case where ~v · ~B = 0, this then simplifies to
~ωT =
γ
γ + 1
q
m
v2
c2
~B (C.18)
=
q
m
γ
γ + 1
γ2 − 1
γ2
~B (C.19)
=
q
m
γ − 1
γ
~B. (C.20)
Note that as γ → 1, |~ωT | → 0, as expected in the non-relativistic limit.
Numerical Values
γ = 29.3
q = 1.602× 10−19 C
m = 105.658 MeV = 1.8835× 10−28 kg
| ~B0| = 1.45 T
→ |~ωT | = 1.1928× 109 rad/s
Now, in our frame S ′ we then have
~B′ = γ
(
~B − ~v ×
~E
c2
)
= γ ~B, (C.21)
as we have ~E = 0. So we then get that the spin precession frequency in S ′ is(
d~s
dt′
)
S′
= − qg
2m
~B′ × ~s (C.22)
= − qg
2m
γ ~B × ~s. (C.23)
Define a spin precession frequency in S ′, ~ω′s,0, such that(
d~s
dt′
)
S′
= ~ω′s,0 × ~s, (C.24)
from which it then follows that
~ω′s,0 = −
qg
2m
γ ~B0. (C.25)
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At this point, it is worth noting that the direction of ~ωT relative to ~B is opposite
that of the directions of ~ωs,0 and ~ω
′
s,0 relative to ~B. This is consistent with the
conceptual notion that the Thomas precession corresponds to a rotation of the S ′
axes in the opposite direction to that of the spin [91].
Numerical Values
γ = 29.3
q = 1.602× 10−19 C
m = 105.658 MeV = 1.8835× 10−28 kg
(g − 2)/2 = 11659208.9× 10−10
| ~B0| = 1.45 T
→ |~ω′s,0| = 3.61824× 1010 rad/s
We can now check the consistency of the numerical values entering Eq. (C.10)
above. That is, we should have
~ωs,0 =
1
γ
~ω′s,0 + ~ωT . (C.26)
For | ~B| = 1.45 T, we have
~ωs,0 = −4.2147× 107 rad
s
Bˆ (C.27)
1
γ
~ω′s,0 = −1.2349× 109
rad
s
Bˆ (C.28)
~ωT = +1.1928× 109 rad
s
Bˆ. (C.29)
The numerical values are seen to be consistent. This shows how the spin precession
rates in the lab frame and S ′ are related to each other.
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Figure C.2: Left panel: Cross section of the beam pipe showing the (xˆc.s., yˆc.s., zˆc.s.)
coordinates. Right panel: Top view of positive muon orbiting in the magnetic field,
showing the orientation of the (xˆc.s., yˆc.s., zˆc.s.) with the muon at some orbital position
φc.
C.2 Model for the Betatron Oscillations
Now let us consider the betatron oscillations. The left panel of Fig. C.2 shows a cross
section of the beam pipe. We define (xˆc.s., yˆc.s., zˆc.s.) coordinates in this cross section
view. The right panel shows, again, a top view of our positive muon orbiting in the
magnetic field. Note that in the cross section view, ~v0 is always along −zˆc.s.. As the
muon orbits, the unit vectors (xˆ, yˆ, zˆ) and (xˆc.s., yˆc.s., zˆc.s.) are related by
xˆc.s. = cosφcxˆ− sinφczˆ, (C.30)
yˆc.s. = yˆ, (C.31)
zˆc.s. = sinφcxˆ+ cosφczˆ. (C.32)
The betatron oscillations are in the (xˆc.s., yˆc.s.) directions (i.e., in the cross section).
Thus, the muon’s total lab frame velocity is
~v = ~v0 + ~vosc, (C.33)
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where we write the velocity components due to the betatron oscillations as
~vosc = vosc,xxˆc.s. + vosc,yyˆc.s. (C.34)
= vosc,x (cosφcxˆ− sinφczˆ) + vosc,yyˆ (C.35)
= vosc,x cosφcxˆ+ vosc,yyˆ − vosc,x sinφczˆ. (C.36)
Note that ~v0 · ~vosc = 0 is satisfied.
Let us now boost into frame S ′. As a reminder, we have defined this frame
such that it is moving with velocity ~v0. In this frame, the betatron oscillations will
then appear as non-relativistic transverse oscillations. As a result of this oscillatory
motion, the muon will then sample the (non-uniform) magnetic field and electric
field. However, it is important to note that the Thomas precession of S ′ is the same
as before, because our boost is still along ~v0, and not along the muon’s actual velocity
~v (i.e., S ′ is not a “rest frame”, per se). Also note that in our model a hypothetical
particle moving with velocity ~v0 will only sample the perfectly uniform magnetic field
~B0 and no electric field.
In S ′, the muon will then experience a time-dependent magnetic field
~B′ = γ
(
~B − ~v0 ×
~E
c2
)
− γ
2
c2(γ + 1)
(
~v0 · ~B
)
~v0, (C.37)
where this time dependence arises from the muon’s sampling of the non-uniform
magnetic and electric fields in the lab frame due to its betatron oscillations. Written
explicitly,
~B = ~B0 +Bsext,xc.s.xˆc.s. +Bsext,yc.s. yˆc.s. (C.38)
= (Bsext,xc.s. cosφc) xˆ+ (−B0y +Bsext,xc.s.) yˆ − (Bsext,xc.s. sinφc) zˆ, (C.39)
~E = Equad,xc.s.xˆc.s. + Equad,yc.s. yˆc.s. (C.40)
= (Equad,xc.s. cosφc) xˆ+ (Equad,yc.s.) yˆ + (−Equad,xc.s. sinφc) zˆ. (C.41)
We then know ~B′.
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C.3 Calculation of the Frequency Shift
We then calculate the frequency shift in our S ′ frame, δ(ω′s), according to
δ(ω′s) =
1
2
( qg
2m
)2 {
Re
[
Szx(ω
′
s,0)− Sxz(ω′s,0)
]
+ Im
[
Szz(ω
′
s,0) + Sxx(ω
′
s,0)
]}
,
(C.42)
where
Sij(ω
′
s,0) =
∫ ∞
0
eiω
′
s,0τ 〈B′i(0)B′j(τ)〉 dτ, (C.43)
is the Fourier transform of the various 〈· · · 〉 correlation functions between the trans-
verse fields in S ′. Note that the (time) integrals for the correlation functions are
over the proper time t′, related to the lab frame time by the usual t = γt′. After
calculation of δ(ω′s), the spin precession frequency in S
′ is then
ω′s = ω
′
s,0 + δ(ω
′
s) =⇒ ~ω′s = −|ω′s|Bˆ. (C.44)
We then transform this shifted spin precession frequency in S ′, ~ω′s, to a shifted spin
precession frequency in the lab frame, ~ωs, via Eq. (C.26),
~ωs =
1
γ
~ω′s + ~ωT , (C.45)
It is quite interesting to note that, because of the presence of the Thomas precession
term, the fractional shift in the spin precession frequency in S ′ is not equal to the
fractional shift in the spin precession frequency in the lab frame.
Finally, to obtain the fractional shift in the lab frame spin precession frequency,
we simply compute
Fractional Shift =
|~ωs| − |~ωs,0|
|~ωs,0| . (C.46)
Copyright c© Nima Nouri, 2016.
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