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Abstract
The structure of covariant instruments is studied and a general structure theorem is derived. A detailed
characterization is given to covariant instruments in the case of an irreducible representation of a locally
compact group.
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1. Introduction
An instrument captures neatly the mathematical description of a quantum measurement. For
each input state, the instrument gives both the measurement outcome probabilities and the condi-
tional output states. The concept of an instrument was introduce by Davies and Lewis in [5] and
it has become a standard tool in quantum information theory [17,12] and in studies of various
aspects of quantum measurements [4,10,15,1].
In this work we investigate the mathematical structure of covariant instruments. Covariance
of an instrument means that there is a group having both a continuous unitary representation and
a continuous action on outcome space, and that the instrument transforms in a consistent way
under these operations. The covariance property is typical for instruments arising from physical
applications.
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ture in the case of a compact group having a finite dimensional unitary representation. In [11]
Holevo investigated the structure of covariant instruments in the situation of a locally compact
Abelian group. In this work we focus on the case of an irreducible representation of a locally
compact group.
Our investigation proceeds in the following way. In Section 2 we fix the notation and re-
call the definition of a covariant instrument. In Section 3 we derive a general structure theorem
for covariant instruments. This theorem shows that a covariant instrument is determined by a
system of imprimitivity and an intertwining operator. Section 4 concentrates on the case of an
irreducible representation and a transitive action with a compact stability subgroup. For this kind
of situation we derive a characterization of all covariant instruments. In Section 5 these results
are generalized to cover the case of a projective unitary representation since this is the general
framework in quantum mechanics. Finally, in Section 6 we give an alternative formulation for
the characterizations obtained in Sections 4 and 5.
2. Basic definitions
If X1 and X2 are Banach spaces, we denote by L(X1;X2) the Banach space of the bounded
operators from X1 to X2, with the uniform norm ‖ · ‖∞. We also use abbreviate notation
L(X ;X ) = L(X ).
Let H be a complex separable Hilbert space. We denote by ‖ · ‖H its norm and 〈·,·〉H its
scalar product, assumed linear in the first entry. (When no confusion will arise, the subscripts
are dropped.) Let L(H) and T (H) be the Banach spaces of bounded operators and trace class
operators on H, respectively. We denote by ‖ · ‖L the operator norm on L(H) and ‖ · ‖T the trace
class norm on T (H). For each u,v ∈ H, we denote by u v the rank one operator on H defined
as
(u v)(w) = 〈w,v〉u ∀w ∈ H. (1)
Let Ω be a locally compact topological space, which is Hausdorff and satisfies the second
axiom of countability (lcsc space, in short). We let B(Ω) denote the Borel σ -algebra of Ω .
An instrument has several equivalent definitions. Often an instrument is defined as a σ -
additive map I from B(Ω) to the set L(T (H)) of bounded linear maps on T (H). It is then
required that I(X) is a completely positive map for each X ∈ B(Ω), and that I satisfies the
normalization condition tr[I(Ω)T ] = tr[T ] for each T ∈ T (H). In our current investigation it
is more convenient to use a slightly different but equivalent definition for instruments. For this
purpose, let M(Ω;T (H)) be the ordered Banach space of T (H)-valued Borel measures on Ω ,
with norm ‖M‖M = |M|(Ω), |M| being the total variation of M ; see, for instance, [13]. An
instrument can now be seen as a map from T (H) to M(Ω;T (H)). In the following we state this
alternative definition explicitly.
Definition 1. An instrument based on Ω is a linear map I : T (H) → M(Ω;T (H)) such that
(i) for each X ∈ B(Ω), the linear map
IX : T (H) → T (H), T → IX(T ) := (IT )(X)
is completely positive;
C. Carmeli et al. / Journal of Functional Analysis 257 (2009) 3353–3374 3355(ii) for every T ∈ T (H),
tr
[
(IT )(Ω)]= tr[T ].
We recall (as we will need these notations later) that the complete positivity of a map IX
means the following. If n ∈ N, let H(n) be the direct sum of n copies of H. We identify H(n) with
the column vectors having n entries in H. In this way, each trace class operator T˜ ∈ T (H(n))
is identified with an n × n matrix with entries in T (H). Let I(n)X (T˜ ) be the element of T (H(n))
defined as [I(n)X (T˜ )]ij = IX([T˜ ]ij ). To require complete positivity of IX is to say that for each n,
the mapping I(n)X : T (H(n)) → T (H(n)) is positive.
Proposition 2. An instrument I is a bounded map and ‖I‖∞  2.
Proof. By condition (i) of Definition 1, each map IX is, in particular, positive. This implies
that I is a positive map. Let T ∈ T (H). We can decompose T into a sum T = T 1+ − T 1− +
i(T 2+ −T 2−), where T i±  0 and ‖T i+‖T +‖T i−‖T  ‖T ‖T . This decomposition and condition (ii)
of Definition 1 imply that
‖IT ‖M 
∑
i=1,2, j=+,−
∥∥IT ij ∥∥M = ∑
i=1,2, j=+,−
tr
[(IT ij )(Ω)]
=
∑
i=1,2, j=+,−
tr
[
T ij
]
 2‖T ‖T . 
Let G be a lcsc topological group having a strongly continuous unitary representation g →
U(g) ≡ Ug on H, and acting continuously on Ω . The latter requirement means that there exists
a continuous mapping G×Ω  (g,ω) → g ·ω ∈ Ω such that
• the mapping ω → g ·ω is a homeomorphism of Ω for each g ∈ G;
• g1 · (g2 ·ω) = (g1g2) ·ω for every g1, g2 ∈ G and ω ∈ Ω .
If g ∈ G and X ⊆ Ω , we denote g ·X = {g · x | x ∈ X}.
Definition 3. An instrument I is covariant with respect to U , or shortly U -covariant, if
Ig·X(T ) = UgIX
(
U∗g T Ug
)
U∗g ∀X ∈ B(Ω), g ∈ G, T ∈ T (H). (2)
3. General structure theorem
In his seminal article [15] Ozawa presented a fundamental structure theorem for instruments.
Theorem 4 and Corollary 5 are generalizations of Ozawa’s result taking into account the co-
variance property of an instrument.1 A similar result has been stated in [11] and proved in [6]
in a slightly weaker form (i.e. under the hypothesis that G acts transitively on Ω and without
1 The action of G is not required to be transitive. Therefore, any instrument is covariant if G is chosen to be the trivial
group of one element. In this way Corollary 5.2 of [15] is contained in Corollary 5.
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investigation in Section 4 so we find it useful to give a detailed proof here.
To formulate Theorem 4 and its proof we need to fix the following notation. Let K be a Hilbert
space. We denote by K⊗H the Hilbert space tensor product of K and H. The partial trace over K
is the linear map trK : T (K ⊗ H) → T (H) defined by the condition
tr
[
A trK[T ]]= tr[(I ⊗A)T ] ∀T ∈ T (K ⊗ H), A ∈ L(H),
where the trace on the left-hand side is over H and on the right-hand side over K ⊗H.
Theorem 4. Let I be a U -covariant instrument. Then there exist
• a separable Hilbert space K, a strongly continuous unitary representation D of G in K and
a projection valued measure P : B(Ω) → L(K) satisfying
P(g ·X) = DgP (X)D∗g ∀X ∈ B(Ω), g ∈ G; (3)
• an isometry W : H → K ⊗H satisfying
WUg = (Dg ⊗Ug)W ∀g ∈ G, (4)
such that
(IT )(X) = trK[(P(X)⊗ I)WTW ∗]. (5)
Moreover, K, D, P and W can be chosen in such a way that the set
{(
P(X)⊗A)Wv ∣∣X ∈ B(Ω), A ∈ L(H), v ∈ H} (6)
is total in K ⊗ H. This requirement makes the imprimitivity system (D,P,K) unique up to an
isomorphism, i.e., if K′, D′, P ′, W ′ are respectively as K, D, P , W , then there exists a unitary
map V : K → K′ such that VD = D′V and VP = P ′V .
Proof. For each T ∈ T (H) and A ∈ L(H), we denote by μA;T the complex Borel measure
defined by
μA;T (X) := tr
[
AIX(T )
] ∀X ∈ B(Ω).
We divide the proof into steps (A)–(G).
(A) For each set X ∈ Ω , denote by χX the characteristic function of X. Define S(Ω) :=
span{χX | X ∈ B(Ω)}, a subset of the space of the Borel functions on Ω , and let Hˆ0 :=
S(Ω) ⊗ˆ L(H) ⊗ˆ H, where ⊗ˆ denotes algebraic tensor product. The following map from
[S(Ω)×L(H)× H]2 into C
(f1,A1, v1;f2,A2, v2) →
∫
f1(x)f 2(x)dμA∗2A1;v1v2(x)
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φ ∈ Hˆ0, there exist disjoint sets X1,X2 . . .Xn in B(Ω) and, for each i = 1,2 . . . n, elements
A
(i)
1 ,A
(i)
2 . . .A
(i)
m ∈ L(H) and v(i)1 , v(i)2 . . . v(i)m ∈ H such that
φ =
n∑
i=1
m∑
j=1
χXi ⊗ˆA(i)j ⊗ˆ v(i)j . (7)
Let A˜(i) be the matrix in L(H(m)) with entries A˜(i)hk = δ1hA(i)k , and let v˜(i) be the vector in H(m)
with v˜(i)h = v(i)h . We have
〈φ,φ〉0 =
n∑
i=1
m∑
j,j ′=1
trH
[
A
(i)
j IXi
(
v
(i)
j  v(i)j ′
)
A
(i)∗
j ′
]
=
n∑
i=1
m∑
j,j ′=1
m∑
h=1
trH
[
A˜
(i)
hj I(m)Xi
(
v˜(i)  v˜(i))
jj ′A˜
(i)∗
hj ′
]
=
n∑
i=1
m∑
h=1
trH
[(
A˜(i)I(m)Xi
(
v˜(i)  v˜(i))A˜(i)∗)
hh
]
=
n∑
i=1
trH(m)
[
A˜(i)I(m)Xi
(
v˜(i)  v˜(i))A˜(i)∗]
and therefore 〈φ,φ〉0  0 by the positivity of I(m)Xi . Hence, denoting by rad〈·,·〉0 the kernel of
the map φ → 〈φ,φ〉0, then the quotient space Hˆ0/ rad〈·,·〉0 is a scalar product space in the usual
way. We denote by Hˆ the Hilbert space obtained by completing this quotient space.
(B) We show that the Hilbert space Hˆ constructed in (A) is separable. Since H is separable,
there exist a sequence {vn}n∈N which is dense in H and a sequence {An}n∈N which is dense
in L(H) with the ultra-strong (i.e. σ -strong) operator topology. Moreover, since Ω is second
countable, there exists a sequence {Xn}n∈N in B(Ω) with the following property: if μ is a pos-
itive measure on Ω and X ∈ B(Ω), for every ε > 0 there exists n such that μ(X	Xn) < ε
(here 	 denotes the symmetric difference between two sets; the claim follows from Theo-
rem C, Section 5 and Theorem D, Section 13 in [8]). In the following we show that the set
span{χXk ⊗ˆAj ⊗ˆ vi | k, j, i ∈ N} is dense in Hˆ0. By the density of Hˆ0/ rad〈·,·〉0 in Hˆ, the sepa-
rability of Hˆ then follows.
Let ε > 0 and φ = χX ⊗ˆA ⊗ˆ v. Choose i such that
tr
[
A∗AIX
(
(v − vi) (v − vi)
)]
< ε2/9,
then choose j such that
tr
[
(A−Aj)∗(A−Aj)IX(vi  vi)
]
< ε2/9
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μA∗jAj ;vivi (X	Xk) < ε
2/9.
We then have
‖φ − χXk ⊗ˆAj ⊗ˆ vi‖Hˆ 
∥∥χX ⊗ˆA ⊗ˆ (v − vi)∥∥Hˆ
+ ∥∥χX ⊗ˆ (A−Aj) ⊗ˆ vi∥∥Hˆ + ‖χX	Xk ⊗ˆAj ⊗ˆ vi‖Hˆ < ε
and our claim is therefore proven.
(C) We now construct a projection valued measure on Hˆ. For each X ∈ B(Ω), we define the
operator Pˆ (X) on Hˆ0 by formula
Pˆ (X)(f ⊗ˆA ⊗ˆ v) = χXf ⊗ˆA ⊗ˆ v.
If φ =∑ni=1 χXi ⊗ˆAi ⊗ˆ vi is an element in Hˆ0, we have
〈
Pˆ (X)φ, Pˆ (X)φ
〉
0 =
n∑
i,j=1
tr
[
A∗jAiIXi∩Xj∩X(vi  vj )
]
= 〈Pˆ (X)φ,φ〉0  〈Pˆ (X)φ, Pˆ (X)φ〉1/20 〈φ,φ〉1/20
by Cauchy–Schwartz inequality. From this we deduce that Pˆ (X) rad〈·,·〉0 ⊂ rad〈·,·〉0, so that
Pˆ (X) descends to the quotient space Hˆ0/ rad〈·,·〉0. Moreover, the previous calculation shows
that Pˆ (X) extends to a bounded selfadjoint operator on Hˆ. Clearly, Pˆ (X)2 = Pˆ (X).
We show that the mapping X → Pˆ (X) from B(Ω) into L(Hˆ) is weakly σ -additive. Since the
range of Pˆ in L(Hˆ) is norm bounded and the set Hˆ0/ rad〈·,·〉0 is dense in Hˆ, it suffices to show
that 〈Pˆ (⋃k Xk)φ,φ〉0 =∑k〈Pˆ (Xk)φ,φ〉0 for all φ ∈ Hˆ0 and for all disjoint sequences {Xk}k∈N
in B(Ω). If φ is as before, we have
〈
Pˆ (X)φ,φ
〉
0 =
n∑
i,j=1
μA∗jAi ;vivj (Xi ∩Xj ∩X),
and the claim follows from σ -additivity of μA∗jAi ;vivj .
(D) In the following we construct a unitary representation of G which forms an imprimitivity
system with Pˆ . For each g ∈ G, we introduce in Hˆ0 the linear operator Dˆg whose action on
decomposable elements is
Dˆg(f ⊗ˆA ⊗ˆ v) = g · f ⊗ˆAU∗g ⊗ˆUgv,
where g · f (x) = f (g−1 · x). The U -covariance of I then implies that
〈
Dˆg(f ⊗ˆA ⊗ˆ v), Dˆg(f ⊗ˆA ⊗ˆ v)
〉
0 = 〈f ⊗ˆA ⊗ˆ v,f ⊗ˆA ⊗ˆ v〉0.
We conclude that Dˆg defines an isometric operator in Hˆ.
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of Hˆ. It is a straightforward consequence of the definitions of Pˆ and Dˆ that
DˆgPˆ (X)Dˆ
∗
g = Pˆ (g ·X) ∀X ∈ B(Ω), g ∈ G. (8)
We now show that Dˆ is weakly (hence strongly) continuous. By 22.20, item (b) in [9], it
suffices to show that the map g → 〈Dˆgφ,φ′〉Hˆ is μG-measurable for all φ,φ′ ∈ Hˆ, where we
denoted by μG the left-invariant Haar measure on G. By density of Hˆ0/ rad〈·,·〉0 in Hˆ, it is
enough to show μG-measurability of the maps g → 〈Dˆgφ,φ′〉0 for φ = χX ⊗ˆ A ⊗ˆ v and φ′ =
χX′ ⊗ˆA′ ⊗ˆ v′. We have
〈Dˆgφ,φ′〉0 = tr
[
A′ ∗AU∗gIg·X∩X′(Ugv  v′)
]
,
and, if {ei}i∈N is a Hilbert basis of H, this equation can be written in the form
〈Dˆgφ,φ′〉0 =
∑
i
∑
j
∑
k
〈Ugv, ej 〉
〈
A′ ∗AU∗g ek, ei
〉〈Ig·X∩X′(ej  v′)ei, ek 〉.
Since the maps g → 〈Ugv, ej 〉 and g → 〈A′ ∗AU∗g ek, ei〉 are Borel (actually continuous), it suf-
fices to show that g → 〈Ig·X∩X′(ej  v′)ei, ek〉 is μG-measurable. The set E := {(g, g · x) |
g ∈ G,x ∈ X} is a Borel subset of G × Ω . Moreover, denoting by Eg the section of E at g, we
have Eg = g ·X. Thus,
〈Ig·X∩X′(ej  v′)ei, ek 〉= μeiek;ejv′(Eg ∩X′),
and, since the map g → μeiek;ejv′(Eg ∩ X′) is μG-measurable by Fubini theorem, the claim
follows.
(E) For each B ∈ L(H), let π(B) : Hˆ0 → Hˆ0 be the linear operator extending the following
action on decomposable vectors:
π(B)(f ⊗ˆA ⊗ˆ v) = f ⊗ˆBA ⊗ˆ v.
If φ ∈ Hˆ0 is written as in Eq. (7), then we get
〈
π(B)φ,π(B)φ
〉
0 =
n∑
i=1
trH(m)
[
A˜(i)∗B˜∗B˜A˜(i)I(m)Xi
(
v˜(i)  v˜(i))],
where A˜(i) and v˜(i) are defined as in the step (A) of the proof, and B˜ is the matrix in L(H(m)) with
B˜hk = δhkB . Since the operator I(m)Xi (v˜(i)  v˜(i)) is positive and A˜(i)∗B˜∗B˜A˜(i)  ‖B‖2LA˜(i)∗A˜(i),
we get
〈
π(B)φ,π(B)φ
〉
0  ‖B‖2L
n∑
i=1
trH(m)
[
A˜(i)∗A˜(i)I(m)Xi
(
v˜(i)  v˜(i))]
= ‖B‖2 〈φ,φ〉0.L
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operator in Hˆ.
It is a straightforward consequence of the definitions of π, Pˆ and Dˆ that π(A)Pˆ (X) =
Pˆ (X)π(A) and π(A)Dˆg = Dˆgπ(A) for all A,X and g.
It is easy to check that π is a ∗-homomorphism of L(H) in Hˆ. We claim that it is normal. In
fact, if Bn ↓ O in L(H), then
〈
π(Bn)(χX1 ⊗ˆA1 ⊗ˆ v1),χX2 ⊗ˆA2 ⊗ˆ v2
〉
0 = tr
[
A∗2BnA1IX1∩X2(v1  v2)
]
and the right-hand side goes to 0 since Bn → 0 in the ultra-weak topology. Since the sequence
π(Bn) is norm bounded (because π is norm decreasing) and Hˆ0/ rad〈·,·〉0 is dense in Hˆ, this
suffices to show normality of π .
Since π is a normal ∗-homomorphism of L(H), there exists a Hilbert space K such that Hˆ =
K⊗H and π(A) = I ⊗A for all A ∈ L(H); see Lemma 9.2.2 in [4]. The separability of K follows
directly from the separability of Hˆ. Since π commutes with Pˆ and Dˆ, there exist a projection
valued measure P : B(Ω) → L(K) and a strongly continuous unitary representation D : G →
L(K) such that Pˆ = P ⊗ I and Dˆ = D ⊗ I . Eq. (8) then implies that condition (3) holds.
(F) We define the following operator W : H → Hˆ0
Wv = 1 ⊗ˆ I ⊗ˆ v ∀v ∈ H.
We have 〈Wv,Wv〉0 = tr[IΩ(v  v)] = ‖v‖2, so W descends to an isometry W : H → Hˆ.
Clearly, WUgv = Dˆgπ(Ug)Wv, so that condition (4) holds.
For all A ∈ L(H), we get
trH
[
A trK
[(
P(X)⊗ I)W(u v)W ∗]]= trHˆ[(P(X)⊗A)W(u v)W ∗]
= 〈Pˆ (X)π(A)Wu,Wv〉Hˆ = trH[AIX(u v)],
and hence IX(uv) = trK[(P (X)⊗ I )W(uv)W ∗]. By the continuity of IX formula (5) holds
for every T ∈ T (H).
The set {Pˆ (X)π(A)Wv | X ∈ B(Ω), A ∈ L(H), v ∈ H} spans Hˆ0 and hence the set ex-
pressed in (6) is total in K ⊗ H.
(G) Finally, we prove the last claim of Theorem 4. Suppose K′, P ′, D′, W ′ are as stated in the
theorem. Let Vˆ : Hˆ0 → K′ ⊗ H be the linear operator whose action on decomposable elements
is
Vˆ (f ⊗ˆA ⊗ˆ v) = (P ′(f )⊗A)W ′v,
where we set P ′(f ) = ∫ f (x)dP ′(x).
For an element φ =∑ni=1 χXi ⊗ˆAi ⊗ˆ vi in Hˆ0, we have
〈Vˆ φ, Vˆ φ〉0 =
n∑〈(
P ′(Xi)⊗Ai
)
W ′vi,
(
P ′(Xj )⊗Aj
)
W ′vj
〉
K′⊗Hi,j=1
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n∑
i,j=1
trK′⊗H
[(
P ′(Xi ∩Xj)⊗A∗jAi
)
W ′(vi  vj )W ′ ∗
]
=
n∑
i,j=1
trH
[
A∗jAiIXi∩Xj (vi  vj )
]= 〈φ,φ〉0.
Hence, Vˆ descends to an isometry from Hˆ to K′ ⊗ H. Since its image is dense in K′ ⊗ H, Vˆ is
actually unitary.
We have
Vˆ π(B)(f ⊗ˆA ⊗ˆ v) = (P ′(f )⊗BA)W ′v = (I ⊗B)Vˆ (f ⊗ˆA ⊗ˆ v) (9)
and
Vˆ Pˆ (X)(f ⊗ˆA ⊗ˆ v) = (P ′(χXf )⊗A)W ′v = (P ′(X)⊗ I)Vˆ (f ⊗ˆA ⊗ˆ v). (10)
Moreover
Vˆ Dˆg(f ⊗ˆA ⊗ˆ v) = Vˆ
(
g · f ⊗ˆAU∗g ⊗ˆUgv
)= (P ′(g · f )⊗AU∗g )W ′Ugv
= (D′gP ′(f )D′ ∗g ⊗AU∗g )(D′g ⊗Ug)W ′v
= (D′gP ′(f )⊗A)W ′v = (D′g ⊗ I)Vˆ (f ⊗ˆA ⊗ˆ v). (11)
From Eq. (9) it follows that Vˆ (I ⊗B) = (I ⊗B)Vˆ for all B ∈ L(H), hence Vˆ = V ⊗ I for some
unitary operator V : K → K′. From Eq. (10) we get Vˆ (P (X)⊗ I ) = (P ′(X)⊗ I )Vˆ , from which
it follows VP (X) = P ′(X)V for all Borel sets X. Finally, Vˆ (Dg ⊗ I ) = (D′g ⊗ I )Vˆ by Eq. (11),
so that VDg = D′gV for all g. 
Theorem 4 can be written in an alternative form which has a more direct physical interpreta-
tion. We recall that a measurement modelM is a 4-tuple 〈HA,Z, ξ,V 〉 where
• HA is a Hilbert space associated to a measurement apparatus A;
• Z : B(Ω) → L(HA) is a projection valued measure ( pointer observable);
• Tξ is a one-dimensional projection corresponding to a unit vector ξ ∈ HA (initial state of A);
• V is a unitary operator on HA ⊗H (measurement coupling).
The measurement modelM determines an instrument IM through the formula
IMX (T ) = trHA
[
V (Tξ ⊗ T )V ∗
(
Z(X)⊗ I)], X ∈ B(Ω), T ∈ T (H).
A measurement model formalizes the idea that the system is made to interact with a measure-
ment apparatus and then a pointer observable of the apparatus is measured. This is done in order
to achieve some information about the system or to prepare it in some way. The corresponding
instrument gives the total description of the measurement procedure from the point of view of
the system.
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that I = IM. In other words, all instruments arise from measurement models. The following
corollary of Theorem 4 is a covariant generalization of this result and the proof follows the proof
given by Ozawa.
Corollary 5. Let I be a U -covariant instrument. Then there are a measurement model M =
〈HA,Z, ξ,V 〉 and a strongly continuous unitary representation g → Rg of G on HA such that
I = IM and the pointer observable Z satisfies the covariance condition
RgZ(X)R
∗
g = Z(g ·X) ∀X ∈ B(Ω), g ∈ G.
Proof. With the notations of Theorem 4, we denote HA = K⊗H⊗K, Z = I ⊗ I ⊗P , and R =
I ⊗ I ⊗D. We fix unit vectors ξ ′ ∈ K, ξ ′′ ∈ K⊗H and denote by [ξ ′], [ξ ′′] the one-dimensional
subspaces they generate. Then we define a mapping V ′ from [ξ ′′]⊗[ξ ′]⊗H into K⊗H⊗K⊗H
by
V ′(ξ ′′ ⊗ ξ ′ ⊗ψ) = ξ ′′ ⊗Wψ.
The mapping V ′ is an isometry and it has a unitary extension V on K ⊗ H ⊗ K ⊗ H. Choosing
ξ = ξ ′′ ⊗ ξ ′ we get a measurement model with the required properties. 
4. The case of an irreducible representation
In this section we make the following assumptions:
• U is an irreducible representation of G;
• Ω is the quotient space G/H , where H is a compact subgroup of G.
We denote the left H -coset of g ∈ G by g˙. Let μG be a left invariant Haar measure on G and
let 	 denote the modular function of G. As the subgroup H is compact, it has a Haar measure μH
with μH(H) = 1. Finally, μΩ is the G-invariant measure on Ω satisfying∫
G
f (g)dμG(g) =
∫
Ω
dμΩ(g˙)
∫
H
f (gh)dμH(h)
for all compactly supported continuous functions f on G.
We recall that the representation U is called square integrable if there exists a nonzero vector
v ∈ H such that the map g → 〈v,Ugv〉 is in L2(G). We denote by L the left regular representa-
tion of G acting in L2(G). We will need the following result of Duflo and Moore [7].
Theorem 6. The representation U is square integrable if and only if it is a subrepresentation
of the left regular representation. In this case, there exists a unique selfadjoint injective positive
operator C with U -invariant domain such that the following conditions hold:
(1) for all g ∈ G,
UgC = 	(g)−1/2CUg;
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∫
G
	(g)−1
∣∣〈Cv,Ugu〉∣∣2 dμG(g) = ‖v‖2‖u‖2;
(3) if W : H → L2(G) is a bounded map intertwining U with L, then there exists a unique u ∈ H
such that
Wv(g) = 	(g)−1/2〈Cv,Ugu〉 ∀v ∈ domC.
The square C2 of the operator C is called the formal degree of U with respect to the Haar
measure μG. If G is unimodular, then domC = H and C is a scalar multiple of the identity
operator of H.
Let V be a separable Hilbert space. The tensor product L2(G)⊗V is identified with L2(G;V)
in the usual way. We also use the canonical identification of the tensor product K ⊗ H∗ with the
Hilbert space of the Hilbert–Schmidt operators of L(H;K). We have the following consequence
of Theorem 6.
Corollary 7. Suppose there exists an isometry W : H → L2(G)⊗ V intertwining U with L⊗ I .
Then U is square integrable. Moreover, if C is as in Theorem 6, then there exists B ∈ V ⊗ H∗
with ‖B‖ = 1 such that
Wv(g) = 	(g)−1/2BU∗gCv ∀v ∈ domC.
In particular, Wv is a continuous function in L2(G;V) for all v ∈ domC.
Proof. Fix an orthonormal basis {ei}i∈N of V . Let Pi : L2(G;V) → L2(G) and Qi : L2(G) →
L2(G;V) be the following bounded maps
Pif (g) =
〈
f (g), ei
〉 ∀f ∈ L2(G;V),
Qif (g) = f (g)ei ∀f ∈ L2(G).
Clearly, Qi is an isometry, QiPi is a projection operator in L2(G;V), QiPiQjPj = 0 if i = j ,
and
∑
i QiPi = I (in the strong operator topology). Moreover, PiWUg = LgPiW , hence, by
item (3) of Theorem 6, there exists ui ∈ H such that
(PiWv)(g) = 	(g)−1/2〈Cv,Ugui〉 ∀v ∈ domC.
For any v ∈ domC, we have
‖v‖2 = ‖Wv‖2 =
∑
i
‖QiPiWv‖2 =
∑
i
‖PiWv‖2
=
∑
‖v‖2‖ui‖2,
i
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then ‖ui‖−1PiW is an isometry intertwining U with L, so U is a subrepresentation of L. Thus,
U is square integrable by Theorem 6. Moreover, the sum
∑
i ei  ui converges in V ⊗ H∗ to an
operator B with ‖B‖ = 1. If v ∈ domC, we have for all g
∑
i
(QiPiWv)(g) =
∑
i
	(g)−1/2〈Cv,Ugui〉ei = 	(g)−1/2BU∗gCv.
Since Wv =∑i QiPiWv (convergence in L2(G;V)), by uniqueness of the limit
Wv(g) = 	(g)−1/2BU∗gCv. 
We briefly recall some basic facts about induced representations and imprimitivity sys-
tems [14]. Suppose σ is a strongly continuous unitary representation of H in V . For f ∈
L2(G;V), we define
[Πf ](g) =
∫
H
σhf (gh)dμH(h).
Then Π is a projection operator in L2(G;V) and it commutes with the operator L⊗I . We denote
by Hσ the range of Π , and by Lσ the restriction of L⊗I to Hσ . Observe that Πf is a continuous
function if f is continuous.
For every X ∈ B(Ω) and f ∈ L2(G;V), we define
[
P(X)f
]
(g) = χX(g˙)f (g).
Then P(X) is a projection operator in L2(G;V) commuting with Π , the map P : B(Ω) →
L(L2(G;V)) is a projection valued measure, and
LgP (X)L
∗
g = P(g ·X) ∀X ∈ B(Ω), g ∈ G.
We denote by Pσ the restriction of P to Hσ . The triple (Lσ ,P σ ,Hσ ) is the imprimitivity system
induced by σ .
Corollary 8. Suppose there exists an isometry W : H → Hσ intertwining U with Lσ . Then U is
square integrable. Moreover, if C is as in Theorem 6, there exists B ∈ V ⊗H∗ with ‖B‖ = 1 and
BUh = σhB for all h ∈ H , such that
Wv(g) = 	(g)−1/2BU∗gCv ∀v ∈ domC. (12)
In particular, Wv is a continuous function in Hσ for all v ∈ domC.
Conversely, suppose U is square integrable, and B ∈ V ⊗ H∗ is such that ‖B‖ = 1 and
BUh = σhB for all h ∈ H . Then, for v ∈ domC, Wv given by Eq. (12) is a function in Hσ ,
and W extends to an isometry from H into Hσ which intertwines U with Lσ .
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and Eq. (12) holds for some B ∈ V ⊗ H∗ with ‖B‖ = 1. If v ∈ domC, then Wv is a continuous
function, hence ΠWv is also continuous, and we can evaluate Wv and ΠWv at the identity e
of G. W = ΠW then gives
BCv = Wv(e) ≡ (ΠWv)(e) =
∫
H
σhBU
∗
hCv dμH(h).
Since the range of C is dense in H, this implies
B =
∫
H
σhBU
∗
h dμH(h)
(in the strong sense), which is equivalent to BUh = σhB for all h ∈ H .
Conversely, suppose U is square integrable, and let B be a norm 1 element in V ⊗ H∗ inter-
twining U |H with σ . For v ∈ domC, let Wv be as in Eq. (12). If B∗B = ∑i λihi  hi is the
spectral decomposition of B∗B , with
∑
i λi = 1, we have
∫
G
∥∥Wv(g)∥∥2 dμG(g) =
∫
G
	(g)−1
〈
B∗BU∗gCv,U∗gCv
〉
dμG(g)
=
∑
i
λi
∫
G
	(g)−1
∣∣〈Cv,Ughi〉∣∣2 dμG(g) = ‖v‖2
by Theorem 6. This shows that W extends to an isometry from H into L2(G;V). Since ΠWv =
Wv for v ∈ domC, W maps H into Hσ . Finally, the intertwining property is immediate by
Eq. (12). 
From now on, we fix a representation σ of H with the following property: if σ ′ is another
strongly continuous unitary representation of H acting in a separable Hilbert space V ′, then σ ′ is
a subrepresentation of σ .2 We define the following set associated to U and σ
C := {B ∈ V ⊗ H ⊗ H∗ ∣∣ ‖B‖ = 1 and BUh = (σh ⊗Uh)B for all h ∈ H}.
Suppose U is square integrable. We denote by T0(H) the following linear subspace of T (H)
T0(H) := span{u v | u,v ∈ domC}.
2 Since H is compact and separable, there exists a representation σ having such property, and σ is unique up to unitary
equivalence. An explicit realization of σ is obtained in this way: let K be a separable infinite dimensional Hilbert space
and LH the regular representation of H acting in L2(H,μH ). Then the representation LH ⊗I acting in L2(H,μH )⊗K
contains every irreducible representation of H with infinite multiplicity and hence has the required property.
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i=1 vi  ui ∈ T0(H), ui, vi ∈ domC, we define
φB(T ,g) := 	(g)−1
n∑
i=1
trV
[
(IV ⊗Ug)BU∗gCvi  (IV ⊗Ug)BU∗gCui
]
.
The map g → φB(T ,g) is continuous from G into T (H), and it is constant on the left H -
cosets. Thus, it descends to a continuous function of Ω into T (H). Moreover, for all g˙, the map
T → φB(T , g˙) is linear and positive from T0(H) into T (H).
We claim that φB(T , ·) ∈ L1(Ω,μΩ ;T (H)). In fact, if T =∑ni=1 vi  vi , with vi ∈ domC,
is a positive element of T0(H), we have∫
Ω
∥∥φB(T , g˙)∥∥T dμΩ(g˙) =
∫
G
trH
[
φB(T ,g)
]
dμG(g)
=
n∑
i=1
∫
G
	(g)−1
〈
B∗BU∗gCvi,U∗gCvi
〉
dμG(g).
Let B∗B =∑j λjhj hj be the spectral decomposition of B∗B , with∑j λj = 1. By Theorem 6
we get
∫
Ω
∥∥φB(T , g˙)∥∥T dμΩ(g˙) =
n∑
i=1
∑
j
λj
∫
G
	(g)−1
∣∣〈Cvi,Ughi〉∣∣2 dμG(g)
=
∑
j
λj
n∑
i=1
‖vi‖2 = ‖T ‖T .
If T is generic element in T0(H), decomposing it as T = T 1+ −T 1− + i(T 2+ −T 2−), with T i± positive
elements in T0(H) and ‖T i+‖T + ‖T i−‖T  ‖T ‖T , we get by the above equation∫
Ω
∥∥φB(T , g˙)∥∥T dμΩ(g˙) 2‖T ‖T < ∞, (13)
and the claim is proved.
Theorem 9. Suppose U is square integrable. If B ∈ C, there is a unique instrument IB : T (H) →
M(Ω;T (H)) such that for T ∈ T0(H)
(IBT )(X) = ∫
X
φB(T , g˙)dμΩ(g˙) ∀X ∈ B(Ω), (14)
the integral converging in the trace class norm. The instrument IB is covariant with respect to U .
Conversely, if I is an instrument based on Ω and covariant with respect to U , then U is
square integrable, and there exists B ∈ C such that I = IB .
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If I is an instrument based on Ω and covariant with respect to U , by Theorem 4 there exist
an imprimitivity system (D,P,K) based on Ω and an isometry W : H → K⊗H intertwining U
with D ⊗ U such that IT (X) = trK[(P (X) ⊗ I )WTW ∗]. By imprimitivity theorem, (D,P,K)
is the imprimitivity system induced by some representation σ ′. It is not restrictive to assume that
σ ′ is the largest possible, i.e. σ ′ ≡ σ , so that (D,P,K) = (Lσ ,P σ ,Hσ ).
Conversely, if W : H → Hσ ⊗ H is an isometry intertwining U with Lσ ⊗ U , then formula
IT (X) = trHσ [(P σ (X)⊗I )WTW ∗] defines a U -covariant instrument I based on Ω . Therefore,
the problem of characterizing the U -covariant instruments reduces to the task of finding the most
general intertwining isometry W : H → Hσ ⊗ H.
The unitary operator V : L2(G;V)⊗H → L2(G;V)⊗H given by
Vf (g) = (IV ⊗U∗g )f (g) ∀f ∈ L2(G;V ⊗ H),
intertwines L ⊗ IV ⊗ U with L ⊗ IV ⊗ IH, and V (Hσ ⊗ H) = Hσ⊗U |H . Hence, VW : H →
Hσ⊗U |H is an isometry intertwining U with Lσ⊗U |H , and Corollary 8 applies. In particular, there
exist U -covariant instruments based on Ω if and only if U is square integrable. The most general
form of W is thus
Wv(g) = V ∗VWv(g) = 	(g)−1/2(IV ⊗Ug)BU∗gCv ∀v ∈ domC,
with B ∈ C.
With W as above, if T =∑ni=1 vi  ui with ui, vi ∈ domC, and v ∈ H, we have
〈IX(T )v, v〉= trH[(v  v) trHσ [(Pσ (X)⊗ IH)WTW ∗]]
= trHσ⊗H
[(
Pσ (X)⊗ (v  v))WTW ∗]
=
n∑
i=1
〈(
Pσ (X)⊗ (v  v))Wvi,Wui 〉Hσ⊗H
=
∫
X
	(g)−1
n∑
i=1
〈
trV
[
(IV ⊗Ug)BU∗gCvi  (IV ⊗Ug)BU∗gCui
]
v, v
〉
H dμΩ(g˙),
i.e. IT is given by
IT (X) =
∫
X
φB(T , g˙)dμG(g) ∀X ∈ B(G).
Uniqueness and covariance of IB then follows as T0(H) is dense in T (H) and I is continu-
ous. 
If H is the trivial one element subgroup of G, then Theorem 9 can be written in the following
simplified form.
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grable. In this case, if B ∈ H ⊗ H∗ has norm 1, there exists a unique instrument J B : T (H) →
M(G;T (H)) such that, for T = v  u with u,v ∈ domC,
(J BT )(X) = ∫
X
	(g)−1UgBU∗gCv UgBU∗gCudμG(g) ∀X ∈ B(G), (15)
the integral converging in the trace class norm. The instrument J B is U -covariant.
If {λj }j∈N is a sequence of nonnegative real numbers summing up to 1 and {Bj }j∈N is a
sequence of norm 1 elements in H ⊗ H∗, then the series ∑j∈N λjJ Bj converges absolutely in
L(T (H);M(G;T (H))) to a U -covariant instrument, and every U -covariant instrument is of
the form ∑j∈N λjJ Bj with λj  0, ∑j∈N λj = 1 and ‖Bj‖ = 1.
Proof. The first claim follows directly from Theorem 9.
Suppose U is square integrable. For H = {e}, σ is the trivial representation in an infinite
dimensional Hilbert space V . If k ∈ V and B ∈ H ⊗ H∗ with ‖k‖ = ‖B‖ = 1, then k ⊗ B ∈ C.
By Theorem 9, there is a unique U -covariant instrument Ik⊗B satisfying formula (14). If T =∑n
i=1 vi  ui with ui, vi ∈ domC, we have
(Ik⊗BT )(X) = ∫
X
	(g)−1
n∑
i=1
UgBU
∗
gCvi UgBU∗gCui dμG(g),
the integral converging in the trace class norm. By Eq. (13) we have∫
X
	(g)−1
∥∥∥∥∥
n∑
i=1
UgBU
∗
gCvi UgBU∗gCui
∥∥∥∥∥T dμG(g) 2‖T ‖T . (16)
We denote J B = Ik⊗B , and this is thus the instrument in (15).
We recall that ‖J B‖∞  2 by Proposition 2. Thus, if λj  0, ∑j∈N λj = 1 and ‖Bj‖ = 1,
then the sum
∑
j∈N λjJ Bj is absolutely convergent. Its limit is clearly a U -covariant instrument.
Conversely, if I is U -covariant, then I = IB for some B ∈ C by Theorem 9. Let {ei} be a
Hilbert basis of V . Then, B =∑j ej ⊗Bj , with Bj ∈ H⊗H∗ and ∑j ‖Bj‖2 = 1. Formula (14)
for T =∑ni=1 vi  ui , with ui, vi ∈ domC, can be written as
(IBT )(X) = ∫
X
	(g)−1
n∑
i=1
∑
j
UgBjU
∗
gCvi UgBjU∗gCui dμG(g).
By Eq. (16) and dominated convergence theorem we get
(IBT )(X) =∑
j
∫
X
	(g)−1
n∑
i=1
UgBjU
∗
gCvi UgBjU∗gCui dμG(g)
=
∑
j
‖Bj‖2
(J Bj /‖Bj ‖T )(X).
Thus, IB =∑ ‖Bj‖2J Bj /‖Bj ‖ as the set T0(H) is dense in T (H). j
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In this section we extend the previous results to the case in which U is a projective unitary rep-
resentation of G in H. We recall that a projective unitary representation of G in H is a mapping
U : G → L(H) such that
(1) U is a weakly Borel map;
(2) U(e) = I ;
(3) there exists a mapping m : G×G → T (T being the group of complex numbers with modulus
one) such that U(g1, g2) = m(g1, g2)U(g1)U(g2).
The function m is the multiplier of U . Also in this case, we will often use the abbreviated nota-
tion Ug = U(g).
For more details about projective representations we refer to [16] and [2]. Here we recall that
the set Gm := G× T endowed with the product law
(g, z)(g′, z′) = (gg′, zz′m(g,g′))
is a group, and there exists a unique lcsc topology on Gm making it a topological group with T
being central closed subgroup and Gm/T = G. The group Gm is called the central extension
of G associated to the multiplier m.
The projective representation U extends to a strongly continuous unitary representation U˜
of Gm by setting
U˜ (g, z) = z−1U(g). (17)
Moreover, U is irreducible if and only if U˜ is. The action of G on Ω lifts to an action of Gm
on Ω , with T acting trivially.
Definition 3 of a covariant instrument clearly makes sense also in the case of projective rep-
resentations. It is immediately checked that the instrument I is covariant with respect to the
projective representation U of G if and only if it is covariant with respect to the representation U˜
of Gm. Therefore, Theorem 4 is valid also in the case of projective representations.
Suppose U is an irreducible projective unitary representation of G. As for usual repre-
sentations, we say that U is square integrable if the mapping g → 〈v,Ugv〉 is in L2(G) for
some nonzero v. Then U is square integrable if and only if the representation U˜ of Gm is
square integrable in the usual sense. In fact, if μT is the normalized Haar measure of T, then
dμGm(g, z) = dμG(g)dμT(z) is a Haar measure of Gm = G× T, and
∫
G
∣∣〈v,Ugv〉∣∣2 dμG(g) =
∫
G×T
∣∣〈v, U˜(g, z)v〉∣∣2 dμGm(g, z).
The formal degree of the projective representation U with respect to the Haar measure μG is
defined as the formal degree of U˜ with respect to the Haar measure μGm .
Let H ⊂ G be a compact subgroup. As we did in the previous section, we let σ acting
in the Hilbert space V be the maximal separable unitary representation of H , and we de-
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C = {B ∈ V ⊗H ⊗ H∗ ∣∣ ‖B‖ = 1 and BUh = (σh ⊗Uh)B for all h ∈ H}. (18)
Theorem 9 holds also for projective representations. In fact
Corollary 11. Suppose U is a square integrable projective unitary representation of G. If B ∈ C,
there is a unique instrument IB : T (H) → M(Ω;T (H)) such that for T = ∑ni=1 vi  ui ,
vi, ui ∈ domC,
(IBT )(X) = ∫
X
φB(T , g˙)dμΩ(g˙) ∀X ∈ B(Ω), (19)
where
φB(T , g˙) = 	(g)−1
n∑
i=1
trV
[
(IV ⊗Ug)BU∗gCvi  (IV ⊗Ug)BU∗gCui
]
and the integral converges in the trace class norm. The instrument IB is covariant with respect
to U .
Conversely, if I is an instrument based on Ω and covariant with respect to U , then U is
square integrable, and there exists B ∈ C such that I = IB .
Proof. The subset Hm = H × T is a closed compact subgroup of Gm. The spaces G/H and
Gm/Hm are clearly identified both under the action of G and under the action of Gm (with T
acting trivially).
Let σ˜ acting in V˜ be the maximal separable unitary representation of Hm, and define
C˜ = {B ∈ V˜ ⊗ H ⊗ H∗ ∣∣ ‖B‖ = 1 and BU˜
h˜
= (σ˜
h˜
⊗ U˜
h˜
)B for all h˜ ∈ Hm
}
. (20)
By Theorem 9 and the previous remarks, the statement of the above theorem is true with V
replaced by V˜ and B ∈ C˜. Decompose V˜ =⊕n∈Z Vn, with σ˜ (e, z)v = znv for all v ∈ Vn. Each
Vn is σ˜ -invariant. If B ∈ C˜, then
(
σ˜ (e, z)⊗ I)B = z(σ˜ (e, z)⊗ U˜ (e, z))B = zBU˜(e, z) = B,
i.e. B ∈ V0 ⊗H⊗H∗. Since the restriction of σ˜ to V0 is naturally identified with σ , the claim of
the theorem follows. 
Finally, we prove the projective version of Corollary 10.
Corollary 12. There exist U -covariant instruments based on G if and only if U is square inte-
grable. In this case, if B ∈ H ⊗ H∗ has norm 1, there exists a unique instrument J B : T (H) →
M(G;T (H)) such that, for T = v  u with u,v ∈ domC,
(J BT )(X) = ∫ 	(g)−1UgBU∗gCv UgBU∗gCudμG(g) ∀X ∈ B(G),
X
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to U .
If {λj }j∈N is a sequence of nonnegative real numbers summing up to 1 and {Bj }j∈N is a
sequence of norm 1 elements in H ⊗ H∗, then the series ∑j∈N λjJ Bj converges absolutely in
L(T (H);M(G;T (H))) to a U -covariant instrument, and every U -covariant instrument is of
the form ∑j∈N λjJ Bj with λj  0, ∑j∈N λj = 1 and ‖Bj‖ = 1.
Proof. If I is an instrument based on G, for all X˜ ∈ B(Gm) and T ∈ T (H) define
(I˜T )(X˜) =
∫
G
[∫
T
χ
X˜
(g, z)dμT(z)
]
d(IT )(g).
It is easy to check that I˜ is an instrument based on Gm. I˜ is U˜ -covariant if I is covariant with
respect to U .
On the other hand, defining p : Gm → G, p(g, z) = g, we see that
p∗ : M
(
Gm;T (H)
)→ M(G;T (H)), p∗(M)(X) = M(p−1(X))
is a continuous positive mapping, and, if I˜ is a U˜ -covariant instrument based on Gm, then p∗I˜ is
a U -covariant instrument based on G.
It can be easily checked that the mappings I → I˜ and I˜ → p∗I˜ are one the inverse of the
other when restricted to the set of U - and U˜ -covariant instruments. The claim then follows by
Corollary 10, observing that
∫
p−1(X)
	(g, z)−1
n∑
i=1
U˜ (g, z)BU˜(g, z)∗Cvi  U˜(g, z)BU˜(g, z)∗Cui dμGm(g, z)
=
∫
X
	(g)−1
n∑
i=1
U(g)BU∗(g)Cvi U(g)BU∗(g)Cui dμG(g). 
6. Covariant instruments and completely positive maps
In [3] and [4, Section 4.5] Davies derives a characterization for U -covariant instruments3
in the case that U is a finite dimensional unitary representation of a compact group G. His
characterization is based on certain kind of positive linear maps on T (H).
Assuming that U is a square integrable projective unitary representation of G and H ⊂ G
is a compact subgroup, we apply Corollary 11 in order to give an alternative description of the
U -covariant instruments based on Ω = G/H . This characterization is similar to that of Davies.
3 In [3] and [4, Section 4.5] Davies does not require instruments to be completely positive, but he discuss this condition
in [4, Section 9.2].
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(1) Φ is normal and completely positive;
(2) Φ(I) ∈ T (H) and tr[Φ(I)] = 1;
(3) Φ(UhAU∗h ) = UhΦ(A)U∗h for all A ∈ L(H) and h ∈ H .
Lemma 13. Let C be the set defined in Eq. (18). For each B ∈ C, formula
ΦB(A) = B∗(IV ⊗A)B ∀A ∈ L(H), (21)
defines a map ΦB ∈ P . Conversely, if Φ ∈ P , then there is B ∈ C such that Φ = ΦB .
Proof. It is clear that formula (21) defines an element ΦB ∈ P .
Conversely, suppose Φ ∈ P . Since Φ is normal and completely positive, there are a Hilbert
space V0 and a bounded linear map V : H → V0 ⊗H such that
Φ(A) = V ∗(I ⊗A)V ∀A ∈ L(H),
and
V0 ⊗ H = span
{
(I ⊗A)V v ∣∣A ∈ L(H), v ∈ H}.
By condition (2), V ∈ V0 ⊗ H ⊗ H∗, and ‖V ‖ = 1. For h ∈ H , define the following linear
operator σ˜h in span{(I ⊗A)V v | A ∈ L(H), v ∈ H}
σ˜h
[
n∑
i=1
(I ⊗Ai)V vi
]
=
n∑
i=1
(
I ⊗AiU∗h
)
VUhvi.
σ˜h is well defined and isometric, since
∥∥∥∥∥
n∑
i=1
(
I ⊗AiU∗h
)
VUhvi
∥∥∥∥∥
2
=
n∑
i,j=1
〈
Φ
(
UhA
∗
jAiU
∗
h
)
Uhvi,Uhvj
〉
=
n∑
i,j=1
〈
Φ
(
A∗jAi
)
vi, vj
〉
=
∥∥∥∥∥
n∑
i=1
(I ⊗Ai)V vi
∥∥∥∥∥
2
.
So, σ˜h extends to an isometry in V0 ⊗ H. It is easy to check that σ˜ is a weakly (hence strongly)
continuous unitary representation of H in V0 ⊗ H. Since σ˜h(I ⊗ A) = (I ⊗ A)σ˜h for all A ∈
L(H), σ˜h = σ ′h ⊗ I for some representation σ ′ of H in V0. Let J : V0 → V be an isometry
intertwining σ ′ with σ . Eq. (21) then follows by setting B = (J ⊗ I )V . 
If φ : T (H) → T (H) is a bounded linear map, we let φ∗ : L(H) → L(H) be its adjoint.
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instrument based on Ω . If Φ ∈ P , then IΦ is defined by
〈(IΦX )∗(A)v,u〉=
∫
X
	(g)−1
〈
UgΦ
(
U∗gAUg
)
U∗gCv,Cu
〉
dμΩ(g˙) ∀v,u ∈ domC,
for all A ∈ L(H) and X ∈ B(Ω).
Proof. By Lemma 13, the elements in P are all the maps of the form ΦB for some B ∈ C. For
v,u ∈ domC, we get
〈(IΦBX )∗(A)v,u〉=
∫
X
	(g)−1
〈
UgB
∗(I ⊗U∗gAUg)BU∗gCv,Cu〉dμΩ(g˙)
=
∫
X
	(g)−1 trV⊗H
[
(I ⊗AUg)BU∗gCv  (I ⊗Ug)BU∗gCu
]
dμΩ(g˙)
= tr[AIBX(v  u)]= 〈(IBX)∗(A)v,u〉.
This means that IΦB = IB . By Corollary 11, the correspondence Φ → IΦ is onto. To show the
injectivity of this correspondence, suppose Φ,Ψ ∈ P are such that
〈(IΦX )∗(A)v,u〉= 〈(IΨX )∗(A)v,u〉
for all A ∈ L(H), X ∈ B(Ω) and v,u ∈ domC. Then,
〈
UgΦ
(
U∗gAUg
)
U∗gCv,Cu
〉= 〈UgΨ (U∗gAUg)U∗gCv,Cu〉 ∀g ∈ G, v,u ∈ domC,
so, by the density of ranC, we get
UgΦ
(
U∗gAUg
)
U∗g = UgΨ
(
U∗gAUg
)
U∗g ∀g ∈ G.
Taking g = e, we get Φ(A) = Ψ (A) for all A ∈ L(H) and hence, Φ = Ψ . 
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