We propose a continuum model of two-phase flow in a Hele-Shaw cell. The model describes the multiphase three-dimensional flow in the cell gap using gap-averaged quantities such as fluid saturation and Darcy flux. Viscous and capillary coupling between the fluids in the gap leads to a nonlinear fractional flow function. Capillarity and wetting phenomena are modelled within a phase-field framework, designing a heuristic free energy functional that induces phase segregation at equilibrium. We test the model through the simulation of bubbles and viscously unstable displacements (viscous fingering). We analyse the model's rich behaviour as a function of capillary number, viscosity contrast and cell geometry. Including the effect of wetting films on the two-phase flow dynamics opens the door to exploring, with a simple two-dimensional model, the impact of wetting and flow rate on the performance of microfluidic devices and geological flows through fractures.
Hele-Shaw flows (Glasner 2003; Hernández-Machado et al. 2003; Lu et al. 2007) . Folch et al. (1999a,b) proposed a phase-field model of two-phase Hele-Shaw flow with arbitrary viscosity contrast between the fluids. The model reduces to two evolution equations for the stream function and the phase field, converges to the sharp-interface two-dimensional problem, and captures the multi-finger dynamics in viscous fingering. Phase-field models of Hele-Shaw flow for fluids with complex rheology have also been developed; for example Nguyen et al. (2010) developed a phase-field model to study viscous fingering of shear-thinning fluids.
Here, we present a diffuse-interface model of two-phase flow in a Hele-Shaw cell. This model builds on our previous work on two-phase flow in a capillary tube (Cueto-Felgueroso & Juanes 2012) . The main differentiating factor of our model from the vast literature of Hele-Shaw flow modelling is its ability to capture three-dimensional effects in a gap-averaged Darcy-type formulation. The essential requirements to achieve this goal are the ability to capture the viscous and capillary coupling between fluids in the gap, and the impact of capillarity and wetting in the equilibrium of the two-phase system. The first key ingredient of our model is a non-convex fractional flow formulation that arises from the use of Darcy's law generalized to multiphase systems. This approach has been traditionally used in the modelling of multiphase flow through porous media. The second ingredient is its behaviour at equilibrium. We derive the capillary flow potentials from a free energy functional that induces fluid segregation in the absence of flow (Cahn & Hilliard 1958; Cueto-Felgueroso & Juanes 2012) . Thus, equilibrium solutions are non-spreading static bubbles within an ambient fluid. Under pressure-driven flow, the solutions involve the formation of non-classical shocks, which result in rich dynamic behaviour. This novel feature captures the dependence of the thickness of wetting films left attached to the cell walls on the capillary number, in agreement with experimental observations. We test the properties of the model through one-and two-dimensional numerical solutions of the proposed model, and elucidate the displacement patterns for constant-flow-rate and constant-volume injection. We analyse the existence and structure of the travelling wave solutions to our model, which provides important insight into the existence and structure of travelling bubbles and non-classical shock solutions.
Our model aims at capturing the three-dimensional viscous and capillary coupling between fluids in the cell gap, in the context of a two-dimensional gap-averaged formulation. This goal is somewhat different from the classical problem of approximating the two-dimensional sharp-interface problem. The primary variables in our formulation, the fluid volume fractions, can be understood as phase fields, because they are used to represent the idea that either fluid may fully occupy the cell gap. Like fluid volume fractions, fluid saturations have a direct physical interpretation, rather than being ad hoc or auxiliary variables defining a smooth transition between two phases. Our model equations do not attempt to smooth a sharp-interface problem either. We should therefore note that we are using the idea of phase-field modelling in a generalized or loose sense. We have chosen to adopt the terminology of phase-field modelling, because we rely on a variational-type derivation of the flow potentials, in the spirit of phase-field and diffuse-interface models.
Mathematical model

Darcy formulation of two-phase Hele-Shaw flow
We consider incompressible isothermal two-phase flow in a Hele-Shaw cell, driven by imposed pressure gradients and capillary forces. The evolution of fluid saturations can 526 L. Cueto-Felgueroso and R. Juanes be expressed as conservation of mass of the two fluids:
For convenience, we refer to the two fluids as gas (subscript g) and water (subscript w), although their physical properties are general. Furthermore, we will assume that the gas is the non-wetting phase, and the water phase is the wetting phase. The saturation, S α , of fluid phase, α = g, w, is the fraction of the gap that is occupied by that fluid. The width of the gap is b, the fluid densities are ρ α , and u α is the volumetric flux of phase α. We adopt a Darcy formulation for the volumetric fluxes, where Darcy's law is generalized to multiphase systems (Bear 1972) :
3)
These expressions state that the flux of each fluid is proportional to the gradient of a flow potential. For single-phase flow, the potential is the same for both components -the fluid pressure. For multiphase systems, the flow potentials are different because of capillary pressure effects. We split the fluid flow potentials into a global pressure p and a capillary potential ψ α . An analogous split was originally proposed by E & Palffy-Muhoray (1997) and Otto & E (1997) in the context of phase separation of incompressible polymer mixtures. Adopting the classical generalization of Darcy's law to multiphase systems, we set the gas and water mobilities as 6) where µ α is the viscosity of fluid phase α, and k rα is the phase relative permeability. For a Hele-Shaw cell or smooth fracture, Fourar & Lenormand (1998) derived the relative permeabilities that correspond to viscous coupling between the two fluids, assuming Stokes flow in the gap and a three-layer configuration with the wetting fluid coating the walls and the non-wetting fluid inside the cell. The relative permeabilities are given by 8) with the viscosity ratio
Given the relative permeabilities, k rg and k rw , we define the gas fractional flow function, f g , as
. Relative permeabilities and fractional flow function for two-phase flow in a Hele-Shaw cell, assuming Stokes flow in the gap (Fourar & Lenormand 1998) . These functions depend on the viscosity contrast between the fluids, M = µ w /µ g : (a) M = 5 and (b) M = 200. The shape of the fractional flow function controls the behaviour of the model in the limit of large flow rates (or high capillary numbers).
The fractional flow plays an important role in the structure of the displacement patterns, as it is a non-convex function of saturation (figure 1). After algebraic manipulation, assuming constant gap width b, density-matched fluids with constant densities, and using the gas saturation as primary variable, the model equations read 13) subject to the constraint S g + S w = 1. In the above model equations, the pressure equation is written in terms of the total pressure, π = p + ψ g . We emphasize that the equations above describe the evolution of two-dimensional -gap-averaged -fields; that is, vector fields are two-dimensional and saturations, pressures and velocities should be understood as gap-averaged quantities. In this model, fluid saturations, S α , are interpreted as the phase fields or order parameters in our formulation. A gas saturation of 1 means that the cell gap is fully occupied by gas, whereas a saturation of 0 means that it is fully occupied by water. In the following section, we discuss the modelling framework for the capillary potentials ψ α . The above equations (2.11)-(2.13) provide the basis of a diffuse-interface or phase-field model for Hele-Shaw flow. An important element of the model that needs to be specified is a free energy functional from which the capillary potentials are derived. We discuss this topic in the following section.
Design of the free energy functional and capillary potentials
The capillary potentials, ψ g and ψ w , are defined as the variational derivatives of a heuristic free energy functional with respect to the fluid saturations (Cahn & Hilliard L. Cueto-Felgueroso and R. Juanes 1958; de Gennes 1980) ,
. (2.14)
The free energy F plays a central role in the dynamic and equilibrium properties of the model. To design the free energy functional, we will focus on capturing fluid segregation at steady state. We propose a free energy functional of the form
15) where the functions ω and are, respectively, a double-well function and a symmetrybreaking function describing the difference in surface energies between fluids and the solid. The surface tensions between the fluids and the solid are γ sw and γ sg , while the surface tension between fluids is denoted by γ . The coefficient Γ (units of force) controls the strength of the gradient-energy terms. The terms in (2.15) that do not depend explicitly on saturation gradients are collectively referred to as the bulk free energy, F 0 ,
In the following, we consider strictly non-spreading systems, γ sw − γ sg − γ < 0, for which the three surface energies are linked through the static contact angle, γ sw − γ sg = γ cos θ. The structure of the function multiplying the square concentration gradients, κ(S g , S w ), is essential to obtain compactons (Benzi et al. 2011; Cueto-Felgueroso & Juanes 2012) . Traditional phase-field models use a constant value of κ, which implies a smooth transition between 0 and 1 in the order parameter; that is, equilibrium saturation profiles approach the values 0 and 1 asymptotically on each side of the interface. If κ vanishes at S g = 0 and/or S g = 1, saturation profiles may have compact support, reaching 0 and/or 1 within a finite width. Incorporating the above definitions, the full expression for the free energy reads
and the capillary potentials based on this free energy are
The rationale behind the above expressions is to satisfy the following design objectives: at steady state, the system must relax towards a segregated state, with saturations 1 and 0 separated by a transition region that does not grow in time, and whose length scale is consistent with the cell gap and wetting properties of the system (static contact angle, θ). This requirement translates into the functional form of the bulk free energy, through the common tangent construction: we require a common tangent at S = 0 and S = 1, for all static contact angles. We adopt the following simple functional forms,
where C ω is a normalization constant. It is easy to show that these expressions satisfy the modelling requirements of having a common tangent at saturations S g = 0 and S g = 1 ( figure 2a,b) . The exponent β in the double well plays the role of changing the location of the inflection points in the double well, which determine the stability properties of wetting films, that is, the range of constant saturations that are stable under small perturbations. Different exponents β also introduce asymmetry in the basins associated with saturations 1 and 0, which changes the relative importance of the gradient-energy terms (2.22); for large β, the relative strength of the gradient terms increases near S g = 1, where the bulk free energy becomes flatter, implying that saturations will approach S g = 1 more slowly than they do for smaller β. Conversely, saturation profiles approach S g = 0 more abruptly for larger β, because the bulk free energy becomes steeper (figure 2c,d).
With the above expressions, the free energy functional reads
Based on the above free energy, the common-tangent construction (Witelski 1998) yields, for arbitrary contact angles 0 • < θ 180
• , and along S w = 1 − S g , the stable states S g = 0 and S g = 1 (figure 2). The capillary potentials are given by
) and
(2.24) The difference in capillary potentials, ψ w − ψ g , whose relaxation drives the saturation profiles in the static limit of (2.11), is given by
where we have used the identity S w = 1 − S g . In the present model we do not consider the effect of dynamic contact angles or dynamic capillary pressures Hassanizadeh & Gray 1993) . Dynamic capillary pressure corrections have been derived from asymptotic analyses of the two-phase Hele-Shaw problem to account for wetting films , and as rationalizations of the observed rate dependence of the constitutive relations in multiphase flow through porous media (Hassanizadeh & Gray 1993) . In the present 
(Colour online) Structure of the bulk free energy in our phase-field model of two-phase flow in a Hele-Shaw cell, and its impact on the equilibrium saturation profiles. (a,b) Bulk free energies for β = 2 and β = 8, respectively, for various static contact angles θ (from (2.16)). These energies satisfy that the common-tangent construction yields the correct stable states, S g = 0 and S g = 1 (dashed lines). (c) Double-well component of the free energy,
, normalized with respect to the maxima,ω = ω/max(ω). As the power β increases, the spinodal region (the range of saturations between inflection points, marked with grey dots), moves towards S g = 0, allowing stable relatively thick wetting films. Another consequence of different exponents is the behaviour of the solution near S g = 1. Since the bulk free energy is flatter near S g = 1 and steeper near S g = 0 for larger β, the relative impact of the gradient-energy terms in (2.22) becomes asymmetric, that is, for large β the relative strength of the gradient-energy terms is much larger near S g = 1, implying that saturations will approach S g = 1 more slowly than they approach S g = 0. (d) One-dimensional steady-state saturation profiles for gas bubbles at equilibrium, showing the impact of the exponent β on the structure of the transition from S g = 1 to S g = 0. Saturation profiles approach S g = 0 more abruptly for larger β, and approach S g = 1 more smoothly.
formulation, these effects could be included in the form of a term in the free energy functional that depends on the rate of change of fluid saturations. This term has been suggested as a thermodynamically consistent extension of the Cahn-Hilliard model (Gurtin 1994) , and in the capillary pressure function in models of multiphase porous media flow (Hassanizadeh & Gray 1993; van Duijn, Peletier & Pop 2007) .
Dimensional analysis and summary of the model equations
We identify the following dimensionless groups: a capillary number, Ca, which compares viscous and capillary forces, 26) an anisotropy ratio, , which is the ratio of the gap thickness to the reference length, L, 28) and a Cahn number, C Γ , controlling the strength of the gradient-energy term,
At equilibrium we impose the balance between second-and fourth-order terms in the static limit of (2.11), 30) so that the characteristic interface thickness is approximately the gap width δ ∼ b/L. In dimensionless quantities, the equation for the non-wetting phase saturation reads
where the dimensionless total Darcy velocity of the mixture is
where π = p + ψ g and we require ∇ · u T = 0, which yields an elliptic equation that must be solved to obtain the pressure field, p. In the above equations, F 0 denotes the dimensionless derivative of the bulk free energy,
Assuming κ = 1, θ = 180
• , β = 8, C ω = 4, and adopting as reference length the gap width L ≡ b, so that the anisotropy ratio and characteristic transition width are equal to unity, = δ = 1, the saturation equation and total velocity reduce to
respectively. Note that we have dropped the constant term in F 0 , and that the pressures p and ψ g have been made dimensionless, with characteristic pressure p c = γ /b. In the pressure equation, we solve for the total pressure π rather than for p. Once π is solved for, the pressure p can be recovered using (2.23) for the gas capillary potential, which is a function of saturation and its derivatives.
In the model equations above, and throughout the analysis and sample simulations presented in this paper, we set the function κ to be a constant, κ = 1, for computational convenience. While not changing the results qualitatively, this choice implies that, strictly, solutions do not have compact support at equilibrium or during dynamic displacements; saturation profiles approach S g = 0 and S g = 1 smoothly. Another consequence for dynamic displacements is the need for a small, artificial 'precursor film' of the invading fluid, in analogy to the precursor film needed in driven thin films under the standard formulation.
Simulation results
One-dimensional displacements
To illustrate the structure of the displacement patterns, we start by considering, in a one-dimensional setting, a constant-rate injection case. In this flow scenario, the total velocity is uniform and constant in time. In dimensionless quantities, gas saturations evolve according to the nonlinear fourth-order scalar conservation law
where S ≡ S g is the gas saturation. In the equation above we take the gap width as reference length, L = b, and therefore the anisotropy ratio equals unity, = 1. With the relative permeabilities of (2.7), the gas fractional flow is
We further set β = 8 in the double-well function (2.20) and cos θ = −1, so that the derivative of the dimensionless bulk free energy is simply
Finally, we set κ = 1 and C Γ = 1/80, which yield interface widths of the order of the gap width, δ ≈ 1. We solve the above equation using finite differences and a fully implicit time stepping. Explicit time stepping is essentially precluded in partial differential equations (PDEs) with terms of order larger than second, because of the extremely restrictive stability condition; for a fourth-order equation like (3.1) the time step for an explicit method scales like x
4
, where x is the grid size.
A phase-field model of two-phase Hele-Shaw flow 533 A salient feature of the solutions to our model of flow in a Hele-Shaw cell is the presence of non-classical shocks, and that the structure of the solution and displacement pattern depends strongly on the capillary number (figure 3). Mathematically, this feature is due to the presence of the fourth-order spatial term in (3.1), which combined with the free energy inducing phase segregation at equilibrium leads to undercompressive shock solutions -a plateau whose height depends on the capillary number (figure 3). Non-classical shocks also arise in thin-film flows with Marangoni effects (Bertozzi et al. 1998; Bertozzi, Münch & Shearer 1999; Bertozzi & Shearer 2000) , and in theories of multiphase flow in porous media with dynamic capillary pressure (van Duijn et al. 2007; Fan & Pop 2011) .
The physical interpretation of rate-dependent incomplete displacements in the gap is well established. When a viscous fluid is displaced by another one at constant injection rate in a capillary tube or narrow channel, the displacement pattern and efficiency depend strongly on the capillary number and viscosity ratio Bretherton (1961) . In our simulations, the domain is initially saturated with the wetting fluid (water, S = 0), and we inject the non-wetting fluid (gas, S = 1) from the left boundary. The solution comprises an undercompressive shock and a rarefaction wave (figure 3a,c,e). For this flow set-up, the classical Lax shock (Lax 1957 ) -the solution in the hyperbolic limit -is given by a shock with speed obtained from the tangent construction. In our model shocks are undercompressive, and given by secant lines whose slope decreases with decreasing capillary numbers ( figure 3b,d, f ) . The discontinuity in wave speed leads to a constant saturation state, that is, a plateau in the saturation profile. The presence of the plateau indicates an incomplete fluid displacement, and determines the amount of viscous fluid that is left behind in a well-developed flow under constant flow rate. The height of the plateau increases with decreasing capillary number, in accordance with experimental evidence. For a given capillary number, the height of the plateau increases with decreasing viscosity contrast, since the Lax shock would already yield a larger shock amplitude. This behaviour is due to the structure of the fractional flow; the slope of the tangent from the origin decreases with decreasing viscosity contrast.
Travelling wave analysis: travelling bubbles
An important practical and theoretical issue is whether our model can predict travelling bubbles and, if so, under what conditions these bubbles are stable. Experimental observations show that a bubble that is transported under constant flow rate of the ambient fluid flow in a Hele-Shaw cell will reach an equilibrium shape and travel downstream at constant speed (Kopf-Sill & Homsy 1988a). Mathematically, travelling bubbles imply the existence of travelling wave solutions with undercompressive shocks (Bertozzi et al. 1999; Bertozzi & Shearer 2000; Strait et al. 2013 ). In the context of multiphase flow in porous media, undercompressive travelling waves have been recently analysed by Strait et al. (2013) for two-phase flow in capillaries, showing the existence of compactly supported travelling waves when κ vanishes at S g = 0. Here we investigate numerically whether our model can predict this behaviour, and perform a study of the travelling wave solutions to the one-dimensional model equation (3.1) to rationalize the behaviour observed when solving the full PDE.
To illustrate the difficulty of achieving travelling bubbles within a fractional flow formulation, we illustrate the set-up in the context of the hyperbolic limit of (3.1) (Ca → ∞). In that case, the model reduces to
(3.4) For simplicity, we study the displacement of a square gas saturation profile, representing a bubble, by the constant-rate injection of a viscous fluid (figure 4). At early times, the solution comprises two shocks and rarefaction waves. Since the rear shock is faster than the leading-front shock, the solution at late times is a shock at the leading edge, and a rarefaction wave. Clearly, this type of solution does not describe a travelling bubble. In contrast to the classical hyperbolic model, our model yields two types of solution profiles depending on the capillary number (figure 5). For small capillary numbers (figure 5a,c), the slope of the secant to the fractional flow is smaller than the slope of the fractional flow at the origin. A travelling bubble thus arises from front and rear shocks that have the same speed. At high capillary numbers ( figure 5b,d) , the slope of the secant line is significantly larger than the slope of the fractional flow at the origin. The rear shock does not return back to the origin, and another plateau appears also at the back of the bubble. This behaviour may be consistent with shedding bubbles at the trailing edge observed in experiments (Kopf-Sill & Homsy 1988a). The shape of displaced bubbles varies with capillary number, as in the case of constant-rate gas injection, consistently with the overall trend of smaller plateau heights and less efficient displacements for larger capillary numbers (figure 6). The particular conditions leading to the existence of travelling bubbles, as well as their structure, can be rationalized by computing the travelling wave solutions to our model equation (3.1). Travelling wave analysis also helps understand the structure of the undercompressive shocks obtained in the previous section by solving the PDE problem. We therefore seek solutions to (3.1) in a moving reference frame, defining the coordinate ξ = x − Vt, where V is the characteristic wave speed. Expressing space and time derivatives as derivatives with respect to ξ , (3.6) where the left state is defined as s L = s(ξ → −∞), we have assumed vanishing derivatives as ξ → −∞, and the characteristic speed V is given by the jump condition 538 L. Cueto-Felgueroso and R. Juanes
For convenience, we write the above third-order ODE as a system of first-order ODEs in the variables (s, u, v) ≡ (s, s ξ , s ξ ξ ), as
We compute the travelling waves by integrating forward in ξ using a standard explicit Runge-Kutta solver, with the initial condition (s L , 0, 0) plus a small perturbation to start the orbits. Note that obtaining travelling waves requires iterating to find the correct pairs (s L , Ca) or (Ca, V). That is, for each capillary number there is a corresponding left state, or plateau height, s L , for the Riemann problem, or a characteristic speed in the case of homoclinic orbits. For constant κ, we need to assume a non-zero precursor, because (s, u, v) = (0, 0, 0) is not a stable equilibrium of the above dynamical system. To understand the behaviour near s = 0, we note that f g (s → 0) ∼ (3/2)s and k rw (s → 0) ∼ 1. This implies that, if we take s R = 0 and near s = 0, the dynamical system behaves like
Analogously to driven thin-film problems, this precursor film becomes a numerical parameter. We set this precursor to be s
in the calculation of the characteristic speeds (3.7).
We identify three families of travelling wave solutions, depending on the left state, s L , and on whether we seek for heteroclinic or homoclinic orbits ( figure 7a-c Using these three families of travelling waves, we may elucidate the structure of constant-volume gas displacements, and the conditions leading to the existence of travelling bubbles, that is, local structures that travel at constant speed preserving their shape. When a finite volume of gas is displaced by water (as in figures 5 and 6), two fronts will form at the front and rear of the bubble. If the speed of the front shock is larger than that of the rear shock, conservation of mass implies that travelling bubbles may not exist, and a trailing fluid film is left behind. The cross-over corresponds to the critical capillary number, Ca c , beyond which Type I waves are faster that Type II and Type III waves (figure 7d). The critical capillary number depends on the viscosity contrast, M, and on the shape of the relative permeabilities and bulk free energy (through the parameter β). For M = 200 and β = 8, the cross-over criterion predicts Ca c ≈ 0.01, which is similar to the capillary number beyond which a secondary plateau is found when solving the PDE ( figure 6 ).
This rear plateau may be interpreted as a trailing 'film' of the bubble fluid that is left behind. In the case of a gas bubble, this film would be unphysical, pointing to the limits of applicability of the present model, or may be interpreted as a breakup instability of the bubbles, which could be contrasted with experiments. To understand the height of the rear plateau as a function of the capillary number, we note that its appearance is explained by the fact that the leading front of the bubble is faster than the rear front. The plateau height may therefore be determined by the need to connect a suitable Type III rear wave with a Type I wave corresponding to the leading front. For a given capillary number, the speed of Type III travelling waves increases with increasing left states s L ( figure 8a,b) . Therefore, the way to connect to a faster Type I front wave is to develop a rear plateau such that the speed of the corresponding Type III wave matches that of the front wave. The set of crossing points between the curve of Type I speeds as a function of capillary number, and curves of Type III waves for different Ca and left state s L (figure 8a) determines the increasing heights of the rear plateau as Ca increases, in accordance with the PDE simulation results.
The shape of the double-well function (2.20) determines the range of capillary numbers for which travelling waves can be found. While a complete analysis is beyond the scope of the present study, we note that smaller values of the exponent β lead to a reduced range of capillary numbers for which travelling waves exist. As the value of β decreases, the height of the plateau for a given Ca increases (figure 9). The viscosity contrast between the two fluids, M, also impacts the structure of the travelling wave solutions (figure 10). For a given capillary number, the speed of the travelling waves increases with M, which is consistent with the higher plateau, as observed in the PDE solutions ( figure 3a,c,e) .
Two-dimensional bubble motion
In this section, we extend the one-dimensional results of the previous section to full two-dimensional examples of bubble motion. To compute numerical solutions of the . As the inflection points move towards S g = 0 (increasing β), the height of the plateau decreases for the same capillary number. Larger β also corresponds to a wider range of capillary numbers for which stable travelling waves exist. We set β = 8. This plot elucidates the structure of the constant flux displacements obtained by solving the PDE (figure 3). For a given capillary number, the speed of the plateau increases with viscosity contrast. In terms of displacement pattern, this corresponds to lower plateau heights. model equations (2.11)-(2.13), we adopt a sequential solution approach where we first advance the fluid saturations, and then update the pressures and velocities by solving the elliptic problem (2.12) and (2.13). For the transport problem (2.11), we use high- order finite differences in space and the biharmonic-modified time-stepping method of Bertozzi, Ju & Lu (2011) for fourth-order nonlinear diffusion equations. For the pressure problem, (2.12) and (2.13), we use a finite volume formulation with simple two-point flux approximations.
We simulate the motion of bubbles driven by constant-rate injection of a more viscous ambient fluid. We study the impact of capillary number and viscosity contrast, as well as the impact of confinement, by varying the cell width and bubble size. For small capillary numbers, the bubbles adopt a nearly circular shape, which is distorted as the capillary number increases. The gas saturation inside the bubbles is also larger for smaller capillary numbers, indicating thinner films of the ambient wetting fluid adhered to the cell walls (figure 11). Larger viscosity ratios yield more elongated bubbles, which are thinner and thus travel at higher speeds (figure 12). In the absence of confinement, high capillary numbers lead to bubble breakup, splitting into two or more smaller bubbles (figure 13). The initial gas volume is important to understand the impact of boundary confinement and stability of the bubbles ( figure 14) . For the explored system parameters, we do not observe the flattened or 'Tanveer' bubbles (Kopf-Sill & Homsy 1988a) , but a more thorough analysis of the model is needed to fully understand the dependence of bubble shape and speed on viscosity contrast, wetting properties of the system, bubble size, and pressure-driven versus gravity-driven displacements.
Viscous fingering
The instability of driven fronts in two-phase flow when the invading fluid is less viscous than the defending one is a classical problem in fluid mechanics (Saffman & Taylor 1958b; , 1985 Homsy 1987; Kopf-Sill & Homsy 1988b; Arnéodo et al. 1989) . The instability that ensues, often called viscous fingering, is a paradigmatic case of pattern formation in nonlinear systems. Viscous fingering impacts the displacement efficiency in multiphase flow through porous media, owing to channelling and the subsequent creation of preferential flow paths. Because of these preferential paths, the sweep efficiency is significantly reduced in the presence of fingering instabilities.
We simulate viscous fingering in two-phase displacements in a Hele-Shaw cell (figures 15-18; see also supplementary movie 1 available at http://dx.doi.org/10.1017/ jfm.2014.512). For viscosity-matched fluids the displacement front is stable, and initial perturbations of the fluid-fluid front decay exponentially (figure 15). At low capillary numbers, a single finger, the Saffman-Taylor finger, dominates the flow (Saffman & Taylor 1958b) . The problem of finger width selection as a function of system parameters is still a fascinating open problem (Moore et al. 2002) . The classical ramified structures arise for large viscosity ratios and capillary numbers (Kopf-Sill & Homsy 1988b; Arnéodo et al. 1989 ) (figure 17). Geometric confinement plays an important role in the structure of the displacement and characteristic finger size. Thus, a narrower cell imposes a constraint of the pressure dissipation, leading to finger shielding and thicker fingers. As the cell width increases, more ramified structures appear and finger widths decrease. Our model can reproduce pinch-off and reconnection events, which are typically observed in experiments of viscous fingering (figure 18; see supplementary movie 1). 
Conclusions
We have proposed a phase-field model of two-phase flow in Hele-Shaw cells. The distinctive feature of our model is that it is a gap-averaged formulation that is designed to capture three-dimensional effects. The model is derived within the framework of the generalized Darcy's law, with relative permeabilities that incorporate the viscous coupling (Stokes flow) in the gap. This leads to a non-convex fractional flow function that depends on the viscosity contrast. The local capillary coupling between the fluids, resulting from fluid-fluid surface tension and the wetting properties of the system, is modelled with an extension of the classical Cahn-Hilliard approach to the free energy of non-uniform systems. We design the bulk free energy to induce fluid segregation at equilibrium, and the gradient free energy leads to fourth-order spatial terms. The solutions to our model exhibit rich behaviour, with displacement patterns that depend strongly on the capillary number and viscosity contrast, in agreement with experimental observations. As future extensions, we anticipate the application of the present modelling approach to multiphase flow through porous media (Cueto-Felgueroso & Juanes 2008) and rough fractures, which can be conceptualized as Hele-Shaw cells with variable gap width, and the consideration of buoyancy due to non-horizontal fracture orientation and density differences between the fluids. Our model naturally allows us to explore the impact of the wetting properties of the system on the displacement patterns.
