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ENTROPY, STABILITY, AND YANG-MILLS FLOW
CASEY KELLEHER AND JEFFREY STREETS
Abstract. Following [3], we define a notion of entropy for connections over Rn which has
shrinking Yang-Mills solitons as critical points. As in [3], this entropy is defined implicitly,
making it difficult to work with analytically. We prove a theorem characterizing entropy stability
in terms of the spectrum of a certain linear operator associated to the soliton. This leads
furthermore to a gap theorem for solitons. These results point to a broader strategy of studying
“generic singularities” of Yang-Mills flow, and we discuss the differences in this strategy in
dimension n = 4 versus n ≥ 5.
1. Introduction
In [3] Colding and Minicozzi introduced a strategy for understanding the mean curvature flow
based on a notion of entropy-stability of singularities. Broadly speaking, the goal is to showing
that all singularities other than cylinders and spheres are unstable and hence can be perturbed
away, leading to the construction of “generic” mean curvature flows. In this paper we initiate
a similar strategy for understanding the Yang-Mills flow. We first recall some basic setup and
fundamental results about this flow. In [13] Rade showed the smooth long time existence and
convergence of Yang-Mills flow in dimensions n = 2, 3. Next, in [16], Struwe gave a criterion
for singularity formation in dimension n = 4 in terms of energy concentration, although it is
to date an open problem whether or not such energy concentration occurs. Explicit finite time
singularities of Yang-Mills flow in dimensions 5 ≤ n ≤ 9 were constructed in [4]. Following [3],
we seek to investigate what a “stable,” or “generic,” singularity of Yang-Mills flow looks like.
Similar constructions for the harmonic map flow were considered in [22].
In [7], Hamilton defined an entropy functional for Yang-Mills flow akin to Huisken’s mono-
tonicity formula for mean curvature flow [8], and Struwe’s monotonicity for harmonic maps [17],
which is monotone against special background manifolds (with an easily controlled decay rate in
general). In [20] Weinkove used this monotonicity formula to establish that type I singularities
of Yang-Mills flow admit blowup limits which are shrinking soliton solutions of Yang-Mills flow
(Definition 2.13). At this point, one may ask whether or not all singularities of Yang-Mills flow
admit shrinking soliton blowup limits. The corresponding statement for mean curvature flow
was established in work of Ilmanen, White [9, 21]. Because of this it is reasonable to initiate
an in-depth study of mean curvature flow shrinkers to define the notion of a stable singularity.
Despite the fact that it is unknown if all Yang-Mills flow singularities in dimension n ≥ 5 can be
described by shrinkers, we will nonetheless use them as our models to define a notion of stable
singularity.
In particular, we draw inspiration from Colding-Minicozzi’s approach to Huisken’s monotonic-
ity formula directly and explicitly include a base point in the definition of Hamilton’s Yang-Mills
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entropy. In particular, we will set
Fx0,t0(∇) = t20(4πt0)−
n
2
∫
Rn
|F∇|2 e−
|x−x0|
2
4t0 dV
This functionals have the key property that their critical points are self-shrinking solutions to
Yang-Mills flow. Moreover, the the entropy takes the supremum of F over points in spacetime,
specifically
λ(∇) = sup
x0,t0
Fx0,t0(∇).
This quantity has many invariance properties, and is moreover monotone along a solution to
Yang-Mills flow (Proposition 3.8). However, it does not depend smoothly on ∇, and thus is
difficult to work with analytically. Nonetheless, we are able to relate stability with respect to
∇ to the more calculationally tractable stability coming from the F-functionals (see Definition
4.1). This stability comes from a more traditional second variation analysis for the functional.
In analyzing the F-functionals, in parallel to [3], we observe that two negative eigenforms for
this second variation are always present, corresponding to the Yang-Mills flow direction and also
translation in space. Taking these explicitly into account yields an analytic characterization of
the formal definition of the F-stability of a shrinking soliton (see Definition 4.1, Theorem 4.5).
Also, as a consequence of this analysis of the second variation, we establish a basic gap theorem
for solitons.
Theorem 1.1. A soliton satisfying |F∇| ≤ 38 is flat.
Putting this discussion together and exploiting a number of interesting properties of the F-
functionals, we are able to relate F stability with entropy stability. This theorem is analogous
to ([3] Theorem 0.15).
Theorem 1.2. Suppose ∇ ∈ S is non cylindrical with polynomial curvature growth. If ∇ is
F-unstable then there is a compactly supported variation ∇s such that ∇0 = ∇ and for all s 6= 0,
(1.1) λ(∇s) < λ(∇).
We note here that the only known examples of type I blowups ([5, 12]) and shrinking solitons
([4]) are in dimensions n ≥ 5, whose entropies we compute in §6. We will also show that this
dimensional restriction is necessary. In particular, while type I blowup limits are shrinking
solitons, we show that any shrinking soliton on R4 is automatically flat, thus ruling out type I
blowups.
Proposition 1.3. Let E → (M4, g) be a smooth vector bundle, and suppose ∇t is a solution to
Yang-Mills flow on E. If T <∞ is the maximal existence time of the solution, then
lim
t→T
(T − t) |F∇t | =∞.
Moreover, any shrinking soliton on Rn, n ≤ 4, is flat.
For this reason in four-dimensions it is more natural to define stability using the second
variation of the Yang-Mills functional itself, not the entropy. This notion was introduced in [1],
where the second variation of YM is analyzed in depth. Among many results in that paper is a
strong rigidity result showing that for SU(2), SU(3) or SO(4)-bundles over S4, the only stable
Yang-Mills connections are either self-dual or antiself-dual. However, a recent result of Waldron
[19] suggests that blowup limits of finite time singularities of Yang-Mills flow in dimension n = 4
are not instantons, and hence should not be stable. This suggests that it may be possible to
construct smooth long time Yang-Mills flows “generically” for vector bundles on four-manifolds
with small gauge group.
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Given the results above, a number of natural questions emerge following parallel lines of
thought from mean curvature flow. First, we note that for solutions to mean curvature flow
it was shown in [9, 21] that arbitrary singularities admits blowup limits which are shrinking
solitons. A very natural question is whether the result of [20] can be extended to show the
analogous statement for Yang-Mills flow. In other words, do arbitrary singularities of Yang-
Mills flow admit shrinking soliton blowup limits? Another basic issue is to construct more
examples of shrinking solitons. Despite the lack of examples, one would still like to know the
answers to some simple questions. For instance, for a given gauge group, what is the minimal
entropy shrinker? Also, is it possible to classify stable shrinkers?
Here is an outline of the rest of this paper. In §2 we recall Hamilton’s general entropy
functional and monotonicity formula for Yang-Mills flow, as well as a specialized version of
this functional on Rn adapting Huisken’s entropy for mean curvature flow to Yang-Mills flow.
In §3 we establish variational properties of the entropy, leading to the some corollaries on the
structure of self-shrinkers of Yang-Mills flow. Next, in §4 we make some observations about the
spectrum of the second variation of F , leading to a characterization of F-stability and the proof
of Theorem 1.1. In §5 we prove Theorem 1.2, and we conclude in §6 by computing the entropy
of the Gastel shrinkers.
Acknowledgements: The authors would like to thank Michael Struwe for his comments on
an earlier draft of this paper.
2. F-functional and entropy
2.1. Background. Let (Mn, g) be a smooth, compact Riemannian manifold without boundary.
Given a vector bundle E over M , let S(E) denote the sections of E. For each point p choose
a local basis of TM given by {∂i} with dual elements {dxi}, where dxi(∂j) = δij . Additionally,
choose a local basis for E given by {µα} with dual elements {µ∗α} where µ∗α(µβ) = δβα. Given a
chart containing p ∈M the action of a connection ∇ on E is given in a local basis by
∇µβ = Γδiβdxi ⊗ µδ.
Set Γ = (Γδiβdx
i ⊗ µδ ⊗ µ∗β) to be the connection coefficient matrix (associated with ∇) with
respect to the basis. The set of all connections over M will be denoted by AE. The actions of
∇ are extended to TM by coupling it with the unique Levi-Civita connection of (M,g), given
locally via
∇∂j =
(
ΓLC
)k
ij
dxi ⊗ ∂k.
The actions of ∇ may be extended to tensorial combinations of T ∗M and E as well as their dual
spaces. We let ∇∗ denote the formal adjoint of ∇ with respect to the inner product.
Let D be the exterior derivative, or skew symmetrization of ∇ over the tensor products of
T ∗M . Set Λp(E) = Λp(M) ⊗ S(E). We let D(p) be the covariant connection from Λp(E) to
Λp+1(E), where the p index will be dropped when understood. The curvature tensor F∇ :=
D(1) ◦D(0) : Λ0(E)→ Λ2(E) is given in local coordinates by
(2.1) F∇ =
(
∂iΓ
β
jα − ∂jΓβiα − ΓδiαΓβjδ + ΓδjαΓβiδ
)
dxi ∧ dxj ⊗ µβ ⊗ µ∗α.
Three more operators will be particularly important to our study. We set D∗∇ := ∇∗, which is
a rescaled version of the formal L2 adjoint of D, chosen for computational convenience. The
Hodge Laplacian is given by
∆D∇ : Λ
p(E)→ Λp(E) : ω 7→ (D∗∇D∇ +D∇D∗∇)ω,
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while the rough (Bochner) Laplacian and is given by
∆ : Λp(E)→ Λp(E) : ω 7→ −∇∗∇ω.
We next discuss background material pertinent to the study of the Yang-Mills functional and
its generalizations. We define the Yang-Mills functional by
(2.2) YM(∇) := ||F∇||2L2 =
∫
M
|F∇|2dVg.
By computing the Euler Lagrange equation of (2.2) one may generate the corresponding Yang-
Mills flow defined as follows.
(2.3)
∂∇t
∂t
= −D∗∇tF∇t .
Let J and K be multiindices of lengths pJ − 1 and pK − 1 respectively, where J := (ji)pJ−1i=1 and
K := (ki)
pK−1
i=1 . The operation pound is given by
# :(T ∗M)⊗pJ ⊗ End(E)× (T ∗M)⊗pK ⊗ End(E)→ (T ∗M)pJ+pK−2 ⊗ End(E) : (A,B) 7→ A#B,
(A#B)(∂j1 , ..., ∂jpJ−1 , ∂k1 , ..., ∂kpK−1) :=
n∑
i=1
A(∂i, ∂j1 , ..., ∂jpJ−1)B(∂i, ∂k1 , ..., ∂kpK−1).
In coordinates this is written in the form (A#B)βJKα = g
jkAβjJδB
δ
kKα. Roughly speaking, # is
matrix multiplication combined with contraction of the first two forms.
Lastly we define the pound bracket by
[·, ·]# :(T ∗M)⊗pJ ⊗ End(E)× (T ∗M)⊗pK ⊗ End(E)→ (T ∗M)pJ+pK−2 ⊗ End(E)
: (A,B) 7→ A#B −B#A.
Lemma 2.1. Given ∇ a connection and ω ∈ Λ2(EndE), one has
(2.4) D∗D∗ω =
giℓgjk
2
(
F βijδω
δ
kℓα − F δijαωβkℓδ
)
,
and in particular D∗D∗F = 0.
Proof. We compute
giℓgjk∇i∇jωβkℓα =
giℓgjk
2
(
∇i∇jωβkℓα −∇i∇jωβℓkα
)
=
giℓgjk
2
[∇i,∇j ]ωβkℓα
=
giℓgjk
2
(
Rmpijk ω
β
pℓα +Rm
p
ijℓ ω
β
kpα − F δijαωβkℓδ + F βijδωδkℓα
)
=
giℓgjk
2
(
gpq
(
Rmjiℓq ω
β
pkα +Rmijℓq ω
β
kpα
)
− F δijαωβkℓδ + F βijδωδkℓα
)
= giℓgjk
(
gpq
(
Rmijℓq ω
β
kpα
)
− 12
(
F δijαω
β
kℓδ + F
β
ijδω
δ
kℓα
))
.
Using the symmetries of the curvature tensor and ω it follows that giℓgjkgpq Rmijℓq ω
β
kpα = 0.
Thus we conclude that
giℓgjk∇i∇jωβkℓα =
giℓgjk
2
(
F δijαω
β
kℓδ + F
β
ijδω
δ
kℓα
)
.
Thus (2.4) follows, from which the claim D∗D∗F = 0 immediately follows. 
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2.2. Hamilton’s monotonicity. In [7, 16, 2] entropy functionals were defined which are mono-
tone along Yang-Mills flow. This entropy involves integrating the density |F∇|2 against a solution
to the backwards heat equation. In what follows we rederive this monotonicity formula. For
concreteness, given a solution to Yang-Mills flow on [0, T ), and a final value GT we consider a
one-parameter family
(2.5)
{
∂G
∂t = −∆G
G(T ) = GT .
As usual we will frequently let GT be a Dirac delta mass centered at some point of interest.
Lemma 2.2. Let ∇t be a solution to Yang-Mills flow and Gt ∈ C∞(M) a solution to (2.5).
The following equality holds:
∂
∂t
[|F |2G]+ 4 ∣∣∣∣∇G FG −D∗F
∣∣∣∣2G+ 4∇∗XG(∇)
− 4gipgjqgrsF βprαFαqsβ
(
(∇i∇jG) − (∇iG)(∇jG)
G
)
= 0.
(2.6)
where XG(∇) := 14 |F |2(∇G) + (∇G F )#F −D∗F#F .
Proof. Differentiating |F |2G yields that
∂
∂t
[|F |2G] = ∂
∂t
[|F |2]G+ |F |2(∂G
∂t
)
.
For the first term on the right, since ∇ satisfies Yang-Mills flow, Γ˙αjβ = guv∇uFαvjβ , so we
compute, while incorporating divergence terms, the quantity
(∂t|F |2)G = 2〈∂tF,F 〉G
= 2〈DΓ˙, F 〉G
= −2gipgjq(DiΓ˙βjα)FαpqβG
= −2gipgjq
(
(∇iΓ˙βjα)Fαpqβ − (∇jΓ˙βiα)Fαpqβ
)
G
= −4gipgjq(∇iΓ˙βjα)FαpqβG
= −4gipgjq
(
∇i
(
Γ˙βjαF
α
pqβG
)
− Γ˙βjα(∇iFαpqβ)G− Γ˙βjαFαpqβ(∇iG)
)
= 4gipgjqgvw
(
(∇vF βwjα)(∇iFαpqβ)G+ (∇vF βwjα)Fαpqβ(∇iG)
)
− 4gipgjqgvw
(
∇i
(
(∇vF βwjα)FαpqβG
))
.
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For the next term we have, using the second Bianchi identity and multiple insertions of divergence
terms,
|F |2∂tG = −gipgjqF βijαFαpqβ(−∆G)
= gipgjqF βijαF
α
pqβ(g
vw∇v∇wG)
= gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
− 2(∇vF βijα)Fαpqβ(∇wG)
)
= gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
+ 2(∇iF βjvα +∇jF βviα)Fαpqβ(∇wG)
)
= gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
+ 4(∇iF βjvα)Fαpqβ(∇wG)
)
= gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
+ 4∇i
(
F βjvαF
α
pqβ(∇wG)
))
− 4gipgjqgvw
(
F βjvα(∇iFαpqβ)(∇wG) + F βjvαFαpqβ(∇i∇wG)
)
.
We combine the identities and sort out the divergence terms (Div) with some reindexing,
Div = gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
+ 4∇i
(
F βjvαF
α
pqβ(∇wG)
)
+ 4
(
∇i
(
(∇wF βjvα)FαpqβG
)))
= gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
+ 4∇v
(
F βjiαF
α
wqβ(∇pG)
)
+ 4
(
∇v
(
(∇pF βjiα)FαwqβG
)))
= gipgjqgvw
(
∇v
(
F βijαF
α
pqβ(∇wG)
)
+ 4∇v
(
F βijαF
α
qwβ(∇pG)
)
+ 4
(
∇v
(
(∇pF βijα)FαqwβG
)))
.
Therefore in coordinate invariant form,
Div = −4∇∗
(
−1
4
|F |2∇G+ (∇G F )#F −D∗F#F
)
.
We set XG(∇) := −14 |F |2(∇G) + (∇G F )#F −D∗F#F . Combining all terms we have
∂
∂t
[|F |2G] = 4gipgjqguv ((∇uFαvjβ)(∇iF βpqα)G+ 2(∇uFαvjβ)F βpqα(∇iG) + F βvjαFαpqβ (∇i∇uG))− 4∇∗XG(∇)
= −4 |D∗F |2 + 8 〈D∗F,∇G F 〉+ 4gipgjqguvF βvjαFαpqβ (∇i∇uG)− 4(∇∗XG(∇)).
We recombine terms and observe∣∣∣∣∇G FG −D∗F
∣∣∣∣2 = ∣∣∣∣(∇G) FG
∣∣∣∣2 − 2〈D∗F, ∇G FG
〉
+ |D∗F |2 .
Therefore we incorporate this in and have
∂
∂t
(
|F |2G
)
= −4
∣∣∣∣∇G FG −D∗F
∣∣∣∣2 + 4 ∣∣∣∣(∇G) FG
∣∣∣∣2
+ 4gipgjqguvF βvjαF
α
pqβ (∇i∇uG)− 4(∇∗XG(∇)).
The result follows. 
Corollary 2.3. Let ∇t be a solution to Yang-Mills flow and Gt ∈ C∞(M) a solution to (2.5).
The following equality holds:
∂
∂t
[∫
M
|F |2GdVg
]
+ 4
∫
M
∣∣∣∣∇G FG −D∗F
∣∣∣∣2GdVg
− 4
∫
M
gipgjqgrsF βprαF
α
qsβ
(
(∇i∇jG)− (∇iG)(∇jG)
G
)
dVg = 0.
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Corollary 2.4 (Hamilton’s Entropy Monotonicity Formula, [7] Theorem C). Let ∇t be a solution
to Yang-Mills flow and Gt ∈ C∞(M) a solution to (2.5). Then
0 =
∂
∂t
[
(T − t)2
∫
M
|F |2GdVg
]
+ 4(T − t)2
∫
M
∣∣∣∣∇G FG −D∗F
∣∣∣∣2GdVg
− 4(T − t)2
∫
M
gipgjqgrsF βprαF
α
qsβ
(
(∇i∇jG)− (∇iG)(∇jG)
G
+
Ggij
2(T − t)
)
dVg.
(2.7)
This monotonicity formula is used in proving the following result of Hamilton:
Theorem 2.5 (Hamilton’s Monotonicity Formula, [7] Theorem C). Given the functional
F(∇, t) := (T − t)2
∫
M
|F∇|2GdVg,
suppose ∇t is a solution to Yang-Mills flow on t ∈ [0, T ). Then F(∇t, t) is monotone decreas-
ing in t when M is Ricci parallel with weakly positive sectional curvatures, while on a general
manifold
F(∇t, t) ≤ CMF(∇τ , τ) + CM (t− τ)2YM(∇0).
whenever T − 1 ≤ τ ≤ t ≤ T , and CM is a constant depending only on M .
2.3. Monotone entropy functionals on Rn. In this subsection we specialize Hamilton’s
monotonicity formula [7] to the case of Rn (compare [2, 12]). We also observe the existence
of “steady” and “expanding” entropy functionals which are fixed on steady and expanding soli-
tons respectively. These functionals are so far only formal objects, as they involve integrals which
are not likely to converge in general. We will verify the corresponding monotonicity formulas in
Proposition 2.7.
Definition 2.6. Let M = Rn, ∇ a connection, and x0 ∈ Rn. The shrinker kernel based at
(x0, t0) is given by, for t < t0,
(2.8) Gx0,t0(x, t) :=
e
−|x−x0|
2
4(t0−t)
(4π(t0 − t))n/2
,
and the F-functional is given by
(2.9) Fx0,t0(∇, t) := (t− t0)2
∫
Rn
|F∇|2Gx0,t0(x, t)dV .
The translator kernel based at (x0, t0) is given by, for t, t0 ∈ R
(2.10) GTx0,t0(x, t) := e
〈x0,x〉−|x0|2(t−t0),
and the FT -functional will be given by
(2.11) FTx0,t0(∇, t) :=
∫
Rn
|F∇|2GTx0,t0(x, t)dV .
The expander kernel based at (x0, t0) is given by, for t > t0,
(2.12) GEx0,t0(x, t) :=
e
|x−x0|
2
4(t−t0)
(4π(t− t0))n/2
,
and the FE -functional will be given by
(2.13) FEx0,t0(∇, t) := (t0 − t)2
∫
Rn
|F∇|2GEx0,t0(x, t)dV .
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Proposition 2.7 (Monotonicity formulas). Let α, β ∈ [−∞,∞] with α < β, and let ∇t ∈
AE × [α, β) be a solution to Yang-Mills flow. Given (x0, t0) ∈ Rn × [α, β], the functionals
Fx0,t0(∇t, t), FTx0,t0(∇t, t), FEx0,t0(∇t, t) are monotonically decreasing in t.
Proof. We first demonstrate that G,GT and GE all satisfy (2.5). First we have, for the shrinker
kernel (2.8), (
∆+
∂
∂t
)
[Gx0,t0(x, t)] =
1
(4π(t0 − t))n2
∇i
(
−(x− x0)i
2(t0 − t) e
−|x−x0|
2
4(t0−t)
)
−Gx0,t0(x, t)
( |x− x0|2
4(t0 − t)2 −
n
2(t0 − t)
)
= 0.
This verifies the first case. We next compute, for the translator kernel (2.10),(
∆+
∂
∂t
)[
GTx0,t0(x, t)
]
= ∇i
(
xiG
T
x0,t0(x, t)
) − |x0|2GTx0,t0(x, t) = 0.
This verifies the second case. Finally we consider the expander kernel (2.12),(
∆+
∂
∂t
)[
GEx0,t0(x, t)
]
=
1
(4π(t − t0))n2
∇i
(
(x− x0)i
2(t− t0) e
|x−x0|
2
4(t−t0)
)
−GEx0,t0(x, t)
(
n
2(t− t0) +
|x− x0|2
4(t− t0)2
)
= 0.
We apply Corollary 2.4, and show the vanishing of the last term of (2.7). It suffices to compute,
for X ∈ {E ,T } and omitted, quantities of the form
(2.14) ∇i∇j
(
GXx0,t0
)− (∇iGXx0,t0)(∇jGXx0,t0)
GXx0,t0
.
In each case, we compute the two main quantities of the last quantity of(2.7). We first address
the shrinker kernel (2.8).
∇i∇j (Gx0,t0) =
1
(4π(t0 − t))n2
∇i∇j
(
e
− |x−x0|
2
4(t0−t)
)
=
1
(4π(t0 − t))n2
∇i
(
−(x− x0)j
2(t0 − t) e
|x−x0|
2
4(t0−t)
)
=
(
− δij
2(t0 − t) +
(x− x0)i(x− x0)j
4(t0 − t)2
)
Gx0,t0 .
(2.15)
We also have
(2.16)
(∇iGx0,t0)(∇jGx0,t0)
Gx0,t0
=
(x− x0)i(x− x0)j
4(t0 − t)2 Gx0,t0 .
Combining (2.15) and (2.16) yields
∇i∇j(Gx0,t0)−
(∇iGx0,t0)(∇jGx0,t0)
Gx0,t0
= − δij
2(t0 − t)Gx0,t0 .
We conclude that the last term of (2.7) vanishes, and thus the temporal monotonicity of Fx0,t0
with respect to t holds.
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We next consider the translator kernel (2.10). Observe that
∇i∇j
(
GTx0,t0
)− (∇iGTx0,t0)(∇jGTx0,t0)
GTx0,t0
= ∇i
(
(x0)jG
T
x0,t0
)− (x0)i(x0)jGTx0,t0 = 0.
It follows that the last term in the expression of Corollary 2.3 vanishes, and so the monotonicity
of FTx0,t0 holds. Lastly we consider the expander kernel (2.12). Observe that
∇i∇j
(
GEx0,t0
)
=
1
(4π(t− t0))n2
∇i∇j
(
e
|x−x0|
2
4(t−t0)
)
=
1
(4π(t− t0))n2
∇i
(
(x− x0)j
2(t− t0) e
|x−x0|
2
4(t−t0)
)
=
(
δij
2(t− t0) +
(x− x0)i(x− x0)j
4(t− t0)2
)
GEx0,t0 .
(2.17)
We also have that
(∇iGEx0,t0)(∇jGEx0,t0)
GEx0,t0
=
(x− x0)i(x− x0)j
4(t− t0)2 G
E
x0,t0 .(2.18)
Combining (2.17) and (2.18) yields
∇i∇j(GEx0,t0(x)) −
(∇iGEx0,t0)(∇jGEx0,t0)
GEx0,t0
=
δij
2(t− t0)G
E
x0,t0 ,
We conclude the monotonicity of FEx0,t0 from Corollary 2.4. 
2.4. Entropy and basic properties of shrinkers. Provided the definition of the F-functional
(2.9) given in §2.3, we set G0 := (4πt0)−n/2e−
|x−x0|
2
4t0 , and have
Fx0,t0(∇) := Fx0,t0(∇, 0) = t20
∫
Rn
|F∇|2G0dV .
Definition 2.8. For a connection ∇ the entropy is given by
λ(∇) = sup
x0∈Rn,t0>0
Fx0,t0(∇).
Definition 2.9. Let ∇t be a smooth one-parameter family of connections on Rn × (−∞, 0).
Then ∇t is a self-similar solution if
(2.19) D∗∇tF∇t −
x
2t
F∇t = 0.
Proposition 2.10. Suppose ∇t is a self-similar solution to Yang-Mills flow on Rn × (−∞, 0).
Then there exists an exponential gauge for ∇ such that the connection coefficients satisfy
(2.20) Γ(x, t) = 1√−tΓ
(
x√−t ,−1
)
.
The exponential gauge is unique up to initial choice of frame at x = 0. This proposition is a
consequence of two lemmas from [20]. For the first statement we refer the reader directly to the
text.
Lemma 2.11 (end of Theorem 3.1 [20], pp.8). A solution ∇t to Yang-Mills flow is furthermore
a solution to the differential equation
(2.21)
∂∇t
∂t
+
x
2t
F∇t = 0,
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if and only if in an exponential gauge the connection matrices satisfy
(2.22)
∂Γt
∂t
+
( x
2t
∂Γt
)
+
1
2t
Γt = 0.
The second lemma demonstrates the equivalences of a characteristic scaling law of connections
with (2.22). We will include a detailed proof for convenience.
Lemma 2.12 ([20] Lemma 3.2). Let the one-parameter family ∇t with connection coefficient
matrices Γt be a solution to Yang-Mills flow. Then ∇t satisfies
(2.23)
∂Γt
∂t
+
( x
2t
∂Γt
)
+
1
2t
Γt = 0,
on Rn × (−∞, 0), if and only if for all λ 6= 0,
(2.24) Γ(x, t) = λΓ(λx, λ2t).
Proof. Assuming ∇ satisfies (2.24), we differentiate (2.24) with respect to λ and then evaluate
at λ = 1:
0 =
∂
∂λ
(
λΓ(λx, λ2t)− Γ(x, t))∣∣∣∣
λ=1
= Γ + λ2xk∂kΓ + 2λt∂tΓ
∣∣∣
λ=1
= Γ + xk∂kΓ + 2t∂tΓ.
Dividing by 2t produces the desired result. Next, we show that a solution of (2.23) must
consequently satisfy the scaling law (2.24). To do so, we let ∇˜ be a solution to Yang-Mills flow
satisfying (2.24), so that ∇˜ is a solution to (2.23) with connection coefficient matrix Γ, and let
∇ be yet another solution to (2.23) with connection coefficient matrix Γ˜. Set Υt := Γt − Γ˜t.
Note that for each t, Υt is in the kernel of the following operator
Φ : Λ1(EndE)→ Λ1(EndE) : B 7→ ∂B
∂t
+
( x
2t
∂B
)
.
We first verify that for any s ∈ (−∞, 0) the hypersurface Rn × {s} is non-characteristic with
respect to the operator Φ. This is equivalent to showing that the symbol is non degenerate in
the transverse direction of the boundary of Rn × {s}, that is, that
〈σ[Φ], ∂t〉 6= 0.
Given that
(σ[Φ](B))βkα = ξtB +
(
x
2t ξxB
)
,
then we have that
〈σ[Φ], ξt〉 = |ξt|2 6= 0.
Thus, by Holmgren’s Uniqueness Theorem (cf. [18] pg. 433), there exists some ǫ > 0 such that
on Rn × [s− ǫ, s+ ǫ], we have Φ(Υ) = 0. This demonstrates openness of the set
T := {θ ∈ (−∞, 0) : Υθ = 0} .
Since this set is closed (the inverse image of zero under a continuous map) by the connectedness
of (−∞, 0), then T = (−∞, 0) so we have Γt = Γ˜t, as desired. The result follows. 
Proof of Proposition 2.10. Define ∇t to be a family of connections which are furthermore solu-
tions to Yang-Mills flow with coefficient matrices which satisfy
(2.25) Γ(x, t) :=
(
1√−t
)
Γ
(
x√−t ,−1
)
.
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We verify that Γ(x, t) satisfies the scaling law (2.24) by computation:
λΓ(λx, λ2t) = λ 1√−λ2t
(
λx√−λ2t ,−1
)
= 1√−tΓ
(
x√−t ,−1
)
= Γ(x, t).
Thus the scaling law holds. It therefore follows by Lemmas 2.11 and 2.12 that this is equivalent
to ∇t satisfying (2.21). But since ∇t is a solution to Yang-Mills flow, we conclude that
(2.26) D∗t Ft =
x
2t
Ft.
The result follows. 
Definition 2.13. A connection ∇ is a soliton if, for all x ∈ Rn,
(2.27) D∗∇F∇ +
x
2
F∇ = 0.
This definition captures the notion of a self-similar solution by considering the t = −1 slice.
As exhibited in [20], all type I singularities of Yang-Mills flow admit blowup solutions which
are nontrivial solitons, thus their study is central to understanding singularity formation of the
flow. In this section and the next we collect a number of observations concerning solitons and
their structure. First, we observe that solitons can be interpreted as Yang-Mills connections for
a certain conformally modified metric on Rn.
Proposition 2.14. Suppose ∇ is a soliton on Rn, n ≥ 5. Then ∇ is a Yang-Mills connection
with respect to the metric gij = e
− |x|2
2(n−4) δij .
Proof. A calculation shows that for a connection ∇, Riemannian metric g and function φ, one
has
−D∗e2φgF = e−2φ
[−D∗gF + (n− 4)∇φ F ] .
With the choice φ = − |x|24(n−4) , comparing against (2.27) yields the result. 
Next we establish a number of preliminary properties of solitons and Yang-Mills flow blowups
in preparation for understanding the variational properties of the F-functional. We will use
these to show in Corollary 3.7 below that solitons are, after reparameterizing in space and time,
the critical points of the F-functional. First though we consider a more general notion of soliton.
Definition 2.15. The (x0, t0)-soliton operator is given by
Sx0,t0 : AE → Λ1(EndE) : ∇ 7→ D∗∇F∇ +
(x− x0)
2t0
F∇.
Definition 2.16. Suppose ∇ ∈ kerSx0,t0 so that
(2.28) D∗∇F∇ +
(x− x0)
2t0
F∇ = 0.
Then ∇ is called a (x0, t0)-soliton.
We next demonstrate the correspondence between the set of (0, 1)-solitons, denoted by S,
and the set of (x0, t0)-solitons, denoted by Sx0,t0 .
Lemma 2.17. For all x0 ∈ Rn and t0 ∈ R, the sets Sx0,t0 and S are in bijective correspondence.
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Proof. Beginning with ∇ ∈ S, we set
∇˜ (x) := 1√
t0
∇
(
x− x0√
t0
)
.
Computation yields
[
D∇˜F∇˜
]
x
=
1
t
3/2
0
[D∇F∇]x−x0√
t0
=
1
t
3/2
0
(
x0 − x
2
√
t0
)
[F∇]x−x0√
t0
=
(
x0 − x
2t0
) (
1
t0
[F∇]x−x0√
t0
)
=
(
x0 − x
2t0
) [
F∇˜
]
x
.
Conversely given ∇˜ ∈ Sx0,t0 , we define ∇(x) :=
√
t0∇˜
(
x0 +
√
t0x
)
. A similar calculation shows
that ∇ ∈ S. The result follows. 
2.5. Polynomial energy growth. In the computations to follow deriving the first and second
variation of entropy we integrate by parts and encounter many quantities whose integrability is
not immediately clear. For this reason we will add an extra condition to the solitons we consider,
namely that of “polynomial energy growth,” made precise below. We give a formal argument in
Proposition 2.21 showing that blowup limits of Yang-Mills flow, should automatically satisfy this
hypothesis. Moreover, for the more delicate analytic arguments we require the curvature itself
to be pointwise bounded by some polynomial function. The type I blowup limits constructed in
[20] have bounded curvature and so automatically satisfy this hypothesis.
Definition 2.18. A connection ∇ on Rn has polynomial energy growth about y ∈ Rn if there
exists a polynomial p such that ∫
By(r)
|F∇|2dV ≤ p(r).
Definition 2.19. A connection ∇ on Rn has polynomial curvature growth if there exists a
polynomial p such that for all x ∈ Rn, one has |F∇| (x) ≤ p(r(x)).
Lemma 2.20. Let ∇t ∈ AE× [0, T ) be some solution to Yang-Mills flow on (Mn, g), with n ≥ 4.
Given t1 ∈ [0, T ), there exists R > 0 and C = C(t1, g) such that for all x0 ∈M , t ∈ [t1, T ) and
r ≤ R we have ∫
Bx0 (r)
|F∇t |2dVg ≤ Ce1/4YM(∇0)rn−4t
4−n
2
1 .
Proof. Let ρ(x, y) denote the distance function on M between x and y, and let GM0 denote the
heat kernel of the manifold M with respect to the metric g based at the center point x0 at
time t0. First, using Proposition 2.7 and then appealing to a Euclidean-type heat kernel upper
bound, see for instance ([10] Theorem 13.4) we obtain, for any t < t0, for some C1 dependent
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on T and M coming from Theorem 2.5 (which introduces the CM ),
(t0 − t)2
∫
Bx0(r)
|Ft|2GM0 (x, t)dVg ≤ (t0 − t)2
∫
M
|Ft|2GM0 (x, t)dVg
≤ CM t20
∫
M
|F0|2GM0 (x, 0)dVg + CM t20YM(∇0)
≤ C1t
4−n
2
0 YM(∇0).
(2.29)
Also, appealing to a local Euclidean-type heat kernel lower bound, ([10] Theorem 13.8) we have,
for sufficiently small R and all r ≤ R,
(t− t0)2
∫
Bx0 (r)
|F∇|2GM0 dVg ≥ C2(t− t0)2
∫
Bx0 (r)
|Ft|2(4π(t0 − t))−
n
2 e
− ρ(x,x0)
2
4(t0−t) dVg
= C2(t− t0)
4−n
2 e
− r2
4(t0−t)
∫
Bx0 (r)
|Ft|2dVg.
(2.30)
By combining inequalities (2.29) and (2.30) and setting C := C1C2 we have∫
Bx0 (r)
|Ft|2dVg ≤ C(t− t0)
n−4
2 (t0)
4−n
2 e
r2
4(t0−t)YM(∇0)
= Ce
r2
4(t0−t)
(
1− t
t0
)n−4
2
YM(∇0).
(2.31)
Now take t0 = t+ r
2 and observe that(
1− t
t+ r2
)n−4
2
=
(
r2
t+ r2
)n−4
2
=
(
r2
)n−4
2
(
t+ r2
)−n−4
2
≤ rn−4t−n−42
≤ rn−4(t1)
4−n
2 .
(2.32)
Applying (2.32) in (2.31) we conclude
(2.33)
∫
Bx0 (r)
|Ft|2dVg ≤ Ce1/4YM(∇0)rn−4t
4−n
2
1 .
The result follows. 
Proposition 2.21. Let ∇t be a solution to Yang-Mills flow on (M,g) which exists for t ∈
[0, T ). Fix some local framing and let Γ denote the coefficient matrix of ∇, and let ∇ris (y) be
the connection with coefficient matrix Γris (y) := riΓ(expx0(riy), T + r
2
i s). Assume that ∇ris (y)
converges strongly on M × (−∞, 0) as ri → 0 to a self-similar solution ∇∞s . Then for any r > 0
we have
(2.34)
∫
B0(r)
|F∇∞(y,−1)|2dy ≤ e1/4YM
(
T
2
)−n−4
2
rn−4.
Proof. For each i ∈ N the following equality holds
(2.35)
∫
B0(r)
|F∇ri (y, s)|2dVy =
∫
Bx0 (rri)
r4i |F∇(expx0(rix), T + r2i s)|2r−ni dVx.
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We look at the temporal slice s = −1 and choosing i sufficiently large to ensure that r2i ≤ T2 .
Then applying Lemma 2.20 we have
(2.36)
∫
B0(r)
|F∇ri (y,−1)|2dVy ≤ 2e1/4YM(∇0)
(
T
2
)−n−4
2
rn−4,
sending i→∞ yields the result. 
3. Variational properties
In this section we establish some fundamental variational properties of the Yang-Mills entropy.
We begin by establishing first and second variation formulas for the entropy functional F , in-
cluding variations of the point in spacetime. We begin with some preliminary integration by
parts formulas, then use these to obtain the first and second variations. These yield as corollaries
that solitons are characterized as critical points for the F-functional. We combine these calcula-
tions in §5 to establish that the entropy is indeed achieved for a soliton with polynomial energy
growth, realized by the F-functional based at the basepoint of the given soliton. Moreover this
point uniquely realizes the entropy, unless the soliton exhibits some flat directions.
3.1. Preliminary calculations.
Lemma 3.1. Let ∇∞ satisfy (2.27) with polynomial energy growth. Then setting ∇(x) :=
1√
t0
∇∞
(
x−x0√
t0
)
, it holds that for all θ ≥ 0,
Iθ(∇) :=
∫
Rn
|x− x0|θ|F∇|2e
−|x−x0|
2
4t0 dV <∞.(3.1)
Proof. We observe that ∇ as defined above blows up at (x0, t0), and, via change of variables,
satisfies ∫
Bx0 (r)
|F∇|2dV =
∫
Bx0
(
r√
t0
) |F∇∞ |2tn−220 dV
≤ p
(
r√
t0
)
t
n−2
2
0 .
For each r ∈ R, set Ax0(r) := Bx0(r)/Bx0(r − 1). Then partitioning Rn into a union of annuli
yields
Iθ =
∞∑
r=1
∫
Ax0 (r)
|x− x0|θ|F |2e
−|x−x0|
2
4t0 dV
≤
∞∑
r=1
rθe
(r−1)2
4t0
∫
Ax0(r)
|F |2dV
≤
∞∑
r=1
∫
Bx0 (r)
|F |2dV .
Incorporating the assumption of polynomial energy growth (3.1), we conclude that
(3.2) Iθ ≤
∞∑
r=1
rθe
−(k−1)2
4t0 p
(
r√
t0
)
t
n−2
2
0 <∞.
The result follows. 
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Lemma 3.2. Let ∇ be a (χ, τ)-soliton with polynomial energy growth and let G0 = e−
|x−x0|
2
4t0 .
Then for any vector fields ξ = ξi∂i such that |ξ|2G0 ∈ L∞(Rn),
∫
Rn
ξi(x− x0)i |F |2G0dV = 8t0
∫
Rn
F βpuαF
α
iuβ
(
∂pξ
i +
1
2
(
x0
t0
− χ
τ
+ x
(
1
τ
− 1
t0
))p
ξi
)
G0dV
+ 2t0
∫
Rn
(∂iξ
i) |F |2G0dV.
(3.3)
Proof. We let ξ = ξi∂i be a smooth vector field on M = R
n and η ∈ C∞c (Rn) with |η| ≤ 1.
Observe that
(3.4)
∂G0
∂xi
=
−(x− x0)i
2t0
G0.
Applying this equality and integrating by parts we obtain∫
Rn
ξi(x− x0)i|F |2ηG0dV = −2t0
∫
Rn
ξi|F |2(∂iG0)ηdV
= 2t0
∫
Rn
(∂i
(
ξi|F |2η))G0dV
= 2t0
∫
Rn
(
(∂iξ
iη)|F |2 + ηξi(∂i|F |2)
)
G0dV .
(3.5)
Additionally by an application of the Bianchi identity we have∫
Rn
〈D∗F, ξ F 〉ηG0dV =
∫
Rn
(
(∇pF βpuα)Fαiuβ
)
ξiηG0dV
=
∫
Rn
(
∇p
(
F βpuαF
α
iuβ
)
− F βpuα(∇pFαiuβ)
)
ξiηG0dV
= −
∫
Rn
(
F βpuαF
α
iuβ
)
∇p(ξiηG0)dV +
∫
Rn
F βpuα(∇uFαpiβ +∇iFαupβ)ξiηG0dV
= −
∫
Rn
((
F βpuαF
α
iuβ
)(
(∂p(ηξ
i))− (x− x0)
p
2t0
ηξi
))
G0dV
+
∫
Rn
(
F βpuα(∇uFαpiβ
)
ξiηG0dV − 1
2
∫
Rn
(
∇i(F βpuαFαpuβ)
)
ξiηG0dV
= −
∫
Rn
((
F βpuαF
α
iuβ
)(
(∂p(ηξ
i))− (x− x0)
p
2t0
ηξi
))
G0dV
+
∫
Rn
(
F βpuα(∇uFαpiβ)
)
ξiηG0dV +
1
2
∫
Rn
(
∂i(|F |2)
)
ξiηG0dV .
We multiply through the equality by 4t0 and isolate the last term on the right. Applying this
to (3.5),∫
Rn
ξi(x− x0)i|F |2ηG0dV = 4t0
∫
Rn
F βpuα(F
α
iuβ)
(
(∂p(ηξ
i))− (x− x0)
p
2t0
ηξi
)
G0dV
− 4t0
∫
Rn
(
F βpuα(∇uFαpiβ) + (D∗F )βuαFαiuβ
)
ξiηG0dV
+ 2t0
∫
Rn
(∇i(ξiη))|F |2G0dV .
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We let ηR be a cut off function with support within B(R) which cuts off to zero linearly between
B(R) and B(R+1). Applying this to the above expression and sending R→∞, it follows from
the Dominated Convergence Theorem (one will see that for each of the test functions η we insert
this holds) that we obtain
∫
Rn
ξi(x− x0)i|F |2G0dV = 2t0
∫
Rn
(∂i(ξ
i))|F |2G0dV + 4t0
∫
Rn
F βpuα(F
α
iuβ)
(
(∂p(ξ
i))− (x− x0)
p
2t0
ξi
)
G0dV
− 4t0
∫
Rn
(
F βpuα(∇uFαpiβ) + (D∗F )βuαFαiuβ
)
ξiG0dV .
(3.6)
Then we manipulate the latter term of above. Since the integrand consists of an inner product
against a skew quantity we may consider the skew projection of ∇F onto proper components.
A subsequent application of the Bianchi identity and inclusion of divergence term yields∫
Rn
(
F βpuα(∇uFαpiβ)
)
ξiG0dV =
1
2
∫
Rn
(
F βpuα(∇uFαpiβ −∇pFαuiβ)
)
ξiG0dV
= −1
2
∫
Rn
(
F βpuα(∇iFαupβ)
)
ξiG0dV
= −1
4
∫
Rn
∇i
(|F |2) ξiG0dV
=
1
4
∫
Rn
|F |2∇i
(
ξiG0
)
dV
=
1
4
∫
Rn
|F |2(∂iξi)G0dV − 1
8t0
∫
Rn
|F |2ξi(x− x0)iG0dV .
We insert this identity into (3.6) and obtain∫
Rn
ξi(x− x0)i|F |2G0dV = t0
∫
Rn
(∂i(ξ
i))|F |2G0dV + 4t0
∫
Rn
F βpuα(F
α
iuβ)
(
(∂p(ξ
i))− (x− x0)
p
2t0
ξi
)
G0dV
+
1
2
∫
Rn
|F |2(x− x0)iξiG0dV − 4t0
∫
Rn
(D∗F )βuαF
α
iuβξ
iG0dV .
We note that since ∇ is a self-similar solution based at (χ, τ) we replace D∗F = χ−x2τ F∇ to
yield∫
Rn
|F |2 (x− x0)iξiG0dV = 8t0
∫
Rn
F βpuαF
ga
iuβ
(
∂pξ
i +
1
2
(
x0
t0
− χ
τ
− x
(
1
t0
− 1
τ
))p
ξi
)
G0dV
+ 2t0
∫
Rn
(∂iξ
i) |F |2G0dV,
as claimed. 
Corollary 3.3 (Soliton Identities). Let ∇ ∈ S satisfy polynomial energy growth and set G0 :=
e
− |x−x0|
2
4t0 . Let V = V i∂i be any constant vector field on R
n. Then the following equalities hold.
(a)
∫
Rn
( |x−x0|2
4 +
(4−n)
2
)
|F |2G0dV = −
∫
Rn
〈(x (t0 − 1) + x0) F, (x− x0) F 〉G0dV ,
(b)
∫
Rn
〈x−x0,V 〉
2 |F |2G0dV = −2
∫
Rn
〈(x (t0 − 1) + x0) F, V F 〉G0dV .
Proof. We set χ = 0 and τ = 1 to incorporate the soliton equation (2.27). To obtain (a) we
insert ξi = (x−x0)
i
4 into (3.3), and for (b) we use ξ
i = V
i
2 . 
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Corollary 3.4. Let ∇ ∈ Sx0,t0 be a (x0, t0)-soliton with polynomial energy growth. Let V = V i∂i
be any constant vector field on Rn and γ ∈ [1, n] ∩ N. Then the following equalities hold.
(a)
∫
Rn
(
(4− n) + |x−x0|22t0
)
|F |2G0dV = 0,
(b)
∫
Rn
(x− x0)γ |F |2G0dV = 0,
(c)
∫
Rn
|x− x0|4|F |2G0dV = 4(n− 2)(n − 4)t20
∫
Rn
|F |2G0dV − 64t30
∫
Rn
|D∗F |2G0dV ,
(d)
∫
Rn
|x− x0|2〈V, x− x0〉|F |2G0dV =
∫
Rn
〈(V F ),D∗F 〉G0dV = 0,
(e)
∫
Rn
〈V, x− x0〉2|F |2G0dV = 2t0
∫
Rn
|V |2|F |2G0dV − 8t0
∫
Rn
|V F |2G0dV .
Proof. Starting with (3.3), we set τ = t0 and χ = x0. This yields∫
Rn
|F |2(x− x0)iξiG0dV = 8t0
∫
Rn
F βpuαF
α
iuβ
(
∂pξ
i
)
G0dV + 2t0
∫
Rn
(∂iξ
i) |F |2G0dV.(3.7)
We approach the listed quantities of the lemma with this identity.
(a) This immediately follows by setting ξi := (x−x0)
i
4t0
.
(b) This immediately follows by setting ξi := δγi.
(c) Set ξi := |x− x0|2(x− x0)i. Prior to solving we compute the following derivative:
∂p(|x− x0|2(x− x0)i) = 2(x− x0)p(x− x0)i + |x− x0|2δip.
Applying this to (3.7) gives∫
Rn
|x− x0|4|F |2G0dV = 2t0
∫
Rn
(2 + n)|x− x0|2|F |2G0dV
+ 8t0
∫
Rn
F βpuαF
α
iuβ
(
2(x− x0)p(x− x0)i + |x− x0|2δip
)
G0dV
= 2(n − 2)t0
∫
Rn
|x− x0|2|F |2G0dV − 16t0
∫
Rn
|F (x− x0)|2G0dV .
Now we replace the first term with the identity of (a) and the second term with the
(x0, t0)-soliton equation (2.28) to conclude that∫
Rn
|x− x0|4|F |2G0dV = 4(n − 2)(n − 4)t20
∫
Rn
|F |2G0dV − 64t30
∫
Rn
|D∗F |2G0dV .
(d) To prove this identity it will require applying two different test functions to (3.7). First
we set ξi := |x − x0|2V i. Then using (b) and the (x0, t0)-soliton equation (2.28) we
obtain∫
Rn
|x− x0|2〈V, (x− x0)〉|F |2G0dV = 4t0
∫
Rn
〈(x− x0), V 〉|F |2G0dV
+ 16t0
∫
Rn
F βpuαF
α
iuβ(x− x0)pV iG0dV
= −32t20
∫
Rn
(D∗F )βuαF
α
iuβV
iG0dV .
Now we will instead consider ξi := 〈V, (x− x0)〉(x− x0)i. Prior to this we differentiate
∂p
[〈V, (x− x0)〉(x− x0)i] = V p(x− x0)i + 〈V, (x− x0)〉δip.
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therefore we have, applying (b) to (3.7),∫
Rn
〈V, (x − x0)〉|x− x0|2|F |2G0dV = 2t0
∫
Rn
(V i(x− x0)i + n〈V, (x− x0)〉)|F |2G0dV
+ 8t0
∫
Rn
F βpuαF
α
iuβ
(
V p(x− x0)i + 〈V, (x− x0)〉δip
)
G0dV
= 8t0
∫
Rn
F βpuαF
α
iuβ
(
V p(x− x0)i
)
G0dV
= −16t20
∫
Rn
(D∗F )βuαF
α
puβV
pG0dV .
By equality of the two expressions we conclude that∫
Rn
〈V, (x− x0)〉|x− x0|2|F |2G0dV =
∫
Rn
〈D∗F,F V 〉G0dV = 0.
(e) Set ξi := 〈V, x− x0〉V i. This quantity differentiated is precisely∫
Rn
〈V, x− x0〉2|F |2G0dV = 2t0
∫
Rn
|V |2|F |2G0dV − 8t0
∫
Rn
|F V |2G0dV .
The final result follows, and the proof is complete. 
One consequence of these identities is that the Yang-Mills flow in dimension n = 4 cannot
exhibit type I singularities.
Proposition 3.5. Let E → (M4, g) be a smooth vector bundle, and suppose ∇t is a solution to
Yang-Mills flow on E which exists on a maximal time interval [0, T ), with T <∞. Then
lim
t→T
(T − t) |F∇t | =∞.
Moreover, any soliton on Rn, n ≤ 4, is flat.
Proof. Suppose to the contrary that there exists a C ∈ R so that
lim
t→T
(T − t) |F∇t | ≤ C.
By Weinkove’s main theorem (pp.2 [20]), we can construct a type I blowup limit ∇∞ which is
a self-similar solution, whose time t = −1 slice is a nonflat (0, 1)-soliton. By Corollary 3.4 part
(a) since dimM = 4, we conclude
(3.8)
∫
Rn
|x|2
2
|F∇∞ |2G0dV = 0.
Thus it follows that ∇∞ is flat, but this is a contradiction since by construction ∇∞ is nonflat.
The result follows. 
3.2. First variation. In this subsection we compute the first variation of the F-functional.
For both the first and second variation computations we the dependence on s will be dropped
for all terms except the varying base point (xs, ts) during coordinate computations. Moreover,
the variational calculations require the variation of the connection to be in a certain weighted
Sobolev space (see 4.1) which we suppress here.
Proposition 3.6 (First variation). Let Γs, xs and ts be one parameter families of connections,
points in Rn, and positive real numbers respectively, and set
(3.9) Gs(x) := (4πts)
−n
2 e
−|x−xs|
2
4ts ,
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and furthermore set
t˙s :=
dts
ds
, x˙s :=
dxs
ds
, Γ˙s :=
dΓs
ds
.
Then
d
ds
[Fxs,ts(∇s)] = t˙s
∫
Rn
(
ts
(
4− n
2
)
+
|x− xs|2
4
)
|Fs|2GsdV
+ ts
∫
Rn
〈x˙s, x− xs〉
2
|Fs|2GsdV
+ 4t2s
∫
Rn
〈
Γ˙s,D
∗
sFs +
(
(x− xs)
2ts
Fs
)〉
GsdV .
(3.10)
Proof. We first differentiate the following expression
d
ds
[∫
Rn
|Fs|2GsdV
]
=
∫
Rn
(
∂
∂s
|Fs|2
)
GsdV +
∫
Rn
|Fs|2
(
∂
∂s
Gs
)
dV .
We compute the first quantity on the right side of the equality:∫
Rn
(
∂
∂s
|Fs|2
)
GsdV = −2
∫
Rn
(
∇iΓ˙βjα −∇jΓ˙βiα
)
FαijβGdV
= 2
∫
Rn
Γ˙βjα(∇iFαijβ)GdV + 2
∫
Rn
Γ˙βjαF
α
ijβ(∇iG)dV
− 2
∫
Rn
Γ˙βiα(∇jFαijβ)GdV − 2
∫
Rn
Γ˙βiαF
α
ijβ(∇jG)dV
= 4
∫
Rn
〈Γ˙s,D∗sFs〉GsdV + 4
∫
Rn
Γ˙βjαF
α
ijβ(∇iG)dV .
(3.11)
We differentiate Gs and obtain
∂
∂s
[Gs] =
(−n
2
t˙s
ts
+
t˙s|x− xs|2
4t2s
+
〈x˙s, x− xs〉
2ts
)
Gs.(3.12)
Furthermore,
(3.13) ∇iG = −(x− xs)
i
2ts
G.
Applying this to (3.11) gives that∫
Rn
Γ˙βjαF
α
ijβ(∇iG)dV =
∫
Rn
Γ˙βjαF
α
ijβ
(
−(x− xs)
i
2ts
)
GdV
=
∫
Rn
〈
Γ˙s,
(
(x− xs)
2ts
Fs
)〉
GsdV .
So we conclude that
d
ds
[∫
Rn
|Fs|2GsdV
]
=
∫
Rn
|Fs|2
(−n
2
t˙s
ts
+
t˙s|x− xs|2
4t2s
+
〈x˙s, x− xs〉
2ts
)
GsdV
+ 4
∫
Rn
〈
Γ˙s,D
∗Fs +
(
(x− xs)
2ts
Fs
)〉
GsdV .
(3.14)
With this in mind we differentiate the expression
d
ds
[
t2s
∫
Rn
|Fs|2GsdV
]
= 2tst˙s
∫
Rn
|Fs|2GsdV + t2s
(
∂
∂s
[∫
Rn
|Fs|2GsdV
])
,
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and then applying (3.14) we obtain that
d
ds
[
t2s
∫
Rn
|Fs|2GsdV
]
= t2s
∫
Rn
|Fs|2
(−n
2
t˙s
ts
+
t˙s|x− xs|2
4t2s
+
〈x˙s, x− xs〉
2ts
+
2t˙s
ts
)
GsdV
+ 4t2s
∫
Rn
〈
Γ˙s,D
∗
sFs +
(
(x− xs)
2ts
Fs
)〉
GsdV .
Reordering terms yields the result. 
Corollary 3.7. The point (∇, x0, t0) is a critical point of the F-functional if and only if ∇ is
an (x0, t0)-soliton.
Proof. If (∇, x0, t0) is a critical point, then all partial derivatives with respect to t, x and Γ
vanish. We note that if we vary only the connection coefficient matrix Γ then we have
0 = 4t2s
∫
Rn
〈
Γ˙s,D
∗
sFs +
(
(x− xs)
2ts
Fs
)〉
GsdV.
In particular, this implies that ∇ is an (x0, t0)-soliton. Conversely, given a point (x0, t0) and
that ∇ is a soliton, then we apply identities (a) and (b) of Corollary 3.4 to the variation identity
of Proposition 3.6. Each quantity vanishes, yielding that (∇, x0, t0) is a critical point and the
result follows. 
Proposition 3.8. Let ∇t ∈ AE× [0, T ) be a solution to Yang-Mills flow with polynomial energy
growth. Then λ(∇t) is non-increasing in t.
Proof. Let t1, t2 ∈ R with t1 < t2 < T . Given ǫ > 0 there exists (x0, t0) such that
(3.15) Fx0,t0(∇t2) ≥ λ(∇t2)− ǫ.
Thus it follows from Hamilton’s monotonicity formula that for any δ ∈ (0, t2) we have
(3.16) Fx0,t0+t2(∇t2 , t2) ≤ Fx0,t0+t2(∇t2−δ, t2 − δ).
But we observe that
Fx0,t0+t2(∇t2 , t2) =
∫
Rn
|F∇t2 |2e
− |x−x0|
2
4((t0+t2)−t2)dV
=
∫
Rn
|F∇t2 |2e
− |x−x0|
2
4t0 dV
= Fx0,t0(∇t2).
(3.17)
Thus combining (3.16) and (3.17) we have
Fx0,t0(∇t2) ≤ Fx0,t0+t2(∇t2−δ, t2 − δ)
=
∫
Rn
|F∇t2−δ |
2e
− |x−x0|
2
t0+δ dV
= Fx0,t0+δ(∇t2−δ).
(3.18)
We set δ = t2 − t1 and observe that, combining (3.15) with (3.18),
λ(∇t2)− ǫ ≤ Fx0,t0(∇t2) ≤ Fx0,t0+t2−t1(∇t1) ≤ λ(∇t1).
Since this holds for each ǫ > 0 we conclude the desired monotonicity. The result follows. 
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3.3. Second variation. For the computations of the following proposition refer to the note
of §3.2 regarding the convention on variation parameter subscripts. Again, these variational
calculations require the variation of the connection to be in a certain weighted Sobolev space
which we suppress.
Proposition 3.9 (Second variation). Let Γs, xs and ts be one parameter families of connections,
points in Rn, and positive real numbers respectively, and set
t˙s :=
dts
ds
, t¨s :=
dt˙s
ds
, x˙s :=
dxs
ds
, x¨s :=
dx˙s
ds
, Γ˙s :=
dΓs
ds
, Γ¨s :=
dΓ˙s
ds
.
Then
d2
ds2
[Fxs,ts(∇s)]
=
∫
Rn
(
2(t¨sts + t˙
2
s) + t
2
s(g
2
s + g˙s) + 4t˙stsgs
) |Fs|2GsdV
+
∫
Rn
〈
(8t˙sts + 2t
2
sgs)Γ˙s + 8t
2
sΓ¨s, Sxs,ts(∇s)
〉
GsdV
+ 4t2s
∫
Rn
〈
Γ˙s,D
∗
sDsΓ˙s +
(
x− xs
2ts
)
DsΓ˙s + [Γ˙s, Fs]
#
〉
GsdV
− 4ts
∫
Rn
〈
Γ˙s,
(
t˙s(x− xs) + x˙s
)
Fs
〉
GsdV .
where
(3.19) gs :=
(
−nt˙s
2ts
+
t˙s|x− xs|2
4t2s
+
〈x˙s, x− xs〉
2ts
)
.
Proof. Prior to computing the main expression we perform some necessary side computations
of differentiation. First observe that
∂g
∂xi
=
(
t˙s
2ts
(x− xs)i + x˙
i
s
2ts
)
.
We next take the second variation of Fxs,ts and separate the resulting expression into labeled
quantities:
d2
ds2
[∫
Rn
|Fs|2GsdV
]
=
d
ds
(∫
Rn
(
2〈DsΓ˙s, Fs〉+ gs|Fs|2
)
GsdV
)
=
∫
Rn
2〈∂s(DsΓ˙s), Fs〉︸ ︷︷ ︸
T1
+ 2〈DsΓ˙s,DsΓ˙s〉︸ ︷︷ ︸
T2
+ (g˙s + g
2
s)|Fs|2︸ ︷︷ ︸
T3
+ 4gs〈DΓ˙s, Fs〉︸ ︷︷ ︸
T4
GsdV .
(3.20)
We first address the T1 quantity. Since
∂sDsΓ˙s = ∂s
(
∇iΓ˙βjα
)
= ∂t
(
∂iΓ˙
β
jα − ΓδiαΓ˙βjδ + ΓβiδΓ˙δjα
)
= ∂iΓ¨
β
jα − Γ˙δiαΓ˙βjδ − ΓδiαΓ¨βjδ + Γ˙βiδΓ˙δjα + ΓβiδΓ¨δjα,
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it follows that
∂s
(
∇iΓ˙βjα −∇jΓ˙βiα
)
= ∂iΓ¨
β
jα − Γ˙δiαΓ˙βjδ − ΓδiαΓ¨βjδ + Γ˙βiδΓ˙δjα + ΓβiδΓ¨δjα
− ∂jΓ¨βiα + Γ˙δjαΓ˙βiδ + ΓδjαΓ¨βiδ − Γ˙βjδΓ˙δiα − ΓβjδΓ¨δiα
= DiΓ¨
β
jα − 2Γ˙δiαΓ˙βjδ + 2Γ˙βiδΓ˙δjα.
Now applying this to the expression above,∫
Rn
〈∂s(DsΓ˙s), Fs〉GsdVg = −
∫
Rn
(
∇iΓ¨βjα −∇jΓ¨βiα
)
FαijβGdV − 2
∫
Rn
(
Γ˙δiαΓ˙
β
jδ − Γ˙βiδΓ˙δjα
)
FαijβGdV
= 4
∫
Rn
Γ¨βjα
(∇iFαijβ)GdV + 4∫
Rn
(
Γ¨βjα
)
Fαijβ (∇iG) dV
− 2
∫
Rn
(
Γ˙δiαΓ˙
β
jδF
α
ijβ − Γ˙βiδFαijβΓ˙δjα
)
GdV
= 4
∫
Rn
Γ¨βjα
(∇iFαijβ)GdV − 4∫
Rn
Γ¨βjαF
α
ijβ
(x−xs)i
2ts
GdV
− 2
∫
Rn
(
Γ˙δiαΓ˙
β
jδF
α
ijβ − Γ˙βiδFαijβΓ˙δjα
)
GdV .
Therefore in coordinate invariant form,∫
Rn
T1GsdV = −8
∫
Rn
〈Γ¨s, Sxs,ts〉GsdV + 4
∫
Rn
〈Γ˙s, [Γ˙s, Fs]#〉GsdV .(3.21)
Next for the T2 quantity we expand terms and then applying integration by parts:
∫
Rn
T2GsdV = −2
∫
Rn
DiΓ˙
β
jαDiΓ˙
α
jβGdV
= −2
∫
Rn
(∇iΓ˙βjα −∇jΓ˙βiα)DiΓ˙αjβGdV
= −2
∫
Rn
(
∇iΓ˙βjαDiΓ˙αjβ
)
GdV + 2
∫
Rn
(
∇jΓ˙βiαDiΓ˙αjβ
)
GdV
= −2
∫
Rn
(
∇iΓ˙βjαDiΓ˙αjβ
)
GdV + 2
∫
Rn
(
∇iΓ˙βjαDjΓ˙αiβ
)
GdV
= 2
∫
Rn
Γ˙βjα
(
∇iDiΓ˙αjβ −
(
x−xs
2ts
)i
DiΓ˙
α
jβ
)
GdV
− 2
∫
Rn
Γ˙βjα
(
∇iDjΓ˙αiβ −
(
x−xs
2ts
)i
DjΓ˙
α
iβ
)
GdV
= 2
∫
Rn
Γ˙βjα
(
∇i
(
DiΓ˙
α
jβ −DjΓ˙αiβ
)
+
((
x−xs
2ts
)i
DjΓ˙
α
iβ −
(
x−xs
2ts
)i
DiΓ˙
α
jβ
))
GdV
= 2
∫
Rn
Γ˙βjα
(
∇iDiΓ˙αjβ −
(
x−xs
ts
)i
(DiΓ˙
α
jβ)
)
GdV
= 4
∫
Rn
〈
Γ˙s,D
∗
sDsΓ˙s +
(
x−xs
2ts
)
DsΓ˙s
〉
GsdV .
(3.22)
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Lastly we expand the T4 quantity by expanding and integrating by parts:∫
Rn
T4GsdV = 4
∫
Rn
(
gs〈DsΓ˙s, Fs〉
)
GsdV
= −4
∫
Rn
(
g(DiΓ˙
β
jα)F
α
ijβ
)
GdV
= −8
∫
Rn
(
g(∇iΓ˙βjα)Fαijβ
)
GdV
= 8
∫
Rn
(
(∂ig)
(x−xs)i
2ts
)
Γ˙βjαF
α
ijβGdV + 8
∫
Rn
gΓ˙βjα(∇iFαijβ)GdV
= 8
∫
Rn
〈
Γ˙s, gs
(
D∗sFs +
(
x−xs
2ts
Fs
)
− (∂gs) Fs
)〉
GsdV
= 8
∫
Rn
〈
Γ˙s, gs (Sxs,ts − (∂gs) Fs)
〉
GsdV .
(3.23)
Combining all quantities (3.21), (3.22), and (3.23) together into (3.20) yields
d2
ds2
[∫
Rn
|Fs|2GsdV
]
= 8
∫
Rn
〈Γ¨s, Sxs,ts〉GsdV + 2
∫
Rn
〈
Γ˙s, gsSxs,ts
〉
GsdV +
∫
Rn
(g˙s + g
2
s)|Fs|2GsdV
+ 4
∫
Rn
〈
Γ˙s,D
∗
sDsΓ˙s +
(
x−xs
2ts
)
DsΓ˙s + [Γ˙s, Fs]
#
〉
GsdV
− 4
∫
Rn
〈
Γ˙s,
(
t˙s
ts
(x− xs) + x˙sts
)
Fs
〉
GsdV .
(3.24)
Now we incorporate the temporal parameter and differentiate the quantity
d2
ds2
[Fxs,ts ] =
∂
∂s
[
2t˙stsFxs,ts + t2s
∂
∂s
[Fxs,ts ]
]
= 2(t¨sts + t˙
2
s)Fxs,ts + 4t˙sts
∂
∂s
[Fxs,ts ] + t2s
∂2
∂s2
[Fxs,ts ] .
(3.25)
We insert the terms from (3.24) and (3.10) into (3.25) and obtain
d2
ds2
[Fxs,ts ] = 2(t¨sts + t˙2s)
∫
Rn
|Fs|2GsdV + 4t˙sts
∫
Rn
|Fs|2gsGsdV + 8t˙sts
∫
Rn
〈
Γ˙s, Sxs,ts(∇s)
〉
GsdV
8t2s
∫
Rn
〈Γ¨s, Sxs,ts(∇s)〉GsdV + 2t2s
∫
Rn
〈
Γ˙s, gsSxs,ts(∇s)
〉
GsdV + t
2
s
∫
Rn
(g˙s + g
2
s)|Fs|2GsdV
+ 4t2s
∫
Rn
〈
Γ˙s,D
∗
sDsΓ˙ +
(
x− xs
2ts
)
DsΓ˙s + [Γ˙s, Fs]
#
〉
GsdV
− 4t2s
∫
Rn
〈
Γ˙s,
(
t˙s
ts
(x− xs) + x˙s
ts
)
Fs
〉
GsdV
=
∫
Rn
(
2(t¨sts + t˙
2
s) + t
2
s(g
2
s + g˙s) + 4t˙stsgs
) |Fs|2GsdV
+
∫
Rn
〈
Γ˙s, (8t˙sts + 2t
2
sgs)Sxs,ts(∇s)
〉
GsdV + 8t
2
s
∫
Rn
〈Γ¨s, Sxs,ts(∇s)〉GsdV
+ 4t2s
∫
Rn
〈
Γ˙s,D
∗
sDsΓ˙s +
(
x− xs
2ts
)
DsΓ˙s + [Γ˙s, Fs]
#
〉
GsdV
− 4ts
∫
Rn
〈
Γ˙s,
(
t˙s(x− xs) + x˙s
)
Fs
〉
GsdV .
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The result follows. 
We now specialize this result to the case of solitons. For notational clarity, after evaluating
at s = 0, we excise the subscript except for those of the base point (x0, t0) and the heat kernel.
Corollary 3.10 (Second Variation for Shrinkers). Suppose that ∇ is an (x0, t0)-soliton. Then
F ′′x0,t0(t˙, x˙, ∇˙) =
d2
ds2
[Fxs,ts(∇s)]
∣∣∣∣
s=0
= −4t0t˙20
∫
Rn
|D∗F |2G0dV − 2t
∫
Rn
|F x˙0|2G0dV
+ 4t2
∫
Rn
〈
Γ˙,D∗DΓ˙ +
(
x− x0
2t0
)
DΓ˙ + [Γ˙, F ]#
〉
G0dV
− 4t0
∫
Rn
〈
Γ˙,
(
t˙0(x− x0) + x˙0
)
F
〉
G0dV .
Proof. We first compute to identities concerning gs to be used for the following argument. First
we have
∂g
∂s
= −n
2
(
t¨s
ts
− t˙
2
s
t2s
)
+
|x− xs|2
4
(
t¨s
t2s
− 2t˙
2
s
t3s
)
− t˙s〈x˙s, x− xs〉
t2s
+
〈x¨s, x− xs〉
2ts
− |x˙s|
2
2ts
.(3.26)
Then
g2s =
(
−nt˙s
2ts
+
t˙s|x− xs|2
4t2s
+
〈x˙s, x− xs〉
2ts
)2
=
n2t˙2s
4t2s
− nt˙
2
s|x− xs|2
4t3s
− nt˙s〈x˙s, x− xs〉
2t2s
+
t˙s|x− xs|2〈x˙s, x− xs〉
4t3s
+
t˙2s|x− xs|4
16t4s
+
〈x˙s, x− xs〉2
4t2s
.
(3.27)
Adding the two quantities (3.26) and (3.27) and labeling with the corresponding items of Corol-
lary 3.4 we obtain
g˙ + g2 =
(
−nt¨0
2t0
+
nt˙20
2t20
+
n2t˙20
4t20
)
+
( |x− x0|2
4t0
(
t¨0
t0
− nt˙
2
0
t20
− 2t˙
2
0
t20
))
a
+
(
〈x˙0, x− x0〉
(
− t˙0
t20
− nt˙0
2t20
))
b
+
(
|x− x0|2〈x˙0, x− x0〉
(
t˙0
4t30
))
d
+
(
〈x¨0, x− x0〉 1
2t0
)
b
+
(
|x˙0|2
(−1
2t0
))
+
(
|x− x0|4
(
t˙20
16t40
))
c
+
(
〈x˙0, x− x0〉2
(
1
4t20
))
e
.
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Applying the said identities of Corollary 3.4 we obtain∫
Rn
(
g˙ + g2
) |F |2GsdV = ∫
Rn
((
−nt¨0
2t0
+
nt˙20
2t20
+
n2t˙20
4t20
)
+
(
n− 4
2
(
t¨0
t0
− nt˙
2
0
t20
− 2t˙
2
0
t20
)))
|F |2G0dV
+
∫
Rn
((
|x˙0|2
(−1
2t0
))
+ 4(n− 2)(n − 4)t20
(
t˙20
16t40
)
+
(
1
2t0
)
|x˙0|2
)
|F |2G0dV
− 4
(
t˙20
t0
)∫
Rn
|D∗F |2G0dV − 8t0
(
1
4t20
)∫
Rn
|F x˙0|2G0dV
=
∫
Rn
((
−nt¨0
2t0
+
nt˙20
2t20
+
n2t˙20
4t20
)
+
(
n− 4
2
(
t¨0
t0
− nt˙
2
0
t20
− 2t˙
2
0
t20
)))
|Fs|2G0dV
+
∫
Rn
(
(n− 2)(n − 4)
(
t˙20
4t20
))
|F |2G0dV
− 4
(
t˙20
t0
)∫
Rn
|D∗F |2G0dV − 8t0
(
1
4t20
)∫
Rn
|F x˙0|2G0dV .
We collect and simplify the coefficients of the integrands multiplied against |F |2G of the first
and second line to obtain(
4t˙20
t20
− 2t¨0
t0
+
2t˙20
t20
)
+ n
(
− t¨0
2t0
+
t˙20
2t20
+
2t˙20
t20
+
t¨0
2t0
− t˙
2
0
t20
− 3t˙
2
0
2t20
)
+ n2
(
t˙20
4t20
− t˙
2
0
2t20
+
t˙20
4t20
)
=
6t˙20
t20
− 2t¨0
t0
.
Therefore we conclude that
t20
∫
Rn
(
g˙ + g2
) |F |2GdV = ∫
Rn
(
6t˙20 − 2t¨0t0
) |F |2GdV − 4t0t˙20 ∫
Rn
|D∗F |2GdV − 2t0
∫
Rn
|F x˙0|2GdV .
We combine terms, apply Corollary (3.4) (b) and then (a),∫
Rn
(
2(t¨0t0 + t˙
2
0) + t
2
0(g
2 + g˙) + 4t˙0t0g
) |F |2G0dV
=
∫
Rn
(
2t˙20 − 2nt˙20 +
t˙20|x− x0|2
t0
+ t˙0〈x˙0, x− x0〉
)
|F |2G0dV +
∫
Rn
6t˙20|F |2G0dV
− 4t0t˙20
∫
Rn
|D∗F |2G0dV − 2t0
∫
Rn
|F x˙0|2G0dV
= −4t0t˙20
∫
Rn
|D∗F |2G0dV − 2t0
∫
Rn
|F x˙0|2G0dV .
Therefore we conclude that
d2
ds2
[Fxs,ts(∇s)]
∣∣∣∣
s=0
= −4t0t˙20
∫
Rn
|D∗F |2G0dV − 2t0
∫
Rn
|F x˙0|2G0dV
+ 4t20
∫
Rn
〈
Γ˙,D∗DΓ˙ +
(
x− x0
2t0
)
DΓ˙ + [Γ˙, F ]#
〉
G0dV
− 4t20
∫
Rn
〈
Γ˙,
(
t˙0(x− x0) + x˙0
)
F
〉
G0dV .
The result follows. 
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4. F-stability and gap theorem
In this section we establish a criterion for checking entropy stability (Theorem 4.5) and also
prove a gap theorem for shrinkers (Theorem 1.1). The basic observation behind the stability
condition is that for a shrinker, the second variation operator L always has negative eigenvalues,
one corresponding to the Yang-Mills flow direction itself, which is the same as moving in time
while scaling, the other corresponding to translation in space. This in some sense is the whole
reason for explicitly including the space and time parameters in the definition of entropy, as we
then show in Theorem 4.5 that these directions can be accounted for by an appropriate choice
of variation in the basepoint.
Recalling Corollary 3.10 we define the operator Lx0,t0 by
Lx0,t0 : Λ
1(EndE)→ Λ1(EndE) : B 7→ D∗DB +
(
x− x0
2t0
)
DB + [B,F ]#.
In particular, we set L := L0,1. By the Bochner formula this is equal to
Lx0,t0(B) = −∆B −∇D∗B − 2 [B,F ]# .
We ultimately only want to apply L to elements of an appropriate weighted Sobolev space. For
a given ∇ ∈ S set
(4.1) W 2,2∇ :=
{
B ∈ Λ1(EndE) :
∫
Rn
(|B|2 + |∇B|2 + |LB|2) e−|x|24 dV <∞} .
4.1. Second variation operator.
Definition 4.1. A soliton ∇ is called F-stable if for any B ∈W 2,2∇ there exist a real number σ
and a constant vector field V such that F ′′0,1(q, V,B) ≥ 0.
Lemma 4.2. Let V = V i∂i be some vector field. Then
L(V F )βkα = (∇p∇kV i)F βipα − (∇p∇pV i)F βikα − V
i
2 F
β
ikα
− (∇pV i)
(
(∇pF βikα) + (∇iF βpkα)− xp2 F βikα
)
.
(4.2)
Proof. We compute the first term of the L operator and obtain
D∗D (V F )βkα = −∇pDp (V F )
= −∇p∇p
(
V iF βikα
)
+∇p∇k
(
V iF βipα
)
= −∇p
(
(∇pV i)F βikα + V i(∇pF βikα)− (∇kV i)F βipα − V i(∇kFipα)
)
= (∇p∇kV i)F βipα − (∇p∇pV i)F βikα +
[
V i(∇p∇kF βipα)− V i(∇p∇pF βikα)
]
T
− 2(∇pV i)(∇pF βikα) + (∇pV i)(∇kF βipα) + (∇kV i)(∇pF βipα).
(4.3)
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Now we manipulate T . Observe that
T = −V i
(
∇p∇pF βikα)−∇p∇kF βipα
)
= −V i
(
−∇p
(
∇kF βpiα +∇iF βkpα
)
−∇p∇kF βipα
)
= V i
(
∇p∇iF βkpα
)
= −V i(∇i∇pF βpkα) + Vi[∇p,∇i]F βkpα
= −V i(∇i∇pF βpkα) + Vi(F βpiδF δkpα + F δpiαF βkpδ)
= V i(∇i(D∗F )βkα)− Vi(F βipδF δkpα − F δipαF βkpδ)
= −V i∇i
(
xp
2 F
β
pkα
)
+ ([F, (V F )]#)βkα
= −V i2
(
F βikα − xp∇iF βpkα
)
+ ([F, (V F )]#)βkα
= −V i2 F βikα + Vi2
(
xp(∇kF βipα +∇pF βkiα)
)
+ ([F, (V F )]#)βkα
= −V i2 F βikα + Vi2 xp∇kF βipα − Vi2 xp∇pF βikα + ([F, (V F )]#)βkα.
Therefore we conclude that, applying the identity of T to (4.3),
D∗D [V F ]βkα = (∇p∇kV i)F βipα − (∇p∇pV i)F βikα
− 2(∇pV i)(∇pF βikα) + (∇pV i)(∇kF βipα) + (∇kV i)(∇pF βipα)
− V i2 F βikα + Vi2 xp∇kF βipα − Vi2 xp∇pF βikα + ([F, (V F )]#)βkα.
(4.4)
Next we compute
x
2 D (V F ) =
xp
2
Dp
(
V iF βikα
)
=
xp
2
(
∇p
(
V iF βikα
)
−∇k
(
V iF βipα
))
=
xp
2
(
(∇pV i)F βikα + V i(∇pF βikα)− (∇kV i)F βipα − V i(∇kF βipα)
)
.
(4.5)
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Therefore we have that, applying (4.4) and (4.5) to the formula for L(V F ), we have
L(V F )βkα = (D
∗D(V F ))βkα +
x
2 (D (V F ))
β
kα +
(
[V F,F ]#
)β
kα
= (∇p∇kV i)F βipα − (∇p∇pV i)F βikα
− 2(∇pV i)(∇pF βikα) + (∇pV i)(∇kF βipα) + (∇kV i)(∇pF βipα)
− V i2 F βikα + xp2 (∇pV i)F βikα − xp2 (∇kV i)F βipα
= (∇p∇kV i)F βipα − (∇p∇pV i)F βikα
− 2(∇pV i)(∇pF βikα) + (∇pV i)(∇kF βipα) + (∇kV i)(DF )βiα
− V i2 F βikα + xp2 (∇pV i)F βikα + xp2 (∇kV i)F βpiα
= (∇p∇kV i)F βipα − (∇p∇pV i)F βikα
− (∇pV i)(∇pF βikα) + (∇pV i)
(
(∇pF βkiα) + (∇kF βipα)
)
− V i2 F βikα +
xp
2 (∇pV i)F βikα
= (∇p∇kV i)F βipα − (∇p∇pV i)F βikα − V
i
2 F
β
ikα
− (∇pV i)
(
(∇pF βikα) + (∇iF βpkα)− xp2 F βikα
)
.
The result follows. 
Lemma 4.3 (Eigenforms of L). For ∇ ∈ S, and a constant vector field V ,
(4.6) L (V F ) = −12 (V F ) .
Furthermore
(4.7) L(D∗F ) = −D∗F,
Proof. The identity (4.6) is an immediate corollary of Lemma 4.2, by simply evaluating (4.2) on
a constant vector field V = V i∂i. For the identity (4.7), we compute the following, applying the
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first Bianchi identity to obtain
(D∗D(D∗F ))βrα = −
(
D∗D
(
x
2 F
))β
rα
= ∇i
(
Di
(
xp
2 F
β
prα
))
= 12∇i
(
∇i
(
xpF
β
prα
)
−∇r
(
xpF
β
piα
))
= 12∇i
(
F βirα + xp∇iF βprα − F βriα − xp∇rF βpiα
)
= 12∇i
(
F βirα − F βriα
)
+ 12∇i
(
xp∇iF βprα − xp∇rF βpiα
)
= −(D∗F )βrα + 12∇i
(
xp∇iF βprα + xp(∇iF βrpα +∇pF βirα)
)
= −(D∗F )βrα + 12∇i
(
xi∇pF βirα
)
= −(D∗F )βrα + 12
(
δip∇pF βirα + xp∇i∇pF βirα
)
= −(D∗F )βrα + 12
(
∇iF βirα + xp2 ∇i∇pF βirα
)
= −(D∗F )βrα − 12D∗F βrα + xp2 ∇p∇iF βirα + xp2 [∇i,∇p]F βirα
= −32(D∗F )βrα +
xp
2 Dp∇iF βirα +
xp
2 ∇r∇iF βipα +
xp
2
(
F βipδF
δ
irα − F δipαF βirδ
)
= −32(D∗F )βrα −
(
x
2 DD
∗F
)β
rα
+
xp
2 ∇r∇iF βipα +
(
[F,D∗F ]#
)β
rα
.
We simplify the third term, nothing vanishing due to the product of skew and symmetric matrices
xp
2 ∇r∇iF βipα = −xp∇r
(
xs
2 F
β
spα
)
=
(
−xp2 δrsF βspα − xsxp∇rF βspα
)
= −xpF βrpα
= 12 (D
∗F )βrα.
Applying this to the above computation we conclude that
(D∗D(D∗F ))βrα = −(D∗F )βrα −
(
x
2 DD
∗F
)β
rα
+
(
[F,D∗F ]#
)β
rα
.
Then rearranging the equality we have (4.7), as desired. The results follow. 
Definition 4.4. Given ∇ ∈ S and λ ∈ R, let
χλ :=
{
B ∈ Λ1(M) : LB = λB} .
Theorem 4.5. Let ∇ ∈ S have polynomial energy growth. Then ∇ is F-stable if and only if
one has the conditions:
(1) χ−1 = {ρD∗F : ρ ∈ R},
(2) χ−1/2 = {V F : V ∈ Rn},
(3) χλ = {0} for any λ < 0 and λ /∈ {−1, −12 }.
Proof. Fix B ∈ Λ1(E) and decompose it as
(4.8) B := ςD∗F + (̺ F ) +̟,
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where ς ∈ R, ̺ ∈ Rn, and ̟ ∈ Λ1(E), and, for all V ∈ Rn,
(4.9)
∫
Rn
〈̟,D∗F 〉GdV =
∫
Rn
〈̟, (V F )〉GdV = 0.
Using Corollary 3.10 and identities from Corollary 3.4 we have
d2
ds2
[F0,1(∇s)]
∣∣∣∣
s=0
= −4t˙2
∫
Rn
|D∗F |2GdV − 2
∫
Rn
|F x˙|2GdV + 4
∫
Rn
〈B,L(B)〉GdV
− 4
∫
Rn
〈
B,−2t˙D∗F + x˙ F〉GdV
= −4t˙2
∫
Rn
|D∗F |2GdV − 2
∫
Rn
|F x˙|2GdV
+ 4
∫
Rn
〈
ςD∗F + (̺ F ) +̟,−ςD∗F − 12 (̺ F ) + L(̟)
〉
GdV
− 4
∫
Rn
〈
ςD∗F + (̺ F ) +̟,−2t˙D∗F + x˙ F〉GdV
= −4t˙2
∫
Rn
|D∗F |2GdV − 2
∫
Rn
|F x˙|2GdV
− 4ς2
∫
Rn
|D∗F |2GdV − 2
∫
Rn
|̺ F |2GdV + 4
∫
Rn
〈̟,L(̟)〉dV
+ 8ςt˙
∫
Rn
|D∗F |2GdV − 4
∫
Rn
〈̺ F, x˙ F 〉GdV
= −4(t˙− ς)2
∫
Rn
|D∗F |2GdV − 2
∫
Rn
|F (̺+ x˙)|2GdV + 4
∫
Rn
〈̟,L(̟)〉dV .
(4.10)
Choosing ς = t˙ and ̺ = −x˙, we have that
d2
ds2
[F0,1(∇s)]
∣∣∣∣
s=0
= 4
∫
Rn
〈̟,L(̟)〉dV .
Both directions of the theorem follow from this calculation. 
4.2. Gap theorem. In this subsection we establish Theorem 1.1. To begin we prove a lemma
showing that self-shrinking Yang-Mills connections are flat.
Lemma 4.6. Suppose ∇ is a soliton with bounded curvature satisfying D∗∇F∇ = 0. Then
F∇ = 0.
Proof. Suppose to the contrary that ∇ is a nonflat soliton and Yang-Mills connection. As
a soliton, by Proposition 2.10, there exists a gauge such that for all λ ∈ R, the connection
coefficient matrix satisfies Γ(x, t) = λΓ(λx, λ2t). Thus the curvature scales as
F∇(x, t) = λ2F∇(λx, λ2t),
with the given connection ∇ as the time −1 slice. Using this we note that because∇ is nontrivial
there exists some y ∈ Rn at which the following limit holds:
(4.11) lim
t→0
|F∇(y
√−t, t)| = lim
t→0
1
t |F∇ (y,−1)| =∞.
In particular we have supx∈Rn,t∈[−1,0) |F∇(x, t)| = ∞. Simultaneously, since D∗∇F∇ = 0 and
solutions to the Yang-Mills flow on Rn with bounded curvature are unique, we obtain that
∂
∂tΓ = 0 for all (x, t) ∈ Rn × [−1, 0). Therefore we have that for all x ∈ Rn, then |F∇(x, t)| =
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|F∇(x,−1)|. This implies supx∈Rn,t∈[−1,0) |F∇(x, t)| = supx∈Rn |F∇(x,−1)| <∞, a contradiction.
The result follows. 
Proof of Theorem 1.1. Since |F | is bounded, it follows from local smoothing estimates for Yang-
Mills flow ([20] Theorem 2.2) that |D∗F | and |∇D∗F | are also uniformly bounded. Integration
by parts yields that
−
∫
Rn
|∇D∗F |2GdV =
∫
Rn
(∇i(D∗F )βℓδ)(∇i(D∗F )δℓβ)GdV
= −
∫
Rn
(D∗F )βℓδ(∇i∇i(D∗F )δℓβGdV −
∫
Rn
(D∗F )βℓδ)(∇i(D∗F )δℓβ)∇iGdV
= −
∫
Rn
(D∗F )βℓδ(∆(D
∗F )δℓβ)GdV +
∫
Rn
(D∗F )βℓδ∇i(D∗F )δℓβ
xi
2
GdV .
Thus from the Bochner formula we have∫
Rn
|∇D∗F |2GdV =
∫
Rn
〈
D∗F,−∆D∗F + x2 ∇D∗F
〉
GdV
=
∫
Rn
〈
D∗F,∆DD∗F + [F,D∗F ]# + x2 ∇D∗F
〉
GdV .
Note by Lemma 2.1 that D∗D∗F = 0. Applying the definition of L to the above expression we
obtain that, since D∗F is an eigenfunction of L by Lemma 4.3,∫
Rn
|∇D∗F |2GdV =
∫
Rn
〈
D∗F,L(D∗F ) + 2[F,D∗F ]# − (x2 DD∗F )+ x2 ∇D∗F〉GdV
=
∫
Rn
〈
D∗F,−D∗F + 2[F,D∗F ]# − (x2 DD∗F )+ x2 ∇D∗F〉GdV .
In particular, we focus on simplifying the expression (x ∇D∗F − x DD∗F ). This can be
simplified by introducing a divergence term and applying the first Bianchi identity, and Lemma
2.1 once more,
(x ∇D∗F − x DD∗F )βmα = xi∇i(D∗F )βmα − xiDi(D∗F )βmα
= xi∇m(D∗F )βiα
= −xi∇m∇kF βkiα
= −∇m
(
xi∇kF βkiα
)
+∇kF βkmα
= −∇m
[
∇k(xiF βkiα)− F βkkα
]
− (D∗F )βmα
= −∇m∇k(D∗F )βkα − (D∗F )βmα
= −(D∗F )βmα.
Inserting this above and applying the Cauchy Schwartz inequality yields∫
Rn
|∇D∗F |2GdV = −32
∫
Rn
|D∗F |2GdV + 2
∫
Rn
〈D∗F, [D∗F,F ]#〉GdV
≤ (4|F | − 32) ∫
Rn
|D∗F |2GdV .
Therefore for ∇ with |F∇| ≤ 38 , we have that
∥∥∥(∇D∗F )√G∥∥∥
L2
= 0, which implies that D∗F is
parallel. Since ∇ is a soliton we have D∗F = x2 F , then at x = 0, D∗F vanishes and thus since
D∗F is parallel, D∗F = 0 for all x. By Lemma 4.6 it follows that ∇ is flat, as desired. 
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5. Entropy Stability
In this section we combine the results of the previous sections to establish that for a soliton
with polynomial energy growth the entropy is achieved at (0, 1), and moreover it is uniquely
achieved at this point unless the connection has flat directions. The strategy is very similar to
([3] Lemma 7.10). This culminates in the proof of Theorem 1.2.
Definition 5.1. We say that a connection ∇ is cylindrical if there is a constant vector field V
such that
V F∇ ≡ 0.
Definition 5.2. Given a one-parameter family of connections ∇s, s ∈ I, let
Ξ : Rn × R≥0 × I : (x, t, s) 7→ Fx,t(∇s).
Where Ξ(x, t) := Ξ(x, t, 0).
Proposition 5.3. Suppose that ∇ ∈ S is a connection with polynomial energy growth which is
not cylindrical. Given ǫ > 0 there exists δ > 0 such that
(5.1) sup {Fx0,t0(∇) : |x0|+ | log t0| > ǫ} < λ(∇)− δ.
Proof. We show that if ∇ is not cylindrical then Ξ has a strict (global) maximum at (0, 1). We
do this by showing that (0, 1) is the unique critical point and then showing the second derivative
at (0, 1) is strictly negative. First we show that Ξ has a strict local maximum at (0, 1), then we
show that Ξ decreases along a family of paths through the space-time domain emanating from
(0, 1) whose union is the entire domain.
For the first step, since ∇ is a soliton then by Proposition 3.6 the gradient of Ξ vanishes
at the point (0, 1), which is therefore a critical point. The second variation formula for Fx0,t0
computed in Proposition 3.9 applied to a fixed ∇ and evaluated along a path (sy, 1 + sh) for
s > 0 and h ∈ R yields that
(5.2)
∂2
∂s2
(Ξ(sy, 1 + sh)) = −2(1 + sh)
(
2h2
∫
Rn
|D∗F |2GsdV +
∫
Rn
|y F |2GsdV
)
.
Note that (5.2) is nonpositive provided (1 + sh) ≥ 0. The first term vanishes only if h = 0 or
when ∇ is a Yang-Mills connection, and therefore flat by Proposition 3.5, but we assume ∇ is
nonflat. Meanwhile, the second term vanishes only when y F = 0, which is not allowed since
we assume ∇ is not cylindrical. We thus conclude that Ξ has a strict local maximum at (0, 1).
We next show that for a given y ∈ Rn and a ∈ R, one has ∂∂s
(
Ξ(sy, 1 + as2)
) ≤ 0 for all s > 0
with 1 + as2 > 0. We begin with Corollary 3.3, replacing x0 7→ xs and t0 7→ ts and G0 7→ Gs.
We differentiate Ξ using the variation formula (3.10) for Fx0,t0 with Γ˙ = 0 to obtain
∂
∂s
(Ξ(xs, ts)) = t˙s
∫
Rn
(
ts
(
4− n
2
)
+
|x− xs|2
4
)
|F∇|2GsdV + ts
∫
Rn
〈y, x− xs〉
2
|F∇|2GsdV .
(5.3)
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We insert the two identities (a) and (b) of Corollary 3.3 into (5.3):
∂
∂s
(Ξ(xs, ts)) = t˙s
∫
Rn
(
ts
(
4− n
2
)
+
|x− xs|2
4
+
〈y, x− xs〉
2
)
Gs |F |2 dV
= t˙s
∫
Rn
F βpuαF
α
iuβ (x (ts − 1) + xs)p (x− xs)iGsdV
+ 2ts
∫
Rn
F βpuαF
α
iuβ (x (ts − 1) + xs)p yiGsdV
=
∫
Rn
F βpuαF
α
iuβ (x (ts − 1) + xs)p
(
t˙s(x− xs)i + 2tsyi
)
GsdV .
We then evaluate Ξ at xs = sy and ts = 1 + as
2 to obtain
∂
∂s
(
Ξ(sy, 1 + as2)
)
=
∫
Rn
F βpuαF
α
iuβ
(
as2x+ sy
)p (
2as(x− sy)i + 2(1 + as2)yi)GsdV
= −2s
∫
Rn
|(asx+ y) F |2GsdV.
Thus the derivative of Ξ is nonpositive over the union of all paths parametrized by (sy, 1+ys2).
Since these paths union to the entire space-time domain, we conclude the result. 
Lemma 5.4. Let f ∈ C∞(Rn) be some function pointwise bounded above by a polynomial p.
Then for all x0 ∈ Rn,
lim
t0→0
∫
Rn
fG0dV = f(x0).
In particular we have that for a connection ∇ on Rn with polynomial curvature growth we have
that for all x0 ∈ Rn,
lim
t0→0
Fx0,t0(∇) = 0.
Proof. The first line is a well-known property of the heat kernel. Since |F∇|2 has polynomial
growth, we have
lim
t0→0
Fx0,t0(∇) = lim
t0→0
t20
∫
Rn
|F∇|2G0 =
(
lim
t0→0
t20
)(
lim
t0→0
∫
Rn
|F∇|2G0
)
= 0

Proof of Theorem 1.2. If ∇ is not F-stable then there is a variation ∇s for s ∈ [−2ǫ, 2ǫ] where
∇0 = ∇ which satisfies the following properties:
(V1) For each variation ∇s of ∇, the support of ∇s −∇ is compact.
(V2) For any paths (xs, ts) with x0 = 0 and t0 = 1 we have
(5.4)
∂2
∂s2
(Fxs,ts(∇s))
∣∣∣∣
s=0
< 0.
For the family ∇s, let Ξ be as in Definition 5.2. Also, set
(5.5) B◦(r) := {(x, t, s) : 0 < |x|+ |log t|+ s < r}.
With this definition we claim that there exists ǫ′ > 0 so that for s 6= 0 and |s| ≤ ǫ′ one has
(5.6) λ(∇s) := sup
x0,t0
Ξ(x0, t0, s) < Ξ(0, 1, 0) = λ(∇).
Following [3] we proceed in five steps:
(1) Ξ has a strict local maximum at (0, 1, 0).
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(2) Ξ(·, ·, 0) has a strict global maximum at (0, 1, 0).
(3) ∂∂s (Ξ(x0, t0, s)) is uniformly bounded on compact sets.
(4) For |x0| sufficiently large, Ξ(x0, t0, s) < Ξ(0, 1, 0).
(5) For | log t0| sufficiently large, Ξ(x0, t0, s) < Ξ(0, 1, 0).
Together these five pieces will yield the result as detailed at the end of the proof.
Proof of (1): Since ∇ is a soliton, by Corollary 3.7, given a path (xs, ts) with (x0, t0) = (0, 1)
and a variation ∇s of ∇, we have ∂∂s (Ξ(xs, ts, s))
∣∣
s=0
= 0, which implies that (0, 1, 0) is a critical
point of Ξ. Consider one such path of the form (sy, 1+as) for y ∈ Rn, a ∈ R and some variation
of ∇ given by ∇bs for some b 6= 0. Then we have that, by property (V2),
(5.7)
∂2
∂s2
(Ξ(sy, 1 + as, bs))
∣∣∣∣
s=0
= b2
∂2
∂s2
(Fxs,ys(∇s))
∣∣∣∣
s=0
≤ 0,
where here xs = s
y
b and ts = 1 +
a
b s.
Now we consider the second variation when b = 0. As an immediate application of Proposition
5.3 we have that ∂
2
∂s2
(Ξ(sy, 1 + as, 0))
∣∣∣
s=0
< 0. Therefore ∇2Ξ, the Hessian of Ξ, is negative
definite at (0, 1, 0), and thus Ξ attains a strict local maximum at this point. We may choose
ǫ′ ∈ (0, ǫ) such that for (x0, t0, s) ∈ B◦(ǫ′) we have that
Ξ(x0, t0, s) < Ξ(0, 1).
Proof of (2): This is an immediate result of Proposition 5.3. Therefore, λ(∇) = Ξ(0, 1) and
we may choose δ > 0 so that for all points of the form (x0, t0, 0) outside B
◦(ǫ′/4) we have that
Ξ(x0, t0) < Ξ(0, 1) − δ.
Proof of (3): Using Proposition 3.6, we see that
∂
∂s
(Ξ(x0, t0, s)) = 4t
2
0
∫
Rn
〈
Γ˙s,D
∗
sFs +
(
(x− x0)
2t0
Fs
)〉
G0dV .
Observe that ∂Ξ∂s is continuous in all three variables x0, t0 and s and thus uniformly bounded on
compact sets.
Proof of (4): By hypothesis, we may choose R > 0 so that the support of ∇−∇s is contained
in B(R) ⊂ Rn. Let ρ > 0 and consider |x0| > ρ+R. Then we have that
Ξ(x0, t0, s) = t
2
0
∫
Rn
|F∇s |2G0dV
= t20
∫
B(R)
|F∇s |2G0dV + t20
∫
Rn\B(R)
|F∇|2G0dV
≤ t
4−n
2
0 (4π)
−n
2
∫
B(R)
|F∇s |2 e−
|x−x0|
2
4t0 dV + Ξ(x0, t0, 0)
≤ t
4−n
2
0 (4π)
−n
2 e
− ρ2
4t0
∫
B(R)
|F∇s |2 dV + Ξ(x0, t0, 0).
By compactness of the domain B(R) × [−2ǫ, 2ǫ] we know that ∫B(R) |F∇s |2 dV < CR for some
CR ∈ R. Therefore we conclude that
(5.8) Ξ(x0, t0, s) ≤ (4π)−
n
2CRt
4−n
2
0 e
− ρ2
4t0 + Ξ(x0, t0, 0).
Define the quantity
(5.9) µρ(τ) := τ
4−n
2 e−
ρ2
4τ .
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We note in particular that
µ1
(
τ
ρ2
)
=
(
τ
ρ2
)4−n
2
e−
ρ2
4τ = ρn−4µρ(τ).
The function µ1 is clearly continuous and therefore bounded and also satisfies the following limit
for α ∈ {∞, 0},
lim
τ→αµ1 (τ) = limτ→α τ
4−n
2 e−
1
4τ = 0.
We thus conclude that
(5.10) lim
ρ→∞
(
sup
τ>0
µρ(τ)
)
= lim
ρ→∞ supτ>0
(
ρ4−nµ1
(
τ
ρ2
))
= 0.
Therefore, as a consequence of (2) combined with this above limit, we conclude that for |x0|
sufficiently large we have that Ξ(x0, t0, s) < Ξ(0, 1, 0), as desired.
Proof of (5): We first perform the following manipulation
Ξ(x0, t0, s) = t
2
0
∫
Rn
|F∇s |2G0dV
= t20
∫
B(R)
|F∇s |2G0dV + t20
∫
Rn\B(R)
|F∇s |2G0dV
≤ t
4−n
2
0 (4π)
−n
2
∫
B(R)
|F∇s |2G0dV +Ξ(x0, t0, 0)
≤ CRt
4−n
2
0 (4π)
−n
2 + Ξ(x0, t0, 0).
(5.11)
As a result of this, we also obtain the estimate
sup
t0≥1
Ξ(x0, t0, s) ≤ CR(4π)−
n
2 + λ(∇).
We break into two cases. First, suppose t0 is very large. Combining (5.11) with part (2) we
obtain the claim. The case when t0 is small, in particular t0 ≤ 1, is more difficult. Appealing to
Lemma 3.6 with t˙0 = 1, we have that for some fixed R > 0
∂
∂t0
(Ξ(x0, t0, s)) =
∫
Rn\B(R)
(
t0
(
4− n
2
)
+
|x− x0|2
4
)
|F∇|2G0dV
+
∫
B(R)
(
t0
(
4− n
2
)
+
|x− x0|2
4
)
|F∇s |2G0dV
≥ t0
∫
Rn
(
4− n
2
)
|F∇s |2G0 +
(
4− n
2
)
CRt0.
Arguing similarly to Lemma 5.4, the integral on the left is bounded. Furthermore since t0 ≤ 1
we have that for some C0 ∈ R,
(5.12)
∂
∂t0
(Ξ(x0, t0, s)) ≥ −C0.
Note that C0 is independent of x0, t0, and s subject to the restriction |x0| < R. Using Lemma
5.4 and Step (2), we have that
(5.13) Ξ(0, 1, 0) = λ(∇) > 0.
Choose α > 0 so that 3α < λ(∇), and choose tα = αC0 . For any x ∈ Rn and s ∈ [−ǫ, ǫ], by
Lemma 5.4 there exists some tx,s > 0 such that for all t0 ≤ tx,s we have |Ξ(x, t0, s)| < α.
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On the set B(R+ 1)×[−ǫ, ǫ] we will construct a finite open cover as follows. The cover consists
of balls bi of radius ri > 0 centered at (xi, ti). Each bi has an associated time ti ≤ min{tα, 1}
where
(1) Given (x, s) there exists and index i(x, s) such that (x, s) ∈ bi(x,s).
(2) For each bi the associated ti is such that
Ξ(x, ti, s)|bi < α.
Note that this choice follows from the existence of tx,s and the continuity of Ξ.
Choosing a finite subcover of the bi’s we let t be the minimum of all corresponding ti. Then as a
result of the derivative (5.12) we have that for any triple (x, t0, s) with s ∈ [−ǫ, ǫ], and x ∈ BR,
and t0 ≤ t,
Ξ(x, t0, s) ≤ Ξ(x, ti(x,s), s) + C0
(
ti(x,s) − t0
) ≤ 2α < λ(∇).
Claim (5) follows.
Given claims (1)-(5) we finish the proof by dividing the domain into regions corresponding
to the size of |x0|+ |log t0|. Using (1), when s is sufficiently small there exists some r > 0 such
that Ξ(x0, t0, s) < Ξ(x0, t0, 0) for (x0, t0) within the following region
R1 := {(x0, t0) : |x0|+ | log t0| < r}.
Using (4) and (5) there exists an R > 0 such that Ξ(x0, t0, s) < Ξ(x0, t0, 0) for (x0, t0) in the
following region.
R2 := {(x0, t0) : |x0|+ | log t0| > R}.
Therefore it remains to consider
(5.14) R3 := {(x0, t0) : R > |x0|+ | log t0| > r}.
Given (x0, t0) ∈ R3, we know by (2) that Ξ(x0, t0, 0) < λ(∇), and by (3) that the s derivative
of Ξ is uniformly bounded. So we may choose a δ > 0 such that Ξ restricted to the region
R3 × [−δ, δ] is bounded above by λ(∇). Therefore, (5.6) holds on
⋃3
i=1Ri and as this union
constitutes the entire space-time domain, the result follows. 
6. Gastel shrinkers
In this section we recall Gastel’s construction [4] of SO(n)-shrinking solitons, and compute
their entropies. Let {ζi}ni=1 ⊂ so(n), be the basis given by, for α, β ∈ [1, n] ∩ N,
ζβiα := δ
β
i xα − δiαxβ .
Now let r denote the radius on Rn, and fix some function η : [0,∞)→ R. Consider the SO(n)-
equivariant connections ∇ with coefficient matrices given by
(6.1) Γβiα(x) := −
η(r)
r2
ζβiα(x).
Proposition 6.1. For 5 ≤ n ≤ 9, and
η(r) :=
r2
anr2 + bn
,(6.2)
where
(6.3) an :=
√
n− 2
8
, bn = 3(n − 2)− 1√2(n + 2)(n − 2)
1/2 ≥ 0,
the connection ∇ defined by 6.1 is a shrinking soliton.
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Proof. As computed in [4] §2.1, under the ansatz of (6.1), the Yang-Mills flow reduces to
(6.4) ηt = ηrr + (n− 3)ηr
r
− (n− 2)η(η − 1)(η − 2)
r2
.
With η(r) as in (6.2) and an, bn as in (6.3), we set
η(r, t) = η
(
r√−t
)
.
We now compute various derivatives.
η(r, t) =
r2
anr2 − bnt
ηt(r, t) =
bnr
2t
(anr2 − bnt)2
ηr(r, t) =
−2rbnt
(anr2 − bnt)2 ,
ηrr(r, t) =
(6anbnr
2t+ 2b2nt
2)
(anr2 − bnt)3
(η − 1) = (1− an)r
2 + bnt
(anr2 − bnt) ,
(η − 2) = (1− 2an)r
2 + 2bnt
(anr2 − bnt) .
(6.5)
We plug the identities of (6.5) into (6.4) and obtain
0 =
1
(anr2 − bnt)3
(
6anbnr
2t+ 2b2nt
2 + (n− 3) (−2anbntr2 + 2b2nt2))
+
1
(anr2 − bnt)3
(−(n− 2) ((1− an) (1− 2an) r4 + (3− 4an) bntr2 + 2b2nt2)− anbnr4 + b2ntr2) .
We collect up the coefficients within the numerator of r to various powers. The coefficient of 1
is given by
2b2nt
2 + (n− 3)2b2nt2 − (n− 2)2b2nt2
= (1 + n− 3− n+ 2)2b2t2
= 0.
The coefficient of r2 is given by
6anbnt+ (n − 3) (−2anbnt)− (n− 2) (3− 4an) bnt+ b2nt
= 2anbnt(n+ 2)− 3(n− 2)bnt+ b2nt.
We will compute and then combine portions of the above quantity. First, consider the product
anbn =
(
n− 2
8
)1/2(
3(n − 2) + 1√
2
(n+ 2) (n− 2)1/2
)
=
3√
2
(n− 2)3/2 + 1
4
(n− 2)(n + 2).
Therefore we have
(6.6) 2anbn(n+ 2) =
6√
2
(n+ 2)(n − 2)3/2 − 1
2
(n− 2)(n + 2)2.
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Additionally there is
b2nt =
(
3(n − 2)− 1√
2
(n+ 2)(n − 2)1/2
)2
t
= 9(n − 2)2t− 6√
2
(n+ 2)(n − 2)3/2t+ 1
2
(n+ 2)2(n− 2)t.
(6.7)
Lastly we have
(6.8) − 3(n− 2)bnt = −9(n − 2)2t+ 1
2
(n+ 2)2(n− 2)t.
Combining together we have
(6.9) (6.6) + (6.7) + (6.8) = 0,
as desired. Lastly we consider the coefficient of r4.
−anbn − (n− 2)(1 − an)(1− 2an)
= − 3
2
√
2
(n − 2)3/2 + 1
4
(n− 2)(n + 2)− (n− 2) + 3
2
√
2
(n− 2)3/2 − (n− 2)
4
=
(n− 2)
4
((n + 2)− 4− (n− 2))
= 0.
Thus we conclude that η(r, t) satisfies (6.4) and thus this particular connection is a solution to
Yang-Mills flow. Next we verify that ∇−1(x) is a soliton by verifying the scaling law (2.24) of
Lemma 2.12. Observe that
λΓβiα(λx, λ
2t) = −λη(λr, λ
2t)
λ2r2
ζβiα(λx)
= −λ 1
λ2r2
(
λ2r2
anλ2r2 − λ2bnt
)(
δβi λxα − δiαλxβ
)
= −η(r, t)
r2
ζβiα(x)
= Γβiα(x, t).
We conclude that ∇−1 is a soliton. 
Proposition 6.2. Let ∇n denote the Gastel soliton on Rn. Then the entropy of ∇n is approx-
imately
n λ(∇n)
5 638.121
6 716.109
7 929.899
8 1292.44
9 1865.98
Proof. We note that by Proposition 5.3 it suffices to compute F0,1(∇), which we do numerically.
In the midst of the computation to obtain (6.4) within [4] §2.1, if we set φ = −η
r2
, then
(6.10)
F βjkα =
(
2φ+ r2φ2
) (
δβk δαj − δkαδβj
)
+
(
φr
r
− φ2
)(
δβkxαxj + δjαx
βxk − δkαxβxj − δβj xαxk
)
.
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We compute Fx0,t0 by first considering
|F |2 = −gikgjℓ
(
F βijα
) (
Fαkℓβ
)
= −gikgjℓ
((
2φ+ r2φ2
) (
δβj δαi − δjαδβi
)
+
(
φr
r
− φ2
)(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
))
×
((
2φ+ r2φ2
)
(δαℓ δβk − δℓβδαk ) +
(
φr
r
− φ2
)
(δαℓ xβxk + δkβx
αxℓ − δℓβxαxk − δαk xβxℓ)
)
= −gikgjℓ (2φ+ r2φ2)2 [(δβj δαi − δjαδβi ) (δαℓ δβk − δℓβδαk )]
T1
− gikgjℓ (2φ+ r2φ2)(φr
r
− φ2
)[(
δβj δαi − δjαδβi
)
(δαℓ xβxk + δkβx
αxℓ − δℓβxαxk − δαk xβxℓ)
]
T2
− gikgjℓ
(
φr
r
− φ2
)(
2φ+ r2φ2
) [(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
(δαℓ δβk − δℓβδαk )
]
T3
− gikgjℓ
(
φr
r
− φ2
)2 [
(δαℓ xβxk + δkβx
αxℓ − δℓβxαxk − δαk xβxℓ)
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)]
T4
.
We first expand T1.
T1 =
(
δβj δαiδ
α
ℓ δβk − δβj δαiδℓβδαk − δjαδβi δαℓ δβk + δjαδβi δℓβδαk
)
= (δjkδℓi − δjℓδik − δjℓδik + δjkδiℓ)
= 2 (δjkδℓi − δjℓδik) .
Contracting via multiplication by gikgjℓ yields
gikgjℓT1 = 2
(
δ2jk − δjjδkk
)
= −2n (n− 1) .
Next we expand T2.
T2 = δ
β
j δαi (δ
α
ℓ xβxk + δkβx
αxℓ − δℓβxαxk − δαk xβxℓ)
− δjαδβi (δαℓ xβxk + δkβxαxℓ − δℓβxαxk − δαk xβxℓ)
= δiℓxjxk + δjkxixℓ − δjℓxixk − δikxjxℓ − δjℓxixk − δikxjxℓ + δiℓxjxk + δjkxixℓ
= 2 (δiℓxjxk + δjkxixℓ − δjℓxixk − δikxjxℓ) .
Contracting via multiplication by gikgjℓ yields
gikgjℓT2 = 2
(|x|2 + |x|2 − n|x|2 − n|x|2)
= −4 (n− 1) |x|2.
Expanding T3 we obtain
T3 =
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
δαℓ δβk
−
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
δℓβδ
α
k
=
(
δβj δ
α
ℓ δβkxαxi + δiαδ
α
ℓ δβkx
βxj − δjαδαℓ δβkxβxi − δβi δαℓ δβkxαxj
)
−
(
δβj δℓβδ
α
k xαxi + δiαδℓβδ
α
k x
βxj − δjαδℓβδαk xβxi − δβi δℓβδαk xαxj
)
= 2 (δjkxℓxi + δiℓxkxj − δjℓxkxi − δikxℓxj) .
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Contracting by multiplying gikgjℓ we obtain
gikgjℓT3 = −4 (n− 1) |x|2.
Lastly we expand T4 and obtain
T4 = δ
α
ℓ xβxk
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
+ δkβx
αxℓ
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
− δℓβxαxk
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
− δαk xβxℓ
(
δβj xαxi + δiαx
βxj − δjαxβxi − δβi xαxj
)
=
(
xjxkxℓxi + δiℓxkxj |x|2 − δjℓxkxi|x|2 − xixkxℓxj
)
+
(
δjkxℓxi|x|2 + xixℓxkxj − xjxℓxkxi − δikxℓxj|x|2
)
− (δjℓxkxi|x|2 + xixkxℓxj − xjxkxℓxi − δiℓxkxj|x|2)
− (xjxℓxkxi + δikxℓxj |x|2 − δjkxℓxi|x|2 − xixℓxkxj)
= 2
(
δiℓxkxj|x|2 − δjℓxkxi|x|2 + δjkxℓxi|x|2 − δikxℓxj |x|2
)
.
Contracting indices gikgjℓ we obtain
gikgjℓT4 = −4 (n− 1) |x|4.
Therefore, we conclude that
|F |2 = 2n (n− 1) (2φ+ r2φ2)2 + 8 (n− 1) r2 (2φ+ r2φ2)(φr
r
− φ2
)
+ 4 (n− 1) r4
(
φr
r
− φ2
)2
.
(6.11)
We substitute in φ(r) = −η(r)
r2
. Recall that φr = ∂r
( η
r2
)
= −4(n−1)
r4
(
rηr − 2η − η2
)
. Therefore
we conclude that
|F |2 = 2n(n− 1)
r4
(
2η + η2
)2
+
8(n− 1) (2η + η2)
r4
(
rηr − 2η − η2
)
+
4(n − 1)
r4
(
rηr − 2η − η2
)2
=
2(n − 1)
r4
(
n(4η2 + 4η3 + η4) + 4(2rηηr + rη
2ηr − 4η2 − 4η3 − η4)
)
+
2(n − 1)
r4
(
2(r2η2r − 4rηηr − 2rη2ηr + 4η2 + 4η3 + η4)
)
=
2(n − 1)
r4
(
η2 (4n− 16 + 8) + η3 (4n− 16 + 8) + η4(n− 4 + 2) + (8− 8)rηηr + 2r2η2r + (4− 4)rη2ηr
)
=
2(n − 1)
r4
(
4η2 (n− 2) + 4η3 (n− 2) + η4(n− 2) + 2r2η2r
)
.
Using the definition of η from (6.2) and incorporating the corresponding identities computed in
(6.5) we have
|F |2 = 2(n − 1)
r4(anr2 + bn)4
(
4r4(anr
2 + bn)
2 (n− 2) + 4r6(anr2 + bn) (n− 2) + r8(n− 2) + 8r4b2n
)
=
2(n− 1)(n − 2)
(anr2 + bn)4
(
4(a2nr
4 + anbnr
2 + b2n) + 4(anr
4 + bnr
2) + r8 +
8r4b2n
(n− 2)
)
=
8(n− 1)(n − 2)
(anr2 + bn)4
[
b2n + r
2 (anbn + bn) + r
4
(
a2n + an +
2b2n
(n− 2)
)
+
1
4
r8
]
.
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Using this in the definition of F0,1 and integrating numerically yields the result. 
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