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INTRODUCTION
With the increasing number of earth observation satellites and recent advancement in remote sensing data analysis, there has been a tremendous increase in earth observation applications ranging from environmental monitoring and mapping, climate dynamics up to the disaster monitoring and risk assessment (Khatami et al., 2016) .Remote sensing provides crucial and efficient information about the earth's land cover in local or global scales accurately and temporally hence these information is important for policy and decision makers on many socioeconomic and environmental issues (Townshend, 1992; Kavzoglu, 2009 ).
Due to the rapid population growth and global climate change, the sustainable management of agricultural as well as natural resources are becoming crucial for countries regarding to increasing necessity of food and water (Forkuor et al., 2014; Kim and Yeom, 2015) . Spectral context of remote sensing data offers many unique determiners such as near-infrared band or vegetation indices for the vegetation, forestry and agricultural applications (Kim and Yeom, 2015) . Crop monitoring is one of the common applications of remote sensing as it provides many important input parameters for crop yield estimation. Accurate crop identification is significant for national food policy and sustainable crop production in local scale (Forkuor et al., 2014; Wang et al., 2015) . Therefore the number of earth observation satellites incorporating the sensor sensitive to chlorophyll content of vegetation as well as its related environmental applications have been increasing over the last few years (Omer et al., 2015; Gärtner et al., 2016) . As an such example of recently launched satellite Sentinel-2A (2015) which is a European high resolution and multispectral imaging system offers 13-multispectral bands with spatial resolutions of 10,20 and 60 meters including three different red-edge and one nearinfrared bands as those are particularly useful for agricultural, ecological, and forestry applications (Immitzer et al., 2016) . RapidEye imagery which is high resolution imaging system incorporating red-edge and near-infrared bands sensitive to vegetation context is particularly preferred on this study because the study area is mainly covered the agricultural fields. The contribution of red-edge band over the agricultural areas for the classification as well as on feature extraction have been tested and proved in many studies (Schuster et al., 2012; Adelabu et al., 2014) Pixel-based image classification in which each pixel of the image is assigned to a corresponding class is commonly utilized in remote sensing for data analysis and information extraction. Classification of remotely sensed images is still a challenging issue because several factors such as resolution of the imagery, purity and set size of training data, heterogeneity of land cover classes and characteristics of adopted classifiers have great impact on the accuracy of classified images (Lu and Weng, 2007; Kavzoglu, 2009) . The characteristic and quality of training data have the key importance for classification and hence on its accuracy because of the uncertainty in training stage of supervised learning. Some classifiers such as maximum likelihood classifiers uses the statistics derived from the training data while some others such as support vector machines do not use such statistics (Foody et al., 2006) . Furthermore, the set size of training data is an important issue while classifying the minor classes of interests. In some scenarios where collecting the sample pixels for any particular class could be limited or less than some other classes. These type of training data, is called imbalanced training data where number of training sample of one particular class is smaller than other classes, may result in low accuracy, however, some classifiers could high accuracy (Foody et al., 2006; Waske et al., 2009 ). Classification of imbalanced data set is one of the challenging problems in pattern recognition and remote sensing community. Handling the problem of classification with imbalanced data within remote sensing was investigated in some studies by resampling training data set and multiple classifiers (classifier ensembles) or SVM classification (Trebar and Steele, 2008; Waske et al., 2009; Mohd Pozi et al., 2015) . SVM, is one of the popular machine learning algorithms, is commonly used and still has been explored in remote sensing community by reasons of handling the high dimensionality problem with small training data set and achieving the high classification accuracy (Melgani and Bruzzone, 2004; Foody et al., 2006) . This paper aims to evaluate the how much the classifiers have been influenced with imbalanced training data for mapping the crop types and comparative performance for each classifiers with RapidEye imagery.
STUDY SITE AND DATA COLLECTION
The study area is located in Aydin, a province of southwestern Turkey, where Mediterranean climate is dominant. Ideal climatic conditions as well as soil characteristics provide the fertile lands to the region hence one of the major sources of income over the region is agriculture (Figure 1 ). The study site is dominantly covered by cultivated areas. RapidEye, a commercial earth observation system, is particularly designed for vegetation, forestry and agricultural applications as it incorporates the red-edge band sensitive to chlorophyll content. It provides high resolution five spectral bands from 400 nm to 850 nm. RapidEye imagery (RapidEye Ortho product (Level 3A)) acquired on 23 August 2012 was used to classify nine land cover classes which are corn (first crop, second crop), cotton (well developed, moderate developed, weak developed), soil (wet, moist, dry) and water body. RapidEye Ortho products have five meter spatial resolution but original RapidEye data is 6.5 meter at nadir. Level 3A products are radiometric, sensor and geometrically corrected data by the provider of RapidEye imagery. (BlackBridge, 2013) . Ground truth data was collected by soil scientists through in situ surveys at the acquisition date of imagery. These data is used for both classification process and testing the accuracy of classified images.
METHODOLOGY
Learning stage of supervised classifiers is dominantly dependent on the characteristics of training data and its adaptation with input imagery and implemented classifiers. At this point, training set has key importance because it should be fully representative of the land use/cover classes and welladapted to the classifier. In particular, the distribution of sample pixels plays a significant role on classification performance, especially for parametric classifiers such as maximum likelihood (Lu and Weng, 2007; Kavzoglu, 2009) . To test the influence of balanced and imbalanced training datasets on image classification accuracy, three different supervised classification methods (SVM, ML and ANN) have been implemented for mapping the crop pattern. Two different balanced datasets and one imbalanced dataset have been used in classification stage.
Training Data Design
In practical situations, we might have imbalanced training samples due to the difficulties to obtain ground data. Training stage has significant role on supervised learning of classification algorithms. In this study, three different sets of training samples, of two balanced and one imbalanced, have been created to evaluate the impacts on image classification within three different algorithms. Training Set1 and Set 2 have 70 pixels and 100 pixels for each class, respectively. Set3 has different number of pixels for each class as seen in Table 1 . 
Image Classification
Machine learning algorithms such as support vector machines and artificial neural networks have been widely used and tested many times in remote sensing from optical to radar data for image classification in past decades (Pal et al., 2013) . Relatively newer classification algorithms such as extreme learning machine (ELM) (Pal, 2009) , relevance vector machines (RVMs) (Demir and Erturk, 2007) , incremental import vector machines (I 2 VM) (Roscher et al., 2012) and rotation-based SVM (RoSVM) (Xia et al., 2016) have been introduced into remote sensing community for data classification purposes and tested fewer times compared to common ones. Rather than classification method by itself, input imagery and training set have more significance for obtaining high accuracy as each method is based on supervised learning (Kavzoglu, 2009) .
Maximum Likelihood classification is the most conventional classification method used in remote sensing and based on Baye's theorem. This method takes into consideration mean vector and covariance matrix of sample pixels for a class and calculate the probability of pixel to assign into a particular class. Pixel is labelled to the particular class of highest belonging probability or likelihood (Kavzoglu and Colkesen, 2009; Mather and Koch, 2011) .
Artificial Neural Network classification has been extensively used in remote sensing area as an alternative to the statistical classification methods over the last decades. ANN models try to behave like neural system of human brain and neuron is the fundamental unit of the network. A simple neural network model contains at least three types of layers (input, hidden and output). Backpropagation algorithm which is the most commonly used algorithm is used for supervised learning. Design of the neural network system and optimization of training parameters such as learning rate are quite important on learning stage. (Benediktsson et al. 1990; Kavzoglu and Mather, 2003; Kavzoglu, 2009) Support Vector Machines, a popular and powerful kernel-based classification algorithm, has been extensively and successfully implemented in remote sensing for classification and regression problems. This method aims to define the optimal hyperplane separating two classes with maximum margin width. The underlying reason of SVM's popularity for classification is achieving the high classification accuracy with a small number of training data and able to outperform than other conventional methods such as ANN and ML classification. If it was not possible to separate two classes by linearly, SVM utilizes kernel functions to separate classes in higher dimensional space. Kernel functions need user-defined parameters and choice of suitable kernel type and corresponding parameters have a great impact of the performance of SVM (Melgani and Bruzzone, 2004) . In this study, Radial Basis Function (RBF) as a kernel type was implemented and optimum parameters for RBF kernel have been determined by using grid search method as 0.2 and 300 for kernel width and penalty parameter, respectively. Only basic information for each method is provided here and reader who need further details should refer to Mather and Koch (2011) .
RESULTS AND DISCUSSION
Three different training sets were used for classification of RapidEye imagery and the impact of each training set, two different balanced and one imbalanced, on the performance of classification methods has been evaluated. It is also comparatively assessed on how classification performance was changed by increasing the number of training samples for per class.
Experimental Results
Figure 2 demonstrates the overall classification accuracies of ML method by different training sets (set1, set2 and set3). There is no significant impact on the classification accuracy by different training sets however slightly reduced when the training samples for per class were increased (from set1 to set2). The classification accuracy is slightly increased when imbalanced data was an issue (from 94.38% to 94.69%). SVM is the most determined classification method within classification accuracy on different training sets.
Figure 5. Comparison of methods
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B7, 2016 XXIII ISPRS Congress, 12-19 July 2016 In all cases, SVM outperformed all other methods and received highest classification accuracy of 94.69% of overall accuracy. Moreover in all cases (by utilization of set1, set 2 or set 3), ANN outperformed ML within overall classification accuracy and obtained the 91.56% of overall accuracy at maximum. ANN and ML were negatively affected by use of imbalanced training data in resulting of reduction in classification accuracy by 5% and 3.1% of overall accuracy, respectively, however SVM was not affected significantly and classification accuracy was slightly increased. (Figure 5 ). Individual class accuracies by using of imbalanced training set for each classification method were reported in Table 2 . The highest accuracies for individual class category are given in bold in Table 2 . Most of the crop types were classified more accurately by SVM than ANN and MLC however in some particular classes such as second crop corn and weak developed cotton, MLC and ANN obtained highest classification accuracy, respectively. Moderate developed cotton was classified in 100% accuracy by all methods (Table 2) . SVM is the one single method that can classify the water body with 100% classification accuracy in our experimental study. Even though MLC has the lowest ranking on overall classification accuracy among the methods for training set 3, it classified second crop corn most accurately. 
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CONCLUSIONS
Training data is the one of the significant elements of supervised learning as it may influence the expected results by either negative or positive based upon the characteristics of training data and its adaptation with the learning algorithm. In this study, the impact of the balanced and imbalanced training datasets on three different supervised classification methods (ML, ANN and SVM) was comparatively evaluated and the results were presented. Experimental results suggest that ML and NN classifications were negatively affected by imbalanced training data in resulting a reduction in accuracy while SVM is not affected significantly and slightly improved. Once again SVM is proven to be a very robust, consistent and effective classifier as it can perform very well under balanced and imbalanced training data situations. In practical situations, we might have imbalanced training samples due to difficulties to obtain ground data, thus SVM will also be a very practical classifier. When individual class accuracies were investigated, MLC and ANN obtained highest classification accuracies only in some particular classes such as second crop corn and weak developed cotton, respectively. Furthermore, the results emphasize the critical importance of the design and selection of training data into learning stage of supervised classifiers. For future work, other types of machine learning algorithms (RoSVM, Random Forest, Decision Tree, etc.) with balanced/imbalanced training data will be investigated on SAR and optical sensors. 
