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Abstract
We study the equivalence problem of submanifolds with respect to a
transitive pseudogroup action. The corresponding differential invariants
are determined via formal theory and lead to the notions of l-variants and
l-covariants, even in the case of non-integrable pseudogroup. Their calcu-
lation is based on the cohomological machinery: We introduce a complex
for covariants, define their cohomology and prove the finiteness theorem.
This implies the well-known Lie-Tresse theorem about differential invari-
ants. We also generalize this theorem to the case of pseudogroup action
on differential equations. 1
Introduction
Transformation groups were introduced by S. Lie [Li1] in his study of invari-
ants of differential equations. More formal and general notion of pseudogroup
was developed by E.Cartan [C1]. These infinite groups of Lie and Cartan (see
also [H, Tr1, V]) play nowadays a central role in geometry and analysis.
A pseudogroup G ⊂ Diff loc(M) acting on a manifold M consists of a collec-
tion of local diffeomorphisms ϕ, each bearing own domain of definition dom(ϕ)
and range im(ϕ), that satisfies the following properties:
1. idM ∈ G and dom(idM ) = im(idM ) =M ,
2. If ϕ, ψ ∈ G, then ϕ ◦ ψ ∈ G whenever dom(ϕ) ⊂ im(ψ),
3. If ϕ ∈ G, then ϕ−1 ∈ G and dom(ϕ−1) = im(ϕ),
4. ϕ ∈ G iff for every open subset U ∈ dom(ϕ) the restriction ϕ|U ∈ G,
1MSC numbers: 53A55, 58H10; 35A30, 58A20. Keywords: pseudogroup, differential in-
variants, Tresse derivative, equivalence, Lie equation, Spencer cohomology.
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5. The pseudogroup is of order l if this is the minimal number such that ϕ ∈ G
whenever for each point a ∈ dom(ϕ) the l-jet is admissible: [ϕ]la ∈ G
l.
The latter property means that a pseudogroup is defined by differential equa-
tions of maximal order l and will be explained below. It uses the infinitesimal
language. In fact, for most infinite pseudogroups the only comprehensive way
to introduce the notion of continuity is via the prolongation technique.
A transformation ϕ ∈ G defines a map (l-th prolongation) of the space of
jets of codimension r submanifolds ϕ(l) : J
l
r(M) → J
l
r(M), which obeys the
following property:
(ϕ ◦ ψ−1)(l) = ϕ(l) ◦ ψ
−1
(l) .
This property is fundamental and being coupled with the formal theory of differ-
ential equations leads to a deep understanding of pseudogroups, cf. [E, Lib, SS].
In this paper we develop a more general notion of infinitesimal pseudogroup.
First of all, we don’t require a pseudogroup to be integrable, and so consider an
l-pseudogroup as a transformation group in finite jets. Even such finite order
pseudogroups are important in producing invariants for differential equations
and curvatures for geometric structures.
Next, we consider pseudogroups acting on differential equations and this re-
lates the theory with the original approach of S. Lie, which is now called the
theory of symmetries and is extensively used in explicit integration of differen-
tial equation. Using this technique the known invariant differential operators,
connections etc can be obtained.
Finally we do no require that pseudogroups act effectively. In our approach
the stationary sub-pseudogroups appear naturally. This is convenient for appli-
cations, since we can consider then general representations.
Formal integrability criterion for infinitesimal pseudogroups is based on the
well-developed algebraic machinery, described in the paper. The passage from
formal integrability to the local one is not automatic and is generically wrong.
However the former implies the latter in the following cases:
- Finite type pseudogroups (the symbol gk ≡ 0 for big k). This condition
implies that the integrated pseudogroup is finite-dimensional (Lie group).
- Analytic pseudogroups. It is a consequence of Cartan-Ka¨hler theorem,
which holds for general differential equations [M, KLV].
- Elliptic pseudogroups of analytic type, see [S, M].
- Transitive flat pseudogroups, see [BM, P].
Only in special cases the global integrability (or equivalence) problem can be
handled, see [S, GS2, Ta].
Like the classical invariant theory, the theory of invariants of pseudogroup
actions exists. For Lie pseudogroups this is the well-known differential invariants
theory. Generally the number of these differential invariants is infinite (the
opposite case is of much importance, was discussed in our preceding paper
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[KL2] and will be reviewed and continued here). But the whole algebra can
be finitely generated (under certain regularity assumptions). This can be done
via Lie approach with a finite number of invariant differentiations generating all
invariants from a finite number of them ([Li3, Li4])) or with Tresse method of
differentiating some invariants by the others ([Tr1]).
In this paper we address the question of calculation of the differential invari-
ants and estimation of their number. We develop the theory of pseudogroups
actions on submanifolds, which are subject to certain differential relations. In
other words, we consider the action of a pseudogroup on a system of differential
equations, which we naturally identify with a submanifold in the space of jets.
On the level of finite jets we are lead to what we call l-covariants. Their cal-
culus is governed by certain cohomology theory similar to the formal Spencer
cohomology. We exploit this in relation to the problem of equivalence of sub-
manifolds under the action.
Our approach gives the finiteness theorem for the cohomology of covariants
and this in turn implies Lie ([Li2, Li5]) and Tresse ([Tr1]) theorems (proved
by Kumpera [Kum], see also modifications in [Ov, Ol, MMR]) and their gen-
eralization for the action of pseudogroups on differential equations (note that
in Kumpera’s approach the pseudogroup is integrable and he considers the in-
tegrated sheaf of vector fields, while we start with general pseudogroup and
calculate precisely how many invariants we need on each jet level).
Lie pseudogroups consist of pseudo-automorphisms of geometric structures.
We provide a series of calculations for them. An important class form the
symmetries of differential equations, realized as transformations preserving the
Cartan distribution on the equation. They are very useful for integration of the
given equation.
1. Pseudogroups and equivalence
In this section we discuss the general introduction of pseudogroups, develop-
ing the ideas of [GS2, Kur, S, Ta]. This approach was proposed in [KL2].
1.1. Formal pseudogroups
Let M be a smooth manifold and J lr(M) be the corresponding jet space. Its
points al are the l-jets [N ]
l
a of submanifolds N ⊂M of codimension r at a ∈ N .
Denote the natural projections by ρi,j : J
i
r(M)→ J
j
r (M), i ≥ j. It j ≥ 1 the
fibers bear a canonical affine structure ([KLV, Ly]), associated with the vector
structure, described below. It is sufficient to specify it for F(al−1) = ρ
−1
l,l−1(al−1).
Denote ta = TaN = [N ]
1
a and va = TaM/TaN . Let al ∈ J
l
r(M), al−1 =
ρl,l−1(al). Then TalF(al−1) ≃ S
lt∗a ⊗ va and we get the exact sequence:
0→ Slt∗a ⊗ va → TalJ
l
r(M)
(ρl,l−1)∗
−→ Tal−1J
l−1
r (M)→ 0.
For a vector bundle ρ : E → B of rank r, the corresponding space of jets of
sections J lρ is an open subset in J lr(E). In particular, we realize the jet space
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for maps J l(N,M). Denote by Dl(M) ⊂ J l(M,M) the open dense subset, con-
sisting of the l-jets of local diffeomorphisms. Being equipped with the partially
defined composition operation, it is an example of finite order pseudogroup.
To define this notion in general, recall some basic facts from the geometric
theory of differential equations, see [KLV, Ly, Gu] and Appendix A for details.
The prolongation of differential equation E ⊂ J lr(M) is defined as
E(1) = {al+1 = [N ]
l+1
a | for N ⊂M if codimension r the jet-extension
jl(N) ⊂ J
l
r(M) is tangent to E at al} ⊂ J
l+1
r (M).
This can be equivalently written as E(1) = {al+1 |L(al+1) ⊂ TalE}, where for
al+1 = [N ]
l+1
a we set: L(al+1) = Taljl(N), al = ρl+1,l(al+1).
The other prolongations are defined inductively: E(i) = (E(i−1))(1).
Definition 1. An l-pseudogroup is a collection of (non-empty) subbundles Gj ⊂
Dj(M), 0 < j ≤ l, such that the following properties are satisfied:
1. If ϕj , ψj ∈ G
j, then ϕj ◦ ψ
−1
j ∈ G
j whenever defined,
2. The map ρj,j−1 : G
j → Gj−1 is a bundle for every j ≤ l.
As usual in the differential equations theory we assume G0 = D0(M) =M×M ,
which is equivalent to transitivity of the pseudogroup action.
An l-pseudogroup is called l-integrable if Gj ⊂ (Gj−1)(1) for all 0 < j ≤ l.
Note that assumption 1 implies that idjM ∈ G
j and ϕj ∈ G
j ⇒ ϕ−1j ∈ G
j .
Pseudogroups G = {Gj}lj=1 defined by this approach can be studied for
integrability by the standard prolongation-projection method, see [GS1, GS2,
Kur, KLV, S, Ta] and Appendix A.
Denote Gja,b = {ϕj ∈ G
j |ϕ0(a) = b}, G
j
a = G
j
a,a – the subgroup of G
j and
Gja = Ker[ρj,j−1 : G
j
a → G
j−1
a ] – its (normal) subgroup, which is abelian for
j > 1 and for j = 1: G1a = G
1
a ⊂ Gl(TaM).
Definition 2. Let ϕj ∈ G
j be a point and ρj,0(ϕj) = (a, b) ∈ M ×M . The
symbol of the pseudogroup G is given by:
gj(ϕj) = Ker
[
(ρj,j−1)∗ : TϕjG
j → Tϕj−1G
j−1
]
.
It can be viewed as a subspace gj(ϕj) ⊂ S
j(T ∗aM)⊗TbM
1⊗ϕ−1
1
≃ Sj(T ∗aM)⊗TaM ,
and in the last form is identified with the Lie algebra gja of the Lie group G
j
a.
An l-pseudogroup G is called formally integrable if it is l-integrable, for
every j > l the prolongation Gj = (Gl)(j−l) exists, are j-pseudogroups and the
projections ρj,j−1 : G
j → Gj−1 are vector bundles.
Similar to the differential equations theory ([Go, Gu, S]), a criterion of formal
integrability can be formulated in terms of the Spencer δ-complex:
0→ gla
δ
→ gl−1a ⊗ T
∗
aM
δ
→ · · ·
δ
→ gl−ja ⊗ Λ
jT ∗aM
δ
→ . . . (1)
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Its bi-graded cohomology groups are denoted byH l−j,j(G) orH l−j,j(g). Poincare´
δ-lemma states that dimH∗,∗(G) < ∞, so that all cohomology groups Hi,j(g)
eventually vanish. But some groups are non-zero.
The obstructions to formal integrability of the l-pseudogroup G, considered
as a differential equation, are some elements Wj(G) ∈ H
j−1,2(G), called Weyl
tensors (or curvatures), defined via the jet-spaces geometry. We do not need
their precise form here and so refer for the definition to [Ly].
Theorem 1. Let G be an l-pseudogroup. Suppose the symbols gj over Gl form
a vector bundle and all the Weyl tensors Wj vanish identically for all j ≥ l.
Then the pseudogroup is formally integrable.
Proof. The hypotheses imply integrability of G as a differential equation,
see [Ly]. We need to check that the obtained system {Gj}∞j=0 is a pseudogroup,
i.e. to check all the requirements of definition 1.
Let Gj+1 = (Gj)(1). Obviously, the unit is in Gj+1. Let ϕj+1 ∈ G
j+1
a,b ,
ψj+1 ∈ G
j+1
b,c and χj+1 = ψj+1 ◦ϕj+1. We need to show that χj+1 ∈ G
j+1. This
is equivalent to L(χj+1) ⊂ TχjG
j .
To prove the inclusion consider the multiplication operator mj : G
j ×Gj →
Gj . It has the differential:
TψjG
j ⊕ TϕjG
j dmj−→ TχjG
j .
The two summands on the left contain the subspaces L(ψj+1) and L(ϕj+1)
respectively. But
L(ψj+1)⊕ L(ϕj+1)
dmj
−→ L(ψj+1ϕj+1)
for any ϕj+1, ψj+1 ∈ D
j+1(M) such that the composition is defined. Moreover
the multiplication operator with one fixed argument is invertible. So the above
arguments yield that ϕj+1 ∈ G
j+1 implies ϕ−1j+1 ∈ G
j+1. The claim follows. 
An l-pseudogroup G is called q-acyclic if Hi,j(G) = 0 for i ≥ l, 0 ≤ j ≤
q. An ∞-acyclic pseudogroup is called involutive. For such pseudogroups G
investigation of formal integrability involves only one obstruction Wl(G).
If a pseudogroup G is formally integrable we obtain its infinite prolongation
G∞ = limproj(G
l, ρl,l−1),
which is called infinitesimal or formal pseudogroup. If there is local integra-
bility (smooth or analytic), as described in the introduction, we refer to the
pseudogroup as to integrable.
Lie pseudogroups are characterized by the property that they can be restored
from the corresponding equation on jets of vector fields, precisely in the way the
Lie groups and algebras are related, see [KS]. The corresponding Lie equations
for such pseudogroups are always linear.
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Example 1. The group of complex fractional-linear transformations of S2 =
CP 1 (or real transformations of S1 = RP 1) is an integrable pseudogroup of
finite type and order 3. In fact its Lie algebra is represented as the algebra of
quadratic-polynomial vector fields on the line: g = {ξ = (c0 + c1z + c2z
2)∂z}.
Example 2. Consider the pseudogroup of local plane transformations
(q, p) 7→ (F (q), p/F ′(q)).
This is a Lie pseudogroup of infinite type and order 1. Indeed, it consists of
transformations from T ∗R1 ≃ R2(q, p) preserving the Liouville form p dq. The
generating field has the form ξ = f(q)∂q − f
′(q)p ∂p. If we vary F (q) in a finite-
dimensional subgroup of Diff(R1), the pseudogroup becomes of finite type.
Example 3. Let E be a geometric structure ([Gu, Ly]) and G be its Lie pseu-
dogroup of the jets-automorphisms. If the structure E is integrable (flat), the
pseudogroup is integrable as well. It can be of finite or infinite type depending
on the geometric structure ([Ko]). It has the same order as the structure E .
When the geometric structure is non-integrable, the order of the pseudogroup
G can increase and it can readily be non-integrable (formally or locally).
One of the most important Lie pseudogroups consist of Lie transformations
on the jet-space M = Jkπ of some bundle π : Eπ → B ([KLV]). It has order 1
and infinite type. We will discuss this example in detail in §4 and Appendix B.
1.2. Pseudogroup action
A pseudogroup G is represented by the action on local submanifolds N ⊂M
of codimension r. A formal pseudogroup acts on the space J lr(M).
The equivalence problem is to realize when a submanifold N1 ⊂ M can be
transformed to a submanifold N2 ⊂ M by a map ϕ ∈ G. For formal pseu-
dogroups we consider the infinitesimal problem for l-jets and l-pseudogroups:
Definition 3. We say that l-jets of two submanifolds N1 and N2 at the points
a, b ∈M are G-equivalent if ϕl[N1]
l
a = [N2]
l
b for some ϕl ∈ G
l
a,b.
For transitive pseudogroups the equivalence problem reduces to the case a =
b. We assume this and begin subsequently equalizing the jets of submanifolds.
The pseudogroup Dl(M) and hence Gl act on the space J lr(M) by the for-
mula ϕ(l) : [N ]
l
a 7→ [ϕ(N)]
l
ϕ(a). These actions obey the relation: ρl,s ◦ ϕ(l) =
ϕ(s) ◦ ρl,s.
Consequently, the group Gla acts on F(al−1). For l = 1 this action is gener-
ated by the linear collineations in the Grassmannians. The action is affine for
l > 1:
f 7→ λ(θ) + f, f ∈ TalF(al−1).
Here λ is the induced linear representation of the Lie algebra gla, which is nat-
urally the restriction-factorization map:
λ : SlT ∗aM ⊗ TaM → TakF(al−1), θ 7→ θ¯ ∈ S
lt∗a ⊗ va. (2)
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Thus the stabilizer of an element al ∈ F(al−1) equals H
l
a = G
l
a ∩ St
l
a in the
case of the Lie group, or
hla = g
l
a ∩ St
l
a
for the Lie algebra, where
Stla = (Ann ta) ◦sym S
l−1T ∗aM ⊗ TaM + S
lT ∗aM ⊗ ta.
In particular, since the symbol of Dl(M) acts transitively, we get:
SlT ∗aM ⊗ TaM/ St
l
a ≃ S
lt∗a ⊗ va. (3)
Remark 1. The group Gla for l > 1 is abelian, which reflect the affine property
of the action, and so we can work only with Lie algebras. In the case of 1-jets
one should operate with the Lie groups.
Now we specify our equivalence problem by a G-invariant differential equa-
tion N ⊂ J lr(M) on submanifolds N ⊂ M of codimension r. The symbol of
this equation hla ⊂ S
lt∗a ⊗ va is a ρl,l−1-vertical subspace of TalN. Since the
pseudogroup G acts on N, we obtain the following exact sequence:
0→ hla →֒ g
l
a
λ
−→ hla
̟
−→ Ola → 0. (4)
Definition 4. The quotient Ola = h
l
a/λ(g
l
a) is called the space of l-covariants
of the pseudogroup G action. The dual (Ola)
∗ is named the space of l-variants.
Our study of formal equivalence of submanifolds under the G-action is in-
ductive and based on the following observation:
Proposition 2. Let [N1]
l−1
a = [N2]
l−1
a ∈ ρl,l−1(N) and l > 1. The l-jets of
submanifolds N1 and N2 from N at a point a ∈ M are G-equivalent if and
only if they belong to the same gla-orbit on h
l
a, which are are affine subspaces of
codimension equal dimOla = dim h
l
a−dim
(
gla/h
l
a
)
. In other words, this happens
iff they have the same l-variants: ̟([N2]
l
a − [N1]
l
a) = 0. 
The requirement l > 1 is related to remark 1. For l = 1 there is difference
between symbolic Lie groups and algebras: In the first case one gets orbits in the
Grassmannian J1r (M) = Grr(TaM), while in the latter one gets affine subspaces
in its tangent space at a1. Thus 1-jets require a separate treatment.
1.3. Differential invariants and Tresse derivatives
Let Ik be the algebra of order k differential invariants of the pseudogroup G
action on Nk (the equation consists of pieces of different orders, see Appendix
A.1), i.e. functions constant on the Gk-orbits in Nk. Denote by I the algebra
of all differential invariants. It is filtered by the subalgebras Ik via the nat-
ural inclusion ρ∗k+1,k : Ik → Ik+1 if the pseudogroup G is integrable. If the
pseudogroup is not integrable, we can still consider its finite piece to order l.
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Sophus Lie proposed to produce new differential invariants via invariant dif-
ferentiations∇. He suggested a theorem that a finite number of them∇1, . . . ,∇n
is enough to produce the whole algebra I from some Ik.
An important case of invariant differentiations ∇i : Ik → Ik+1 constitute
derivatives a la Tresse, which we now introduce.
Suppose we have n = dimN = dimM − r differential invariants f1, . . . , fn
on Nk. Provided πk+1,k(Nk+1) = Nk we define the differential operator
∂ˆi : C
∞(Nk)→ Ω
1(N′k+1),
where N′k+1 is the open set of points ak+1 ∈ Nk+1 with
df1 ∧ . . . ∧ dfn|L(ak+1) 6= 0. (5)
We require that {fi}
n
i=1 are such that N
′
k+1 is dense in Nk+1. For the trivial
equation Nk+1 = J
k+1
r (M) this is always the case. But if the equation N is
proper, this is a requirement of ”general position” for it. Given condition (5)
we write:
df |L(ak+1) =
n∑
i=1
∂ˆi(f)(ak+1) dfi|L(ak+1),
which defines the function ∂ˆi(f) uniquely at all the points ak+1 ∈ N
′
k+1. This
yields an invariant differentiation ∂ˆi = ∂ˆ/∂ˆfi : Ik → Ik+1. The expressions
∂ˆi(f) = ∂ˆf/∂ˆfi are called Tresse derivatives of f with respect to fi.
The above construction can be presented more effectively in a local chart
Jkπ ⊂ Jkr (M) (for this and the following notions we refer to Appendix A).
Given a local submanifold N ⊂ M we can find a transversal foliation of its
neighborhood and locally identify it with a bundle π overN . Then we can define
Tresse derivative via the horizontal differential dˆ : C∞(Jkπ)→ Ω1(Jk+1π).
In coordinate language given 1-jet a1 = [N ]
1
a we choose local coordinates
(xi, uj) onM , with ∂xi being tangent to N at a and ∂uj being transversal. Then
dˆf =
∑
Di(f)dx
i, where Di is the operator of total derivative with respect to
coordinate xi.
In these terms condition (5) re-writes as:
dˆf1 ∧ . . . ∧ dˆfn 6= 0.
(in an open set U – a phrase we’ll be omitting later on), i.e. the Jacobian
‖Di(fj)‖ is non-degenerate. Then for any other f ∈ I we have:
dˆf =
∑
i
∂ˆi(f) dˆfi. (6)
Thus
dˆ =
∑
dxi ⊗Dxi =
∑
dˆfi ⊗ ∂ˆ/∂ˆfi,
which yields the expression of Tresse derivatives:
∂ˆi
def
= ∂ˆ/∂ˆfi =
∑
j
(
Dxa(fb)
)−1
ij
Dxj , (7)
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where
(
Dxa(fb)
)
is the Jacobian matrix in total derivatives. This formula can
be interpreted as a ”change of variables”.
Informally speaking, fi are considered as base (horizontal) coordinates on
the equation N. They are classically called differential parameters and in terms
of them ∂ˆi are total derivatives. Then formula (6) has the standard sense.
This idea was realized by S. Lie for vertical actions. This means that the
pseudogroup G is represented in the equation N ⊂ J lπ in such a way that
every orbits in Nk belongs to a πk-fiber. The base functions x
1, . . . , xn (for
instance, local coordinates) are differential invariants. The corresponding Tresse
derivative ∂ˆi coincides with the operator of total derivative Di with respect to
coordinate xi.
Lie and his students believed this can fully extend to the general pseudogroup
actions and Tresse seems to be the first who realized this.
1.4. Covariants and equivalence
We will present now an infinitesimal analog of the construction of differen-
tial invariants. Fix a point al ∈ J
l
r(M) and define the increasing filtration of
T ∗alJ
l
r(M) by
Θk(al) = {dalf | f ∈ Ik} ⊂ T
∗
al
J lr(M), k = 0, . . . , l.
Note that Θl is the 1st order equation defining G
l-differential invariants on
J lr(M) at regular points. Near singular orbits the differential invariants have
bad behavior, and there we define the filtration as follows (the definitions at
regular points coincide):
Θk(al) = π
∗
l,k AnnTak(G
k · ak).
Proposition 3. For 0 < k ≤ l: Oka = (Θk/Θk−1)
∗.
Proof. In fact, Oka = Tak(πk,k−1)
−1
∗ (G
k−1 ·ak−1)/Tak(G
k ·ak) and the claim
follows. 
Since (Oka)
∗ ⊂ Skta ⊗ v
∗
a, we have the natural map
δ∗ : (Oka)
∗ ⊗ t→ (Ok+1a )
∗, (8)
which can be viewed as the symbol of invariant differentiation at regular points.
In order to prove surjectivity of this map for large k, we will investigate the
dual map and prove its eventual injectivity, see §2.3.
If we have n independent differential invariants of order k, then dimOk ≥ n.
In this case we can treat map (8) as an infinitesimal version of Tresse derivative.
This will provide a finite set of generators for differential invariants, §2.4.
Thus we get a solution to the formal equivalence problem by the following
inductive procedure. We start with a pseudogroup G and N = J lr(M). Let
the first nontrivial space of l-covariants be Ol. Fix l-variants from (Ola)
∗ = Θl,
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i.e. fix order l differential invariants. If they are compatible as differential
operators (otherwise we need to add compatibility conditions), this yields a
smaller equation N ⊂ J lr(M) on submanifolds N and we continue (in fact, the
procedure is more complicated: If the invariants are not constants, we take some
of them as ”coordinates”, express the others via them and fix the corresponding
functions-relations). At regular points the procedure stops in a finite number
of steps by the Cartan-Kuranishi prolongation theorem.
An important case is an eventual absence of l-variants.
Definition 5. (i) A pseudogroup G is said to act l-transitively near al ∈ N, if
for any other jet bl ∈ N, close to al, there exists an element ϕl ∈ G
l
a,b such that
ϕl(al) = bl. In other words, the orbit G
l · al is open.
(ii) An action of a pseudogroup G is said to be l-transversal near al, if the above
holds whenever al−1 = bl−1. In other words, G
l
a acts transitively on F(al−1).
To explain the word ”transversality”, consider the map λ : θ 7→ θ¯ from (2).
The space λ−1(hla) ⊂ S
lT ∗aM ⊗ TaM contains two subspaces St
l
a and g
l
a.
Let l > 1. The following statement follows from (3), (4) and definitions:
Proposition 4. l-transversality of G on N is equivalent to any of the conditions:
• Stla is transversal to g
l
a in λ
−1(hla) : St
l
a+g
l
a = λ
−1(hla).
• There are no l-covariants: Ola = 0. 
l-transversality is an inductive step to get l-transitivity. Namely, we have:
Theorem 5. Let G1 ·a1 be open and G acts j-transversally near aj for 1 < j ≤ l.
Then G acts l-transitively near al. 
Definition 6. We will call an action of G formally transitive if it is l-transitive
near a generic point of N for every l. If it is l-transversal for all l starting from
some l0, we will call such an action eventually transitive. This basically means
that the number of differential invariants is finite.
2. Homological methods
In this section we develop a technique to formally handle differential invari-
ants and prove the finiteness theorem.
2.1. Cohomology of covariants
Consider a pseudogroup G of order k. Denote
hl−s,sa = g
l−s
a ⊗ (Ann ta ∧ Λ
s−1T ∗aM) + h
l−s
a ⊗ Λ
sT ∗aM
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and let ̺ : T ∗aM → t
∗
a be the restriction map. Consider the following commu-
tative diagram, where the horizontal arrows are induced δ-differentials and the
vertical ones are obvious from exact four-sequence (4).
0 0 0y
y
y
0−−−−→ hla
δ
−−−−→ hl−1,1a
δ
−−−−→ hl−2,2a
δ
−−−−→ . . .y
y
y
0−−−−→ gla
δ
−−−−→ gl−1a ⊗ T
∗
aM
δ
−−−−→ gl−2a ⊗ Λ
2T ∗aM
δ
−−−−→ . . .
λ
y λ⊗̺
y λ⊗∧2̺
y
0−−−−→ hla
δ
−−−−→ hl−1a ⊗ t
∗
a
δ
−−−−→ hl−2a ⊗ Λ
2t∗a
δ
−−−−→ . . .y
y
y
0−−−−→ Ola
δ
−−−−→ Ol−1a ⊗ t
∗
a
δ
−−−−→ Ol−2a ⊗ Λ
2t∗a
δ
−−−−→ . . .y
y
y
0 0 0
Denote the cohomology of the first line at the term hl−s,s by H l−s,s(h, g) and
the cohomology of the forth line at the term Ol−s ⊗ Λst∗ by H l−s,s(O). These
latter will be called the cohomology of covariants (in principle, they depend on
the point of equation N, but we will not indicate this).
The following statement is obtained by the usual diagram chase.
Proposition 6. Suppose H l−s−1,s+1(g) = H l−s−2,s+2(g) = 0 and H l−s,s(h) =
H l−s−1,s+1(h) = 0. Then H l−s,s(O) ≃ H l−s−2,s+2(h, g). 
Corollary 7. Let an order k pseudogroup G act on submanifolds N ⊂ M of
fixed codimension r, more precisely on Jkr (M). Let G be (q + 2)-acyclic and
l > k + 1. Then H l−s,s(O) ≃ H l−s−2,s+2(h, g) for all s ≤ min(l − k − 2, q). In
particular, if G is involutive, then the equality holds for all s ≤ l − k − 2. 
Corollary 8. Consider a (q+2)-acyclic pseudogroup G of order k acting on an
equation N ⊂ Jmr (M), which is (p + 1)-acyclic. Let l > max(k + 1,m). Then
H l−s,s(O) ≃ H l−s−2,s+2(h, g) for s ≤ min(l − k − 2, l−m− 1, p, q). 
Corollary 9. Suppose that: 1) Ol−1a = 0; 2) h
l
a = (h
l−1
a )
(1), gla = (g
l−1
a )
(1); 3)
H l−2,2(ga) = 0. Then O
l
a = H
l−2,2(ha, ga). 
Thus we obtain a method to calculate recursively the space of covariants
Ola if we know the cohomology groups H
∗,∗(h, g). This leads to the inductive
approach of §1.4 to the equivalence problem. Due to proposition 6:
H l,0(h, g) = 0, H l,1(h, g) = 0 for l ≥ k.
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Let us calculate the groups H l,s(h, g) for s > 1. We do it at first with an
additional assumption of non-characteristisity.
Theorem 10. Let G be q-acyclic and let c = min(l−k, q). Denote by H l−s,s(h)
the cohomology group of the complex
0→ hla → h
l−1
a ⊗ t
∗
a → h
l−2
a ⊗ Λ
2t∗a → . . . (9)
at the term hl−sa ⊗ Λ
st∗a.
Suppose that the subspace ta ⊂ TaM is strongly non-characteristic for ga
[KL3], i.e. Ann(ta) ◦ S
k−1T ∗aM ⊗ TaM ∩ ga = 0. Then for 0 ≤ s < c we have:
H l,s(h, g) = H l,s(h).
Proof. Consider the following commutative diagram of vertical exact three-
sequences, where δ′ is the induced differential:
0 0 0y
y
y
0 −−−−→ 0 −−−−→ gl−1a ⊗Ann ta
δ
−−−−→ gl−2a ⊗ Ann ta ∧ T
∗
aM
δ
−−−−→ . . .y
y
y
0 −−−−→ gla
δ
−−−−→ gl−1a ⊗ T
∗
aM
δ
−−−−→ gl−2a ⊗ Λ
2T ∗aM
δ
−−−−→ . . .y
y
y
0 −−−−→ gla
δ′
−−−−→ gl−1a ⊗ t
∗
a
δ′
−−−−→ gl−2a ⊗ Λ
2t∗a
δ′
−−−−→ . . .y
y
y
0 0 0
The middle line is c-acyclic. If ta is strongly non-characteristic, we have the
same property for the bottom line [KL3]. Let Hi,j(g ⊗ Ann t; δ) denote the
cohomology of the first complex at the term gia ⊗Ann ta ∧ Λ
jT ∗aM . A diagram
chase gives: Hi−1,j(g⊗Ann t; δ) ≃ Hi,j(g, δ′) = 0 for i > k, 0 ≤ j < c.
Consider the following commutative diagram with vertical three-sequences
being exact. Note that if the subspace ta is strongly non-characteristic, we
can consider hla ⊂ S
lt∗a ⊗ ta, so that the bottom complex is the usual Spencer
12
δ-complex on ta.
0 0 0y
y
y
0 −−−−→ 0 −−−−→ gl−1a ⊗Ann ta
δ
−−−−→ gl−2a ⊗Ann ta ∧ T
∗
aM
δ
−−−−→ . . .y
y
y
0 −−−−→ hla
δ
−−−−→ hl−1,1a
δ
−−−−→ hl−2,2a
δ
−−−−→ . . .y
y
y
0 −−−−→ hla
δ′
−−−−→ hl−1a ⊗ t
∗
a
δ′
−−−−→ hl−2a ⊗ Λ
2t∗a
δ′
−−−−→ . . .y
y
y
0 0 0
Since the first horizontal complex is c-acyclic, the middle and the bottom
complexes have the same cohomology in the first c terms. 
In the Spencer complex on ta all δ-cohomology groups eventually vanish
(Poincare´ δ-lemma [S, KLV]). In non-characteristic case for a big number i
(actually such big that the equation G on TM and its restriction to t as well as
the equation N on t become involutive) we have: Hi,j(O) = 0 .
Thus if the pseudogroup does not have all subspaces of given codimension
r weakly characteristic [KL3], then we have the following finiteness theorem:
Cohomology of covariants eventually vanish (on an open dense subset of the
equation N). We will prove in §2.3 that this is a general fact.
Note however that with the approach of this section we calculated the co-
homology of covariants, which is an important invariant of pseudogroup action:
Corollary 11. Suppose that assumptions of Proposition 6 and Theorem 10 hold.
Then H l−s,s(O) ≃ H l−s−2,s+2(h) for 0 ≤ s < c. 
2.2. Criterion of transversality
By Corollary 9 a very important cohomology group of h is H l,2(h).
Theorem 12. Let a pseudogroup G be 2-acyclic: H l,2(G) = 0, l ≥ k. Suppose
that for some number l0 > k the submanifold N at a point a is l0-transversal
with respect to the pseudogroup G action. Assume also that H l,2(h) = 0 and
H l,1(g, δ′) = 0 for l > l0. Then N is l-transversal for all l > l0 at a.
Proof. Indeed, from the first diagram of the proof of Theorem 10 we get:
H l−1,1(g⊗Ann t; δ) ≃ H l,1(g, δ′) = 0.
From the second diagram of the same proof we obtain that since H l−1,1(g⊗
Ann t; δ) = 0 the map of cohomologyH l−2,2(h; g)→ H l−2,2(h) is injective. Thus
by assumptions and corollary 9: Ola ≃ H
l−2,2(ha; ga) = 0 for all l ≤ l0. 
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Corollary 13. With the assumptions of Theorem 12 the pseudogroup action
is eventually transitive. If we assume in addition that N is l-transversal with
respect to the pseudogroup G action for all l < l0 and that the orbit G
1 · a1 is
open, then the action of G is formally transitive around a. 
Note that in the theorem we don’t require ta to be strongly non-characteristic.
This means that zero cohomology of the bottom complexes from diagrams in
Theorem 10 can be non-vanishing even for large l.
However often the other cohomology groups vanish in stable range (big l).
This is related to the following fact:
Proposition 14. Let the pseudogroup G be 2-acyclic from some level l0. Sup-
pose that H l,1(ga, δ
′) = 0 for l ≥ l0. Then H
l,1(ha) = 0.
Proof. From the first diagram of Theorem 10 we get the isomorphism
H l−1,1(g⊗Ann t; δ) ≃ H l,1(g; δ′) = 0.
From the second diagram since H l−1,1(g⊗ Ann t; δ) = 0 we obtain that the
map of cohomology H l,1(h; g) → H l,1(h) is surjective. The claim follows from
the fact that H l,1(h; g) = 0. 
This means that the complex (9) is natural in the following sense:
hl = {θ ∈ gl | ∂v(θ) ∈ h
l−1 ∀v ∈ ta}.
Notice that there exists an important necessary condition for eventual (and
hence formal) transitivity of the pseudogroup action. This is a purely dimen-
sional obstruction to transversality.
Namely, by proposition 4 l-transversality condition imposes the following
inequality on the symbol hla of the equation N:
dim gla ≥ dimh
l
a. (10)
This easy-to-check condition is often helpful. Namely, in many cases its fulfil-
ment implies transversality for generic submanifolds N (see examples below).
2.3. Finiteness theorem
Here we prove an algebraic point-wise version of the finiteness theorem. Its
local version will appear in the next section.
For a Lie pseudogroup G the corresponding Lie equation for vector fields is
linear. Then the characteristic variety CharC(G;ϕl) (we refer to Appendix A for
the definition and properties) of Gl depends only on the base point a = ρl,0(ϕl).
More generally, the same holds for any pseudogroup G after some number
of prolongations, i.e. for some l ≥ l0. Indeed, if G
l has prolongation over points
ϕ′l, ϕ
′′
l ∈ ρ
−1
l,0 (a) (this is given by the conditions Wj(G;ϕ
′
j) = Wj(G;ϕ
′′
j ) = 0),
then the characteristic varieties CharC(G;ϕ′j),Char
C(G;ϕ′′j ) ⊂ P
CT ∗aM coin-
cide. We will denote the characteristic variety also by CharC(ga).
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Theorem 15. The Grassmannian space J1r (M)a = Grn(TaM) of n-dimensional
subspaces ta ⊂ TaM , n+r = m = dimM , contains an open dense subset UG(a),
depending only on CharC(ga), and there exists a number l0, depending only on
the pseudogroup G and the equation for submanifolds N, such that the following
holds. For any point al ∈ Nl, l ≥ l0, with a = ρl,0(al) and such that a1 = ρl,1(al)
is an admissible tangent space ta ∈ UG(a) we have:
Hi,j(O) = 0 for any i+ j = l ≥ l0.
Proof. The proof of the theorem is split into two two parts, depending on
weather r ≤ codimCharC(g) or r ≥ codimCharC(g) (in the case of equality
both approaches are equivalent).
Note that the codimension does not depend on weather we consider affine
variety in TCxM or its projectivization in PT
C
xM (P denotes projectivization
and C – complexification). However usage of complex characteristics is crucial.
Also note that we do not require the characteristic variety to be irreducible, but
take d = codimCharC(g) to be the codimension of its regular component (so
this value is the minimum of codimensions by all regular points of all irreducible
pieces). We have: d ∈ [0, n].
1. r ≤ d. In this case UG(a) consists of subspaces t such that P Ann(t)
C
does not intersect CharC(g). It is possible by Noether normalization lemma and
all generic subspaces t are such.
For a vector space V denote by SV = ⊕SiV the ring of homogeneous poly-
nomials on V ∗. Let I0(g) be the annihilator of the subvariety Char
C(g) ⊂
P (T ∗aM)
C, i.e. the ideal of homogeneous polynomials vanishing on the charac-
teristic variety. It equals the radical of the characteristic ideal I(g) ⊂ S(TCaM)
(see Appendix A); here again S(TCaM) = ⊕S
i(TCaM) is the polynomial algebra.
In addition Noether lemma states [M] that the projection along annihilator
Pt : Char
C(g)→ P (t∗)C is a finite-to-one closed map such that the homogeneous
ring S(TCaM)/I0(g) is a finitely generated module over the algebra S(t
C).
We claim that the homogeneous ring S(TCaM)/I(g) is a finitely generated
module over the algebra S(tC). Indeed, let us have a polynomial relation in the
ring S(TCaM)/I0(g):
Q(f1, . . . , fm) ∈ I0(g), fi ∈ S(T
C
aM), Q ∈ S(t
C).
Denote by N the minimal integer number such that I0(g)
N ⊂ I(g). Then we
have the following polynomial relation in the ring S(TCaM)/I(g):
QN (f1, . . . , fm) ∈ I(g).
Thus the characteristic module g∗, dual to the symbolic system g (see Ap-
pendix A), is Noetherian over S(t) (informally: the symbolic module grows over
the characteristic variety and it is projected finite-to-one). Thus the Koszul co-
homology of g∗ is finite. Dualization yields finiteness of the Spencer cohomology
H∗,∗(g, δ′) of g over t.
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Alternatively the latter claim follows from Poincar’e δ-lemma [S, KLV]. The
bound l0 such that H
i,j(g, δ′) = 0 for i ≥ l0 depends only on dimensions of the
module g∗ over the algebra S(t) and so is universal over all t ∈ UG(a).
Let us take l0 such that the l
th Spencer δ-complexes for g and h are acyclic,
when l ≥ l0. For such l in the first commutative diagram from the proof of
Theorem 10 the second and the third complexes are acyclic. Therefore the first
one is acyclic. It is also the first complex of the second diagram from the proof,
so that we get isomorphism between the cohomology of the second and third
complexes, i.e.
Hi,j(h, g) ≃ Hi,j(h) for i+ j = l ≥ l0.
From the above isomorphism we deduce vanishing of the zero and first co-
homology of complex (9) in the range l ≥ l0. This means that for these l the
space hl+1 is the Spencer δ-prolongation of the space hl. This implies (again
by Poincare´ δ-lemma) that the cohomology Hi,j(h) vanish for big i + j = l.
Thus increasing l0 properly, we obtain that the cohomology H
i,j(h, g) = 0 for
i+ j = l ≥ l0.
Now the claim follows from Proposition 6 because the cohomology of covari-
ants coincide with the cohomology H∗,∗(h, g) in the stable range l ≥ l0.
2. r ≥ d. In this case UG(a) consists of subspaces t such that the projection
of CharC(g) along P Ann(t)C on P (t∗)C is surjective. Again all generic subspaces
t are such due to Noether normalization lemma [M].
An element v ∈ TaM is regular (in the sense of commutative algebra [AB,
BH]) if it does not belong to the annihilator I(g) of the module g∗. This means
that P Ann(v)C does not contain the characteristic variety CharC(g). This
is equivalent to the fact that the projection of CharC(g) along P Ann(v)C to
P (Cv)∗ is not empty and is therefore surjective.
More generally, a sequence (v1, . . . , vn) is regular (g
∗-sequence) iff the pro-
jection of CharC(g) along P Ann(v1, . . . , vn)
C to P (〈v1, . . . , vn〉
C)∗ is surjective.
We conclude that there exists a regular sequence (v1, . . . , vn) in t of length
n = m− r = dim t ≤ m− d.
This implies that all the Koszul homology of the module g∗ w.r.t. the se-
quence (v1, . . . , vn), or equivalently with coefficients in t, vanish except for the
zero cohomology group, see [AB] or the appendix (including a letter of Serre) in
[GS1] (equivalently we can say that g∗ is a Cohen-Macaulay module over S(t),
which implies the same result [AB, BH]). Dualizing this statement we obtain
that the Spencer cohomology groups vanish: Hi,j(g, δ′) = 0, i ≥ k, 0 < j ≤ n.
The zero cohomology group Hi,0(g, δ′) for r > d is always non-zero and can be
non-zero even for r = d.
As in the first case we use two diagrams from Theorem 10 to conclude
that the second and the third complexes of the second diagram have the same
cohomology, save for the zero cohomology (which is zero for the second complex,
but can be non-zero for the third one):
Hi,j(h, g) = Hi,j(h) for i ≥ k, j > 0.
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In particular, Hi,1(h) = 0 for i ≥ k. This again yields that the positive cohomol-
ogy of h eventually vanish: Hi,j(h) = 0 for i+ j = l ≥ l0, j > 0. Consequently,
Hi,j(h, g) = 0 for i+ j = l ≥ l0 and all j.
Applying Proposition 6 we again get vanishing of the cohomology of covari-
ants Hi,j(O) in the stable range i+ j = l ≥ l0. 
Notice that with the approach of Theorem 15 the estimate for the place,
where cohomology vanish, can be much higher than that one of Theorem 10.
However the latter case works only for pseudogroups such that not all subspaces
are weakly characteristic. But for some important pseudogroups, like volume-
preserving or symplectic pseudogroups, all tangent subspaces are weakly char-
acteristic. The finiteness theorem however still holds even in such cases.
Remark 2. There is another approach to prove Theorem 15. Namely, for big
l0 the symbolic system {g
l}l≥l0 is involutive, so that all Spencer δ-cohomology
groups vanish. This means that S(TaM)-module ⊕l≥l0(g
l)∗ is Cohen-Macaulay.
Then almost every subspace t contains a regular sequence and then its positive
Koszul homology vanish, so that Hi,j(g, δ′) = 0 for i ≥ l0 and j > 0.
With this approach we however cannot explicitly formulate which subspaces
t are good for vanishing of positive cohomology of the complex
0→ gla
δ′
−→ gl−1a ⊗ t
∗
a
δ′
−→ gl−2a ⊗ Λ
2t∗a → · · · .
This is the crucial place in the proof and the rest is just the diagram chase.
2.4. Relation to the theorems of Lie and Tresse
Let us formulate now the regularity assumptions. We let the point al vary
over Nl with big enough l ≥ l0, so that the ranks of the symbol bundles are
locally constant, δ-cohomology are stabilized etc.
We call a point al regular if the space ta = a1 = ρl,1(al) is admissible in the
sense of Theorem 15. The collection of such points is open and will be denoted
by:
Reg1l (N, G) = {al ∈ Nl | a1 ∈ UG(a)}.
We want to claim that Reg1l0(N, G) is dense in Nl0 . This is so if the equation
N is trivial – defined by empty set of relations, i.e. Nl = J
l
r(M).
More generally, each equation N with sufficiently rich N1 is such, meaning
that any jet a1 can be perturbed to a
′
1 in the fiber over a = ρ1,0(a1) to satisfy
the transversality conditions of Theorem15: a′1 ∈ UG(a). In other words, N1 is
not contained in the G-invariant singular equation ∪a∈M [Grn(TaM) \ UG(a)].
We will need another assumption, which is similar to Kumpera’s hypothesis
H3 [Kum]. Denote by ∆l(al) the tangent space to the Gl-orbit through al ∈ Nl.
Recall that each al+1 ∈ N
(1)
l determines a horizontal space L(al+1) ⊂ TalNl.
Consider the open set
Reg2l (N, G) = {al ∈ Nl | ∃al+1 ∈ Nl+1 : ∆l(al) ∩ L(al+1) = 0}.
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We want to claim that Reg2l0(N, G) is also dense. This can fail, for instance,
if we have l-transversality. For the trivial equation Nl = J
l
r(M) the condition
means that we have n independent differential invariants f1, . . . , fn. However
for proper N this is a requirement on the equation.
Given these two regularities we will prove that the algebra of differential in-
variants has a finite base w.r.t. Tresse derivatives (on an open dense set; but this
condition is natural since usually the differential invariants have singularities).
S. Lie used invariant differentiations to generate differential invariants. A.
Tresse observed that they can be obtained if we have a sufficient number of
independent differential invariants.
Remark 3. A. Kumpera proved Lie-Tresse theorem for a Lie sheaf of vector
fields [Kum]. Under his conditions the maps λ ⊗ Λ̺ in the four-line diagram
of §2.1 are injective, so that the first complex of it vanishes. Then the diagram
becomes with 3-lines and after regularity assumptions the vanishing theorem
follows from the stabilization of the cohomology of pseudogroup G as Cartan-
Kuranishi theorem [Kur] states.
We will deduce now the theorem of Lie-Tresse. We will assume at first that
both equations G of the pseudogroup and N for the submanifolds are formally
integrable.
Theorem 16. Let a pseudogroup G act on an equation N. Suppose that both
are formally integrable. Let also Reg1l0(N, G) and Reg
2
l0
(N, G) be dense in Nl0 .
Then the infinitely prolonged equation N(∞) contains a (no more than countable)
collection of open G-invariant sets Uα, the union of which U = ∪αUα is dense,
with the following properties.
Consider some Uα. Then there are n differential invariants f1, . . . , fn on
it, with the corresponding invariant differentiations ∂ˆ1, . . . , ∂ˆn, and some other
differential invariants g1, . . . , gm such that all differential invariants in Uα can
be expressed via the gj and their invariant derivatives ∂ˆ
J(gj) (for a multi-index
J = (j1, . . . , jn) we denote ∂ˆ
J = ∂ˆj11 · · · ∂ˆ
jn
n ).
Usually (so-called regularity assumptions) there is only one such set U .
Proof. By the assumption U(l0) = Reg
1
l0
(N, G) ∩ Reg2l0(N, G) is dense in
Nl0 . If Nl = N
(l−l0)
l0
, then the characteristic variety on the level l is the same
as on the level l0. Thus Reg
1
l = ρ
−1
l,l0
(Reg1l0) ∩ Nl. The same applies to Reg
2
l .
Thus we let U = ρ−1∞,l0(U(l0)) and this set can be represented as a union of sets
Uα = ρ
−1
∞,l0
(Uα(l0)).
Without loss of generality we suppose that each Uα belongs to a local chart,
so that we can work with the jets of a bundle J lπ, which has a convenient
representation (7). Moreover since Uα(l) ⊂ Reg
2
l (N, G) for l ≥ l0 there are
n = dim t differential invariants f1, . . . , fn such that dˆf1 ∧ . . .∧ dˆfn 6= 0 (we can
shrink Uα). Thus the Tresse derivatives ∂ˆi = ∂ˆ/∂ˆfi are well-defined in Uα.
Let us calculate the symbols of these differentiations. For this we need a lift
of vectors to invariant differentiations, described below.
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Consider a jet al+1 ∈ Nl+1, al = πl+1,l(al+1), l ≥ l0. Restrictions of dˆfi
to the horizontal plane L(al+1) ⊂ TalNl form a basis. Thus we have a basis
e∗1, . . . , e
∗
n of t
∗
a given by π
∗
l e
∗
i = dˆfi|L(al+1).
Denote by e1, . . . , en the dual basis of ta and let v ∈ ta. Decompose v =∑n
i=1 viei. Choose a system of local coordinates (x
i)ni=1 near a ∈ M such that
ei = ∂xi at a. Then the symbol map
(Ola)
∗ ⊗ ta −→ (O
l+1
a )
∗ (11)
is given by the formula
[dalf ]⊗ v 7→
[∑n
i=1
viDxi(f)
]
.
Here [dalf ] represents an element of (O
l
a)
∗ ⊂ Slta⊗v
∗
a and in the right-hand-side
we restrict the covector at the point al+1 to the vertical subspace T
vert
al+1
Nl+1 ⊂
Sl+1t∗a⊗va and take the quotient. The result does not depend on the coordinate
system (xi)ni=1 adapted at a as indicated above.
Recall that (Ol+1a )
∗ = {df | f ∈ Il+1}/{df | f ∈ Il}. Since l ≥ l0 and Uα(l) ⊂
Reg1l (N, G), the cohomology of covariants vanish, which means that map (11)
is epimorphic. This implies that
Il+1 = 〈ρ
∗
l+1,l(Il), ∂ˆ1(Il), . . . , ∂ˆn(Il)〉.
Indeed, by the finiteness theorem the differentials of the functions on the right
span the whole space of differentials of the functions to the left. The claim
follows from the implicit function theorem. 
Remark 4. We explained the density condition of Reg1l0(N, G) before Remark
3. In certain cases density of Reg2l0(N, G) in Nl0 can be also guaranteed.
Indeed, this is so if the dimension of characteristic variety of the equation
N exceeds the dimension of characteristic variety of the pseudogroup G (just by
comparison of Poincare´ polynomials for the corresponding symbolic modules).
This latter condition is realized for infinite pseudogroups G acting on jet-spaces
J∞(π) with ”functional dimension” dimC Char
C(G) < rank(π) and for (finite-
dimensional) Lie groups G acting on equations N of infinite type.
We will now argue that the theorem holds for general non-integrable (for
both G and N) case as well and show how the equation N on submanifolds
naturally appears. This is contained in the following three remarks.
1. When we consider the orbits of the pseudogroup G even in the pure jet-
space J lr(M) (but maybe on equation) there are regular and singular orbits. The
setup for constructing invariant differentiations requires to restrict to the former.
In addition, the differential invariants as well as the Tresse derivatives are usually
not defined on the whole space (for instance, because these absolute differential
invariants can be obtained as ratio of two relative differential invariants). Thus
we need to remove a closed nowhere dense subset of the jet-space. This subset
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(or its regular part) is a G-invariant equation N. And we need to apply the
machinery to it. In turn, the orbits in it are divided into regular and singular,
so that we get smaller equation etc.
2. If the equation N or the pseudogroup G are not integrable, then we must
use the prolongation-projection scheme. Each time we obtain a set of compati-
bility conditions we project the equation Gk (or Nk) to obtain new equations of
smaller order, which we prolong etc. When this concerns the pseudogroup, the
space of differential invariants grows: To the existent invariants we add new. In
addition, we can preserve existing invariant differentiations if we already possess
some, adding only new generators – differential invariants gm, . . . , gm+s.
Note that a shrink of G results in a shrink of the characteristic variety
CharC(G) and a shrink of N results in a shrink of its prolongation. Therefore
both regularity sets Reg1l and Reg
2
l can change and we should care that the den-
sity property for regular points is not lost. However by Cartan-Kuranishi theo-
rem there is only a finite number of such shrinks in the process of prolongation-
projection. On each of this step we add a finite number of differential invariants,
which remain invariants during the rest of the process.
3. The Tresse derivatives as introduced in §1.3 are invariant differentiations
provided that G and N are integrable (this is not obvious from (7), but follows
from the preceding formulas). But since we arrive to integrable equations in
a finite number of steps, we will eventually get the required differentiations or
observe finiteness of invariants. Thus even in non-integrable (but sufficiently
regular) case Lie theorem holds.
3. Invariants of geometric structures
In this section we check the transitivity condition for the automorphisms
pseudogroups of some basic geometric structures. Irreducible Lie pseudogroups
were classified by E.Cartan ([C1]). We consider at first these integrable pseu-
dogroups. Examples of this section were mostly considered in our preceding
paper [KL2], so the proofs will be omitted, though we indicate how to obtain
the results from our cohomological machinery.
Note that the l-pseudogroup Gl consists of the jets of diffeomorphisms pre-
serving the structure to order l. So if the structure is non-integrable, then the
prolongation-projection method changes the equation and the sub-pseudogroup
Gj can be different as embedded into Gk and Gl, j < min(k, l) (so one should
be careful with notations). We consider examples of the transformation pseu-
dogroups of non-integrable structures at the end of the section.
In this section we suppose N = J lr(M) unless the contrary is stated (thus
hla = S
lt∗a ⊗ va).
3.1. General and volume preserving pseudogroups
The general pseudogroup G = Diff loc(M) is involutive. We have: G
l =
Dl(M) for all l. In this case hl = (Ann t) ◦sym S
l−1T ∗M ⊗ TM + SlT ∗M ⊗ t.
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Complex (9) contains the sub-complex
0→ SlT ∗aM ⊗ ta → S
l−1T ∗aM ⊗ ta ⊗ t
∗
a → S
l−2T ∗aM ⊗ ta ⊗ Λ
2t∗ → . . . (12)
and the quotient complex is exact. Indeed, it is the sum by k of the complexes,
each of which is Sl−k(Ann t) tensorially multiplied by the exact complex
0→ Skt∗a⊗ TaM/ta → S
k−1t∗a⊗TaM/ta⊗ t
∗
a → S
k−2t∗a⊗ TaM/ta⊗Λ
2t∗ → . . .
Since complex (12) has nontrivial only zero-cohomology group, which is isomor-
phic to Sl(Ann ta)⊗ta, the same holds for complex (9). Therefore we get O
l = 0
for every l, whence all submanifolds N are transversal.
Similarly if Ω is a volume form on M , the volume preserving pseudogroup
G = Diff loc(M,Ω) is involutive: The only non-zero δ-cohomology groups are
H0,j(g). Indeed, G1(a1) = SL(TaM), so g1 = sl(TaM) and gl = S
lT ∗aM ⊗TaM
for l > 1 as for the general pseudogroup. The homological calculations are
similar and we again get Ol = 0 for every l.
Thus for both pseudogroups all submanifolds of codimension r are locally
G-equivalent (the pseudogroups act transitively).
3.2. Complex pseudogroup
Let G = DiffCloc(M) be a pseudogroup of local holomorphic transformations
of a complex manifold (M,J) of dimCM = n. This group is also involutive,
gla = S
l
C
T ∗aM ⊗C TaM . Condition (10) reads:(
l+n−1
l
)
· 2n ≥
(
l+2n−r−1
l
)
· r.
This holds true when r ≥ n, but for r < n it is wrong when l > 1. Note
though that the for l = 1 the above inequality holds for all 0 < r < n. In this
case (10) is not sufficient for 1-transversality of all N , but it is sufficient for
submanifolds N of general type at the point a. For r ≥ n we will show that a
generic submanifold N is transversal.
Suppose that ta contains no nontrivial J-invariant subspaces.
Let TaM = ta ⊕ Jta ⊕ Πa be a (non-canonical) decomposition, where Π is
some J-invariant complement to the first two summands. We get the decompo-
sition hl = (Jt)∗ ◦Sl−1
C
T ∗M ⊗C TM +Π
∗ ◦CS
l−1
C
T ∗M ⊗C TM +S
l
C
T ∗M ⊗ t. To
be more precise we have two exact three-sequences (σl is given by the diagram):
0→ Sl
C
T ∗M ⊗ t→ hl → σl → 0
‖
0→ (Jt)∗ ◦ Sl−1
C
T ∗M ⊗ TM/t→ σl → Π∗ ◦C S
l−1
C
T ∗M ⊗C TM → 0.
The Spencer sequences
· · ·
δ
−→ gi+1 ⊗ Λ
jt∗
δ
−→ gi ⊗ Λ
j+1t∗
δ
−→ . . .
with gk being equal S
k
C
T ∗M⊗t, (Jt)∗◦Sk−1
C
T ∗M⊗TM/t or Π∗◦CS
k−1
C
T ∗M⊗C
TM has vanishing positive cohomology groups Hi,j+1 = 0, j ≥ 0. Hence the
positive cohomology of (9) vanish too.
Thus Theorem 12 implies the transversality of N with respect to G:
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Proposition 17. The pseudogroup G is l-transversal near al = [N ]
l
a iff :
1. ta ∩ Jta = {0} or ta + Jta = TaM , when l = 1,
2. ta ∩ Jta = {0}, when l > 1. 
In particular, the complex pseudogroup G acts transitively on local subman-
ifolds N ∋ a of dimension dimRN ≤ n with a generic 1-jet at a.
On the other hand, a submanifold of dimension dimRN > n is never transver-
sal. Namely, the intersection Πa = ta∩Jta 6= {0} and so N possesses an intrinsic
geometry. Investigation of manifolds N equipped with a complex structure on
a distribution Π is the subject of Cauchy-Riemann geometry.
The space of covariants Ola is now non-zero. Thus there are differential
invariants of the action. They are the curvatures of Cartan-Chern-Moser [CM].
Fixing the curvatures we get a smaller class N of submanifolds, on which the
action will be eventually transitive.
Another important class N consists of all complex submanifolds N ⊂ M of
C-codimension r. This class is l-transversal for every l, and so is transitive.
3.3. Symplectic pseudogroup
Consider a symplectic manifold (M,ω) of dimension 2n. LetG = Symp(M,ω)
be its (pseudo)group of symplectomorphisms. This pseudogroup is involutive,
i.e. Hi,j(g) = 0 for i > 0.
Using the identification TM
ω
≃ T ∗M we write the symbols gla = S
l+1T ∗aM ⊂
SlT ∗aM ⊗ T
∗
aM , understood as homogeneous generating functions (Hamiltoni-
ans) of degree l + 1.
Condition (10) for l-transversality in this case always holds:
(
l+2n
l+1
)
≥
(
l+2n−r−1
l
)
· r,
Thus we get no restrictions on the dimension of a submanifold N .
We consider the case of even-dimensional t, dim t = 2r (the odd-dimensional
case is similar). Suppose that ωr is non-degenerate on t.
Let TM = t⊕Π be the direct ω-orthogonal decomposition, Π = t⊥ω . Under
the identification TM ≃ T ∗M we have: t ≃ t∗, Π ≃ Π∗. So we calculate h1 =
S2t∗+S2Π∗. For the prolongations we have hl = Sl+1t∗+S2Π∗ ◦sym S
l−1T ∗M .
Therefore complex (9) is the sum of the exact sequence
0→ Sl+1t∗ → Slt∗ ⊗ t∗ → Sl−1t∗ ⊗ Λ2t∗ → . . .
and the tensor product of S2Π∗ with the complex
0→ Sl−1T ∗M → Sl−2T ∗M ⊗ t∗ → Sl−3T ∗M ⊗ Λ2t∗ → . . . ,
which (cf. (12)) has only one nontrivial cohomology group H l−1,0 ≃ Sl−1Π∗.
Thus we again obtain a transitivity result:
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Proposition 18. G acts l-transversally for all l ≥ 0 (and hence transitively)
near al ∈ J
l
r(M) iff the restriction of ω to ta = a1 is of maximal rank. 
The obtained fact is equivalent to a particular case of Weinstein-Givental
theorem ([AG]). To obtain the more general case we should allow various ranks
for the restrictions ω|N . Then the transversality fails and we get a 1-variant,
which is obviously the rank (or dimension of Ker(ω|N )). Fixing it we obtain
the transversality for the corresponding equation N on submanifolds.
Finally consider the classN of isotropic or co-isotropic submanifolds. Similar
calculations show that G acts on it l-transversally for every l.
3.4. Contact pseudogroup
Consider a contact manifold (M,Π2n), dimM = 2n + 1, and denote by
ν = TM/Π the normal. Let G = Cont(M,Π) be the (pseudo) group of contact
transformations. Again the pseudogroup is involutive. Its Lie algebra con-
sists of contact vector fields Xf , which are determined by generating functions
(Hamiltonians) f ∈ C∞(M)⊗ ν.
Necessary condition (10) for l-transversality again holds always:
(
l+2n+1
l+1
)
≥
(
l+2n−r
l
)
· r,
Thus no restriction on the dimension of a submanifold N is imposed.
A choice of a non-zero section of ν is equivalent to a choice of a contact form
α ∈ C∞(Ann(Π) \ 0), α ∧ dαn 6= 0. Then the Hamiltonian is scalar-valued,
f ∈ C∞(M), and the contact field is uniquely given by
α(Xf ) = f, dα(·, Xf ) = df |Π .
In Darboux coordinates (q, u, p), α = du− pidq
i, we have:
Xf = Dqi(f)∂pi − ∂pi(f)Dqi + f∂u, where Dqi = ∂qi + pi∂u.
Note that fixing α is equivalent to the splitting TaM = Πa ⊕ νa, where
the first summand is symplectic and the second is Euclidean 1-dimensional.
To describe the symbol gla, we identify TM ≃ T
∗M summand-wise via the
symplectic structure on Π and the Euclidean structure on v. Then we get:
gl ≃ Slν∗ ⊕
∑
i>0
SiΠ∗ ⊗ Sl+1−iν∗ ≃ Sl+1T ∗M.
In fact, order l contact fields Xf are determined by Hamiltonians f of order
(l + 1) in all variables except the pure power of u, where the degree is l.
Thus the cohomological calculations are quite similar to the symplectic case
and we get:
Proposition 19. The action of G is l-transversal near al ∈ J
l
r(M) for all l ≥ 0
iff ta = TaN is transversal to the contact plane Πa and the induced structure
on ΠNa = Πa ∩ TaN from the canonical conformally-symplectic structure on Π
is maximally nondegenerate. This means that
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- if dimΠNa = 2r, then (dα)
r |ΠNa
6= 0.
- if dimΠNa = 2r + 1, then rank(dα|ΠNa
) = 2r. 
These conditions are equivalent to the claim that through every point close to
a ∈ N there passes an isotropic submanifold of dimension no greater than r.
As in the symplectic case we note that rank((dα)r |ΠNa
) is a 1-variant, fixing
which we get transversality. This is a particular case of the contact Weinstein-
Givental theorem: If two local submanifolds of codimension r of a contact man-
ifold (M,Π) have isomorphic restrictions of the contact structure (N,ΠN ), then
they have contactomorphic neighborhoods.
At last, as in § 3.3, a particular case says that restricting to the class N of
isotropic submanifolds of fixed dimension, we get transversality of the G-action.
3.5. Riemannian pseudogroup
Consider at first the isometry pseudogroup of the Euclidean space Rn. It
integrates to the group G = O(n) ⋋ Rn. The pseudogroup is of finite type and
gla = 0 for l ≥ 2 ([Ko]). This means that we have plenty of covariants O
l
a = h
l
a,
l ≥ 2. Thus the transversality is absent for l ≥ 2, but the action is 1-transversal
near each 1-jet ϕ1.
Consider now a Riemannian manifold (Mn, q) and let G be the isometry
pseudogroup. If the sectional curvature is constant, everything is the same is
above. But in general case the pseudogroup G is no longer integrable.
For l = 1, 2 the group Gl is the same as in Euclidean case. But not every
point ϕ2 has a prolongation to G
3. Indeed, G1,newa = ρ3,1(G
3
a) ⊂ G
1
a consists of
linear isometries from the orthogonal group O(TaM, q) preserving the Rieman-
nian curvature tensor Rq.
Moreover, the prolongation-projectionmethod reduces soon the pseudogroup
to the unit element: For a generic Riemannian structure q the pseudogroups Gl
consists of the identity only, when l > 3 or l = 3, n > 2.
Proposition 20. The action of G is not transversal near any l-jet for l > 1. 
In fact, various intrinsic and extrinsic curvatures are l-variants. More gen-
erally, all differential invariants can be obtained from the curvatures via Levi-
Civita connection operator. We will obtain transitivity of the action on the
equation, which gives constancy of all these invariants. More generally they
give a solution to the equivalence problem.
3.6. Almost complex pseudogroup
Consider now an almost complex manifold (M2n, J), J2 = −1. The pseu-
dogroup Gl consists of all J-holomorphic l-jets: J ◦ ϕl = ϕl ◦ J . It is non-
integrable whenever the almost complex structure J is non-integrable. Let us
investigate this case.
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Denote by NJ ∈ HomC¯(Λ
2TM, TM) the Nijenhuis tensor of the structure
J . This is the obstruction for J to be integrable (the notation means that it is
(2,1)-tensor J-antilinear by each argument).
For l = 1 we have: G1a = GLC(TaM), as in the complex case. The prolonga-
tion G2 does not exist over all points of G1. Using the prolongation-projection
method we obtain:
G1,newa = ρ2,1(G
2
a) = {Φ ∈ T
∗
aM ⊗TaM | J ◦Φ = Φ ◦J, NJ ◦ (Φ∧Φ) = Φ ◦NJ}.
A symmetric torsion-free connection ∇ on M gives a decomposition of the 2-
jet ϕ2 ∈ G
2 into components (a,Φ,Φ(2)). The last terms Φ(2) ∈ F(ϕ1) for
ϕ1 = (a,Φ) are jointly described by the formula:
{Φ(2) ∈ S2T ∗aM⊗TaM, JΦ
(2)(ξ, η)−Φ(2)(Jξ, η) = Φ◦∇η(J)(ξ)−∇Φη(J)(Φξ)},
Thus g2a = S
2T ∗aM ⊗C TaM as in the complex case, but for a smaller set of ϕ1.
The 2-pseudogroup G2 is not 2-integrable in general. Proof of these facts, as
well as a description of the projection ρl,l−1 : G
l
a → G
l−1
a are contained in [Kr1].
It can be shown, see [Kr2], that for a generic structure J the set G2 consists
of identity for n > 3, G3 consists of identity for n > 2 and G4 is the identity (we
ignore the case n = 1 corresponding to always integrable J). The analysis of
pseudoholomorphic invariants for jets of submanifolds based on the classification
of Nijenhuis tensors ([Kr2]) results in:
Proposition 21. Let (M,J) be an almost complex manifold with a generic non-
integrable structure J and n > 1. For l = 1 the transversality is described by
condition 1 of proposition 17. For l = 2 no 2-jet is transversal save for the case
n = 2 and dimRN = 1. The transversality is absent for l = 3 and higher. 
So in the case of generic almost complex pseudogroup we have: gl = 0 for
big l, whence plenty of covariants Ola and no transversality. All the differential
invariants here can be obtained from the Nijenhuis tensor NJ [Kr1].
4. Equivalence of differential equations
Let π be a vector bundle. A submanifold in Jkπ can be identified with a
differential equation (actually a system of equations, but we will just say ”equa-
tion”). For regularity purposes we assume it is a subbundle w.r.t. all πj,j−1-
projections, i.e. we have a sequence Ej ⊂ J
jπ of submanifolds and projections
πj,j−1 : J
jπ → Jj−1π, j ≤ k, forming vector bundles.
Consider two such differential equations E ⊂ Jkπ and E ′ ⊂ Jkπ′ and two
points xk, x
′
k. There exists a Lie transformation ϕ : J
ǫπ → Jǫπ′, for which
ϕ(k)(xk) = x
′
k. So we reduce the problem to the case, when both equations E
and E ′ϕ =
(
ϕ−1
)(k)
(E ′) live in one space Jkπ. Then we try to identify E to E ′ϕ
by means of a Lie transformation.
In this section we call Lie pseudogroup G the pseudogroup of Lie transfor-
mations on the jet-spaces Jkπ. Lie-Ba¨cklund theorem ([KLV]) states that such
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a transformation is lifted from a diffeomorphism of J0π in the case rankπ > 1
(point transformations) or from a contact diffeomorphism of J1π for rankπ = 1
(contact transformations). So Lie transformations are lifted from Jǫπ, where
ǫ = max(0, 2− rankπ).
4.1. Formally transitive actions of the Lie pseudogroup
For the Lie pseudogroup G of point transformations or contact transforma-
tions (depending on ǫ) we provide calculation of the symbols in Appendix B.
This implies ([KL2]) that the dimension of the symbols grow as:
dim gl ∼ n0 ·
ln0−1
(n0 − 1)!
, n0 = dim J
0π (13)
in the case of point transformations (ǫ = 0) and
dim gl ∼
ln1−1
(n1 − 1)!
, n1 = dim J
1π (14)
in the case of contact transformations (ǫ = 1). Using the necessary condition
(10) we obtain the following characterization of equations E on which the Lie
pseudogroup G acts transitively.
Theorem 22. The only transversal equations E ⊂ Jkπ w.r.t. the Lie transfor-
mation pseudogroup are the following:
1. u′x = ϕ(x, u), x ∈ R, u ∈ R
n.
2. u′
xi
= ϕi(x, u), i = 1, . . . , n, x ∈ R
n, u ∈ R.
3. w′z = ϕ1(z, z¯, w, w¯), w
′
z¯ = ϕ2(z, z¯, w, w¯), z, w ∈ C.
4. u′xi = ϕi(x, u, u
′
xs+1, . . . , u
′
xn), 1 ≤ i ≤ s < n, x ∈ R
n, u ∈ R.
5. u′′xx = ϕ(x, u, u
′
x), x ∈ R, u ∈ R. 
Let us comment the five cases of the theorem and indicate for which ϕ we
actually have the transversality. Let k denote the order of the equation E , n the
dimension of the base of π and r the rank of π (dimension of the fiber).
1. n = k = 1. A submanifold E ⊂ J1(1, r) of codimension r is a determined
system of ODEs. Due to our regularity assumptions they are of main type, so
can be written as in the theorem. By the existence and uniqueness theorem
locally all such systems are equivalent, i.e. the pseudogroup acts transversally
on them. In this case E is integrable.
2. r = k = 1. Here E ⊂ J1(n, 1) of codimension n is diffeomorphically
projected by π0 to J
0π. Through every point x0 = π0(x1) an n-plane L(x1)
passes. Their collection is the image of the Cartan distribution CE on E . The
obtained rank n distribution on the manifold En+1 is generically non-integrable
and is either contact or even-contact. In both cases we get transversality and
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local equivalence of all such equations. Thus in this case we take ϕi such that
E is maximally non-integrable.
3. k = 1, n = r = 2. Here the functions should again be taken generic.
Then E is non-integrable and we obtain transitivity of the action.
Note that in all the above 3 cases π1,0 : E → J
0π is a diffeomorphism, so
that we have the distribution dπ1,0(CE) on J
0π. The described cases correspond
to the known distributions Π without moduli: (1) Line field of rank(Π) =
1; (2) Contact or even-contact distribution of corank(Π) = 1; (3) The Engel
distribution of rank(Π) = corank(Π) = 2 on a four-dimensional manifold.
4. k = 1 and E ⊂ J1(n, 1) is a submanifold in a contact manifold. As in §3.4
we see that PDE E ⊂ J1π of dim E = d is transversal w.r.t. the Lie pseudogroup
at x1 ∈ E iff there are no integral manifolds of the contact structure Π of
dimension greater than
[
d−1
2
]
. Note that the induced distribution Π ∩ TE on
E has always integral submanifolds L of dimension
[
d−1
2
]
. If π1 : L → L0 is
a diffeomorphism, the submanifold has the form j1s(L0) for some section s of
the bundle π. So transversality of E means there are no ”partial solutions”
s : L0 → J
0π, j1s(L0) ⊂ E , of dimension greater than the minimal possible.
5. k > 1, n = 1. If E1 = πk,1(E) ⊂ J
1π is proper then either there does not
exist the prolongation E
(1)
1 or the equation E1 and hence E is not transversal.
So we consider E1 = J
1π and then π2,1 : E2 → J
1π is a diffeomorphism. In this
case we have l-transversality for every l. Note that here E is integrable.
The last case corresponds to a known result of S. Lie: All the scalar ordinary
differential equations of the second order are contact equivalent. This case is
equivalent to a Legendrian foliation of the contact 3-manifold J1(1, 1).
In fact, locally all Legendrian foliations of a contact manifold J1(n, 1) are
equivalent, but only for n = 1 (corresponding to S. Lie’s theorem) the corre-
sponding equation E is generic. Otherwise, an additional assumption of integra-
bility should be imposed on E . For such class of equations we get the following
result:
Proposition 23. The Lie transformations pseudogroup acts transitively on the
class N of integrable equations E ⊂ J1+ǫπ, such that π1+ǫ,ǫ : E
∼
→ Jǫπ is a
diffeomorphism.
Indeed, for ǫ = 1 we have a Legendrian foliation of J1π and for ǫ = 0 just a
foliation of J0π.
4.2. Formally intransitive actions of the Lie pseudogroup
In all other cases except for the above five, the differential equations have
invariants. Their growth is governed by the cohomology of covariants H∗,∗(O).
By Lie-Tresse theorem the invariants of the differential equation have a finite
set of generators. Let us consider some examples.
1. Consider a scalar second order ODE y′′ = u(x, y, y′). By the results
of §4.1 the pseudogroup of contact transformations acts transitively. For point
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transformations there are differential invariants ([Tr2]). The following func-
tions are the basic differential invariants and the others are obtained by certain
invariant differentiations [C2].
I1 = u1111, I2 = uxx11 − u1ux11 − 4ux01 + 4u1u01 − 3u0u11 + 6u00.
Here we have denoted the differentiation by y(i) with subindex i, so that we
have ux1 =
∂2u
∂x∂y′
etc.
2. Consider the action of SL(3) on RP 2 by projective transformations:
[z0 : z1 : z2] 7→ [(Az)0 : (Az)1 : (Az)2], A ∈ SL(3), z ∈ R
3.
This action lifts to higher jets Jk1 (RP
2). It is transitive near regular orbits for
k ≤ 6. For k = 6 it becomes effective. The first differential invariants I7 occurs
for k = 7. It equals (θ8)
3/(θ3)
8, where θ3 and θ8 are some basic relative differen-
tial invariants ([La]; the index k in θk refers to the factor under transformations
of this relative invariant). Thus we have an invariant differentiation ∂ˆ = ∂ˆI7 .
The next relative differential invariant is obtained via a bracket of these θ3
and θ8 ([W]) and using it we can obtain a new differential invariant I8 of order
8. There will be exactly one differential invariant of order k ≥ 9 and each of
them is obtained by the iterated Tresse derivative: Ik = ∂ˆ
k−8(I8).
3. Monge-Ampe`re equations with two variables
α0 + α1uxx + α2uxy + α3uyy + α4 · (uxxuyy − u
2
xy) = 0,
αi = αi(x, y, u, ux, uy), can be represented geometrically as effective 2-forms
on the contact manifold J1(R2). This gives a possibility to construct an in-
variant frame on the equation ({e}-structure) and so to describe all differential
invariants ([Kr3, KLR]).
4. If we consider classification of non-integrable equations, then their Weyl
tensors are differential invariants w.r.t. Lie pseudogroup of transformations of
the jets-space, [KL1]. Curvatures for geometric structures are particular cases.
Note that prolongation-projection method produces an integrable equation from
a given non-integrable, but the invariants obtained from the Weyl tensors remain
differential invariants for the new equation.
Let us mention also another related classification problem. Given a dif-
ferential equation E we can consider its pseudogroup of symmetries, i.e. such
transformations from G that map E to itself.
These Lie transformations are extrinsic symmetries for the differential equa-
tions. If an equation is not normal ([KLV]), there may exist also intrinsic
symmetries, which cannot be obtained from the extrinsic ones. Considering
a symmetry pseudogroup G ⊂ Sym(E) of the PDE E , we ask about equiva-
lence problem for the solutions. The differential invariants for this problem are
important for the integrability of the given PDE.
For generic E the symmetry pseudogroup is trivial (this is possible to show
as we did in §3.6 with geometric structures). But for many important equations
Sym(E) is sufficiently big ([KLV]) and the problem is interesting and non-trivial.
28
A. Basics from the geometric theory of PDEs
Here we briefly recall some fundamental geometric notions of the jet-spaces
(see [GS1, KLV, Gu, Ly, KL1] for details).
A.1. Prolongations and projections
A PDEs system of pure order k is usually represented as a smooth subbundle
E ⊂ Jkπ ([KLV]). This means that non-regular points are removed and all
equations in the system have pure order k. We extend this for different orders.
By a differential equation (system) of maximal order k we mean a sequence
E = {El}−1≤l≤k of submanifolds El ⊂ J
lπ with E−1 = B (base of π), E0 =
J0π = Eπ such that for all 0 < l ≤ k the following conditions hold:
1. πEl,l−1 : El → El−1 are smooth fiber bundles.
2. The first prolongations E
(1)
l−1 are smooth subbundles of πl and El ⊂ E
(1)
l−1.
We remark that in the jets of sections (contrary to the jets of submanifolds)
we have also the projections to the base πk : J
kπ → B.
Denote by τx the tangent space to the base B of π at the point x = πk(xk)
and by νx0 the tangent to the fiber at x0 = πk,0(xk). Let also F (xk) be the
πk+1,k-fiber and υx1 = Tx1
(
F (x0)
)
.
Consider a point xk ∈ Ek with xl = πk,l(xk) for l < k and x = x−1. It
determines a symbolic system g ⊂ Sτ∗x ⊗ νx by the formula
gl = Txl
[
(πEl,l−1)
−1(xl−1)
]
⊂ Slτ∗x ⊗ νx
for l ≤ k and gl = g
(l−k)
k for l > k. The conditions above imply that the symbols
gl form smooth vector bundles over El and that gl ⊂ g
(1)
l−1 for l ≤ k. We call
such collection of subspaces {gk} symbolic systems.
The Spencer δ-complex for PDEs system E at a point xk ∈ Ek is the Spencer
complex for its symbolic system at this point:
· · · → gi+1 ⊗ Λ
j−1τ∗x
δ
−→ gi ⊗ Λ
jτ∗x
δ
−→ gi−1 ⊗ Λ
j+1τ∗x
δ
→ · · · .
The corresponding δ-cohomology is denoted by Hi,j(E ;xk).
We define regular PDEs system of maximal order k as a submanifold E =
Ek ⊂ J
kπ ”cofiltered” by El (property 1 above) and such that the symbolic
system and the Spencer cohomology form graded bundles over it.
Define the Cartan distribution on the space Jkπ by the formula: Ck(xk) =
(dπk,k−1)
−1L(xk). It induces the Cartan distribution on Ek: CEk = Ck ∩ TEk.
A system of different orders should be investigated for formal integrability
successively by the maximal order k. If some prolongation E
(1)
k is not regular, its
projections {πk+1,l(Ek+1)}l≤k, form a new system of maximal order k. Taking
the regular part one continues with prolongations. The process stops in a finite
number of steps by Cartan-Kuranishi theorem on prolongations: There exists a
number k0 such that E
(1)
k = Ek+1 for all k ≥ k0.
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A.2. Characteristics
Consider the dual to g system g∗ = ⊕g∗k. If g is a symbolic system, then g
∗
is an Sτ -module (as before Sτ = ⊕Siτ and τ = τx with ”frozen” x ∈ B) with
the structure given by
(v · κ)p = κ(δvp), v ∈ Sτ, κ ∈ g
∗, p ∈ g.
This module, called the symbolic module, is Noetherian and the Spencer coho-
mology of g dualizes to the Koszul homology of g∗.
The characteristic ideal is defined by I(g) = ann(g∗) ⊂ Sτ . The affine
characteristic variety of g (or of E) is the set of v ∈ τ∗ \ {0} such that for every
k there exists a w ∈ N \ {0} with vk ⊗ w ∈ gk. This is a conical affine variety.
If we consider its complexification and then projectivization, then we get the
characteristic variety CharC(g) ⊂ PCτ∗.
Relation of characteristic variety to the characteristic ideal is given by the
formula:
CharC(g) = {p ∈ PCτ∗ | f(pk) = 0 ∀f ∈ Ik, ∀k}.
Note that the dimension of affine characteristic variety equals the Chevalley
dimension of the symbolic module. Recall also that a sequence of elements
f1, . . . , fs ∈ Sτ is called regular if fi is not a zero divisor in the Sτ -module
g∗/(f1, . . . , fi−1)g
∗.
A.3. Horizontal differential and generalizations
The horizontal differential dˆ : C∞(Jkπ) → Ω1(Jk+1π) is defined by the
properties:
1. dˆf |π−1
k+1
(x) = 0, 2. dˆf |jk+1(s)(xk+1) = df |jk(s)(xk)
for any section s of π with jk+1(s)(x) = xk+1, πk+1,k(xk+1) = xk. In local
coordinates we can write:
dˆf =
∑
Di(f) dx
i.
This can be used as a definition of the total derivative operators Di.
Indeed, choosing local coordinates xi (note the placement of indices) on the
base of π and uj on fibers, we obtain canonically the coordinates (xi, pjσ)0≤|σ|≤k
on Jkπ, where pjσ([u]
k
x) =
∂|σ|uj
∂xσ
. Then the operator of total derivative Di :
C∞(Jkπ)→ C∞(Jk+1π) has the form:
Di = ∂xi +
∑
j;σ
pjσ+1i∂pjσ .
For a multiindex σ = (i1, . . . , in) we define Dσ = D
i1
1 · · · D
in
n . If l = |σ| is the
length of the multi-index σ, then Dσ : C
∞(Jkπ)→ C∞(Jk+lπ).
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If we consider the jet-space Jkr (M), M = J
0π = Eπ, r = rank(π), then
Jkπ →֒ Jkr (M) is an open dense subset. In fact, choosing local coordinates
(x, u) on M we identify it locally with π and so the described embedding can
be considered as a local chart. Even though the notions of total derivative and
horizontal differential are not defined on Jkr (M), we explained in §1.3 how to
compensate this.
B. Lie transformations pseudogroup
Consider the pseudogroup of Lie transformations of M = Jkr (M). It consists
of local diffeomorphisms of the jet-bundle, preserving the Cartan distribution
Ck. This pseudogroup G is integrable. We will calculate its symbols below.
To simplify we consider the corresponding Lie pseudogroup of vector fields.
A vector field is called an infinitesimal Lie transformation if its flow is a local Lie
transformation. Since we will work locally, there will be no distinction between
Jkr (M) and its local chart. Thus we will write M = J
kπ for simplicity, where
π : Eπ → B is a vector bundle.
B.1. Lifts of point transformations
In the case r > 1, denote the projection of the Lie field to Jǫπ = J0π by
X =
∑
i a
i(x, u)∂xi +
∑
j b
j(x, u)∂uj . Then the prolongation to J
kπ is
X(k) =
∑
i
ai(x, u)D
(k+1)
i +
∑
j;|σ|≤k
Dσ(ϕ
j)∂pjσ , (15)
where ϕj = bj −
∑n
i=1 a
ipji are components of the so-called generating function
ϕ = (ϕ1, . . . , ϕr) and D
(k+1)
i = ∂xi +
∑
j;|σ|≤k p
j
σ+1i
∂pjσ is the operator of total
derivative restricted to Jkπ. Though the coefficients of (15) depend seemingly
on the (k + 1)-jets, the Lie field is in fact on Jkπ.
Formula (15) follows from the claim the Lie field preserves the co-distribution
Ann(Ck) =
〈
ωjσ = dp
j
σ −
∑
i
pjσ+1idx
i
∣∣ 1 ≤ j ≤ r, |σ| < k〉
and the formula d =
∑
i dx
i ⊗D
(k+1)
i +
∑
j;|σ|≤k ω
j
σ ⊗ ∂pjσ on J
kπ.
Proposition 24. The l-symbol gl(xk) of the pseudogroup G at a point xk ∈ J
kπ
admits the splitting gl = glH ⊕ g
l
V depending on a point xk+1 ∈ F (xk). The
horizontal part is isomorphic to
glH(xk) ≃
[
Slν∗x0 ⊕
∑
0<i<k
(Siτ∗x ⊗ S
l−1ν∗x0)⊕
∑
i≥k
(Siτ∗x ⊗ S
k+l−i−1ν∗x0)
]
⊗ τx,
while the vertical (evolutionary) parts is represented as
glV (xk) ≃
[ ∑
0≤i<k
(Siτ∗x ⊗ S
lν∗x0)⊕
∑
i≥k
(Siτ∗x ⊗ S
k+l−iν∗x0)
]
⊗ νx0 .
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Proof. The space TxkJ
kπ is decomposed into direct sum of the horizontal
L(xk+1) ⊂ Ck(xk) and the vertical T
v
xk
= Ker(πk)∗ components. Thus we have:
gl(xk) ⊂ S
lT ∗xkJ
kπ⊗TxkJ
kπ =
[
SlT ∗xkJ
kπ⊗L(xk+1)
]
⊕
[
SlT ∗xkJ
kπ⊗T vxkJ
kπ
]
,
whence the required splitting. In formula (15) the horizontal and vertical com-
ponents correspond to the first and the second summands respectively.
Denote by µa the ideal in C
∞(B) generated by functions vanishing at a ∈ B,
and by µla its degree. Let µ
l
a(Lie) be the space of Lie fields vanishing at a to
the order l. Then gl(xk) = µ
l
xk
(Lie)/µl+1xk (Lie).
As in the contact and symplectic cases we represent the symbol via the jets
of generating functions. It embeds into the space SlT ∗xkJ
kπ ⊗ TxkJ
kπ by (15).
Let us choose a coordinate system such that the point xk becomes the origin.
If xk = [s]
k
a for some section s, this is achieved by making it the zero-section:
s = {uj = 0}. Then the condition X(k) ∈ µlxk is expressed via the components
of the generating function as follows:
ai ∈ µlx0 , ∂xσ (a
i) ∈ µl−1x0 , b
j ∈ µlx0 , ∂xσ(b
j) ∈ µlx0 , 0 ≤ |σ| ≤ k.
This yields the claim. Note that the decomposition T ∗x0J
0π = τ∗x⊕ν
∗
x0
is induced
by the point x1 and so the representation in the statement is canonical. 
B.2. Lifts of contact transformations
A Lie transformation for r = 1 is determined by a contact transformation
X(1) = Xϕ on J
1π with a generating scalar-valued function ϕ = ϕ(xi, u, pi):
X(1) =
∑
i
[
D
(1)
i (ϕ)∂pi − ∂pi(ϕ)D
(1)
i
]
+ ϕ∂u.
The prolongation of this field to Jkπ is given by the formula similar to (15):
X(k) = −
∑
i
∂pi(ϕ)D
(k+1)
i +
∑
|σ|≤k
D(k)σ (ϕ)∂pσ . (16)
Again a calculation shows this is a field on Jkπ, coinciding with Xϕ for k = 1.
We will need below a decomposition Tx1J
1π = τx ⊕ νx0 ⊕ υx1 , which is not
canonical. Though the point x2 determines the splitting Tx1J
1π = L(x1)⊕T
v
x1
,
the last summand is further decomposed by a connection in the bundle π1,0.
Proposition 25. The l-symbol of the pseudogroup G at a point xk ∈ J
kπ is
gl(xk) ≃
∑
0≤j≤l
(Sjν∗x0 ⊗ S
l+1−jυ∗x1)⊕ S
lν∗x0 ⊕
∑
1≤i<k;j
(Siτ∗x ⊗ S
jν∗x0 ⊗ S
l−jυ∗x1)
⊕
∑
k≤i;j
(Siτ∗x ⊗ S
jν∗x0 ⊗ S
k+l−i−jυ∗x1).
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Proof. As in proposition 24, due to (16), in the coordinate system (xi, u)
such that pσ(xk) = 0 for |σ| ≤ k, the condition X
(k) ∈ µlxk(Lie) is equivalent to:
ϕ ∈ µlx1 , ∂pi(ϕ) ∈ µ
l
x1
, ∂xσ (ϕ) ∈ µ
l
x1
, 0 ≤ |σ| ≤ k.
The claim follows. 
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