Designing sparse sampling strategies is one of the important components in having resilient estimation and control in networked systems as they make network design problems more cost-effective due to their reduced sampling requirements and less fragile to where and when samples are collected. It is shown that under what conditions taking coarse samples from a network will contain the same amount of information as a more finer set of samples. Our goal is to estimate initial condition of linear time-invariant networks using a set of noisy measurements. The observability condition is reformulated as the frame condition, where one can easily trace location and time stamps of each sample. We compare estimation quality of various sampling strategies using estimation measures, which depend on spectrum of the corresponding frame operators. Using properties of the minimal polynomial of the state matrix, deterministic and randomized methods are suggested to construct observability frames. Intrinsic tradeoffs assert that collecting samples from fewer subsystems dictates taking more samples (in average) per subsystem. Three scalable algorithms are developed to generate sparse space-time sampling strategies with explicit error bounds.
I. INTRODUCTION
A common assumption in classical control systems for state estimation is that samples are collected periodically from some prescribed output sensors [1] - [3] . In practice, sampling strategies are designed subject to some given performance criteria and hardware/software constraints, e.g., achieving certain estimation quality, data processing power, battery-life of the sensors and processors, etc. Although oversampling may result in superior estimation quality, it is usually undesirable in networked systems that are equipped with spatially distributed sensors; examples include, spatially distributed networked robots, synchronous power networks, and platoon of self-driving vehicles. In these applications, designing sparse sampling strategies, that allow collecting samples aperiodically from only a fraction of subsystems, will reduce sensing costs due to the existing algorithmic, physical, hardware, and software constraints. These burdens are even more pronounced in networks with several thousands subsystems. Our goal in this paper is to propose a formal method to study properties and performance of various sampling strategies and devise scalable algorithms to design sparse sampling strategies in space and time with provable performance bounds.
There have been recent interest on revisiting notion of observability in the context of networked control systems. In [4] , the author revisit the notion of observability radius for a class of linear networks whose state matrices are adjacency matrix of some weighted graphs. They provide conditions to verify whether such networks can preserve observability property in presence of structured (weighted) edge perturbations. The authors also suggest a heuristic algorithm to compute size of perturbations that result in loss of observability by finding their smallest Frobenius norm. In [5] and [6] , the problem of minimum constraint input selection are considered, where the objective is to find the smallest subset of inputs to ensure controllability. While it is shown that in general this problem is NP-hard, a subclass of such problems (by assuming dedicated inputs) can be solved efficiently with the aid of network graph algorithms. The author of [7] shows that 1 The authors are with the Department of Mechanical Engineering and Mechanics, Lehigh University, Bethlehem, PA 18015, USA {mousavi, motee}@lehigh.edu 2 The author is with the Department of Mathematics, University of Central Florida, Orlando, FL 32816, USA qiyu.sun@ucf.edu the problem of approximating the minimum number of input (output) variables to guarantee controllability (observability) is NP-hard. It is shown that one can find an efficient approximation of the problem by employing a greedy heuristic to select variables to maximize the rank increase of the controllability matrix. We refer to [8] for some related background and earlier works in this context. In [9] , the authors propose the problem of sensing-constrained LQG control, where contrary to the classical LQG, they look at the minimal sensing requirements for a desired control objective and tackle the problem by solving for suboptimal sensing strategies with by focusing only on finitely many sensing schedules. They have also looked at batch sensor-scheduling for linear-time invariant control systems [10] , where the goal is to design a sensing strategy to near-optimally estimate the concatenated states in a given finite horizon. Our work is close in spirit to [11] , [12] , where the authors investigate controllability of linear-time invariant networks and utilize randomized algorithms for sparsification [13] and (greedy) deterministic algorithms to obtain a sparse actuator scheduling. Furthermore, by allowing scaling in control inputs, they show that one can achieve desired levels of performance with respect to a class of performance measures. Prior to their work, several authors had also considered problems related to sensor or actuator scheduling for control and estimation, for instance see [14] - [17] and the references therein.
In this paper, our focus is on estimating the initial condition of a linear time-invariant (LTI) network from a set of state samples that are collected sparsely from a subset of subsystems aperiodically over some time interval. This problem is closely related to state observer design with sensing-constraints for linear dynamical networks. In Section IV, we apply tools from (finite) frame theory to reformulate the network observability problem and show that one can extract an observability frame from any given set of samples that solves the observability problem. This key idea allows us to cast observability condition as whether a set of vectors forms a frame for the Euclidean space. This is particularly useful as every frame element is labeled by where and when it was taken. In Section V, two types of measures, namely, standard deviation and differential entropy of the estimation error, are utilized to quantify quality of estimation for a given observability frame. They are also useful when one desires to compare estimation quality of various sampling strategies for a given network. We show that these estimation measures can be quantified using eigenvalues of the corresponding frame matrix. An important property of these estimation measures is that they are monotone with respect to the number of samples: by increasing the number of samples, the estimation measure does not deteriorate. In Section VI, we propose deterministic and randomized methods to generate observability frames for a given LTI network. It is shown that minimum required number of samples from each subsystem (location) depends on the degree of the minimal polynomial of the state matrix. We show in Section VII that there are inherent fundamental limits on the best achievable levels of estimation quality, and intrinsic tradeoffs reveal an interplay between space-time samples: taking less samples (in average) per subsystem mandates collecting samples from more subsystems. In Section VIII, we discuss three methods for frame sparsification: (i) sparsification by leverage scores, which is developed based on notions of spectral graph sparsification [13] , (ii) random partitioning using Kadison-Singer paving solution [18] , and (iii) greedy elimination using Sherman-Morrison rank-one update rule [19] . In all these algorithms, we obtain explicit error bounds for estimation-quality loss. We assert that our bounds are rather conservative. The reason is that, contrary to the results of [11] - [13] , [20] , elements of a sparsified observability frame cannot be rescaled to compensate for estimation-quality loss. At the end, we support our theoretical finding by several simulation case studies. This paper is an outgrowth of its conference version [21] and contains several new technical results, proofs, and simulation results.
II. MATHEMATICAL NOTATIONS
The set of complex numbers, real numbers, nonnegative numbers, integers and nonnegative integers are shown by C, R, R+, Z and Z+, respectively, and the imaginary number √ −1 by j. For a given number γ ∈ C, we define γZ := γk | k ∈ Z . For the ndimensional Euclidean space R n , we denote its standard basis by {e1, . . . , en} and the inner product of x, y ∈ R n by x, y . For a vector x ∈ R n , x stands for its Euclidean 2-norm. For two families of vectors Φ1 and Φ2, Φ1⊂Φ2 implies that φ ∈ Φ2 for all φ ∈ Φ1. We use the block capital letters to denote a matrix or a linear operator, e.g., X. The transpose of a matrix X is denoted by X T , the matrix exponential of a square matrix X by e X , and the identity matrix of appropriate size by I. Eigenvalues of a positive semi-definite matrix X ∈ R n×n is indexed in ascending order, i.e., 0 ≤ λ1(X) ≤ · · · ≤ λn(X); similarly, singular values of a square matrix X are indexed from the smallest to the largest as 0 ≤ σ1(X) ≤ · · · ≤ σn(X); and the induced 2-norm is denoted by X = σn(X). Given two positive semi-definite matrices X and Y, we say that X Y if Y − X is positive semi-definite, and that X ≺ Y if Y − X is positive definite. A normal random variable with mean µ and covariance matrix Σ is denoted by N (µ, Σ). The expected value of a random variable is shown by E{.} and the probability of an event is denoted by P{.}. The cumulative distribution function (cdf) of a scalar normal variable N (µ, σ) is denoted by F (x; µ, σ). For sequences {an} n≥1 and {bn} n≥1 with positive elements, notation an = O(bn) implies that an/bn is bounded.
III. PROBLEM STATEMENT
We consider linear dynamical networks that consist of multiple subsystems with state vector
where xi ∈ R is the state variable of subsystem i ∈ {1, 2, . . . , n}. These subsystems are interconnected and their collective dynamics is governed byẋ
in which A is time-invariant. It is assumed that initial state x0 ∈ R n of the network is unknown. In order to recover the initial state, suppose that samples can only be collected from a subset of subsystems Ω = {i1, i2, . . . , ip} ⊂ {1, . . . , n}, where Ω is called the set of sampling locations. At every spatial location i ∈ Ω, sensors are allowed to take finite number of samples with different time stamps; the set of such sampling times is denoted by Θi. A sampling strategy for subsystem i ∈ Ω is given by the set of ordered pairs
A sampling strategy for the entire network can be obtained by
For a given sampling strategy S, the corresponding vector of samples or observations is shown by
where measurement noises ξi(t) in all samples are assumed to be independent from each other and have normal (Gaussian) distributions with zero mean and σ 2 variance. For a given set of sampling locations Ω, the corresponding output matrix is defined by
Assumption 1. The set of sampling locations Ω is chosen such that the pair (A, CΩ) is observable.
The research problem of this paper is to characterize properties of sampling strategies that allow us to recover initial state of linear network (2) using sparse sets of samples in space and time.
IV. CHARACTERIZATION OF SAMPLING STRATEGIES
We apply tools from finite frame theory to reformulate the observability problem and characterize its feasible sampling strategies.
A. Reconstruction in Frame Theory
The contents of this subsection are based on adjusted materials from reference [22] . Definition 1. For a given family of vectors (φi)i=1,...,m in R n , the corresponding analysis operator T : R n → R m is defined by
and its frame operator S : R n → R n is defined by
x, φi φi.
It is straightforward to verify that operator T admits the following canonical matrix representation
Thus, the canonical matrix representation of the frame operator is
Definition 2. A family of vectors (φi)i=1,...,m in R n is a frame for R n if there exists constants 0 < α ≤ β such that
The largest lower frame bound and smallest upper frame bound are called the optimal frame bounds.
Proposition 1. Let us consider a family of vectors Φ = (φi)i=1,...,m in R n . The following statement are equivalent:
(i) The family of vectors Φ forms a frame for R n .
(ii) The set of vectors Φ span R n . Thus, m = |Φ| ≥ n.
(iii) The corresponding frame operator is positive definite, i.e., S 0, with optimal frame bounds α = λ1(S) and β = λn(S).
(iv) The corresponding analysis operator T is injective 1 with a pseudo-inverse
which is a left-inverse of T that satisfies T † T = I. 1 i.e., its matrix representation has full column rank.
One of the well-studied problems in frame theory is to reconstruct an unknown vector x ∈ R n from the following vector of observations
The following known result highlights role of T † in the reconstruction process from these observations. Proposition 2. If the family of vectors Φ forms a frame for R n , then any vector x ∈ R n , with a corresponding vector of observations y ∈ R m as in (10), can be reconstructed via
where T is the analysis operator of Φ and T † is given by (9) .
For networks with large dimensions, direct evaluation of T † becomes computationally expensive. In that case, the popular solution is to use frame algorithms to accelerate the reconstruction process [23] .
B. Initial State Reconstruction
The solution of the linear network (2) is given by
where its i'th component is
Based on the definition of a frame, (12) reveals that the following families of vectors are the only candidates for building constructors to recover initial state of the network.
Theorem 1. Suppose that Ω is the set of sampling locations and Θi is the set of sampling times for each location i ∈ Ω. Every initial state of linear network (2) can be reconstructed from the set of samples that are collected according to sampling strategy S = {(i, t)| i ∈ Ω, t ∈ Θi} if and only if the family of vectors
is a frame for R n .
Proof. Let us assume that the family of vectors (13) is a frame for R n with analysis operator T. From Lemma 2, initial condition can be recovered via
where y = [ x, φi ] φ i ∈Φ . In the next step, suppose that (13) is not a frame for R n . Then, the frame matrix S will be singular by Proposition 1. Thus, for every x1 ∈ R n , two initial states x1 and x1 + x2, in which x2 is a nonzero element of null(S), produce the same vector of observation y. This is contrary to our assumption on unique determination of the initial state of the network.
The conclusion in Theorem 1 asserts that initial state of the network can be recovered from the vector of observations y = Tx0 = [xi(t)] (i,t)∈S using the following equation
where T is the analysis matrix of frame (13) .
Remark 1. A frame for R n must contain at least n vectors. Hence, the number of components in frame (13) satisfies i∈Ω |Θi| ≥ n.
This inequality implies that taking less spatial samples should be compensated by taking more temporal samples. This hints at an inherent tradeoff between the minimum number of samples in space and time required for a successful initial state reconstruction.
It turns out that observability at the sampling locations is a necessary condition for the reconstruction problem.
Theorem 2. Suppose that the family of vectors (13) forms a frame for R n . Then, the pair (A, CΩ) is observable.
This can be interpreted as follows: if the sampling locations Ω create an unobservable output matrix CΩ, then the initial state reconstruction will be always infeasible independent of the number of time samples.
In the rest of the paper, whenever it is not ambiguous, we drop argument of Φ(A, S) in (13) and simply write Φ. Whenever (13) forms a frame, it will be referred to as an observability frame. The space of all observability frames in R n is denoted by F.
V. ESTIMATION MEASURES
In the previous section, the reconstruction problem was formulated in noise absence. One needs to solve an estimation problem when measurement noise is presented, which requires some appropriate mechanism to measure quality of the resulting estimations. We start this section by showing that some useful estimation measures can be quantified in terms of the frame eigenvalues (i.e., eigenvalues of the frame matrix) .
A. Estimation Measures
Instead of pure measurements (10) , suppose that a noisy observation vector is collectedŷ
in which ξ ∈ R m is a zero mean Gaussian measurement noise with independent components and covariance E ξξ T = σ 2 I. For the linear network (2), the equation (15) can be rewritten in the following form,ŷ
where T is the analysis matrix associated with the observability frame Φ in (13) . Let us denote an estimation of x0 byx0 and define the corresponding estimation error as
In the following, we discuss two common estimation measures to compare different observability frames.
(i) Standard Deviation of the Estimation Error: For a given noisy observation vector (16) with underlying observability frame Φ, this estimation measure is defined by ρ d (Φ) := E{ η 2 2 }. This measure has been widely used to compute an optimal estimation via least-squares approximation [24] .
Theorem 3. Suppose that a noisy observation vectorŷ as in (16) is given. Then,x is an unbiased estimator for x0 with E{x0} = x0 that minimizes Tx0 −ŷ 2. Moreover, the (least-squares) estimation measure ρ d : F → R+ is monotone and can be characterized as
where λ1(S), . . . , λn(S) are eigenvalues of the corresponding frame operator S.
(ii) Differential Entropy of the Estimation Error: Since the measurement noise in (16) is assumed to be an independent Gaussian random variable N (0, σ 2 I), one can use (18) to show that the estimation error η is also a normal random variable
The differential entropy of random variable η ∈ R n with probability density function p(η) is defined as
For Gaussian measurement noises, h quantifies the uncertainty volume of the estimation error.
Theorem 4. Under the Gaussian measurement noise assumption, the value of differential entropy of the estimation error is given by
Moreover, the above operator ρe : F → R is monotone.
B. Effects of Dwell-Time on Quality of Estimation
Suppose that sensors are scheduled to take samples according to a sampling strategy S, but actual measurements are taken with a uniform dwell time δ ∈ R. Let us represent the resulting family of vectors by
One can equivalently represent this set using (13) as
It is straightforward to verify that elements of Φ δ span R n if and only if the elements of Φ span R n . Thus, the family of vectors Φ δ is a frame for R n if and only if Φ forms a frame for R n . The next result shows that the estimation quality is not shift-invariant.
Theorem 5. Suppose that measurement noise (15) has normal distribution N (0, σ 2 I). Then,
and
in which σi's are the singular values of the corresponding matrix.
Proof. Let us denote the analysis matrices corresponding to Φ and Φ δ by T and T δ , respectively. It follows that
Thus, the corresponding frame matrix for Φ δ is
where S is the frame matrix of Φ. As a result, we can see that
Therefore, estimation using the shifted frame Φ δ results in a normal error (random) variable
In the next step, the estimation measures can be found as follows
where in the last equality we have used Von Neumann's trace inequality; we refer to [25] for more details. We can further write
.
For the last part of the proof, we have
The upper bound (23) becomes tight for δ = 0 because σi(e Aδ ) = σi(I) = 1 for all i = 1, . . . , n. When A is Hurwitz, according to inequality (23) , the estimation quality deteriorates as δ > 0 gets larger. The reason is that magnitude of samples decrease and the measurement noise (with constant intensity) becomes more dominant as time goes by. In fact, (23) implies that anti-stable state matrices neutralize negative effects of dwell time on the quality of estimation.
VI. CONSTRUCTION OF OBSERVABILITY FRAMES
Let us represent distinct eigenvalues of state matrix A by distinct eigenvalues λ1(A), . . . , λq(A) for some q ≤ n and its corresponding minimal polynomial 2 by
for some positive integers pm, whose degree is denoted by d(A) which is less than or equal to n. To state our next result, we need to define the row vector map
Theorem 6. Suppose that a sampling strategy S = {(i, t)| i ∈ Ω, t ∈ Θi} is adopted such that:
• At every i ∈ Ω, Mi := |Θi| ≥ d(A) samples are collected,
• Ei has full column rank, where
Then, under Assumption 1, the family of vectors
forms a frame for R n .
Proof. When A = 0, the proof becomes trivial as in this case e At = I for all t ∈ R and CΩ must be the identity matrix according to Assumption 1. When A is nonzero, its minimal polynomial has degree d(A) with 1 ≤ d(A) ≤ n. Then, it follows that
for all t ∈ R, where g k 's are some functions of time. Let J be the Jordan canonical form of A and
for some nonsingular matrix Q. By combining (30) and (31), one obtains
for all t ∈ R. Let us consider the minimal polynomial of A given by (26) , where pm's are some integer numbers for 1 ≤ m ≤ q. From the definition of a minimal polynomial, there are Jordan blocks J λm,pm associated with every eigenvalue λm(A) whose dimension is pm. This together with (32) implies that
for all 0 ≤ l ≤ pj − 1 and t ∈ R. The last equivalence holds as (j, j )'th entry of (J λm,pm ) k with property 0 ≤ j − j ≤ min(k, pm − 1) equals to k j −j λm(A) k−j+j and all other entries are equal to zero. It is well known that functions e λm(A)t t k for m = 1, . . . , q and k = 0, . . . , pm − 1 for t ∈ R are linearly independent. This, together with (33) , and the fact that
pm implies the existence of a nonsingular matrix D that satisfies
where E(t) is defined in (27) and
Let us denote Θi = ti,j 1 ≤ j ≤ Mi . According to our assumptions, matrix E i defined by (28) has full row rank d(A). This, together with (30) and (34), implies the existence of scalars a i,j,k such that
Then, by the definition of a minimal polynomial and Assumption 1, the size of matrix F is n × d(A)|Ω| and
Let us define
From (35), it follows that the rank of matrix T, whose size is n×|S|, is larger than or equal to rank of CΩA k 0≤k≤d(A)−1 . This together with (36) implies that T has rank n, which implies that the family of vectors (29) form a frame for R n .
Any frame for R n must have at least n vectors. Hence, prior to the application of Theorem 6, a necessary condition for the total number of sampling times is
On the other hand, Theorem 6 requires |Θi| ≥ d(A). Comparing these two arguments implies that the resulting frame Φ from Theorem 6 will have many redundant elements as the number of locations |Ω| increases. This motivates our investigation in the next section to seek scalable algorithms to construct sparse frames (in space and time) out of highly redundant observability frames. According to Theorem 6, the sufficient number of samples at each location is n. This condition is rather conservative as it takes into accounts situations where samples are taken only from a very small (compared to n) subset of spatial locations. In Theorem 9, it is shown that if |Ω| = n, then we may collect as few as one sample from each spatial location.
The set of all time instances for which Ei is not full column rank have zero Lebesgue measure in the corresponding design space. In fact, Theorem 6 suggests that one can comfortably skip rank verification step.
Theorem 7. For a given τ > 0, suppose that the sampling times in Theorem 6 are drawn randomly and independently from the uniform distribution over [0, τ ]. Then, with probability 1, the family of vectors in (29) is a frame for R n . Example 1. Let us consider the two-dimensional systeṁ
We choose to sample only from the first subsystem; i.e., Ω = {1}, CΩ = 1 0 . Thus, (A, CΩ) is observable and
Let us pick sampling times t1, t2 ∈ [0, τ ], i.e., M1 = 2. The corresponding family of vectors is
In this case, matrix (28) is
Hence, according to Theorem 6, if t1 − t2 = kπ for k ∈ Z, then Φ is a frame. Alternatively, if we compute the frame matrix S, using trigonometric identities, we get
which gives us the same constraints on the sampling times. Since the Lebegues measure of the points for which
, any random choices for t1 and t2 will result into a frame with probability 1. The latter observation agrees with Theorem 7. Next, we consider sampling M1 = M samples at location 1 for M > 2. By induction on sampling times Θ1 = {t1, . . . , tM }, we have
Again, if ti − tj = kπ for k ∈ Z, we get a frame out of these observations. Random sampling also results in a frame with probability 1.
Now, we briefly look at periodic sampling strategy, 3 i.e., Θi = {0, δ, . . . , (Mi − 1)δ} for every i ∈ Ω, where δ > 0 is a known sampling step-size. 
forms a frame for R n , where B δ := e A T δ .
Example 2 (Example 1 continued). A sufficient condition for the sampling step-size for linear system (38) is
Alternatively, because ti − tj = (i − j)δ, using the expression for
For a state matrix A whose all eigenvalues are real, one may verify that the requirement (41) for any positive step-size δ. Therefore we have the following corollary by Theorem 8. Theorem 9. Suppose that Ω = {1, . . . , n} is the set of sampling locations and the set of sampling times Θi, for each sampling location 3 practical implication of this strategy is that sensors take samples with some certain frequency based on a synchronized digital clock.
. end for form subframe Φj according to (49) end for form concatenated frame using (50) i ∈ Ω, is chosen such that |Θi| = Mi ≥ 1 and
for some t * ∈ R, where step-size δ * > 0 is given by
Then, the sampling strategy S = (i, t) i = 1, . . . , n and t ∈ Θi results in a family of vectors
that forms a frame for R n .
Proof. Since matrix e A T t * is full rank for all t * ≥ 0, one can verify that Φ in (44) forms a frame for R n if and only if e A T (t−t * ) ei (i, t) ∈ S forms a frame. Due to this shift-invariance property, we may safely assume that t * = 0 by shifting every element in all Θi's by −t * . Let us pick ti ∈ Θi for 1 ≤ i ≤ n. Then, for every vector c = [c1, . . . , cn] T , we have
This implies that
for all c ∈ R n . Hence, Φ, with |Θi| = 1 for every sampling location i ∈ Ω, consists of n linearly independent vectors and forms a frame for R n . By increasing the number of samples per sampling location, Φ will remain to be a frame for R n .
The time range δ * in Theorem 9 only depends on the state matrix A and is strictly positive. Next, we consider the case where collecting samples from all locations is possible and samples are taken randomly in a time range [0, τ ], which is not necessarily in a small time range.
Theorem 10. Suppose that samples are collected from all subsystems, i.e., Ω = {1, . . . , n}, at least once, i.e., |Θi| ≥ 1. Sampling times are drawn randomly and independently from the uniform distribution over interval [0, τ ]. Then, the resulting family of vectors (44) is a frame for R n with probability 1.
Example 3 (Example 1 continued). For the linear system (38) , let us consider a full state sampling with strategy S = (1, t1), (2, t2) that results in vectors
For the corresponding frame matrix, we have
Thus, Φ is a frame for R 2 if and only if
Alternatively, δ * in Theorem 9 satisfies δ * < ln 2.
According to Theorem 9, if sampling times t1 and t2 satisfy
then the family of vectors (45) is a frame for R n . Comparing the two constraints characterized by (48) and (47) reveals that the resulting condition for sampling times from Theorem 9 is more conservative.
To verify effectiveness of Theorem 10, one can verify that the Lebesgue measure of all pairs of points {t1, t2} in [0, τ ] 2 ⊂ R 2 for which det(S) = 0 is zero. As a result, one can randomly select sampling times {t1, t2} to construct a frame with probability 1.
At the end, we show how to construct a concatenation of a sequence of frames over long time intervals. For every j = 1, . . . , N , let us consider the set of vectors where t0 = 0, tj = tj−1 + cjδ * , cj ∈ (0, 1), and δ * is given by (9) . From Theorem 9, every Φj forms a frame for R n . Since the union of two frames is still a frame, the family of vectors
where ∨ stands for concatenation of two frames, is a concatenated frame over time interval [0, tnN ]. These steps are summarized in Algorithm 1.
VII. FUNDAMENTAL LIMITS AND TRADEOFFS
For a given linear network (2) whose state vector is sampled based on an arbitrary sampling strategy, we show that there are fundamental limits and tradeoffs on the best achievable values for the estimation measures and space-time sparsity.
Theorem 11. Suppose that state of the n-dimensional linear network (2) is sampled under a sampling strategy S with total number of samples |S|. Then, the best achievable estimation measures are bounded from below by constants that are quantified by
where Φ is the observability frame corresponding to S and ν := ν(A, S) is defined by
Proof. First, we prove a more general inequality. Let us consider the class of all estimation measures that have the following spectral representation
for some convex and monotonically decreasing function ψ : R+ → R. Since ψ is convex, we apply Jensen's inequality [27] and write
On the other hand, we have
Each vector φi corresponds to some time stamp t and some index j ∈ Ω, i.e., φi = e A T t ej.
Thus, we use the bound on the matrix exponential to get
This inequality together with (56) gives us
Since ψ is monotonically decreasing, from (55), one may conclude that
By applying inequality (57) to spectral functions ψ(λ) = λ −1 and ψ(λ) = − log(λ), we will get the desired inequalities (51) and (52), respectively.
The inequalities (51) and (52) give us some convenient rules of thumb about the scaling properties of the estimation measures. For instance, if |S| = O(n 2 ), then it can be deduced from (51) that 4 ρ d (Φ) ≥ cσ ν for some constant c. This implies that the estimation quality cannot be enhanced beyond a hard limit. Such limitations are important in network design as they are independent of the network size and sampling strategy. For more discussions on significant role of fundamental limits in control, we refer to [28] , [29] .
Theorem 12. For a given linear network (2), let us assume that there exists δ > 0 such that all distinct eigenvalues of its state matrix satisfy
and it is sampled according to a sampling strategy with property 5 Θi ⊂ δZ+ for all i ∈ Ω. If A is Hurwitz, then universal (i.e., independent of number of samples) fundamental limits on the best achievable estimation measures emerge as follows
where Q 0 is the observability Gramian, i.e., the unique solution of Lyapunov equation
Also, the lower bounds can be achieved if and only if S = Ω×δZ+.
Proof. Every sampling strategy S that satisfies our assumptions also satisfies S ⊂ Ω × δZ.
Therefore, the frame matrix corresponding to such sampling strategy satisfies
The last equality holds for the following reason. Since A is Hurwitz, e Aδ is Schur and (e Aδ , CΩ) is observable according to (58). Inequality (63) is equivalent to
Functions Tr(X) and det(log(X)) are nondecreasing on the cone of positive semi-definite matrices. By apply these functions to both sides of (64), one obtains the desired inequalities (59) and (60).
In an exponentially stable linear network, as time goes by, the magnitude of state dwindles compared to measurement noise. For such systems, Theorem 12 predicts that estimation quality cannot be improved beyond some certain threshold even if the number of samples tends to infinity.
For a given sampling strategy S, the average number of samples per subsystem is quantified bȳ
Theorem 13. For given desired levels of estimation qualities ρ * d , ρ * e > 0 and parameter ν * > 0, let us consider all n-dimensional linear networks (2) whose pair of state matrices and sampling strategies belong to 
The result of Theorem 13 asserts that intrinsic tradeoffs emerges among all linear networks with similar estimation quality and parame- 5 There is a practical implication for this assumption: sensors usually take samples with some certain frequency based on a synchronized digital clock. ter (53): reducing number of sampling locations must be compensated by increasing the average number of samples per subsystem and vice versa.
VIII. FRAME SPARSIFICATION
Suppose that a highly redundant set of samples from network (2) is provided for the estimation problem. This usually happens when a conservative sampling strategy S is used and all subsystems are allowed to collect numerous samples over time. Even if the corresponding family of vectors
forms a frame, i.e., the resulting estimation problem is feasible, there are still unnecessary and undesired degrees of redundancy that should be trimmed away in order to enhance scalability properties of the estimation algorithms.
Definition 4. For a given design parameter θ > 0, a family of vectors Φs in R n is called a θ-approximation of frame Φ if:
(i) Φs ⊂ Φ and it has at most θ|Ω| elements, (ii) Φs is a frame for R n .
For a given (highly redundant) frame (68) and some parameter θ > 0, our goal is to find a sampling strategy Ss whose corresponding family of vectors Φs = e A T t ei (i, t) ∈ Ss is a θ−approximation of (68). Condition (i) mandates the sampling strategy Ss to collect at most θ samples in average from all subsystems, i.e.,
Condition (ii) ensures the feasibility of the resulting estimation problem. In the following, we will discuss three methods to achieve our goal.
A. Sparsification by Leverage Scores
Our first approach is based on sparsification via the notion of effective resistances [13] , which depends on the concentration properties of the sums of random outer-products and was originally developed for sparsification of weighted graph Laplacians. Similar to graph Laplacian, the frame matrix S is also a sum of rank-one matrices S = φ∈Φ φφ T .
Definition 5. For a given finite frame Φ, the leverage scores are positive numbers that are defined by
for every φ ∈ Φ.
One can associate a probability mass function π : Φ → [0, 1] to a given frame Φ using its leverage scores as follows:
This gives a well-defined mass function as φ∈Φ π(φ) = 1 n φ∈Φ Tr S −1 φφ T = 1.
As it is summarized in Algorithm 2, elements of Φ are sampled iteratively and independently, with replacement, according to probability Algorithm 2 Randomized Frame Sparsification input: frame Φ = (φ1, . . . , φ |S| ) and design parameters q, > 0 output: set of vectors Φs and weight function ws initialize: Φs = ∅, ws(.) = 0, Ss = 0 for k = 1 to q do sample an element from Φ with probability distribution π → φ update weight function : ws(φ) ← ws(φ) + (qπ(φ)) −1 if φ / ∈ Φs, then add φ to Φs update the frame matrix: Ss ← Ss + φφ T end if end for mass function (70). A sampled element will be added to Φs if it is not already in Φs. The resulting sparsified frame Φs will have at most q elements. One may estimate |Ωs|, i.e., the number of sampling locations after sparsification, and obtain a reasonable estimate for θ ≤ q/|Ωs|. Algorithm 2 also assigns a weight to every elements of Φs via weight function ws : Φ → R+. Each execution of Algorithm 2 returns a different realization of ws, where ws(φ) = 0 for φ / ∈ Φs. These weights are useful in quantifying estimation-quality loss due to sparsification. In fact, the weight function ws is a bounded random variable, where ws(φ) may assume different realizations drawn from p(qπ(φ)) −1 p = 0, 1, . . . , q .
Theorem 14. For a given frame Φ in R n , let us fix parameter ∈ (1/ √ n, 1] and the number of samples q = O(n log n/ 2 ). Then, the resulting set of elements Φs from Algorithm 2 is also a frame for R n with probability at least 1/2. Furthermore, with probability at least 1/4, the estimation-quality losses satisfy 6
whereχ := E {χ} and χ is a random variable given by
Proof. We build up our proof based on some of the steps taken in the proof of Theorem 5 in [30] . Using the leverage scores (69), one can verify that
and f φ ≥ 0 is the frequency of the times that φ is sampled (due to sampling with replacement, some vectors can be sampled multiple times). Weights of those φ / ∈ Φs are equal to 0. be a noisy observation vector collected by φ ∈ Φs, in which ξs ∈ R m is a zero mean Gaussian measurement noise with independent components and covariance E ξξ T = σ 2 I. In the next step, let us consider an alternative estimatorx0 that is given bỹ
It is straightforward to verify that this is an unbiased estimator using only the observations corresponding to Φs. Since covariance of noise is E ξξ T = σ 2 I, the unweighted least-squares estimator gives the optimal estimatorx0. Therefore,
This lets us write
where Sw = T T s WsTs andŜw := T T s W 2 s Ts. From (76) and the definition of random variable χ in (73), it follows that
in which the middle matrix is replaced by its upper bound as one can show that for every three positive-definite matrices X1, X2, X3 with X1 X2, inequality X3X1X3 X3X2X3 holds. According to Markov inequality, the next inequality holds
(78) with probability at least 3/4. From (77) and (78), we get
On the other hand, by applying similar steps to the proof of Theorem 5 in [30] , it follows that with probability at least 1/2 we have
By taking inverse, we get
If the event described in (78) is denoted by A and the event described by (81) is denoted by B, then
Therefore both (79) and (81) hold with probability at least 1/4. Combining (79) and (81), one arrives at
Taking the square root from both sides, we get the desired inequality (71).
For the entropy estimation measure, by following almost identical steps, we can show that with probability at least 1/4 the following inequality holds ρe(Φs) = det(log(S −1 s ))
The backbone of this result is based on Theorem 1 of [13] and asserts that Algorithm 2 trims off a given (highly redundant) frame and returns, with probability more than 0.5, a new frame whose size is almost linear in network size. Moreover, it is shown that, with probability at least 0.25, the estimation measures of the new (sparsified) frame stays within constant multiples/difference of the estimation measure of the original (redundant) frame. Therefore, max φ∈Φ ws(φ) is an upper-bound on χ. The rest of the proof follows from the fact that we can replace χ with max φ∈Φ ws(φ) in the proof of Theorem 14.
The leverage scores disclose the importance of every component with respect to the entire frame for the sake of estimation. For instance, if the network is asymptotically stable, a component with a relatively large time label is expected to have a relatively small leverage score. Thus, such insignificant components are less likely to be sampled by Algorithm 2 and can be trimmed off to achieve a comparable estimation quality.
Running Time Analysis:
Computing the inverse of S can be done in O(n 3 ) operations, while computing the leverage scores using this matrix requires O(|Φ|n 2 ). We need to check for repeated samples, which does not increase the running time of the algorithm. Computing the frame matrix Ss can be done in O(n log n/ 2 × n 2 ) = O(n 3 log n/ 2 ) operations. Hence, the total running time of Algorithm 2 is O(n 3 log n/ 2 + |Φ|n 2 ).
B. Random Partitioning and Kadison-Singer Paving Solution
If the leverage scores (69) are uniformly bounded by a small enough number, then components of a frame can be partitioned in a balanced manner in order to obtain two separate subframes with explicit bounds on their spectra. Such spectral bounds are useful to find bounds on the estimation quality of the resulting subframes. The next theorem is based on Corollary 1.3 of the recent seminal paper [18] that gives us a paving solution to the famous Kadison-Singer problem.
Theorem 16. Suppose that the leverage scores in (69) satisfy
for all φ ∈ Φ and some positive number r * < 1.5 − √ 2. Let us randomly partition Φ into two subfamilies Φ1 and Φ2 such that every element of Φ, independent of others, belongs to either of the partitions with probability 1/2. Then, with a positive probability, the resulting partition will satisfy
for j = 1 and 2.
For a given (highly redundant) observability frame, the result of Theorem 16 allows us to calculate the relative/absolute estimationquality degradation of the resulting partitions.
Theorem 17. Suppose that the leverage scores (69) satisfy (85). Then, the randomly partitioned subfamilies Φ1 and Φ2 from Theorem 16 are both frames for R n with a positive probability and the estimation-quality can be bounded as follows
Proof. Let us denote Sj to be the frame matrix corresponding to family of vectors Φj that is resulted from the random partitioning according to Theorem 16. For the least-squares estimation measure, we have
Tr (S −1 )
This proves the first bound.
For the entropy estimation measure, it follows that
which proves the second bound.
The quantity κ(r * ) is a worst-case bound on the relative performance degradation of the randomly partitioned subframes Φ1 and Φ2. This function has been illustrated in Fig. 1 . In simulations, we observe that comparably better bounds are achievable.
Applicability of Random Partitioning: When we deal with massive incoming samples (data) from the sensors, we expect the leverage scores to be small. In fact, we observe that the leverage scores satisfy Running Time Analysis: Computing the frame matrix for each partition can be done in O(|Φ|n 2 ). Hence, the random partitioning can be done in O(|Φ|n 2 ) operations.
C. Greedy Sparsification
In order to maintain a predetermined level of estimation quality and sparsity, one may consider using greedy algorithms that have been demonstrated to be useful in practice with satisfactory performance for a broad range of combinatorial problems [31] , [32] . In greedy frame sparsification, the core idea at every iteration is to eliminate that component of the frame which will increase value of a given estimation measure less than the others. At iteration k, let us denote the remaining frame and its frame matrix by Φ k and S k , respectively. Eliminating a component φ from Φ k corresponds to the following rank-one update
with S0 = S. According to the Sherman-Morrison formula [33] , one gets update rule
Theorem 18. Upon eliminating a component φ from an observability frame Φ k , the estimation measures are updated according to
Proof. By taking trace from both sides of (90), we get
Update rule (91) follows by utilizing the following equation
The update rule (92) for the entropy estimation measure follows from
In the third line, the matrix determinant lemma is applied [19] .
At every iteration, the optimizer of ρ d (Φ k+1 ) can be determined by solving the optimization problem
and for ρe(Φ k+1 ) by solving
Algorithm 3 details all necessary steps to compute a sparsfication of a (redundant) observability frame, where we use notation 2 ∈ {d, e}. The algorithm stops whenever either a desired sparsity level s ∈ (0, 1) or a maximum allowable relative estimation error e > 0 has been achieved. This algorithm resembles the procedure of updating a performance measure of a linear consensus network when a new coupling link is added to the network [34] .
Running Time Analysis: Computing S −1 at the beginning requires O(n 3 ). Then, at each iteration, one needs to compute and update the value of estimation measure for every vector in Φ, which takes O(|Φ|n 2 ). Thus, in order to achieve sparsity level s, one needs O (1 − s)|Φ| × |Φ|n 2 = O (1 − s)|Φ| 2 n 2 operations. Since |Φ| ≥ n, Algorithm 3 can be implemented in O (1 − s)|Φ| 2 n 2 . Compared to running time of the randomized sparsification O(n 3 log n/ 2 + |Φ|n 2 ), the running time of the greedy method can be higher by an order of |Φ|.
Remark 2. Our proposed algorithms in this section employ some results from [13] , [18] . The idea of sparsification via effective resistances are recently applied in controls community to obtain network abstraction as well as actuator scheduling in large-scale networked control systems [11] and [20] . The Kadison-Singer paving solution of [18] is also utilized in [11] as a method of randomized actuator scheduling.
IX. NUMERICAL SIMULATIONS
Let us consider a linear dynamical network (2) that consists of n subsystems, which are randomly and uniformly distributed over a square-shape spatial domain [0, 1] × [0, 1]. The Euclidean (spatial) distance between the subsystems i and j is denoted by dis(i, j). If two subsystems lie in each others connectivity range, then there will be a coupling between the two subsystems and the corresponding entries in the state space will be nonzero numbers. More precisely, the state matrix A = [aij] is defined by
for some d > 0. The parameters a > 0 and 0 < b < 1 determine decay rate of the couplings and spatial localization properties of the network. For instance, larger values of a and b result in more localized networks with short range couplings. To make our study generic, the coefficients ζij are independently and randomly chosen from N (0, 1). In our simulations, we set n = 40, a = 1, b = 0.5, and d = 0.3. We generate and save one state matrix A that has both stable and unstable modes and use it in the following simulation studies. The spatial locations of subsystems and their coupling topology are illustrated in Fig. 2 .
Constructing Observability Frame:
We set Ω = {1, . . . , n}, τ = 0.12, and Mi = M = 44 and utilize Theorem 7 to construct an observability frame Φ with format (29) . The resulting frame contains nM = 1760 vectors with a space-time representation illustrated by blue dots in Fig. 3 . For a noise intensity of σ = 0.1, the value of the (least-squares) estimation measure is
Randomized Frame Sparsification: For design parameters = 0.5 and q = 590, we apply Theorem 14 and find a sparsified frame with |Φs| = 503. The spatial locations and time stamps of the sampling strategy corresponding to the sparsified frame are illustrated by black circles in Fig. 3 . The value of the estimation measure is
The number of space-time samples has been reduced by 71% for the price of 95% relative estimation-quality loss.
Sparsification via Random Partitioning: Let us reconsider the frame Φ shown in Fig. 3 . By applying Theorem 16, random partitioning of Φ leads into two subsets Φ1 and Φ2. In our simulations, we repeat the random partitioning procedure 5 × 10 5 times. In each case, the minimum and maximum relative estimation-quality losses for Φ1 and Φ2, i.e., max j=1,2
is computed and saved. The histogram of this data is depicted in Fig.  4 . In this simulation, the minimum and maximum degradations are less than 0.55 with a high probability. The theoretical estimate from Theorem 17 is
Our extensive simulations reveal that, in practice, one typically achieves comparably better estimation quality than our theoretical bounds (86). In these simulations, the number of space-time samples are reduced by almost 50% for the price of 55% estimation-quality loss (in most outcomes of the simulations).
Performance of Randomized vs. Greedy Algorithms: In this simulation, we compare the estimation quality of the resulting sparsified frames from Algorithm 2 and 3. Using Algorithm 2, we construct 25 different sparsified frames by selecting 25 different values for in (1/ √ n, 1]. We treat q as a control parameter and vary its value between 5902 and 153. For a fixed q, we compute the value of the estimation measure for all 25 frames and save the one with the minimum value. When applying Algorithm 3, we change the desired sparsity level s to get a sequence of sparsified frames. The outcome of our simulations is depicted in Fig. 6 , where one can observe that both methods result in almost similar estimation qualities. The only difference we can report is their running time (on a personal computer with an Intel processor using MATLAB): the randomized method (including 25 experiments per q) took about 1.68 seconds, while the greedy method took 26.71 seconds. This is consistent with our running time analysis for both algorithms.
Sequential Frame Construction:
We compute the value of δ * , which is defined in Theorem 9, using the saved state matrix A and get δ * ≈ 0.0434. We utilize Algorithm 1 and set N = 12 and cj = 0.25 for every subframe Φj for j = 1, . . . , N . Sampling times tij for each frame is chosen randomly and uniformly from time interval [tj, tj+1]. The space-time representation of these frames is illustrated in Fig. 5 . The resulting concatenated frame has |Φ| = N n = 480 components with estimation quality
Estimation Quality Deterioration with Time Shifts: Let us consider the first observability frame Φ1 in Fig. 5 with n components. First, we construct a family of observability frame Φ δ , which is defined in (22) , by increasing δ from 0 to 0.5. We compute exact value of the (least-squares) estimation measure for every Φ δ . The result of our simulations is depicted in Fig. 7 along with our theoretical upper bound (23) . One observes that our proposed upper bound is rather tight for all values of δ in [0, 0.5]. 
X. DISCUSSION AND CONCLUSION
In this paper, we assume that measurement noises in (15) are Gaussian and independent of each other. When the measurement noises are dependent, the covariance of the estimation error (17) will be
where Σ ξ is the covariance of the measurement noise. In general, we may not be able to expand (96) as a sum of rank-one matrices made of frame components. This was a useful property for our developments in Section VIII. This case needs a thorough analysis which is beyond the scope of this paper.
Our results can be extended to include linear dynamical networks with arbitrary output matrices. In such networks, the sampling locations will be different from subsystem locations and the components of the observability frame (13) will take form e A T t c T , where c is a row of output matrix. The main reason for working with output matrix (4) is to highlight inherent tradeoffs between minimum required number of samples in space and time in order to achieve a certain estimation quality in linear dynamical networks; see the results of Section VII.
In order to quantify estimation quality, we consider two estimation measures: standard deviation and differential entropy of the estimation error. Depending on the specific design criteria, one may choose another type of estimation measure. For instance, if the reliability of the estimators is of significant importance for the network designer, one can utilize risk measures to evaluate the estimation quality. Two useful risk measures are: risk of large aggregate deviations, i.e., ρa(Φ) := inf ∆ ∈ R+ P η ≥ ∆ ≤ or risk of large element-wise deviations, i.e.,
In Appendix II, it is shown that these two risk measures are monotone according to Definition 3 and as a result, one can effectively employ these measures instead of ρ d and ρe in our proposed methodology. The significance of fundamental limits and tradeoffs in Section VII is that they reveal what is achievable and what is not. This is practically plausible as it prevents us from searching for sampling strategies with unachievable estimation qualities.
The results of Section VIII provide three methods to sparsify a given observability frame. Our theoretical error bounds are rather conservative. However, our extensive simulations assert that our proposed algorithms can achieve comparably better error bounds in practice.
APPENDIX I: PROOF OF THE REMAINING THEOREMS

Proof of Theorem 2: Based on the Cayley-Hamilton theorem
for some functions g k (t) for k = 0, . . . , n − 1. Using this fact, the analysis matrix corresponding to the sampling strategy S can be written as
Assume that Φ is a frame but the pair (A, CΩ) is not observable. Thus, the observability matrix
has rank less than n. Because Φ is a frame, rank of T is n. However, comparing (98) with the form of the observability matrix, we observe that rank of matrix T in (98) is at most equal to rank of O(A, CΩ). This is a contradiction, proving that (A, CΩ) must be observable.
Proof of Theorem 3:
The expression for the estimation measure holds because we can write
. To see that ρ d is a monotone operator, consider the following chain of observations: 
To see that ρe is a monotone operator, consider the following chain of operations:
2 )) ≤ Tr(log(S −1 1 )). The third inequality holds because log(.), as a map from the cone of positive definite matrices to the set of symmetric matrices, is analytic and increasing on the cone of positive definite matrices. The last inequality implies that ρe(Φ2) ≤ ρe(Φ1).
Proof of Theorem 7: First suppose that |Θi| = d(A) for each i ∈ Ω.
Observe that nonzero combinations of e λ i (A)t t k for i = 1, . . . , q and k = 0, . . . , pi − 1 have only finitely many zeros. This shows that for any τ > 0 and i ∈ Ω det(Ei) = det([E(tj)] j=1,...,d(A) ) = 0, for almost every choice of times [t1, . . . , t d(A) ] ∈ [0, τ ] d(A) . Hence, if we choose the sampling times tj ∈ Θi with |Θi| = d(A) randomly in the range [0, τ ] in an independent and uniform manner, then with probability one the requirement (28) is satisfied and Ei is full rank for each i ∈ Ω. Thus, by Theorem 6, the resulting family of vectors is a frame with probability one. If the number of random samples per location i ∈ Ω increases beyond d(A), the result is still a frame.
Proof of Theorem 8: First assume that for each location i ∈ Ω, we choose |Θi| = d(A). In this case, for every location i ∈ Ω 
is a frame. The family of vectors Φ given in the theorem satisfies Φ ⊆ Φ. Thus, Φ is also a frame.
Proof of Theorem 10: First, for each i ∈ Ω, consider |Θi| = 1 and denote Θi = {ti}. Moreover, we define θ = [ti]i=1,...,n.
Now, we denote S(θ) to be the frame matrix corresponding to family of vectors (44), where the sampling times have been gathered in θ ∈ R n . Based on Theorem 9, there exist a θ for which the real analytic function F (θ) : R n → R defined by F (θ) := det(S(θ)), is nonzero. Thus, measure of points θ ∈ [0, τ ] n for which F (θ) vanishes is zero (e.g. see [36] ), and independent and uniform sampling of the time stamps in [0, τ ] n gives a frame with probability one. If we increase Θi beyond 1 probability of getting a frame is 1.
Proof of Theorem 13: First, observe that by definition, the following identity holds.
m =Θ(S) · |Ω|.
After reorganizing the inequalities given in (51) where Fn denotes the cdf of the Gaussian distribution and [S −1 ]ii is the i'th diagonal element of the frame matrix S −1 . Moreover, it is a monotone operator.
Proof. Because we have η ∼ N (0, σ 2 S −1 ), we observe that the scalar random variable ηi = e T i η satisfies ηi ∼ N (0, σ 2 e T i S −1 ei) = N (0, σ 2 [S −1 ]ii).
Hence, the quantity of interest ri(η) corresponds to the tail probabilities of a zero mean scalar normal random variable. Because of symmetry, we see that
This proves the form of the risk measure. If Φ1 ⊆ Φ2 for two frames, then [S −1 2 ]ii ≤ [S −1 1 ]ii. The function Fn is decreasing about the variance argument. Therefore, this risk measure is monotone.
Theorem 20. Under the Gaussian measurement noise assumption with mean and covariance (20) , the estimation measure can be expressed as
which is monotone, where the scalar function F : R → R has the series representation for a real number z and Γ(.) is the well-known gamma function.
Proof. Since η is a random variable, so is ω := η 2 2 .
(108)
We seek the cumulative density function (CDF) of ω. The eigendecompostion of S can be written as S = UΛ(S)U T .
We define the transformed random variablê
and we can see that the components ofη are uncorrelated and
where the last one holds because U T is an orthogonal transformation. Thus, usingη = [η1, . . . ,ηn] T we observe that
The random variablesηi is N (0, σ 2 /λi(S)). Moreover, they are independent. Thus,η 2 i can be described aŝ η 2 i ∼ G(1/2, σ 2 /(2λi(S))),
where G(α, β) denotes gamma distributions with parameters α and β. Therefore, ω is sum of n uncorrelated gamma distributed random variables each with distribution given by (112). In [37] , the authors shown that for the sum of n uncorrelated gamma distributions with parameters ai = a = 1/2 and bi = σ 2 /(2λi(S)) (i.e., if we sum random variables G(a, bi)) their CDF F (δ) has the Laplace transform that is given by (1 + bis) −a .
As it is stated in [37] , this Laplace transform is connected to Hypergeometric series Φ2 (e.g. see [38] ), which results in the formula (107) for a = 1/2 and bi = σ 2 /(2λi(S)). To see the monotonicity, we consider Post's inversion formula for the Laplace transforms (e.g., see [39] ) as follows
By inspection, for F(s) given by (113), the argument of this limit is always positive (due to additional an (−1) k that appears in the computation of F (k) ). Moreover, the argument of the limit is also a decreasing function of bi's. Hence, the limit, F (δ) is a decreasing functions of bi's. In this case, bi depends on inverse of λi(S), therefore, F (δ) is an increasing function of λi's, and consequently, 1 − F (δ) is a decreasing function of λi's. If for two observability frames, Φ1 ⊆ Φ2, then λi(S1) ≥ λi(S2), and the claim is proved.
