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In this work we present a tight-binding model that allows to describe with a minimal amount of parameters
the band structure of exciton-polariton lattices. This model based on s and p non-orthogonal photonic orbitals
faithfully reproduces experimental results reported for polariton graphene ribbons. We analyze in particular
the influence of the non-orthogonality, the inter-orbitals interaction and the photonic spin-orbit coupling on the
polarization and dispersion of bulk bands and edge states.
I. INTRODUCTION
Coupled photonic resonators have appeared in the past few
years as an excellent platform to engineer lattice Hamiltoni-
ans [1–4]. The possibility of controlling the geometry, on-site
energy and hopping along with the spectroscopic access to
the momentum- and real-space distributions of the wavefunc-
tions are opening new perspectives in the study of elaborate
solid-state Hamiltonians in the photonics realm. In addition,
the engineering of gain and losses and the presence of Kerr
nonlinearities are unveiling genuinely photonic phenomena in
lattices, which include lasing in topological states [5–10], PT-
symmetric [11] and charge conjugated phases [12] and the ob-
servation of dissipative phase transitions [13, 14].
Lattices of polariton resonators in semiconductor microcav-
ities provide one of the most versatile platforms to imple-
ment this kind of Hamiltonians [15]. Polaritons are hybrid
light-matter quasiparticles that arise from the strong coupling
of quantum-well excitons and photons confined in a micron-
scale Fabry-Perot cavity. Their excitonic component results in
significant polariton interactions and in sensitivity to external
magnetic fields. The first feature has allowed the observa-
tion of bi-stability [16], polariton superfluidity [17] and soli-
tons [18, 19] in planar structures, while the second has been
used to demonstrate lasing in circularly polarised states [20]
and in chiral edge states [10].
A very convenient way to implement lattices of polariton
resonators is by confining their photonic component in fully or
partially etched structures. The building block of these lattices
is typically a resonator of cylindrical symmetry, in which pho-
tons are confined in the three spatial directions. The polariton
resonators show confined modes separated by a gap, each of
them with a particular geometry: the ground state is formed
by cylindrically symmetric s-modes, the first excited state is
doubly degenerate with p-type modes, the next states have d-
symmetry and so on. Such confined modes have been real-
ized by fully etching the semiconductor structure [21, 22], by
partial etching of the upper cavity mirror [23, 24], by growth
interruption and etching of the cavity spacer [25, 26], and in
half cavities closed by an external mirror [27–29]. By later-
ally coupling the photonic modes of the resonators, lattices
of different geometries have been implemented, including
one-dimensional regular [30–32], Stub [33], Su-Schrieffer-
Heeger (SSH) lattices [5] and aperiodic lattices [34], and two-
dimensional honeycomb [4, 10] and Lieb lattices [23, 24],
showing a wide variety of dispersions and topological fea-
tures. One of the great assets of this system is the possibility
of designing lattices with synthetic strain, which have been
recently employed to engineer new types of Dirac cones [35]
and are promising to engineer artificial gauge fields [36, 37].
The design of polariton lattices and the interpretation of the
polariton bands measured in photoluminescence studies have
so far largely relied on the mapping to a tight-binding model.
In this model, each orbital mode of each cylindrical microres-
onator is independent from the other orbitals and plays the
role of a point-like tight-binding site, all of them with identi-
cal on-site energy, coupled to their nearest neighbors. In SSH,
Lieb and honeycomb geometries, this kind of tight-binding
Hamiltonian presents chiral symmetry and, therefore, the up-
per and lower bands of eigenvalues should be mirror sym-
metric with respect to the value of the on-site energy. How-
ever, this simple model shows significant deviations from the
experimentally observed dispersions, both in 1D and in 2D
lattices [4, 10, 23, 24, 32, 33]. In particular, in experimen-
tal observations, a significant asymmetry between upper and
lower bands is systematically observed. An efficient way to
fit this band asymmetry is to add a next-nearest neighbor cou-
pling to the tight-binding model. This technique was used,
for instance, in the works of Jacqmin, Baboux and cowork-
ers [4, 33].
Despite the apparent success of the fits, the question of the
physical relevance of the actual next-nearest neighbor cou-
pling remains, particularly in structures based on complete
etching of the semiconductor microcavities, for which the
photonic confinement is expected to be very strong within
the physical dimensions of the micropillar. Therefore, the ob-
served band asymmetries call for other corrections to the tight
binding description. One of them is the coupling between
modes of different symmetry belonging to nearest neighbor
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2sites: s and p-modes or p and d-modes in adjacent micropil-
lars. Simultaneously, the significant spatial overlap between
adjacent micropillars in real structures raises questions about
the accuracy of the tight binding model, which assumes the
limit of weak overlaps. When the overlaps are significant, the
original basis made of the individual uncoupled resonators is
far from an orthogonal basis, and non-orthogonal corrections
need to be added to the original tight-binding Hamiltonian.
In models like the honeycomb lattice, these corrections have
been shown to result in band asymmetries quite similar to
those induced by next-nearest neighbors [38]. Understand-
ing the effects of these corrections is of crucial importance to
interpret a number of physical observations within this model.
In this article, we show that, indeed, the experimental dis-
persion of lattices of polariton micro-pillars can be described
with very high accuracy using a realistic tight-binding model
that takes into account both the non-orthogonality of the
micro-pillar basis and the coupling between s- and p-bands.
We show in this way that direct next-nearest neighbors cou-
pling is not necessary to fully reproduce all experimentally
observed phenomenology. To complete our description we
take into account the TE-TM splitting characteristic of dielec-
tric microcavities. We compare our model to experimental
dispersions obtained in a honeycomb lattice of coupled micro-
pillars. Our results should improve significantly polariton
tight-binding models.
The rest of the paper is organized as follows: in Section
II we introduce the basics of our non-orthogonal tight binding
model and a simple variational approach based on low contrast
refraction indices that implements an effective modeling of
the single pillar photonic modes inside the lattice. We apply
our model to the case of a honeycomb lattice in Section III and
compare our results with experimental data showing that they
agree quite well, even in the case of distorted lattices. Finally,
we conclude in Section IV.
II. A MINIMAL TIGHT-BINDING DESCRIPTION FOR
CAVITY-POLARITON LATTICES
In this Section we present a simple tight-binding (TB) ap-
proach to describe cavity-polariton lattices made out of single
cavity micropillars with several polaritonic modes of different
symmetries. At the core of the method lies the fact that we
will consider the case of weakly coupled cavities where the
photonic modes of a single cavity are a good starting point of
the calculation. We will explicitly take into account the over-
lap between photonic modes at nearest neighbors cavities, in-
cluding those with different symmetries, since this turns out to
be very important to describe the experimental data. Our ap-
proach is similar in spirit to the one developed in Ref. [39] for
photonic crystals, where the global photonic field was written
as a linear combination of the modes corresponding to iso-
lated pillars located at each lattice site. Here, however, we
will show that to effectively capture the behavior of the real
photonic modes of a pillar due to the spatial overlap with its
neighbors it is important not to consider the modes of an iso-
lated pillar in vacuum but those of a pillar surrounded by an
effective media.
A. Non-orthogonal tight-binding approach
We first summarize the basics of the usual tight-binding
(TB) approach involving a non-orthogonal set of localized or-
bitals in a lattice (see for instance Refs. [38] and [40]). For
simplicity, we start by considering the case of a single orbital
per site. Generalization to multi-orbital sites is done at the end
the section.
For a system withN sites positioned atRi with i = 1, ...,N ,
the single-particle wave-function in the TB approximation is
given by the linear combination,
∣Ψ⟩ = N∑
i=1 ci ∣ψi⟩ . (1)
Here ∣ψi⟩ is the orbital state of a single pillar at site Ri
which is assumed to be normalized. The Schro¨dinger equa-
tion Hˆ ∣Ψ⟩ = ε ∣Ψ⟩ can then be reduced to the following matrix
equation
Hc = εSc , (2)
where we have introduced the notation c = (c1, c2, . . . , cN)T.
The elements of the Hamiltonian (H) and overlap (S) matri-
ces are given by
Hij = ⟨ψi∣ Hˆ ∣ψj⟩ , Sij = ⟨ψi∣ψj⟩ . (3)
In the case of an orthogonal basis, Hij is simply either the
on-site energy εi of the orbital ∣ψi⟩ (for i = j) or the so-called
hopping matrix element tij (for i ≠ j) that comes from the
inter-site potential term. Both are usually taken as indepen-
dent parameters. In the non-orthogonal case however, these
terms are mixed and Hij can be parameterized in different
(equivalent) ways. We choose the following one
Hij = (εi + εj)
2
Sij + tij , (4)
with tii = 0. This symmetric way to represent Hij will al-
low us later on, to make a simple approximation to the inter-
orbital coupling (tij) and to consider the cases where the on-
site energy changes from site to site. Notice also that this
parametrization explicitly takes into account that a global shift
of the site energies translates in a global shift of the bands. On
the other hand, since in our case the orbital states are taken to
be real functions we have that Sij = Sji. Equation (2) can be
solved by making the substitution c = S− 12 c˜ to get the more
familiar orthogonal eigenvalue problem
H˜c˜ = ε c˜ , (5)
with
H˜ = S− 12HS− 12 . (6)
Once solved, c can be recovered from c˜ by back-substitution.
A very convenient way of writing the Hamiltonian is in terms
3FIG. 1. (Color online) (a) Sketch of two adjacent micropillars, the
corresponding low energy photonic modes and their overlaps: s or-
bitals (Ss), p orbitals along the bond (SL) and transversal to it (ST )
and the coupling between s and p orbitals (Ssp). (b) Scheme of a po-
laritonic honeycomb lattice and a choice for the corresponding lattice
vectors. Here a is the distance between nearest neighbors.
of second quantization operators. Hence, we introduce a set
of bosonic creation and annihilation operators, bˆ†i and bˆi, re-
spectively, which allow us to rewrite the Hamiltonian as
Hˆ =∑
ij
[(εi + εj)
2
Sij + tij] bˆ†i bˆj . (7)
These operators, in the non-orthogonal case, are not those that
create or annihilate a particle in the state ∣ψi⟩. In fact, they are
a linear combination of the latter. If we denote such operators
by aˆ†i , so that ∣ψi⟩ = aˆ†i ∣0⟩ where ∣0⟩ is the vacuum state, then
we have that
bˆ†i =∑
j
S−1ij aˆ†j , (8)
with [aˆ†i , aˆj] = Sij and [aˆ†i , aˆ†j] = [aˆi, aˆj] = 0.
B. Multi-orbital model
Let us now consider the more realistic case of a lattice in
which each micropillar supports several polariton modes of
different symmetry related to its polar angle distribution. We
restrict ourselves to the case of s and p orbitals because it will
be enough to explain the experimental data described below.
Generalization to more orbitals is straightforward by applying
the same procedure. Using the non-orthogonal tight-binding
approximation described above, and considering only nearest-
neighbors (NNs) overlap and hopping terms, the Hamiltonian
(7) can be written as
Hˆ = Hˆs + Hˆp + Hˆsp , (9)
where the first two terms describe the coupling between the
same type of orbitals (s and p), and the last one the coupling
between different types of orbitals (s−p coupling). In its most
general form, and accounting for the two polarization modes
of each orbital, these three terms are given by
Hˆs =∑
i,σ
εisσ bˆ
†
isσ bˆisσ + ∑⟨i,j⟩,σ ((εisσ + εjsσ)2 Ss + ts)(bˆ†isσ bˆjsσ +∆ e−2iϕijσ bˆ†isσ bˆjsσ¯) , (10)
Hˆp =∑
i,σ
εipσ bˆ
†
ipσ ⋅ bˆipσ
+ ∑⟨i,j⟩,σ ((εipσ + εjpσ)2 SL + tL) [(bˆ †ipσ ⋅ eLij) (eLij ⋅ bˆjpσ) +∆ e−2iϕijσ (bˆ †ipσ ⋅ eLij) (eLij ⋅ bˆjpσ¯)]
+ ∑⟨i,j⟩,σ ((εipσ + εjpσ)2 ST + tT) [(bˆ †ipσ ⋅ eTij) (eTij ⋅ bˆjpσ) +∆ e−2iϕijσ (bˆ †ipσ ⋅ eTij) (eTij ⋅ bˆjpσ¯)] , (11)
Hˆsp = ∑⟨i,j⟩,σ ((εisσ + εjpσ)2 Ssp + tsp) [bˆ†isσ (eLij ⋅ bˆjpσ) +∆ e−2iϕijσ bˆ†isσ (eLij ⋅ bˆjpσ¯)] + h.c. (12)
This Hamiltonian is a generalization of the models studied in
Refs. [4, 24, 33, 41–46] to account for the s-p inter-orbital
coupling and overlap. Here, the operator bˆ†i`σ (bˆi`σ) creates
(annihilates) a polariton at site i, and in its NNs, according to
Eq. (8). The index ` labels the considered orbital in the sin-
gle pillar eigenmodes (s, px and py), while σ = ± indicates
the polarization of the photon component in the circular po-
larization basis and σ/σ¯ indicate opposite polarization. The
coupling term for the s-bands, ts is spatially isotropic, while
for the px and py orbitals (Eq. 11) it is different depending on
the orientation of the orbital with respect to the direction of the
link between adjacent micropillars [4, 47]: tL when orbitals
are oriented parallel to the link, and tT for orbitals oriented
perpendicular to the link (usually ∣tL∣ ≫ ∣tT ∣). To describe
this feature we have used a compact vector notation, similar
to the one employed in [48] to represent the operators that act
over the p orbitals, namely,
bˆipσ = bˆipxσ xˆ + bˆipyσ yˆ . (13)
4In this way the expression (eL/Tij ⋅ bˆjpσ) selects the component
of bˆjpσ in the direction specified by the unit vectors
eLij = cos(ϕij) xˆ + sin(ϕij) yˆ , (14)
eTij = − sin(ϕij) xˆ + cos(ϕij) yˆ , (15)
where L (T ) indicates whether the unit vector points in the
longitudinal (transverse) direction to the link ij, whose ori-
entation is given by the angle ϕij (see Fig. 1(a)). Therefore,
these vectors select the projection of the px/y orbitals parallel
(perpendicular) to the lattice bond. In addition to the overlap
and hopping terms that conserve the polarization we also in-
clude spin-orbit coupling (SOC) terms that flip it [45]. For
the sake of simplicity we have assumed that the SOC strength
is proportional to the corresponding direct coupling, and we
model it by the adimensional parameter ∆. This SOC term
arises from the fact that the coupling between pillars depends
on whether the polariton polarization is parallel or perpendic-
ular to the bond, owing to the fact that the two polarization
modes experience different tunnel barriers in the presence of
TE-TM splitting [48].
Finally, Eq. 12 describes the coupling between s and p or-
bitals in adjacent sites, given by the coupling strength tsp (see
Fig. 1(a)). The summation ⟨i, j⟩ in Eqs. 10-12 runs over each
site of the lattice and its NNs which is very appropriate for
most lattices (see for instance Fig. 2(a)). An estimate of the
magnitude of the second nearest neighbors hopping and over-
lap terms using the effective model for the photonic modes
presented in the next section shows that they are roughly a
factor 10−3 smaller than the ones corresponding to NNs (see
also Appendix A).
At this point, to describe the experimental data, all the pa-
rameters of the Hamiltonian could be taken as free fitting pa-
rameters. This has been the most common approach used in
the literature so far. While this gives reasonable results in
many cases, it would be desirable to reduce the number of pa-
rameters, even though the approach might result less flexible,
to gain a better physical insight and gain some predictability
power on the design of different polaritonic lattices. In or-
der to do so, we will assume in what follows that all hopping
elements tβ , where β ∈ {s,L,T, sp}, can be written as
tβ = t Sβ . (16)
This is a reasonable assumption if one notices that for a system
of exciton-polariton microcavity pillars spatially overlapped
(see Fig. 2) the inter-site potential entering the definition of
tij (see Eq. (4)) might be considered as being constant within
the microstructure where the two (photonic) modes mainly
overlap. It is important for this to be valid to have used the
symmetrized parametrization shown before so that tij = tji.
Equation (16) immediately eliminates the need to distinguish
between ts, tL, tT or tsp as they are all determined by the
same parameter t and the corresponding overlap matrix ele-
ment (which itself is fixed by the choice of a single parameter
V that we will introduce in the following section).
C. Single pillar mode: a simplifying approximation
Following the spirit of reducing the number of free param-
eters in the model, we present here a simple way to approxi-
mate the photonic eigenmodes of a single micropillar in order
to calculate the overlap integrals that appear in the definition
of Hamiltonian (9). To this end, and for reasons that will be-
come clear below, we consider a cylindrical microcavity de-
fined as an infinite long (z-axis) circular dielectric waveguide
with a step refraction index profile [49],
n(r) = { n1 if r ≤ R,
n2 if r > R, (17)
where n1 is the refractive index of a core of radius R and n2
is the refractive index of the surrounding material. In doing
this, we have ignored the 3D nature of the problem and treat
it as effectively 2D. This is a valid assumption as far as the
wavelength of the confined modes are much larger than the
micropillar resonant wavelength.
The calculation of the electromagnetic modes of this type
of waveguide is a well-known problem in the literature (see
for instance [49–51]). The exact solutions for the propagat-
ing modes are in general a mixture of transverse electric (TE)
and transverse magnetic (TM) waves. Finding these hybrid
modes —usually refereed to as EH and HE modes depending
on which of the electric E or magnetic H of the photon field
is non-zero along the propagation direction (z)— is somehow
involved as it requires solving the wave equations in cylin-
drical coordinates with the different components of the fields
being coupled. However, a good approximation for both the
fields and the mode equation that determines the mode fre-
quencies can be obtained if we assume that the core refractive
index (n1) is only slightly higher than that of the surround-
ing medium (n2). This is an approximation that is often used
for describing optical fibers. At first glance, this approach
may seem very far from the real scenario of an isolated pil-
lar surrounded by vacuum since n1 ≈ 3.5 and n2 = n0 ≈ 1.
However, when dealing with lattices like the one depicted in
Fig. 2(a), where each micropillar is spatially overlapped with
their NN’s, it is reasonable to expect that those neighboring
pillars will provide a substantially different environment to the
central one, and modify the photon confinement as compared
to an isolated micropillar. We propose that the presence of the
neighboring pillars, which in general tends to delocalize the
single pillar mode, can be effectively described by consider-
ing an effective refractive index for the surrounding medium.
In this sense, our approach is variational. Because all the mi-
cropillars are made of the same material we expect n2 ≲ n1.
Its precise value, of course, may depend on the lattice geom-
etry: the presence of a higher/lower number of nearest neigh-
bors will result in greater/smaller delocalization of the modes
in a considered micropillar.
It is important to note at this point that even in this approach
the photonic modes are well confined within the micropillar
and continue to be a good starting point to build a TB model
(see Appendix A). Therefore, by assuming that n1 − n2 ≪ 1
we simplify the equations for matching the field components
at the r = R interface (see Ref. [50] for details). In this limit,
5FIG. 2. (Color online) (a) Optical microscope photograph of a hon-
eycomb polariton lattice where we can appreciate the spatial overlap
between two adjacent micropillars. (b) Scheme of the approximation
used in the Sec. II C, in which we replace the NNs of a micropillar
by an effective refraction index (n2) in order to effectively describe
the behavior of photonic modes.
the modes become linearly polarized (say, along the xˆ and yˆ
directions), the two polarizations being degenerated, and the
electric field amplitude is given by
Elm(r) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1√
N
Jl (qlmr) eilφ if r ≤ R,
A√
N
Kl (κlmr) eilφ if r > R.
where r and φ are the corresponding polar coordinates of r,
and Jl(x) and Kl(x) are the Bessel functions of the first
kind and modified of the second kind, respectively. Here
we have ignored the z-dependence of the fields (plane wave)
since it is irrelevant for our purpose, A = Jl(qlmR)
Kl(κlmR) , whereas
N is determined by the normalization condition. The trans-
verse wavenumbers inside and outside of the waveguide,(qlm, κlm), are determined by the following equation
qlmR
J∣l∣+1(qlmR)
J∣l∣(qlmR) = κlmRK∣l∣+1(κlmR)K∣l∣(κlmR) , (18)
where the orbital index l = 0,±1,±2, ... and the subscript m
indicates the m-th root of this transcendent equation. Equa-
tion (18) can be solved numerically if one takes into account
that qlm and κlm are related by
n21k
2
0 = q2lm + k2z (19)
n22k
2
0 = k2z − κ2lm (20)
with k0 = ωlm/c and where ωlm is the frequency of the mode
lm. It is clear then that Eqs (19) and (20) can be rewritten as
qlmR =
¿ÁÁÀV 2 − (n2
n1
)2 (κlmR)2, (21)
where
V = kzR
n1
√
n21 − n22 = 2piRλcav √n21 − n22 . (22)
Here we have used the usual experimental condition for iso-
lated micropillars, kz = 2piλcavn1, where λcav is the micropillar
resonant wavelength (see for instance Refs. [21, 22]).
At this point, for simplicity, we can approximate (n2
n1
)2 ≈ 1
in Eq. (21), and hence the solutions of Eq. (18) can be pa-
rameterized in a very convenient way with a single parameter
V that effectively captures how well the electromagnetic field
is confined within the micropillar. Note that in this limit, the
classical electromagnetic problem is analogous to the quan-
tum problem of a particle of mass m in a finite circular po-
tential well of radius R and magnitude U = h̵2V 2/2mR2, if
we interpret the electric field as the wave function amplitude.
Note also that the energies of the modes in the electromagnetic
problem can be calculated as ωlm = h̵cn1√k2z + q2lm, which in
the limit kz ≫ qlm can be rewritten as
ωlm = h̵c 2pi
λcav
+ h̵cλcav
2pi
(qlmR)2(n1R)2 . (23)
Finally, we can define the s and p modes (for each polariza-
tion, linear or circular) as
ψs(r) = E01(r) , (24)
ψpx(r) = E11(r) +E−11(r)√
2
, (25)
ψpy(r) = E11(r) − E−11(r)√
2i
. (26)
The (2D) overlap integrals involved in our model can be cal-
culated as follows
Ss = ∫ ψs(r)ψs(r − axˆ)dr ,
SL = ∫ ψpx(r)ψpx(r − axˆ)dr ,
ST = ∫ ψpy(r)ψpy(r − axˆ)dr ,
Ssp = ∫ ψs(r)ψpx(r − axˆ)dr . (27)
We emphasize that in this approximation all the overlaps are
determined by V , which then plays the role of a variational
parameter that effectively describes the delocalization of the
photonic modes due to the penetration in the adjacent overlap-
ping micropillars as compared with those of an isolated pillar.
Note that in the limit n1 − n2 ≪ 1 we are considering, the
confined modes are polarization degenerate, and Eqs. (27) are
polarization independent. Polarization effects related to the
spin-orbit coupling (TE-TM splitting) is phenomenologically
incorporated in our model via the ∆ terms in Eqs. (10), (11),
(12).
III. THE HONEYCOMB LATTICE
The extraordinary transport and topological properties of
graphene have stimulated a number of experimental and theo-
retical studies of the polariton honeycomb lattice [4, 10, 35,
41, 42, 45, 52–60]. Here we analyze the bulk band struc-
ture and the edge states spectrum based on the complete tight-
binding model presented in the previous section, highlighting
the role of its different physical ingredients. We compare our
numerical results with experimental data and show that they
provide a very good description of the band structure. We also
point out some specific signatures of the spectrum related to
6the photon polarization that might be relevant for future exper-
iments. Finally, we reproduce recently published experimen-
tal results on the emergence of tilted Dirac cones in polariton
graphene lattices under strain [53], showing that we capture
correctly the dependence of parameters with distance. This
gives our model certain predictive capability that could be
useful to engineer different effects on artificial microcavity-
polariton lattices.
A. Bulk bands
To achieve a better understanding of the influence of the
different terms in Hamiltonian (9) let us consider first the
bulk bands along a specific direction of high symmetry of
the underlying lattice. For that, we define the lattice vectors
a1 = √3a xˆ, a2 = √32 a (xˆ +√3 yˆ) and the relative position
of the basis sites A and B, δAB = a2 (√3 xˆ + yˆ) (see Fig.
1(b)). Here a is the distance between two NNs pillars. The
calculated spectrum for a lattice of micropillars of a diameter
D = 2R = 3 µm and a center-to-center distance a = 2.4 µm,
along ky = 0, is show in the Fig. 3. In the different panels of
the figure, we analyze the contribution of the different terms of
the model separately, that is, considering only one of them at a
time. In each panel, the black dashed line represents the bands
in the absence of s-p coupling (tsp = 0), non-orthogonality
(Sβ = 0), and SOC (∆ = 0). In this case each band is clearly
particle-hole symmetric and the upper and lowermost p-bands
present a very small dispersion –this bands would be com-
pletely flat for tT = 0. The red solid lines in each panel of
Fig. 3(a)-(c) include each contribution separately: (a) only s-p
coupling (∆ = 0, Sβ = 0), (b) only non-orthogonality (∆ = 0,
Ssp = 0 and tsp = 0), and (c) only SOC (Sβ = 0, tsp = 0) –see
the figure caption for the value of all the parameters.
As clearly seen in the figure, each term leads to a differ-
ent effect on the bands. The inter-orbital coupling (Fig. 3(a))
plays a very important role on the deformation of the bands
as it tends to join them, stretching the top of the s-band and
the bottom of the p-band, and making them to acquire a V-
like shape in the neighborhood of the Γ point. Notice also that
the uppermost and lowermost p-bands are not affected by this
coupling. This is to be expected as those bands involved the
p-orbitals that are perpendicular to the bonds and hence they
do not couple to the s-bands. On the contrary, one of the main
effects of the non-orthogonality between orbitals in different
sites (Fig. 3(b)) is to produce a clear asymmetry between those
quasi-flat bands, making the uppermost wider and the lower-
most narrower. This point is quite relevant as it will allow us
to reproduce the experimental data quite well without the need
to include an energy-dependent hopping (as previously done
in [4]). We can highlight that the non-orthogonality induces
the opposite asymmetry of the bands as compared to the s-p
coupling. This effect is significant for the p-bands, while it
remains negligible for the s-bands. Indeed, from the overlap
integrals Eq. (27) we estimate the overlap between p orbitals
in adjacent micropillars to be of the order of 15% for typical
lattices, while it is only 4% for the s-bands. The effect of the
SOC (Fig. 3(c)) is simply to split the bands, as expected, lead-
FIG. 3. (Color online) Calculated band structure for polariton
graphene lattice as a function of the kx for ky = 0. Tight-binding
parameters: ∆E = εp − εs = 3.05 meV, t = −6.7 meV, ∆ = 0.1
and V = 11. The corresponding overlap integrals are Ss ≈ 0.04,
SL ≈ −0.15, ST ≈ 0.02 and Ssp ≈ −0.08 and the hoppings ts ≈ 0.27
meV, tL ≈ −1.01 meV, tT ≈ 0.11 meV and tsp ≈ −0.52 meV. (a)
Inter-orbital hopping effect: tsp ≠ 0, Sβ = 0 and ∆ = 0. (b) Overlap
effect: Sβ ≠ 0 but Ssp = 0, ∆ = 0 and tsp = 0. (c) SOC effect:
∆ ≠ 0, Sβ = 0 and tsp = 0. (d) All effects combined. The black
dashed lines in all panels shows the pristine bands (tsp = 0, Sβ = 0,
and ∆ = 0).
ing to the appearance of a polarization (spin) texture. Finally,
Fig. 3(d) shows the bands including all terms.
B. A comment on the effect of non-orthogonality
We would like to emphasize some important aspect of our
model for cavity polariton lattices. On the one hand, we ne-
glect the second nearest neighbors (2NN) hopping terms. This
is so because in most of the lattices there is no overlap be-
tween 2NNs micropillars and hence the coupling of the pho-
tonic modes goes through the extremely weak evanescent field
in vacuum, out of the micropillars. On the other hand, we do
include the non-orthogonality between orbitals located in ad-
jacent sites. Its effect on the asymmetry of the bulk bands
(Fig. 3(b)) could be qualitatively reproduced in a phenomeno-
logical way by including an effective 2NN hopping term (see,
for instance, Ref. [4]). However, 2NN hopping would have a
very different effect on the flat band states localized in zigzag
and bearded edges: the 2NNs hopping would destroy the flat-
ness of the edge states band, while the non-orthogonality pre-
serves it. This can be easily understood as follows. We re-
write Eq. (2) as
Hc = εc + ε S˜c, (28)
7where S˜ is the non-diagonal part of S. Now, we will assume,
for the sake of simplicity and to make the argument clear, that
we are only considering a set of equivalent orbitals so that
all energy sites can be taken to be equal to zero without any
loss of generality. In addition, we continue to assume that the
hopping terms are proportional to the overlap between NNs
sites. Under these assumptions S˜ = λH , with λ < 0 and∣λ∣ ≪ 1. Therefore
Hc = ε
1 − λε c , (29)
and so the band structure is given by
εk = ε¯k
1 + λ ε¯k , (30)
with ε¯k the energy dispersion of the orthogonal case (λ = 0).
It is then clear that: i) flat bands remain flat when the non-
orthogonality is included. In particular, the ones at ε¯k = 0 do
not move when non-orthogonality is included. Therefore, flat
band edge states characteristics of zigzag and armchair edges
are not affected by non orthogonal effects; ii) upper (lower)
bands that correspond to ε¯k > 0 (ε¯k < 0) gets broader (nar-
rower) as the factor (1+λ ε¯k)−1 is bigger (smaller) than 1. Of
course, in addition to this there is also some deformation of the
original band. We emphasize once again that this effect is op-
posite to the one induced by the s-p coupling (see Fig. 3(b)).
Therefore, the presence in the experimental data of a clear
asymmetry between the lowest and uppermost p-bands is an
evidence of the importance of the non-orthogonality while the
asymmetry of the inner middle bands is an indication of the
relevance of the s-p coupling.
When more orbitals are involved and coupled, as in our
numerics, the above picture gives only a qualitative descrip-
tion of the non-orthogonality effect. Furthermore, we expect
this picture to hold even if we extend our model and include
(slightly) different proportionality constants between the dif-
ferent hopping terms and the corresponding overlap matrix el-
ements.
C. Polariton graphene ribbon and comparison with the
experiment
We now calculate the band structure for a polariton
graphene ribbon (PGR) with zigzag edges (see Fig. 1(b)),
taken to be infinite along the x direction (hence we can use
Bloch theorem) and containing 30 unit cells along the trans-
verse direction (defined by a2). We use the same TB parame-
ters as above.
To analyze the polarization properties of the bulk (center
of the ribbon) and edge states, and compare with the data
obtained from photoluminescence experiments, we define a
quantity that describes the probability of detecting a state (via
the emission of a photon) located at the site Rnα = na2 + δα
(where δα gives the position of the non-equivalent micropillar
α ∈ {A,B} in the unit cell) with polarization σ and quasi-
FIG. 4. (Color online) Bulk emission spectrum for a PGR with
zigzag edges as a function of the wave vector parallel to the edges
(with ky = 4pi/3a, equivalent to ky = 0). (a)-(c) Calculated spec-
trum for a polarization along the edge (σ =∥) and perpendicular to
it (σ =⊥), respectively. The color scale of each panel has been nor-
malized to its maximum value. TB parameters: ∆E = 3.05 meV,
t = −6.7 meV, ∆ = 0.1 and V = 11. (b)-(d) Corresponding experi-
mental data. In dot white lines we reproduce the polarization calcu-
lated bands for a bulk system (Fig. 3(d)) for the purpose of compari-
son.
momentum k = kx xˆ + ky yˆ. Namely,
pσnαk = 1C ∑`′,α′ ∣∑n′ e−in′k⋅a2Gn′α′nα(Skxckx)n′α′`′σ∣
2
,
(31)
where Gn′α′nα = exp [−[(Rn′α′−Rnα).yˆ]22Σ2 ] is a Gaussian
weight function focused on the site Rnα with standard devia-
tion Σ, which allows to replicate the spatial dependence of the
emitted light in experiments. Indeed, in photoluminescence
experiments of photonic graphene micropillars, the escape of
photons out of the microcavity results in a Gaussian-like dis-
tribution of the emission centered at the position of the pump
spot [4]. Skx and ckx are the ribbon overlap matrix and eigen-
vectors, respectively (see Appendix C), and C is determined
for each kx by normalization condition.
Figures 4(a) and 4(c) show the calculated emission spec-
trum (pσnαk) for the case of excitation of a bulk site located
at the center of the ribbon, (n = 15, α = A)— along the path
k = kx xˆ, and setting Σ = 3a. We included in the simula-
tions an artificial broadening parameter (γ = 0.07 meV) with
the sole purpose of reproducing the experimental linewidth.
Figures 4(b) and (d), show the corresponding experimental
results for the photon emission polarized parallel or perpen-
dicular to the ribbon’s edge, respectively. The experimental
conditions are those of Ref. 42: an AlGaAs-based microcav-
ity, with 28(40) Bragg pairs in the upper(lower) mirror, with
8FIG. 5. (Color online) (a) Calculated band structure for a zigzag PGR. The TB parameters are the same as in the previous figure, except
that the py orbitals at the edge pillar have a different energy (δε′py∥ = 0.4 meV and δε′py⊥ = 0.60 meV, see text). The color scale encodes
the polarization of the states. Red and blue correspond to the states polarized along the x (∥) and y (⊥) axis, respectively. Edge states are
highlighted with arrows (solid and open arrows indicated different types of edge states, see text). (b) and (d) Same as Fig. 4 but projecting in
a site located at the edge of the ribbon. (c) and (e) Corresponding experimental data.
12 GaAs quantum wells etched into a lattice of micropillars
of a diameter of 3 µm and a center-to-center distance a of
2.4 µm; a non-resonant laser at 740 nm excites the bulk of the
lattice in a spot of 4 µm in diameter; the light emitted from
the polariton bands is collected as a function of the linear po-
larization direction, emitted angle (in-plane momentum) and
wavelength. In Fig. 4 the bands are measured along the kx
direction for an angle of emission in the y direction corre-
sponding to ky = 4pi/3a, passing through the centre of the
second Brillouin zone. The reason for selecting the emission
through the second Brillouin zone is to avoid destructive inter-
ference effects characteristics of bipartite lattices that prevent
clear observation of the bands at the center of the first Bril-
louin zone [4, 61]. In order to make a detailed comparison
between experiment and theory, in Fig. 4(b) and (d), on top
of the experimental data we plot the numerical results (dotted
lines) corresponding to the bulk system polarized in the x or
y direction as appropriate (same data as in Fig. 3(d)). Many
details of the experimental spectrum are clearly captured by
our simple model. We emphasize that our approach for this
(bulk) case involves only a few fitting parameters: ∆E, t, V
and ∆.
The corresponding figures for the case of photolumines-
cence from a site at the edge of the ribbon (n = 1, α = A) are
presented in Fig. 5. Here the spectrum is slightly more com-
plex as several new features appear so a more detailed analysis
is needed. Figure 5(a) shows the complete ribbon band spec-
trum calculated with our TB model. Red and blue lines cor-
respond to the parallel (∥) and perpendicular (⊥) polarization
with respect to the ribbon edge, respectively. Localized edge
states (indicated by the arrows) appear both at the s and the p
bands. In the latter case, there are two types of edge states, as
discussed in Ref. [42]: (i) the usual edge states (open arrows),
similar to the ones on the s bands, that appear near the Dirac
cones and are usually flat—here the dispersion observed for
one of the polarizations is mainly due to the difference on the
onsite energy of the edge site, see discussion below—, and
(ii) the ones with a non-trivial dispersion (solid arrows). In
the latter case the splitting is caused mainly by the inclusion
of the SOC coupling, being the bands rather polarized.
Figures 5(b) and 5(d) show the corresponding calculated
spectrum (pσ1Akx ) while Figs. 5(c) and 5(e) shows the mea-
sured bands along the kx direction for an angle of emission
in the y direction corresponding to ky = 4pi/3a. A careful
analysis of the latter shows that : (i) there is a clear difference
between both polarizations in the case of the ‘flat’ edge states
(the Dirac cone edge states, highlighted with open arrows in
Fig. 5(a)): polarization parallel to the edge (Fig. 5(c)) shows
a flat edge state (as naively expected) while for the perpendic-
ular polarization (Fig. 5(e)) it is dispersive —we emphasize
here that this effect cannot be accounted for by the inclusion
of a second NNs hopping as the later is negligible; (ii) the
SOC induced splitting of the ‘dispersive’ edge states (those
highlighted with solid arrows in Fig. 5(a)) is a bit stronger for
the lower edge bands as compared with the upper edge bands.
We have found that these features can be accounted for in
our model by modifying the site energy of the surface (edge)
pillars as compared with those of the bulk orbitals. In partic-
9ular, only the energy of the py orbital needs to be modified,
being different for each polarization. Hence, all the results
shown in Fig. 5 include such a change, which is given by
δε′py∥ = 0.4 meV and δε′py⊥ = 0.6 meV. A possible origin
for this energy shift might be the combination of the pres-
ence of excitonic stress at the edge pillars of the lattice and
different confinement of photonic modes when the number of
nearest neighbors is reduced with respect to the bulk pillars
(micropillars in the zigzag edge have two NNs while in the
bulk all pillars have three NNs).
D. Strain induced merging of Dirac cones
One of our goals in developing this tight binding model is
not only to account correctly for all the different couplings
and non-orthogonality effects, and establish their relative im-
portance, but also to be able to predict the band structure up
to some fine details as this would be very useful in the de-
sign of future experiments. To show this potentiality, we have
analyze the case of a distorted honeycomb lattice as the one
used in Ref. [53], where the length of the bond perpendicu-
lar to the zigzag edge was changed to be a′ ≥ a. Figure 6
shows experimental luminescence measured at the center of
the lattices under similar conditions as Fig. 5, at an exciton
photon detuning at the bottom of the p bands of −10 meV.
Here the micropillars are 2.75 µm in diameter and a center-
to-center distance of the undistorted bonds of a = 2.4 µm,
with the strained bond being a′ = 2.4 µm (undistorted lattice,
(a)-(b)), 2.6 µm (c)-(d), 2.7 µm (e)-(f) and 2.72 µm (g)-(h).
The left/right column corresponds to the emission linearly po-
larized parallel/perpendicular to the edge. Solid white lines
show the calculated dispersions. All the parameters of our
model (except for ∆E, which was slightly corrected for each
distance) where changed only through their dependence with
the bond distance. Quite notably, in agreement with the ex-
perimental data, we find that the merging of the Dirac cones
occurs for a′ = 2.7 µm for the parallel polarization—for the
perpendicular polarization we observe a similar behavior but
for a larger distortion due to the presence of the SOC. The lat-
ter is a signal that the magnitudes of the overlap and SOC are
correct.
IV. FINAL REMARKS
We have presented a relatively simple tight-binding model
to describe generic cavity polariton lattices including the most
relevant physical ingredients. Namely, the coupling between
single pillar modes of different symmetry (s-p coupling) and
the non-orthogonality between different sites. A careful anal-
ysis and comparison with the experimental data allowed us
to identify the most prominent features each contribution in-
troduces and, although they change the band structure with
similar magnitudes, it turns out that the s-p coupling leads to
the most distinguishable effects. This coupling substantially
reshapes the bands, particularly the s-band, a feature so far
neglected in experimental and theoretical polariton studies.
FIG. 6. (Color online) Measured polariton photoluminescence inten-
sity as a function of kx for different values of a′ (the colour scale
of each panel has been independently normalized to its maximum
value). The cut is done for ky = 2pi/(a′ + a/2). Left/right column,
polarization parallel/perpendicular to the edge. (a)-(b) Unstrained
ribbon a′ = 2.40µm. Strained ribbons: (c)-(d) a′ = 2.60µm, (e)-(f)
a′ = 2.70µm and (g)-(h) a′ = 2.72µm. In dashed white lines we
reproduce the polarized calculated bands for a corresponding bulk
system. Tight-binding parameters: t = −5.0 meV, ∆ = 0.1, V = 6.5
and for a′ = 2.40µm, ∆E = 2.81 meV; a′ = 2.60µm, ∆E = 2.90
meV and for a′ = 2.70µm and a′ = 2.72µm, ∆E = 3.00 meV.
The non-orthogonality plays an important role in the p-
bands, resulting in an asymmetry in the dispersion of the up-
permost and lowermost p-bands. Our estimates show that the
p orbitals have an overlap between adjacent micropillars of
the order of 15% –for typical lattices–, while for the s ones it
is only 4% and, hence, non-orthogonal effects can be safely
ignored for the s-bands.
In concordance with this, it is important to emphasize that
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second NNs hopping is negligible as there is essentially no
overlap between second nearest micropillars, and the evanes-
cent field out of the etched micropillars decreases extremely
fast. Note that this might not be the case in polariton lat-
tices fabricated with other techniques. In particular, lat-
tices fabricated by partial etching of the structure (upper mir-
ror) [23, 24], metallic deposition on the surface, or intracav-
ity mesa techniques [25, 26], might present deeper evanes-
cent fields and may result in significant second NNs cou-
plings. We stress, however, that second NN hopping and non-
orthogonality act very differently on the flat band states local-
ized in zigzag and bearded edges: while the former destroys
the flatness of the edge states band, the latter preserves it.
While here we restricted ourselves to consider only the s
and p modes, it is rather natural to ask whether higher en-
ergy modes should also be included. Calculations show that
by adding the d modes similar results are obtained. However,
comparisons with experiments reveal that, although qualita-
tively the structure of the d bands is well captured by the
model, it overestimates its bandwidth and its coupling with
the lower modes. That is, the measurements show a greater
confinement for the d bands than the expected for the model.
We argue that this may be due to the proximity of d bands
to the exciton-energy, which in the experiments shown here
amounts to −10 meV for the p bands and about to 0 for the d
bands, much closer to the exciton resonance. Therefore, the
excitonic contribution to the d polariton states is greater than
for the lower modes and the photonic component smaller, then
reducing the hopping between pillars and correspondingly the
bandwidth. Preliminary calculations using a different param-
eter V ′ for d bands show slightly better description of the ex-
periment. Yet, that comes at the price of increasing the num-
ber of parameters of our simplified parameterization with very
few fitting parameters and it does not result in a relevant im-
provement for the s and p bands.
The theoretical results here presented provide accurate
guidelines to describe the band structure of lattices of polari-
ton micropillars, and explain the break up of the particle-hole
symmetry observed experimentally and assigned, up to now,
to second nearest neighbors effects.
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Appendix A: Wave functions profiles and penetration length
The approach presented in Sec. II C might be, at first
glance, somehow anti-intuitive about how well confined is the
wave function within the micropillar. To try to clarify this
point we show in Fig. 7(a) and 7(b) the profiles of the wave
functions ψs(x,0) and ψpx(x,0), respectively. In each case
we plot the wave function centered at x = 0, x = a (NNs
distance for the honeycomb lattice) and x = √3a (NNNs dis-
tance for the honeycomb lattice). We use the similar parame-
ters as in the main text, a = 2.40 µm, D = 2R = 3.00 µm and
V = 11.0. Using these values, and approximate experimental
values for the micropillar refraction index (n1 ≈ 3.5) and the
resonance wavelength of the cavity (λcav ≈ 740 nm) we calcu-
late from Eq. (22) the value of the effective refractive index of
the external medium n2 ≈ 3.4733. As we see in the figures, al-
though n2 has a value very close to n1, the wave functions are
still well confined, so the values of the NNs overlap integrals
are small Ss ≈ 0.04, SL ≈ −0.15, ST ≈ 0.02 and Ssp ≈ −0.08
while for NNNs these integrals are negligible Ss ≈ 3 × 10−5,
SL ≈ −2 × 10−4, ST ≈ 1 × 10−5 and Ssp ≈ −9 × 10−5.
In addition, we show the penetration length for the s and p
modes (Fig. 7(c)) defined as 1/κs and 1/κp, respectively, for
n2 ∈ [3.400,3.498]—here κs = κ01 and κp = κ11, see Eqs.
(24) and (25). Notably, the penetration lengths are very small
even for values of n2 very close to n1. In the case of the s
mode κ−1s ∝ e 2V 2 when V → 0 (n2 → n1). This non-analytic
behavior is rather particular for a confinement potential in 2D.
For the p modes the behavior is slightly more complex and
κ−1p → ∞ when V → z01 (n2 → nc = 3.49831)—here z01
is the first zero of the J0 Bessel function. The fact that the
penetration length diverges for a finite value of the potential
means that for n2 > nc the p modes are not confined in the
micropillar.
Appendix B: Two couple pillars: effective media approximation
To test the range of validity of our approach we consider
here the case of two coupled pillars, the so-called polaritonic
molecule (PM) [62], as those shown in Fig. 8(a). We notice
that this is not the best scenario for our variational approxima-
tion to the single micropillar photonic mode as the effective
index n2 used to represent the surrounding pillars is some-
how harder to justify in this configuration. Yet, we will show
that even in this case it provides a very satisfying phenomeno-
logical description of the energy separation between the first
two modes of the PM, the bonding (B) and anti-bonding (AB)
modes.
We use the Hamiltonian (9), without considering the effect
of SOC (∆ = 0), to fit the experimental results [62] for the
splitting (EAB − EB) as a function of diameter (D = 2R) of
the micropillars. This is done in Fig. 8(a) keeping the param-
eter G = a/D − 1 constant. Here a is the separation between
the centers of two micropillars. This corresponds to maintain
the normalized overlap between the pillars unchanged. Note
that for G < 0, G = 0, G > 0, the micropillars overlap, are tan-
gent, and are separated, respectively. Note that to fit correctly
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FIG. 7. (Color online) (a)-(b) Spatial profiles of the s and p modes,
respectively. We show three functions in each case, centred on x = 0,
x = a (NNs distance for honeycomb lattice) and x = √3a (NNNs
distance for honeycomb lattice). (c) Penetration length calculated as
κ−1 for n2 ∈ [3.400,3.498].
the experiment we have to consider the R dependence of the
parameters V and ∆E. Namely, from Eq. (22) we have
V = vR, (B1)
and from Eq. (23)
∆E = δE
R2
, (B2)
where v and δE where taken as adjusting parameters. The
results for the model using t = −5.2 meV, v = 2.1 1
µm and
∆E = 40.5 meV
µm2 and the experiment value G = −0.20 are
shown in Fig. 8(a). The agreement with the experimental data
is very good. Using the same value of the parameters we show
in Fig. 8(b) the comparison with the experimental splitting
FIG. 8. (Color online)(a) Measured (extract from [62]) and calcu-
lated energy splitting of the first two optical modes of the PM for
various diameters keeping G = −0.20. (b) The same as (a) but as a
function of the pillar’s distance keeping the radius constant (note that
in this case the value of G changes).
(EAB −EB) as a function of the distance between the centers
of the micropillars , keepingD constant (that is, modifying the
value of G), for D = 2.5µm and D = 3.0µm. In this case we
can see a good agreement between model and experiment for
values ofG between 0 and −0.25. The discrepancies observed
for G > 0 are expected since for this condition the pillars are
separated and the model loses validity. In the other case, for
G < −0.25, the discrepancies can be understood by noting that
the approximation given by Eq. (16) overestimates the value
of the real hopping integral.
Appendix C: Ribbon Hamiltonian
When considering an infinite long ribbon along the x direc-
tion, with a finite width (y direction), it is better decompose
the eigenstates in plane waves along the ribbon’s direction and
define a crystal momentum kx. In this case the eigenstates of
the system can be written as
∣Ψkx⟩ = Nn∑
n=1 ∑α`σ ckxnα`σ ∣ψkxnα`σ⟩ , (C1)
where the Bloch wave functions are given by
∣ψkxnα`σ⟩ = Nm∑
m=1 eimkxa1x ∣ψmnα`σ⟩ . (C2)
Here m is the index that lists the transverse layers that make
up the ribbon and nα is a composite index that labels the intra
layer elements, so that the position of each micropillar is given
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by (ma1 + na2)+δα where a1 = a1xxˆ and a2 are the primi-
tive vectors, while δα gives the position of the non-equivalent
micropillar α ∈ {A,B} in the unit cell. The other two in-
dices, ` and σ, refer to the orbital and polarization degrees of
freedom, respectively.
As mentioned in Sec. II A, the problem is then reduced to
solving the matrix equation
Hkxckx = εkxSkxckx , (C3)
where in this case the ribbon Hamiltonian and overlap matrix
can be written as
Hkx = (H(0) + eikxa1xH(+1)e−ikxa1xH(−1)) ,
Skx = (S(0) + eikxa1xS(1) + e−ikxa1xS(−1)) . (C4)
The matrix elements of the layer matrices defined above are
given by
H
(m′)
nα`σn′α′`′σ′ = ⟨ψ0nα`∣ Hˆ ∣ψm′n′α′`′σ′⟩ ,
S
(m′)
nα`σn′α′`′σ′ = ⟨ψ0nα` ∣ψm′n′α′`′σ′⟩ . (C5)
[1] A. S. Nolte and Stefan, “Discrete optics in femtosecond-laser-
written photonic structures,” Journal of Physics B: Atomic,
Molecular and Optical Physics 43, 163001 (2010).
[2] A. A. Houck, H. E. Tu¨reci, and J. Koch, “On-chip quantum
simulation with superconducting circuits,” Nature Physics 8,
292 (2012).
[3] M. Bellec, U. Kuhl, G. Montambaux, and F. Mortessagne,
“Tight-binding couplings in microwave artificial graphene,”
Phys. Rev. B 88, 115437 (2013).
[4] T. Jacqmin, I. Carusotto, I. Sagnes, M. Abbarchi, D. D. Sol-
nyshkov, G. Malpuech, E. Galopin, A. Lemaıˆtre, J. Bloch, and
A. Amo, “Direct observation of dirac cones and a flatband in a
honeycomb lattice for polaritons,” Phys. Rev. Lett. 112, 116402
(2014).
[5] P. St-Jean, V. Goblot, E. Galopin, A. Lemaıˆtre, T. Ozawa, L. L.
Gratiet, I. Sagnes, J. Bloch, and A. Amo, “Lasing in topological
edge states of a one-dimensional lattice,” Nature Photonics 11,
651 (2017).
[6] B. Bahari, A. Ndao, F. Vallini, A. El Amili, Y. Fainman, and
B. Kante´, “Nonreciprocal lasing in topological cavities of arbi-
trary geometries,” Science (New York, N.Y.) 358, 636 (2017).
[7] M. A. Bandres, S. Wittek, G. Harari, M. Parto, J. Ren, M. Segev,
D. N. Christodoulides, and M. Khajavikhan, “Topological in-
sulator laser: Experiments,” Science (New York, N.Y.) 359,
aar4005 (2018).
[8] H. Zhao, P. Miao, M. H. Teimourpour, S. Malzard, R. El-
Ganainy, H. Schomerus, and L. Feng, “Topological hybrid sil-
icon microlasers,” Nature Communications 9, 981 (2018).
[9] M. Parto, S. Wittek, H. Hodaei, G. Harari, M. A. Bandres,
J. Ren, M. C. Rechtsman, M. Segev, D. N. Christodoulides, and
M. Khajavikhan, “Edge-Mode Lasing in 1D Topological Active
Arrays,” Phys. Rev. Lett. 120, 113901 (2018).
[10] S. Klembt, T. H. Harder, O. A. Egorov, K. Winkler, R. Ge,
M. A. Bandres, M. Emmerling, L. Worschech, T. C. H. Liew,
M. Segev, C. Schneider, and S. Ho¨fling, “Exciton-polariton
topological insulator,” Nature 562, 552 (2018).
[11] S. Weimann, M. Kremer, Y. Plotnik, Y. Lumer, S. Nolte,
K. G. Makris, M. Segev, M. C. Rechtsman, and A. Szameit,
“Topologically protected bound states in photonic paritytime-
symmetric crystals,” Nature Materials 16, 433 (2017).
[12] C. Poli, M. Bellec, U. Kuhl, F. Mortessagne, and H. Schome-
rus, “Selective enhancement of topologically induced interface
states in a dielectric resonator chain,” Nature Communications
6, 6710 (2015).
[13] M. Fitzpatrick, N. M. Sundaresan, A. C. Y. Li, J. Koch, and
A. A. Houck, “Observation of a Dissipative Phase Transition
in a One-Dimensional Circuit QED Lattice,” Phys. Rev. X 7,
011016 (2017).
[14] S. R. K. Rodriguez, W. Casteels, F. Storme, N. Carlon Zam-
bon, I. Sagnes, L. Le Gratiet, E. Galopin, A. Lemaıˆtre, A. Amo,
C. Ciuti, and J. Bloch, “Probing a Dissipative Phase Transi-
tion via Dynamical Optical Hysteresis,” Phys. Rev. Lett. 118,
247402 (2017).
[15] C. Schneider, K. Winkler, M. D. Fraser, M. Kamp, Y. Ya-
mamoto, E. A. Ostrovskaya, and S. Ho¨fling, “Exciton-polariton
trapping and potential landscape engineering,” Reports on
Progress in Physics 80, 016503 (2017).
[16] A. Baas, J.-P. Karr, M. Romanelli, A. Bramati, and E. Gia-
cobino, “Optical bistability in semiconductor microcavities in
the nondegenerate parametric oscillation regime: Analogy with
the optical parametric oscillator,” Phys. Rev. B 70, 161307
(2004).
[17] A. Amo, J. Lefre`re, S. Pigeon, C. Adrados, C. Ciuti, I. Caru-
sotto, R. Houdre´, E. Giacobino, and A. Bramati, “Superfluidity
of polaritons in semiconductor microcavities,” Nature Physics
5, 805 (2009).
[18] A. Amo, S. Pigeon, D. Sanvitto, V. G. Sala, R. Hivet, I. Caru-
sotto, F. Pisanello, G. Leme´nager, R. Houdre´, E. Giacobino,
C. Ciuti, and A. Bramati, “Polariton superfluids reveal quan-
tum hydrodynamic solitons,” Science (New York, N.Y.) 332,
1167 (2011).
[19] M. Sich, D. N. Krizhanovskii, M. S. Skolnick, A. V. Gorbach,
R. Hartley, D. V. Skryabin, E. A. Cerda-Me´ndez, K. Biermann,
R. Hey, and P. V. Santos, “Observation of bright polariton soli-
tons in a semiconductor microcavity,” Nature Photonics 6, 50
(2011).
[20] C. Sturm, D. Solnyshkov, O. Krebs, A. Lemaıˆtre, I. Sagnes,
E. Galopin, A. Amo, G. Malpuech, and J. Bloch, “Nonequi-
librium polariton condensate in a magnetic field,” Phys. Rev. B
91, 155130 (2015).
[21] M. Bayer, T. Gutbrod, J. P. Reithmaier, A. Forchel, T. L. Rei-
necke, P. A. Knipp, A. A. Dremin, and V. D. Kulakovskii, “Op-
tical Modes in Photonic Molecules,” Phys. Rev. Lett. 81, 2582
(1998).
[22] D. Bajoni, P. Senellart, E. Wertz, I. Sagnes, A. Miard,
A. Lemaitre, and J. Bloch, “Polariton Laser Using Single Mi-
13
cropillar GaAs-GaAlAs Semiconductor Cavities,” Phys. Rev.
Lett. 100, 47401 (2008).
[23] S. Klembt, T. H. Harder, O. A. Egorov, K. Winkler, H. Su-
chomel, J. Beierlein, M. Emmerling, C. Schneider, and
S. Ho¨fling, “Polariton condensation in S- and P-flatbands in
a two-dimensional Lieb lattice,” Applied Physics Letters 111,
231102 (2017).
[24] C. E. Whittaker, E. Cancellieri, P. M. Walker, D. R. Gule-
vich, H. Schomerus, D. Vaitiekus, B. Royall, D. M. Whittaker,
E. Clarke, I. V. Iorsh, I. A. Shelykh, M. S. Skolnick, and D. N.
Krizhanovskii, “Exciton polaritons in a two-dimensional lieb
lattice with spin-orbit coupling,” Phys. Rev. Lett. 120, 97401
(2018).
[25] R. I. Kaitouni, O. El Daı¨f, A. Baas, M. Richard, T. Paraı¨so,
P. Lugan, T. Guillet, F. Morier-Genoud, J. D. Ganie`re, J. L.
Staehli, V. Savona, and B. Deveaud, “Engineering the spa-
tial confinement of exciton polaritons in semiconductors,” Phys.
Rev. B 74, 155311 (2006).
[26] K. Winkler, J. Fischer, A. Schade, M. Amthor, R. Dall,
J. Geßler, M. Emmerling, E. A. Ostrovskaya, M. Kamp,
C. Schneider, and S. Ho¨fling, “A polariton condensate in a
photonic crystal potential landscape,” New Journal of Physics
17, 023001 (2015).
[27] B. Zhang, Z. Wang, S. Brodbeck, C. Schneider, M. Kamp,
S. Ho¨fling, and H. Deng, “Zero-dimensional polariton laser
in a subwavelength grating-based vertical microcavity,” Light:
Science & Applications 3, e135 (2014).
[28] S. Dufferwiel, F. Fras, A. Trichet, P. M. Walker, F. Li, L. Giriu-
nas, M. N. Makhonin, L. R. Wilson, J. M. Smith, E. Clarke,
M. S. Skolnick, and D. N. Krizhanovskii, “Strong exciton-
photon coupling in open semiconductor microcavities,” Ap-
plied Physics Letters 104, 192107 (2014).
[29] B. Besga, C. Vaneph, J. Reichel, J. Este`ve, A. Reinhard,
J. Miguel-Sa´nchez, A. Imamolu, and T. Volz, “Polariton Boxes
in a Tunable Fiber Cavity,” Phys. Rev. Applied 3, 014008
(2015).
[30] M. Bayer, T. Gutbrod, A. Forchel, T. L. Reinecke, P. A. Knipp,
R. Werner, and J. P. Reithmaier, “Optical Demonstration of a
Crystal Band Structure Formation,” Phys. Rev. Lett. 83, 5374
(1999).
[31] D. Tanese, H. Flayac, D. Solnyshkov, A. Amo, A. Lemaıˆtre,
E. Galopin, R. Braive, P. Senellart, I. Sagnes, G. Malpuech,
and J. Bloch, “Polariton condensation in solitonic gap states in
a one-dimensional periodic potential,” Nat. Commun. 4, 1749
(2013).
[32] K. Winkler, O. A. Egorov, I. G. Savenko, X. Ma, E. Estrecho,
T. Gao, S. Mu¨ller, M. Kamp, T. C. H. Liew, E. A. Ostrovskaya,
S. Ho¨fling, and C. Schneider, “Collective state transitions of
exciton-polaritons loaded into a periodic potential,” Phys. Rev.
B 93, 121303 (2016).
[33] F. Baboux, L. Ge, T. Jacqmin, M. Biondi, E. Galopin,
A. Lemaıˆtre, L. L. Gratiet, I. Sagnes, S. Schmidt, H. E. Tu¨reci,
A. Amo, and J. Bloch, “Bosonic condensation and disorder-
induced localization in a flat band,” Phys. Rev. Lett. 116 (2016).
[34] D. Tanese, E. Gurevich, F. Baboux, T. Jacqmin, A. Lemaıˆtre,
E. Galopin, I. Sagnes, A. Amo, J. Bloch, and E. Akkermans,
“Fractal Energy Spectrum of a Polariton Gas in a Fibonacci
Quasiperiodic Potential,” Phys. Rev. Lett. 112, 146404 (2014).
[35] M. Milic´evic´, O. Bleu, D. D. Solnyshkov, I. Sagnes, A. Lema-
tre, L. L. Gratiet, A. Harouri, J. Bloch, G. Malpuech, and
A. Amo, “Lasing in optically induced gap states in photonic
graphene,” SciPost Phys. 5, 64 (2018).
[36] M. C. Rechtsman, J. M. Zeuner, A. Tunnermann, S. Nolte,
M. Segev, and A. Szameit, “Strain-induced pseudomagnetic
field and photonic Landau levels in dielectric structures,” Na-
ture Phot. 7, 153 (2013).
[37] G. Salerno, T. Ozawa, H. M. Price, and I. Carusotto, “How
to directly observe landau levels in driven-dissipative strained
honeycomb lattices,” 2D Materials 2, 034015 (2015).
[38] B. McKinnon and T. Choy, “Significance of nonorthogonality
in tight-binding models,” Phys. Rev. B 52, 14531 (1995).
[39] T. Kamalakis, A. Theocharidis, and T. Sphicopoulos, “Accu-
racy of the tight binding approximation for the description of
the photonic crystal coupled cavities,” in Proc. SPIE, Photonic
Crystal Materials and Devices IV , Vol. 6128 (2006).
[40] A. Paxton, “Introduction to the tight binding approximation -
implementation by diagonalisation,” in Winter School: Multi-
scale simulation methods in molecular sciences, Juelich, Ger-
many (2009) pp. 145–176.
[41] M. Milic´evic´, T. Ozawa, P. Andreakou, I. Carusotto, T. Jacqmin,
E. Galopin, A. Lematre, L. L. Gratiet, I. Sagnes, J. Bloch, and
A. Amo, “Edge states in polariton honeycomb lattices,” 2D Ma-
terials 2, 034012 (2015).
[42] M. Milic´evic´, T. Ozawa, G. Montambaux, I. Carusotto, E. Ga-
lopin, A. Lemaıˆtre, L. Le Gratiet, I. Sagnes, J. Bloch, and
A. Amo, “Orbital edge states in a photonic honeycomb lattice,”
Phys. Rev. Lett. 118, 107403 (2017).
[43] D. R. Gulevich, D. Yudin, I. V. Iorsh, and I. A. Shelykh,
“Kagome lattice from an exciton-polariton perspective,” Phys.
Rev. B 94, 115437 (2016).
[44] D. R. Gulevich, D. Yudin, D. V. Skryabin, I. V. Iorsh, and I. A.
Shelykh, “Exploring nonlinear topological states of matter with
exciton-polaritons: Edge solitons in kagome lattice,” Scientific
Reports 7, 1780 (2017).
[45] A. V. Nalitov, G. Malpuech, H. Teras, and D. D. Solnyshkov,
“Spin-orbit coupling and the optical spin hall effect in photonic
graphene,” Phys. Rev. Lett. 114, 026803 (2015).
[46] C. Li, F. Ye, X. Chen, Y. V. Kartashov, A. Ferrando, L. Torner,
and D. V. Skryabin, “Lieb polariton topological insulators,”
Phys. Rev. B 97, 081103(R) (2018).
[47] C. Wu, D. Bergman, L. Balents, and S. Das Sarma, “Flat Bands
and Wigner Crystallization in the Honeycomb Optical Lattice,”
Physical Review Letters 99, 070401 (2007).
[48] V. G. Sala, D. D. Solnyshkov, I. Carusotto, T. Jacqmin,
A. Lemaıˆtre, H. Terc¸as, A. Nalitov, M. Abbarchi, E. Galopin,
I. Sagnes, J. Bloch, G. Malpuech, and A. Amo, “Spin-Orbit
Coupling for Photons and Polaritons in Microstructures,” Phys.
Rev. X 5, 011034 (2015).
[49] J. M. Ge´rard, D. Barrier, J. Y. Marzin, R. Kuszelewicz,
L. Manin, E. Costard, V. Thierry-Mieg, and T. Rivera, “Quan-
tum boxes as active probes for photonic microstructures: The
pillar microcavity case,” Appl. Phys. Lett. 69, 449 (1996).
[50] A. Yariv and P. Yeh, Photonics: optical electronics in modern
communications (Oxford University Press, 2007).
[51] N. S. Kapany and J. J. Burke, Optical Waveguides (Academic
Press Neew York, 1972).
[52] K. Kusudo, N. Y. Kim, A. Lo¨ffler, S. Ho¨fling, A. Forchel,
and Y. Yamamoto, “Stochastic formation of polariton conden-
sates in two degenerate orbital states,” Phys. Rev. B 87, 214503
(2013).
[53] M. Milic´evic´, G. Montambaux, T. Ozawa, I. Sagnes,
A. Lemaıˆtre, L. Le Gratiet, A. Harouri, J. Bloch, and
A. Amo, “Tilted and type-III Dirac cones emerging from flat
bands in photonic orbital graphene,” ArXiv e-prints (2018),
arXiv:1807.08650 [cond-mat.mes-hall].
[54] O. Bleu, D. D. Solnyshkov, and G. Malpuech, “Interacting
quantum fluid in a polariton chern insulator,” Phys. Rev. B 93,
085438 (2016).
14
[55] O. Bleu, D. D. Solnyshkov, and G. Malpuech, “Photonic
versus electronic quantum anomalous hall effect,” (2017),
1701.03680.
[56] A. V. Nalitov, D. D. Solnyshkov, and G. Malpuech, “Polariton
z topological insulator,” Phys. Rev. Lett. 114, 116401 (2015).
[57] T. Ozawa, A. Amo, J. Bloch, and I. Carusotto, “Klein tunnel-
ing in driven-dissipative photonic graphene,” Phys. Rev. A 96,
013813 (2017).
[58] D. Solnyshkov, A. Nalitov, B. Teklu, L. Franck, and
G. Malpuech, “Spin-dependent klein tunneling in polariton
graphene with photonic spin-orbit interaction,” Phys. Rev. B 93,
085404 (2016).
[59] Y. V. Kartashov and D. V. Skryabin, “Bistable Topological In-
sulator with Exciton-Polaritons,” Phys. Rev. Lett. 119, 253904
(2017).
[60] D. D. Solnyshkov, O. Bleu, and G. Malpuech, “Topological
optical isolator based on polariton graphene,” Applied Physics
Letters 112, 031106 (2018).
[61] E. L. Shirley, L. J. Terminello, A. Santoni, and F. J. Himpsel,
“Brillouin-zone-selection effects in graphite photoelectron an-
gular distributions,” Phys. Rev. B 51, 13614 (1995).
[62] S. Michaelis de Vasconcellos, A. Calvar, A. Dousse, J. Suf-
fczyski, N. Dupuis, A. Lematre, I. Sagnes, J. Bloch, P. Voisin,
and P. Senellart, “Spatial, spectral, and polarization properties
of coupled micropillar cavities,” Applied Physics Letters 99,
101103 (2011).
