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Abstract
Pseudo-LiDAR-based methods for monocular 3D ob-
ject detection have generated large attention in the com-
munity due to performance gains showed on the KITTI3D
benchmark dataset, in particular on the commonly re-
ported validation split. This generated a distorted impres-
sion about the superiority of Pseudo-LiDAR approaches
against methods working with RGB-images only. Our first
contribution consists in rectifying this view by analysing
and showing experimentally that the validation results pub-
lished by Pseudo-LiDAR-based methods are substantially
biased. The source of the bias resides in an overlap be-
tween the KITTI3D object detection validation set and the
training/validation sets used to train depth predictors feed-
ing Pseudo-LiDAR-based methods. Surprisingly, the bias
remains also after geographically removing the overlap, re-
vealing the presence of a more structured contamination.
This leaves the test set as the only reliable mean of com-
parison, where published Pseudo-LiDAR-based methods do
not excel. Our second contribution brings Pseudo-LiDAR-
based methods back up in the ranking with the introduction
of a 3D confidence prediction module. Thanks to the pro-
posed architectural changes, our modified Pseudo-LiDAR-
based methods exhibit extraordinary gains on the test scores
(up to ≈ +8% 3D AP).
1. Introduction
3D object detection provides information about pose, lo-
cation and category of an object in 3D space, making it an
enabling technology for applications like autonomous driv-
ing or augmented reality. To obtain accurate localisation
performance, existing solutions rely on depth information
inferred from stereo cameras or derived from Light Detec-
tion and Ranging (LiDAR) sensors. The downsides of both
variants are an increase of costs, the necessity of involved
recalibration routines and the inhibition of the product de-
sign form factors due to physical fabrication constraints.




Figure 1: We analyze the cause of the performance bias
of monocular Pseudo-LiDAR-based (PL) methods, which
consists in a substantial drop between the results on the
KITTI3D validation and test set. We show that this bias is
due to the fact that the depth estimators on which PL meth-
ods heavily rely have been trained on a depth training set
(black lines) which includes ≈ 30% of the detection vali-
dation set data (red lines). We propose to solve this bias by
creating an alternative unbiased depth training set (green
lines) which eliminates the overlap as well as introduces a
geographical distance w.r.t. detection validation data 1.
detection methods is entirely based on monocular cameras
[1, 10, 19, 20, 25, 27, 29]. Monocular cameras are a cheap
alternative to the expensive LiDAR or stereo setups, but at
the same time incur a substantially increased algorithmic
complexity due to the absence of depth observations. In-
deed, accurate estimation of an objects’ distance to the cam-
era is the most difficult task in monocular, image-based 3D
object detection, rendering it an ill-posed problem. Despite
the development of methods which focus on increasing the
generalization with respect to distance [1, 27], monocular

























A recent line of works [20, 31] leveraged CNNs
for image-based depth predictions as depth substitute in
monocular 3D object detection algorithms. Pseudo-LiDAR
(PL) [29, 32] was promoted as a particularly effective depth
representation, reporting impressive results on the challeng-
ing KITTI3D benchmark dataset. It essentially mimics a
LiDAR signal for a RGB image by projecting each 2D
pixel from its corresponding, estimated depth map into 3D
space. With the resulting 3D point cloud, the 3D detec-
tion task is usually approached by applying state-of-the-
art LiDAR-based (and thus 3D point-based) detection algo-
rithms. PatchNet [18] has recently refuted 3D points as the
source of PL’s effectiveness by providing an equivalently
performing implementation based on stacking 3D world co-
ordinates as 2D maps. While this eliminates the claims of
PL being advantageous due to its 3D point-based represen-
tation, their ablations confirmed the importance of operating
on transformed 2D image coordinates incorporating camera
intrinsics (focal length and principal point).
In this paper we argue that PL-based approaches, and
more in general approaches that take depth in input, have in-
troduced a distorted perception in the research community
about their performance in the monocular setting, against
other state-of-the-art methods that use RGB-images only.
The reason is twofold. First, all PL-based works reported
scores only on the KITTI3D benchmark dataset.1 Second,
we discovered an issue in the evaluation pipeline adopted
for this specific benchmark by all PL-based methods, which
artificially leads to performance gains on the validation set
as opposed to other, non-depth-based competitors. This bias
can be essentially attributed to the way depth estimation al-
gorithms have been trained before generating input to PL-
based methods. Indeed, depth estimation algorithms were
trained by including ≈ 30% of the validation set data used
for 3D object detection, resulting in significantly skewed
validation performance scores, and diverting researcher’s
attention from methods falling behind because of this bias.
This particular, biased depth estimation model was subse-
quently used for all follow-up PL-based publications.
First contribution. Despite the existence of the bias has
been mentioned, en passant, in the original PL paper [29],
the community has not given yet the deserved attention to
this issue. A first contribution of this paper is an in-depth in-
vestigation of the source of the bias by performing targeted
experiments. We confirm that the bias exists in a signif-
icant extent. In an attempt to eliminate the source of the
bias, we have created new training/validation splits for the
upstream monocular depth estimation task by keeping suf-
ficient geographic margin to the 3D object detection train-
ing and validation splits (see Fig. 1). To our great surprise,
we found that this is not enough to get rid of the intrinsic
1Some even solely provided results on the validation set, without re-
porting performance on the official KITTI3D test set [28, 29].
bias that affects PL-based methods on the validation set of
the KITTI3D benchmark, revealing the presence of a more
structured type of contamination. We also show that the test
set is likely not affected by the same bias, thus preserving
its value for the sake of fair comparisons.
Second contribution. The outcome of the comparison
of PL-based methods against direct RGB-based methods in
monocular 3D object detection on the KITTI3D benchmark
is favouring more the latter ones, if we focus on test set
results and if we factor in the amount of additional infor-
mation and indirect model parameters that power PL-based
methods. On the flip side, we found that published PL-
based methods are potentially penalized by the lack of a
proper 3D confidence score that is a fundamental compo-
nent of many state-of-the-art RGB-only methods. As our
second contribution, we endow PL-based methods with a
mechanism for predicting a 3D confidence score, which
gives remarkable boosts for both, the (biased) validation
scores and the test scores of PL-based methods, surpassing
the performance of previous state-of-the-art methods.
2. Related Works
Current approaches for monocular 3D object detection
can be roughly divided in two categories: RGB-only meth-
ods, which directly address the ill-posed problem of the ob-
ject’s distance estimation, and Pseudo-LiDAR (PL) meth-
ods, which leverage from automatically estimated depth
maps or point clouds to recover the distance information.
Monocular RGB-only 3D detectors. Earlier ap-
proaches for monocular RGB-only 3D detection such as
SSD-6D [11] and Deep3DBox [21] build on top of state of
the art deep architectures for 2D detection, and exploit in-
formation from projective geometry to estimate the 3D pose
and position of the objects in the scene. Mono3D [2] devel-
ops from the idea of generating 3D proposals and scoring
them according to several cues, such as semantic segmen-
tation features, object contour, and location priors. OFT-
Net [24] operates by considering an orthographic feature
transform to map a 2D feature map to bird-eye view. Mono-
GRNet [23] simultaneously estimates 2D bounding boxes,
instance depth, 3D location of objects and local corners.
GS3D [14] exploits an off-the-shelf 2D object detector and
efficiently computes a coarse cuboid for each predicted 2D
box, which is then refined to estimate the 3D bounding
box. MonoPSR [12] jointly leverages 3D proposals and
scale and shape estimation to accurately predict 3D bound-
ing boxes from 2D ones. Recently, few works have pro-
posed single-stage deep architectures [1, 27]. M3D-RPN
[1] generates 2D and 3D object proposals simultaneously
and exploits a post-processing optimisation and a depth-
aware network to improve localization accuracy. MoVi-3D
[27] is a lightweight architecture which exploits automati-
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cally generated virtual views where the object appearance
is normalized with respect to distance to facilitate the de-
tection task. Other works such as MonoDIS [25] propose to
improve both training convergence and detection accuracy
of 3D detection networks by considering loss disentangle-
ment. Using a similar idea, Liu et al. [17] propose SMOKE,
a deep architectures which predicts 3D bounding boxes by
relying on key-point estimation as an intermediate task.
Pseudo-LiDAR based 3D detectors. A second category
of works exploit external data and network models to gener-
ate depth maps from the RGB input as an intermediate step
for 3D detection. For instance, ROI-10D [20] introduces a
loss to minimize the misalignment of 3D bounding boxes
and exploits depth maps inferred with SuperDepth [22]. A
disparity prediction module is considered in [31] and inte-
grated into a network composed of two parts: one that gen-
erates 2D region proposals, and another that predicts of 3D
object location, size and orientation. Pseudo-Lidar [29] in-
troduces the simple idea of interpreting depth maps as 3D
point clouds, which are then fed to state-of-the-art LiDAR-
based 3D object detectors. Pseudo-Lidar++ [32] improves
the accuracy in the localisation of faraway objects by adapt-
ing a stereo network architecture and deriving a loss func-
tion for direct depth estimation. AM3D [19] proposes to
integrate complementary RGB features into the PL pipeline
and introduces a a specific module to map the 2D image
data to the 3D point cloud. PatchNet [18] analyses the effect
of depth data representation on performances and improves
over previous PL models by integrating the 3D coordinates
as additional channels of input data.
3. Preliminaries
We start with reviewing the monocular 3D object detec-
tion task and introducing the KITTI dataset [9] – the most
influential benchmark to assess the performance of 3D de-
tection methods. Our ablation study on KITTI details per-
formance of state-of-the-art 3D object detection methods,
and is highlighting the crucial role of depth estimation.
3.1. Monocular 3D Object Detection
The monocular 3D object detection task consists in de-
tecting and localizing all the visible objects of interest (e.g.
cars) by means of 3D bounding boxes given a single RGB
image as input. Localization must be done in 3D space,
properly estimating the 3D coordinates (in meters) of the
center of the object Oi = (Xi, Yi, Zi), where Xi, Yi are re-
lated to the horizontal and vertical translations, respectively,
and Zi is the distance of the object’s center from the camera.
The localization also includes the estimation of the object’s
metric shape Si = (Hi,Wi, Li) representing the object’s
height, width and length, as well as the object’s rotation Ri
w.r.t. the camera reference system. The detection requires
also to estimate a confidence value Ci which generally re-
flects the quality and determines how confident the detector
is about the particular 3D detection. In this monocular set-
ting, it is common to assume to have a calibrated camera
and to know the corresponding intrinsic camera parameters.
3.2. The KITTI Dataset
The KITTI Dataset comprises a broad collection of data
from street-level sequences, captured with a multi-sensor
setup in the city of Karlsruhe (Germany) in 2011. The
remarkable diversity of the sensors enabled many bench-
marks, including 3D object detection and depth estimation,
which are most relevant for this work.
KITTI 3D object detection benchmark (KITTI3D). To
our knowledge, all 3D object detection methods, and in par-
ticular monocular image-based ones, adopted KITTI3D as
their predominant, and usually exclusive, testing field. The
KITTI3D benchmark is composed of an official training
and testing split, comprising 7481 and 7518 images, re-
spectively. Following Chen et al. [3], it is common to split
the training set into unofficial training and validation splits,
with 3712 and 3769 images, respectively. KITTI provides
2D and 3D bounding box annotations for Cars, Pedestrians
and Cyclists, and each box is assigned to one of the difficulty
levels Easy, Moderate or Hard, depending on the object’s
2D height (≈ object’s distance), degree of occlusion, and
truncation. Category Car comprises ≈ 83% of the annota-
tions, and is present in ≈ 94% of the training images, while
only ≈ 25% and ≈ 13% include a Pedestrian or Cyclist an-
notation, respectively. For this reason, many works exclu-
sively evaluate on the Car class. KITTI3D adopts two main
evaluation metrics, i.e., 3D Average Precision (3D AP) and
Bird’s Eye View Average Precision (BEV AP). As reported
in [26], AP|40 is the only legitimate 3D detection AP score,
deprecating the previously used AP|11 score.
Depth prediction benchmark. The KITTI depth pre-
diction benchmark offers official training and testing splits,
but it is common to split [7] the training data into unoffi-
cial training and validation sets of 23488 and 697 images,
respectively. Depth prediction methods are inferring pixel-
specific distance estimates w.r.t. the camera and are evalu-
ated with several metrics like Absolute Relative Error (Ab-
sRel), Squared Relative Error (SqRel), etc.
3.3. The Crucial Role of Depth
We proceed with an oracle analysis demonstrating that
depth is what matters most in monocular 3D object de-
tection. Following the definitions in Sec. 3.1, we used
KITTI3D predictions of state-of-the-art monocular 3D ob-
ject detection methods [1, 18, 25, 29] and compared their
3D object detection performances by substituting sub-task
predictions (e.g. depth) with their corresponding ground-
truth values. E.g., we matched the predictions of each
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Oracle 3D AP ↑ BEV AP ↑
Method sub-task Easy Mod. Hard Easy Mod. Hard
M3D-RPN [1]
– 12.78 10.36 8.07 18.69 14.57 11.09
R̂ 14.71 11.78 9.26 20.54 16.37 13.32
ˆHWL 13.47 10.52 8.26 19.84 14.97 12.05
X̂Y 22.63 17.47 13.48 27.61 20.80 16.35
Ẑ 34.53 28.35 22.51 46.72 38.98 32.01
MonoDIS [26]
– 16.71 12.32 10.58 24.56 18.48 16.23
R̂ 17.27 12.76 11.45 24.60 18.83 16.50
ˆHWL 16.75 12.56 11.29 24.87 18.91 16.51
X̂Y 29.59 22.17 19.31 36.74 26.23 22.97
Ẑ 45.99 38.02 33.48 64.58 54.26 48.42
Wang et al. [29]
– 23.71 12.40 10.61 31.32 18.44 15.30
R̂ 24.04 13.39 11.13 32.52 19.74 16.66
ˆHWL 25.73 14.50 11.64 33.66 20.36 17.02
X̂Y 33.76 20.37 17.22 39.98 24.81 21.27
Ẑ 53.71 35.15 29.38 67.07 50.27 43.34
PatchNet [18]
– 31.15 16.23 13.49 40.81 23.42 19.70
R̂ 31.60 17.43 14.58 41.19 24.78 20.25
ˆHWL 34.19 19.01 15.58 43.41 25.39 20.67
X̂Y 44.23 25.62 21.76 50.06 30.00 24.93
Ẑ 59.81 41.93 35.94 71.29 55.68 48.71
Table 1: Oracle analyses. We computed the 3D object
detection results of state-of-the-art methods by substitut-
ing selected predicted components (Oracle) with their cor-
responding ground-truth value (e.g. Ẑ). All the methods
show the same pattern, highlighting that the distance esti-
mation component (Z) is by-far the most crucial. Results
have been computed on the widely adopted KITTI3D [9]
validation split defined in [3] for the class Car with the
official AP|R40 metric.
method and 3D bounding box B with the best-matching
ground-truth bounding box B̂. Then, we substitute a com-
ponent of the predicted 3D bounding box (e.g. Z) with its
corresponding ground truth (Ẑ), and report the resulting or-
acle scores in Tab. 1. The table shows that certain sub-tasks
like rotation (R) and shape (W,H,L) prediction, despite
the substitution with ground-truth values, do not signifi-
cantly improve performance. In contrast, substituting the
predicted depth estimation (Z) with ground truth improves
substantially, meaning that depth is by-far the most crucial
component for 3D object detection. Note that in our tables
we use the ↑ or ↓ symbols to mark metrics where larger or
smaller values are better, respectively.
4. The Bias in Pseudo-LiDAR Experiments
With depth identified as most critical component in
monocular 3D detection works, it becomes obvious that
PL-based methods are particularly sensitive to inputs from
depth estimators trained in a biased way.
4.1. The Source of the Bias
To our knowledge, all PL-based methods published so
far were exclusively evaluated on the KITTI3D [9] dataset
which, as described in Sec. 3.2, shares data among several
benchmarks like 3D object detection and depth prediction.
With the advent of PL, it is however paramount to iden-
tify potential sources of cross-pollination in task-specific
dataset splits. Our investigations showed that previous, PL-
based works [29, 32, 18] were built on top of DORN [8],
i.e. a state-of-the-art depth estimator, that in turn however
included a majority of images from the detection validation
set during its training. Specifically, we found 1226/3769
(32.5%) images to be shared between the widely adopted
Eigen et al. training split [7] for depth estimation and the
commonly used Chen et al. [3] validation split for 3D ob-
ject detection. When adding also the images belonging to
the same capturing sequence, the numbers slightly increase
to 1258/3769 (33.4%). We illustrate the full extent of the
contamination in Fig. 1, plotting GPS positions and hence
the overlap of the different splits (Eigen et al. depth training
split in black; Chen et al. validation split for 3D object de-
tection in red). Obviously, this overlap in the datasets will
lead to biased results in downstream, PL-based methods,
greatly simplifying the task of depth estimation for the 3D
object detector. Even though the original PL paper [29] al-
ready mentioned this issue, all subsequent works have con-
tinued to compare their PL-based results in the same man-
ner, thus severely distorting the view on other works from
the (monocular) 3D object detection domain.
In Tab. 3, we show the effect of the contamination on
the validation and test scores for the original PL method
from Wang et al. [29] and the more recent PatchNet [18].
The rows corresponding to Eigen train are based on biased
depth in input, which was generated by a BTS [13] depth
estimator trained on the Eigen et al. split. The huge perfor-
mance drops (up to 17.6 AP) between obtained validation
and test scores strongly underline the relevance of the bias
issue discussed here.
4.2. Can the Bias be Removed?
As explained in the previous section, it is beyond doubt
that a contamination exists between the depth training and
detection validation sets used by PL-based methods. How-
ever, to further support the hypothesis that this contamina-
tion causes a bias in the KITTI3D validation scores, we take
one step further: we create an unbiased depth training split.
Unbiased depth training split. The main objective we
pursue with our unbiased depth training split is to avoid
including any image which is also contained in the detec-
tion validation set. Additionally, to avoid indirect contam-
ination due to spatial correlations, we also enforce signif-
icant spatial separation between the two. We exploit the
GPS information included in the available KITTI Bench-
mark data, and define two separation criteria. We withhold
all images i) captured closer than 50m from any training
or validation detection image, and ii) belonging to any of
the detection sequences. Due to the very limited amount of
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Training set Validation Set Biased d1 ↑ d2 ↑ d3 ↑ AbsRel ↓ SqRel ↓ RMSE ↓ SILog ↓
Eigen train. Eigen valid. No 0.908 0.967 0.983 0.084 0.557 4.003 16.577
Eigen train. Detec. train. Yes 0.926 0.971 0.985 0.067 0.504 3.806 15.250
Eigen train. Detec. valid. Yes 0.920 0.967 0.982 0.072 0.495 3.838 16.063
Unbiased train. Unbiased valid. No 0.904 0.975 0.991 0.093 0.494 3.627 14.019
Unbiased train. Detec. train. No 0.858 0.962 0.987 0.111 0.715 4.830 15.960
Unbiased train. Detec. valid. No 0.872 0.964 0.988 0.105 0.629 4.429 15.872
Table 2: Biased vs. Unbiased Depth estimation results with BTS on KITTI, computed w.r.t. ground-truth depth obtained
from LiDAR scans.
3D Object Depth Depth Biased Validation set 3D AP ↑ Test set 3D AP ↑
Detector Estimator Training Set Depth Easy Mod. Hard Easy Mod. Hard
Wang et al. BTS Eigen train. Yes 24.47 13.40 10.92 9.87 6.40 5.46
Wang et al. BTS Unbiased train. No 17.20 9.35 7.57 10.76 6.86 5.93
PatchNet BTS Eigen train. Yes 31.60 18.22 15.10 14.00 8.70 7.39
PatchNet BTS Unbiased train. No 20.79 10.55 8.90 10.88 7.42 6.51
Table 3: Biased vs. Unbiased Pseudo-LiDAR results on KITTI3D validation and official benchmark, class Car, official
AP|R40 metric.
available data, we apply both (i) and (ii) to the selection of
the depth training set, and only (ii) to the selection of the
validation set. From a total available amount of 47962 im-
ages, the aforementioned filtering process yields 13887 im-
ages for the training set and 5058 images for the validation
set. To avoid redundancy in the validation set we further
sub-sample it to a total of 1000 images. Our new data split
is visualised in Fig. 1 (green markers) and shows that over-
laps between depth training (Eigen et al. [7], black markers)
and object detection validation (red markers) splits are elim-
inated, and additionally a safety margin is implemented.
Validating the unbiased split. To verify whether our
novel split is truly unbiased, we use it to train a depth es-
timation model. Due to the fact that no open-source code is
publicly available for DORN [8], i.e. the model commonly
used by PL-based methods, we instead adopt the recently
published state-of-the-art depth estimator BTS [13].2 Then,
we use this model to generate PL inputs to train monocular
3D detectors. In particular, we focus on two state-of-the-art
PL methods, namely the one in Wang et al. [29]3 and the
recent PatchNet [18]4, both providing open source code (re-
implementation and official code, respectively). The results
of this analysis, shown in Tab. 2 and Tab. 3, highlight the
clear presence of bias in both depth estimation and 3D de-
tection results. In particular, the depth metrics of the models
trained on the Eigen et al. split (Eigen train.) exhibit sig-
nificantly better performance on images from the detection
validation set (Detec. valid.) compared to the ones trained




time, each trained model performs well on its own valida-
tion set, thus revealing the presence of a bias. Similarly, in
the 3D detection setting, PL-based methods trained with bi-
ased input depth reach significantly higher validation scores
on all difficulty levels, while performing in proportion sig-
nificantly worse on the test set. The huge gap that emerges
between test and validations scores (up to 17.6 AP) is a clear
evidence of the validation bias. On the other hand, the same
models trained with unbiased depth in input exhibit a sig-
nificant drop in the validation scores that is not reflected in
the same proportion in the test set. This indicates that our
initial hypothesis, about the bias being related to the overlap
between the depth training set and the detection validation
set was indeed correct and we managed to reduce the gap
between validation and test with our unbiased version of
the depth training split. It is worth mentioning that the drop
in performance on the test set compared to the Eigen et al.
split is probably attributed to the smaller set used to train
the depth estimator.
Removing the bias. If we move back to the question that
opened the section, whether it is possible to remove the bias
that affects the PL-based methods on KITTI3D, unfortu-
nately, we are still not entitled to give a positive answer. To
our great surprise, despite the lack of geographical intersec-
tion between the depth and detection splits, the gap between
validation and test results is still substantially higher (up to
10 AP) compared to the gap that methods using RGB-only
inputs typically incur (≈ 3-5 AP). This is a clear indication
that some more structured form of bias still exists that goes
beyond the simple geographical reasoning we made to con-
struct our unbiased split. On the other hand, the fact that





















































Figure 3: Example of final part of the architecture, where
we added our proposed Confidence Head to the Patch-
Net [18] architecture.
that take depth in input, are not able to surpass the state-
of-the-art RGB-based methods (see Tab. 6 first block) is an
indication that the test set itself does not suffer from the
same type of bias, thus preserving its validity for the sake
of fair comparisons.
Despite lacking a complete explanation of the source of
the bias affecting PL-based methods on KITTI3D, we be-
lieve our analysis could be a first step towards unbiasing
PL-based methods and encourage the community to take
the issue into account for future works. Indeed, any work
exploiting depth information in input will be exposed to bi-
ases that this external source of data might introduce and
care should be taken to avoid reporting comparative results
if the bias is present.
5. 3D Confidence for PL-based Methods
The 3D object detection task, as described in Sec. 3.1, re-
quires to associate each object with a 3D bounding box and
a corresponding confidence value. This confidence should
generally reflect the quality of the 3D bounding box and can
be thought as a measure of how much the particular estimate
is reliable. In datasets such as KITTI3D, this confidence
takes an active role in the computation of the metrics (e.g.
Average Precision). In light of this fact we observed that
existing Pseudo-LiDAR methods e.g. [29, 18] do not per-
form the 3D confidence estimation in any way and rely on
the class probability coming along with the 2D detections.
By doing so, the confidence adopted by current PL-based
methods is actually agnostic to the quality of the 3D predic-
tions and therefore not effective for the role it should take.
On top of this, as shown in Fig. 5, we observed that 2D de-
tectors are often too confident and therefore the need for a
3D confidence seems essential. For this reason, we propose
do endow PL-based methods with the ability of estimating
the 3D confidence of their predictions.
5.1. Confidence Estimation
In order to describe how the confidence is estimated we
will now overview the general architecture used by PL-
based methods e.g. [29, 18], subsequently detailing our
changes. The architecture that is commonly adopted by
state-of-the-art PL-based methods is depicted in Fig. 2 (ex-
cluding the 3D confidence branch, i.e. our contribution).
This architecture can be divided into three main branches
namely 2D Detection, Pseudo-LiDAR and 3D Detection
which we will now describe in more detail.
2D detection component. Given an RGB image as in-
put, a 2D detection method estimates the presence as well
as position of objects of interest by means of 2D bounding
boxes. It is very common to treat this part of the architecture
as an independently trained block, leveraging the results of
a state-of-the-art 2D detector as-is. Further details can be
found in Wang et al. [29] or PatchNet [18].
Pseudo-LiDAR (PL) component. In this part of the ar-
chitecture a depth estimation network (e.g. [8, 13]) assigns
each pixel a depth estimate. Similarly to the 2D component,
this one is independently trained and leverages a state-of-
the-art depth estimator as-is. Given the estimated depth,
each pixel is then projected in 3D to form the PL point
cloud. The PL pointcloud is then processed by a Points
Selection operation which initially selects the points inside
each 2D bounding box and subsequently performs an addi-
tional filtering with the objective of discarding points that
potentially do not belong to the object of interest (e.g. oc-
clusions, road).
3D detection component. This block is responsible for the
estimation of the output 3D bounding boxes, taking as input
the selected PL points to perform a point-based 3D detec-
tion by means of an initial 3D Backbone followed by a 3D
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Head. While our proposed method is not tied to a specific
architecture, we focused on the model in Wang et al. [29]
and PatchNet [18]. In [29] the 3D Backbone consists of a se-
ries of fully-connected layers plus an additional one which
implements the 3D Head. In [18], the first set of fully-
connected layers is replaced by a relatively shallow Con-
volutional Neural Network while the 3D Head is composed
of three different sets of fully-connected layers operating
in different distance ranges, namely Near (<30m), Mid-
dle (30-50m) and Far (>50m). A detail of our PatchNet-
based 3D Head, excluding the Confidence Head, is shown
in Fig. 3.
The next component is part of our contribution and en-
dows the PL-based methods under consideration with the
ability to predict a self-supervised 3D confidence.
Confidence head. The estimation of the 3D confidence,
in order to be reliable and accurate, has to heavily rely on
3D-related features. For this reason we introduce an ad-
ditional branch in the architecture, namely the 3D Confi-
dence Branch, which, as shown in Fig. 2, takes as input the
set of 3D Features computed by the 3D Backbone and out-
puts the 3D confidence. The 3D Confidence Head takes the
same shape as the existing 3D Head which, as explained in
the previous section, is implemented with one set of fully-
connected layers for Wang et al. [29] and three distance-
specific fully-connected modules for PatchNet [18]. Differ-
ently from the 3D Head, the proposed 3D Confidence Head
estimates a single value Ci, i.e. the confidence, for each ob-
ject. The general architecture of our PatchNet-based 3D
Head and 3D Confidence Head is shown in Fig. 3. Note that
the proposed Confidence Branch requires minimal modifi-
cations to the original architecture, adds negligible compu-
tational complexity and inference time and is compatible
with most Pseudo-LiDAR approaches.
Learning the 3D confidence. The 3D confidence should
reflect the quality of the 3D detection. This has been taken
into account in the design of the confidence head, as de-
scribed above, and it is also enforced in the way the confi-
dence is learned, as we describe below. Inspired by [25], we
consider the 3D confidence score regression as a classifica-
tion task with a binary cross-entropy loss, where the target
probabilities are directly derived from the 3D bounding box
losses via negative exponentiation. Given a 3D bounding
box prediction Bi and the corresponding ground-truth B̂i,
the loss for the 3D confidence prediction C3Di is given by
Lconf(C
3D
i |Bi, B̂i) = −Ti logC3Di − (1−Ti) log(1−C3Di ),
where Ti = e−`(Bi,B̂i) is the target confidence and
`(Bi, B̂i) is the loss incurred by the bounding box predic-
tion. By doing so, the confidence score is directly linked
to the 3D detection loss, which is already a direct measure
of the quality of the regressed 3D bounding boxes. Finally,
3D AP
Method Depth Estimator Easy Mod. Hard
Wang et al. BTS Eigen 24.47 13.40 10.92
+ 3D Confidence BTS Eigen 32.44 20.84 17.26
PatchNet BTS Eigen 31.60 18.22 15.10
+ 3D Confidence BTS Eigen 38.30 24.11 19.23
Table 4: Validation set AP |R40 ablation results on
KITTI3D.
since the 2D confidence is already available and could be
useful to filter our e.g. false-positives, our final confidence
for an object Oi will be Couti = C
2D
i · C3Di .
6. Experiments
Following the experimental protocol of the PL-based
works (e.g. [29, 18]), we evaluate our method on the
KITTI3D [9] benchmark focusing on the class Car. A de-
scription of the benchmark is given in Sec. 3.2. All the re-
sults presented and reported in this work have been com-
puted with the official AP |R40 metric, which from Octo-
ber 2019 has been completely substituting the deprecated
AP |R11 metric. The official AP |R40 solved a flaw in the
previous metric that was biasing scores. Please refer to [25]
for further details. Finally, in all our experiments we rely
on the same 2D detections used by PatchNet [18].
Discussion of results. In Tab. 4 we investigate the influ-
ence of our proposed 3D Confidence on the Pseudo-LiDAR
methods of Wang et al. [29] and PatchNet [18]. In order
to do so, we compute the 3D object detection metrics on
the validation set of KITTI3D with the baseline methods
as well as with the addition of the 3D Confidence Head (+
3D Confidence). As show in the table, we observe a major
improvement on the 3D AP. This validates our hypothesis
about the importance of having a 3D confidence prediction
component in PL-based methods. In Tab. 6, we compare
our results against the state of the art on the KITTI3D test
set.5 Our variant of PatchNet surpasses the previous best by
a large margin, establishing a new state-of-the-art. At the
same time our variant of Wang et al. achieves the second
best result on the Easy metric.
Implementation details. In this section we provide details
about the implementation and information about the hyper-
parameters. Since our method is subdivided into multiple
branches, we provide details of each one namely 2D Detec-
tion, Pseudo-LiDAR and 3D Detection.
In all our experiments, we trained our models on a single
NVIDIA GTX 1080 Ti with 11GB of memory. We followed




Figure 4: Qualitative results of our method with confidence scores of each detection. Top: We report the 2D confidence score
that PL-based methods typically use. Bottom: We report the learned 3D confidence predicted by our method.
3D AP
Method Depth estimator Easy Mod. Hard
Wang et al. BTS Eigen 14.17 8.47 7.29
+ 3D Confidence BTS Eigen 18.56 10.99 9.31
PatchNet BTS Eigen 15.70 10.15 8.79
+ 3D Confidence BTS Eigen 23.66 13.25 11.23
Table 5: Test set AP |R40 ablation results on KITTI3D.













Figure 5: Histogram of our KITTI3D test set 2d confidences
(left) and proposed 3D confidences (right).
or Wang et al. [29], with the only addition of the 3D Confi-
dence loss which is given a weight of 1.0.
2D Detection. We do not train a 2D detector but instead
rely on pre-computed 2D detections. In our experiments we
used, for both validation and test set, the 2D detections used
in PatchNet [18].
Pseudo-LiDAR. We took the open-source code of
BTS [13] and selected the DenseNet161-based estimator.
For our results on the Eigen et al. we used the model trained
3D AP
Method Input Easy Mod. Hard
OFTNet [24] RGB 1.61 1.32 1.00
FQNet [16] RGB 2.77 1.51 1.01
ROI-10D [20] RGB 4.32 2.02 1.46
GS3D [14] RGB 4.47 2.90 2.47
MonoGRNet [23] RGB 9.61 5.74 4.25
MonoPSR [12] RGB 10.76 7.25 5.85
Mono3D-PL [30] Depth 10.76 7.50 6.10
SS3D [10] RGB 10.78 7.68 6.51
MonoDIS [25] RGB 10.37 7.94 6.40
M3D-RPN [1] RGB 14.76 9.71 7.42
SMOKE [17] RGB 14.03 9.76 7.84
MonoPair [4] RGB 13.04 9.99 8.65
RTDM3D [15] RGB 14.41 10.34 8.77
AM3D [19] RGB+Depth 16.50 10.74 9.52
MoVi-3D [27] RGB 15.19 10.90 9.26
PatchNet [18] Depth 15.68 11.12 10.17
D4LCN [6] RGB+Depth 16.65 11.72 9.51
MonoDIS [26] RGB 16.50 12.20 10.30
Our Wang et al. Depth 18.56 10.99 9.31
Our PatchNet Depth 23.66 13.25 11.23
Table 6: Test set SOTA AP |R40 official results on KITTI3D.
Methods ranked following KITTI3D Benchmark (Moderate
3D AP). Best scores in bold, runner-ups underlined.
by the authors. For the trainings on our our novel Unbiased
splits, we used the ImageNet [5] pre-trained model and fol-
lowed the official schedule and hyperparameters with the
exception of the reduction of the number of epochs from
50 to 24. This reduction is due to the fact that our novel
training split (≈ 13k images) is smaller than the Eigen et al.
training split (≈ 24k images).
3D Detection. The architecture of our proposed models,
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i.e. the ones based on Wang et al. [29] and PatchNet [18],
always follow the official one with the only exception of
the introduction of our proposed 3D Confidence Head. The
implementation of this particular head closely follows the
one of the respective 3D Head. In particular, for our im-
plementation based on Wang et al [29] we introduced a se-
ries of three fully-connected layers with 512-D, 512-D, and
1-D dimensions respectively. For the implementation of
PatchNet [18] we introduced three distance-specific heads
composed by a series of three fully-connected layers with
512-D, 512-D, and 1-D dimensions respectively. We trained
our model with the Adam optimizer with a learning rate of
0.001 and a batch size of 64 for 100 epochs, decreasing the
learning rate by a factor of 0.1 at the 20th and 40th epoch.
7. Additional qualitative results
We provide additional qualitative results of our detec-
tions on KITTI3D.
We visualize results on the KITTI3D test set by super-
imposing our PatchNet + 3D Confidence 3d bounding box
detections on the input RGB images, showing the corre-
sponding confidence value of each detection. The images
in Fig. 7,8 show that our proposed confidence reliably de-
termines the overall quality of the predicted 3D bounding
box. The confidence is in fact higher on nearer objects, i.e.
where the estimation is more reliable, and seems to degrade
with distance. We also included some failure cases in which
our confidence is shown to be less reliable. In particular, we
have identified some imprecise or empty detections that still
have fairly high confidence.
We further provide a qualitative video6 by showing our
predictions on complete unbiased sequences taken from the
KITTI3D validation set. Unfortunately, it was not possible
to provide videos on the KITTI3D test set sequences due to
the unavailability of test set sequence information. In these
videos we show our predictions in two different formats,
as shown in Fig. 6. On the bottom part of the video, we
super-impose the bounding boxes with corresponding con-
fidence score on each RGB image as done in the previous
figures e.g. Fig. 7. In the top part of the video we visualize
our detections on the rendered Pseudo-LiDAR pointcloud,
where each point has been colored with its corresponding
RGB value (if available), and consequently visualized our
predicted 3d bounding-boxes in green. The predictions are
computed for each frame in an independent manner, without
exploiting temporal information in any way. The presence
of black pixels (e.g. on top of objects) is due to the fact that
we rendered the scene from a point-of-view which is differ-
ent from the one of the KITTI3D RGB camera. This change
of pose inevitably introduces these black pixels on regions
6https://tinyurl.com/demystifyingpl
which were not visible from the RGB camera pose.
Figure 6: Example of single frame taken from our quali-
tative video on an unbiased KITTI3D validation sequence.
Top: Visualization of our predictions on the colored
Pseudo-LiDAR pointcloud. Bottom: Visualization of our
predictions, with corresponding confidence score, on the in-
put RGB image.
8. Conclusions
In this paper we have shown that all previously pub-
lished Pseudo-LiDAR-based works suffer from a bias in
the reported validation scores for the KITTI3D benchmark.
The source of the issue is partially due to an overlap that
exists between the training set used to train the upstream
depth estimators, providing the depth in input to the PL-
based methods, and the validation set used for 3D object
detection. In an attempt to validate the hypothesis we con-
structed an unbiased training set for the depth estimators
by ensuring geographical separation to the detection vali-
dation set. However we found that this is not sufficient to
remove the bias in the validation set, which indicates the
existence of a more structured nature of the issue. As a
consequence, future works involving PL-based methods on
KITTI3D should avoid comparative analysis against other
methods using the validation set, but rather rely on the test
set. In the second part of our work, we provided an architec-
tural change to PL-based methods aimed at endowing them
with the ability of predicting 3D confidences. We showed
that with this simple change PL-based methods get remark-
able improvements on the KITTI3D benchmark eventually
establishing a new state of the art.
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Figure 7: Additional qualitative results of our 3d bounding box detections on the KITTI3D test set.
10
Figure 8: Additional qualitative results of our 3d bounding box detections on the KITTI3D test set.
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Manuel Lòpez-Antequera, and Peter Kontschieder. Disen-
tangling monocular 3d object detection. In (ICCV), pages
1991–1999, 2019. 1, 3, 7, 8
[26] Andrea Simonelli, Samuel Rota Bulò, Lorenzo Porzi,
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