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Abstract
Exact expressions for ensemble averaged Madelung energies of finite
volumes are derived. The extrapolation to the thermodynamic limit
converges unconditionally and can be used as a simple, parameter-free
real-space summation method of Madelung constants. In the large
volume limit, the surface term of the ensemble averaged Madelung
energy has a universal form, independent of the crystal structure.
1 Introduction
The cohesive energy of ionic crystals is dominated by the electrostatic energy
between ionic point charges, known as the Madelung energy. The calculation
of Madelung energies is a mathematically non-trivial problem because of the
long-range nature of the Coulomb interaction. The Madelung constant of
basic crystal structures was first successfully calculated by Ewald [1]. In the
Ewald method, the Coulomb interaction is divided into a short range part
for which the Madelung sum converges fast in real space and a long range
part which can be summed in reciprocal space. The Ewald method is very
accurate and widely used, but it is numerically rather involved and relies
on periodic boundary conditions. Alternatively, the Madelung energy can
be calculated through direct summation in real space, which is numerically
simpler and can be used in finite system [2] and non-periodic structures.
However, the lattice sums are only conditionally convergent, i.e. the result
depends on the summation order. This reflects the physical fact that in a
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finite crystal, the potential at an inner site can be changed at will by choosing
particular surface terminations [3]. In three dimensions, the Madelung sums
diverge for the most natural, shell-like summation order [4]. Divergence can
be avoided in two ways. In the first type of methods, the lattice is divided
into neutral cells of vanishing dipole moment [5]. The sum over these cells
converges absolutely because the quadrupole-quadrupole interaction decays
as 1/r5. However, dipole moment free cells generally involve fractional ions
at the corners and edges, and can be difficult to construct for low symmetry
systems [6]. In the second type of method, the summation is done in the
natural order of increasing distance but the system is neutralized at each
step by adding a background or surrounding sphere [7, 8]. An example is the
Wolf method [7] which keeps only the short-range part of the Ewald method
but compensates each charge inside the summation sphere by an opposite
charge at the cut-off radius.
Here we consider ensemble averaged quantities in finite subvolumes of a
macroscopic system, especially the mean electrostatic potential at the sites
of a given ionic species. This leads to an alternative definition of Madelung
energies which converges unconditionally as a function of system size for
any subvolume shape. We derive an exact expression of the Madelung con-
stants in finite spheres. The leading term in the expansion over inverse size
is found to be independent of the crystal structure. As a consequence, the
Madelung contribution to the surface energy, averaged over surface orien-
tations, is the same for all crystal structures, and provides a universal first
order approximation of the surface energy of ionic systems.
2 Average Madelung energy in finite volumes
We consider a collection of N point charges at positions rαi , where α labels
the different species with charge qα. The electrostatic potential at site r
α
i is
φ(rαi ) =
∑
jβ(6=iα)
qβ
|rαi − rβj |
. (1)
In crystals we take each ion in the unit cell as a different species α and i
runs over cells. The Madelung constants are usually defined as
Mα = −φ(rαi )d/qα , (2)
where d is the nearest neighbor distance. The problem with this definition
is that the sum in Eq. (1) converges only conditionally for N → ∞. We
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introduce the average potential at the sites of the α ions,
φ¯α =
1
Nα
i 6=j∑
ijβ
qβ
|rαi − rβj |
(3)
where Nα is the number of α ions. As φ(r
α
i ) is independent of i in the infinite
crystal, we can redefine the Madelung constants as
Mα = −φ¯αd/qα . (4)
The total Madelung energy is given by
U =
1
2
∑
α
Nαqαφ¯α = − 1
2d
∑
α
NαMαq
2
α . (5)
Equations (3,4,5) can be used both for finite and infinite systems.
From now on, we consider a finite subvolume V of an infinite ionic solid
and make averages over all possible positions and orientations of V . This is
equivalent to considering a fixed volume and performing statistical averaging
in a homogeneous and isotropic ensemble, corresponding to a powder sample.
In this ensemble the number density of α ions, ρα, is a constant, and the
pair distribution function gαβ(r), depends only on the distance r = |rαi −rβj |.
The ensemble average of Eq. (3) can then be written as
φ¯α =
1
V
∑
β
ρβqβ
∫
V
dr
∫
V
dr′
gαβ(|r− r′|)
|r− r′| . (6)
We stress that this expression, which rather evident for fluids [9], also applies
to single crystals, upon averaging over the position and orientation of the
finite subvolume V . For stability, any ionic system must be globally charge
neutral, i.e. ∑
α
ραqα = 0 . (7)
We do not assume any form of local charge neutrality. Averaging is done over
all configurations in the ensemble, including those where the finite volume V
has a net charge. Using Eq. (7), we can replace gαβ(r) by the pair correlation
function hαβ(r) ≡ gαβ(r)− 1 in Eq. (6) and obtain
φ¯α =
∑
β
ρβqβH
V
αβ , (8)
where
HVαβ =
1
V
∫
V
dr
∫
V
dr′hαβ(|r− r′|)v(|r− r′|) (9)
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with v(r) = 1/r. For V →∞, this simplifies to
H∞αβ =
∫ ∞
0
hαβ(r)v(r)4pir
2dr . (10)
While we focus on the bare Coulomb potential v(r) = 1/r, the present theory
can in principle be applied to any potential form v(r). For the special
case v = 1, H∞αβ are the Kirkwood-Buff integrals (KBI, usually denoted
G rather than H) of solution theory [10]. Previously we have extended
KBI theory to finite volumes [11]. We showed that the bad convergence of
the usual, truncated integrals can be avoided by an exact transformation
from double volume integrals to one-dimensional radial integrals. Using this
formalism [12, 13], we rewrite Eq. (9) as
HVαβ =
∫ ∞
0
hαβ(r)v(r)w
V (r)dr (11)
where
wV (r) =
1
V
∫
V
dr1
∫
V
dr2δ(r − |r1 − r2|) (12)
is a weight function. Note that Eq. (11) is actually a finite integral, since
wV (r) = 0 for r > Lmax where Lmax is the maximum distance in V .
Equations (4,8,11,12) provide an exact expression for the ensemble averaged
Madelung potential in finite volumes. The weight function is conveniently
expressed as
wV (r) = 4pir2y(r/L) (13)
where L = 6V/A and A is the surface area. The function y(x) only depends
on the shape of the volume [13]. For a sphere of diameter L, the exact
expression is [11]
ys(x) = (1− 3x/2 + x3/2)θ(1− x) (14)
where θ(x) is the unit step function (θ=0 for x<0 and θ=1 for x>0). Ana-
lytic expressions of y(r) are also known for cube and cuboid [13]. For any
other shape, the function can be easily computed numerically [14]. In order
to accelerate convergence to the thermodynamic limit, several extrapola-
tions from the finite volume integrals have been proposed [11, 13, 15]. Here
we focus on the second order expression of Ref. [13], with weight function
u2(r) = 4pir
2y2(r/L), where
y2(x) = (1− 23x3/8 + 3x4/4 + 9x5/8)θ(1− x) (15)
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For further reference, we also define
y0(x) = θ(1− x) (16)
which corresponds to simple truncation of radial integrals or lattice sums at
r = L.
3 Application to crystals
In the following, we consider a crystal with unit cell of volume Vc containing
m point charges qα, α = 1 . . .m, at positions r
α. We take each atom in the
unit cell as a different species α, such that ρα = 1/Vc for all α. The spher-
ically averaged pair distribution function, appropriate for powder samples,
is given by
gαβ(r) =
Vc
4pir2
′∑
T
δ(r − |rα − rβ +T|) , (17)
where T are lattice vectors and the primed sum indicates that the term
T = 0 is excluded for α = β. Equivalently, Eq. (17) may be written as a
sum over shells,
gαβ(r) =
Vc
4pir2
∑
k
nαβk δ(r −Rαβk ) (18)
where nαβk is the number of β ions on shell No k of radius R
αβ
k = |rα− rβ +
T| > 0 around an α ion. Inserting Eq. (18) into Eq. (9) we obtain
HVαβ = Vc
∑
k
nαβk v(R
αβ
k )y(R
αβ
k /L)−BV (19)
where
BV =
∫ ∞
0
v(r)y(r/L)4pir2dr . (20)
The term BV comes from the constant 1 which was subtracted when going
from gαβ to hαβ in Eqs (6,8). By virtue of Eq. (7) the B
V terms cancel
upon summing over β in Eq. (8). While BV has no direct physical meaning,
it is important for the convergence of the individual terms Hαβ in Eq. (19).
For a sphere of diameter L, we obtain BV = 4piL3
∫ 1
0 v(xL)ys(x)x
2dx with
ys given in Eq. (14). For the Coulomb interaction, v(r) = 1/r, this yields
BV = 2piL2/5 = (12/5)V/L. For v = 1 (KBI) we have BV = piL3/6 = V .
In the following we consider a sphere of diameter L and calculate, with
y = ys in Eq. (14), the exact finite volume integrals H
V
αβ (Eq. 19) and
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the corresponding ensemble averaged Madelung constants Eq. (4). We also
compute extrapolations of HVαβ to infinite volume, obtained with y = y2
(Eq. 15) as well as the usual, unweigthed sums truncated at r = L, ob-
tained with y = y0 (Eq. 16). The convergence of the Madelung constant
of NaCl, as a function of sphere diameter L is shown in Fig. 1. The dif-
ference between the finite volume result (ys) and the infinite volume value
varies linearly in 1/L, while the y2-extrapolation (y2) converges as 1/L
2.
The usual, truncated sum (with y = y0) diverges, and is not shown. We
have examined the effect of charge neutralization using the shifted potential
method by Wolf et al. [7]. The truncated sum with charge neutralization
(y0-N) converges roughly as 1/L. Interestingly, the finite volume result with
charge neutralization (ys-N) is almost identical to that without neutraliza-
tion (ys). This indicates that the statistical averaging largely cancels charge
imbalances and makes explicit charge neutralization unnecessary. For the
y2 extrapolation, however, charge neutralization speeds up convergence con-
siderably and the charge-neutralized sums (y2-N) converge as 1/L
3, in the
same way as y2-extrapolated, proper KBI integrals [13]. For comparison, the
Wolf method [7] is also shown with an Ewald damping parameter α = 0.5.
Because of the erfc(αr)-like damping term used in this scheme, the lattice
sums converge exponentially fast. Contrary to the present method, however,
the Wolf method requires an empirical parameter (α), whose optimum value
depends on the problem at hand.
In conclusion of this section we have shown that ensemble averaged
Madelung constants converge unconditionally even without charge compen-
sation or damping factors. The y2-extrapolation with charge neutralization
converges as 1/L3, which is relatively fast, albeit slow compared to the Wolf
method.
4 Universal surface energy
Finite volume integrals like HV in Eq. (11) can be expanded in powers of
1/L as [13]
Hαβ(L) = H
∞
αβ + F
∞
αβ/L+O(L−2) , (21)
where F∞αβ is the surface term in the large volume limit, given by
F∞αβ = −
3
2
∫ ∞
0
rhαβ(r)v(r)4pir
2dr . (22)
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Figure 1: Relative error |M(L)/M∞− 1| of the Madelung constant of NaCl
computed as function of sphere diameter L. Finite volume result (ys, blue
circles), y2-extrapolation (blue squares) and the same with charge neutral-
ization (red symbols, ys-N and y2-N), truncated sum with charge neutraliza-
tion (y0-N, up triangles) and the Wolf method [7] with damping parameter
α = 0.5 (filled down triangles) are compared. The solid lines are power law
fits of the maximum error and the dotted line is a guide to the eye.
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For the Coulomb potential v(r) = 1/r, this simplifies to F∞αβ = −3G∞αβ/2,
where
G∞αβ =
∫ ∞
0
hαβ(r)4pir
2dr (23)
is a proper KBI. The latter is directly related to the particle number fluc-
tuations in the volume V as [16]
ραG
∞
αβ =
〈NαNβ〉 − 〈Nα〉〈Nβ〉
〈Nβ〉 − δαβ . (24)
Here we are interested in a solid at low temperature where the fluctuations
are negligible, i.e. ραG
∞
αβ = −δαβ and so
F∞αβ = (3/2)δαβ/ρα . (25)
Using Eqs. (8,21,25), the size dependence of the ensemble averaged Madelung
constants (4) is found to be
Mα(L) = M
∞
α − (3/2)d/L+O(L−2) , (26)
which holds for all ionic species and for any structure. This is exemplified
with a few crystal structures types in Fig. 2. It can be seen that all Madelung
constants approach the infinite volume limit with the same slope −3/2,
confirming the general validity of Eq. (26).
From Eqs (5,26) and L = 6V/A, the surface contribution to the Madelung
energy, per area A, is given by
US = ρ〈q2〉/8 , (27)
where ρ =
∑
α ρα is the total particle density and
〈q2〉 =
∑
α
Nαq
2
α/N (28)
is the mean square charge of the ions. We stress that Eq. (27) corresponds
to the spherical average over all surface orientations. As we have made no
assumption about the crystal structure, this result is universal, i.e. it holds
for any crystal and amorphous structure. For binary systems, it simplifies
to US = ρq2/8.
The ensemble averaged surface energy of Eq. (27) is much larger than
the surface energies of real ionic crystals. For NaCl, for example, Eq. (27)
gives 1.28 J/m2, which is several times larger than the experimental values
reported for the low index surfaces (100) and (110), which are 0.15–0.18
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Figure 2: Ensemble averaged Madelung constant of a sphere of diameter L,
for NaCl, CsCl, ZnS and ReO3 structures with nearest neighbor distance d.
The lines are M∞α − 1.5d/L, where M∞α is the infinite crystal value.
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J/m2 and 0.35–0.45 J/m2, respectively [17]. The main reason for this dis-
crepancy is that US is an average over all surface orientations, which in-
cludes all kinds of vicinal surfaces as well as highly unstable polar faces.
Real crystals, however, are faceted, and only the most stable, low index
surfaces are actually present in crystallites. Second, ionic and electronic
relaxation and reconstruction, not considered here, make the surface energy
decrease further, especially for stepped and polar terminations. Despite the
fact that Eq. (27) strongly overestimates the surface energy of ionic crystals,
the present findings, valid for all ionic systems, provide important insight
into the size dependence of the Madelung energy and its average surface
contribution.
5 Conclusions
In summary, we have developed a theory of ensemble averaged Madelung
energies in finite volumes. The Madelung constants approach the thermo-
dynamic limit in a universal way, independent of the structure, may it be
crystalline or amorphous. From this finding a simple, general expression
has been derived for the Madelung part of the termination averaged surface
energy.
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