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19The pair potential which we adopt is one which depends on the orientations and symmetries of
the two interacting molecules. It seems sensible since nematic phase behaviour is dependent on
the rotational ordering of constituent molecules. Consider a general molecule i in three dimen-
sional space which can be asigned a coordinate system (x,y,z) ﬁxed in it. It is a convenient
practice to choose these axes to be molecular symmetry axes whenever possible. For a molecule
with cylindrical or D∞h symmetry, the z axis is often taken as the symmetry axis. This D∞h
symmetry point group consists of three basic symmetry operations: an identity, a symmetry axis
of inﬁnite rotation and a horizontal reﬂection plane perpendicular to the symmetry axis [16].
On the other hand, for a molecule with symmetry of a rectangular parallelepiped or D2h sym-
metry, the (x,y,z) axes are taken along the symmetry axes of the molecule (see ﬁgure 1.4) for
an example. The molecular orientation with respect to a ﬁxed laboratory axes (X,Y,Z) can
be described by three Euler angles Ω = (α,β,γ). They are three successive rotations which
transform a laboratory into a molecular axis frame. There are several conventions for the Euler
angles, of which we use the zyz-convention. In order to transform one coordinate axis system
into the other one, there are three successive rotations in the following order. First, a rotation
around the z axis by an angle α is taken which gives us the second coordinate system. Then, a
rotation by an angle β around the y axis of the second coordinate system is carried out to give
the third coordinate system. Finally we need to rotate around the z axis of the third coordinate
system by an angle γ to get the new coordinate axis system that we want. In ﬁgure 2.1 we
FIGURE 2.1: General deﬁnition of angular variables for two molecules which are non-
cylindrically symmetric. Reproducedfrom Stone [46]. For simplicity, the molecules are drawn
as lines. Note that here both (X1,Y1,Z1) and (X2,Y2,Z2) denote the laboratory axes. The
intermolecular vector connects the centre of molecule 1, with orientation (α1,β1,γ1), to the
centre of molecule 2, with orientation(α2,β2,γ2). The orientationof the intermolecularvector
is deﬁned by two polar angles (θ,φ) with respect to the laboratory axes.
give an example of the Euler angles to relate the orientations of the two interacting molecules
with a laboratory axis systems Ω1 = (α1,β1,γ1) and Ω2 = (α2,β2,γ2). Now since the pair
potential should be a function of molecular orientation, we expand it in a complete set of or-
thogonal functions spanning the space of the Euler angles. One such set is the Wigner rotation
matrices DL
pm(Ω). A comprehensive account of these functions can be found in reference [47].
The Wigner rotation matrices can also be realised as transformation tensors which are used to
transform spherical tensors under the rotation of coordinate axes. A spherical tensor of rank L
in a coordinate system TLn is transformed under the rotation of coordinate axes by the three
Euler angles Ω = (α,β,γ) into a spherical tensor of the same rank T′





Now we see that the indices m and n represent component indices of Lth-rank tensors TLm, TLn
and also indices of the transformation matrices DL
mn(Ω). Therefore L ≥ 0, −L ≤ m,n ≤ L
and both L,m,n are integers. We give an example of a vector, or ﬁrst-rank tensor T1n which










mn(β) are the small Wigner rotation matrices. We give some explicit expressions in






qp cosq (β/2)sinp (β/2). (2.1.4)
Here
q = 2L + m − n − 2χ,
p = n − m + 2χ,
CLmn
qp = (−1)χ {(L + m)!(L − m)!(L + n)!(L − n)!}
1/2
(L − n − χ)!(L + m − χ)!(χ + n − m)!χ!
, (2.1.5)
where the sum over χ is taken over such values that the factorials are nonnegative. In addition to
the molecular orientation, the pair potential also depends on the intermolecular vector, see ﬁgure
2.1. This vector is a two dimensional object and we only need a pair of angles ωr = (θφ) to
describe it. The intermolecular vector r joins the centre of the coordinate system (x1,y1,z1) of
the ﬁrst molecule with that of the second one (x2,y2,z2). The angle θ is made up between the
intermolecular vector and the laboratory Z axis whereas φ is the angle between the projection
of the intermolecular vector on the (X,Y ) plane and the laboratory X axis. Now the expansion
also includes a complete set of orthogonal functions of the angles ωr. This set can also be
formed from the set of Wigner rotation matrices. However, since the intermolecular vector only
depends on twoEuler angles, theset of orthogonal functions of the angles ωr can be formed from
a subset of Wigner rotation matrices with one index being zero, namely DJ
t0(ωr). In addition,
the pair potential also depends on the separation between interacting molecules. This can be
taken into account by multiplying the orientational dependence with the separation dependence
terms umm′nn′t
LL′J (r). Here the separation is denoted by r and the subscripts as well as superscripts
are there to cancel that in the Wigner functions in order for the pair potential to be a scalar. Now
































Since the pair potential is invariant under rotations of the molecular axes, the right hand side of
equations (2.1.16) and (2.1.21) must be equal. This gives us the expressions of the intermolecu-












Finally, we need to consider how individual molecular symmetry affect the pair potential. It
is because a symmetry transformation of the molecule should also leave the value of the pair
potential invariant. This is reﬂected in the intermolecular coefﬁcients uLmn. A coefﬁcient uLmn
transforms as a tensor of Lth-rank for molecules 1 (with orientation Ω1) with respect to the ﬁrst
subscript and as a tensor of the same rank for molecules 2 (with orientation Ω2) with respect to
the second subscript. The effect of molecular symmetry on the intermolecular coefﬁcients uLmn
for some symmetry operations is given in table 2.1.
Symmetry Property Consequence
A. Of the system as a whole
1. Molecules identical uLmn = uLnm
2. Both molecules linear L even
3. Both molecules have inversion centre L even
B. Of molecule 1
(similar rules hold for molecule 2)
1. Inversion centre I L even
2. C
(z)
2 axis m even
3. σh reﬂection m + L even
4. Other C2 rotation
(a) C
(x)
2 uLmn = (−1)LuL−mn
(b) C
(y)
2 uLmn = (−1)L+muL−mn
5. σv reﬂection
(a) σxz
v uLmn = (−1)muL−mn
(b) σ
yz
v uLmn = uL−mn
TABLE 2.1: Effect of molecular symmetry operations on the the energy expansion (2.1.16) by
Stone [46]. The notation is as follows. I stands for the inversion. σxy
v for a symmetry plane
perpendicular to z; C
(z)
2 for a pi rotation about z.
We note that the quantiy uLmn is tensorial in the sense that its components transform under
rotation with respect to molecular axes. In general, there are three types of rotations. In the ﬁrst
type, the molecular axes are kept ﬁxed with respect to the laboratory axes whereas the molecule
is rotated by Ω with respect to the molecular axes, the intermolecular tensor uLmn transforms
according to equation (2.1.22). In the second type of rotation, the molecule is kept ﬁxed but
the molecular axes are rotated by Ω with respect to the laboratory axes, the intermolecular






are the ensemble averages of the Wigner rotation functions. The phase transition of liquid crys-
tals should be described in terms of modiﬁcations in the orientational distribution functions.
Clearly the parameters which modify this function are the ensemble averages  DL
mn . Hence
it is natural to deﬁne these functions as the order parameters. This choice is also a convenient
choice since in our deﬁnition for the Euler angles, the Wigner functions DL
mn(Ω) transform
in the laboratory axes as tensors of the Lth-rank with respect to the ﬁrst subscript and in the
molecular axes as tensors of the same rank with respect to the second subscript. Moreover, the
orientational distribution function reﬂects the symmetry of the phase and the molecules. In con-
sequence, we can impose constraints on the order parameters according to molecular and phase
symmetry. The effects of molecular and phase symmetry operations on the Wigner rotation
matrices are given in Tables 2.2 and 2.3, respectively.
Operator OM OM DL
mn 














TABLE 2.2: Effect of molecular symmetry operations OM on the Wigner rotation matrices.
Thenotationisasfollows. I standsfortheinversion. σ(xy) forasymmetryplaneperpendicular
to z; C2(z) for a π rotation about z; S2 for a π roto-reﬂection where z is the main symmetry
axis of the molecule.
Operator OL OL DL
mn 














TABLE 2.3: Effect of phase symmetry operations OL on the Wigner rotation matrices. The
notation is as follows. I stands for the inversion. σ(XY ) for a symmetry plane perpendicular
to Z; C2(Z) for a π rotation about Z; S2 for a π roto-reﬂection where Z is the main symmetry
axis of the phase.
40order parameters is the D2h point group symmetry. In this section, we assume that the lowest or-
dered phase and the constituent molecules have D2h point group symmetry. In order to develop
the molecular ﬁeld theory for this system, ﬁrst we need to write down the potential of mean
torque. Given the success of formulating the molecular ﬁeld theory for cylindrical molecules
in uniaxial nematic by considering only second-rank interactions, we assume that second-rank
interactions also make dominant contributions towards the phase behaviour of molecules with
D2h symmetry. The number of second-rank order parameters can be restricted to only four due




02  =  D2
0−2 ,
 D2
20  =  D2
−20 ,
 D2
22  =  D2
2−2  =  D2
−22  =  D2
−2−2 . (2.4.6)
Actually the Wigner functions used to deﬁne the order parameters occur in the potential of mean


























These functions are also called symmetry adapted basis functions [54]. It is because they are the
















cos2γcos2α − cosβsin2γsin2α. (2.4.8)
The order parameters are then deﬁned in terms of these composite functions, they are
S =  R00 ,D =  R02 ,P =  R20 ,C =  R22 . (2.4.9)
It can be seen from their explicit forms that the values of the order parameters are constrained
[55]


























(1 −  R00 ),
− 1 ≤  R22  ≤ 1. (2.4.10)
46It often assists our understanding to express the order parameters as Cartesian rather than spher-
ical tensors. This can be achieved by deﬁning the ordering supertensor
SAB
ab =  3lAalBb − δABδab /2, (2.4.11)
where the superscripts A and B can be any of the principal axes X, Y or Z of the phase and the
subscripts a and b can be any principal axis x, y or z of the molecules; lAa denotes the cosine
of the angle between axes A and a while δAB denotes the Kronecker delta. The four order
parameters, expressed in Cartesian form are [26]
S =  R00  = SZZ
zz ,






P =  R20  =
SXX




C =  R22  =
(SXX
xx − SXX
yy ) − (SY Y




The ﬁrst order parameter S is that introduced by Tsvetkov. The role of the order parameters can
be seen from their relations to the Saupe ordering matrix elements. S and D measure the order-
ing of the major and minor molecular axes with respect to the major phase axis whereas P and
C measure the ordering of the major and minor molecular axes with respect to the minor axes of
the phase. Therefore, a uniaxial phase formed from cylindrical molecules can only have one non
zero order parameter S. If the uniaxial phase is formed from non-cylindrical molecules there
are two order parameters S and D. If the biaxial phase is formed from cylindrical molecules
there are also two order parameters S and P. All four order parameters are non-zero in a biaxial
nematic phase formed from non-cylindrical molecules.
We have constructed the molecular ﬁeld theory using the spherical tensor notation. It is be-
cause of our familiarity with this notation. In addtion, spherical tensors are easier to transform
and manipulate. However, other authors have constructed the theory using Cartesian tensors
[13]. Here, we give a method of constructing the order parameters using Cartesian tensors. Let
(x,y,z) be three symmetry axes of a molecule of D2h symmetry. The interaction of a molecule
with another can be represented by two second-rank, symmetric, tracless tensors
q = z ⊗ z − (1/3)I, (2.4.13)
and
b = x ⊗ x − y ⊗ y. (2.4.14)
The tensors qand bform an orthogonal basis of a vector space. In addition, we take (X,Y,Z) to
be three symmetry axes of the phase which has D2h symmetry. A phase can also be represented
by two second-rank, symmetric, tracless tensors
eq = Z ⊗ Z − (1/3)I, (2.4.15)
47and
eb = X ⊗ X − Y ⊗ Y. (2.4.16)
The representations of the tensors q and b in the phase axes are given by
qp = (q : eq)eq + (q : eb)eb, (2.4.17)
and
bp = (b : eq)eq + (b : eb)eb. (2.4.18)
The phase symmetry can be represented by two macroscopic tensors. They are thermodynamic
averages of the molecular tensors
Q =  q , (2.4.19)
and
B =  b . (2.4.20)
The tensors Q and B are order parameter tensors. Their representations in the phase axes are
given by
Q = Seq + Peb, (2.4.21)
and
B = Deq + Ceb. (2.4.22)
Hence, the order parameter tensors Q and B depend on four scalar order parameters
(2/3)S =  q : eq , (2.4.23)
 
8/3D =  b : eq , (2.4.24)
 
8/3P =  q : eb , (2.4.25)
2C =  b : eb . (2.4.26)
Using the identity (u ⊗ v) : (w ⊗ x) = (u   x).(v   w) we see that they agree with equations
(2.4.12).
In addition to the restriction of the number of order parameters, the molecular symmetry restricts
the number of interaction coefﬁcients according to Table 2.1 from section 2.1 to only three
u200,
u202 = u220 = u20−2 = u2−20,
u222 = u2−22 = u22−2 = u2−2−2. (2.4.27)
It is then covenient to scale the interaction coefﬁcients with the anisotropy coefﬁcient u200 in
order to reduce the number of coefﬁcients in the system from three to two.
γ = u202/u200, λ = u222/u200. (2.4.28)
Now not all values of the biaxiality parameters correspond to stabilised biaxial nematic phases
48non-zero values of P. This can be corrected simply by transforming the molecular coordinate
axes by exchanging z and y. In the calculations, we choose the values of γ from 0 to
 
3/2 in
order to show phase behaviour of both calamitic (rod-like) and discotic (disc-like) molecules.
The graphical method which we have used to ﬁnd the uniaxial nematic-to-isotropic phase tran-
sition temperature is not applicable here. This is because the strength of the two contributions to
the molecular ﬁeld in the biaxial nematic phase depend on different combinations of the order
parameters and so varies differently with temperature. One of the more effective methods which
we often use is to minimise the free energy with respect to the two order parameters in equation
(2.4.35) using a sequential quadratic programming method which is discussed in appendix B.
In essence, we need to give the computer program a starting point. The program then uses the
algorithm to ﬁnd an estimate of the solution to desired accuracy using the given starting point.
The free energy needs to be minimised is




 FU 2 + 2 FB 2 
. (2.4.35)
The efﬁciency of the minimisation depends heavily on the approximation algorithm for the
integration of the partition function. One method is to evaluate it using between 25 and 30
points Gauss-Legendre integration over β and 16 and 25 points trapezoidal rule for the periodic
interval of γ and α as suggested by Bisi, Romano and Virga [57]. Direct minimisation of the
free energy functional presents several advantages as suggested by Biscarini, Chiccoli, Pasini
and Zannoni [52]. First the free energy as a function of the orientational order parameters is
concave, with an absolute minimum corresponding to the equilibrium solution. On the contrary,
solution of the self-consistency equations (equations which show the order parameters as the
orientational averages of Wigner rotation matrices, see equation (2.2.5) for an example) can give
unstable orplainly non-physical solutions as wellasthe stable ones. In Appendix E, wediscuss a
numerical method to solve the self-consistency equations which will be used in chapter 7. Direct
minimisation also requires a smaller number of integrals to be evaluated. The calculation of this
set of integrals has to be repeated at every step of an iterative procedure and saving in computer
time can be substantial, especially for problems depending on more than one variable. The
uniaxial phase is found when the global minimum of the free energy corresponds to non-zero
 FU  and the biaxial phase is found when the global minimum of the free energy corresponds





be mapped to the region from 0 to 1/
√
6 by exchanging the z and the y axes, the values of γ and
the transition temperature T∗ = kBT/u200 for the latter region can be mapped to the former




6 + 6γ)],24T∗/(6γ +
√
6)2) [20]. Therefore
in the calculations for the geometric mean model, the range of γ from 0 to 1/
√
6 is essential to





To obtain the order of the phase transition from a lower symmetry phase to a phase of higher
symmetry, we have determined the order parameters and the scaled temperature both to four
decimal places. The phase transition is taken as second order if the order parameters corre-
sponding to the lower symmetry phase changes continuously at the phase transition. In other
words, the minimum of the free energy corresponding to the lower symmetry phase is always the
global minimum. On the other hand, the order parameters corresponding to the lower symmetry
phase changes discontinuously at the ﬁrst order phase transition. In our methodology it means
51biaxial nematic phase undergoes a second order phase transition directly to the isotropic phase.
This point is called the Landau point. These results show that although molecular anisotropy
increases with γ, molecular biaxiality attains its optimum value at γ = 1/
√
6, which is also the
boundary between calamitic and discotic molecules.
In order toobtain abetter understanding, weexpand the order parameters as a Taylor series. First
we consider the uniaxial nematic-to-isotropic phase transition where the biaxial order parameter
vanishes. At the bifurcation point, the uniaxial order parameter  FU  is small. Therefore we can
expand the exponentials in the expression of  FU  up to the ﬁrst order of the Taylor series. The
low order limit for the partition function is
Q =








dΩ = 8π2, (2.4.36)
since the integration of both Wigner functions vanish due to their property. The expansion for
 FU  then gives




























Therefore, the bifurcation temperature for the uniaxial nematic-to-isotropic phase transition in-
creases on increasing γ. Thus we also expect the actual transition temperature to go up with
increasing γ since as we have seen for uniaxial molecules in the uniaxial nematic phase that
the difference between the bifurcation temperature and the transition temperature is small. This
Taylor expansion can also be applied to the biaxial nematic-to-uniaxial nematic phase transition.
Because the biaxial nematic-to-uniaxial nematic phase transition is second order, at the phase
transition the order parameter corresponding to the biaxial phase is small whereas that of the
uniaxial phase can be sufﬁciently big. Therefore, it is only necessary to expand the exponen-
tial for the biaxial component in the expression of the partition function and the biaxial order
parameter  FB . This gives

























53can be found by maximising the entropy in equation (2.3.7) with the constraint in equation
(2.5.2)
f(β) = Q−1 exp(ηP2(cosβ)), (2.5.5)








In addition, the internal energy is taken to be
U = −(1/2)u200S2, (2.5.8)
and so the free energy is
A = −(1/2)u200S2 + kBT(ηS − logQ). (2.5.9)
The free energy can be thought of as a function of η since both the order parameter S and the
partition function Q are functions of η,
A(η) = −(1/2)u200S(η)2 + kBT(ηS(η) − logQ(η)). (2.5.10)
In order to ﬁnd the order parameter at equilibrium, we need to minimise the free energy in
equation (2.5.10) with respect to η where S(η) is given in (2.5.7) in order to get η at equilib-
rium. Then, we substitute this value of η into (2.5.7) to get the value of the order parameter at
equilibrium. To ilustrate the difference between the two free energies, we give the plots of the
two free energies at the scaled temperature T∗ = 0.2 in ﬁgure 2.6. In order to construct the
plot for the KKLS free energy, ﬁrst we pick a range of values for η according to the following
consideration. The range of values for S is from 0 to 1 whereas the range of values for T∗ which
we are interested in is from 0.01 to about 0.2. In addition, at the equilibrium point, we know
that η = S/T∗. Thus the range of values which we can choose for η is from 0 to 100. Then,
we calculate the KKLS free energy according to equation (2.5.10) and the order parameter S
according to equation (2.5.7). The dependence of de Gennes’ free energy on the order param-
eter was computed using equation (2.4.5). Finally, we plot the values of the KKLS free energy
against the corresponding order parameter. We see that both free energies in ﬁgure 2.6 have the
same minimum at S = 0.6148 and the same local maximum at S = 0. However, their values
for the same S are different away from the extrema. In this case, the KKLS free energy surface
has physical signiﬁcance since it corresponds to maximum entropy. In the comparison we just
see, both free energies have the same minimum. In section 7.3.1, we give an example that the
two theories give different results in a molecular ﬁeld theory for uniaxial smectic A phase.
59coefﬁcients. Therefore, we expect that there are more interaction coefﬁcients to describe the
interactions of molecules with C2h symmetry than those with D2h symmetry. In fact, the same
argument can be applied to the order parameters. In our system of biaxial nematics formed from
molecules with C2h symmetry, there are more order parameters than one from molecules with
D2h symmetry. The coefﬁcients required to describe the interactions of identical molecules with
C2h symmetry can be found according to Table 2.1. There are six of them in total:
(1) u200,
(2) u202 = u220,
(3) u20−2 = u2−20,
  These components are related
by u∗






These components are related
by u∗
222 = u2−2−2.
(6) u22−2 = u2−22.
As the molecular symmetry becomes D2h, all the components become real and so the compo-
nents (2) and (3) are equal and the components (4) and (5) are also equal. We may deﬁne system
parameters as combinations of those coefﬁcients in a way that can distinguish between the two
biaxial molecules with two different symmetries C2h and D2h as follows
γs = (u220 + u2−20)/2u200,
γa = (u220 − u2−20)/2iu200,
λs = (Reu222 + u2−22)/2u200,
λa = (Reu222 − u2−22)/2u200,
λ0 = (u222 − u2−2−2)/2iu200, (3.2.1)
Thus, a molecule with C2h symmetry differs from one with D2h symmetry by the non vanishing
values of the coefﬁcients γa, λa and λ0.
It should be noted that not all parameterisation methods for molecules with D2h symmetry
can be used for those with C2h symmetry. One example is the separability approximation
u2mn = u2mu2n which decomposes an intermolecular supertensor u2mn into single molecular
tensors u2m. This is because we can always ﬁnd a principal axis system which makes u2±1 = 0,
so that the interaction would behave like that for D2h molecules. Therefore we conclude that
all molecular models which require the separability approximation, such as the surface tensor
[76, 77] or the additive tensor [44, 78] models cannot be used in this case. We review both
models in chapter 4 when we calculate the interaction tensors for V-shaped molecules. A pos-
sibility for parameterising the intermolecular coefﬁcients for C2h molecules is by calculating
the excluded volume of molecules which are made up of touching spheres to form the desired
symmetry [79, 80]. Another model for calculating the intermolecular coefﬁcients for molecules
with C2h symmetry was carried out by Gorkunov, Osipov, Kocot and Vij [65] in an attempt to















As usual, the Cartesian representation of the order parameters gives us the direct information on
the ordering of molecular axes. The nine order parameters can be related to the Saupe ordering
matrices (see equation (2.4.11)) by
 R00  = SZZ
zz , (3.2.11)
















































































Hence, the C2h ordering in the molecules and the phase are represented by the Cartesian super
matrices SAB
xy and SXY
ab , respectively, where {A,B} can be any of {X,Y,Z} and {a,b} any of
{x,y,z}. In addition to the nine second-rank order parameters, there is another rank one order
parameter with pseudo character. It is in keeping with the calculations by Mettout [75] about
the number of order parameter tensors using character theory. This ﬁrst-rank order parameter
can be seen clearly by considering the Cartesian ordering tensors (2.4.11). If we deﬁne z to be





























xy 0 0 0 0
SY X
xx SY Y
xx 0 SY X
xy SY Y
xy 0 0 0 0
0 0 SZZ
xx 0 0 SZZ





yy 0 0 0 0
SY X
yx SY Y
yx 0 SY X
yy SY Y
yy 0 0 0 0
0 0 SZZ
yx 0 0 SZZ
yy 0 0 0
0 0 0 0 0 0 SXX
zz SXY
zz 0
0 0 0 0 0 0 SY X
zz SY Y
zz 0

























By using the Cartesian tensor notation to describe the ordering of the phase, we can see more
easily the effects of the molecular and phase symmetries. If the constituent molecules have
D2h symmetry, the molecular axes are deﬁned which are the three molecular symmetry axes.
Thus we would not have the off-diagonal tensor SAB
xy . For C2h molecules, only one molecular
axis is deﬁned by symmetry, which in this case is taken to be z. Since the other axes are not
deﬁned, although each tensor of the form SAB
ab can be diagonalised with respect to the molecular
axes, their principal axis frames only have one common axis, z. Similarly, in a phase with D2h
symmetry, the phase symmetry axes are deﬁned and there is no off-diagonal tensor SXY
ab . For
the C2h phase, only the Z axis is deﬁned. Therefore, when we diagonalise the tensors SAB
ab with
respect to the phase axes, their principal axis frames only have one common axis, Z.
It is clear that the diagonal submatrices SAB
aa are symmetric about their diagonals. In marked
contrast, the two off-diagonal submatrices SAB
xy and SAB
yx are not symmetric about their diag-






























xy − SY X
xy )/2 0
−(SXY
xy − SY X


















xy + SY X
xy )/2 0
(SXY
xy + SY X











Now the anti-symmetric supermatrix contains just a single element
SXY
xy − SY X
xy = (3/2) (x   X)(y   Y) − (x   Y)(y   X) , (3.2.22)
and use of the Binet-Cauchy identity [81] allows this to be written as
SXY
xy − SY X
xy = (3/2) (x ∧ y)   (X ∧ Y) . (3.2.23)
The two cross products deﬁne, in a sense, the axes z and Z in the molecular and phase frames,
respectively. There is, however, a fundamental difference between these and the conventional
axes, z and Z, which are polar vectors, that is they change sign under inversion through the
centre of symmetry of the respective coordinate system. In contrast the vectors deﬁned by the
cross products are axial or pseudovectors, that is they do not change sign under inversion. To
distinguish between these two classes of vector we add a tilde to the pseudovectors so that the
independent element of the anti-symmetric supermatrix is given by
SXY
xy − SY X
xy = (3/2) ˜ z   ˜ Z . (3.2.24)
Since neither ˜ z nor ˜ Z changes sign when inverted through the centre of symmetry of their re-
spective frames this means that the order parameter (SXY
xy − SY X
xy ) is invariant under inversion
and does not vanish for a molecule with C2h point group symmetry in a phase having the same
symmetry. This contrasts with the behaviour of the analogous order parameter  z   Z  deﬁned
in terms of the axes in the molecular and phase frames. These are conventional vectors and so
change sign when the respective system, molecule or phase, is inverted through the centre of
symmetry. In consequence, the polar order parameter  z   Z  changes sign and so must vanish
in the C2h phase, unlike the pseudovector order parameter,  ˜ z   ˜ Z .
We have introduced these order parameters using the Cartesian language since this leads logi-
cally to the deﬁnition of the pseudovector order parameter. However, this and the polar order
parameter can also be written in terms of Wigner functions. Thus



















FIGURE 3.4: Distribution function of the ND2h(||) phase as a function of the Euler angles β
and γ when α is set equal to zero at λs = 0.4, λa = 0.2 and the scaled temperature T ∗ = 0.22.
Now we move to ﬁgure 3.3(b) where we ﬁnd the new, unidentiﬁed phase at λa = 0.31. First,
we ﬁnd that the order parameter  R00  jumps at the NU −I. As we lower the temperature, both
 R00  and  Ra
22  increase discontinuously, indicating a ﬁrst order transition to the new phase.
At the transition to the NC2h phase, the order parameter  Rs
22  increases continuously and joins
with the other two, indicating a second order transition. What is important here is the pseu-
dovector order parameter only becomes non-zero in the NC2h phase where the other three order
parameters are non-zero. Thus the phase with only  R00  and  Ra
22  non-zero is not NC2h.
In order to determine the symmetry of the NB− phase, we plot the singlet distribution function
for the nematic phases: ND2h(||), NB−, NC2h. In ﬁgure 3.4 we show the distribution function
of the nematic phase with D2h symmetry. The distribution function is shown as a function of
the Euler angles γ and β when the angle α is set equal to zero. Here we see that the distribution
function is maximised when the angles β and γ are multiples of π. It is when the molecular axes
(x,y,z) are parallel or antiparallel with those of the phase axes (X,Y,Z).
Now we look at the distribution function for the C2h phase in ﬁgure 3.5. The distribution func-
tion is maximised at β = 0 and when γ is a multiple of π, indicating that the x and y axes are
parallel and antiparallel with the X and Y axes of the phase. This is because Z is a two-fold
rotation axis of the phase. However now we do not see the same maxima when β = π since in
this case the X and Y axes are not two-fold rotation axes.
In ﬁgure 3.6 we plot the distribution function for the NB− phase. This phase still has the maxima
at β = 0 and γ is a multiple of π. However, at the maxima with β = π, γ is shifted by π/2
in comparison with that for β = 0. To investigate this further, we plot the distribution function


















FIGURE 3.5: Distribution function of the NC2h phase as a function of the Euler angles β and

















FIGURE 3.6: Distribution function of the ND2h(⊥) (NB−) phase as a function of the Euler
angles β and γ when α is set equal to zero at λs = 0.2, λa = 0.4 and the scaled temperature

















FIGURE 3.7: Distribution function of the ND2h(⊥) (NB−) phase as a function of the Euler
angles β and γ when α is set equal to π/4 at λs = 0.2, λa = 0.4 and the scaled temperature
T ∗ = 0.23.
the values of γ at the maxima for β = π are the same as those for β = 0. However, the values
of γ at the maxima are now at multiples of π minus π/4. This suggests to us that a coordinate
transformation of α+π/4 and γ −π/4 would make the distribution of the NB− phase the same
as the ND2h phase. In fact these transformations lead to a remarkable change in the functions















where the two rotations take place about the z and Z axes. The results of the transformation
to the new molecular and phase frames interchanges the order parameters  Rs
22  and  Ra
22  so
that in the new frames  Rs
22  is non-zero and now it is  Ra
22  that vanishes. This is what we
expect for a biaxial nematic phase with D2h point group symmetry. To distinguish between the
two ND2h phases we have added the symbols ( ) and (⊥) to indicate whether the molecular
minor axes are parallel or perpendicular in the biaxial nematic phase. In fact we should ﬁnd the
effect of the coordinate transformation on the interaction parameters λs and λa. Using equation
(2.1.22), the coefﬁcients uLmn transform under ±π/4 rotation of molecular axes according to
u′
Lmn = e±(m+n)π/4uLmn. (3.4.3)
Therefore the coefﬁcient λs is mapped to −λa and λa is mapped to −λs. Our study of the
distribution function shows that an idealised picture of this phase at perfect order should look
82namic simulations for dipolar spheres [91]. Their results suggest that the polar uniaxial nematic
phase can be stabilised for a range of dipolar interaction strength. The polar uniaxial nematic
phase can take a transition to the non-polar uniaxial nematic phase, followed by the uniax-
ial nematic-to-isotropic phase transition. Alternatively, there might be a direct polar uniaxial
nematic-to-isotropic phase transition. In one case where the coupling between ﬁrst and second
rank interactions was allowed, the author found a tricritical point along the polar nematic-to-
uniaxial nematic phase transition line [89]. In another model of polar uniaxial nematics us-
ing the two side cluster molecular ﬁeld theory, two tricritical points were detected, one along
the polar uniaxial nematic-to-non-polar uniaxial nematic and the other along the polar uniaxial
nematic-to-isotropic phase boundaries [52].
The ﬁrst theory which described the coesistence of biaxiality and polarity in thermotropic ne-
matic liquid crystals seems to have been a Landau-de Gennes theory for a system of polymeric
molecules of symmetry Cs by Mettout, Toledano, Takezoe and Watanabe [92]. The Cs group
is a symmetry group with only an identity and a reﬂection plane. This work was stimulated
by experimental evidence which found a polar biaxial nematic phase exhibiting in thermotropic
polymer liquid crystals [87] although the mathematical structure is indistinguishable between
polymeric and low molar mass systems. First, the authors only allowed for ﬁrst-rank interaction
while ignoring second and higher rank interactions. They found two nematic phases by varying
the coefﬁcients in the Landau-de Gennes free energy expansion: the isotropic phase, the polar
uniaxial nematic phase (with C∞v symmetry) and the polar biaxial nematic phase (with Cs sym-
metry). Here, the C∞v symmetry group consists of an inﬁnite rotation axis and a reﬂection plane
with the axis of rotation lies in it, together with an identity. These results mean that the biaxial
nematic phase can be stabilised only by one symmetry breaking mechanism which is molecular
polarity. When the authors include second-rank interactions, they found a phase map with richer
phase behaviour, including nematic phases with different symmetries as before, namely D∞h,
C∞h, D2h, C2v, Cs and C1. Since these symmetry groups are not relevant to our model we do
not discuss them in detail. Their deﬁnition can be found in the book in reference [16]. Hence it
seems that a biaxial nematic phase with symmetry other than Cs requires contributions from ei-
ther only second-rank interaction or a combination of both ﬁrst and second rank interactions. In
the simulations by Bates the constituent molecules have C2v symmetry and so by including both
ﬁrst and second rank interactions, we expect the system would be able to form polar nematics.
It is worth noting that in some calculations for the excluded volume of V-shaped molecules
consisting of touching spheres [93, 80], the conﬁguration where the dipoles are antiparallel is
more favoured than when they are parallel. It is because in the former the excluded volume
is smaller and the molecules tend to arrange in this way to minimise their excluded volume.
These results also agreed with the calculations for an orientation-dependent second virial coef-
ﬁcient [80]. The authors found that, for a variety of shapes, this coefﬁcient is smaller when the
dipoles are parallel than when they are antiparallel. This also suggests that antiparallel conﬁg-
uration is favoured by steric interactions. Therefore it seems that, in order for the polar phase
to be stabilised, electrostatic dipolar interactions need to be dominant. Another important re-
sults is from the electro-optical experiments for the two single systems of V-shaped molecules
made up of ODBP-Ph-C7 and ODBP-Ph-O-C12. It was found that, the response time for short
axis switching of ODBP-Ph-C7 is linear with respect to the applied electric ﬁeld whereas for
ODBP-Ph-O-C12 it is quadratic [38]. According to the authors it is indicative that the system
88interaction tensors are uniaxial with only one component us
20. Here, we use the superscript s
to denote that it is a tensor component of an arm instead of the molecule. This segmental arm







Here, C2m(ωs) are the modiﬁed spherical harmonics. In addition, ωs = (αsβs) denotes the
relative orientation of the arm with respect to the molecular axis frame. Here, the spherical
harmonics coincide with the Wigner rotation matrices where one of the indices is zero.
CLm(ωs) = dL
0m(βs)e−imαs. (4.2.2)







The spherical harmonics can be expressed in terms of the interarm angles as follows. If we let
O be the point where the arms are connected, then Ozs points along the symmetrical axis of one
of the rods. The molecular axes are deﬁned in the way as shown in ﬁgure 4.3, namely Ox is the
bisector of the interarm angles and Oz is in the same plane as the arms. Thus, β = ∠zOzs and











(1 + cosθ), (4.2.4)
FIGURE 4.3: The coordinate axes
labeled for a V-shaped molecule.












(3/8)(1 + cosθ). (4.2.5)
The biaxiality parameter γ is simply u22/u20.
In addition, we scale the temperature with the
anisotropy of an arm, uss
200. The phase map for this
system can be found easily simply by converting
values of γ in the phase map in ﬁgure 2.4 to θ ac-
cording to equation (4.2.5). The results are shown
in ﬁgure 4.4. These results were revealed by Luck-
hurst [3] for a smaller range of the interarm angle θ from 90o to 180o which shows that the
most biaxial molecule is the one with the tetrahedral interarm angle (θ = 109.5o). The phase
map in ﬁgure 4.4 also shows another point which corresponds to the optimum biaxiality at the
complement of the tetrahedral angle. Thus, there are now two Landau Triple points in the phase
map. Molecules with the interarm angles of 0o, 90o and 180o are uniaxial. In addition, the
90FIGURE 4.6: The phase maps as a function of the scaled temperature and bend angle for bent-
core molecules with transverse dipoles (a) κ = 0.0, (b) 0.2, (c) 0.5 and (d) 1.0 as predicted by
the Monte Carlo simulations by Bates. Reproduced from [82].
































































































FIGURE 4.7: Phase maps for polar V-shaped molecules with dipole strength (a) κB = 0, (b)
κB = 0.2, (c) κB = 0.5 and (d) κB = 1.0 which are predicted by our molecular ﬁeld theory.
First ordertransitionsareshownas continuouslines whereassecondordertransitionsareshown
as broken lines. Tricritical points are shown as circles.
94ﬁrst order. For θ smaller than 101o or larger than 127o, the NP
B − NU is second order. Hence
there are four tricritical points.
As the value of κB is increased to 0.5 in ﬁgure 4.7(c), the polar biaxial nematic phase becomes
more stable. Further, the uniaxial nematics remain non-polar but less extensive in the phase
map. Likewise, the extent of the non-polar biaxial nematic is also small. Regardless of phase
polarity then our results are in good agreement with the simulations in which the region of
discotic uniaxial nematic liquid crystal is narrow. Moreover, the biaxial-to-uniaxial nematic
phase transition only changes slightly withthescaled temperature for large values ofthe interarm
angles. We found that, for 105o < θ < 118o, both the NP
B − NB and NP
B − NU transitions are
ﬁrst order. For θ outside that region, the NP
B − NU transition is second order.
Finally we show the calculation results for κB = 1 in ﬁgure 4.7(d). Again we see some good
qualitative agreements with the Monte Carlo simulations. We ﬁnd two narrow regions of uni-
axial nematics. They are connected by a line of ﬁrst order polar biaxial nematic-to-isotropic
phase transitions for θ from 116o to 122o. One difference between our results and the simula-
tions is that one of the uniaxial phases is polar. We denote this polar uniaxial nematic phase by
NP
U . Another difference is the extent of the polar uniaxial nematic phase in our calculations is
larger than the simulation. Below the uniaxial nematic phases, there exists a very large region
of biaxial nematics. In our calculations, this region of biaxial nematics is polar, in contrast with
the simulation. For θ > 122o, the NP
B − NU phase transition is second order and is below the
ﬁrst order NU − I transition. The latter transition is unaffected by the strength of the dipolar
interaction. For θ < 116o, the NP
B − NP
U transition is ﬁrst order. This is followed by a second
order polar uniaxial nematic-to-isotropic phase transition.
In the case where the uniaxial nematic phase is polar, the dipolar interaction is strong enough
that the ordering axis is along the bisector of the arms. In this case the major order parameter
is measured along the bisector. Therefore in order to facilitate the calculations, we need to
exchange the molecular axes y and z. It is then more convenient to locate the ﬁrst order phase
transition NP
B − NP











(3/8)(cosθ − 1). (4.4.1)
We also calculate the order parameters for the arms in order to make comparison with the results
by Bates. These results by Bates are shown in ﬁgure 4.8. These order paramters are deﬁned in
the coordinate axes of an arm. The arm order parameters can be found simply by transforming
the molecular order parameters from the representation in the molecular coordinate axes to their



















The results for the arm order parameters are given in ﬁgure 4.9. In ﬁgure 4.9(a) we show the
results for the system without dipolar interaction. In the isotropic phase, all components of the
order parameter tensor for the arms are zero. Asthe temperature islowered, the order parameters
increase discontinuously to a non zero values with SXX
aa = SY Y
aa = (−1/2)SZZ
aa , indicating the
uniaxial phase with z being the ordering axis. As we lower the temperature the components
SXX
aa and SY Y
aa gradually become different although they remain negative and smaller than SZZ
aa ,
indicating a biaxial phase. Next we introduce a small dipolar interaction κB = 0.2 which is
shown in ﬁgure 4.9(b): we can still see the NU − I and NB − NU phase transitions at the same
temperatures as before. In addition, now we ﬁnd that at lower temperatures, the components
SXX
aa and SY Y
aa changes discontinuously. At the same temperature, the polar order parameter
also becomes non zero, indicating a ﬁrst order NP
B − NB phase transition. Now we increase
the dipolar interaction slightly to κB = 0.5 in ﬁgure 4.9(c), the NU − I phase transition is still
the same as before with z being the major axis. Here the non-polar biaxial nematic is not found
and instead the order parameters SXX
aa and SY Y
aa change with a slight jump at the NP
B − NU
phase transition. This is also accompanied by a jump in the polar order parameter. We note that
the discontinuities in the order parameters at both phase transitions are more pronounced than
in the simulation. The ﬁnal values of κB = 1.0 is shown in ﬁgure 4.9(d). As the temperature
is decreased in the isotropic phase, we see a vanishingly small region where both the polar and
the second rank order parameters are non zero, indicating a second order phase transition to
the polar uniaxial nematic phase. As the temperature is lowered, all order parameters increase




aa . This indicates a polar biaxial nematic phase.
Now our molecular ﬁeld theory for V-shaped molecules is veriﬁed by its agreements with the
Monte Carlo simulations by Bates [83]. Here we use the molecular ﬁeld theory to make com-
parisons with experimental results for V-shaped molecules with interarm angle of 140◦. Hence,
we ﬁx the interarm angle to 140◦ in the calculations and we vary the dipolar interaction strength
κB. In choosing the range of value for κB, we note from ﬁgures 4.7 that, for κB = 1, we do not
see the biaxial nematic-to-isotropic phase transition at θ = 130◦. Hence, for θ = 140◦ we ex-
pect that the dipole strength κB = 1 is not enough to cause a direct biaxial nematic-to-isotropic
phase transition. Therefore, we choose the value of κB greater than one to do the calculations.
Figure 4.10 shows the phase map for θ = 140◦ and we vary κB from 1 to 2. We see that, as
κB increases, the N+
U − I transition temperature does not change. It is simply because in our
model, the polar interaction only inﬂuences the ordering in the polar phase. Indeed, we see that
the stability of the biaxial and uniaxial nematic phases increase with κB. It is important to note
that, between the non-polar uniaxial nematic and the polar uniaxial nematic regions, there is a
region of ﬁrst order direct biaxial nematic-to-isotropic phase transitions. This region exists for
κB from 1.53 to 1.77. Therefore we conclude that, the dipolar interaction strength for the com-
pounds ODBP-Ph-C7 and ODBP-Ph-O-C12 used in the experiment would be from 1.53u200 to
1.77u200 where u200 is the anisotropic interaction of an arm.
96FIGURE 4.8: ThedependenceoftheCartesian tensorcomponentsoftheorderparametertensor
for the mesogenic arms for θ = 115o and (a) κB = 0, (b) κB = 0.5 and (c) κB = 1.0 as
predicted by the Monte Carlo simulations by Bates. Reproduced from [82].




























FIGURE 4.9: The continuous lines show the temperature dependence of the Cartesian tensor
components of the second-rank order parameter tensor for the mesogenic arms for θ = 115o
and (a) κB = 0, (b) κB = 0.2, (c) κB = 0.5 and (d) κB = 1.0. The dotted lines show the
temperature dependence of the polar order parameter.
97biaxial (bent) molecules which increases the biaxial nematic-to-uniaxial nematic transition tem-
perature. The uniaxial nematic-to-isotropic phase transition is ﬁrst order, with the discontinuity
in the transitional order parameter decreasing on increasing mole fraction of bent molecules. On
the other hand, the biaxial nematic-to-isotropic phase transition is continuous, or second order.
The linear dependence of the uniaxial nematic-to-isotropic transition temperature on the mole
fraction can be understood if we ﬁrst expand the uniaxial order parameters of the linear and
bent molecules as a Taylor series in terms of the uniaxial order parameter  FU . The rotational
partition functions are both 8π2. The order parameters are given by




 FU b = (8π2)−12(T∗)−1 FU 






The integrations can be evaluated from
 
(C20(ω))
2 dΩ = (8π2)/5,
 
(C22(ω))
2 dΩ = (8π2)/10. (5.2.17)
Therefore, the bifurcation temperature is
T∗
mixt = (6 − 4x0
b)/15 + O( FU ). (5.2.18)
This bifurcation temperature is a good approximation of the temperature at which the order pa-
rameters start to bifurcate. It is not the transition temperature since there is a ﬁrst order phase
transition at higher temperature and so the bifurcation temperature already corresponds to an or-
dered phase (see chapter 2). However, the difference between the transition temperature and the
bifurcation temperature is small compared to the transition temperature. In consequence, since
the bifurcation point depends linearly on the mole fraction we may expect the uniaxial nematic-
to-isotropic transition line to be close to linearity. The linear dependence might be analogous to
a binary mixture of uniaxial molecules of different anisotropy [101]. In this system, the interac-
tion strength between two different molecules, ǫAB, is the geometric mean of that between two
identical molecules, ǫAA and ǫBB. Actually, this system does exhibit a negligible deviation from
linearity, about one per cent of the transition temperature. In addition, this deviation is magni-
ﬁed when the interaction coefﬁcients do not follow the geometric mean rule [100]. Another
result worth noting in our case is that the uniaxial nematic-to-isotropic transition temperature
decreases on increasing mole fraction of bent molecules. This is not surprising: bent molecules
are less anisotropic and their presence in the system depresses the transition temperature.
Since the biaxial nematic-to-uniaxial nematic phase transition is second order, the biaxial order
parameter  FB  increases continuously at the phase transition. Therefore, we can obtain a better
understanding of the system by expanding the expressions for the biaxial order parameters of





































































Therefore the biaxial nematic-to-uniaxial nematic transition temperature is given by (see Ap-
pendix C)
T∗







































It can be seen that τl and τb would be the transition temperatures of single systems made up
of either molecules in the absence of the other component. It is interesting to notice that in
ﬁgure 5.2 the uniaxial nematic-to-isotropic phase transition temperature is linearly dependent
on the composition of the system whereas that of the biaxial nematic-to-uniaxial nematic phase
transition is bent and asymmetric towards high mole fraction of bent molecules. We see that if
the order parameters in equation (5.2.21) of molecule l are independent of the order parameters
of molecule b and vice versa then in place of τl and τb would be the scaled transition temperature
of molecules l and b in the absence of the other component, respectively. These values of τl and
τb would be independent of the mole fraction and hence the transition temperature of the mixture
would be linear with respect to the mole fraction. However, the presence of the bent molecules
in the system reduces the order parameters for the linear molecules, hence τl is lower than the
transition temperature for the single system of linear molecules. In contrast the presence of the
linear molecules increases the order parameters for the bent molecules, therefore τb is higher
than the transition temperature for the single system of bent molecules. In addition, from the
expression for the transition temperature we see that the contribution from τl is four times that of
τb. Consequently, a decrease in τl dominates an increase in τb which causes a negative deviation
from linearity in the biaxial nematic-to-uniaxial nematic transition temperature. In addition,
the asymmetry in the curve is more gradual towards the linear molecule, the more anisotropic
nematogen. The smaller perturbation of the behaviour of the linear component by the bent
component may be understood in terms of the smaller order of the bent component due to its
smaller anisotropy and its biaxiality.








The additional internal energy is then





Hence the total internal energy per particle is
 U  =  Uanis  +  Uconf . (5.3.4)
The total entropy has a contribution from the orientational entropy. The orientational entropy
has the same form as the non-exchanging mixture. In addition, there is an entropy of mixing






fj(Ω)lnfj(Ω)dΩ + xj lnxj
 
. (5.3.5)
In order to ﬁnd the orientational and conformational distributions, we take the variation of the
free energy with respect to both distribution functions, subject to the order parameters are equal
to the averages of the Wigner functions and that the distributions are normalised
 







xj = 1. (5.3.7)



































where γi and βi are the undetermined Lagrange multipliers. For δA to be zero, the expressions


















And so the denominator must be the partition function for the orientational distribution to nor-





















FIGURE 5.3: The dependence of the scaled transition temperature on the mole fraction of the
bent molecules in the isotropic phase in exchanging system. First order transitions are shown
as continuous lines whereas second order transitions are shown as broken lines.
the isotropic and the uniaxial nematic phase is not enough to cause a large change in the com-
position. As we lower the temperature, the system undergoes a ﬁrst order transition into another
uniaxial nematic phase. This new uniaxial nematic phase consists of mostly linear conformer
since the majority of bent conformer convert into linear. In the phase map we use N+
U and N−
U
to denote nematic phase rich in linear and bent conformers, which respectively are analogous to
nematic phases formed from calamitic and discotic molecules.
We also see from the phase map in ﬁgure 5.3 that for x0
b < 0.97, there is a positive deviation
from linearity in the uniaxial nematic-to-isotropic phase transition temperature. In addition, this
transition temperature is higher than that for the non-exchanging binary mixture. We may un-
derstand this difference by considering the two contributions to the total free energy from the
anisotropic free energy and the conformational free energy. At the uniaxial nematic-to-isotropic
phase transition, for x0
b < 0.97, the anisotropic free energy of the uniaxial nematic phase is
positive. Therefore, in the non-exchanging mixture, the transition takes place at a lower temper-
ature when it becomes zero. However, the conformational free energy of the nematic phase is
less than in the isotropic phase due to large changes in the mole fractions at the phase transition.
In addition, the difference in the conformational free energy is greater than the anisotropic free
energy. Therefore, the total free energy of the uniaxial nematic phase is less than the isotropic
phase which causes the phase transition at a higher scaled temperature than the non-exchanging
mixture. When the mole fraction of the bent conformer is equal to 0.97, at the phase transition,
both the anisotropic free energy and the conformational free energy differences are zero and
so the transition temperature for this exchanging system is equal to that for the corresponding
non-exchanging system. In addition, the conformational free energy difference is just enough
to cause large changes in the mole fractions at the phase transition. Clearly for a system with a
small amount of the linear conformer (x0
l < 0.97), just below the uniaxial nematic-to-isotropic
phase transition temperature, the conformational free energy of the nematic system rich in linear
conformer is greater than that for the system rich in bent conformer. As we lower the temper-















































FIGURE 5.4: The dependence of the order parameters on the scaled temperature for the ex-
changing system.
ature, the system becomes more and more ordered. The anisotropic free energy gets smaller.
Until it compensates for the conformational free energy difference then most bent conformer
convert to linear conformer and we see a ﬁrst order jump in the uniaxial order parameter. This is
an illustration that the uniaxial nematic phase favours the more anisotropic (linear) conformer.
It is also important to note that in the regime of the uniaxial nematic formed mostly of bent
molecules, the presence of a large amount of bent molecules leads us to believe that it might
be possible for a biaxial nematic phase to form. In addition, since the uniaxial nematic phase
favours the more uniaxial (linear) conformers, we may expect that the biaxial nematic phase
would favour the more biaxial (bent) conformers.
Indeed we ﬁnd a small island of biaxial nematic phase in the regime rich in bent conformer. It is
shown in the magniﬁcation of the phase map in ﬁgure 5.5. In contrast to the ﬁrst order uniaxial
nematic composed of mostly linear molecules (N+
U ) to biaxial nematic (NB) phase transition,
the transition from biaxial nematic to uniaxial nematic phase consists of mostly bent conformer
(N−
U ) is continuous, the changes in the mole fraction is also continuous. Generally, this second
order transition temperature increases on increasing the mole fraction of the bent conformer
x0
b in the isotropic phase. This behaviour is analogous to the non-exchanging mixture since
adding more biaxial (bent) molecules into our system increases the biaxial nematic-to-uniaxial
nematic transition temperature. The difference between this exchanging system with the non-




















FIGURE 5.7: The dependence of the scaled transition temperature on the ratio ∆E∗/T ∗. First
order transitions are shown as continuous lines whereas second order transitions are shown as
broken lines.

















FIGURE 5.8: The dependence of the scaled transition temperature on the conformational en-
ergy difference ∆E∗. First order transitions are shown as continuous lines whereas second
order transitions are shown as broken lines.
the discotic uniaxial nematic phase composes of mostly bent conformer as we have seen when
we ﬁx x0
b = 0.9978. This might be because, in the ordered phase, the effect of increasing the
mole fraction of the linear conformer by ordering the phase is countered by the bent conformer
being more favoured with decreasing temperature. Therefore the mole fraction of the linear
conformer does not increase to a value large enough to cause the reentrant transition. Secondly,
for sufﬁciently large conformational energy difference ∆E∗, greater than about 1.4, the biaxial
nematic phase is stable and the system does not undergo a transition into the calamitic uniaxial
nematic consists of mostly linear molecules. This can also be explained due to the increase in
mole fraction of the bent conformer on decreasing the temperature. In contrast, it is decreased
116transition temperature of only a few milli-Kelvin [104]. Only in recent years, both the Cotton-
Mouton effect [105] and signiﬁcant increases in the transition temperature [40] due to magnetic
ﬁeld have been observed for V-shaped molecules. In their experimental studies, Ostapenko et al.
[40] discovered two of the three effects predicted by theory. First, the magnetic ﬁeld induces a
small nematic ordering in the isotropic phase, which forms the paranematic phase. Secondly, the
paranematic-to-nematic phase transition was measured using several experimental techniques.
By varying the magnetic ﬁeld from 0 to 31 Tesla, the authors observed a magnetic ﬁeld induced
ﬁrst order phase transition in a thermotropic liquid crystals. The transition temperature increases
on increasing the ﬁeld strength. The success of this experiment was attributed to two factors.
The ﬁrst was that a strong magnetic ﬁeld was available. The second factor was that the system
under study was formed from V-shaped molecules. The second factor was explained by the
authors within the framework of the Landau-de Gennes theory. In this theory, the coefﬁcient B
in the Landau expansion multiplies the cubic of the order parameter. This coefﬁcient controls
the strength of the ﬁrst order transition.The authors argued that, in their system of V-shaped
molecules, the coefﬁcient B is small. Therefore, the magnetic ﬁeld required to observe the ﬁeld
dependence of the transition temperature for bent-core nematics should be signiﬁcantly smaller
than for calamitic nematics. In this chapter, we demonstrate that the coefﬁcient B can be related
to molecular biaxiality. Since V-shaped molecules are highly biaxial, the coefﬁcient B for this
case is signiﬁcantly smaller than for calamitic molecules. This becomes apparent when we
relate the parameters in the molecular ﬁeld theory to the coefﬁcients in the Landau-de Gennes
expansion using the method in reference [64].
The mathematical structure for electric ﬁeld and magnetic ﬁeld induced nematic phase are anal-
ogous. A molecular ﬁeld theory which described the effects of electric ﬁeld on the nematic-to-
isotropic phase transition was developed by Hanus [106]. This was an extension of the Maier-
Saupe theory for uniaxial nematics to include a strong external electric ﬁeld. Three effects
analogous to magnetic ﬁeld induced nematics were observed. The ﬁrst of those was the optical
Kerr effect. In this effect, the electric ﬁeld induces a small nematic order in the isotropic phase.
This small order causes a small birefringence, which depends on the square of the applied elec-
tric ﬁeld. In addition, analogous to the magnetic ﬁeld induced nematics, the coefﬁcient which
multiplies the square of the electric ﬁeld is (T −Tbf)−1. Here, T is the temperature at which the
birefringence is measured and Tbf is the bifurcation temperature. The other two effects are also
analogous to those predicted for magnetic ﬁeld: the ﬁrst order transition temperature between
the high and low order phases increases on increasing the applied magnetic ﬁeld strength and
the existence of the critical ﬁeld strength.
Wojtowicz and Sheng [45] extended the Maier-Saupe theory to investigate the magnetic ﬁeld
effects on nematic liquid crystals. In addition to the three main effects which we discussed
before, there are three other interesting results associated with the transitional and critical order
parameter and temperature. They are, the parabolic coexistence curve, the law of rectilinear
diameter and the cubic power law. We discuss them when we repeat this calculations in the next
section. In addition, we extend their calculations to deal with biaxial molecules.
These results for magentic ﬁeld induced effects using the molecular ﬁeld theory have also been
conﬁrmed by other methods. Luckhurst and Simpson [107] carried out a series of Monte Carlo
simulations for a system of magnetic ﬁeld induced nematics with the magnetic ﬁeld strength
greater than the critical ﬁeld strength. In these calculations, the molecules were conﬁned in a




where B is the magnetic ﬂux density and χ
p
20 is the material susceptibility tensor per molecule.
The magnetic interaction has this form because if we deﬁne B2m as a second-rank tensor such
that UH = −B20χ
p
20, then
B20 = (1/2)(2BZZ − (BXX + BY Y )) = (3/2)BZZ = (3/2)B2. (6.2.4)
Here, we use the fact that the second-rank tensor B is traceless BXX + BY Y + BZZ = 0. In
addition, χ
p
20 can be related to the molecular susceptibility tensor, χ2n, by
χ
p




(3/2)B2χ2n C2n . (6.2.6)
Now we can construct the Helmholtz free energy according to equation (2.3.10) subject to two
constraints in order to ﬁnd the distribution function at equilibrium. The ﬁrst one is that the distri-
bution function is normalised. The second one is that the order parameters are the convolutions
of the modiﬁed spherical harmonics with the distribution function
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Solving this equation gives us the functional form of the distribution function at equilibrium.
From that we can ﬁnd the potential of mean torque
U(ω) = −
  
u2mn C2m C2n(ω) + (3/2)B2χ2nC2n(ω)
 
(6.2.9)
In order to reduce the number of parameters, we use the geometric mean approximation. Hence,
the molecular interaction part only depends on one biaxiality parameter. For the ﬁeld interaction
part, we see that there could be two parameters. They are related to the two components of
the molecular magnetic susceptibility tensor, χ2n. However, in order to simplify the problem,
we assume that χ22 = γχ20. The ﬁeld interaction part now only depends on γ and one more
parameter, namely δ20 = (3/2)B2χ20/u200. The potential of mean torque now becomes
U(Ω) = −u200 ( FU  + δ20)(C20(Ω) + 2γReC22(Ω)). (6.2.10)
In order to simplify the numerical calculations, we can write the partition function in terms of
122The second effect due to the ﬁeld is the induced transition temperature. We ﬁnd the nematic-to-
paranematic phase transition temperature by studying the dependence of the order parameter on
the scaled temperature for a ﬁxed value of the scaled magnetic ﬂux density δ20 and molecular
biaxiality, γ. The nematic-to-paranematic transition temperature is located when there is a jump
in the order parameter. In ﬁgures 6.1, we show the dependence of the order parameter  FU  on
the scaled temperature for different values of δ20 and γ. The value of γ is kept ﬁxed in each
ﬁgure. We see that, when the ﬁeld strength is zero, δ20 is zero, the ﬁrst order transition is essen-
tially between the uniaxial nematic and the isotropic phase. This phase transition temperature
increases as we increase γ, in agreement with ﬁgure 2.4. As δ20 increases, the jump in the order
parameter gets smaller. When this gap just starts to be zero then we reached a critical point. For
the ﬁeld strength higher than the critical value, the nematic phase and the paranematic phase
are no longer distinguishable. For each value of γ, the values which we use for δ20 are equally
spaced. In addition, the transition temperatures found for those values of δ20 are also equally
spaced, as can be seen from the vertical lines connecting the two curves in the two phases.
Therefore, the scaled transition temperature increases linearly with B2 for a ﬁxed value of γ.










(a) γ = 0










(b) γ = 0.2
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(d) γ = 0.36
FIGURE 6.1: Thedependenceofthe combinedorderparameter FU  onthe scaledtemperature
as the ﬁeld strength is varied for different values of the biaxiality parameter γ. The order
parameters at the phase transition follows parabolic coexistent curves of the form ( FU N −
 FU c)2 = α(T ∗−T ∗
c )whereα is aconstant. Thevaluesofα inthesecaseare: (a)4.295,(b)5,
(c)6.065,(d)6.763. Thevalues ofδ20 used in these case are: (a)[0:0.002:0.0080.010460.012],
(b)[0:0.001:0.0040.004900.006],(c)[0.0005.00108.0015]and(d)[0.000111.00025]. Here,
we use 0 : a : b to denote an array of parameters from 0 to b with regular spacing a.
125In their calculations for the ﬁeld induced uniaxial nematic-to-isotropic phase transition, Wojtow-
icz and Sheng [45] reported that at the transition, the coexistent values for  FU  in the nematic
and the paranematic phases follow a quadratic curve. Let us call the value of  FU  at the nematic
phase  FU N and that at the paranematic phase  FU P. In order to ﬁnd a coexistent parabola
for a value of γ, ﬁrst we ﬁt a parabola through the data points, which are  FU N and  FU P for
different values of δ20. The parabolae are plotted as red curves in ﬁgures 6.1. Then we take the
value of the critical order parameter and scaled temperature at the base of the parabola. After
that we ﬁt a line through the data ( FU N −  FU c)2 against (T∗ − T∗
c ). Here, we use  FU c to
denote the value of the order parameter at the phase transition at the critical ﬁeld. The gradient
of the line gives us the relation between the two quantities ( FU N −  FU c)2 = α(T∗ − T∗
c ).
For γ = 0 we found α = 4.295. This implies the relation (SN − SP)2 = 17.18.(T∗ − T∗
c ). We
note that the previous calculations by Wojtowicz and Sheng [45] gave the constant in the latter
relation equals to 16.45. As we explain later in this chapter, the estimation of T∗
c has some limi-
tations which prevents us from achieving more accuracy. Our results for δc
20 and T∗
c are slightly
different from Wojtowicz and Sheng [45]. Our estimated values for δc
20 and T∗
c in zero ﬁeld are
0.01046 and 0.23094, respectively. In comparison, the estimated values for by Wojtowicz and
Sheng [45] is 0.01044 and 0.23092, respectively. The differences between the two calculations
may not seem very large. However, they may introduce a larger relative difference when we
estimate the constant α, as we have seen.
We see that as γ increases, the difference between the zero ﬁeld transition temperature and the
critical transition temperature (at the critical ﬁeld) gets smaller. There are two reasons for that
as we can conclude from ﬁgures 6.1. The ﬁrst reason is the value of  FU  at the phase transition
in zero ﬁeld gets smaller as γ increases due to an increase in molecular biaxiality. The second
reason is that the parabola is less curved as γ increases. The cause for this second reason is
unknown. Consequently, the point from the transition temperature in zero ﬁeld to the bottom of
the parabola, which is the critical point, gets smaller as γ increases.
In ﬁgure 6.2 we show the dependence of the scaled transition temperature on the scaled magnetic
ﬂux density δ20 for different values of the biaxiality parameter γ. The curve for each value of
γ is linear, in keeping with the results we showed in ﬁgure 6.1. The bottom line in ﬁgure 6.2
depicts the dependence of T∗
NP on δ20 for uniaxial molecules. As the value of γ goes up, T∗
NI
increases, as expected for the nematic to paranematic transition for biaxial molecules. This is in
accord with the phase map in ﬁgure 2.4 and the order parameter plots in ﬁgure 6.1.
We can see that the critical temperature and the slopes of the lines in ﬁgure 6.2 also increases
on increasing γ. The latter implies that for the same applied ﬁeld, the difference between the
ﬁeld induced transition temperature and the nematic-to-isotropic transition temperature in zero
ﬁeld for biaxial molecules is larger than that for uniaxial molecules. This is as expected since
experimental results [40] have shown that a signiﬁcant increase of the ﬁeld induced transition
temperature has only been observed in V-shaped molecules rather than rod-like molecules. In
other words, while an increase in the transition temperature due to applied ﬁeld for rod like
molecules may be insigniﬁcant, it can be signiﬁcant for biaxial molecules. One interesting
feature we also need to mention is that the critical ﬁeld strength gets smaller as γ increases.
This is because the gap between the zero ﬁeld transition temperature and the critical temperature
gets smaller as γ increases, hence a smaller ﬁeld strength is required to induce the transition
temperature up to the critical point. Consequently, for a system of highly biaxial molecules,
126it only requires a much smaller applied ﬁeld to observe the critical point than for a system of
rod-like molecules.














FIGURE 6.2: The dependenceof the transition temperatureon the scaled magnetic ﬂux density
δ20 as the biaxiality γ increases. The values of γ, from bottom to top, are: 0, 0.1, 0.14, 0.18,
0.2, 0.22, 0.24, 0.26, 0.28, 0.3, 0.31, 0.31, 0.32, 0.33, 0.34, 0.35, 0.36.
Here, we can to make a contact to the experimental results by Ostapenko et al. [40]. In their




approaches 2.4 at the highest ﬁeld strength. Here, Tcp denotes the nematic-to-isotropic phase
transition in zero ﬁeld, TNP denotes the ﬁeld induced transition and Tbf denotes the bifurcation
temperature. However, the magnetic ﬁeld used in their experiment has not reached the critical




where Tc denotes the critical temperature, to be greater than 2.4 for their compound. In contrast,
in our calculations this ratio is almost constant as we vary the biaxiality parameter γ and roughly
equals to 1.5, in agreement with their prediction using the Landau-de Gennes theory. This dis-
agreement may be due to the poor estimation of Tbf in the molecular ﬁeld theory. The estimated
value of Tbf can be improved by using the two-site cluster theory [112]. Therefore, in making
comparisons with their results, we do not use the ratio (Tc −Tbf)/(Tcp −Tbf). Instead, we rely
on the ratios of the three scaled temperature T∗
c , T∗
cp and T∗
bf. We note that this comparison is
imperfect since the experiment has not reached the critical ﬁeld. We assume TNP(Hmax) which
is the induced transition temperature at the highest value of the magnetic ﬁeld strength H used
in the experiment to be the critical temperature. In addition, the values for the temperature in
the calculations are in scaled unit, in contrast with those in the experiment which are in degree







and compare them with the associated experimental values. In the experiment, Tcp = 363.1K.


















Due to the complex forms of B and C (see equations (6.2.17)), it is not obvious that δ20 gets
smaller as γ increases. However, it is clear that, at γ = 1/
√
6, B vanishes whereas C does
not. Hence δc
20 vanishes at γ = 1/
√
6. This is in keeping with the fact that at γ = 1/
√
6, the
nematic-to-isotropic phase transition is the second order, hence the critical temperature is the
same as the nematic-to-isotropic transition temperature. Therefore the critical ﬁeld is zero in
this case.











Clearly, they follow the parabola









This is a qualitative agreement with the molecular ﬁeld theory in ﬁgures 6.1.
For the Landau-KKLS theory, simple analytical solutions for the transition temperature and the
transitional order parameter for non-zero ﬁeld cannot be obtained. However, we can still ﬁnd the
expressions for the critical ﬁeld and critical transition temperature. We discussed these solutions


























First we set θC to 0.45 as this value gives phase maps which are in good agreement with the
molecular ﬁeld theory in the geometric mean and Sonnet-Virga-Durand limits [64]. Our pre-
liminary calculations has shown that the transition temperature also increases linearly with the
applied ﬁeld. Hence, in representing the phase maps, we only calculate the transition tempera-
ture at zero and critical ﬁeld and connect them to get the phase maps. In ﬁgure 6.4(a), we show
the phase map for the Landau-KKLS theory with the regularisation parameter θC = 0.45. We
see that these results disagree dramatically with the molecular ﬁeld calculations in ﬁgure 6.2.
The critical ﬁeld is only ten per cent of the molecular ﬁeld results. One reason is because when




























































FIGURE 6.4: The dependence of the scaled transition temperature on the scaled magnetic ﬂux
density δ20 for different values of the biaxiality parameter γ for (a) the Landau-KKLS theory
with θC = 0.45 and for the pure Landau theory with (b) θB = θC = 0.45, (c) θB = 0.225 and
θC = 0.45 and (d) θB = θC = 0.225. The values of γ, from bottom to top lines: 0, 0.1, 0.14,
0.18, 0.2, 0.22, 0.24, 0.26, 0.28, 0.3, 0.31, 0.32, 0.33, 0.34 0.35 and 0.36.
we set θC = 0.45, the order parameter at the phase transition is much smaller compared to the
molecular ﬁeld theory [64]. In marked contrast, when we set both θB and θC to 0.45 for the
pure Landau theory as in ﬁgure 6.4(b), the predicted critical ﬁeld is in better agreement with
the molecular ﬁeld theory. Now we note that the value of the critical ﬁeld in the Landau-KKLS
theory depends on the cube of the critical temperature T∗
c whereas that value in the pure Landau
theory depends on the cube of θB. The value of T∗
c is about 0.22 and does not change very much
with γ, this is only half the value which we have set for θB in the pure Landau theory (0.45).
Hence the pure Landau theory should produce similar results to the Landau-KKLS theory in
ﬁgure 6.4(a) if we set θB = 0.225 and keeping θC = 0.45. Indeed it is true and the results are
shown in ﬁgure 6.4(c). In fact, in order to compare the pure Landau theory with the Landau-
KKLS theory, it might be best to keep θB = 0.225 in the pure Landau theory since it is close
to the range of T∗
c in the Landau-de Gennes theory. In this case, a better approximation might
be achieved by setting both θB and θC to 0.225 in the pure Landau theory since that value is
close to the temperature range which the transition takes place. We show these results in ﬁgure
6.4(d). Now, compared to the molecular ﬁeld theory, we get a good agreement on the nematic-
to-isotropic transition temperature and the agreement on the critical ﬁeld is much better than in
ﬁgure 6.4(c).
In order to make further decision about which values of the parameters (θB,θC) in the pure
130our estimated values for the critical-point exponent β for the two theories where T∗ is greater
or less than T∗
c , for the molecular ﬁeld theory. We also show the estimated values for T∗
c and
δc
20. In addition, the intervals of T∗ which we use in the calculations are also shown. We see
that, for T∗ < T∗
c , the estimated exponent is less than 3. In contrast, for T∗ > T∗
c , it is greater
than 3. An common feature is that as γ increases, the estimated values of β gets further away
from 3. For γ = 0.36 and T∗ > T∗
c , we see that the deviation of β is quite dramatic. Its value
of 3.886 is now closer to 4 than 3. The reason for those deviation might be because of the slow
convergence of the series expansion of T∗
c −T∗ in terms of  FU − FU c. However, we cannot
get any closer to the critical temperature without introducing a signiﬁcant error and we do not
have an analytical value for β for the molecular ﬁeld theory.
T∗ < T∗




20 ∆T∗ β ∆T∗ β
0 0.23094 0.01046 [0.2307, 0.2309] 2.739 [0.231, 0.2312] 3.252
0.2 0.234265 0.0049 [0.232, 0.2342] 2.718 [0.2343, 0.235] 3.372
0.3 0.24261 0.00109 [0.242, 0.2425] 2.657 [0.24265, 0.243] 3.369
0.36 .2533 0.000111 [.2534, .2535] 2.533 [0.25335, 0.2534] 3.886
TABLE 6.1: Table for the critical exponent β at the critical ﬁeld δc
20 for the molecular ﬁeld
theory. T ∗
c denotes the critical temperature. ∆T ∗ denotes the temperature range which we
use to estimate β. For T ∗ < T ∗
c , β = log(T ∗
c − T ∗)/log( FU c −  FU ). For T ∗ > T ∗
c ,
β = log(T ∗ − T ∗
c )/log( FU  −  FU c).
One way to understand this problem better is to use the pure Landau theory. In this theory, we
have analytical results for both  FU c and T∗
c . Hence, in the calculations we can get as close to
T∗
c as we want. In addition, the pure Landau theory has an advantage over the Landau-KKLS
theory in this case because we now have an analytical value for β. For the pure Landau theory,
we proved in Appendix F.1 that the critical-point exponent is cubic. In addition, at the critical
ﬁeld, the order parameter is the solution of the cubic equation
3
2
C( FU  −  FU c)3 = a FU (T∗
c − T∗). (6.4.2)
In table 6.2, we give the estimated values for β. In this case, as T∗
c is known exactly, we can





c +0.001]. Here, we observe the same behaviour as we saw for the molecular ﬁeld theory
that the critical exponent gets further away from 3 as we increase γ. In general, the values of β
is closer to 3 than the molecular ﬁeld theory. However, the error between the estimated values
for β reported in the table and the analytical value is still large. In order to test if the source
of error really comes from the convergence, we do the same calculations. This time we use a
smaller interval around the critical point as T∗
c ± 0.0001. The results are shown in table 6.3.
We see that the improvement in the estimated values for β is remarkable. Hence, we conclude
that the error in the estimated values for β comes from the slow convergence of the polynomial
expansion. As the smaller interval around T∗
c is used in the calculations, the estimated values for
the critical-point exponent β gets closer to the true value, which is 3. This is in agreement with
the value of the critical-point exponent reported in the calculations by Wojtowicz and Sheng
[45].












































































































FIGURE 6.5: The dependence of the transitional order parameter and transition temperature
for various models: (a) and (b) are the results for the molecular ﬁeld theory,the rest of the plots
are for the pure Landau theory, with different values for the regularisation parameters: (c) and
(d) are for θB = θC = 0.45, (e) and (f) are for θB = 0.225 and θC = 0.45, (g) and (h) are for
θB = θC = 0.225.



























FIGURE 6.6: The dependence of the transitional order parameter and transition temperature
for the Landau-KKLS theory with θC is set equal to 0.225.














FIGURE 6.7: The dependenceof the transition temperatureon the scaled magnetic ﬂux density
δ20 for the Landau-KKLS theory with θC as the biaxiality γ increases. The values of γ, from
bottom to top, are: 0, 0.1, 0.14, 0.18, 0.2, 0.22, 0.24, 0.26, 0.28, 0.3, 0.31, 0.31, 0.32, 0.33,
0.34, 0.35, 0.36.
135centres of mass lying in the middle of any two adjacent planes. In addition, the molecules prefer
to sit as near the planes as possible. Thus, there is a molecular density wave in the Z direction.
The function which has these properties is cos(2πZ/d). The second type of order parameters is
the average of that function. This forms a pure translational order parameter.
τ =
   
cos(2πZ/d)f(Z,Ω)dZdΩ, (7.2.2)
The third type of order parameters are the averages of the products of the density wave with the
Wigner rotation matrices. They form the mixed orientational-translational order parameters,
σL
mn =
   
cos(2πZ/d)DL
mn(Ω)f(Z,Ω)dZdΩ. (7.2.3)
The next step in constructing our theory is to form the internal energy of the system from the
invariant combinations of the order parameters












Thesinglet distribution function f(Z,Ω) isafunction of both the Euler angles Ωand the position
of the centre of mass of the molecule with respect to the phase axis Z. Hence, the integrations
in the entropy has to be taken over both the orientation and the position of the molecule.
S = −kB
   
f(Z,Ω)lnf(Z,Ω)dZdΩ. (7.2.5)
The free energy can be formed from equation (2.3.10). In order to ﬁnd the distribution function,
we minimise the free energy, subject to the constraints of the order parameters in equations
(7.2.1), (7.2.2) and (7.2.3), together with the nomalisation condition
   
f(Z,Ω)dZdΩ = 1. (7.2.6)
The resulting distribution function is given by
f(Z,Ω) = Q−1 exp(U(Z,Ω)/kBT), (7.2.7)















Hence, the free energy at equilibrium can be written as













141In addition, the potential of mean torque is
U(Z,Ω) = −
 





And the equilibrium free energy is given by
A = −kBT logQ + (1/2)(u0τ2 + u200S2 + u′
200σ2
200). (7.3.3)
It was mentioned by McMillan that [6, 126] a model for uniaxial smectic A phases by Kobayashi
had been developed earlier. In this model, only the pure translational interaction term was
added to the Maier-Saupe theory. In contrast, in McMillan’s ﬁrst paper on modelling these
phases [6], he only added the mixed interaction term to the Maier-Saupe theory. In his later
paper, he included both the pure translational and the mixed interaction term to the Maier-
Saupe theory. Hence the pure order parameter τ is the density wave amplitude, and the mixed
order parameter σ is required to model the coupling between the translational and orientational
order. The addition of the pure translational interaction term was needed to reduce the values
of the order parameter, entropy and heat capacity at the phase transition in order to reach better
quantitative agreements with experimental results. The theory in the later paper by McMillan
which includes both the pure-translational and the mixed interaction terms are also referred to as
the McMillan-Kobayashi theory by some authors [7, 10]. In addition, as mentioned by Osipov
[10], a limitation of this theory is that it does not allow the determination of the smectic period
in a self-consistent way.
In the McMillan theory, the order parameters only involve the ﬁrst order term in the Fourier
series, cos(n2πZ/d), where n is zero or ±1. However, the symmetry of smectic A phases
permits other higher order terms in the Fourier series, namely for |n| > 1 [128]. The effects of
these higher order terms has been investigated, for example by Marguta, Mart´ ın del R´ ıo and de
Miguel [128]. In their calculations, the Fourier series of up to n = 5 was included. They found
that, although there are some quantitative differences to the McMillan theory, the inclusion
of these higher order Fourier terms does not solve the inconsistencies between the McMillan
theory and experiments in the values of the order parameter, entropy and heat capacity at the
phase transition. Therefore using the ﬁrst order Fourier term to construct the order parameters
is sufﬁcient within the molecular ﬁeld approximation.
In order to apply the KLZ theory, the decoupling approximation need to be introduced when we
formulate the internal energy. The decoupling approximation is σ200 = Sτ. Hence the internal
energy is given by
 U  = −(1/2)
 
u0τ2 + u200S2 + u′
200τ2S2 
. (7.3.4)








The free energy at equilibrium can be written as
A = −kBT logQ + (1/2)(u0τ2 + u200S2 + 3u′
200τ2S2). (7.3.6)
The partition function can also be decoupled into an orientational and a translational part in the
144NU − I transition. It is because, in the SVD approximation, the potentials of mean torque in
the uniaxial nematic and uniaxial smectic A phases do not depend on λ, therefore the ordering
in these phases is independent of λ. In contrast, the biaxiality parameter λ does appear in the
potentials of mean torque for the biaxial nematic and smectic A phases and hence they are more
stable on increasing λ. For small λ, the SmAB phase exists at lower temperature than the SmAU
phase. For large value of λ, the SmAU region vanishes and there is a direct transition, ﬁrst from
SmAB to NU, and then from SmAB to NB. All phase transitions to the smectic A phases
are second order. The phase map for α = 0.9 is shown in ﬁgure 7.4(c). The SmAU − NU
and NU − I transition temperatures are also independent of the biaxiality λ. We see that, the
NU region now becomes much narrower and the SmAU − NU transition is now ﬁrst order,
in agreement with the KLZ theory in ﬁgure 7.3. In addition, we see that now the NB region
vanishes and is replaced by the SmAB region. The SmAB −SmAU transition is mainly second
order, with only a small region of it being ﬁrst order, indicating a tricritical point in between
the two regions. As λ increases, the stability of the SmAB phase also goes up, as we would
expect. Moreover, the phase sequence changes from SmAB −SmAU to SmAB −NU and then
SmAB − I. We calculate a phase map for α = 1.2 which we show in ﬁgure 7.4(d). Now there
exists only three phases: isotropic, uniaxial smectic A and biaxial smectic A. The vanishing of
the uniaxial nematic phase is in agreement with ﬁgure 7.3. The stability of the SmAB phase
also increases with λ and the phase sequence changes from SmAB − SmAU − I to directly
from SmAB to the isotropic phase. While the SmAB − SmAU transition is second order, the
SmAB − I transition is ﬁrst order. It is curious that in this case we do not ﬁnd a tricritical point
along the SmAB − SmAU transition line. It may be explained that, as the transition is directly
from the isotropic to the uniaxial smectic A phase, the ordering of the major axis is already
high at the phase transition. It would then be easier for the minor axes to align and the biaxial
ordering is formed at a high temperature, thus blocking a ﬁrst order transition from uniaxial to
biaxial phase at a lower temperature. Hence a ﬁrst order SmAB − SmAU transition does not
exist in this case.
Figures 7.5 show ﬁve phase maps for the KLZ-GM approximation in which we ﬁx α in each
phase map and vary the biaxiality γ. The phase map for α = 0 is essentially the phase map for
the geometric mean approximation for biaxial nematics which wehave described in section 2.4.4
and is reproduced in ﬁgure 7.5(a). We recall that the stability of both the uniaxial and biaxial
nematic phases increase on increasing γ until they reach the Landau triple point at γ = 1/
√
6.
The phase map repeats itself for larger values of γ and is not shown here. As α is set equal to
0.3, the behaviour of the nematic phases at high temperature is not affected, as shown in ﬁgure
7.5(b). The explanation is analogous to the KLZ-SVD approximation. At low temperature, the
smectic A phases are stabilised. It is curious that, even though the biaxiality γ does appear in
the potentials of mean torque for the uniaxial nematic and smectic A phases, the SmAU − NU
transition temperature decreases very slightly as γ increases. In contrast, the stability of the
SmAB phase goes up signiﬁcantly as γ increases. In addition, the phase transition changes
from SmAB −SmAU to SmAB −NU and then to SmAB −NB, in comparison with the KLZ-
SVD model in ﬁgure 7.4(b). Moreover, all phase transitions, except for the NU − I transition,
are second order. Next, we show the phase map for α = 0.9 in ﬁgure 7.5(c). Now the extent
of the nematic phases are much smaller. In addition, the SmAU − NU transition is ﬁrst order,
in agreement with the KLZ theory in ﬁgure 7.3 for γ = 0. The stability of the SmAB phase
increases as γ goes up. The SmAB − SmAU transition is still second order. In contrast, the
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(d) α = 1.2
FIGURE 7.4: The dependence of the scaled transition temperature on the biaxiality λ for the
KLZ-SVD approximation when α is ﬁxed. Continous lines denote ﬁrst order phase transitions
whereas broken lines denote second order transitions. The tricritical point is marked by a red
circle.
SmAB − NB and SmAB − NU are ﬁrst order. For α = 1.2, the phase map is shown in ﬁgure
7.5(d), the phase behaviour does not change in a signiﬁcant way. The nematic phase regions
now become much narrower, whereas the smectic A phase regions become larger. In addtion,
there is a line of direct transitions from the SmAU to the isotropic phase, in agreement with the
KLZ theory in ﬁgure 7.3 for γ = 0. It is also curious that the stability of the biaxial smectic
A phase does not change in a signiﬁcant way as we increase α, especially for small values of
γ. Now in the KLZ-GM approximation, we have not seen a direct transition from the isotropic
phase to the biaxial smectic A phase for α as large as 1.2. Since we ﬁnd that the stability of the
smectic A phases increase as α increases, we would expect that the direct SmAB − I can be
found for larger values of α. Thus we increase α to 1.5 and the phase map is shown in ﬁgure
7.5(e). Indeed we ﬁnd a direct SmAB − I phase transition. Additionally, the qualitative phase
behaviour we ﬁnd for this case is analogous to the KLZ-SVD approximation for a smaller α of
1.2 in ﬁgure 7.5(d).
In order to illustrate the signiﬁcance of the smectic interaction on the stability of the biaxial
phases, we ﬁx the biaxiality parameters and plot the dependence of the scaled transition temper-
ature T∗ on the smectic parameter α. In ﬁgures 7.6(a) and 7.6(b), we show these phase maps for
the KLZ-SVD and KLZ-GM approximation, respectively. The values of the biaxiality parame-
ters are chosen so that the biaxial nematic-to-uniaxial nematic transition temperature is not too
high. Thus we choose λ = 0.1 and γ = 0.3 for the KLZ-SVD and KLZ-GM approximations,
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(e) α = 1.5
FIGURE 7.5: The dependence of the scaled transition temperature on the biaxiality γ for the
KLZ-GM approximation when α is ﬁxed. Continous lines denote ﬁrst order phase transitions
whereas broken lines denote second order transitions. The tricritical point is marked by a red
circle.
respectively. We see that, the qualitative behaviour of the two cases is the same. For small
values of α, the NU − I and NB − NU transition temperatures are independent of α. This is
simply because in our theory, α does not inﬂuence the ordering in the nematic phases. As the
temperature is lowered, there is a second order phase transition from the biaxial nematic to the
biaxial smectic A phase. As α increases, the SmAB −NB transition temperature increases. For
large values of α, the biaxial nematic phase disapears. Instead, the uniaxial nematic phase goes
directly into the uniaxial smectic A phase. It is followed by a second order transition into the
biaxial smectic A phase at a lower temperature. In addition, we ﬁnd a tricritical point along the
SmAU −NU transition line at 0.52 for both approximations. It is also interesting to observe that
the SmAB − SmAU transition temperature increases almost linearly with α.


































(c) Experimental results. Reproduced from [121]
FIGURE 7.6: Figures (a) and (b) depict the dependence of the scaled transition temperature
on the smectic interaction parameter α for the KLZ-SVD approximation with λ = 0.1 and
the KLZ-GM approximations for γ = 0.3. Figure (c) plots the dependence of the transition
temperature on the number of carbon atoms in the ﬂexible chain of a V-shaped molecules in an
experimentreportedin reference[121]. The smectic A phases in ﬁgure (c) are antiferroelectric;
SmAd is uniaxial whereas SmAdPA is biaxial, Cr stands for the crystal phase.
The parameter α in the molecular ﬁeld theory can be related to the chain length of the com-
pounds used in the experiments of biaxial smectic A phases for rigid V-shaped molecules
[120, 121]. We can take a simple assumption that α is proportional to the chain length. In
this case the molecular ﬁeld and the experimental results agree qualitatively. We can make
this comparison by looking at the two phase maps from the molecular ﬁeld theory in ﬁgures
7.6(a) and 7.6(b) and the phase map from an experiment of V-shaped molecules [121] in ﬁgure
7.6(c). Both the biaxial smectic A-to-uniaxial smectic A and uniaxial smectic A-to-isotropic
phase transition temperatures increase with the number of carbon atoms in the ﬂexible chain. In
agreement, both these phase transition temperatures go up with the parameter α in the molecular
ﬁeld theory.
We see from ﬁgures 7.6(a) and 7.6(b) that, for a small biaxiality, the biaxial nematic phase is
formed at a low temperature. At that low temperature, a real system may already form a smectic
or crystal phase. However, for large smectic interactions, the biaxial smectic A phase can form
at high temperature, even for those small biaxiality that we studied. Therefore, the phase maps in
ﬁgure 7.6 demonstrate that the biaxial smectic A phase is easier to form than the biaxial nematic
phase.
153we can treat the system as general and not dependent on any speciﬁc molecular model. In ad-
dition, the other interaction coefﬁcients can be scaled with the second-rank uniaxial anisotropic
term to give interaction parameters. In the calculations, we ﬁx the temperature and the inter-
action parameters and minimise the free energy in order to ﬁnd the order parameters at a given
temperature, hence determining the stable phase at that temperature. After that, we vary the
temperature to determine the phase transition temperature. Finally, the interaction parameters
are varied to determine the phase maps relating the transition temperature with them.
A recent analysis on experimental results for biaxial nematics suggested that the classically
assumed symmetry of these phases should be C2h instead of D2h. In chapter 3, we ﬁxed the
assumptions about the symmetry of the constituent molecules and the phase by assuming that
they are both C2h instead of D2h. Weget a theory with nine order parameters and ﬁveinteraction
parameters. The theory can be simpliﬁed further by keeping only the dominant interaction terms
in the potential of mean torque. Thus, our system is reduced to a more manageable set of only
three second-rank order parameters and two interaction parameters. Even with this simpliﬁed
model, we still found that the biaxial nematic phase with C2h symmetry is stabilised at the
ground state of the system. It is all the more stable the more the constituent molecules deviate
from D2h symmetry. We also found that the nematic phase with C2h symmetry also has an axial
ﬁrst-rank order parameter, in addition to the three second-rank ones. In going from the nematic
phase with C2h symmetry to the isotropic phase, the system may go through the uniaxial nematic
phase or the biaxial nematic phase with D2h symmetry. In fact we found two biaxial nematic
phases with D2h symmetry but with different molecular organisation. In one phase, the assigned
molecular minor axes tend to be parallel whereas in the other they tend to be perpendicular. Thus
this model produces a rich phase behaviour of biaxial nematics.
In chapter 4, we aimed to explain a disagreement between the molecular ﬁeld theory and the ex-
periments of biaxial nematic phases formed from V-shaped molecules. While for this particular
V-shaped molecule, the theory predicts that biaxial nematics cannot be formed in real system,
they are stabilised at high temperature in the experiment. To explain this disagreement, we add
a ﬁrst-rank interaction term to the potential of mean torque to describe dipolar interaction. This
ﬁrst-rank interaction is expected theoretically since the molecules have polar shape and pos-
sess a large electrostatic dipole. The ﬁrst-rank interaction strength is governed by a ﬁrst-rank
order parameter and a ﬁrst-rank interaction parameter. Our calculations show that the dipolar
interaction stabilises the biaxial nematic phase at high temperature for the V-shaped molecule
analogous to that used in the experiments. Thus this model explains the disagreement between
theory and experiment. In addition, we show that the dipolar interaction stabilises the polar
biaxial nematic phase. This is another nematic phase of symmetry lower than D2h, namely C2v.
The assumption on molecular rigidity is relaxed when we study the effect of molecular ﬂex-
ibility on the stability of biaxial nematic phases in chapter 5. We study a simple system of
liquid crystal dimers whose constituent molecules can adopt a large number of shapes, or con-
formation. Our model is simpliﬁed in that there are only two conformers: linear and bent with
tetrahedral interarm angle. Hence one is uniaxial whereas the other has maximal biaxiality. We
ﬁnd that, when we assume the Boltzmann factor in the conformational distribution to be in-
dependent of temperature, the linear conformer is more favoured by both biaxial and uniaxial
nematic systems. However, this effect is less important when we allow the Boltzmann factor in
the conformational distribution to be temperature dependent. Importantly, we ﬁnd that in order
156model. In order to relate all ﬁve interaction parameters to the molecular structure, we may use
the excluded volume method. However, the resulting theory with nine order parameters is still
challenging to solve. Hence ingenious computer algorithms and coding should be exploited to
resolve this issues.
The calculation results on rigid V-shaped molecules which we have presented in chapters 4
and 6 are aimed to explain some experimental results. More work can also be done in these
directions to explore the theory further. One may add more dipolar interactions in the directions
perpendicular to the existing dipole, in order to see if the biaxial nematic phase is stabilised
or not. The question about how local ordering inﬂuences the stability of the biaxial nematic
phase also permits further exploration. This would involve adding more complication into the
molecular ﬁeld theory to a different level. Thus instead of one molecule interacting with the
molecular ﬁeld, we may have two or more molecules interacting with the ﬁeld. Moreover, we
could use the lattice Monte Carlo simulation in which the intermolecular vector distribution is
anisotropic. Again, this would require ingenious methods to solve. For the magnetic interaction
case, it is still unclear why the ratios in the experiment are much larger than the molecular ﬁeld
theory. One possible explanation is that the theory has a poor prediction of the supercooling
temperature. This can also be tested by using the many-site molecular ﬁeld theory or lattice
Monte Carlo simulation.
In chapters 3 and 4 we study biaxial nematic phases of lower symmetry than usually assumed.
However, assuming that second-rank interaction in liquid crystals is dominant, biaxial nematic
phases with symmetries even lower than C2h and C2v are allowed to exist. They are Ci and Cs
symmetries. Thus we may develop molecular ﬁeld theories for these phases. They would be
a combination of the extension of the models in chapters 3 and 4. Such systems would have a
very rich phase behaviour with several nematic phases of different symmetries.
The model which we have used in chapter 5 is a very basic model of how molecular ﬂexibility
inﬂuences the stability of the biaxial nematic phases. It is then signiﬁcant to extend this model
to allow us to study real systems of nematic liquid crystals. This could be achieved through
several steps. Ideally, we may start with ﬂexible molecules, generate its many conformations
which may have different symmetries. Then we solve the molecular ﬁeld theory for these many
conformations. This appears to be a formidable challenge in modelling and solving the theory.
In chapter 7, we have developed a model for biaxial smectic A phases with D2h symmetry. Thus
a valid question would be whether the biaxial smectic A phases can adopt lower symmetries as
the biaxial nematic phases. This can simply be done by introducing the order parameters and
interaction parameters which are responsible for smectic ordering into the theories of biaxial
nematic with symmetries lower than D2h. Assuming the second-rank interaction is also dom-
inant in the smectic A phases, the symmetry of biaxial smectic A phases can be C2h, Ci and
Cs. In addition, if ﬁrst-rank interactions are also allowed, we may have a polar biaxial smectic
A phases with ferroelectric character. Moreover, biaxial smectic A phases have been found to
stabilise by some liquid crystal dimers. These molecules are highly ﬂexible. Therefore, in order
to have a realistic model of these systems, we need to allow the molecules in the molecular ﬁeld
theory to change their shape. This would be a joined project with the extension of chapter 5.
158and Wright [129].





g(x) = 0. (B.2.5)
If x∗ and γ∗ are the solution and the corresponding Lagrange multiplier vectors, respectively,
then the followings are satisﬁed according to the ﬁrst order optimality conditions
∇f(x∗) − ∇g(x∗)Tγ∗ = 0,
−g(x∗) = 0. (B.2.6)
Hence the minimum can be found by applying Newton’s method to the following system to
solve for x and γ
∇f(x) − ∇g(x)Tγ = 0,
−g(x) = 0. (B.2.7)
















Here, p is the desired step from the estimate x to the minimum x∗, p = x∗ − x In fact these





pT.HL(x(k),γ(k))p + ∇L(x(k),γ(k))Tp + L(x(k),γ(k)) = 0, (B.2.9)
subject to
∇g(x(k))Tp + g(x(k)) = 0. (B.2.10)
Hence the Sequential Quadratic Programming method is equivalent to Newton’s method applied
totheﬁrstorder necessary conditions, solving thequadratic program generates thequasi-Newton




pT.HL(x(k),γ(k))p + ∇f(x(k),γ(k))Tp + f(x(k),γ(k)), (B.2.11)
subject to
∇g(x(k))Tp + g(x(k)) = 0. (B.2.12)
Finally, we can drop the last term f(x(k),γ(k)) since it is irrelevant in determining p(k). There-






































































Averaging these order parameters over the orientational distribution function for the uniaxial
phase we get the relation of the biaxial nematic-to-uniaxial nematic phase transition temperature






































Letting N goes to inﬁnity we then have equation (D.0.1) R = eAθ.
172In addition,  .  denotes the 2-norm. In the algorithm, the step d(k) is a convex combination of a
Cauchy step (a step along the steepest descent direction) and a Gauss-Newton step for f(x(k)).
The Cauchy step is given by
d
(k)
C = −aJ(x(k))Tf(x(k)), (E.0.4)
where a is chosen such that the expression in equation (E.0.2) is minimised. In other words, the
expression like d
(k)
C is substituted into equation (E.0.2) and the minimisation is solved for a. In
addition, the Gauss-Newton step is calculated by solving the equation (E.0.1) using a method
discussed in the documentation [130] which give d
(k)












where λ is the largest value in the interval [0, 1] such that  d(k)  < ∆. If J(x(k)) is nearly
singular, λ is set to zero.







∂Q3 = 0. (F.1.6)
All three derivatives need to be equal to zero. The ﬁrst two conditions ensure that the critical
point is a stationary point of the free energy [102]. The third condition ensures that it is a
minimum or maximum. In order for it to be a minimum, we also need the fourth derivative to
be positive.







In addition, the fourth derivative only depends on C. Therefore, we require C > 0. In order to
simplify the problem, we change the variable to







































In order for the ﬁrst two derivatives to vanish, we need
3
4

















C2 = 0. (F.1.11)
These two equations give us the critical temperature






which can be related to the applied ﬁeld

















NI − Tbf). (F.1.14)







176The transition temperature and transitional order parameter for a given ﬁeld strength can be







(Q2) = 0. (F.1.16)






























































































(x1 + x2) = 0. (F.1.20)




















However this expression is always less than zero for T less than Tc. Therefore our solution











C2 = 0. (F.1.22)
This can be solved to give the ﬁeld induced transition temperature









We can also write this as







































In order to ﬁnd a relation between the order parameter and the temperature at the critical ﬁeld,




(h = hc) = −26244Cx3 + 17496aC3x(Tc − T) − 1944BaC2(Tc − T). (F.1.28)
Hence at the critical ﬁeld, we have
3
2
C(Q − Qc)3 = aQ(Tc − T). (F.1.29)
This equation can be used to ﬁnd the critical exponent β. In the limit as T tends to Tc, (T −Tc)
is a power of (Q − Qc). We set t = Tc − T, the equation becomes
3
2
Cx3 = a(x + Qc)t. (F.1.30)
In order to ﬁnd the asymptotic behaviour of t against x, we expand t as a polynomial of x
t = t0 + t1x + t2x2 + t3x3. (F.1.31)
Therefore, we get
(3/2)Cx3 = aQct0
+ a(t0 + Qct1)x
+ a(t1 + Qct2)x2
+ a(t2 + Qct3)x3. (F.1.32)
Equate the two sides, we get






Hence (T − Tc) behaves asymptotically as (Q − Qc)3
T − Tc =
3C
2aQc
(Q − Qc)3. (F.1.35)
178We change the variable to







































The critical temperature and critical magnetic ﬁeld are the solutions of the system
3
4
















C2 = 0. (F.2.11)
























The equation relating the order parameter and temperatue at the critical ﬁeld can be found by




















Note in this case we cannot ﬁnd the critical exponent analytically since we cannot write the
critical equation in terms of t = Tc −T due to the appearance of the quadratic term in T. Thus,
the transitional order parameter cannot be put into a simple formular. Hence we have to rely on






















K2 × K3 − K2K3
 
. (G.3.9)
Here, we make a clear distinction between  R00  and R00,  R22  and R22, and between τ
and cos(2πz/d). They only equal each other at the solution of the self-consistency equations.
We note that, at perfect order, the ﬂuctuation terms vanish. Setting the limit at perfect order
 R00  = R00 = 1,  R22  = R22 = 1 and τ = cos(2πz/d) = 1, the determinant of the Hessian
matrix is
detH = 2λα(1 + λ)(1 + α)(1 − 3α). (G.3.10)
In this case, we can also see that the second derivatives of the form ∂2A/∂a2 are positive.
Hence, we conclude that in all three cases, the condition for the solution of the self-consistency
equations to coincide with the minimum of the KKLS free energy is 0 < α < 1/3.
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