In the prediction of zinc-binding sites in proteins, there are few real binding-site residues, whereas most residues are non-binding-site residues, resulting in a typical imbalanced classification problem. This paper proposes a novel method, SSWPNN (an ensemble of support vector machine and sample-weighted probabilistic neural network), based on downsampling and an ensemble of different classifiers, in view of the imbalance of zinc-binding sites in proteins. Multiple random downsampling techniques without replacement are performed on the whole set, and the support vector machine is trained as the base classifier on each subset to calculate the weights of samples, while the sample-weighted probabilistic neural network is constructed as a strong classifier for prediction. The experimental results showed that our method is superior to other methods not only in the overall prediction performance for the four types of residues but also in the prediction performance for any type of residue. The results of experimental testing on an independent test set collected by the authors in recent years showed that our method achieved better prediction performance than others not only for the four types of residues overall but also for any one type of residue. In addition, the importance of the features selected by the method is analyzed by reducing certain feature to calculate the scores of the performance index. The source code and datasets are available at http://net.jitsec.cn:88/UploadedImages/SSWPNN.rar.
I. INTRODUCTION
Protein is the material basis of life [1] . It interacts with ligands to perform specific biologic functions [2] , [3] and plays a crucial role in living organisms. Metal ions bind to proteins as ligands to form metalloproteins, which play important biological functions in organisms, and their diverse functions are irreplaceable. Metalloproteins have greatly advanced the The associate editor coordinating the review of this manuscript and approving it for publication was Le Hoang Son . treatment of various diseases, guiding research on drug targets and the development of new drugs. These studies have made metal-binding proteins a research hotspot [4] , [5] in recent years, which is of great significance.
As the second most abundant metal ion in prokaryotes, zinc ion is an essential trace element in organisms. Its binding with proteins in organisms can greatly affect the structure of proteins, and it has many functions, such as maintaining structure, catalysis and expression regulation. Research on zinc-binding proteins has become a hotspot in the field of bioinformatics in recent years. The common identification methods for zinc-binding sites in proteins are biochemical experimental methods [6] - [9] , mainly small-scale biochemical experimental methods and high-throughput experimental methods. Although these methods have achieved certain practical applications, they have some shortcomings: (1) due to various experimental principles and restrictions, the experimental results include false positives and false negatives, and (2) for a large amount of data, such experiments are time consuming, labor intensive and costly, and the experimental results cannot be reproduced.
With the development of information technology and the emergence of massive biological data, it is an inevitable trend for researchers to use computational methods to identify zinc-binding sites in proteins to overcome the shortcomings of traditional biochemical experimental methods. At present, a series of data mining algorithms and patterns have been successfully applied to the recognition of protein interaction sites in the field of bioinformatics. Most of these methods have treated positive and negative samples equally and constructed a classification model based on the data balance of positive and negative samples. In fact, the number of binding sites that actually interact with proteins is absolutely small relative to the number of amino acids in the protein sequence. Therefore, the needs of biologists cannot be met by determining the interaction between protein and metal ions only by existing computing methods. In this paper, we focus on the study of the imbalance of zinc binding sites and propose a novel integrative ensemble identification method.
II. RELATED WORKS
Researchers have used some biochemical features of proteins as input for machine learning methods to establish classification and recognition models. Protein biochemical features are generally divided into three major categories: sequence features, structural features and combined features. The current tools for predicting zinc-binding sites in proteins are introduced in terms of these three categories below.
Due to the availability of protein sequence information, some researchers have presented prediction tools based on protein sequence information using machine learning methods. Lin et al. proposed prediction systems based on support vector machines, which obtained good computed prediction accuracy for different kinds of metal-binding sites. Passerini et al. [11] offered a two-stage solution by combining a support vector machine and a bidirectional recurrent neural network to identify metal-binding HIS and CYS sites at a precision of 73% and a recall of 61%. After that, a highly automated approach called zincFinder [12] for the prediction of metalloproteins was developed, and was applied to the human proteome with good outcomes. In 2011, researchers developed MetalDetector [13] , which effectively recognized metal binding sites and whose major feature was the ability to confirm the residues binding the same metal ion. Then, a new algorithm [14] based on structured output was suggested for predicting transition-metal-binding sites. Shu et al. [15] developed an improved method called zincPred by combining SVM and homology-based methods, which predicted zincbinding Cys, His, Asp and Glu sites in proteins at a precision of 75%. Levy et al. [16] proposed seqCHED by combining the CHED algorithm [17] and machine learning filters, achieving a selectivity of 90%. A hybrid method named ZincExplorer [18] was developed by integrating SVM-, cluster-and template-based tools and was able to predict CHEDs at an AURPC of 0.851. Cao et al. [19] utilized the position-weighted scoring matrix (PWSM) and SVM algorithm for the identification of metal-ion-binding sites with an accuracy of 79.9% and an MCC of 0.6. Hu et al. [20] developed a composite method (ioncom) by integrating the ab initio computation model of multithreaded alignment and the improved AdaBoost algorithm to balance bound and unbound samples, which could improve the robustness of the prediction of metal-binding sites. As few researchers have studied the existing prediction tools, multiple linear regressions have been used to integrate three famous tools to form a new tool called meta-zincPrediction [21] to predict the zinc-binding sites in proteins. Afterwards, considering that the missing values of some samples would lead to large deviations in the prediction results, the Bayesian was used to integrate the three tools (Bayes_Zinc [22] ). For the current updated protein data, Srivastava and Kumar developed ZincBinder [23] based on a support vector machine to predict zinc metal-binding sites in proteins. Lately, Haberal and Ogul [24] presented three different deep learning architectures for prediction of metalbinding of HIS and CYS based on protein sequence features, which showed a better performance.
In recent years, researchers have proposed some prediction tools based on structural features [17] due to the emergence of a large amount of protein structure data. Bordner [25] presented a machine learning-based method called SitePredict using a random forest approach to predict binding sites in protein structures. Goyal and Mande [26] proposed a 3-residue template and a 4-residue template using protein structural patterns. The structural motifs identified by the method provided some new mechanisms for the prediction of metal-binding sites in proteins. A novel structure-based method named TEMSP [27] based on a 3D template was introduced for the prediction of zinc-binding sites. Liu et al. [28] proposed a method called GRE4Zn for calculating zinc-binding sites based on protein structure information, which was predicted by limiting the distance between zinc ions and their coordination atoms. Compared with those of similar tools, the experimental results showed that the proposed method had better performance. He et al. [29] proposed an effective tool for predicting metal binding sites based on three-dimensional structural data, called mFASD, which can distinguish different types of metal-binding sites.
To better improve the accuracy of the prediction of metalbinding sites in proteins, researchers built a classification model based on different types of feature combinations. Metsite [30] integrated sequence spectrum and approximate structure data in a fully automatic method for the recognition of metal-binding sites using a neural network classifier. Lu et al. [31] used piecewise transformation to identify binding-site residues and developed a tool to predict metal-binding sites based on sequence and structure features in comparison with the template-based method. Zheng et al. [32] proposed a comprehensive framework for predicting zinc-binding sites by using random forests to effectively select two-stage features and remove redundancy. Ou [33] selected mixed features, such as PSSM, conservative score and ASA, and constructed a method for the prediction of metal-ion-binding sites using the RBF network.
The prediction of zinc-binding sites in proteins is considered to be a two-class problem. There are few real binding site residues and most are nonbinding site residues. The classifiers constructed by the above methods rarely consider that the prediction of zinc-binding sites is a typical imbalanced classification problem. Aiming at the imbalance of zinc-binding sites, the sampling technique was studied, and the downsampling technique was used to construct the balanced data sets in the paper. To avoid the loss of information, multiple random downsampling techniques without replacement were performed on the whole set, and a strong classifier was constructed by training multiple base classifiers combined with the integrative ensemble learning technology to further improve the prediction accuracy.
III. MATERIALS AND METHODS

A. DATASET AND BALANCED PROCESSING
There are no unified open standard data sets for the prediction of metal-binding protein sites. To evaluate the prediction model fairly and effectively, the data set (Zhao_dataset) used by most researchers in Zhao et al. [27] was chosen as the training data for the experiment. To avoid overfitting, some redundant sequences were processed, and 392 protein chains were obtained, including 2023 zinc-binding sites and 14493 non-zinc-binding sites.
To further demonstrate the correctness and robustness of the prediction method, we collected the zinc-binding protein complexes deposited in recent years from the Protein Data Bank as an independent test set. We set the following screening conditions. X-ray diffraction measurement was required, and the structure resolution was <2.5 Å. Peptide chain structures with homology higher than 70% and sequence redundancy less than 20% were removed, and then unreliable, repetitive, short and nonbinding chains were excluded. Finally, 213 protein chains were randomly selected as the independent test set (CollectedDataset), which contained 1017 zinc binding sites and 10148 nonzinc binding sites (Table 1) .
In the study, the sites that bind with zinc are called small samples, also known as negative samples; nonbinding sites are called large samples, or positive samples. All sample data sets are divided into these two types of samples. In the paper, the proportion of positive and negative samples in training data is about 1:7, and that in independent test data is about 1:10. So the zinc-binding sites prediction is a classical imbalanced-learning problem. Traditional machine learning methods are used to classify unbalanced data sets, and the classification results tend to be large class samples, which is not conducive to the correct recognition of small class samples. Previous studies tend to use under-sampling to construct a relatively balanced dataset, which will make the process lose some information from the dataset. Thus, random downsampling without replacement for large-scale samples was used in the paper to improve the prediction accuracy of imbalanced data classification. Multiple downsampling without replacement on the whole data set was adopted to prevent the loss of useful information from the large samples caused by random downsampling, combined with classifier ensemble technology to improve the prediction accuracy of zinc-binding sites in protein. Random downsampling without replacement was performed on the large samples, and the number of samples was extracted each time as the number of small samples. That is, large samples were divided into k subsets, and each subset and small samples were combined into balanced training sets D 1 , D 2 , . . . , D k . The pseudocode of the data balancing algorithm is shown in algorithm 1, and the processing framework is shown in Fig. 1 .
B. EXTRACTED AND REPRESENTATION OF FEATURES FROM PROTEIN SEQUENCE
In the prediction of protein functional sites, sequence conservation has been proven by biochemical experiments to have a good distinguishing effect. Therefore, in the prediction of zinc-binding sites, the position-specific score matrix (PSSM), conservative score (weighted observed percentages) and relative weight of gapless real matches to pseudocounts (RW-GRMTP), which can reflect relevant characteristic, were selected as inputs of the model. 
1) PSSM
Assume that the number of amino acids in a protein is N , its position-specific score matrix is denoted as P N ×20 , as shown in equation (1), and p ij indicates the possibility of the i-th amino acid mutating into the j-th amino acid. The larger the value is, the greater the possibility of the mutation in the course of evolution, and the smaller the value is, the less likely the mutation.
The sigmoid function is used to normalize each element of P in equation (2) . Then, a weighted histogram and sliding window are adopted. Let the size of the sliding window be m and the weights be W = {w 1 , w 2 , . . . , w m }. For each amino acid residue in the window, the corresponding elements in the NP matrix are weighted and accumulated. The residues at either end of the sequence are filled with 0, as shown in equation (3).
The conservative score is a 20-dimensional vector that reflects the frequency distribution of 20 commonly used amino acids at specific locations. The 20-dimensional vector is processed using formulas (4) and (5) and converted into a value.
where n j is the j-th element of the WOP vector.
3) RW-GRMTP RW-GRMTP is 2-dimensional data that reflects the number of residues aligned at the corresponding position. The sigmoid function is used for normalization.
C. ENSEMBLE OF SVM AND SAMPLE-WEIGHTED PROBABILISTIC NEURAL NETWORK
SVM (support vector machine) is a strong base classifier that can recognize most of the samples, only a few samples are not identified accurately. PNN (Probabilistic neural network) is a feedforward neural network based on Bayesian decision theory. As its simple structure, fast convergence speed, more accurate classification, it can approximate the non-linear network arbitrarily, which has been widely used in the area of biology [34] , [35] .
However, a single classifier has some bottlenecks in classification performance. Whether the positive samples are misclassified as negative samples or the negative samples are misclassified as positive samples, the losses in practical application are very large, so it is essential to improve and enhance the classification ability. To improve the accuracy of a single classifier for the prediction of zinc-binding sites, a novel classifier, which uses classifier ensemble technology to fuse the support vector machine and probabilistic neural network, is constructed according to certain strategies, considering the idea of minimum expected risk based on error classification of a probabilistic neural network.
The SVM classifier is used for training. Then according to the classification results of SVM, the samples are weighted, and the weighted probabilistic neural network model is constructed. Some samples that are easily misclassified at the boundary are called ''hard samples''. In the proposed method in this paper, the second-round neural network model mainly establishes the prediction model for the ''hard samples'' misclassified in the first-round SVM. The structure of probabilistic neural network is shown in Fig. 2 . There are four layers. The first layer is the input layer, which receives the features of protein samples. The number of input layers is the dimension of protein feature vector. The second layer is the mode layer, which receives input from the first layer. The similarity between the input eigenvector and each mode in the training set was calculated by the activation function (Here, we choose Gauss function). The number of training samples is equal to the number of neurons in the layer. The output of the j-th neuron in the i-th mode is shown in formula (6) .
where, d is the dimension of sample space, i = 1, 2, . . . , C, C is the total number of classes in the training sample, σ is the smoothing factor, whose value is ∈ [0, 1], x ij is the j-th center of the i-th class sample. The third layer is the summation layer, which connects the model layer units of each class. The weighted average of the hidden neurons belonging to the same class in the model layer is the output, and the number of neurons in this layer is the number of sample categories, as shown in formula (7) .
where, C i is the output of the i-th class, L is the number of neurons of the i-th class. The fourth layer is the output layer, which outputs the highest score in the summation layer, as in formula (8) . Five categories are set here.
The framework of the proposed method is shown in Fig. 3 . First, feature vectors are extracted from protein source data, which are balanced by using the balancing algorithm to obtain the stable balanced data set D i . Second, the basic classifier support vector machine is used to train, and the error rate is calculated according to the classification result. Then, the corresponding weights are calculated, and the samples are weighted to train the probabilistic neural network model (SWPNN, sample weighted probabilistic neural network). Finally, the classification results of the support vector machine and probabilistic neural network model are fused, and the corresponding weights are calculated. The ultimate classification model SSWPNN, which integrates SVM and SWPNN, is the output. For all data sets, the established integration model is used for prediction, and different classification results are obtained. These results are weighted and integrated to determine whether a site is a zinc-binding site. The prediction process of the proposed new classifier is shown in Fig. 4 .
Let the whole data set be D, D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )}, x i ∈ X , where X represents the class domain instance space of the classification problem, y i ∈ {1, −1}, i = 1, 2, . . . n, and n is the number of samples. The specific process is as follows:
Step 1: Train the SVM classifiers on diverse individual balanced subsets.
The base classifier SVM is used to train on the k diverse individual balanced subsets, and 5-fold cross-validation is used on each balanced subset. The k base classifier models are C svm_j , j = 1, . . . , k. The predicted results are C svm_j (x). The error rate of prediction is recorded as e j , and the weight of importance degree of the classification model is α j , as in formulas (9) and (10) . At the same time, the weights of the training data are initialized, and each training sample is given the same weights of 1/n. In formula (9), w mi is the weight, and its initial value is set to 1/n, that is, w 1 = (w 11 , w 12 , . . . , w 1n ), where w 1i = 1/n; i = 1, 2, . . . , n; m = 1, 2. 
Step 2: Calculate the weights of current samples using formula (11) and normalize them.
After the prediction by the first round of base classifier SVM, if a sample is classified correctly, its weight will be reduced in the next round of prediction; on the contrary, if a sample is classified incorrectly, its weight will be increased in the next round of prediction. The sample weighted function is shown in formula (11) .
Step 3: Train the sample-weighted probabilistic neural network SWPNN predictor.
The protein feature data are weighted by the sample weights calculated in Step 2. The weighted sample data are used as the input of the probabilistic neural network model, which is used for prediction. The proposed method is recorded as SWPNN, and the prediction result is SWPNN (x).
Step 4: Combine the base classification model SVM and the sample-weighted SWPNN into an ensemble.
Based on the base classifier SVM and probabilistic neural network, a new synthetic method called SSWPNN is presented as the ensemble of SVM and sample-weighted probabilistic neural network, namely, SSWPNN = {SVM, SWPNN, kernelopt, spread, f}, where kernelopt, spread are the parameters of classifiers SVM and SWPNN, and the definition of f is shown in formula (12) . Additionally, the corresponding weight β j (the weight of the basic classifier in the final classifier) is calculated according to the error rate.
where δ is the threshold, and C svm_j (x) and SWPNN (x) are the classification results of the classifiers SVM and SWPNN, respectively. If their values are greater than 0, the prediction is a positive-class sample. Alternatively, the prediction is a negative-class sample. If the value of SVM(X ) is positive and relatively small, that is, less than threshold δ, and the prediction of SWPNN (X ) is negative, the final integrated prediction result is negative. In other cases, the decision of SVM(X ) is the final judgment.
Step 5: The integrated model SSWPNN in Step 4 is used to predict the entire data set, that is, different balanced subsets. Then different classification results are obtained. Finally, the results are weighted and integrated, as shown in formula (13) .
D. PERFORMANCE EVALUATION METRICS
To better and more fairly evaluate the performance of the prediction method, the following evaluation indexes are used to evaluate our method. 
Recall
where, TP (True Positive, if Y is positive and N is negative, then TP can be expressed as Y− >Y) means that the original is a positive sample, and the prediction is also a positive sample. TN (True Negative, N− >N) means that the original is a negative sample, and the prediction is also a negative sample. FP (False Positive, N− >Y) means that the original is a negative sample, and the prediction is a positive sample. FN (False Negative, Y− >N) means that the original is a positive sample, and the prediction is a negative sample.
IV. RESULTS AND DISCUSSION
A. SELECTION OF PARAMETERS
The main parameters of the proposed method are as follows: kernelopt, the kernel parameter of the classifier SVM; spread, the network diffusion speed of the classifier SWPNN and the threshold δ; the sliding window w and the weight W . The Zhao_dataset in the experiment is divided into eight balanced data sets. Five-folding cross validation is used on each balanced data set, and the average results of five rounds of experiments are taken as the final results. By using crossvalidation on the training set, the parameters that maximize MCC are selected. After many experiments, the parameters are finally determined: δ is 0.5, kernelopt is 3.3, spread is 0.1, w is 13, and the weight of the residue in the window center is 2/3. The weights of the other residues in the window are taken to be 1/36. 
B. PERFORMANCE ANALYSIS OF SSWPNN
The zinc-binding sites in the protein were predicted by the SSWPNN proposed in this paper. The prediction results were compared with those of the composition classifiers SVM and PNN. The values of the performance evaluation indexes are shown in Table 2 . MCC, F-measure, Precision and Specificity are improved by 3%-5%, 1%-2%, 2%-6%, and 2%-7%, respectively. Accuracy is also improved, but Recall is slightly lower than that of the component classifier. On the whole, the performance of the proposed method is better than that of its component classifiers. 
C. IMPORTANCE ANALYSIS OF THE FEATURES
In this paper, 23 feature vectors are selected as the input of the classifier, and the importance of these features is analyzed based on the indexes MCC andF-measure. SSWPNN predicts the zinc-binding sites based on all 23 features, in which the performance indexes MCC and F-measure are recorded as MCC * and F-measure * . When one of the features is reduced, the values of MCC and F-measure are recorded as MCC f and F-measure f . The score of the model is defined as in formula (20) by combining the two indexes, which is used to measure the importance of the features.
AllFeatures23 denotes the case of selecting 23 features, which is marked in yellow. PSSM20Del denotes the twenty different cases when any column of the feature of PSSM is removed, which are marked in blue. WOPRWGRMTPDel denotes the three different cases when WOP and any column of RW-GRMTP are removed, which are marked in green. Features3Del denotes the cases when any feature of PSSM, WOP and RWGMTP is removed, which are marked in red. From the ranking of the scores in Fig. 5 , it can be seen that the removal of any one of the 20-dimensional vectors in the PSSM has little effect on the results, but the removal of the whole PSSM has a great impact. The removal of one or all feature values from the two-dimensional RWGMTP also had a certain impact. Therefore, it can be inferred that the features PSSM and RWGMTP provide strong discrimination for the identification of zinc-binding sites in protein, but WOP has little distinguishability for the prediction.
D. COMPARED WITH OTHER METHODS
The method presented in this paper is compared with the meta-zincPrediction proposed by the author before and three other methods, ZincExplorer, zincFinder and zincPred. The values of the performance indexes are shown in Table 3 . The MCC of SSWPNN is slightly worse than meta-zincPrediction and Bayes_Zinc, but it is nearly 2%, 4% and 10% higher than ZincExplorer, zincFinder and zincPred, respectively. The F-measureof our method is increased by nearly 7%-16%, the Precision is increased by 6%-11%, and the Recall is increased by 6%-12%. The performance indexes are compared as shown in Fig. 6 .
E. PERFORMANCE ANALYSIS AND INDIVIDUAL BINDING RESIDUE
To further illustrate the performance of the proposed method for each site residue, the predictive performance on four types of residue, CHED, was analyzed and compared with that of four other classical methods (meta-zincPrediction, ZincExplorer, zincFinder and zincPred). For residue C, the performance index Precision was increased by approximately 3%, 9%, 4% and 4%, Recall was increased by 6%-13%, and F-measure was increased by 5%-9%, but MCC was slightly lower than for the other four methods. For residue H, the performance index Precision was increased by approximately 16%-34% compared with the other four methods, Recall was increased by 20%-28%, F-measure was increased by 18%-30%, and the MCC was slightly lower than for the other four methods. For residues E and D, the values of the performance indexes were not greatly improved because of their small number. The values of the performance indexes for the four classical methods are determined based on the maximized MCC and F1-measure. Thus, the prediction ability of the proposed method for the four types of residues is better than that of the other four methods in general. The analysis curves of these methods for the prediction performance of the four residues are shown in Fig. 7, where (a) is the analysis of prediction performance for residue C, (b) is the analysis of prediction performance for residue H, (c) is the analysis of prediction performance for residue E, and (d) is the analysis of prediction performance for residue D.
F. PERFORMANCE ANALYSIS ON AN INDEPENDENT TEST SET
To further fully demonstrate the robustness and generalization of the tools proposed in the paper, we tested them on the independent test set CollectedDataset. The results are compared with those of the other four methods: meta-zincPrediction, ZincExplorer, zincFinder, and zincPred, which are shown in Table 4 and Fig. 8 . Table 4 shows that the MCC of the proposed method SSWPNN is increased by 3%, 6%, 12% and 14%, respectively. F-measure is improved by 16%, 17%, 26%, and 25%, respectively. The Precision is increased by 12%, 19%, 12%, and 28% and the Recall is increased by 19%, 15%, 31%, and 22% compared with those of the other four methods.
To further verify the prediction ability of the proposed method for each type of binding-sites on the independent test set CollectedDataset, we analyzed and compared the performance of our method with those of the other four classical methods, meta-zincPrediction, ZincExplorer, zincFinder, zincPred, for four types of residues CHED. For residue C, the Precision of our method was improved by approximately 8%, 16%, 12% and 12%, the Recall was increased by 13%-19%, the F-measure was increased by 11%-16%, and the MCCwas a slightly lower than for the other four methods. For residue H, the Precision, Recall and F-measureof our method were improved by 9%-37%, 25%-36% and 24%-33%, respectively. MCC was slightly higher than that of meta-zincPrediction, zincFinder, and zincPred, and slightly lower than that of ZincExplorer. For residue E, the Precision, Recall, F-measure and MCC of our method were improved by 30% -72%, 2% -9%, 11% -18% and 9% -23%, respectively, compared with those of the other four methods. For residue D, the Precisionof our method was improved by approximately 1%-34% compared with that of the other four methods. The Recall was similar to that of meta-zincPrediction, which was 4%-13% higher than those of ZincExplorer, zincFinder and zincPred. The F-measure was increased by 2%-15% compared with those of the other four methods. MCC was slightly lower than those of meta-zincPrediction and ZincExplorer but 6%-11% higher than those of zincFinder and zincPred. The performance values of the four classic methods meta-zincPrediction, ZincExplorer, zincFinder, and zincPred were determined based on maximizing MCC and F-measure. Thus, the prediction ability of our method for the four kinds of residues on the independent test set was better than that of the other four methods. The analysis curves of these methods for the prediction performance of the four residues on the CollectedDataset are shown in Fig. 9 , where (a) is the analysis of prediction performance for residue C, (b) is the analysis of prediction performance for residue H, (c) is the analysis of prediction performance for residue E, and (d) is the analysis of prediction performance for residue D.
V. CONCLUSION
In this paper, to address the imbalance of zinc-binding sites in proteins, a novel method based on the support vector machine (SVM) and sample-weighted probabilistic neural network (SPNN) is proposed by using downsampling and classifier ensemble technology. First, the sample data set is balanced by a random downsampling technique; the support vector machine is used as the base classifier for training. Then, the sample weight is calculated, and a weight-based probabilistic neural network model is constructed. Experiments on the training set showed that the new method is better than four other classical methods in predicting the zinc-binding sites in proteins for the four types of residues. Additionally, for any of the four types of residues, the overall prediction effect is very good. Finally, the test was performed on an independent test set collected by the authors in recent years. The new proposed method is better than other predictors not only for all four types of residues, but also for any type of residue. 
