We study the "periodic homogenization" for a class of linear nonlocal partial differential equations of parabolic-type with rapidly oscillating coefficients, associated to stochastic differential equations driven by multiplicative isotropic α-stable Lévy noise for 1 < α < 2. Our homogenization method is probabilistic. It turns out that, under some weak regularity assumptions, the limit of the solutions satisfies a nonlocal partial differential equation with constant coefficients, associated to a symmetric α-stable Lévy process.
Introduction
The goal of this paper is to study the limit behavior, as → 0, of the solution u : R d → R of the following nonlocal partial differential equation (PDE) of parabolic-type, 
where ν α (dy) := dy |y| d+α . In this paper, we use Einstein's convention that the repeated indices in a product will be summed automatically.
For notational simplicity, we introduce the linear operator A σ,α defined by The original probabilistic approach to the homogenization of local linear second order parabolic partial differential operators is presented in [5, Chapter 3] , which is based on the ergodic theorem, the Feynman-Kac formula and the functional central limit theorem. They applied a technique of removing the singular drift, which is now known as Zvonkin's transform, appeared originally in [34] . By now, there are lots of literature concerning the homogenization of second order local PDEs, i.e., the case of replacing the operator A σ ,ν α in (1.3) by a second order partial differential operator with singular coefficients. Two different scales of spatial variables involved in the coefficients have been considered in [4] , by using the nonlinear Feynman-Kac formula in the context of backward stochastic differential equations (SDEs). In [22] , the authors allowed the singular coefficients to be time-dependent and rapidly oscillating in time with a different scale in contrast to the spatial variable. The paper [12] dealt with the case when the second order coefficient matrix can be degenerate, using the existence of a spectral gap and Malliavin's calculus. The work in this paper is highly motivated by [12, 21] .
There are also some literature for the homogenization of nonlocal PDEs or SDEs with jumps involved. We refer the reader to [2, 25, 31] for the periodic homogenization results of some kinds of nonlocal operators involving stable-like terms or convolution type kernels. The methods used in these papers are all analytic. The probabilistic study of homogenization of periodic stable-like processes in pure jump or jump-diffusion case can be found in [9, 29] . The homogenization in random medium is slightly different from the periodic case, see [28] for related results for jump-diffusion processes in random medium.
In paper [10] , the author considered the homogenization of SDEs driven by multiplicative stable processes, where the multiplicative coefficient σ is linear in the second variable in the sense that σ(x, y) = σ 0 (x)y, with σ 0 three-times continuously differentiable. In the present paper, we generalize his results to the general multiplicative case, and the coefficients only need to possess some Hölder or Lipschitz continuity. This will give rise to several difficulties both in analytic and probabilistic aspects. We also use the homogenization results of SDEs to study the homogenization of the nonlocal PDEs with singular coefficients involved.
We denote by C k (C 
In the sequel, the torus 
. By B r we means the open ball in R d centering at the origin with radius r > 0, we shall omit the subscript when the radius is one. The capital letter C denotes a finite positive constant whose value may vary from line to line. We also use the notation C(· · · ) to emphasize the dependence on the quantities appearing in the parentheses.
Preliminaries and general assumptions
Let (Ω, F, P, {F t } t≥0 ) be a filtered probability space endowed with a Poisson random measure N α on (R d \{0})×R + with jump intensity measure ν α (dy) = dy |y| d+α , where 1 < α < 2. Denote byÑ the associated compensated Poisson random measure, that is,Ñ α (dy, ds) := N α (dy, ds) − ν α (dy)ds. We assume that the filtration {F t } t≥0 satisfies the usual conditions. Let L α = {L α t } t≥0 be a d-dimensional isotropic α-stable Lévy process given by
yN (dy, ds).
or more precisely,
where the coefficients b, c, σ(·, y) are periodic, for each y ∈ R d , of periodic one in each component. The shorthand notation for the stochastic differential term in (2.1) is due to [19] .
It is easy to check that
where {L
} by virtue of the selfsimilarity. We shall also consider the "limit" equation, namely
For notational simplicity, we shall allow the parameter to be zero inX x, to includeX x , i.e.,X x,0 :=X x . In the sequel, we will regard the solutionsX x, ,X x of (2.2) and (2.3) as T d -valued processes, by mapping all trajectories of the processes on R d to the torus T d , via the canonical quotient map π :
Then the periodicity of the coefficients implies thatX x, and X are well-defined stochastic processes on T d . Now we list some general assumptions for the nonlocal PDE (1.1) and the SDE (2.1). All these assumptions are assumed to hold in the sequel unless otherwise specified. The functions g and u 0 are both continuous.
Assumption H3. The function σ :
There exists a constant C > 0, such that for any
. Bounded inverse Jacobian. The Jacobian matrix with respect to the second variable ∇ y σ(x, y) is non-degenerate for all x, y ∈ R d , and there exists a constant C > 0 such that
. Growth condition. There exists a positive bounded function φ :
Remark 2.1. Some comments on our assumptions will be helpful: (1) . As mentioned in the end of the introduction, b, c, e, g, u 0 and the function x → σ(x, y), for every y ∈ R d , can be regarded as functions on T d , and we have b, c, e
, under Assumptions H1 and H2. (2) . Both the oddness and the growth condition in Assumption H3 imply that σ(·, 0) ≡ 0.
(3). The bounded inverse Jacobian condition implies that |∇ y σ| ≥ C −1 . Since by Hadamard's inequality (see, for instance, [30] ),
(4). The growth condition implies that for any γ > α, we have
This ensures that we can apply Itô's formula to f (X
. By virtue of the oddness condition in Assumption H3 and the symmetry of the jump intensity measure ν α , for any
Consequently we can rewrite the operator A σ,ν α in (1.2) as 6) where the kernel {ν
Moreover, for any γ > α, the growth condition in Assumption H3 implies that
Remark 2.2. The special case σ(x, y) = σ 0 (x)y with certain σ 0 is considered in [10] , where the author assumed the function σ 0 :
is periodic and of class C 3 . In our context, Assumption H3 amounts to saying that
Since these imply the regularity condition immediately, the bounded inverse Jacobian and growth conditions are fulfilled by continuity and periodicity, together with the observation
The oddness condition is trivial in this case.
We will need some regularities for the 'partial' inverse of σ. For a function F :
Then the regularity and growth conditions in Assumption H3 imply that the
Proof. Fix x ∈ R d . Since the function y → σ(x, y) is of class C 2 , by the bounded inverse Jacobian condition in Assumption H3, together with Hadamard's global inverse function theorem (see [18, Theorem 6 
The periodicity is obvious. Now using the bounded inverse Jacobian condition, the Jacobian matrix of τ (x, z) with respect to z satisfies |∇ z τ (x, z)| ≤ C, for all x, z ∈ R d . Then by the growth condition and regularity condition, the second assertion follows from the following derivation,
Remark 2.4. In the case σ(x, y) = σ 0 (x)y, the Jacobian of τ (x, z) with respect to z is
Lipschitz, which is a direct consequence of (2.9). Now by (2.7),
If we let
Using the growth condition, we also find that for all 
In particular, the kernel ν σ,α is comparable to the jump intensity measure of an isotropic α-stable process.
Remark 2.6. Thanks to Proposition 2.5, the general assumptions in [3, 16] are satisfied. Thus, the regularity results and heat kernel estimates therein are available in our context. Actually, these two papers only need that
) for some 0 < γ < 1, this is the case by virtue of the natural embedding C 1− ⊂ C γ . Note that [3] also needs α + β not to be an integer, this can be fulfilled by choosing an appropriate β.
Nonlocal Poisson equation with zeroth-order term
As mentioned in the introduction, we will apply Zvonkin's transform to study the homogenization of SDEs and nonlocal PDEs. Before that, we shall investigate the strong well-posedness of the SDEs presented in the previous section, and Zvonkin's transform will also play an important role in this step (see next section). The key is to consider the following nonlocal Poisson equation with zeroth-order term,
where κ > 0, and L α is the linear integro-partial differential operator given by
which may be regarded as the infinitesimal generator of the solution processX of (2.3) once we prove its well-posedness in the next section.
Well-posedness of nonlocal Possoin equation
We first revisit the maximum principle and the solvability of Poisson equations with zeroth-order term studied in [26] . In this subsection we always assume that Assumptions H2, H3 and H4 are in force.
Proof. Note that the nonlocal operator A σ,ν α can be rewritten in the form (2.6).
Then by (2.8), there exists a constant C > 0 such that
Based on this estimate, the rest of the proof is exactly the same as that of [26, Proposition 3.2] , even though it is set up with σ(·, y) ≡ y there.
Now we investigate the solvability of the Poisson equation with a zeroth-order term involved. The results generalize the Schauder estimates in [26] to the anisotropic nonlocal case.
Proof. 
We consider the family of equations:
We can also rewrite the nonlocal term in L θ into the form (2.6), with the kernel given by
Then the a priori estimate (3.4) also holds for u θ (cf. Remark 2.6). As a result, the operator L θ can be considered as a bounded linear operator from the Banach space C α+β b
which is the case considered in [26] , and
is then equivalent to the invertibility of the operator L θ . We can see from the proof of Proposition 3.1 that u θ 0 ≤ C f 0 . Then together with the estimate (3.4) for u θ , we have the bound
with the constant C being independent of θ. Since, as discussed in [26] , the operator
, the method of continuity is applicable and the result follows.
Remark 3.3. If we take the periodicity assumption H1 into account, then we can slightly strengthen the conclusions in Theorem 3.2. That is, if f ∈ C β (T d ), then the unique solution of (3.1) is of class C α+β (T d ).
Feller property
In this subsection, we will study further the operator L α . It turns out that it is the generator of a Feller semigroup. As a corollary, the solution of equation (3.1) can be represented in terms of a semigroup, and satisfies a finer estimate. All these results will be used in the next section.
, is closable and dissipative, its closure generates a Feller semigroup
Proof. Similar to (3.3), one can find that for u ∈ C α+β (T d ),
Combining this with (2.4), a straightforward application of the dominated convergence theorem yields that
Therefore, the operator
is a densely defined unbounded operator on C(T d ). Now Proposition 3.1 implies that for any κ > 0 and
satisfies the positive maximum principle, due to the equivalent form (2.6) of A σ,ν α and Courrège's theorem (see [14, Corollary 4.5.14] ). Now the final assertion follows form the celebrate Hille-Yosida-Ray Theorem (see, for instance, [7, Theorem 4 
.2.2]).
Let us recall the notion of martingale problem (see [7, Section 4.3 
]). First recall that
is the space of all T d -valued càdlàg functions on R + , equipped with the Skorokhod topology. Let w t (ω) = ω(t), ω ∈ D, be the coordinate process on (D, B(D)), and {F w t } t≥0 := σ(w s : 0 ≤ s ≤ t) be the canonical filtration. Given a probability measure ν on T d , we say that a probability measure
Theorem 3.5. For every x ∈ T d , the martingale problem for (L α , δ x ) has a unique solution P
x . Moreover, the coordinate process {w t } t≥0 is a Feller process with generator being the closure of (L α , C α+β (T d )), and has a jointly continuous transition probability density p(t; x, y), i.e., P x (w t ∈ A) = A p(t; x, y)dy, A ∈ B(T d ), which satisfies the following estimates
Proof. The existence of solution of the martingale problem is in [20, Proposition 3] 
and the following gradient estimate holds
Corollary 3.7. For any κ > 0 and f ∈ C β (T d ), the unique solution u κ of equation (3.1) admits the representation
where {P t } t≥0 is the Feller semigroup generated by the closure of L α , and the integral on the right hand side converges. Moreover, there exists a constant C > 0 independent of u, f, b, κ such that κ u κ 0 + κ
where the limit is taken in (C(T d ), · 0 ). The representation (3.7) then follows. Now thanks to the gradient estimate (3.6) and representation (3.7), the estimate (3. In the next section, we will remove the large jumps from the SDEs and study their well-posedness by Zvonkin's transform. Thus we consider the following operator
We have the following regularity result for L α, .
Corollary 3.8. There exists a constant κ * > 0 such that for any κ > κ * and f ∈ C β (T d
In addition, there exists a constant C > 0 independent of u, f, b, κ, such that for any κ > κ * ,
Proof. To obtain the a priori estimate (3.11), we rewrite the equation (3.10) in the form
The estimate (3.8) implies that
Then (3.11) follows by choosing κ * = 2Cν α (B c ). Now define a family of operators by
The well-posedness of equation (3.10) follows from the method of continuity and the a priori estimate (3.11), just as in the proof of Theorem 3.2.
SDEs with multiplicative stable Lévy noise
The goal of this section is to study the strong well-posedness of SDEs (2.2) and (2.3), as well as the ergodic properties of the solution processesX
x, for each > 0. As corollaries, we also obtain the Feynman-Kac formula and the well-posedness of nonlocal Poisson equation without zeroth-order term, which will be used to study homogenization in the next two sections.
Strong well-posedness of SDEs
We only consider the strong well-posedness for SDE (2.3) since (2.2) has the same form. The key is to reduce the SDE (2.3), whose coefficients have low regularity, to an SDE with Lipschitz coefficients by using Zvonkin's transform.
For κ > κ * , letb κ ∈ C α+β (T d ) be the solution of
where L α, is the operator in (3.9). The existence and uniqueness of solutionb κ is ensured by Corollary 3.8. Define a map Φ κ :
Then Φ κ is of class C α+β . Moreover, we have Lemma 4.1. For κ > 0 large enough, the map Φ κ :
κ is also of class C α+β .
Proof. By the estimate in Corollary 3.8, we have
. Thus
i.e., Φ κ is bi-Lipschitz. In particular, Φ κ is a C 1 -diffeomorphism. Moreover,
κ , where the matrix inverse map Inv :
We arrive at the second conclusion of the lemma by applying [8, Proposition 1.2.7].
To solve SDE (2.3), by a standard interlacing technique (cf. [1, Section 6.5]), it suffices to solve the following SDE with no jumps greater than one:
Now fix κ > 0 large enough such that the conclusions in Lemma 4.1 hold. We introduce Zvonkin's transformX
Then by applying Itô's formula, we havẽ
where Proof. By the above argument, we only need to show that SDE (4.1) admits a unique strong solution.
Note that for γ ∈ (0, 1),
the proof can be found in [3, Theorem 5.1.(c)]. Then for any
where we have used the regularity condition for σ in Assumption H3, and φ is the positive bounded function in the growth condition in that assumption. Noting that 2(α + β − 1) > α by Assumption H2, we arrive at
In addition, it is obvious that
Now the strong well-posedness of SDE (4.1) follows from the classical result [13, Theorem 4.9.1]. The proof is complete.
Corollary 4.3. The solution processX
x is a Feller process with generator being the closure of (L α , C α+β (T d )). In particular,X x is a strong Markov process.
Proof. By applying Itô's formula, it is easy to see
It is easy to see thatX x has càdlàg paths almost surely. Let PXx := P •X x be the pushforward probability measure ofX x on (D, B(D)), then PXx is a solution of martingale problem for (L α , δ x ). By Theorem 3.5, we find that PXx = P x , the Feller property follows. The strong Markov property follows from [27, Theorem III.3.1].
Remark 4.4. The Feller semigroup {P t } t≥0 in Theorem 3.4 is the semigroup associated with the solution processX
x , that is,
As a consequence of the Feller property, we can obtain the well-posedness of the parabolic nonlocal PDE and the corresponding Feynman-Kac representation. See [23] for the classical version for second order PDE. 
admits a unique mild solution in the sense that
Moreover, the unique solution has the following Feynman-Kac representation
Proof. Choose G > 0 large enough such that g 0 < G. Define
Then by an argument similar to that used in [1, Section 6.7.2], one can show that {P g t } t≥0 is a Feller semigroup with generator being the closure of (
. Now applying the classic result [6, Proposition II.6.4] in the theory of C 0 -semigroups, we conclude that the parabolic nonlocal PDE admits a unique mild solution, which can be given by the orbit map u(t) = e Gt P g t u 0 . The desired conclusions follow immediately.
Ergodicity
Now we deal with the ergodicity of SDEs. By the above discussion, for every > 0, SDE (2.2) also admits a unique strong solutionX
x, which is a T d -valued Feller process. Denote by p (t; x, y) the transition probability density ofX x, , by {P t } t≥0 the associated Feller semigroup. Proposition 4.6. For each ≥ 0, the processX x, possesses a unique invariant distribution µ on T d . Moreover, there exist positive constants C and ρ such that for any periodic bounded Borel function f on R n (i.e., f is Borel bounded on T d ),
for every t ≥ 0.
Proof. Thanks to the Doeblin-type result presented in [5, Theorem 3.3.1] , it is enough to ensure that the transition probability density p (t; x, y) is bounded from below by a positive constant (cf. [10, Proposition 1]), which follows immediately from the density estimates in Theorem 3.5.
Denote by µ = µ 0 the invariant probability measure for the limit processX 
in probability, as → 0.
Proof. For > 0, 0 ≤ s < t, letf be a bounded measurable function on T d satisfying
The rest of the proof is similar to that of [ 
Before that, we need some lemmas.
Lemma 4.9. The restrictions {P
Proof. Since µ is invariant with respect to {P t } t≥0 , for any f ∈ C µ (T d ) and t ≥ 0, we have Proof. Since f is centered with respect to µ, by Proposition 4.6 we have
Note the fact that µ is invariant with respect to {P t } t≥0 . Then combining (4.4) and the representation (3.7), a straightforward application of Fibini's theorem implies that
That is, u κ is also centered with respect to µ.
The following theorem will solve the well-posedness of equation (4.3), which is more general than the results in [10, Proposition 3]. We formulate it as follows, referring to [24, Theorem 1] for the classical version for second order partial differential operators. 
, then u must have the representation (4.6), this also implies the uniqueness. By the exponential ergodicity result in Proposition 4.6, we have P µ t f 0 ≤ C f 0 e −ρt for any f ∈ C µ (T d ) and t ≥ 0. This yields that, using [6, Theorem II.1.10.(ii)] as in the proof of Corollary 3.7, the set {z ∈ C|Rez > −ρ} is contained in the resolvent set of L 
Furthermore, by virtue of Proposition 3.1 and the energy estimate (3.4), together with the compact embedding
Consider then the equation
Then the Fredholm alternative (see [11, Section 5.3] ) implies that the equation (4.7) always has a unique solution u ∈ C β µ (T d ) provided the homogeneous equation u − κ 0 R κ 0 u = 0 has only the trivial solution u = 0.
To rephase these statements in terms of the Poisson equation (4.3), we observe first that since
Thus, the solutions of (4.7) are in one-to-one correspondence with the solutions of the Poisson equation ( 
On the other hand, we have µ ∈ Ker(L α, * ) since µ is the invariant measure with respect to {P t } t≥0 . Thus a necessary condition for the existence of (4.3) is µ, f = 0, regarding µ as an element in the dual space of C(T d ).
Homogenization of SDEs
The aim of this section is to show the homogenization result of the solutions X x, of SDEs (2.1). It is quite natural to get rid of the drift term involving 1 α−1 in (2.1). For this purpose, we again use Zvonkin's transform,
whereb is the solution of the Poisson equation
with the linear operator L α given by (3.2) . Note that the transform here is slightly different from that used in Section 4. Due to Theorem 4.11,b ∈ C α+β µ (T d ) is uniquely determined under the following assumption.
Assumption H5. The functions b and e satisfy the centering condition,
Note that this Assumption is quite natural in the homogenization problems and the reader can also find it in [5, 12, 21] . To prove the homogenization results of SDEs and nonlocal PDEs, we need the following scaling condition for the coefficient σ.
Assumption H6. The function σ satisfies that
In the case σ(x, y) = σ 0 (x)y, Assumption H6 holds automatically. We will let Assumptions H5 and H6 hold true in this and next section. We also need an elementary lemma. The proof is very similar to (3.3) and shall be omitted.
Now we are in a position to study the homogenization of SDEs with multiplicative stable noise.
Theorem 5.2. In the sense of weak convergence on the space D, we have that, and {L t } t≥0 is a symmetric α-stable Lévy processes with jump intensity measure
Proof. Sinceb is bounded, the theorem will follow if we prove thatX
By applying Itô's formula, and note thatb ∈ C 
By the same argument as in (2.5), we have B 5+6 ≡ 0. Then the theorem is a consequence of the functional central limit theorem in [15, Theorem VIII.2.17] and the following lemma.
Lemma 5.3. For any t ∈ R + , and any bounded continuous function f : R d → R which vanishes in a neighbourhood of the origin, the following convergences hold in probability P when → 0:
where B and Π are defined in (5.4) and (5.5), respectively.
Proof. (i). By Theorem 4.8, the convergence in probability of the first integral is immediate,
. By the oddness condition in Assumption H3,
Then we have
where I 1 and I 2 are the two integral terms in the second equality. By the boundness ofb and the bounded convergence theorem, I 2 go to zero as → 0. It follows from Lemma 5.1 and the scaling condition in Assumption H3 that
(iii) and (iv). Since the stochastic integral of Ξ with respect toÑ α is definable, the third characteristic of Λ 4 satisfies that 
which goes to zero almost surely as → 0 by the boundness ofb and the dominated convergence theorem, and (iv) follows.
For B 4 , we have the estimate
By (iv) and a usual approximation procedure, J 2 goes to zero surely as → 0. For J 1 ,
By the growth condition in Assumption H3,
Then (iii) follows from these estimates and Theorem 4.8.
(v). It follows from Theorem 4.8 that,
where the convergence is in probability.
Homogenization of linear nonlocal PDEs
Define
Thanks to Theorem 4.5, the nonlocal PDE (1.1) has a unique mild solution, which is given by the Feynman-Kac formula,
Similar toX x, , we defineŶ 
Then in the same way as the proof of Theorem 5.2, we have the convergence of Y .
Lemma 6.1. In the sense of weak convergence on the space D, both Y andŶ converge in distribution to a deterministic path y(t) = Et as → 0, where the homogenized coefficient E is given by
Now we are in the position to prove the main result of this section. Sinceb andê are bounded on R d , u has the same limit behavior witĥ Proof. We only need to showû (t, x) → u(t, x), → 0 for any t ≥ 0, x ∈ R d . For the convenience of notation, we shall write Λ 1 (c, g) t , Λ 2 (ê, A σ,ν α ) t , Λ 3 (ê, A σ ,ν α ) t , Λ 4 (ê,Ñ α ) t as Λ 1 (t), Λ 2 (t), Λ 3 (t), Λ 4 (t), respectively. We fix a t ∈ R + . Firstly, we prove the uniform integrability of the set {e Λ 4 (t) |0 < ≤ 1} for each t ∈ R + . This follows by proving that it is uniformly bounded in L 2 (Ω, P). Denoting the integrand in Λ 4 Thus,
By Grönwall's inequality, the uniform boundness of {e Λ 4 (t) |0 < ≤ 1} in L 2 (Ω, P) follows. Secondly, the proof of Lemma 5.3 shows that the set {Λ 3 (t) − Λ 2 (t)|0 < ≤ 1} is bounded. The set {Λ 1 (t)|0 < ≤ 1} is bounded by virtue of the boundness of c, g andê. Also since u 0 is periodic and continuous, {u 0 (X t )|0 < ≤ 1} is bounded. Thus, the set {u 0 (X x, t ) exp(Ŷ t )|0 < ≤ 1} is uniformly integrable.
Finally, we pass to the limit. It is easy to see that eŶ t → e y(t) in probability as → 0 (by, for instance, [32, Theorem 2.7.(iii)]). Then for any subsequence { n } → 0, there exists a subsubsequence { n k } → 0 such that eŶ By the boundness of u 0 , we know the set {u 0 (X x, t )[exp(Ŷ t ) − exp(y(t))]|0 < ≤ 1} is also uniformly integrable. Then for any δ > 0, there exist ρ 0 > 0 and N 0 ∈ F with P(N 0 ) ≤ ρ 0 , such that E u 0 (X t ) eŶ t − e y(t) 1 N 0 < δ. (6.7)
Now along the sequence { n k }, we combining (6.6) with (6.7) to get
To summarize these together, for any subsequence { n } → 0, there exists a subsubsequence { n k } → 0 such that E u 0 (X n k t ) eŶ n k t − e y(t) → 0, k → ∞, which implies that the convergence holds on the whole line 0 < ≤ 1. On the other hand, by Theorem 5.2, we know that E|u 0 (X t ) − u 0 (X t )| → 0 as → 0. The result (6.5) follows immediately.
Remark 6.3. We close this section by some comments for the proof of Theorem 6.2. In [21] , the author applied Girsanov's transform to get rid of the stochastic integral term involved in Y , since this term may not possess the uniformly integrability. While in our case, since the stochastic integral term in Y t has an infinitesimal integrand Γ (s, y), the uniform integrability of {exp(Ŷ t )|0 < ≤ 1} is easier to treat.
