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1. INTRODUCCIÓN 
 
La producción de energía eléctrica mundial no cesa de aumentar, si bien ha 
experimentado una desaceleración en los últimos dos años (Figura 1). La mayoría 
de esta energía eléctrica es transportada mediante las redes de distribución 
eléctricas desde el lugar de producción hasta el lugar de consumo. 
 
 
Figura 1. Producción de energía eléctrica mundial [1]. 
 
Sin embargo, hay lugares, debido a que el pequeño consumo no lo justifica o 
cuando la extensión de dichas redes es demasiado costosa (ya que son zonas 
remotas o existen limitaciones geográficas para los trazados), donde estas redes 
de distribución no llegan. En estos casos, la alternativa a la red eléctrica es 
generar “in situ” la propia energía eléctrica que ha de ser consumida. Este tipo de 
sistemas son los llamados sistemas aislados. 
 
La solución más habitual hasta hace unos años era satisfacer la demanda 
eléctrica en estos emplazamientos aislados mediante sistemas basados en 
grupos generadores de corriente alterna. Normalmente, y sobre todo a partir de 
cierta potencia, los motores se suelen alimentar con combustible diésel. 
 
Pero la inestabilidad del precio de los combustibles fósiles (normalmente en 
aumento), unido a la necesidad creciente de generar energía de forma limpia y 
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sostenible, hizo que se orientaran estos sistemas hacia las energías renovables. 
La mejora de las distintas tecnologías relacionadas con estas fuentes de energía 
y el descenso de los costes de generación (principalmente de energía fotovoltaica 
y eólica) ha hecho que desde hace algunos años haya sido una solución muy 
demanda para satisfacer el consumo energético en muchos lugares aislados. En 
la siguiente figura se muestra el crecimiento y proyección de la generación de 
energía eléctrica mediante fuentes renovables. 
 
 
Figura 2. Generación de energía eléctrica mundial mediante fuentes renovables, en miles 
de TWh [2]. 
 
El principal problema de los sistemas basados exclusivamente en un tipo de 
energía renovable es la variabilidad de la climatología y por lo tanto su carácter 
intermitente. Ello hace que si se quiere asegurar el suministro, se deba 
sobredimensionar el sistema de generación, o el sistema de almacenamiento, o 
ambos; lo que incurre en un encarecimiento global de la instalación. 
 
Una solución al problema anterior son los sistemas híbridos de energías 
renovables. Estos sistemas de generación emplean dos o más fuentes diferentes 
de energía para transformarla en energía eléctrica. Gracias a ello, se consigue 
aumentar la fiabilidad del suministro eléctrico, al estar basado en más de una 
fuente de energía. Además, al ser sistemas más fiables, se puede disminuir la 
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capacidad del necesario sistema de almacenamiento de energía (normalmente un 
banco de baterías de tipo plomo-ácido). 
 
Sin embargo, la tendencia actual, en sistemas de cierta envergadura, es la 
generación mediante sistemas híbridos entre energías renovables y generadores 
diésel. Frente a sistemas basados exclusivamente por generadores diésel o frente 
a sistemas basados en una única fuente de energía renovable, los sistemas 
híbridos renovables-diésel presentan numerosas ventajas: 
 
 a) Suministro eléctrico más fiable, ya que la generación se basa en más de 
una fuente. 
 b) Reducción de la capacidad de almacenamiento de energía del sistema 
debido a que las fuentes de generación son complementarias. 
 c) Reducción en los costes de mantenimiento y operación al disminuir la 
capacidad necesaria de almacenamiento del sistema. 
 d) Menor efecto medioambiental frente a los generadores diésel. 
 e) No están tan afectados por la evolución de los precios de los 
combustibles fósiles. 
 f) El coste de generación de la energía eléctrica es normalmente menor a lo 
largo de la vida útil del sistema. 
 
Por otro lado, también presentan una serie de desventajas: 
 
 a) El coste inicial del sistema suele ser más elevado frente a los 
generadores diésel, aunque a lo largo de la vida útil el coste de 
generación pueda ser menor. 
 b) Al estar compuestos por distintas fuentes de energía y tecnologías, son 
sistemas en los que  su control, mantenimiento y operación resultan más 
complejos que en otro tipo de sistemas. 
 c) El empleo de sistemas de almacenamiento (baterías plomo-ácido) y 
generadores diésel reduce la sostenibilidad medioambiental del sistema. 
 
El continuo aumento de la demanda de energía eléctrica y la inestabilidad de 
precios de los combustibles fósiles, unido a la reducción de costos y las mejoras 
Introducción  __________________________________________________________________  4 
en las distintas tecnologías relacionadas con las fuentes de energía renovables, 
las mejoras en los sistemas de almacenamiento de energía y en los sistemas de 
control han hecho que los sistemas híbridos aislados renovables-diésel hayan 
visto ampliada su difusión para distintas aplicaciones en los últimos años. 
 
Como todo sistema de generación de energía eléctrica, estos sistemas deben 
cumplir con dos objetivos primordiales: garantizar el suministro de energía 
eléctrica y reducir al máximo el coste del mismo y de su operación. Ambos 
objetivos influyen decisivamente en el dimensionado óptimo de cada una de las 
partes del sistema. En cualquier condición de recursos energéticos y de carga a 
suministrar, el sobredimensionamiento del sistema aumenta su confiabilidad a 
expensas del costo, mientras que un dimensionamiento insuficiente sacrifica la 
confiabilidad para disminuir el costo del sistema. Por tanto, conseguir el tamaño 
óptimo para un sistema, no solo mejora su fiabilidad, sino que también reduce su 
coste. 
 
La experiencia demuestra que el proceso de optimización de sistemas híbridos 
aislados es más complejo que en los sistemas no híbridos, y no se logra de 
manera fácil utilizando los procedimientos clásicos de optimización [3], ya que el 
problema que debe resolverse tiene multitud de soluciones posibles (distintas 
combinaciones de paneles fotovoltaicos, aerogeneradores, generadores diésel, 
baterías de almacenamiento, distintas estrategias de gestión del sistema, etc.), 
unido al alto grado de variabilidad que presentan los recursos renovables y a que 
algunos de los componentes de los sistemas presentan características no lineales 
hacen que exista un gran número de variables que pueden influir en este proceso 
de optimización [4]. 
 
La práctica totalidad de los sistemas híbridos aislados, por el hecho de estar 
aislados, disponen de un banco de baterías como sistema de almacenamiento de 
energía. Por ello, en el primer artículo, se ha estudiado la influencia del modelo 
utilizado para la estimación de la vida útil de las baterías en la optimización de 
este tipo de sistemas. En el segundo artículo se presenta la optimización de 
sistemas híbridos aislados temporales desde el punto de vista del peso del 
sistema. En algunos casos, donde el transporte de los sistemas (ida y vuelta) 
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hasta zonas remotas o aisladas puede resultar difícil y/o peligroso, además de 
suponer un coste elevado, la minimización del peso del mismo puede ser un 
factor determinante. Se presenta en el tercer artículo una nueva metodología para 
optimizar sistemas híbridos aislados (zonas rurales sin acceso a la red eléctrica) 
que minimiza el coste del sistema y maximiza al mismo tiempo el índice de 
desarrollo humano y la creación de empleo. El último artículo se presenta una 
nueva metodología para la optimización estocástico-heurística de sistemas 
híbridos aislados con alimentación renovable, considerando las incertidumbres de 
distintas variables de entrada teniendo en cuenta sus correlaciones. Al obtenerse 
las funciones de probabilidad de las distintas variables de los resultados, se 
dispondrá de mucha más información (que utilizando solamente un enfoque 
determinista) a la hora de diseñar estos sistemas, que al estar aislados, no 
disponen de una red que respalde el abastecimiento de energía eléctrica. 
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1.1 PRESENTACIÓN DE LOS TRABAJOS PUBLICADOS 
 
Los trabajos publicados que conforman esta tesis son: 
 
1. Iván R. Cristóbal Monreal, Rodolfo Dufo López, José María Yusta Loyo. 
Influence of the battery model in the optimisation of stand-alone renewable 
systems. International Conference on Renewable Energies and Power Quality 
(ICREPQ 2016), ISBN 978-84-608-5473-9. Renewable Energy and Power 
Quality Journal,  No.14, May 2016, 185-189, ISSN 2172-038X. 
http://www.icrepq.com/icrepq'16/262-16-cristobal.pdf 
 
2. Iván R. Cristóbal Monreal, Rodolfo Dufo López. Optimisation of photovoltaic–
diesel–battery stand-alone systems minimising system weight. Energy 
Conversion and Management 119 (2016) 279–288. 
http://dx.doi.org/10.1016/j.enconman.2016.04.050 
 
3. Rodolfo Dufo López, Iván R. Cristóbal Monreal, José María Yusta Loyo. 
Optimisation of PV-wind-diesel-battery stand-alone systems to minimise cost 
and maximise human development index and job creation. Renewable Energy 
94 (2016) 280-293. http://dx.doi.org/10.1016/j.renene.2016.03.065 
 
4. Rodolfo Dufo López, Iván R. Cristóbal Monreal, José María Yusta Loyo. 
Stochastic-heuristic methodology for the optimisation of components and 
control variables of PV-wind-diesel-battery stand-alone systems. Renewable 
Energy 99 (2016) 919-935. http://dx.doi.org/10.1016/j.renene.2016.07.069 
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1.1.1 Influence of the battery model in the optimisation of stand-alone renewable 
systems. 
 
En los sistemas híbridos aislados con alimentación renovable, el componente 
con un mayor coste es normalmente el banco de baterías, considerando su coste 
de adquisición, el coste de operación y mantenimiento (O&M) y la reposición de 
los componentes cuando alcanzan su vida útil, durante toda la vida útil del 
sistema en su conjunto. La correcta estimación de la vida útil de las baterías es 
muy importante, ya que determina el número de reposiciones del banco de 
baterías durante la vida útil del sistema (que normalmente se considera entre 20 y 
25 años, la misma que la vida útil de los paneles fotovoltaicos). Por ejemplo, si la 
estimación de la vida de las baterías es de 5 años y la vida del sistema es de 25 
años, se esperará reponer el banco de baterías 5 veces. Sin embargo, si la vida 
real de las baterías es de 2,5 años, se deberán reponer 10 veces, y el coste 
actual neto del sistema (Net Present Cost, NPC) y el coste normalizado de la 
energía (Levelised Cost of Energy, LCE) serán mucho mayores que los 
esperados. 
 
Por tanto, el modelo de las baterías utilizado en las simulaciones y 
optimizaciones de estos sistemas, tiene gran importancia, ya que es la 
herramienta que permite estimar la vida de las baterías. Los modelos clásicos 
como “Ciclos completos equivalentes hasta el fallo” y el “Conteo de ciclos 
Rainflow”, ampliamente utilizados para estimar la vida útil de las baterías en 
herramientas de simulación y de optimización [5], solamente consideran la 
cantidad de energía ciclada por las baterías, sin tener en cuenta las condiciones 
de operación. 
 
Estas condiciones de operación influyen mucho en la estimación de vida útil de 
las baterías de tipo plomo-ácido, haciendo que esta sea una tarea compleja. Esta 
estimación es propensa a errores, y en muchos trabajos de investigación se 
obtienen valores más altos que los reales. Los procesos más importantes que 
causan el envejecimiento (pérdida de capacidad) de las baterías son la corrosión 
anódica y la degradación de la masa activa, incluyendo la pérdida de adherencia 
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a la rejilla, la sulfatación o formación irreversible de sulfato de plomo en la masa 
activa, el cortocircuito, la pérdida de agua y la estratificación del electrolito [6]. 
La pérdida de capacidad por degradación de la masa activa se ve principalmente 
influenciada por el estado de carga de la batería (State Of Charge, SOC), por el 
tiempo en el que las baterías se encuentran en un estado de carga bajo, por el 
tiempo desde la última carga completa, por la corriente, por la estratificación del 
electrolito,… La pérdida de capacidad por corrosión, se ve influenciada por la 
tensión de las celdas, por la temperatura y otros factores [7]. 
 
Las baterías sujetas a regímenes de descarga profundos envejecen 
usualmente por degradación de la estructura de la masa activa positiva. Los ciclos 
de vida útil de las baterías, mostrados en las hojas de características de los 
fabricantes (varios cientos de ciclos completos), se obtienen en los laboratorios 
bajo condiciones standard. A menudo, las condiciones reales son muy diferentes 
de las condiciones standard. En estos casos, el envejecimiento por degradación 
de la masa activa, y por lo tanto la vida útil de las mismas puede ser muy diferente 
(normalmente menor) que la esperada. 
 
En el caso de las baterías estacionarias (operando en condiciones de 
flotación/carga), el mecanismo más importante de envejecimiento es la corrosión 
de la rejilla positiva. Las condiciones reales de las baterías estacionarias pueden 
ser muy diferentes de las condiciones de los test de laboratorio, de tal manera que 
la vida en flotación puede ser muy diferente (normalmente menor) que la vida en 
flotación mostrada en las hojas de características (a 20 ó 25 ºC), ya que el efecto 
de la temperatura en la vida en flotación es aproximadamente un 50% de 
reducción de la misma por cada 8,3 ºC de incremento en la temperatura media 
para las baterías de plomo-ácido. 
 
Los modelos clásicos usados para estimar la vida útil de las baterías son 
simples, sin embargo en muchos casos pueden incurrir en errores grandes. 
Modelos mucho más complejos como el “Criterio ponderado del flujo de Ah” 
pueden aportar resultados mucho más precisos [7]. Se comparan en este artículo 
distintos modelos de baterías de plomo-ácido, donde se realiza la simulación 
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(hora a hora durante toda la vida útil del sistema) y la optimización de diferentes 
sistemas híbridos aislados con distintos perfiles de consumo. 
 
 
1.1.2. Optimisation of photovoltaic–diesel–battery stand-alone systems minimising 
system weight. 
 
El suministro eléctrico de instalaciones temporales aisladas (no conectadas a la 
red eléctrica), como pueden ser los hospitales de las organizaciones no 
gubernamentales, los campamentos civiles o militares, las bases militares en 
zonas de conflicto y cualquier otra instalación situada en zonas remotas, suele 
realizarse mediante generadores diésel (en muchos casos con baterías para 
suministrar las cargas críticas durante unas pocas horas o en el caso de 
mantenimiento o reparación del generador). Este tipo de suministro suele darse a 
menudo en países en desarrollo, zonas de guerra o zonas donde se produce un 
desastre humanitario (huracanes, terremotos, hambrunas, etc.) en los que deben 
instalarse hospitales, campamentos (civiles o militares) u otras instalaciones 
temporales, lejos de la red eléctrica y, en algunos casos, con acceso difícil o 
peligroso. 
 
Una vez que se han instalado en un determinado lugar, este tipo de 
instalaciones, y después de cierto tiempo (varios días, semanas, meses o incluso 
años), se desmontan y más adelante se instalan en otro lugar o se almacenan en 
la sede de la ONG correspondiente o del ejército, esperando para otra 
emergencia. En muchos casos, el transporte de los componentes y el combustible 
desde la sede es una tarea difícil y peligrosa, y el costo del transporte es muy 
caro, por lo que el peso del sistema puede ser la variable más importante a 
minimizar (siempre asegurando el suministro de la carga eléctrica). En algunos 
casos, el coste del sistema también puede ser una variable importante a la hora 
de ser optimizada. 
 
En este trabajo se presenta por primera vez un nuevo modelo para la 
optimización de sistemas híbridos aislados con alimentación renovable 
(fotovoltaica y/o diésel, con o sin acumulación de baterías) para suministrar la 
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carga eléctrica durante un periodo de tiempo específico, mientras la instalación 
temporal (hospital, campamento, etc.) está instalada en un área remota o 
peligrosa. Solamente se considera la energía solar fotovoltaica como fuente 
renovable porque la radiación solar de un período relativamente largo (un mes o 
un período más alto) puede predecirse con facilidad, y es similar de un año a otro. 
Además, en zonas relativamente próximas al ecuador (la mayoría de los países 
de África, Asia y América del Sur), la radiación no varía mucho durante los meses 
del año y es similar de un lugar a otro, incluso a una distancia de cientos de 
kilómetros. Sin embargo, la energía eólica es mucho más impredecible; depende 
en gran medida de la orografía, por lo que puede ser muy diferente de un lugar a 
otro, incluso si están a pocos kilómetros de distancia, y puede diferir 
significativamente de un mes a otro, incluso de un día para otro. Debido a estas 
razones, los aerogeneradores no son considerados en el sistema híbrido.  
 
En función del periodo de tiempo que el sistema vaya a estar instalado, un 
sistema fotovoltaico-diésel-baterías puede tener menor peso y/o coste. Se han 
considerado tres tipos de optimizaciones: 
 
 a) Minimización del peso total: peso de los componentes (que se 
transportará desde la sede de almacenamiento al punto donde se 
instalará y regreso a la sede al final del período) más el peso del 
combustible utilizado durante el período de tiempo considerado. 
 b) Minimización del coste total: costo del combustible utilizado más el costo 
de operación y mantenimiento (O&M), más el costo de transporte del peso 
total (ida y vuelta), más el costo del envejecimiento de los paneles 
fotovoltaicos, el generador diésel, las baterías y el inversor/cargador 
durante el período considerado. 
 c) Minimización de ambos factores: peso y costo. 
 
Cada uno de los componentes (paneles fotovoltaicos, generadores diésel, 
banco de baterías y el inversor/cargador) pueden presentar distintos tamaños y 
tecnologías. Si se consideran por ejemplo tres tipos distintos de paneles 
fotovoltaicos y 20 tamaños distintos, obtendremos un total de 60 tipos posibles de 
generador fotovoltaico. Lo mismo ocurre con los otros componentes del sistema. 
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Además, para cada combinación de componentes, se pueden utilizar muchas 
combinaciones de estrategias de control de los mismos. En general, el número de 
posibles combinaciones de componentes y de estrategias de control puede ser 
muy elevado, y la evaluación de todos ellos puede implicar un tiempo inadmisible 
de computación. Por lo tanto, se aplican técnicas heurísticas en aras de conseguir 
tiempos de cálculo aceptables. Los casos a) y b) se realizan mediante algoritmos 
genéticos, mientras que el caso c) se realiza aplicando algoritmos evolutivos 
multiobjetivo. 
 
 
1.1.3. Optimisation of PV-wind-diesel-battery stand-alone systems to minimise 
cost and maximise human development index and job creation. 
 
Se presenta por primera vez en este trabajo una nueva metodología para 
optimizar sistemas híbridos aislados con fuentes renovables que suministren 
energía eléctrica a un área rural, sin acceso a la red eléctrica, y minimizando el 
coste actual neto del sistema a la vez que se maximiza el índice de desarrollo 
humano y la creación de empleo. 
 
El sistema estudiado consiste en una carga AC, que es la que debe ser 
obligatoriamente satisfecha por el sistema híbrido. El exceso de energía 
producida por los paneles fotovoltaicos y los aerogeneradores (cuando la carga 
AC está totalmente cubierta y el banco de baterías está totalmente cargado) 
puede ser usado por nuevos negocios o servicios (carga AC extra, con su propio 
banco de baterías de almacenamiento), incrementando la carga total consumida 
por la comunidad e incrementando por lo tanto el índice de desarrollo humano. Se 
utiliza una carga de “vertido” para consumir la energía eléctrica producida por los 
aerogeneradores cuando la carga AC y la carga AC extra están cubiertas y las 
baterías están a plena carga. 
 
El índice de desarrollo humano (Human Development Index, HDI) es un 
indicador del desarrollo de un país, que tiene en cuenta la esperanza de vida al 
nacer, los años de escolarización esperados y la renta nacional bruta per cápita 
[8]. En 2014, el 17,8% de la población mundial no tenía acceso a la electricidad 
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(1285 millones de personas) [8,9]. El acceso a la energía eléctrica puede mejorar 
todos estos indicadores y por tanto, aumentar el HDI. Por ejemplo, la esperanza 
de vida se puede incrementar con el suministro de agua potable (que se puede 
extraer fácilmente mediante bombas eléctricas) y la conservación de los alimentos 
puede mejorarse mediante refrigeradores eléctricos, entre otros factores. La 
educación se puede mejorar con la electricidad, ya que permite el uso de 
ordenadores y la iluminación eléctrica. La renta nacional bruta per cápita también 
se mejora con el acceso a la electricidad, ya que se pueden desarrollar nuevos 
servicios y negocios. 
 
Las Naciones Unidas [8] clasifican a los países con un índice de desarrollo 
humano bajo, medio, alto o muy alto. El HDI depende del uso de electricidad per 
cápita en una dependencia logarítmica que ha sido estudiada por varios autores 
en función de los datos de distintos países ofrecidos por los distintos Informes de 
Desarrollo Humano de las Naciones Unidas. 
 
La creación de empleo (Job Creation, JC) de distintas tecnologías generadoras 
de electricidad ha sido estudiada por distintos autores [10-16]. Ramanathan y 
Gadesh [10] estudiaron el número de empleos por GWh/año (energía 
suministrada durante un año) por las diferentes tecnologías en la India. La unidad 
empleos/(GWh/año) es adecuada para tecnologías de combustibles fósiles, como 
generadores diésel, ya que la vida útil de un generador (y también el costo de 
operación y mantenimiento) depende del número de horas de operación (y por lo 
tanto de la energía suministrada). El consumo de combustible también depende 
de la cantidad de energía suministrada, por lo que los empleos relacionados con 
este tipo de tecnología se miden correctamente en empleos/(GWh/año) de 
energía suministrada. Estos investigadores [10] informaron 0.17 
empleos/(GWh/año) para la electricidad generada mediante diésel en la India en 
1984-85. Este valor ha caído desde entonces debido a los avances tecnológicos y 
a la mejora de la productividad laboral; Rojas-Zerpa [17] proponen un valor de 
0.14 empleos/(GWh/año) para la generación mediante diésel o gasolina. 
 
Para otras tecnologías, como la generación fotovoltaica o los aerogeneradores, 
se utilizan diferentes unidades para la creación de empleo. Muchos estudios 
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utilizan unidades de empleo en la fabricación e instalación (actividades no 
continuas) de plantas fotovoltaicas y eólicas en términos de empleos·año por MW 
(donde MW significa potencia pico para la producción fotovoltaica y potencia 
máxima de salida para los aerogeneradores), denotado en muchos casos como 
empleos-año/MW o persona-año/MW. Un empleo·año significa un trabajo a 
tiempo completo para una persona durante un año. Sin embargo, los trabajos de 
operación y mantenimiento (actividades continuas, cuya duración es toda la vida 
útil del sistema) suelen medirse en empleos/MW. Por ejemplo, en una planta de 
20 MW que requiere 50 personas durante 1 año para la fabricación de sus 
componentes y 25 personas durante 6 meses para su instalación, se calcula el 
número de empleos·año/MW como (50 empleos · 1 año + 25 empleos · 0,5 años) 
/ 20 MW = 3,125 empleos·año/MW. Si la vida útil de la planta es de 25 años, 
podríamos normalizar los empleos promedio durante su vida, con lo que 
podríamos considerar que ha creado un número equivalente de empleos 
permanentes a tiempo completo (es decir, puestos de trabajo durante su vida) de 
3,125 puestos de empleos·año/MW / 25 años = 0,125 empleos/MW. En el mismo 
ejemplo, si para la O&M de la central eléctrica de 20 MW se necesitan 5 
personas, entonces 5 empleos / 20 MW = 0,25 empleos/MW en O&M durante su 
vida útil. Así, durante su vida útil, el número total equivalente de trabajos 
permanentes a tiempo completo será de 0,125 + 0,25 = 0,375 empleos/MW. 
 
Existen diferentes trabajos obteniendo distintos valores y utilizando distintas 
unidades para medir este indicador. Cameron y Van der Zwaan [16] comparan 
diferentes estudios, incluyendo todas las fases (fabricación, instalación y O&M) y 
considerando tanto trabajos directos como indirectos, normalizando a la unidad de 
empleos/MW. En base a esos resultados se apoya este trabajo. 
 
Al igual que en los trabajos presentados anteriormente, y debido al elevado 
número de combinaciones posibles entre componentes y estrategias de control, la 
evaluación de todas ellas resulta inadmisible en un tiempo de computación 
razonable. Por ello, se han utilizado técnicas heurísticas en la optimización. Se 
han utilizado algoritmos evolutivos multiobjetivo combinados con algoritmos 
genéticos. 
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1.1.4. Stochastic-heuristic methodology for the optimisation of components and 
control variables of PV-wind-diesel-battery stand-alone systems. 
 
Normalmente, la optimización de este tipo de sistemas suele llevarse a cabo 
mediante un enfoque determinista, es decir, considerando que la carga eléctrica y 
los datos meteorológicos (irradiación, temperatura y velocidad del viento) no 
varían a lo largo de los años, es decir, el comportamiento de un año se puede 
extrapolar al resto de los años de vida útil del sistema (que generalmente se 
considera 25 años). El costo del combustible diésel se considera generalmente 
como un costo fijo durante la vida útil del sistema o, en el mejor de los casos, se 
tiene en cuenta una inflación anual fija para el precio del mismo. 
 
Sin embargo, el comportamiento del sistema real es diferente de un año a otro, 
ya que la carga eléctrica y las variables meteorológicas son diferentes. Además, 
el costo del combustible diésel consumido cada año depende del precio real del 
combustible de cada año. Estas han sido las motivaciones para realizar con este 
trabajo una optimización probabilística de los sistemas híbridos aislados. El 
enfoque estocástico permitirá considerar los diferentes rendimientos del sistema 
durante los años de su vida, considerando las incertidumbres de las variables 
meteorológicas y la carga, y sus correlaciones, y también permitirá considerar la 
incertidumbre del precio del combustible diésel. Se obtendrán las funciones de 
probabilidad para las variables de los resultados (coste esperado, duración del 
banco de baterías, ...), conociendo la media, la desviación estándar, el mínimo y 
el máximo esperados para cada uno de los resultados y por lo tanto disponiendo 
de mucha más información que usando un enfoque determinista. 
 
Después de un exhaustivo trabajo de revisión bibliográfica, se evaluaron los 
trabajos previos de distintos autores que utilizaban enfoques estocásticos y 
modelos probabilísticos. A menudo, algunos de ellos no calculan los costos (no 
realizan la optimización del sistema), la mayoría de ellos no consideran la 
correlación entre las variables de entrada, otros no consideran el almacenamiento 
mediante un banco de baterías y otros usan modelos clásicos simples para la 
estimación de la vida útil de las baterías. Además, ninguno de los estudios previos 
incluye el modelo PWM (modulación de anchura de pulso) del controlador de 
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carga de la batería o del inversor/cargador, y por lo tanto, ninguno considera la 
optimización de las variables de control que se pueden ajustar en el controlador 
de las baterías o en el inversor/cargador. 
 
Se presenta en este trabajo una nueva metodología para la optimización 
estocástico-heurística de sistemas híbridos aislados con alimentación renovable, 
considerando las incertidumbres de las variables de entrada (carga, irradiación, 
temperatura y velocidad del viento), y teniendo en cuenta sus correlaciones. 
También se considera la incertidumbre de la inflación anual de los precios del 
combustible (ninguna de los trabajos anteriores considera esta variable, la cual 
tiene una gran influencia en el coste actual neto). En el modelo de optimización, 
se aplica el “Criterio ponderado del flujo de Ah” para las baterías de plomo-ácido, 
modelo que ha sido ya introducido en un artículo anterior (incluyendo la 
estimación precisa de la vida útil), lo que es mucho más realista que el enfoque 
utilizado en los estudios anteriores. Además, se modela un controlador de carga 
PWM (con carga en tres etapas: carga, absorción y flotación) con control del 
estado de carga mediante una compleja estrategia de control de ocho variables. 
 
En general, las series de varios años (por ejemplo, 10 ó 20 años) de la 
irradiación diaria promedio durante un año completo varían de año a año, de 
modo que su función de densidad de probabilidad sigue aproximadamente una 
distribución normal o gaussiana, con una media y una desviación estándar. Lo 
mismo ocurre con la carga, la temperatura, la velocidad del viento y la tasa de 
interés del combustible diésel. 
 
Se conocerán como datos para el presente trabajo las funciones de densidad 
de probabilidad de la carga media diaria de un año E, de la irradiación media 
diaria de un año sobre la superficie de los paneles fotovoltaicos G, de la 
temperatura media en un año T, de la velocidad media del viento de un año W y 
de la tasa anual de interés del combustible diésel Int (%). E, G, T y W son 
generalmente variables correlacionadas y su matriz varianza-covarianza es 
conocida. 
 
Introducción  _________________________________________________________________  16 
También se conocerá la serie horaria de un año completo (8760 horas) de E, 
G, T y W, denominadas como Eh(t), Gh(t), Th(t), Wh(t), con  t = 1 ... 8760 h, con sus 
valores medios Emean, Gmean, Tmean y Wmean. 
 
La optimización estocástica se desarrolla mediante la simulación de Monte 
Carlo, combinada con algoritmos genéticos (enfoque heurístico) para obtener la 
solución óptima o una solución cerca del óptimo en un tiempo razonable. Cada 
combinación de componentes i y estrategia de control k es evaluada MCSsample 
veces (número de muestras de la simulación de Monte Carlo o hasta que se 
alcance una regla de parada), con lo que se obtiene una función de densidad de 
probabilidad para cada una de las variables que se obtienen como resultado 
(energía suministrada por los paneles fotovoltaicos, energía suministrada por los 
aerogeneradores, energía suministrada por el generador diésel, la energía no 
servida o insatisfecha, la energía ciclada por las baterías, la duración de las 
baterías, el consumo de combustible, los costos de O&M, los costos de 
reemplazo, el coste actual neto del sistema, el coste normalizado de la energía, 
etc.). En particular, se podrá obtener la media de la distribución del coste actual 
neto del sistema (variable que se quiere minimizar), y que es el resultado principal 
de la optimización. En función de esta media, se ordenarán de mejor a peor los 
individuos simulados. 
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1.2 JUSTIFICACIÓN DE LA UNIDAD TEMÁTICA 
 
Los cuatro trabajos presentados anteriormente versan todos sobre optimización 
de sistemas híbridos aislados con energías renovables. En todos ellos el sistema 
híbrido puede incluir, entre otros, generador fotovoltaico y generador diésel (o 
gasolina), además de baterías de plomo-ácido. En tres de los cuatro artículos se 
utiliza, por primera vez en trabajos de simulación y optimización, el modelo 
avanzado de Schiffer et al. [20] de estimación de la vida de las baterías de plomo-
ácido. A lo largo de los trabajos, se han comparado distintos modelos (utilizados 
en la literatura) para la simulación de algunos elementos de estos sistemas, se 
han introducido nuevas variables que no habían sido optimizadas antes (fijando 
un único o varios objetivos en la optimización), se han utilizado enfoques, que si 
bien habían sido utilizados anteriormente, nunca lo habían sido de la manera tan 
completa como han sido utilizados en estos trabajos. Queda entonces 
perfectamente justificada su unidad temática, lo cual es un requisito 
imprescindible para la presentación de una tesis como compendio de artículos. 
 
 
  
Trabajos publicados  ___________________________________________________________  18 
2. TRABAJOS PUBLICADOS 
 
 
Los trabajos publicados que conforman esta tesis son: 
 
 
Página
1. Iván R. Cristóbal Monreal, Rodolfo Dufo López, José María 
Yusta Loyo. Influence of the battery model in the optimisation of 
stand-alone renewable systems. International Conference on 
Renewable Energies and Power Quality (ICREPQ 2016), ISBN 
978-84-608-5473-9. Renewable Energy and Power Quality 
Journal, No.14, May 2016, 185-189, ISSN 2172-038X. 
 
 
19 
2. Iván R. Cristóbal Monreal, Rodolfo Dufo López. Optimisation of 
photovoltaic–diesel–battery stand-alone systems minimising 
system weight. Energy Conversion and Management 119 (2016) 
279–288. 
 
 
24 
3. Rodolfo Dufo López, Iván R. Cristóbal Monreal, José María 
Yusta Loyo. Optimisation of PV-wind-diesel-battery stand-alone 
systems to minimise cost and maximise human development 
index and job creation. Renewable Energy 94 (2016) 280-293. 
 
 
34 
4. Rodolfo Dufo López, Iván R. Cristóbal Monreal, José María 
Yusta Loyo. Stochastic-heuristic methodology for the 
optimisation of components and control variables of PV-wind-
diesel-battery stand-alone systems. Renewable Energy 99 
(2016) 919-935. 
 
48 
 
 
 
 
 
 
 
 International Conference on Renewable Energies and Power Quality (ICREPQ’16) 
Madrid (Spain), 4th to 6th May, 2016 
Renewable Energy and Power Quality Journal (RE&PQJ) 
 ISSN 2172-038 X, No.14 May 2016 
  
 
 
Influence of the battery model in the optimisation of stand-alone renewable systems 
 
I.R. Cristóbal-Monreal1, R. Dufo-López2 and J. M. Yusta-Loyo2 
 
1 Centro Universitario de la Defensa 
Academia General Militar. Ctra. de Huesca s/n. 50.090 Zaragoza (Spain) 
Phone/Fax number:+0034 976 73 98 37, e-mail:  icristob@unizar.es  
 
2 Electrical Engineering Department, University of Zaragoza 
C/ María de Luna, 3. 50018 Zaragoza 
Phone/Fax number: +0034 976 76 19 21, e-mail:  rdufo@unizar.es, jmyusta@unizar.es  
 
 
 
Abstract. Stand-alone (off-grid) renewable systems are 
usually composed by photovoltaic panels and/or wind turbines, 
with batteries (usually lead-acid) and in some cases including 
diesel generator. In many cases the total cost of the batteries 
(including replacement during the lifetime of the system) is the 
highest cost.  
 
The model of batteries used in simulation and optimisation of 
stand-alone renewable systems has a great importance as it 
allows the estimation of the lifetime of the batteries, which is one 
of the most important variables to calculate the Net Present Cost 
of the system and also the Levelised Cost of Energy.  
 
The lifetime estimation of lead-acid batteries is a complex task 
because it depends on the operating conditions of the batteries. In 
many engineering works and research studies, the estimation of 
battery lifetime is error-prone, obtaining values much higher than 
the real ones.  
 
In this paper we compare different models of lead-acid batteries, 
used in the simulation and optimisation of different stand-alone 
systems. We conclude that in many cases we obtain good results 
by using a complex weighted Ah-throughput model for the 
batteries, however using the classical models the estimation of 
the batteries lifetime is too optimistic.   
 
 
Key words 
 
Renewable stand-alone systems, batteries models, 
optimisation. 
 
 
1. Introduction 
 
In stand-alone renewable systems, the component with 
highest cost is the battery bank, considering acquisition 
cost, operation and maintenance (O&M) cost and 
replacements of the component when it reaches its 
lifetime, during system lifetime. The correct estimation of 
the battery lifetime is very important as it determines the 
number of replacements of the battery bank during the 
lifetime of the system (which is usually considered as 20 
or 25 years, same as the photovoltaic panels lifetime). 
For example, if the estimation of the lifetime of the 
batteries is 5 years and the system lifetime is 25 years, 
the battery bank will be expected to be replaced 5 times. 
However, if the real lifetime is 2.5 years, it will be 
replaced 10 times, and the real total Net Present Cost 
(NPC) of the system and the Levelised Cost of Energy 
(LCE) would be much higher than the expected ones.  
 
Classical models like “Equivalent full cycles to failure” 
and “Rainflow cycle counting”, widely used to estimate 
the lifetime of the batteries in simulation and 
optimisation tools [1] only consider the amount of energy 
cycled by the batteries, they do not take into account the 
operating conditions.  
 
The most important ageing processes are anodic 
corrosion, positive active mass degradation and loss of 
adherence to the grid, irreversible formation of lead 
sulphate in the active mass, short-circuit, loss of water 
and electrolyte stratification [2].  
 
Real batteries lifetime highly depends on the operating 
conditions, considering the capacity loss by degradation 
of the active mass (with the influence of the State Of 
Charge (SOC), the time that the batteries are in a low 
state of charge, the time since the last full charge, the 
current, acid stratification...) and the capacity loss by 
corrosion (with the influence of the cell voltage, 
temperature and other factors) [3].  
 
Batteries subject to deep cycling regimes typically age by 
degradation of the structure of the positive active mass. 
The battery cycle lifetime shown in the datasheet of the 
batteries (several hundreds of full cycles) is obtained in 
laboratory tests under standard conditions. However, the 
real conditions can be very different from standard 
conditions. Then the ageing by degradation of the active 
mass and therefore the lifetime can be very different from 
the expected.  
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In the case of stationary batteries (operating under float-
charge conditions), the most important ageing mechanism 
is corrosion of the positive grid. The real conditions of 
stationary batteries can be different from the laboratory 
tests, so the real floating life can be very different (usually 
lower) than floating life shown in the datasheet (which is 
at 20 or 25º C), as the effect of temperature on float life is 
around 50% reduction for each 8.3 °C increase in 
temperature for lead-acid batteries.  
 
Classical models used to estimate the lifetime of the 
batteries are very simple but they can imply high errors. 
Much more complex models like weighted Ah-throughput 
approach can bring much more accurate results [3]. 
 
 
2. Battery ageing models 
 
In this paper we compare three models of batteries: 
 
1) Equivalent full cycles to failure 
2) Rainflow cycle counting 
3) Weighted Ah-throughput model proposed by 
Schiffer et al. in 2007 [4] 
 
A. Equivalent full cycles to failure 
 
This method is widely used by many simulation and 
optimisation tools [1]. The end of the battery lifetime is 
expected to be reached when a specified number of full 
charge-discharge cycles are reached, shown in the 
manufacturer’s datasheet. This model only consider the 
amount of energy cycled by the batteries, it does not take 
into account the operating conditions.  
 
B. Rainflow cycle counting 
 
This model is known as “rainflow”, based on Downing’s 
algorithm [5] that is used by HYBRID2 software [6]. It is 
more complex than equivalent full cycles to failure. This 
model counts the charge/discharge cycles Zi corresponding 
to each range of the Depth of Discharge (DOD), split in m 
intervals of DODi, for a year. For each interval there is a 
number of Cycles to Failure (CFi) obtained from the 
manufacturer’s datasheet (example shown in Fig. 1).  
 
Fig. 1. Cycles to Failure vs. Depth of Discharge. 
 
The battery expected lifetime, in years, can be calculated 
as follows: 
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This model considers the depth of discharge of the 
cycles, but it does not consider the rest of the operating 
conditions (time that batteries are in a low SOC, time 
since the last full charge, current, acid stratification, 
voltage, temperature...). 
 
 
C. Schiffer weighted Ah-throughput model 
 
This is a weighted Ah-throughput model proposed by 
Schiffer et al. [4]. It considers real operating conditions.  
 
The actual Ah throughput is continuously multiplied by a 
weight factor that represents the actual operating 
conditions. 
 
This model calculates the capacity loss by corrosion and 
the capacity loss by degradation. The remaining battery 
capacity is the normalised initial battery capacity minus 
the capacity loss by corrosion and degradation. The end 
of the battery lifetime is reached when its remaining 
capacity is 80% of the nominal capacity.  
 
It takes into account the influence of the SOC, the time 
that the batteries are in a low state of charge, the time 
since the last full charge, the current, the acid 
stratification, the cell voltage, the temperature and other 
factors. By using this model, the effect of the voltage cut 
limits of the battery controller can be modelled, and also 
other parameters which can be set in the battery 
controller [3].   
 
It is a complex model which uses many equations, 
detailed information can be seen in [4] and [3]. In [3] we 
demonstrated that this model is much more accurate and 
predicts batteries lifetime much better than the other 
models. Classical models (the equivalent full cycles 
model or the rainflow cycle counting model) do not 
correctly estimate the ageing of the batteries; in many 
cases, the predicted battery lifetime is two or three times 
higher than the lifetime obtained in the real system; 
however, using the Schiffer weighted Ah model, 
predictions are very similar to real lifetimes [3]. 
 
The Schiffer weighted Ah model has been added in 
iHOGA software [7], which is the only software for the 
simulation and optimisation of hybrid renewable systems 
which incorporates such an accurate model. 
      
 
3.  Stand-alone renewable system 
 
Fig. 2 shows the system to be simulated and optimized. It 
will supply an AC load, and can be composed by 
photovoltaic (PV) array, a battery bank, a Diesel 
generator and a inverter/charger controller.  
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Fig. 2. PV-Diesel-battery system 
We will consider three different configurations:  
 
1) PV-batteries system 
2) PV-Diesel-batteries system 
3) Diesel-batteries system (non-renewable system) 
 
The three configurations will be optimized in order to 
supply the load with the lowest cost. For the three cases of 
systems, we will use the three cases of battery ageing 
models, seeing the differences in the results.  
 
A system located near Sabiñánigo (42.53ºN, 0.37ºW, close 
to Pyrenees mountains, in Aragon, Spain) has been 
evaluated. Two load profiles has been considered: 
 
1) AC Household load (3.63 kWh/day, following a 
typical hourly distribution shown in Fig. 3) 
 
2) DC Telecom station load (2.88 kWh/day, 
continuous load of 120 W) 
 
 
Fig. 3. Hourly distribution of AC household load 
 
The irradiation for the location has been obtained by 
means of the web of PVGIS, JRC European Commission 
[8].  
 
The PV panels used in the optimisation are of 100 Wp 
peak power, 17.7 V open voltage, 6.79 A shortcut current, 
143 € acquisition cost (including support), O&M cost 1.43 
€/year (1% of acquisition cost), expected lifetime 25 years. 
The selected slope for the PV panels is the optimal one 
(65º), with azimuth 0º.   
 
The batteries used in the optimisation are a OPzS lead-acid 
batteries family, with 1,258 full cycles to failure and 
cycles to failure vs. DOD shown in Fig. 4 (red curve). Also 
in same figure the cycled energy during lifetime is shown 
in green. Floating life is 18 years. The capacity of the 
batteries of the family is from 180 to 3360 Ah. The 
nominal voltage is 2 V. The acquisition cost is around 190 
€/kWh, and the O&M annual cost is 1% of the acquisition 
cost. 
 
 
 
Fig. 4. Cycles to Failure vs. Depth of Discharge of the batteries 
used in the optimisations. 
 
Three generators have been considered:  
A diesel of 1.9 kVA, 1040 € of acquisition cost, and two 
gasoline generators, one of 0.5 kVA and another of 1 
kVA (325 and 520 € of acquisition cost, respectively). 
Their O&M cost is 0.15 €/h for the Diesel and 0.23 €/h 
for the gasoline generators.   
 
Also several inverter/chargers have been considered for 
the different cases.   
 
For all the cases a DC bus voltage of 48 V has been 
considered. Also, for all the cases when there is a diesel 
(or gasoline) generator, the strategy “Cycle charging” is 
used [9]: whenever the load cannot be supplied by the PV 
nor the batteries, the diesel (or gasoline) runs at full 
power, charging batteries until 100% of SOC is reached.  
Also for all the cases interest annual rate of 2% and 
annual inflation of 4% have been taken into account to 
calculate NPC and LCE. 
 
 
3.  Computational results 
 
The optimisation of each system to supply the load has 
been done three times, one for each battery ageing model.  
 
A. Household load 
 
Tables I, II and III show the optimal system found for the 
different configurations (PV-batteries, PV-Diesel-
batteries and Diesel-batteries, respectively) using for 
each configuration the three battery ageing models.  
 
Table I. – Results for Household load, PV-batteries. 
 
Battery 
ageing 
model 
Optimal system Battery 
expected 
lifetime 
(years) 
NPC 
(€) 
LCE 
(€/kWh) 
Equivalent 
full cycles to 
failure 
PV 2000 Wp 
Batt. 18.72 kWh  18 21074 0.64 
Rainflow 
cycle 
counting 
PV 2000 Wp 
Batt. 18.72 kWh  18 21074 0.64 
Schiffer 
Weighted 
Ah-
throughput 
PV 2000 Wp 
Batt. 18.72 kWh 
 
8.12 25366 0.77 
 AC Diesel 
PV 
 LOAD
Inverter/Charger 
Batteries 
AC 
DC DC 
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Table II. – Results for Household load, PV-Diesel-batteries. 
 
Battery 
ageing 
model 
Optimal system Battery 
expected 
lifetime 
(years) 
NPC 
(€) 
LCE 
(€/kWh) 
Equivalent 
full cycles 
to failure 
PV 1600 Wp 
Diesel 1.9 kVA 
Batt. 8.64 kWh 
13.61 19322 0.58 
Rainflow 
cycle 
counting 
PV 1600 Wp 
Diesel 1.9 kVA 
Batt. 8.64 kWh 
15.8 18857 0.57 
Schiffer 
Weighted 
Ah-
throughput 
PV 1600 Wp 
Diesel 1.9 kVA 
Batt. 8.64 kWh 
8.92 21783 0.66 
 
 
Table III. – Results for Household load, Diesel-batteries. 
 
Battery 
ageing 
model 
Optimal system Battery 
expected 
lifetime 
(years) 
NPC 
(€) 
LCE 
(€/kWh) 
Equivalent 
full cycles 
to failure 
Diesel 1.9 kVA 
Batt. 18.72 kWh  16.76 47244 1.43 
Rainflow 
cycle 
counting 
Diesel 1.9 kVA 
Batt. 18.72 kWh 18 46902 1.42 
Schiffer 
Weighted 
Ah-
throughput 
Diesel 1.9 kVA 
Batt. 8.64 kWh 4.8 55334 1.67 
 
 
B. Telecom station 
 
Tables IV, V and VI show the optimal system found for 
the different configurations (PV-batteries, PV-Diesel-
batteries and Diesel-batteries, respectively) using for each 
configuration the three battery ageing models.  
 
 
Table IV. – Results for Telecom load, PV-batteries. 
 
Battery 
ageing 
model 
Optimal system Battery 
expected 
lifetime 
(years) 
NPC 
(€) 
LCE 
(€/kWh) 
Equivalent 
full cycles to 
failure 
PV 1200 Wp 
Batt. 18.72 kWh 
 
18 13904 0.53 
Rainflow 
cycle 
counting 
PV 1200 Wp 
Batt. 18.72 kWh 
 
18 13904 0.53 
Schiffer 
Weighted 
Ah-
throughput 
PV 1200 Wp 
Batt. 18.72 kWh 
 
7.68 18797 0.72 
 
 
 
 
 
 
 
 
Table V. – Results for Telecom load, PV-Diesel-batteries. 
 
Battery 
ageing 
model 
Optimal system Battery 
expected 
lifetime 
(years) 
NPC 
(€) 
LCE 
(€/kWh) 
Equivalent 
full cycles 
to failure 
PV 1600 Wp 
Gasoline 0.5 kVA 
Batt. 8.64 kWh 
17.64 13931 0.53 
Rainflow 
cycle 
counting 
PV 1600 Wp 
Gasoline 0.5 kVA 
Batt. 8.64 kWh 
17.68 13927 0.53 
Schiffer 
Weighted 
Ah-
throughput
PV 1600 Wp 
Gasoline 0.5 kVA 
Batt. 8.64 kWh 
8.61 16828 0.64 
 
 
Table VI. – Results for Telecom load, Diesel-batteries. 
 
Battery 
ageing 
model 
Optimal system Battery 
expected 
lifetime 
(years) 
NPC 
(€) 
LCE 
(€/kWh) 
Equivalent 
full cycles 
to failure 
Diesel 1.9 kVA 
Batt. 18.72 kWh 18 34911 1.33 
Rainflow 
cycle 
counting 
Diesel 1.9 kVA 
Batt. 18.72 kWh 18 34911 1.33 
Schiffer 
Weighted 
Ah-
throughput
Diesel 1.9 kVA 
Batt. 8.64 kWh 5.23 42711 1.63 
 
 
The results show that the three ageing models obtain 
same optimal system in PV-Diesel-batteries and in PV-
batteries systems. However, in the case of Diesel-
batteries system the  Schiffer weighted Ah-throughput 
model obtains a optimal system with lower battery bank. 
 
The classical models (“Equivalent full cycles to failure” 
and “Rainflow cycle counting”) obtain very similar 
estimation for the battery lifetime and then very similar 
NPC and LCE. However, Schiffer weighted Ah-
throughput model obtains more realistic results for the 
batteries expected lifetime (much lower than the values 
obtained with the classical models), then expected NPC 
and LCE are more realistic (higher than the values 
obtained with the other models).  
 
 
4.  Conclusion 
 
In this paper we compare three different batteries ageing 
models to be used in the simulation and optimisation of 
hybrid renewable systems. Two models are simple and 
classical ones: “Equivalent full cycles to failure” and  
“Rainflow cycle counting”, and the third model is a 
complex weighted Ah-throughput model proposed by 
Schiffer et al. in 2007 [4].  
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We optimize three types of systems: PV-batteries, PV-
Diesel-batteries and Diesel-batteries. We use two different 
loads, a household AC load and a telecom station 
continuous DC load.  
 
Comparing the results for the different optimisations, we 
conclude in the cases studied all the models obtain same 
optimal system (except for the case of Diesel-batteries, 
where Schiffer model obtains a lower battery bank in the 
optimal system).  
 
However, in NPC and LCE the results are very different 
comparing the classical models to the Schiffer model. The 
Schiffer Ah-throughput model obtains more realistic 
results (lower battery lifetime and therefore higher NPC 
and LCE). Classical models obtain too optimistic results 
for the battery lifetime, in some cases two or three times 
higher than values obtained with Schiffer model. 
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Keywords:
Renewable stand-alone systems
Weight minimisation
Genetic algorithms
Multi-objective evolutionary algorithmsThis article shows a new method for the optimisation of stand-alone (off-grid) hybrid systems (photovol
taic–diesel–battery) to supply the electricity of mobile systems such as non-governmental organization
hospitals, temporary camps or other mobile facilities to be placed temporally in remote or conflictive
areas. If there is difficult or dangerous access, the most important objective to be minimised is the total
weight of the system. Also, the cost is an important variable to minimise. Nowadays, the majority of these
systems are diesel-only or diesel-battery systems. However, depending on the duration of the temporary
system, a photovoltaic–diesel–battery system can have a lower weight and/or cost. Three types of
optimisation are considered: (i) minimisation of the weight of the system; (ii) minimisation of the cost;
and (iii) minimisation of both weight and cost. The two first are conducted by genetic algorithms, and the
last one is performed using multi-objective evolutionary algorithms. An example of application of this
method to a temporary hospital in Central African Republic is shown, concluding that in the cases of more
than 90 days photovoltaic (flexible crystalline silicon panels) + diesel + battery is the solution which
minimises weight. When minimising cost, all the cases include photovoltaic with high penetration.
 2016 Elsevier Ltd. All rights reserved.1. Introduction
The electrical supply of stand-alone off-grid (far from the
electrical grid) temporary facilities as non-governmental organiza-
tion (NGO) hospitals, military, or civil camps or barracks in conflict
areas and any other facilities installed in remote areas is usually
done by diesel generators (in many cases with batteries to supply
the critical loads during a few hours in the case of maintenance or
reparation of the diesel). The application of this kind of system is in
developing countries, war areas or areas where a humanitarian
disaster (hurricanes, earthquakes, famines, etc.) occurs, where
temporary hospitals, temporary camps (military or civilian) or
other temporary facilities must be installed far from the electrical
grid and, in some cases, with difficult or dangerous access.
This kind of facility is installed in a certain place, and, after a
certain time (several days, weeks, months or even years), they
are disassembled and then installed in another place or to be
stored in the NGO or military headquarters, waiting for another
emergency. In many cases, the transportation of the components
and fuel from the headquarters is a difficult and dangerous task,and the transport cost is very expensive, so the weight of the
system can be the most important variable to be minimised
(ensuring the supply of the whole electrical load). In some cases,
the cost of the system can also be an important variable to be
optimised.
A study of costs and weight of PV panels, batteries, diesel
generators and inverter/chargers has been done. For PV panels,
from 1.1 to 1.5 €/Wp and around 0.085 kg/Wp are available in the
market at the beginning of 2016 for mono or multi-crystalline
silicon (c-Si), which is the most widely used technology. Including
the aluminium support structure and the micro-inverters, prices
from 1.6 to 2.2 €/Wp and weight around 0.1 kg/Wp are for c-Si.
During the last few years, some manufacturers offered c-Si flexible
panels, with a cost around 2.5 €/Wp but a much lower weight,
around 0.015 kg/Wp (including the screws or fixing system and
the micro-inverters, around 3.2 €/Wp and 0.025 kg/Wp). Also,
new CIGS flexible panels, with a very competitive price (1.5 €/Wp)
and low weight (0.026 kg/Wp), are reported; however, their
availability in the market is limited. CdS–CdTe and amorphous
silicon (a-Si) technologies have not been considered as their price
and weight are similar or higher than c-Si. The cost and weight of
diesel generators is quite variable, from 300 to more than 1000 €/
kVA and from around 13 to 50 kg/kVA. OPzV batteries (gel and
tubular technology) have been selected as they present excellent__ 24
Fig. 1. PV–diesel–battery system.
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electrolyte (gel) so that the transport is safe and easy and very
low maintenance is required (no water addition). The cost of this
kind of battery is from around 200 to 450 €/kW h and the weight
from around 35 to 45 kg/kW h. The inverter/chargers vary from
500 to 700 €/kW and 10 to 14 kg/kW.
The transport cost by truck (in € per tonne and km) is different
in each country, and it depends mainly on the type of road and on
the fuel price. In Europe, Bina et al. [1] reported costs from 0.059 to
0.094 €/(t km), while an overview of the transport-related statistics
is shown in [2]. In the United States of America, values around
0.1 €/(t km) are shown in [3]. In Africa, values from 0.036 (Kenya)
to 0.109 €/(t km) (Republic of Congo) are reported for international
corridors [4]. The transportation on domestic roads is usually more
expensive; for example, in Ethiopia, Rancourt et al. [5] reported a
mean of 0.109 €/(t km) while the international corridors present
a mean of 0.089 €/(t km). Air cargo is much more expensive: in
the USA, a value around 0.65 €/(t km) is reported [3]. In transport
by helicopter, values of more than 2 €/(t km) can be observed. In
dangerous areas, the transport cost can be much higher.
Previous studies show issues related to renewable energy and
rural electrification in some geographical locations. Ahlborg and
Hammar [6] show drivers and barriers to rural electrification by
renewable energy in Tanzania and Mozambique. Borhanazad
et al. [7] study the application of renewable sources for rural
electrification in the poorest areas of Malaysia. Adaramola et al.
[8] present an economic analysis of a hybrid PV-wind-diesel
system for application in remote areas of southern Ghana. Ismail
et al. [9] show a techno-economic analysis of a PV-microturbine
hybrid system for a remote community located in Palestine; same
authors present a similar analysis for a PV–diesel system to supply
a small community in Malaysia [10]. Kumar and Manoharan [11]
analyse the economic feasibility of hybrid PV–diesel systems in
different areas of Tamil Nadu (India) with unstable grid connection.
Also previous studies show specific applications of renewable
stand-alone systems. For example, Campana et al. show the
economic optimisation of PV water pumping for irrigation [12].
Edwin and Sekhar study the use of biomass and biogas for cooling
for milk preservation in India [13]. In a recent work Dufo-López
et al. [14] present the stochastic optimisation of a PV–diesel
system to supply an off-grid hospital located in Democratic
Republic of the Congo.
Many previous works show the optimisation of stand-alone
hybrid systems (PV and/or wind turbines and/or hydro and/or
diesel, usually using batteries as storage) by minimising the net
present cost of the system (including all the costs throughout the
lifetime of the system, usually 25 years) or the levelised cost of
energy. Comprehensive reviews of studies of stand-alone hybrid
renewable systems are shown by many authors. Akikur et al. [15]
present a review of PV systems and hybrid PV systems used to
electrify off-grid locations. Mohammed et al. [16] show a review
of drivers and benefits of hybrid systems (considering PV, wind,
hydro and biomass), including the factors to be considered for their
designing and implementation. Bajpai and Dash [17] show a review
on the sizing, optimisation, management and modeling of the
hybrid system components. Bernal-Agustín and Dufo-López [18]
present a review of the most relevant previous works of simulation
and optimisation of stand-alone hybrid renewable systems, includ-
ing a reviewof the software tools. A reviewof themost relevant soft-
ware tools for the simulation and/or optimisation of hybrid
renewable systems is also shown by Sinha and Chandel [19].
In some cases, if the number of possible combinations of the
hybrid renewable system implies an unacceptable computation
time, some authors apply heuristic techniques like genetic
algorithms (GA) [20] in the optimisation. For example, in [21] GA
are applied in the optimisation of PV–diesel–battery systems whileTrabajos publicados ________________________________in [22] a PV–microturbine–battery system is optimised by means
of GA. Most of the works consider only one variable to be opti-
mised (the cost). However, in some cases, CO2 emissions and/or
unmet load or loss of power probability also are variables used in
the optimisation, applying multi-objective evolutionary algorithms
(MOEA) [23]. Fadaee and Radzi [24] show a review of the most
important works of the optimisation of stand-alone hybrid renew-
able systems using MOEA.
The design and development of a hybrid renewable mobile
medical clinic in Dominican Republic is shown in [25], composed
by PV panels, wind turbines, batteries and a diesel generator. The
authors show the performance of a complete day; however, no
optimisation is performed.
This paper presents, for the first time, a new model for the opti-
misation of the hybrid system (PV and/or diesel, with or without
batteries storage, Fig. 1) to supply the electrical load during a spec-
ified period of time when the temporary facility (hospital, camp,
etc.) is installed in the remote or dangerous area. Only PV is consid-
ered as renewable source because the solar radiation of a relative
long period (a month or a higher period) can be easily predicted,
it is similar from one year to another, and, in areas relatively near
the equator (most countries of Africa, Asia and South America), the
radiation does not vary much during the months of the year and is
similar from one place to another place even over a distance of
hundreds of km. However, wind energy is much more unpre-
dictable; it strongly depends on the orography, so it can be very
different from one place to another, even if they are only a few
km away, and it can differ significantly from one month to the
next, even from one day to the next. Due to these reasons, wind
turbines are not considered in the hybrid system.
Three types of optimisation are considered:
(a) Minimisation of total weight: weight of components (to be
transported from the headquarters to the location and
return to the headquarters at the end of the period) plus
weight of fuel used during the period of time considered.
(b) Minimisation of total cost: cost of fuel used plus cost of
operation and maintenance (O&M), plus cost of transporta-
tion of the total weight (go and return), plus cost of ageing
of the PV generator, the batteries, the inverter/charger and
the diesel during the period considered.
(c) Minimisation of both weight and cost.
Each component (PV generator, diesel generator, battery bank
and inverter/charger) can present different sizes or technologies.
For example, 3 types of PV panels with 20 different sizes can be
considered, obtaining a total of 60 possible types of PV generator.__________________________________________ 25
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tion of components can use many combinations of control strate-
gies. In general, the number of possible combinations of
components and control strategies is high, and the evaluation of
all of them can imply inadmissible computation time, so heuristic
techniques are applied to perform the optimisations in acceptable
computation time. Cases (a) or (b) are conducted by GA, while (c) is
performed using MOEA.
2. Methods
In this section, the mathematical model used for the simulation
and evaluation of each combination of components and control
strategy is shown. Then, the mono-objective optimisation (minimi-
sation of just one objective, weight or cost) by GA is shown. Later,
the different mono-objective optimisations are defined, and finally
the multi-objective optimisation (minimisation of weight and cost
by means of MOEA) is shown.
2.1. Mathematical model for the hourly simulation of the system
The evaluation of each combination of components and control
strategy implies that the performance of that combination must be
simulated during the period of time when the temporary facility
(hospital, camp, etc.) is installed. After the simulation, it can be
known if that combination can supply the whole load, and also
the fuel consumed will be known and other variables as the num-
ber of hours the diesel runs, the battery charging/discharging
energy, the capacity loss of the batteries, etc. With these results,
it is possible to calculate the weight of the system (components
+ fuel) and the cost of the system (fuel + operation and mainte-
nance + ageing of the components).
The simulation of the system is performed in hourly time steps,
from the first hour (t = 0) until the last hour (t = 24Ndays), where
Ndays is the number of days the temporary facility is working in
the place it has been installed. The mathematical models of the
PV generator, diesel and battery bank are described below.
Each hour, the power balance must be satisfied:
 If the PV output power is higher than the load demand, the
difference will be used to charge the batteries.
 If the PV output power is not enough to cover the load demand,
the battery bank and/or the diesel must supply the rest. It
depends on the state of charge (SOC) of the battery bank and
on the control strategy, shown in Section 2.2 below.
2.1.1. PV generator
It has been considered that the PV inverter or micro-inverters
includeamaximumpowerpoint tracking (MPPT) system, so theout-
put power (W) of the PVgenerator during hour t (0, 1, ...., 24Ndays) is:
PPVðtÞ ¼ PSTC  GhðtÞ1 kW h=m2  1þ
a
100
TcðtÞ  25ð Þ
h i
 Flosses ð1Þ
where PSTC (Wp) is the output power in standard test conditions; Gh
(t) (kW h/m2) is the irradiation over the surface of the PV panels
during hour t; Flosses (around 0.85–0.9) is a factor which takes into
account the losses due to dirt, wires, module mismatch or power
tolerance, efficiency of the micro-inverter, and other losses; a is
the power temperature coefficient (%/C); and Tc(t) (C) is the PV cell
temperature, which can be calculated as:
TcðtÞ ¼ TaðtÞ þ NOCT 200:8
 
 GhðtÞ
1 kW h=m2
ð2Þ
where Ta(t) is the ambient temperature (C) and NOCT is the nomi-
nal operation cell temperature (C).Trabajos publicados ________________________________2.1.2. Diesel generator
The diesel generator output power PGEN(t) depends on the
output power of the PV generator, the load, the control strategy
and the SOC of the battery bank. The diesel fuel consumption
(l/kW h) during hour t is calculated as follows:
 If the diesel was running during the previous hour:
ConsfuelðtÞ ¼ B  PGEN;rated þ A  PGENðtÞ ð3Þ
 Else:
ConsfuelðtÞ ¼ B  PGEN;rated þ A  PGENðtÞ
þ FSTART B  PGEN;rated þ A  PGEN;rated
  ð4Þ
where A = 0.246 l/kW h and B = 0.08415 l/kW h are the fuel curve
coefficients [26] and FSTART is a factor which takes into account
the extra fuel due to the start of the generator; if it was not working
during the previous hour, it is usually lower than 0.0083, equivalent
to 5 min at rated power [27].
2.1.3. Battery bank
The battery output current depends on the output power of the
PV generator, the load, the control strategy and the SOC. If the
battery is at SOC = 1 (per unit), it is fully charged and it does not
accept any more charge; on the other hand, if it is at the lowest
allowed SOC (depending on the battery technology, from 0.2 to
0.4 per unit), it cannot be discharged.
For the first hour the facility works, the state of charge SOC
(t = 0) is known.
The SOC is calculated by adding the effective charge that comes
into the battery to the SOC of the previous hour:
If IbatðtÞ> 0 ðchargeÞ : SOCðtþDtÞ ¼ SOCðtÞ þ IbatðtÞ gch Dt=CN
If IbatðtÞ< 0 ðdischargeÞ : SOCðtþDtÞ ¼ SOCðtÞ  IbatðtÞj j=gd Dt=CN
ð5Þ
where Ibat(t) (A) is the current that enters into the battery, gch is
the charge efficiency, gd is the discharge efficiency, CN (A h) is the
nominal capacity and Dt (h) is the time step (in this work 1 h).
The degradation of the battery must be considered so that when
it finishes its lifetime, it must be replaced. The battery ageing is
modelled considering that the battery can perform a specified
number of full IEC cycles to failure (ZIEC) [28] until the remaining
capacity reaches 80% of its nominal capacity (when it is considered
the end of its lifetime). If a battery of nominal capacity CN (Ah) and
nominal voltage Vbat (V) cycles an amount of energy Ecycled (kW h)
during a specified period, the degradation of the battery Degbat
during that period (in per unit: 1 is full degradation, i.e., the battery
would consumes its whole lifetime) can be calculated as follows:
Degbat ¼ Ecycled= ZIEC  CN  Vbat=1000ð Þ ð6Þ2.1.4. Inverter/charger
The inverter/charger includes a charger that is modelled as a
PWM controller with the charge in three stages (bulk, boost and
float). The charger efficiency is usually considered as a fixed value.
However, the inverter efficiency depends on the output power as
shown in Fig. 2.
2.2. Mono-objective optimisation algorithm
Many combinations of components and control strategies can
be considered. If the number of possible combinations of
components and control strategies is too high, it would imply an
inadmissible computation time. Then, GAs are used to perform
the mono-objective optimisation (i.e., minimise one objective:__________________________________________ 26
Fig. 2. Inverter efficiency.
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optimisation of components and the second algorithm for the
optimisation of the control strategy (for each combination of
components).
The main GA uses an integer vector with the PV panel type code
(a), the number of PV panels in parallel (b), the battery type
code (c), the number of batteries in parallel (d), the diesel genera-
tor type code (e), and the inverter/charger type code (f):
jajbjcjdjejf j
The secondary GA also uses an integer vector, with four
variables related to the control strategy:
jStrategyjPmin genjSOCmin disconnectjSOCstp genj
Strategy: This variable has six possible values, as there are three
general control strategies that can be applied [21] and also for each
strategy there are two possibilities for the priority in supplying the
load that cannot be covered by the PV, i.e., priority of battery bank
or priority of diesel. The three general control strategies are:
 Load following strategy: when the diesel must work, it just runs
to meet the load; it does not charge the batteries (unless its
minimum output power was higher than the power required
by the load).
 Cycle charging strategy: when the diesel must work, it will run
at its rated power, not just to meet the demand but also to
charge the batteries, just during that hour.
 Cycle charging strategy until setpoint: when the diesel must
work, it will run at its rated power until the battery bank
reaches a specified state of charge setpoint SOCstp_gen.
Pmin_gen: Minimum output power of the diesel generator. The
specific consumption (l/kW h) for low output power is always
higher than for high power [21], so the optimal Pmin_gen could be
higher than the value recommended by the manufacturer. This
variable can vary from the value recommended by the manufac-
turer to the rated power, in a specified number of steps.
SOCmin_disconnect: Minimum SOC of the battery. When the
battery is discharging and reaches this value, the load is discon-
nected from the battery, preventing over-discharge. It can vary
from the value recommended by the manufacturer to 80%, in a
specified number of steps.
SOCstp_gen: When the Cycle charging strategy until setpoint is
selected, the diesel runs at rated power, charging the battery bank
until this SOC setpoint is reached. It can vary from SOCmin_disconnect
to 100%, in a specified number of steps.
The flowchart of the mono-objective optimisation is shown in
Fig. 3.
For each combination of components i that is evaluated by the
main GA, a sub-algorithm (called the secondary GA) is used toTrabajos publicados ________________________________obtain the optimal control strategy k and to minimise the objective
variable (total weight or total cost). The main GA is used to obtain
the optimal combination of components i (with the optimal com-
bination of control variables obtained by the secondary algorithm),
which minimises the objective variable (total weight or total cost).
For each GA, a population of N vectors (or individuals) is ini-
tially obtained randomly (first generation). Each vector of the sec-
ondary GA is evaluated by means of an hourly simulation of the
system during the period of time the facility is working (a number
of days Ndays). At the end of the simulation of each individual (com-
bination of components and control strategy), if the unmet load is
higher than a specific value (for example, 0.01%), this individual is
discarded. The set of vectors is sorted by the objective. The first
(rank 1) is the best individual, whereas the last (rank N) is the
worst. The fitness function of the individual with rank i is assigned
as follows:
fitnessi ¼ ðN þ 1Þ  iP
j½ðN þ 1Þ  j
j ¼ 1 . . .N ð7Þ
Then the reproduction, crossing and mutation occur, obtaining
a new generation of individuals, and the process continues until a
specified number of generations Ngen_max has been evaluated.
Two types of mono-objective optimisation have been consid-
ered: minimisation of total weight or minimisation of total cost.
2.2.1. Minimisation of total weight
The objective in this case is to minimise the total weight of the
system, WTOTAL (kg), calculated as the total weight of components
and fuel used during the period of Ndays to be transported:
 Weight of all the components to be placed in the location:
weight of the PV panels, including the support and cables
(WPV), weight of the batteries, including the support and cables
(Wbat), weight of the inverter/charger (WI/C) and weight of the
diesel generator (WD_gen).
 Same weight of all the components to return to the headquar-
ters when the facility is disassembled.
 Weight of the diesel fuel used during the period considered:
W fuel ¼
X24Ndays
t¼0
ConsfuelðtÞ  Densfuel ð8Þ
where Densfuel (kg/l) is the fuel density.
 If the fuel used is lower than a minimum number of litres (with
weight Wfuel_min, a minimum value decided by the designer
which must be transported at the beginning so that the diesel
itself can cover a percentage of the total load, in the case of
any incidence in the PV or the battery bank, or in the case the
solar radiation is lower than expected), the difference
(Wfuel_min Wfuel) must be transported back to the headquar-
ters when the facility is disassembled.
The total weight is:
W total ¼ 2  ðWPV þWbat þWD gen þW I=CÞ þW fuel
þminð0;W fuel min W fuelÞ ð9Þ
The weight per kW h is calculated by dividing the total weight
by the total load, Ltotal (kW h), consumed during the period.
Wper kW h ¼ W total=Ltotal ð10Þ2.2.2. Minimisation of total cost
The objective in this case is to minimise the total cost of the sys-
tem Ctotal (€) during the period considered (Ndays), which includes:__________________________________________ 27
Fig. 3. Mono-objective optimisation by means of two GA.
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Cfuel ¼
X24Ndays
t¼0
ConsfuelðtÞ  Prfuel ð11Þ
where Prfuel (€/l) is the diesel fuel price.
 Cost of O&M of the diesel during the period considered:
CO&M ¼ hDgen  PrO&M ð12Þ
where hD_gen (h) is the diesel number of hours of operation dur-
ing the period considered and PrO&M (€/h) is the O&M cost per
hour.
 Cost of transportation of the total weight:
Cweight ¼ W total=1000  Ctransp  Dist ð13Þ
where Ctransp (€/(t km)) is the transportation cost per tonne and
km and Dist (km) is the distance from the headquarters to the
location of the facility.Trabajos publicados ________________________________ Cost of ageing of the PV generator during the period considered.
The PV generator’s expected lifetime LifePV (yr) is usually con-
sidered as a fixed value, typically 25 years. So the ageing of
the PV generator during the period considered (Ndays) will be
proportional to its lifetime, Ndays/(365LifePV). The cost of ageing
is calculated as follows:
CPV ¼ ð1þ Fageing PVÞ  PrPV  Ndays=ð365  LifePVÞ ð14Þ
where PrPV (€) is the acquisition cost of the PV generator, and
Fageing_PV is the extra ageing factor to consider the premature
ageing due to extreme conditions in the location (temperature,
humidity, wild animals, etc.), the ageing due to transport,
mounting and dissemblance, the ageing due to the non-
optimal storage during the periods of time the PV generator is
not used (i.e., the periods the system is stored in the headquar-
ters), etc.
 Cost of ageing of the battery bank during the period considered.
The battery bank’s expected lifetime is not a fixed value in
years: it depends on the operating conditions, mainly on the__________________________________________ 28
Fig. 4. Pareto front of the MOEA.
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degradation of the battery bank in per unit: 0 means no degra-
dation during the period considered, while 1 means full degra-
dation, i.e., the battery lifetime is the same as the period
considered). Then, the cost of ageing of the battery bank can
be calculated as follows:
CBAT ¼ ð1þ Fageing batÞ  Prbat  Degbat ð15Þ
where Prbat (€) is the acquisition cost of the battery bank, Degbat
(per unit) is the degradation of the battery due to the energy
cycled during the period considered (Eq. (6)) and Fageing_bat is
the extra ageing factor to consider the periods of time the
battery bank is stored (and periodically charged), the ageing
due to the transport, mounting and dissemblance and for other
ageing factors.
 Cost of ageing of the diesel generator during the period consid-
ered. The diesel generator’s expected lifetime LifeD_gen (h) is
usually considered the number of hours of operation (usually
more than 10,000 h). Then, the ageing of the diesel during the
period considered is proportional to its number of hours of
operation during that period, hD_gen/LifeD_gen. The cost of ageing
of the diesel generator can be calculated as:
CD gen ¼ ð1þ Fageing D genÞ  PrD gen  hD gen=LifeD gen ð16Þ
where PrD_gen (€) is the acquisition cost of the diesel generator
and Fageing_D_gen is the extra ageing factor due to the transport,
mounting and dissemblance, and other ageing factors.
 Cost of ageing of the inverter/charger during the period consid-
ered. The inverter/charger’s expected lifetime LifeI/C (yr) is
usually considered as a fixed value, usually 10 or 15 years.
The cost of ageing is calculated as follows:
CI=C ¼ ð1þ Fageing I=CÞ  PrI=C  Ndays=ð365  LifeI=CÞ ð17Þ
where PrI/C (€) is the acquisition cost of the inverter/charger and
Fageing_I/C is the extra ageing factor to consider the non-optimal
conditions of storage during the periods of time the inverter/
charger is not used and also the extra ageing due to the trans-
port, mounting and dissemblance, and other ageing factors.
The total cost is:
Ctotal ¼ Cfuel þ CO&M þ Cweight þ CPV þ CBAT þ CD gen þ CI=C ð18Þ
The cost per kW h is calculated by dividing the total cost by the
total load consumed during the period.
Cper kW h ¼ Ctotal=Ltotal ð19Þ2.3. Multi-objective optimisation
When there are two objectives (minimisation of total cost and
also minimisation of total weight), a Pareto-optimisation MOEA
is applied for the main algorithm to optimise the components.
Fig. 4 shows the Pareto front [29]: solutions ‘‘a” to ‘‘f” are non-
dominated individuals (there is no other individual better in both
objectives), and they compose the ‘‘Pareto front.” At the final stage
of the optimisation process, the non-dominated solutions consti-
tute the Pareto Optimal Set. The solutions ‘‘1” to ‘‘3” are dominated
solutions, as there is at least one non-dominated solution which is
better in the two objectives.
The same GA as the one used for the mono-objective optimisa-
tion (Section 2.2) is applied for the secondary algorithm, but in this
case the objective for the secondary GA is to minimise the fuelTrabajos publicados ________________________________consumption (which is the variable which most affects both cost
and weight). The MOEA used for the main algorithm is based on
the one explained in [30].3. Example of application
Following the methods shown in Section 2, as an example it is
shown the optimisation of a PV–diesel–batteries system to supply
the load of a hypothetical hospital which will be installed due to
any humanitarian emergency in a remote area of Central African
Republic (latitude around 7.8N, longitude around 23.2E). The
expected load is around 7 kW during daytime (with a maximum
during one hour of 8 kW with 0.95 power factor) and around
2 kW during night time; total daily load is approximately
123 kW h/day. The fuel price in the country is 1.3 €/l. The hourly
solar irradiation data are not usually available from measured val-
ues, but they can be synthetically generated from average monthly
irradiation data (obtained in [31]) using the model of Graham and
Hollands [32] which includes the randomness of cloudiness. The
optimal slope for the PV panels is 0 (to optimise the irradiation
of the worst month, which is July, with 4.96 kW h/m2/day as aver-
age daily irradiation); however, usually a minimum of 10 or 15 is
used to avoid excessive dirtiness. A value of 15 has been used so
that 4.58 kW h/m2/day is obtained for July as an average daily
irradiation over the PV panel’s surface. The average temperature
for each month is also obtained in [31], being the average value
for the whole year 25.3 C.
Table 1 shows the possible components considered in the
optimisations. DC nominal voltage is 48 V. As c-Si PV panels used
are of 12 V nominal voltage, 4 of them connected in series are
needed in all possible combinations. Also, OPzV batteries are of
2 V nominal so that 24 in series will be connected. A minimum bat-
tery bank of 215 A h (10.32 kW h) is considered to cover for a few
hours the most critical load in case of incidence or maintenance in
the diesel. The expected lifetime is 25 years for PV panels, 10 years
for inverter/chargers, 12,000 h for diesel and 1250 IEC full cycles to
failure for OPzV batteries. Each start of the diesel is considered
equivalent to 5 min at full load (FSTART = 0.0083). The SOC at the
beginning (1st of July, 0 h) is SOC(t = 0) = 0.5.
Diesel fuel has a density of 0.845 kg/l. The possibility of PV–bat-
tery system (without diesel) has not taken into account as it is
considered that the diesel must be present as a back-up even if a
PV-battery system could cover the whole load. A minimum of
diesel fuel litres has been considered so that the diesel can cover
at least 30% of the load (to ensure that, in case of a problem with
the PV and/or batteries, a 30% of the total load of the whole period
could be covered with the diesel) in all the combinations, even for__________________________________________ 29
Table 1
Possible components.
Component Types Cost (€) Weight (kg) Number in parallel
PV panels (2 types) c-Si (normal), 200 Wp, 12 V 350 21 0–55
c-Si-F (flexible), 200 Wp, 12 V 640 5
Diesel generators (3 types) 9 kVA, O&M cost 0.14 €/h 4300 250 1
11 kVA, O&M cost 0.15 €/h 4400 260
12.5 kVA, O&M cost 0.15 €/h 4500 275
Batteries (8 types) OPzV 215 A h 175 18.5 1
OPzV 320 A h1755 222 27.5
OPzV 465 A h 270 36.3
OPzV 705 A h 332 55
OPzV 1170 A h 548 91.3
OPzV 1580 A h 782 120.1
OPzV 2640 A h 1363 200.6
OPzV 3170 A h 1584 240.9
Inverter/chargers (7 types) AC rated 4.5 kVA 3000 63 1
AC rated 6 kVA 3400 68
AC rated 9 kVA 6000 126
AC rated 12 kVA 6800 136
AC rated 13.5 kVA 9000 189
AC rated 18 kVA 10,200 206
AC rated 24 kVA 13,600 236
Fig. 5. Evolution of the main GA, minimisation of weight, case of Ndays = 30 days.
Table 2
Minimisation of weight. Optimal system found for each case of period of time.
Optimal system Ndays = 30 days Ndays = 60 days
Configuration No PV No PV
24  215 A h
(10.3 kW h)
24  215 A h
(10.3 kW h)
Inv/charger: 4.5 kVA Inv/charger: 4.5 kVA
Diesel: 9 kVA Diesel: 9 kVA
Load following, 1st
diesel
Load following, 1st
diesel
Pmin_gen = 30% Pmin_gen = 30%
SOCmin_disconnect = 20% SOCmin_disconnect = 20%
Total load, Ltotal (kW h) 3694 7388
Renewable fraction (%) 0 0
Fuel consumption (l) 1516.3 3034.5
Fuel minimum (l) 363 725
Hours of diesel operation, hD_gen
(h)
720 1440
Battery ageing (Degbat) (per unit) 0 0
Total weight, Wtotal (kg) 2798.8 4081.6
Total cost, Ctotal (€) 2433.4 4830.7
Weight per kW h consumed,
Wper_kW h (kg/kW h)
0.758 0.552
Cost per kW h consumed,
Cper_kW h (€/kW h)
0.659 0.654
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Trabajos publicados ________________________________the combinations with high-power PV generation. In order to
perform a conservative study, high extra ageing factors for the
PV generator and the inverter/charger are taken into account.
The values used are: Fageing_PV = 0.7, Fageing_I/C = 0.5, Fageing_bat = 0.3,
Fageing_D_gen = 0.05. The transport cost is estimated in 0.12 €/
(t km), and a distance of 200 km has been considered from the
headquarters to the location of the hospital.
3.1. Mono-objective optimisation: minimisation of weight
The number of combinations of components is 2 types of PV
panels  56 possibilities in parallel  3 types of diesel x 8 types
of batteries  7 types of inverter/chargers = 18,816. The number
of combinations of control strategies is (using 10 steps for Pmin_gen,
SOCmin_disconnect and SOCstp_gen and considering that SOCstp_gen has
meaning only for ‘‘Cycle charging strategy until setpoint” andNdays = 90 days Ndays = 180 days Ndays = 365 days
4x24 c-Si-F (19.2 kWp) 4x34 c-Si-F (27.2 kWp) 4x39 c-Si-F (31.2 kWp)
24  215 A h
(10.3 kW h)
24  215 A h
(10.3 kW h)
24  465 A h
(22.3 kW h)
Inv/charger: 9 kVA Inv/charger: 12 kVA Inv/charger: 18 kVA
Diesel: 9 kVA Diesel: 9 kVA Diesel: 9 kVA
Load following, 1st
diesel
Load following, 1st
diesel
Cycle charging strategy,
Pmin_gen = 30% Pmin_gen = 30% 1st battery,
SOCmin_disconnect = 20% SOCmin_disconnect = 20% SOCmin_disconnect = 20%
11,083 22,166 44,947
41.6 48.6 62.7
2761.4 4991 5775.6
1087 2175 4410
1598 3230 2457
0.018 0 0.29
5020.9 7240.7 9097.3
5821.2 11,518 18834.2
0.453 0.327 0.202
0.525 0.520 0.419
__________________________________________ 30
Fig. 6. Simulation of the optimal configuration, minimisation of weight, Ndays = 90 days.
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(2102 + 10) = 420. The total number of combinations is
18,816  420 = 7.92106. Considering that around 50 cases can be
simulated and evaluated per second in a 2.4 GHz, 4 GB RAM
computer, around 2 days would be needed to evaluate all the com-
binations. By means of the genetic algorithms, using a population
of 200 for the main GA and 10 for the secondary, with 15 genera-
tions for the main GA and 10 for the secondary, 90% crossing rate
and 1% mutation rate [33], in around 1.6 h the optimal or a solution
very near to optimal is obtained.
Five optimisations have been performed, for different cases of
the number of days the temporary hospital is working in the place
it will installed, Ndays = 30; 60; 90, 180 and 365 days (starting all of
them the 1st of July).
Fig. 5 shows the evolution of the weight of the best solution
found in each generation (main GA), for the case of Ndays = 30 days.
Table 2 shows the results of the optimal solution found for each
optimisation (different cases of Ndays). The most important results
are shown in bold.
The optimal solution (system with minimum weight) for the
cases of 30 and 60 days does not include PV generator (renewable
penetration 0%), and the battery bank is the minimum allowed.
However, for the cases of 90 days or more, the optimal system
includes PV (with flexible c-Si panels), with renewable penetration
increasing with the number of days the installation works. The
system with the lowest weight for the cases of 90 or more daysTrabajos publicados ________________________________include PV, even considering that a minimum weight of diesel fuel
is mandatory (to cover, in case of problems with PV or battery
bank, the 30% of the total load of the whole period by diesel).
Fig. 6 shows the hourly simulation of the optimal system found
for the case of Ndays = 90 days.
3.2. Mono-objective optimisation: minimisation of cost
Same parameters of the GA used in Section 3.1 have been used
for the optimisation of total cost. Fig. 7 shows the evolution of the
cost of the best solution found in each generation (main GA) for the
case of Ndays = 30 days. Table 3 shows the optimal solutions found
for each case.
All the optimal solutions (systems with minimum cost) for the
different periods include PV generator (with normal c-Si panels)
with high renewable penetration (>88%) and relatively high bat-
tery capacity.
3.3. Multi-objective optimisation: minimisation of weight and cost
The MOEA used for the optimisation of both weight and cost
uses the same parameters of the GA used in previous sections.
The Pareto Optimal Set includes the extreme solutions found in
each of the mono-objective optimisations performed in the previ-
ous sections. For example, in the case of Ndays = 30 days, the Pareto
Optimal Set (Pareto of the 15th generation, the last one) is__________________________________________ 31
Fig. 6 (continued)
Fig. 7. Evolution of the main GA, minimisation of cost, case of Ndays = 30 days.
Table 3
Minimisation of cost.
Optimal system Ndays = 30 days Ndays = 60 days Ndays = 90 days Ndays = 180 days Ndays = 365 days
Optimal system found 4  47 c-Si
(37.6 kWp)
4  49 c-Si
(38.4 kWp)
4  49 c-Si
(38.4 kWp)
4  46 c-Si
(36.8 kWp)
4  44 c-Si
(35.2 kWp)
24  1580 A h
(75.8 kW h)
24  3170 A h
(152.1 kW h)
24  3170 A h
(152.1 kW h)
24  3170 A h
(152.1 kW h)
24  3170 A h
(152.1 kW h)
Inv/charger: 18 kVA Inv/charger: 18 kVA Inv/charger: 18 kVA Inv/charger: 18 kVA Inv/charger: 18 kVA
Diesel: 9 kVA Diesel: 9 kVA Diesel: 9 kVA Diesel: 9 kVA Diesel: 9 kVA
Cycle charging
strategy, 1st battery,
SOCmin_disconnect = 20%
Cycle charging
strategy, 1st battery,
SOCmin_disconnect = 20%
Cycle charging
strategy, 1st battery,
SOCmin_disconnect = 20%
Cycle charging
strategy, 1st battery,
SOCmin_disconnect = 20%
Cycle charging
strategy, 1st battery,
SOCmin_disconnect = 20%
Total load, Ltotal (kW h) 3694 7388 11,083 22,166 44,947
Renewable fraction (%) 88.8 99 99.3 98.3 97.9
Fuel consumption (l) 136.1 25.5 25.5 127.6 317.7
Fuel minimum (l) 363 725 1087 2175 4410
Hours of diesel operation, hD_gen (h) 52 10 10 49 121
Battery ageing (Degbat) (per unit) 0.017 0.019 0.029 0.056 0.11
Total weight, Wtotal (kg) 15138.3 21979.8 22591.6 23840.1 27120.6
Total cost, Ctotal (€) 1402.3 2418.4 3348.6 6086.4 11620.4
Weight per kW h consumed,Wper_kW h (kg/kW h) 4.098 2.975 2.038 1.076 0.603
Cost per kW h consumed, Cper_kW h (€/kW h) 0.380 0.327 0.302 0.275 0.259
Fig. 8. Pareto set of the last generation (15th) of the MOEA, case of Ndays = 30 days.
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tion, the designer has a set of solutions where no one is better than
another one in both of the two objectives. So the designer can
choose one of the extreme solutions (the one with minimal cost
or the one with minimal weight) or any other intermediate
solution.4. Conclusions
This work shows a new method for the optimisation of hybrid
renewable systems (PV + diesel + batteries) to supply the electrical
load of temporary facilities which must be transported from a
headquarters to a certain location and which works during a
specified period of time; after that, they must be transported back
to the headquarters and stored for the next need or emergency.
Such needs include field hospitals or camps used by NGO or by
military to help in humanitarian disasters or being placed in
conflicted or war regions. In these situations, the transport of the
components of the system must be done by difficult and/or
dangerous accesses, so the total weight of the system can be the
most important variable to be minimised. Also, the cost is usually
an important variable. This kind of system is usually powered only
by a diesel generator (generally with batteries to cover the load
during maintenance or reparation of the diesel); however, it could
be better to use hybrid systems. A new method for the optimisa-
tion of the electrical supply of this kind of system is shown,
performing three types of optimisations: (a) minimisation of
weight; (b) minimisation of cost; and (c) minimisation of both
weight and cost. The two first optimisations are mono-objective
and performed by genetic algorithms, while the third one is a
multi-objective optimisation performed by multi-objective evolu-
tionary algorithms.
A case of a hospital in Central African Republic has been studied
with periods of time the facility must work of 30, 60, 90, 180 and
365 days, and considering relatively low transport cost (transport
by truck, low cost compared to air cargo or helicopter transporta-
tion), for a distance of 200 km. If the period is of 90 or more days,
the minimal weight is obtained with a hybrid system (including
c-Si flexible PV panels and batteries, with renewable penetration
of more than 40%). For the cases of 30 and 60 days, the optimal
system which minimises the total weight does not include PV.
However, taking into account only the total cost in the optimisa-
tion, in all the cases the optimal solution includes PV generator
(with c-Si normal panels, obtaining a high renewable penetration
of more than 88%, even considering a very high extra ageing factor
for the PV) and a battery bank with high capacity.
The main conclusion is that, in many areas in the world, even
considering only the minimisation of the total weight, if the facility
must work more than a specific number of days, a hybrid system
(PV + diesel + batteries) is the optimal solution, while, considering
only the cost, in all the cases the optimal solution is a hybrid
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In this paper we show a multi-objective evolutionary algorithm (MOEA) for the optimisation of stand-
alone (off-grid) hybrid systems (photovoltaic-wind-diesel-battery) to minimise total net present cost
(NPC) and maximise human development index (HDI) and job creation (JC). Optimisation of this kind of
system is usually performed considering only the minimisation of cost (NPC or the levelised cost of
energy), as well as the emissions and the unmet load in some cases. In this paper, for the first time, we
consider the maximisation of HDI and JC as part of optimisation. HDI depends on the consumption of
electricity, so the extra energy that can supply the hybrid system can improve the HDI index. JC is
different for each technology, obtaining different values for each combination of components in the
system. The three objectives are often opposed, so a Pareto-optimisation MOEA is a good option to obtain
a set of possible solutions in which no solution is better than another one for all three objectives (optimal
Pareto set). We provide an example in the optimisation of a hybrid system to supply electricity to a small
community in the Sahrawi refugee camps of Tindouf.
© 2016 Elsevier Ltd. All rights reserved.1. Introduction
In off-grid stand-alone systems (far from the electrical grid), the
electrical supply is usually provided by diesel generator (with or
without battery storage), photovoltaic generator (PV) with battery
storage, wind turbines with batteries or hybrid systems. Previous
studies show drivers and barriers to rural electrification by off-grid
renewable energy systems [1e4]. Other works show the optimi-
sation of stand-alone hybrid systems by minimising the NPC of the
system or the levelised cost of energy (LCE) [5e11]. In some pre-
vious works, the authors apply heuristic techniques as genetic al-
gorithms (GA) [12,13] in order to reduce the computation time of
the optimisation. Most of these studies only optimise the cost (NPC
or LCE), but some previous works also consider other objectives,
such as the minimisation of CO2 emissions and/or unmet load by
applying Pareto-optimisation MOEA [14e20].
In this paper we present, for the first time, a methodology for the-Lopez), icristob@unizar.es
a).
___________________optimisation of a hybrid system (Fig. 1) to supply the electrical load
of a rural off-grid area without electricity access while minimising
NPC and also maximising HDI and JC. As each component (PV
generator, wind turbines, diesel generator, battery bank and
inverter/charger) can present different sizes or technologies, the
number of possible combinations of components and control stra-
tegies could be too high, and the evaluation of all of them could
imply inadmissible computation time, so heuristic techniques are
applied to perform the optimisations within an acceptable compu-
tation time. In this paper we use an MOEA combined with a GA.
In the literature review, we found no previous work which has
considered the three objectives (NPC, HDI and JC) using an opti-
misation methodology. Rojas-Zerpa and Yusta [21,22] proposed a
combined application of two multi-criteria decision-making
methods (Analytical Hierarchy Process and Compromise Ranking
method) to facilitate the selection of the best solution for electrical
supply of remote rural locations, considering technical, economic,
environmental and social criteria (including HDI and JC). Their
work uses weights for each criterion, which are selected based on
the opinions of experts, and uses multi-criteria methods, not multi-
objective optimisation methodologies.
The system with all possible components is shown in Fig. 1. It is__________________________________________ 34
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Fig. 1. AC coupled PV-wind-diesel-battery system.
Table 1
Total job creation including all phases, direct and indirect jobs [36].
Total job creation (jobs/MW)
Minimum Mean Maximum
PV 0.5 2.7 7.6
Wind 0.2 1.1 2.9
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by Salas et al. [23]. In Fig. 1, the AC load is the load that must be
covered by the hybrid system; that is, the expected load that is
mandatory to cover. The excess energy produced by the PV and the
wind turbines (when the AC load is fully covered and the battery
bank is at full charge) can be used by new extra business or services
(extra AC load, with their own battery storage), incrementing the
total load consumed by the community and then increasing the
HDI. A dump load is used to consume electricity produced by the
wind turbines when the AC load and the extra AC load are covered
and the batteries are full.
HDI is a country development indicator that takes into account
life expectancy at birth, expected years of schooling and gross na-
tional incomeper capita [24]. In 2014,17.8%of theworld's population
did not have access to electricity; i.e. 1285 million people [24,25].
Access to electricity can improve all of these indicators and then
increase HDI. For example, life expectancy can be increased by the
supply of potable water (which can be easily extracted by electrical
pumps) and food conservation can be improved by means of elec-
trical refrigerators, among other factors. Education can be improved
with electricity, as it enables the use of computers and electric
lighting. Gross national income per capita is also improved with
electricity access, as new services and business can be developed.
The United Nations [24] classifies countries as having a low,
medium, high or very high human development index. HDI de-
pends on the electricity use per capita in a logarithmic de-
pendency introduced by Pasternak [26] with data for 60 countries
from the United Nations Human Development Report 1999 [27]
(Eq. (1)).
HDI ¼ 0:091 ln

Eload_annual_per_capita

þ 0:0724 (1)
where Eload_annual_per_capita (kWh/yr/person) is the annual electricity
consumption per capita.
Later Rojas-Zerpa [28] showed also a logarithmic dependence
(with different fit parameters) with data for 128 countries [29] (Eq.
(2)).
HDI ¼ 0:0978 ln

Eload_annual_per_capita

 0:0319 (2)
The JC of various electricity generation technologies has been
studied by different researchers [30e36]. Ramanathan and GadeshTrabajos publicados ________________________________[30] studied the number of employees per GWh/yr (energy supplied
duringoneyear) by thedifferent technologies in India. Theunit jobs/
(GWh/yr) are adequate for fossil fuel technologies like diesel gener-
ators, as the lifetime of a generator (and also the operation and
maintenancecost)dependsonthenumberofhoursofoperation(and
thereforeontheenergysupplied). Fuelconsumptionalsodependson
the amount of energy supplied, so the jobs related to this kind of
technology are correctly measured in jobs/(GWh/yr) of energy sup-
plied. These researchers [30] reported 0.17 jobs/(GWh/yr) for elec-
tricity generated by diesel in India in 1984e85. This value has fallen
since then due to technological advances and improved labour pro-
ductivity;Rojas-Zerpa[28]proposesavalueof0.14 jobs/(GWh/yr) for
diesel or gasoline electricity generation.
For other technologies, such as PV generators or wind turbines,
different units are used for job creation. Many studies use units
for jobs in manufacturing and installation (non-continuous ac-
tivities) of PV and wind power plants in terms of job$years per
MW (where MW means peak power for PV and maximum output
power for wind turbines), denoted in many cases as job-years/
MW or person-years/MW. One job$year means a full-time job
for one person for a duration of 1 year. However, operation and
maintenance (O&M) jobs (continuous activities whose duration is
the whole lifetime of the system) are usually measured in jobs/
MW. For example, in a power plant of 20 MW that requires 50
persons for 1 year for the manufacturing of its components and 25
persons for 6 months for the installation, the number of job$year/
MW is calculated as (50 job$1 year þ 25 job$0.5 year)/
20 MW ¼ 3.125 job$year/MW. If the power plant's expected life-
time is 25 years, we could normalize to the average jobs during its
lifetime, so we can consider that it has created an equivalent
number of full-time permanent jobs (i.e. jobs during its lifetime)
of 3.125 job$year/MW/25 years ¼ 0.125 jobs/MW. In the same
example, if for O&M the power plant of 20 MW needs 5 persons,
then 5 job/20 MW ¼ 0.25 jobs/MW in O&M during its lifetime. So,
during its lifetime, the equivalent total number of permanent full-
time jobs is 0.125 þ 0.25 ¼ 0.375 jobs/MW.
Wei et al. [31] compare three previous studies of PV generators
obtaining a great range between 0.41 and 2.48 jobs/MW (including
manufacturing, installation and O&M), and compares five studies of
wind turbines obtaining a range between 0.39 and 0.8 jobs/MW.
Many other studies obtain different values using different units,
including or excluding indirect jobs. Cameron and Van der Zwaan
[36] compare different studies, including all the phases
(manufacturing, installation and O&M) and considering both direct
and indirect jobs, normalized to the units of jobs/MW, obtaining the
results shown in Table 1.2. Methodology
In this section the mathematical models of the components
used in the simulation and evaluation of each combination of
components and control strategy are shown. After that, we describe
the multi-objective optimisation techniques using MOEA and GA.
Finally, in this sectionwe show the calculation of the variables to be
optimised (NPC, HDI and JC).__________________________________________ 35
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The evaluation of each combination of components and control
strategy implies that the performance of that combination must be
simulated. The simulation is performed in hourly steps, during a
number of years ny (not known a priori) until the battery bank's
remaining capacity drops to 80% (in that moment the battery bank
is considered to have reached the end of its lifetime, and a new
battery bank will replace the old one). We suppose the load, irra-
diation and wind speed have the same values for the different
years; i.e. their hourly values in one year are repeated in the next
year. However, the performance of the battery bank will not be the
same for the different years, as the remaining capacity of the bat-
tery bank is continuously being reduced. When the hourly perfor-
mance of the first ny years is known, we suppose the next ny years
the system will have the same performance, and so on until the
lifetime of the system (usually 20 or 25 years) ends.
After the simulation we will know whether that combination of
components and control strategy can supply thewhole AC load, and
wewill also know the battery charging/discharging energy over the
years, the battery lifetime in years, the number of hours the diesel
generator runs in the year (and therefore the diesel generator
lifetime in years), the annual fuel consumption, the annual energy
supplied by the diesel generator, the excess energy generated by
the renewable sources, the annual O&M cost, the replacement costs
of the components during the system lifetime, etc. With these re-
sults we will be able to calculate the NPC, HDI and JC.
The simulation of the system is performed in hourly time steps,
from the first hour (t ¼ 0) until the last hour (t ¼ 8760 ny). The
mathematical models of the PV generator, wind turbines, diesel
generator and battery bank are described below.
During each hour the power balance must be satisfied:
 If the renewable output power is higher than the AC load de-
mand, the difference will be used to charge the battery bank. If
there is still any excess energy, it can be used or stored by the
extra AC load (new businesses or services with their own battery
storage, Fig. 1).
 If the renewable output power is not enough to supply the AC
load demand, the battery bank and/or the diesel must supply
the rest. It depends on the state of charge (SOC) of the battery
bank and control strategy).Fig. 2. Output curve of a wind turbine.2.1.1. PV generator
We consider that the PV inverter includes a maximum power
point tracking (MPPT) system, so the output power PPV(t) (W) of the
PV generator during hour t of the year (t ¼ 0… 8760) is calculated
as shown in the next equation, and it is considered to repeat for all
years:
PPVðtÞ ¼ PSTC$
GhðtÞ
1kWh=m2
$
h
1þ a
100
ðTcðtÞ  25Þ
i
$Fdirt (3)
where PSTC (Wp) is the output power in standard test conditions;
Gh(t) (kWh/m2) is the irradiation over the tilted surface of the PV
panels during hour t; Fdirt is a factor to consider the losses due to
dirt, wires, module mismatch or power tolerance and other losses
(around 0.9); a is the power temperature coefficient (%/ºC); and
Tc(t) (ºC) is the PV cell temperature, which can be calculated as
follows:Trabajos publicados ________________________________TcðtÞ ¼ TaðtÞ þ

NOCT  20
0:8

$
Gh yearY ðtÞ
1kWh=m2
(4)
where Ta(t) is the ambient temperature (ºC) and NOCT is the nom-
inal operation cell temperature (ºC).
2.1.2. Wind turbines
The power curve supplied by the manufacturer shows the
output power vs. the wind speed in standard conditions at sea level
(standard pressure P0 ¼ 101,325 Pa, standard temperature
T0 ¼ 288.15 K, standard air density r0 ¼ 1.225 kg/m3). For example,
in Fig. 2, a solid line, the output curve of a commercial wind turbine
of 43 kW maximum power is shown. During each hour, the power
curve must be converted to the power curve at the height of the
location and temperature T(t) (K) of that hour, with an air density
r(t) (kg/m3) different than the one at standard conditions, by
multiplying the output power by the relation r(t)/r0 (for example,
in Fig. 2, dotted line, at 400 m height and temperature 298 K). This
relation is based on the ideal gas law:
rðtÞ
r0
¼

1 L$H
To
gM
RL
$
T0
TðtÞ (5)
where L is the variation rate of temperature vs. height (0.0065 K/
m), g ¼ 9.80665 m/s2, R is the ideal gas constant (8,31432 J/mol$K)
and M is the molecular weight of dry air (28.9644$103 kg/mol).
If the hub height zhub (m) of the wind turbine is different from
the anemometer height where the wind speed datawere measured
zanem (m), the wind speed at the hub height WHUB_h (t) can be
obtained from the wind speed measured by the anemometer Wh
(t), as follows:
WHUB hðtÞ ¼ WhðtÞ$
ln zhubz0
ln zanemz0
(6)
where z0 is the surface roughness length (m).
2.1.3. Diesel generator
The diesel generator output power PGEN(t) depends on the
output power of the renewable generators, the AC load, the control
strategy and the SOC of the batteries. The diesel fuel consumption
(l/kWh) during hour t is calculated as follows:
 If the diesel generator was running during the previous hour:__________________________________________ 36
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ConsfuelðtÞ ¼ B$PGEN; rated þ A$PGENðtÞ
þ FSTARTðBþ AÞ$PGEN; rated (8)
where A ¼ 0.246 l/kWh and B ¼ 0,08415 l/kWh are the fuel curve
coefficients [37] and FSTART is a factor to consider the extra fuel due
to the start of the generator, which is usually lower than 0.0083,
equivalent to 5 min at rated power [38].2.1.4. Battery bank
The battery output current depends on the output power of the
renewable generators, the AC load, the control strategy and its SOC.
One of the most important issues in the simulation of the bat-
tery performance is the correct prediction of its ageing during the
years, as its lifetime depends on that. Classical models that are used
to evaluate battery ageing (equivalent cycles to failure model or
cycle countingmodel) have beenwidely used in the optimisation of
hybrid systems. However, these classical models assume that
operating conditions are the same as the conditions of the standard
tests used by the manufacturers, often predicting battery bank
lifetimes too optimistically (in some cases they can predict a battery
bank lifetime that is several times the real lifetime) [39].
In this paper we use a weighted Ah-throughput model intro-
duced by Schiffer et al. [40], which considers the real operating
conditions. Thismodel ismuchmore accurate than classicalmodels,
obtaining a much more realistic battery lifetime prediction [39].2.1.5. Inverter/charger
The inverter/charger is modelled as a PWM controller with the
charge in three stages. The charger efficiency mI/C-charger is usually
considered a fixed value. However, the inverter efficiency mI/C-inverter
depends on the output power, as shown in Fig. 3.2.2. Multi-objective optimisation algorithm
If the number of possible combinations of components and
control strategies is too high, evaluating all of themwould imply an
inadmissible computation time. Heuristic techniques have been
applied by combining two algorithms:80
82
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Fig. 3. Inverter efficiency.
Trabajos publicados ________________________________ The main algorithm is an MOEA used for the optimisation of the
components (considering the three objectives: minimisation of
NPC, maximisation of HDI and maximisation of JC)
 The secondary algorithm is a GA used for the optimisation of the
control strategy (for each combination of components consid-
ered in the main algorithm), considering only the minimisation
of NPC.
For each combination of components, the secondary algorithm
(GA) looks for the best control strategy that minimises the NPC of
that combination of components. The main algorithm (MOEA)
considers the three objectives and obtains the Pareto-set of the
non-dominated combinations of components (with the best con-
trol strategy found for each one by the secondary GA).2.2.1. Main algorithm (MOEA)
A multi-objective optimisation problem can be defined as fol-
lows [15]:
Minimise or maximise the objective functions included in the
vector:
FðxÞ ¼ ½f1ðxÞ; f2ðxÞ;…; fkðxÞ (9)
Satisfying the m restrictions of inequality and the p restrictions
of equality:
gðxÞ  0 i ¼ 1;2;…; m (10)
hiðxÞ ¼ 0 i ¼ 1;2;…; p (11)
When there are two objectives to beminimised, Fig. 4 shows the
Pareto front [17]: solutions “a” to “f” are non-dominated individuals
(there is no other individual better in both objectives), and they
compose the Pareto front. At the end of the optimisation process,
the non-dominated solutions constitute the Pareto optimal set. The
solutions “1”e“3” are dominated solutions, as there is at least one
non-dominated solution which is better in the two objectives.
If there are three objectives to be minimised, the Pareto front
can be shown graphically in a 3D graph.
The MOEA (main algorithm) implemented in this paper uses an
integer vector with the PV panel type code (a), the number of PV
panels in parallel (b), the wind turbine type code (c), the number of
wind turbines in parallel (d), the battery type code (e), the number
of batteries in parallel (f), the diesel generator type code (g) and the
inverter/charger type code (h):Fig. 4. Pareto front of the MOEA.
__________________________________________ 37
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The flowchart of the MOEA is shown in Fig. 5 (left part).
First a random generation of a population of NMAIN vectors (also
called individuals or solutions, i.e. combinations of components)
(i ¼ 1 …. NMAIN) is obtained, constituting the first generation
(Ngen_main ¼ 1). For each combination of components i, the sec-
ondary algorithm (GA) is used to obtain the optimal control strat-
egy k so that the NPC of that combination of components is
minimised. Once the best control strategy is found for each com-
bination of components, they are sorted according to the number of
solutions they are dominated by, considering the three objectives
(minimisation of NPC, maximisation of HDI and maximisation of
JC). The fitness function of the combination i of the MOEA is
assigned according to its rank in the population. The solutions that
are dominated by the same number of solutions must have the
same fitness, which will be the average fitness of these solutions:
fitnessMAINi ¼
P
n
2
4 ðNMAINþ1ÞiP
m
½ðNMAINþ1Þm
3
5
ðb aþ 1Þ (12)
where i is the rank of the solution evaluated,m are all the solutions
of the MOEA (m¼ 1… NMAIN) and n are all the solutions dominatedFig. 5. Multi-objective op
Trabajos publicados ________________________________by the same number of solutions as the solution evaluated (n¼ a….
b).
If there is a high number of non-dominated solutions (Nnon_dom)
near the total number of solutions NMAIN, that means that there are
solutions too near each other in the Pareto set, which is not
providing variety. Then, in order to improve the evolution of the
MOEA, some of them must be eliminated, reducing the number of
non-dominated solutions. Relatively complex techniques for elim-
inating the inefficient Pareto optimal solutions are shown in
Ref. [41]. In this work a simple truncation technique has been used:
if Nnon_dom is higher than amaximum allowed value (Nnon_dom_max),
the solution which has the minimum distance to another solution
in the non-dominated Pareto set is selected.
The distance between two non-dominated solutions i and j is:
Dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NPCi  NPCj
NPCmax
2
þ

HDIi  HDIj
HDImax
2
þ

JCi  JCj
JCmax
2s
(13)
where NPCi, HDIi, and JCi are the total net present cost, the human
development index and the job creation of solution i. NPCmax,
HDImax, and JCmax are the maximum values of the non-dominated
solutions. After knowing the minimum value of Diej, the solution
(i or j) selected to be eliminated is the one that has the shortesttimisation flowchart.
__________________________________________ 38
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the Pareto front will never be eliminated.
Selection, crossing and mutation are performed to obtain a new
generation of individuals.
The best vectors have a greater probability of reproducing
themselves, crossing with other vectors. The individuals are
selected by the roulette wheel selection method. In each cross of
two vectors, a single point crossover is applied and two new vectors
are obtained. Also the mutation operator (uniform mutation) is
applied.
The process continues until a determined number of genera-
tions Ngen_main_max has been evaluated.
Comparison with advanced multi-objective algorithms as
NSGA-III [42e44] will be done in a future work.2.2.2. Secondary algorithm (GA)
The secondary GA also uses an integer vector with five variables
related to the control strategy:
jPmin_genjPlimit_dischjPcritical_genjSOCstp_genjSOCminimumj
These variables were defined in Ref. [45] as follows:
Pmin_gen: Minimum output power of the diesel generator. The
specific fuel consumption of the diesel generator (l/kWh) for low
output power is higher than for high power [37], so the optimal
Pmin_gen could be higher than the manufacturer recommendation.
Plimit_disch: When the AC load cannot be covered by the renew-
able sources, it must be supplied by the battery bank or by the
diesel generator. Generally, at low power the cost of supplying
energy by the batteries is lower than supplying energy by the diesel
generator. If the power is lower than Plimit_disch, it will be supplied
with the battery bank; otherwise the diesel generator will be used.
The optimal value of Plimit_disch depends on real operating condi-
tions, which are not known a priori, so this variable is part of the
control strategy to be optimised.
Pcritical_gen and SOCstp_gen: Due to the aforementioned high spe-
cific consumption of the diesel generator at low power, when the
amount of power the diesel must supply is lower than a critical
power limit, Pcritical_gen, it may be optimal to run at rated power,
using the extra power to charge the batteries up to an SOC denoted
as SOCstp_gen.
SOCminimum: minimum SOC of the battery. When the battery is
discharging and reaches this value, the load is disconnected from the
battery, preventing over-discharge. The manufacturer recommends
a value (usually 20e40%); however, the optimal value can be higher.
The flowchart of the secondary algorithm optimisation is shown
in Fig. 5 (right part). For each combination of components evaluated
by the MOEA, the secondary GA looks for the best control strategy
(combination of control variables).
A first generation of vectors or individuals (combinations of
control variables, i.e. control strategies) is randomly obtained. Each
vector of the secondary GA is evaluated by means of an hourly
simulation of the system during a number of years ny until the
battery bank's remaining capacity drops to 80% (end of battery
lifetime). Then the performance of the first nyears years is expected
to be repeated during the next nyears and so on until the lifetime of
the system is finished. At the end of the simulation of each indi-
vidual (combination of components and control strategy), if the
unmet load is higher than a specific value (for example, 0 or 0.1%),
this individual is discarded. Otherwise the NPC of that solution is
calculated. Then the vectors (combinations of control variables) are
sorted by their NPC. The first (rank 1) is the best individual, whereas
the last (rank N) is the worst. The fitness function of the individual
with rank k is assigned as follows:Trabajos publicados ________________________________fitnessk ¼
ðNSEC þ 1Þ  kP
j
½ðNSEC þ 1Þ  j
j ¼ 1…NSEC (14)
Then selection (roulette wheel), crossing (single point cross-
over) and mutation (uniform) are performed to obtain a new
generation of individuals, and the process continues until a deter-
mined number of generations Ngen_sec_max has been evaluated.
2.3. Evaluation of the objectives
The evaluation of the different objectives (NPC, HDI and JC) is
shown below.
2.3.1. Minimisation of net present cost (NPC)
The NPC (V) of a combination of components i and control
strategy k (NPCi,k) is calculated considering the acquisition cost of
all the components, the installation cost and also the replacement
cost of the components, the O&M cost and the fuel cost during the
system lifetime, Lifesystem (years). All the cash flows are converted to
the initial moment of the system (hour 0, year 1) considering the
inflation and the interest rate.
NPCi;k ¼
X
j
0
B@Costj þ NPCrepj
þ
XLifesystem
l¼1
0
B@CostO&M j$

1þ Infgeneral
l
ð1þ IÞl
1
CA
1
CA
þ
XLifesystem
l¼1
0
B@Costfuel$

1þ Inffuel
l
ð1þ IÞl
1
CAþ CostINST (15)
where j are the different components (PV generator, wind turbines,
battery bank, diesel generator and inverter/charger), Costj is the
acquisition cost of component j, NPCrepj is the sum of the replace-
ment costs of component j during the system lifetime minus the
residual cost of component j at the end of the system lifetime (all of
them converted to the initial moment of the system), CostO&M_j is
the annual O&M cost of component j, Infgeneral is the general annual
expected inflation, I is the annual interest rate, Costfuel is the annual
cost of the fuel used by the diesel generator, Inffuel is the annual
diesel fuel expected inflation and CostINST is the installation cost.
The cost of the fuel is calculated as follows:
Costfuel ¼
X8760
t¼0
ConsfuelðtÞ$Prfuel (16)
where Prfuel is the diesel fuel cost per litre.
The replacement total cost of component j is calculated as:
NPCrepj ¼
XNrepj
m¼1
0
B@Costj$

1þ Infj
m$Lifej
ð1þ IÞm$Lifej
1
CA
 Costj$

Lifej 

Lifesystem  Nrepj$Lifej

Lifej
1þ Infj
Lifesystem
ð1þ IÞLifesystem
(17)__________________________________________ 39
Fig. 6. Hourly load.
Fig. 7. Hourly irradiation.
Fig. 8. Hourly wind speed.
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e293286where Lifej (years) is the lifetime of component j, Infj is the annual
expected inflation of the acquisition cost of component j and Nrepj
is the number of times component j is replaced during the system
lifetime, calculated as:
Nrepj ¼ Integer
 
Lifesystem
Lifej
!
(18)
The LCE (V/kWh) is calculated as follows:Trabajos publicados ________________________________LCEi;j ¼
NPCi;j
Eload$Lifesystem
(19)
where Eload (kWh/yr) is the annual expected AC load of the system.2.3.2. Maximisation of human development index (HDI)
The HDI of a combination of components i and control strategy k
(HDIi,k) is calculated based on the equation introduced by Rojas-
Zerpa (2012). We consider that a fraction of the annual excess en-
ergy can be used by new businesses, services or small workshops,
which can improve the standard of living and therefore the HDI.__________________________________________ 40
Table 2
Possible components.
Component Types Acq. cost (V) Number in parallel
PV panelsa (1 type) c-Si, 200 Wp, 12 V 350 0e30
Wind turbinesb (5 types) 0 kW 0 1e2
14.7 kW max power at 14 m/s 14,000
26.9 kW max power at 14 m/s 22,000
43.1 kW max power at 14 m/s 34,000
72.5 kW max power at 14 m/s 59,000
Diesel generatorsc (3 types) 9 kVA, O&M cost 0.14 V/h 4300 1
11 kVA, O&M cost 0.15 V/h 4400
12.5 kVA, O&M cost 0.15 V/h 4500
Batteriesd (3 types) OPzS 1580 Ah 782 0e2
OPzS 2640 Ah 1363
OPzS 3170 Ah 1584
Inverter/chargerse (5 types) AC rated 9 kVA 6000 1
AC rated 12 kVA 6800
AC rated 13.5 kVA 9000
AC rated 18 kVA 10,200
AC rated 24 kVA 13,600
a Includes their own MPPT inverter.
b Includes their own controller and dump load.
c Minimum output power 30%.
d 2 V nominal. SOC min. 20%, self-discharge 3%/month, roundtrip efficiency 85% (same value is considered for charge and discharge: hch ¼ hd ¼√0.85 ¼ 0.922), float life at
20 C 18 years.
e SOC control. mI/C-charger ¼ 0.9, mI/C-inverter variable with output power (Fig. 3).
Fig. 9. Pareto optimal set (Pareto set of the last generation of the MOEA).
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e293 287Excess energy is the energy generated by the renewable sources
that cannot be used; i.e. it is the energy generated during each hour
by the PV generator and the wind turbines that cannot be
consumed by the expected AC load because the AC load is lower and
it is already covered. Such excess energy cannot be stored in the
battery bank of the system because it is fully charged. Part of the
excess energy can be used by AC extra loads (new business or
services with their own storage systems) which were not consid-
ered when the load was defined. These new business or services
can use the excess energy directly (in the hours the excess energy is
available) or store it on their own batteries to use it later when
there is no excess energy. Then the equation introduced by Rojas-
Zerpa (Eq. (2)) is converted to the next equation:Trabajos publicados ________________________________HDIi;k ¼ 0:0978 ln½ðEload þminðFmax_E_excess$Eexcess;
Fmax_E_load$EloadÞÞ= Npersons
 0:0319
(20)
where Eexcess (kWh/yr) is the annual excess energy of the system,
Fmax_E_excess is the factor to obtain the maximum excess energy that
can be used by new AC extra loads, Fmax_E_load is the factor to
multiply the annual AC load so that the maximum excess energy
used by the new AC extra loads cannot be higher than that product
and Npersons is the number of persons living in the community
supplied by the system. For example, if we consider that 20% of the
excess energy can be used by new AC extra loads but we consider
that these AC extra loads cannot be higher than 50% of the expected
AC load, then Fmax_E_excess ¼ 0.2 and Fmax_E_load ¼ 0.5.
2.3.3. Maximisation of job creation (JC)
The JC of a combination of components i and control strategy k
(JCi,k) is calculated considering the job creation by the different
technologies.
JCi;k ¼ JCPV$PPV þ JCWind$PWind þ JCDiesel$EDiesel þ JCBAT$EBAT
(21)
where JCPV (job/MW) is the number of jobs per MWp of the PV
generator, PPV (MWp) is the peak power of the PV generator, JCWind
(job/MW) is the number of jobs per MWof the wind turbines, PWind
(MW) is the maximum power of the group of wind turbines, JCDiesel
(job/GWh/yr) is the number of jobs created by diesel and Ediesel
(GWh/yr) is the annual energy supplied by the diesel. For the jobs
created by the battery bank, we consider the parameter JCBAT (job/
MWh), which is the number of jobs created per MWh of nominal
capacity of storage of the battery bank. EBAT (MWh) is the nominal
capacity of the battery bank.
3. Results and discussion
Following the methodology shown in Section 2, we describe the
optimisation of a PV-wind-diesel-battery system to supply the loadof
a small community in the Sahrawi refugee camps of Tindouf (latitude__________________________________________ 41
Table 3
Some of the solutions of the optimal Pareto set.
Solution# 1 2 3 4
Configuration PVa: 4  9  200 Wp (7.2 kWp)
Windb: 1  14.7 (14.7 kW)
Diesel: 11 kVA
Bat: 24  1  2 V  1580 Ah
(75.84 kWh)
Inv/Charger: 13.5 kVA
Pmin_gen ¼ 9075 W
Plimit_disch ¼ 9776 W
Pcritical_gen ¼ 3658
SOCstp_gen ¼ 20%
SOCminimum ¼ 20%
PVa: 4  30  200 Wp (24 kWp)
Windb: 2  72.5 (145 kW)
Diesel: 11 kVA
Bat: 24  1  2 V  3170 Ah
(152.16 kWh)
Inv/Charger: 18 kVA
Pmin_gen ¼ 9075 W
Plimit_disch ¼ 0
Pcritical_gen ¼ 7316 W
SOCstp_gen ¼ 100%
SOCminimum ¼ 100%
PVa:
4  17  200 Wp (13.6 kWp)
Windb: 1  43.1 (43.1 kW)
Diesel: 9 kVA
Bat: 24  1  2 V  1580 Ah
(75.84 kWh)
Inv/Charger: 13.5 kVA
Pmin_gen ¼ 2700 W
Plimit_disch ¼ 8765 W
Pcritical_gen ¼ 0
SOCstp_gen ¼ 40%
SOCminimum ¼ 40%
PVa:
4  30  200 Wp (24 kWp)
Windb: 1  26.9 (26.9 kW)
Diesel: 12.5 kVA
No battery bank
Inv/Charger: 18 kVA
Pmin_gen ¼ 3750 W
Pcritical_gen ¼ 3658 W
Total load, Eload (kWh/year) 29,983 29,983 29,983 29,983
Energy generated by PV (kWh/year) 14,164 47,213 26,754 47,213
Energy generated by wind T. (kWh/
year)
32,710 297,829 83,952 60,565
Energy supplied by diesel, Ediesel
(kWh/yr)c
4674 11,846 1434 11,125
Energy discharged by battery bank
(kWh/year)c
9593 0d 7217 0
Excess energy, Eexcess (kWh/year)c 18,476 316,521 73,385 87,469
Renewable fraction (%)c 84.35 60.41 95.13 62.86
Annual cost of diesel fuel (V/year)c 1601 4079 512 5124
Annual hours of diesel operation (h/
year)c
545 1408 236 2540
Battery lifetime (years) 4.5 9.5e 3.6 e
NPC (V) 125,465 338,383 161,733 166,729
LCE (V/kWh) 0.21 0.56 0.27 0.28
HDI 0.5871 0.6155 0.6154 0.6155
JC (number of jobs) 0.0277 0.1185 0.0531 0.08
a Include their own MPPT inverter.
b Include their own controller and dump load.
c For each year of the simulation the results are slightly different, as battery bank remaining capacity is continuously being reduced. Values shown are average of all the
years.
d The strategy forces the battery to remain at 100% SOC, i.e., diesel must supply the load first (battery bank is used as back-up).
e Battery bank at float-charge conditions.
Fig. 10. Hourly load.
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e29328827.67 N, longitude 8.14 W, 400 m above sea level). Nowadays the
electrical supply of these camps is provided by diesel generators for
the public administrative buildings, and many houses are supplied a
minimum amount of electricity by means of small PV panels.
We consider a community of Npersons ¼ 60 persons and an
average daily load of 82.14 kWh/day (different for each day, Fig. 6),
with a total annual AC load of Eload ¼ 29,983 kWh/yr, which cor-
responds to an HDI ¼ 0.5756. This will be the minimum HDI as the
whole AC loadmust be covered by the system, corresponding to the
HDI of medium development countries [24]. We consider
Fmax_E_excess ¼ 0.2 and Fmax_E_load ¼ 0.5, so considering the
maximum extra AC load (new businesses or services with their ownTrabajos publicados ________________________________storage, which could use part of the excess energy), the maximum
HDI could be HDImax ¼ 0.6155. The parameters of job creation are
JCPV ¼ 2.7 job/MW, JCWind ¼ 1.1 job/MW (mean values of Table 1,
[31]) and JCDiesel ¼ 0.14 job/(GWh/yr) [28], while for the battery
bank we have estimated a very conservative value of
JCBAT ¼ 0.01 job/MWh.
Hourly solar irradiation data are not usually available from
measured values, but they can be synthetically generated from
monthly average data, obtained from the web of PVGIS [46], using
the model of Graham and Hollands [47], which includes the
randomness of cloudiness. To optimise the irradiation of the worst
month, which is December, a 55 of slope would be optimal;__________________________________________ 42
Fig. 11. Hourly PV output.
Fig. 12. Hourly wind turbine output.
Fig. 13. Hourly excess energy.
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e293 289however, this would imply that in July the irradiation over the PV
panels would be much lower. A slope of 35 is optimal to maximise
the minimum irradiation during the year (hourly irradiation over
the PV panels with a slope of 35 is shown in Fig. 7). The hourly
wind speed was obtained from data for the Tindouf international
airport for the year 2007 (this year was selected because it has the
lowest average wind speed of the years available, 5.34 m/s, to
perform a conservative study), shown in Fig. 8. The average tem-
perature for each month is obtained from NASA webpage [48], and
the average value for the whole year was 25.6 C.
Table 2 shows the possible components considered in theTrabajos publicados ________________________________optimisations. There is the possibility of not including the PV
generator or not including wind turbines. The DC bus nominal
voltage is 48 V. As the c-Si PV panels used are of 12 V nominal
voltage, 4 of them in a series are connected in all possible combi-
nations and the number in parallel can vary from 0 (no PV gener-
ator) to 30. Tubular OPzS batteries are of 2 V nominal, so 24must be
connected in a series, varying the possible number of parallel rows
between 0 (i.e., no battery bank) and 2. A diesel generator must be
in the system at least to be used as backup emergency supply. The
expected lifetime is 20 years for the crystalline Silicon (c-Si) PV
panels and for the wind turbines (we also use this value for the__________________________________________ 43
Fig. 14. Hourly diesel output.
Fig. 15. Hourly battery charge.
Fig. 16. Hourly battery discharge.
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e293290system lifetime), 10 years for inverter/chargers, 12,000 h for diesel
and 1250 IEC full cycles to failure for OPzS batteries. Each start of
the diesel generator is considered equivalent to 5 min at full load
(FSTART¼ 0.0083). The diesel fuel price in Algeriawas around 0.16V/
l in 2015, but in Tindouf only a few litres per vehicle are available at
that price. Diesel fuel is usually obtained at much higher prices [49],
so we consider a price of 0.5 V/l, with an annual expected inflation
of 4%. The annual expected inflation of the acquisition cost of the
components is 2% annual for the batteries (i.e. a reduction in cost
is expected) and 2% for the diesel generator (as it is a very mature
technology). A general annual inflation of 2% and an interestTrabajos publicados ________________________________rate of 4% are considered. Also, an installation cost of 1000 V plus
a 5% acquisition cost of the components has been taken into
account.
There are 41,850 possible combinations of components
(1$31$5$2$3$1$3$3$5$1). For the control variables, we have
considered that considered that each one can take 5 values, so the
total number of possible combinations of control strategies is
55 ¼ 3125. The total number of combinations of components and
control strategies is 1.3$108. Around 7 combinations per second can
be simulated and evaluated in a 2.4 GHz, 4 GB RAM computer;
therefore, it would take about 216 days to evaluate all of them. By__________________________________________ 44
Fig. 17. Hourly SOC.
Fig. 18. Hourly capacity loss by degradation and corrosion and remaining capacity.
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e293 291using evolutionary algorithms, the optimisation can be performed
in a reasonable computation time. The MOEA uses a population of
200 (0.48% of possible combinations of components) with 15 gen-
erations, while the GA uses a population of 20 (0.64% of possible
combinations of control variables) and 15 generations, these values
were selected considering the results of [50] and some tests in
similar optimisations. There is a 90% crossing rate and 1% mutation
rate for both algorithms [50]. In around 1.5 days the evolutionary
algorithms performed the optimisation, obtaining the Pareto
optimal set shown in Fig. 9. HDI and JC are maximised in the
optimisation; however, the Pareto is clearly shown in a graph if the
variables are minimised, not maximised. Then, in the 3D graph
shown in Fig. 9, instead of HDI and JC, they are represented as their
opposite values (eHDI and eJC). Table 3 shows the details of some
of the solutions of the optimal Pareto set, identified in Fig. 9 by the
numbers in red. In Table 3 the minimum NPC and maximum HDC
and JC are marked in bold. In this case, as wind speed is relatively
high, most of the solutions of the optimal Pareto set are PV-wind-
diesel-battery hybrid systems, whereas in other locations with
lower wind speed, most of the solutions of the optimal Pareto set
do not include wind turbines.
Once the optimal Pareto set is known, the designer can see the
differences in the objectives of the different solutions and can
choose the one that best fits for him/her. The designer can see the
hourly performance of each solution; for example, Figs. 10e18
shows the hourly simulation of solution #1 during the first ny ¼ 5
years, as battery lifetime is 4.5 years. The hourly values of AC load,
PV output and wind turbine output during one year are repeated
for all the years.Trabajos publicados ________________________________Solution #1 is the most cost-effective solution (lowest NPC,
125,465 V, i.e. LCE of 0.21 V/kWh). Solution #2 has the maximum
HDI and also the maximum JC, as it has the maximum allowed
size of PV generator, wind turbines and battery bank, and it
forces the battery bank to be always in a float state so the energy
supplied by the diesel is high, obtaining a high JC but also a very
high NPC (2.7 times the NPC of solution #1). This solution, like
many others, would be discarded for economic reasons. Also,
solution #2 has a low renewable fraction (60.41%), which is
another reason to discard this solution. Solution #3 does not
have any extreme value of NPC, HDI or JC but could be an
interesting solution, as the NPC is not much higher than the one
of solution #1 but its HDI and JC are higher and the renewable
fraction is high (95.13%). Solution #4 is also an interesting solu-
tion, as its NPC is slightly higher than the NPC of solution #3 but
its JC is higher; however, this solution has no battery bank, so the
diesel must supply a high amount of energy (as in solution #2),
presenting a low relative fraction.
Solution #3, or another solution with not too high NPC but high
HDI, relatively high JC (compared to solution #1), a high renewable
fraction could be a good solution to select.
4. Conclusions
This work presents a new methodology for the multi-objective
optimisation of stand-alone (off-grid) hybrid renewable systems
(PV-wind-diesel-battery) to minimise net present cost and maxi-
mise human development index (HDI) and job creation (JC). The
optimisation performed uses an MOEA in order to obtain the__________________________________________ 45
R. Dufo-Lopez et al. / Renewable Energy 94 (2016) 280e293292optimal Pareto set of the combinations of components considering
the three objectives. The best control strategy for each combination
of components used by the MOEA is obtained by means of a GA,
which optimises the NPC.
HDI and JC had not been considered previously in the optimi-
sation of this kind of system. HDI depends in a logarithmic function
on the annual electrical consumption per capita; thus we consider a
minimum load to be covered (corresponding to a specific value of
HDI) and consider that the excess energy generated by the
renewable sources could be used by new extra loads (new busi-
nesses or services, with or without their own electricity storage
systems), which would increase HDI.
Each generation technology has a specific job creation factor,
which includes direct and indirect jobs in manufacturing, instal-
lation and O&M. A review of the state of the art of JC has been
conducted to obtain a high variation in the job creation factors for
PV and wind. The number of jobs created by a hybrid system de-
pends on the combination of components (mix of technologies).
We present an example of application of the multi-objective
optimisation (minimisation of NPC, maximisation of HDI and
maximisation of JC) to obtain an optimal Pareto set in which none
of the solutions is better for all three objectives than any other one.References
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In this paper a new stochastic-heuristic methodology for the optimisation of the electrical supply of
stand-alone (off-grid) hybrid systems (photovoltaic-wind-diesel with battery storage) is shown. The
objective is to minimise the net present cost of the system. The stochastic optimisation is developed by
means of Monte Carlo simulation, which takes into account the uncertainties of irradiation, temperature,
wind speed and load (correlated Gaussian random variables), using their probability density functions
and the variance-covariance matrix. Also the uncertainty of diesel fuel price inflation rate was consid-
ered. The heuristic approach uses genetic algorithms to obtain the optimal system (or a solution near the
optimal) in a reasonable computation time. This methodology includes an accurate weighted Ah-
throughput battery model with several control variables, which can be set in the modern battery con-
trollers or inverter/chargers with State of Charge control. A case study is analysed as an example of the
application of this methodology, obtaining the stochastic optimisation an optimal system similar to the
one obtained by the deterministic optimisation. It is recommended to perform first the deterministic
optimisation (with low computation time), then the search space should be reduced and finally the
stochastic optimisation can be obtained in a reasonable computation time.
© 2016 Elsevier Ltd. All rights reserved.1. Introduction
A very important factor for the sustainable development of
human society is the access to electricity. However, nowadays
electricity is still not accessible for 1,200 million people [1] due to
the lack of electricity grids in remote areas of developing countries.
In developed countries, there is also a need of electricity in remote
locations (telecom stations, farms, mountain refuges, etc.) far from
the electrical grid. In many remote locations, stand-alone systems
(off-grid systems) are more cost-effective than extending a power
line to the electricity grid. In some cases hybrid stand-alone sys-
tems (using more than one source of energy) are more cost-
effective than systems that use a unique energy source. The most
widely energy source used in stand-alone systems is photovoltaic
(PV), combined with battery storage. In areas where solar irradia-
tion is much lower in winter than in summer, hybrid PV-diesel-
battery systems can be cost-effective. In areas with high wind-Lopez), icristob@unizar.es
a).
___________________speed, the optimal system is usually a hybrid PV-wind-battery or a
PV-wind-diesel-battery system.
The optimisation of the stand-alone systems, i.e., the mini-
misation of the net present cost of the system (NPC, which includes
all the costs throughout the lifetime of the system, which are
converted to the initial moment of the investment using the
effective interest rate, according to standard economical pro-
cedures) is very important as the user usually want to choose the
lowest cost system.
The optimisation of this kind of systems is usually carried out
using a deterministic approach, i.e., considering that the electrical
load and the meteorological data (irradiation, temperature and
wind speed) do not vary during the years, i.e., the performance of
one year can be extrapolated to the rest of the years of the system
lifetime (which is usually considered to be 25 years or more). The
cost of the diesel fuel is usually considered as a fixed cost during the
system lifetime, or, in the best case, a fixed annual inflation for the
diesel fuel price is taken into account.
However, the performance of the real system is different from
one year to another one, as load and meteorological variables are
different. Also, the cost of the diesel fuel consumed each year__________________________________________ 48
R. Dufo-Lopez et al. / Renewable Energy 99 (2016) 919e935920depends on the actual price of the fuel of each year. These are the
motivations to perform in this paper a probabilistic optimisation of
stand-alone systems. The stochastic approachwill allow to consider
the different performance of the system during the years of its
lifetime, considering the uncertainties of meteorological variables
and load, and its correlations, and it will also allow to consider the
uncertainty of the diesel price fuel. The designer will obtain prob-
ability functions for the variables of the results (expected cost,
lifetime of the battery bank,…), knowing the mean, standard de-
viation, minimum and maximum expected for each of the results
and therefore having much more information than using the
deterministic approach.
Also, the optimisation of this kind of systems is usually done
using simple battery models, which can imply an estimation of the
battery storage lifetime much higher than the real battery lifetime.
In this work an accurate model for the estimation of the battery
lifetime is used.
This paper is structured as follows. Section 2 shows the litera-
ture review and research gap. Section 3 shows the methodology of
the optimisation, including the variables involved in the optimi-
sation and the mathematical models of the components of the
system. Section 4 shows an example of application and section 5
shows the main conclusions.
2. Literature review and research gap
Many previous studies have examined the performance and the
optimisation of the electrical supply of stand-alone systems, usu-
ally PV panels and/or wind turbines and/or diesel generators with
battery storage. Reviews of relevant works related to stand-alone
hybrid systems can be found in Refs. [2e4]. A comparative study
of stand-alone hybrid solar energy systems is shown in Ref. [5].
Reviews of the software tools used for the optimisation of hybrid
systems are shown in Refs. [6,7]. The optimisation of PV-wind
systems is discussed in Ref. [8] while a review of relevant papers
of optimisation of stand-alone systems is shown in Ref. [9]. A novel
optimisation method for stand-alone PV systems was recently
shown in Ref. [10]. In Ref. [11] the energetic and economic opti-
misation of a PV system (with battery storage) is shown. A meth-
odology based on levelized cost of supplied and lost energy for the
design of stand-alone systems is shown in Ref. [12]. Previous
relevant works of the authors of this work related to the optimi-
sation of hybrid stand-alone systems can be found in Refs. [13e15].
In some cases the stand-alone system does not include battery
storage [16], but storage is needed (and cost-effective) in most of
the off-grid applications. In most of the previous works, the opti-
misation tries to obtain the combination of components (and/or, in
some cases, of control strategies), which minimises the NPC, the
levelised cost of energy (LCE, calculated as NPC divided by the total
energy consumed by the load during the lifetime of the system) or
the operation cost of a short interval. Some of these works use
heuristic techniques, like genetic algorithms (GA) [17,18] in the
optimisation. A recent application of GA in the optimisation of
hybrid stand-alone systems is shown in Ref. [19]. In Ref. [20] a
meta-heuristic algorithm (Cuckoo Search) is applied in the opti-
misation of hybrid stand-alone systems. Other works consider
several variables to be minimised, usually LCE, CO2 emissions and
unmet load or loss of power probability, most of them using Pareto-
optimisation techniques as multi-objective evolutionary algo-
rithms (MOEA's) [21e23].
The optimisation in previous studies was usually carried out
using a deterministic approach, although some previous studies
used a stochastic approach, taking into account the uncertainties in
renewable sources.
In Refs. [24], Paliwal et al. show a probabilistic model forTrabajos publicados ________________________________battery-storage systems to facilitate the reliability assessment of
stand-alone renewable systems. They compare with Monte Carlo
simulation (MCS), obtaining better results with their probabilistic
model. However, in this work the battery lifetime estimation is not
obtained and no optimisation is performed.
Arun et al. [25] optimised a PV-battery system using MCS,
including the uncertainty of solar irradiation. Kamjoo et al. [26]
showed a method based on chance-constrained programming
(CCP) for the optimisation of a PV-wind-battery system, including
the uncertainties in wind speed and irradiation. In Refs. [27],
Kamjoo et al. use GA in the multi-objective optimisation of PV-
wind-batteries systems, considering uncertainties by means of
CCP and comparing the results with MCS. Maheri [28] evaluates the
reliability of different PV-wind-diesel-battery systems obtained by
deterministic design, and later [29], uses two algorithms (with
MCS) in the optimisation of the margin of safety.
Recently, Alharbi and Raahemifar [30] presented a stochastic
model for the coordination of distributed energy resources in an
islanded microgrid, considering the uncertainties of load, wind and
irradiation. Chang and Lin [31] also considered the uncertainties of
load, wind and irradiation and proposed the optimal design of
hybrid renewable energy systems using MCS with simulation
optimisation techniques (stochastic trust-region response-surface
method). The effect of the uncertainties in the economics of
renewable grid-connected generators have been studied in
Refs. [32], where Falconett and Nagasaka show a probabilistic
model to evaluate the effects of different support mechanisms
(governmental grant, feed in tariff and renewable energy certifi-
cate) on the net present value of grid-connected small-scale hy-
droelectric, wind energy and solar PV systems. Tina and Gagliano
[33] studied the impact of the tracking system on the probability
density function (PDF) of the power produced by the PV system
while Pereira et al. [34] used MCS in risk analysis in small renew-
able systems.
All the previous works use a different stochastic approach and
probabilistic models. However, some of them do not calculate costs
(they do not perform the optimisation), most of them do not
consider correlation between the input variables, others do not
consider storage and others use simple classical Ah-battery models
and simple models for the estimation of the batteries' lifetime.
The use of simple models for the batteries can imply a too
optimistic estimation of the batteries' lifetime (several times the
real lifetime [35]) and therefore, erroneous results for the NPC and
the LCE, as the battery bank total cost (acquisition cost plus
maintenance plus replacement at the end of its lifetime) is usually
the system's highest cost [36]. The battery lifetime in the previous
optimisationworks has always been estimated in fixed values or by
means of classical models (the number of equivalent full cycles or
the cycle counting method). These classical models assume that
operating conditions are the same as the conditions of the standard
tests that battery manufacturers use to obtain the lifetime number
of IEC (International Electrotechnical Commission) cycles (shown in
the battery datasheet). Therefore, they can predict an overly opti-
mistic battery lifetime, as Dufo-Lopez et al. showed in Ref. [35], in
which different ageing models for lead-acid batteries were
compared and the Schiffer et al. weighted Ah-throughput model
[37] was shown to obtain the most accurate results in terms of
battery lifetime.
Also, none of the previous studies include the model of the
PWM (pulse-width modulation) battery charge controller (or
inverter/charger), and therefore, none consider the optimisation of
the control variables, which can be set in the battery controller.
In the present paper, it is shown a new methodology for the
stochastic-heuristic optimisation of stand-alone hybrid renewable
systems (Fig. 1) considering the uncertainties of the input variables__________________________________________ 49
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Fig. 1. PV-wind-diesel-battery system. AC coupled or DC inverter/charger.
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count their correlations. Also the uncertainty of annual fuel price
inflation is considered (none of the previous works consider this
variable, which has a great influence in the NPC).
In the optimisation model, the Ah-throughput model for the
lead-acid batteries ([37]) (including accurate lifetime estimation) is
applied, which is muchmore realistic than the approach used in the
previous studies. Here, a PWM charge controller (charging in three
stages: bulk, boost and float) with state of charge (SOC) control is
modelled. Furthermore, a complex control strategy has been
implemented, with up to eight variables. Also, the stochastic
approach is used combined with GA (heuristic approach) to obtainTrabajos publicados ________________________________the optimal solution or a solution near the optimal in a reasonable
time.3. Methodology
This study uses a methodology that combines MCS and GA for
the optimisation of the combination of components and control
variables of hybrid renewable systems. This methodology can be
applied to optimise stand-alone systems of any size, including
micro-grids. Usually, the number of possible combinations of
components and control strategies is so high, it would imply
inadmissible computation time, whichmeans that heuristic models__________________________________________ 50
R. Dufo-Lopez et al. / Renewable Energy 99 (2016) 919e935922must be used for the optimisation (in our case, GA). The model has
been programmed in Cþþ language.3.1. Variables involved in the optimisation
Two GA are applied, one for the optimisation of components
(main algorithm) and another for the optimisation of the control
strategy (secondary algorithm).
The main GA works with an integer vector with the number of
PV panels in parallel (a), the PV panel type code (b), the number of
wind turbines in parallel (c), the wind turbine type code (d), the
battery type code (e), the number of batteries in parallel (f), the
diesel generator type code (g), and the inverter/charger type code
(h):
ða; b; c; d; e; f ; g; hÞ (1)
The secondary GA also uses an integer vectordin this case, with
eight control variables.
Pmin_gen; Plimit_discharge; Pcritical_gen; SOCstp_gen; SOCmin_disconnect; SOCmin_reconnect; SOCboost; SOCequal

(2)The first four variables were used in Ref. [15]. The meaning of
the control variables is explained as follows:
Pmin_gen: Minimum output power of the diesel generator. It is
generally set to the minimum value recommended by the manu-
facturer, below which it should not work. As the specific con-
sumption (litres/kWh) for low output power is always higher than
for high power, the optimal Pmin_gen could be higher than the
manufacturer recommendation.
Plimit_discharge: when the load cannot be covered by the renew-
able sources (PV generator and/or wind turbines), it must be sup-
plied by the batteries or by the diesel. The cost of supplying a
specific power bymeans of the batteries, for 1 h, can bemodelled as
proportional to the power (Fig. 2), if it is only considered the
replacement cost (supposing that ageing depends only on the en-
ergy cycled and that the operating conditions are the same as the
standard conditions considered by the manufacturer, neglecting
the effects of the SOC dependency versus time, the current, the
gassing and the acid stratification, and the capacity loss due to
corrosion, which depends on voltage and temperature) and the
operationt and maintenance (O&M) cost is negligible. This cost canCost per hour of 
supplying power 
(€/h)
P (kW)
Power supplied 
by ba?eries
Power supplied 
by diesel
Plimit_discharge
A·P + B·Pn
C·P
Fig. 2. Graphical calculation of Plimit_discharge.
Trabajos publicados ________________________________be modelled as C·P, where C (V/kWh) is the cost of supplying power
by means of the batteries and P is the power supplied (kW). The
cost of supplying a specific power by means of the diesel is also
modelled in Fig. 2, A·Pþ B·PGEN, rated, where A and B (V/kWh) are the
fuel curve coefficients and PGEN, rated is the rated power of the diesel
generator (kW). The intersecting point between the two curves is
the discharge limit power Plimit_discharge. Then, if the power is lower
than Plimit_discharge, the optimal solution would be to supply it with
batteries or otherwise use diesel. The value of Plimit_discharge can be
calculated, however, as the real battery operating conditions are
usually different from those recommended by the manufacturer;
the real intersection point can be different from the Plimit_discharge
calculated, so this value can be optimised.
Pcritical_gen and SOCstp_gen: Due to the high specific consumption
of the diesel generator at low power, when the power demanded by
the diesel is low (lower than the critical power limit, Pcritical_gen), it
may be optimal to run at rated power. That extra power is used to
charge the batteries up to the SOCstp_gen. If Pcritical_gen ¼ 0, the
classical control strategy “Load following” is used (the diesel just
runs to meet the load). On the other hand, if Pcritical_gen/ ∞, theclassical control strategy “Cycle charging” is used (the diesel will
runwhen the batteries cannot meet the load at the rated power, not
just to meet the demand but also to charge the batteries until
SOCstp_gen is reached).
The last four control variables are set in the modern PWM
battery controllers (or the inverter/charger) with SOC control [35].
In this work, the charging stages used by the most of the PWM
chargers are included in the simulations. Charge is conducted in
three stages: bulk, boost and float (also an equalisation stage is
performed under certain conditions). During bulk stage, the battery
is charged at themaximum current. Later, when the battery reaches
the boost voltage (BV) setpoint, the current tapers to maintain
voltage at that value. Then, when the battery current drops to a
certain level or a specific time has passed in boost stage (BTime),
the setpoint is dropped to a lower float voltage (FV) setpoint. This
kind of controllers overcharges the battery at regular intervals
(equalisation), applying an equalisation voltage (EV) setpoint dur-
ing a specified time (ETime).
The control of the discharge process is usually done by voltage
setpoints: when a voltage to disconnect (VD) setpoint is reached,
the load is disconnected from the battery (preventing over-
discharge); then, when the battery is recharged and reaches a
voltage to reconnect (VR) setpoint, the load is reconnected.
Some modern PWM controllers include algorithms to calculate
the real SOC of the battery so that the battery can be optimally
protected. They do this using SOC setpoints, which can be opti-
mised (depending on the operating conditions, the optimal values
of these setpoints can be different from the default values set in the
controller):
SOCmin_ disconnect: minimum SOC of the battery. When the bat-
tery is discharging and reaches this value, the load is disconnected
from the battery, preventing overdischarge.
SOCmin_ reconnect: after disconnecting the load from the battery, if
the battery is recharged, the load is reconnected when the battery
has reached this SOC.
SOCboost: If the battery has fallen since the last full charge of the
SOC, denoted as SOCboost, the next charge will include a boost-__________________________________________ 51
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Fig. 3. Mono-objective optimisation by means of two GA (main and secondary) including MCS.
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SOCequal: If the battery has fallen since the last full charge of the
SOC, denoted as SOCequal, equalisationwill be done as programmed;
otherwise, this stage will not be used.
3.2. Optimisation using GA and including MCS
Two GA (based on [13]) are applied in the stochastic-heuristic
optimisation of the hybrid system (Fig. 3).
In this study, MCS is performed for the stochastic approach, so
each combination of components i and control strategy k is eval-
uated MCSsamples times (number of samples of the MCS or until a
stopping rule is reached) so a probability density function (PDF) for
each of the result variables (energy supplied by PV, by wind tur-
bines, by diesel, unmet load, energy cycled by batteries, batteries
lifetime, fuel consumption, O&M costs, replacement costs, NPC,
LCE, etc.) is obtained. The mean of the PDF distribution of NPC is
denoted as NPCi_k_mean.Trabajos publicados ________________________________For each combination of components i that is evaluated by the
main GA, a sub-algorithm (called the secondary GA) is used to
obtain the optimal control strategy k, denoted as k(opt) (optimal
combination of control variables), and to minimise the mean of the
NPC distribution, denoted as NPCi,k(opt)_mean.
The main GA is used to obtain the optimal combination of
components i, denoted as i(opt) (with the optimal combination of
control variables obtained by the secondary algorithm), which
minimises the NPCi,k(opt)_mean, denoted as NPCi(opt),k(opt)_mean.
For each GA, a population of N vectors (or individuals) is initially
obtained randomly (first generation). Each vector is evaluated by
means of an hourly simulation of the system during the years of the
battery lifetime (since it is previously unknown, the system is
simulated until the battery's remaining capacity is 80% of nominal,
when it is considered the end of its lifetime [35]), repeated
MCSsamples times, to obtain the probabilistic approach. Then, the
probability density function (PDF) of the result variables is known.
The individuals with a mean of unmet load higher than a specific__________________________________________ 52
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mean of the NPC distribution, which is the variable used to sort the
set of vectors. The first (rank 1) is the best individual, i.e., the one
with the lowest NPC mean, whereas the last (rank N) is the worst,
i.e., the one with the highest NPC mean. Once the N individuals are
sorted, the fitness function of the individual with rank i is assigned
as follows:
fitnessi ¼
ðN þ 1Þ  iP
j
½ðN þ 1Þ  j j ¼ 1:::N (3)
The best individuals (fittest) have a higher probability of
reproducing, which crosses with other vectors. In each cross, two
new vectors are obtained. Some individuals randomly change some
of their components, i.e., a component of the integer vector is
randomly selected and its value is randomly changed by another
one (mutation) in order to avoid a local minimum (to maintain
diversity within the population and inhibit premature conver-
gence). The individuals obtained from reproduction and mutation
are evaluated, and the best individuals replace the worst in the
previous generation, thereby obtaining the next generation. The
process continues until a determined number of generations
Ngen_max has been evaluated. The best solution obtained is that
which has the lowest value of the mean of the NPC distribution.
GA are heuristic techniques, which do not evaluate all the
possible combinations, so it is impossible to say that it will always
obtain the optimal solution. In some cases it can obtain a solution
near the optimal.
An hourly time step is used as it is the usual time step in the
optimisation of this kind of systems in a deterministic approach.
Lower time steps would imply inadmissible computation time. In
the probabilistic approach, which can imply x 50 or x 100 (or even
more) the computation time of the deterministic approach, the
hourly step must be used.3.3. Monte Carlo simulation
As explained in section 3.2 and in Fig. 3, the secondary GA,
which is used to optimise the control variables, includes MCS.
Usually, the series of several years (for example, 10 or 20 years)
of the average daily irradiation during a whole year vary from year
to year so that its PDF approximately follows a normal or Gaussian
curve distribution (Fig. 4), with a mean (Xmean) and a standard
deviation (XSD, square root of the variance). The same thing occurs
with the load, the temperature, the wind speed and the diesel fuel-
price interest rate.
The procedure of the MCS applied for each combination of
components i and control strategy k is shown in Fig. 5.PDF
X
Xmean Xmean+3XSDXmean-3XSD
Fig. 4. Variable X approximately following a normal PDF.
Trabajos publicados ________________________________The PDF of the average daily load of a whole year E (kWh), the
PDF of the average daily irradiation of a whole year over the surface
of the PV panels G (kWh/m2), the PDF of the average temperature of
a whole year T (C), the PDF of the average wind speed of a whole
year W (m/s) and the PDF of the annual diesel fuel price interest
rate Int (%) are known as data.
E, G, T andW are usually correlated variables and their variance-
covariance matrix is known.
Also, the hourly time series for a whole year (8760 h) of E, G, T
and W with mean values Emean, Gmean, Tmean and Wmean are known
and denoted as Eh(t), Gh(t), Th(t) and Wh(t), t ¼ 1 … 8760 h.
For each combination of components i and control strategy k,
each year a vector of correlated Gaussian random variables Z is
obtained:
Z ¼
2
664
Eyear
Gyear
Tyear
Wyear
3
775 (4)
which is distributed according to:
Z  Nðm;SÞ (5)
where m is the vector of means, and S is the variance-covariance
matrix (symmetrical) [38,39].
m ¼
2
664
Emean
Gmean
Tmean
Wmean
3
775; S
¼
2
664
varðEÞ covðE;GÞ covðE; TÞ covðE;WÞ
covðG; EÞ varðGÞ covðG; TÞ covðG;WÞ
covðT ; EÞ covðT ;GÞ varðTÞ covðT ;WÞ
covðW; EÞ covðW;GÞ covðW; TÞ varðWÞ
3
775 (6)
The procedure is shown in Ref. [40]. First it is generated a vector
X which is distributed as
X  Nð0; IÞ (7)
where I is an appropriately-sized identity matrix.
The vector of correlated Gaussian random variables is obtained
using the following expression:
Z ¼ CX þ m (8)
where C is a lower triangular matrix called the Cholesky factor of
the variance-covariance matrix (CC’ ¼ S).
For the first year, these values obtained in Z are Eyear1, Gyear1,
Tyear1 and Wyear1, which will be the average values of the hourly
time series for the first year.
Then the hourly time series of E, G, T and W for the first year
Eh_year1(t), Gh_year1(t), Th_year1(t) and Wh_year1(t) are obtained pro-
portional to the original series Eh(t), Gh(t), Th(t) and Wh(t) as
follows:
Eh year1ðtÞ ¼ EhðtÞ$
Eyear1
Emean
0< t  8760 h (9)
Gh year1ðtÞ ¼ GhðtÞ$
Gyear1
Gmean
0< t  8760 h (10)__________________________________________ 53
Fig. 5. Stochastic approach by MCS for each combination of components i and control strategy k.
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Tyear1
Tmean
0< t  8760 h (11)Trabajos publicados ________________________________Wh year1ðtÞ ¼ WhðtÞ$
Wyear1
Wmean
0< t  8760 h (12)
Also, a value Intyear (which will be the same for all the years) is__________________________________________ 54
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The hourly simulation of the performance of the system is done
during the first year. At the end of the first year, if the battery bank's
remaining capacity is still higher than 80% of its nominal value, this
means that the battery still has not reached the end of its lifetime,
so the simulation must continue during year 2 (obtaining the
correlated Gaussian random variables values of Eyear2, Gyear2, Tyear2
and Wyear2 and calculating the hourly time series as done for year
1). The process continues until the year when the battery bank's
remaining capacity reaches 80% of its nominal value. Then it is
known the battery lifetime for that combination of components i
and control strategy k (BattLifei,k) and the performance of the sys-
tem during that time (assuming that this performance will be
repeated until the end of the system lifetime). All the other results
are then calculated, including NPCi,k and LCEi,k.
Thewhole process explained before is repeatedMCSsamples times
(MCSsamples is the number of samples or trials or sample size of the
MCS) or until the stopping rule of the MCS is reached. Then, the
results are displayed as PDF distribution curves. The mean of the
PDF of the NPCi,k, which is called NPCi, k_mean, will be the value used
to evaluate the fitness of the combination of components i and
control strategy k.
There are many stopping rules for MCS [41,42]. A simple stop-
ping rule is to let the simulation run until the relative standard
error [39] of the NPC (standard error of the mean divided by the
mean) reaches a specified value RSE (for example 0.1%):
100
NPCi;k_SDffiffi
n
p
NPCi;k_mean
< RSE (13)
where NPCi, k_mean and NPC i,k_SD are the mean and standard devi-
ation of the NPC obtained in the n samples evaluated.
Another widely used method [43] is to run the MCS until a
specified precision (a maximum error ε in the obtained mean over
the true mean, for example, 1%) under a specified confidence level
CL (for example, 95%):
100
NPCi;k_SDffiffi
n
p $ZCL
NPCi;k_mean
< ε (14)
where ZCL is the confidence coefficient for the confidence level
under a normal distribution. For example, for CL ¼ 95%, ZCL ¼ 1.96.
In the application example (section 4) this stopping rule has been
used.0
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Fig. 6. Example of power curves of two wind turbines.3.4. Mathematical model for the hourly simulation of the system
In this section the mathematical models of the components
used in the hourly simulation of the system are shown.
3.4.1. PV generator
A maximum power point tracking (MPPT) system is considered
in the system, so the power of the PV generator coming into the
inverter/charger is calculated as follows:
PPVðtÞ ¼ PSTC$
Gh_yearYðtÞ
1kWh=m2
$fmmfdirt$mDC=DC$mDC=AC PV$mwire PV$ftemp
(15)
where PSTC is the output power in standard test conditions (Wp),
Gh_yearY(t) (kWh/m2) is the irradiation over the surface of the PV
panels during hour t of year Y, fmm is module mismatch or power
tolerance, fdirt is dirt derating factor, mDC/DC is the efficiency of theTrabajos publicados ________________________________DC/DC system for the MPPT, mDC/AC_PV is the efficiency of the
inverter (if AC coupled system) and mwire_PV is wire efficiency (from
the PV generator to the inverter/charger) and ftemp is temperature
derating factor, which is calculated as follows:
ftemp ¼ 1þ a100 ðTcðtÞ  25Þ (16)
where a is the power temperature coefficient (%/C) and Tc(t) (C) is
the PV cell temperature, which can be calculated as:
TcðtÞ ¼ TaðtÞ þ

NOCT  20
0:8

$
Gh yearY ðtÞ
1kWh=m2
(17)
where Ta(t) is the ambient temperature (C) and NOCT is the
nominal operation cell temperature (C).
3.4.2. Wind turbine
The power curve supplied by the manufacturer (in standard
conditions, at sea level; examples shown in Fig. 6 with red curves)
must be converted to the power curve at the height of the location
and temperature of each hour.
Atmospheric pressure P (Pa) at the altitude above sea levelH (m)
can be approximated as follows:
P ¼ Po

1 L$H
To
gM
RL
(18)
where Po is the standard pressure at sea level (101325 Pa), T0 is the
temperature at the height of sea level (288.15 K), L is the variation
rate of temperature vs. height (0.0065 K/m), g ¼ 9.80665 m/s2, R is
the ideal gas constant (8,31432 J/mol$K) and M is the molecular
weight of dry air (28.9644$103 kg/mol).
Considering the ideal gas law:
r
r0
¼

1 L$H
To
gM
RL
$
T0
T
(19)
where r (kg/m3) is the air density at the altitude above sea level H
and temperature T (K) and r0 is the air density at sea level (1.225 kg/
m3).
The output power of awind turbine at the height above sea level
H and temperature T can be calculated as the output power at sea
level (given by the power curve supplied by the manufacturer)__________________________________________ 55
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curves are at height H ¼ 1024 m and T ¼ 293 K.
If the hub height zhub (m) of the wind turbine is different from
the anemometer height where the wind speed dataweremeasured
zanem (m), the wind speed at the hub height can be obtained from
the wind speed Wh_yearY(t), as follows:
WHUB h yearY ðtÞ ¼ Wh yearY ðtÞ$
ln zhubz0
ln zanemz0
(20)
where z0 is the surface roughness length (m).UbatðtÞ ¼ U0 

10
13

gDODðtÞ þ rCðtÞ

IbatðtÞ
2C10

þ rCðtÞMC

IbatðtÞ
2C10

SOCðtÞ
CC  SOCðtÞ

c IbatðtÞ>0
UbatðtÞ ¼ U0 

10
13

gDODðtÞ þ rDðtÞ

IbatðtÞ
2C10

þ rDðtÞMD

IbatðtÞ
2C10

DODðtÞ
CDðtÞ  DODðtÞ

c IbatðtÞ<0
(25)This value of WHUB_h_yearY(t) is used as an input in the power
curve at the height of the location H and the temperature T(t) to
obtain the power generated by the wind turbine PWT (t) during
hour t of year Y. If the wind turbine output is in DC and the inverter/
charger is AC coupled, the efficiency of the inverter mDC/AC_WT must
be considered. The power of the wind turbine coming into the
inverter/charger is also affected by the wire efficiency from the
wind turbine to the inverter/charger, mwire_WT.3.4.3. Diesel generator
The diesel generator output power PGEN(t) (kW) depends on the
output power of the renewable sources, the load, the control
strategy and the SOC of the battery bank. The diesel fuel con-
sumption (l/kWh) during hour t is considered as follows:
 If the diesel was running during previous hour:
ConsfuelðtÞ ¼ B$PGEN; rated þ A$PGENðtÞ (21) Else:
ConsfuelðtÞ ¼ B$PGEN; rated þ A$PGENðtÞ þ FSTART$

B$PGEN; rated
þ A$PGEN; rated

(22)
where A ¼ 0.246 l/kWh and B ¼ 0.08415 l/kWh are the fuel curve
coefficients [44], PGEN, rated (kW) is the rated power and FSTART is a
factor to consider the extra fuel due to the start of the generator, it is
usually lower than 0.0083, equivalent to 5 min at rated power [45].3.4.4. Battery bank
The battery bank input power Pbat (t) (>0 battery charging, <0
battery discharging) depends on the output power of the renew-
able sources, the load, the control strategy, the output power of the
diesel and the SOC of the battery bank. The weighted Ah-
throughput lead-acid battery model shown by Schiffer et al. [37],
which includes an accurate ageing model, has been used in this
work.
The SOC (per unit of the nominal capacity) is calculated adding
the effective charge that comes into the battery to the SOC of the
previous hour:Trabajos publicados ________________________________SOCðt þ DtÞ ¼ SOCðtÞ þ IbatðtÞ  IgasðtÞDt=CN (23)
where Ibat(t) (A) is the battery input current, Igas(t) (A) is the gassing
current (during discharge it is 0), CN (Ah) is the nominal capacity
and Dt is the time step of the simulation (in this case 1 h).
The battery input current is calculated as:
IbatðtÞ ¼ PbatðtÞ=UbatðtÞ (24)
where Ubat(t) (V) is the battery voltage, calculated by the modified
Shepherd equations [37].where: U0 (V) is the open-circuit equilibrium cell voltage at the
fully-charged state, g (V) is an electrolyte proportionality constant,
DOD ¼ 1SOC is the depth-of-discharge; rC and rD (UAh) are the
aggregated internal resistance during charge or discharge, C10 is the
rated capacity of the battery at 10 h discharge, CC and CD are the
normalized capacity of the battery during charge or discharge.
Battery efficiency is implicitly considered in Eq. (21), as the
gassing current affects the SOC during charge. It is also implicitly
considered in the battery voltage (Eq. (23)): during charge Ubat
increases its value, so the power required to charge the battery
bank (Ubat$Ibat) (from Eq. (22)) must be higher, i.e., not all the power
is converted in energy stored. During discharge, Ubat decreases its
value, so the power supplied by the battery bank (Ubat$Ibat) is lower,
i.e., not all the power that is extracted from the battery is converted
in energy supplied to the load.
This model calculates the capacity loss by corrosion, Ccorr(t) and
the capacity loss by degradation (cycling), Cdeg(t). During each hour
the remaining battery capacity, Cremaining(t), can be calculated as the
normalised initial battery capacity (Cnormalised) minus the capacity
loss by corrosion and degradation:
CremainingðtÞ ¼ Cnormalised  CcorrðtÞ  CdegðtÞ (26)
When the remaining capacity is 0.8 (i.e., 80% of the nominal
capacity) the battery is considered that has finished its lifetime.
The capacity loss by degradation is calculated as:
CdegðtÞ ¼ Cdeg;limit$exp
	
 cz

1 ZW ðtÞ
1:6$ZIEC


(27)
where Cdeg, limit is the degradation limit (reached when the
remaining battery capacity is 80% of the nominal capacity taking
into account only cycling, not corrosion), cZ is a constant equal to 5,
ZW is the weighted number of cycles (with the impact of the SOC,
the discharge current and the acid stratification) and ZIEC is the
lifetime number of IEC cycles [46].
ZW ðt þ DtÞ ¼ ZW ðtÞ$
Idisch_batðtÞ$fSOCðtÞ$facidðtÞ$Dt
CN
(28)
where Idisch_bat is the discharge current of the battery (A), fSOC is a
factor which takes into account the influence of the SOC and__________________________________________ 56
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Fig. 7. Inverter efficiency.
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impact of the acid stratification.
The influence of the SOC is calculated as follows:
fSOC tð Þ ¼ 1þ

cSOC;0 þ cSOC;min$

1 SOCmin tð Þjtto

$fIðI;nÞ$ðt
 t0Þ

(29)
where t0 is the time of the last full charge, SOCmin(t) is the minimum
SOC since the last full charge, cSoC,0 is a constant which represent
the increase in fSoC with time at SOC ¼ 0, cSoC,min is a constant to
consider the impact of SOCmin(t) and fI(I, n) is the current factor,
which depends mainly on the current at the beginning of the
discharge after a full charge (I), so the current factor is also affected
by the number of bad charges (n), which takes into account the
charges which end between 0.9 and 0.9998 SOC.
The current factor can be calculated by the following expression:
fIðI;nÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I10=IbatðtÞ
p
$
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expðnðtÞ=3:6Þ3
p
(30)
where I10 (A) is the 10 h current (I10 ¼ C10/10).
The number of bad charges is reset to zerowhen the SOC reaches
0.9999. When the maximum SOC reached during a charge (SOCmax)
is between 0.9 and 1, n is increased as follows:
nðt þ DtÞ ¼ nðtÞ þ Dn ¼ nðtÞ þ 0:0025 ð0:95 SOCmaxÞ
2
0:0025
(31)
The influence of acid stratification on active mass degradation is
taken into account by the factor facid:
facidðtÞ ¼ 1þ fstratificationðtÞ$
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I10
jIbatðtÞj
s
(32)
where fstratification is the stratification factor, increased or decreased
by the factors fplus and fminus (the reader is referred to [37] for
further details).
fstratificationðt þ DtÞ ¼ fstratificationðtÞ þ

fplusðtÞ  fminusðtÞ

Dt
(33)
The capacity loss by corrosion is modelled using the concept of a
corrosion layer, which grows during the lifetime of the battery. The
effective corrosion layer thickness DW(t) is calculated during each
hour depending on the corrosion voltage of the positive electrode
and on temperature (see Ref. [37] for further details). The capacity
loss by corrosion, Ccorr(t), is proportional to the effective layer
thickness at time t, based on:
CcorrðtÞ ¼ Ccorr;limit$
DWðtÞ
DWlimit
(34)
where Ccorr, limit is the limit of the loss of capacity by corrosion and
DWlimit is the corrosion layer thickness when the battery has
reached the end of its float lifetime (given in the battery datasheet).3.4.5. Inverter/charger
The inverter/charger (also called bi-directional converter) is
modelled as a PWM controller with the charge in three stages and
SOC control, with the cut limits and setpoints shown in section 3.1.
The inverter/charger includes the output inverter (DC/AC) to supply
the AC load from the DC bus and the rectifier (AC/DC, also calledTrabajos publicados ________________________________battery charger) so that the AC sources can charge the battery bank.
The control unit in usually included in the inverter/charger. The
inverter/charger performs a complete off-grid management. It
controls the charge/discharge of the battery bank, calculating the
SOC of the battery bank. When the SOC is lower than a specified
limit, the inverter/charger turns on the diesel generator. The output
power of the diesel can be controlled by the inverter charger and
the SOC limit to stop it. Many inverter/chargers also include MPPT
(to obtain the maximum power from the PV).
PV panels produce electricity in DC so the PV bus is in DC, using
in this case a DC coupled inverter/charger (Fig. 1) b). To use an AC
coupled inverter/charger (Fig. 1) a), the PV generator must include
an inverter so its output bus will be an AC bus. It is applied also for
the wind turbines (wind turbines output power is usually DC for
low power devices; AC for high power devices).
There are different commercial inverter/chargers which allow
different bus voltage type (DC or AC coupled) for the PV and the
wind turbines (Fig. 1).
The input power to the battery bank (from the AC sources) is
affected by the battery charger efficiency. The inverter efficiency
depends on the output power (example shown in Fig. 7).
4. Example of application
Following the methodology shown in section 3, a PV-wind-
diesel-batteries system supplying the load of an off-grid telecom
station located in Navarra, Spain (42.73 N,1.71 W, height 1,024m)
has been optimized.
Table 1 shows the PDF data while their correlations are the
following (variance-covariance matrix and its Cholesky factor
matrix):
S ¼
2
6664
0:171 0:024 0:029  0:057
0:024 0:035 0:020  0:051
0:029 0:020 0:345  0:052
0:057  0:051  0:052 0:470
3
7775
C ¼
2
6664
0:413 0 0 0
0:057 0:177 0 0
0:069 0:093 0:576 0
0:138  0:242  0:035 0:626
3
7775
(35)
Fig. 8 represents the hourly time series for a whole year (8760 h)
of E, G, T and W with average values Emean, Gmean, Tmean and Wmean,
i.e., Eh(t), Gh(t), Th(t) and Wh(t). Table 2 shows the possible com-
ponents considered in the optimisations (DC coupled system). The
DC nominal voltage is 48 V. As the PV panels used are of 12 V
nominal voltage, 4 of them connected in series are needed. The__________________________________________ 57
Fig. 8. Hourly time series for a whole year Eh(t), Gh(t), Th(t) and Wh(t).
Table 1
Data of PDF (set of several years) of load, irradiation, temperature, wind speed and fuel price interest rate.
Mean Standard deviation Number of years
E: Average daily AC load of a whole year (obtained from a similar telecom station) 14.28 kWh 0.413 kWh 8
G: Average daily irradiation of a whole year over the surface of the PV panels (60 slope, optimal) [48] 4.51 kWh/m2 0.186 kWh/m2 22
T: Average temperature of a whole year [48] 9.08 C 0.587 C 16
W: Average wind speed of a whole year, 10 m height [48] 8.30 m/s 0.685 m/s 22
Int: Annual fuel price interest rate* [49] [47] 5.72% 1.33% 20
*Data of the average price (Pr) of diesel fuel of each year during 20 years is known (from 1995 to 2015). Annual interest rate has been calculated as the average annual interest
rate from a year to 10 years later. For example, the annual interest rate from 1995 to 2005 is as follows.
Int ¼

Pr2005
Pr1995
1=10
 1

$100 (36).
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Trabajos publicados ________________________________batteries are of 2 V nominal, which means 24 in series are needed.
The diesel fuel price at the beginning of the installation was 1.1 V/l
(present price in Spain [47]). The lifetime considered for the system
is 25 years (the same as PV panels [13]). The installation cost is
1,000 V þ 2% of the acquisition cost of all the components (esti-
mated). To calculate NPC, the annual interest rate is considered (4%)
and the annual general inflation (2%) (except for the fuel price,
which is shown in Table 1). A minimum of 2 days of autonomy is
required (if there is a diesel generator in the system, this requisite is
not considered).
4.1. Deterministic-heuristic optimisation
First, it is performed the optimisation of the system without
considering the uncertainties, i.e., a deterministic optimisation
using the mean values of the data of Table 1, not considering the
PDF of the data and not using MCS.
The number of possible combinations of components is ob-
tained by the multiplication of the number of types of each
component (with the range in parallel):
1x27x4x1x4x1x5x2x1x1 ¼ 4,320 possible combinations.
It has been assumed that each control variable can take 4 values:
Pmin_gen between theminimum recommended by themanufacturer
and the diesel rated power; Plimit_disch and Pcritical_gen between 0 and
the maximum hourly power demanded by the load; and SOCstp_gen,
SOCmin_disconnect, SOCmin_reconnect, SOCboost and SOCequal between the
minimum SOC recommended by the manufacturer (20%) and 80%
SOC. This means that a total number of 48¼ 65,536 combinations of
control strategies can be considered.
Then a total of 4,320  65,536 ¼ 2.83$108 combinations are
possible in this case. At a rate of around 10 combinations per second
(2.4 Ghz, 4 GB RAM computer), it would take 327 days to evaluate
all of them. Obviously, this is inadmissible, so GA are used, as shown
in section 3.2. (without MCS), with the parameters shown in
Table 3, evaluating around 34,000 combinations of components
and control variables and obtaining a computation time of around
12 h.
After obtaining the optimal system, the search space of the main
GAwas reduced and incremented the number of values the control
variables could take to 6, evaluating around 30,000 combinations of
components and control variables with a similar computation time,
thereby obtaining the results shown in Tables 4 and 5 (left column).
The optimal configuration is a PV-wind-diesel-battery system, with
a very high penetration of the renewable sources (the diesel
generator runs only 113 h in one year, supplying 146 kWh/yr
(Annex 1, Fig. A.3), i.e., 2.7% of the annual load). In most of the lo-
cations in Spain, wind turbines are usually not part of the optimal
system, as PV prices have dramatically fallen in recent years,
however in this case (high wind speed) awind turbine is part of the
optimal system. Due to the high diesel fuel price (and its inflation)
in Spain, diesel is practically used as a back-up system, supplying
energy only when the battery bank reaches the minimum SOC.__________________________________________ 58
Table 2
Possible components.
Component Types Number in
parallel
PV panels
(1 type)
1. PSTC ¼ 100Wp, ISC ¼ 6.79A, NOCT ¼ 49 C, a ¼ 0.2%/C, acquisition cost (including support structure) 130 V, 12 V nominal (4 in serial).
fmm$fdirt$mDC-DC·mwire_PV ¼ 0.85
0e26
Wind
turbinesa
(4 types)
1. No wind turbine
2. WT500 (max. power 580 W), hub height 10 m, cost 1,450 V, lifespan 15 yr, O&M cost 100 V/yr
3. WT1500 (max. power 1660 W), hub height 13 m, cost 4,875 V, lifespan 15 yr, O&M cost 100 V/yr
4. WT3000 (max. power 3520 W), hub height 15 m, cost 7,555 V, lifespan 15 yr, O&M cost 150 V/yr
1
Dieselb
generators
(4 types)
1. No diesel generator
2. Rated power 2 kVA, min. power 30%, acq. cost 800 V, lifespan 12,000 h, O&M cost 0.12 V/h
3. Rated power 3 kVA, min. power 30%, acq. cost 1,050 V, lifespan 12,000 h, O&M cost 0.13 V/h
4. Rated power 4 kVA, min. power 30%, acq. cost 1,200 V, lifespan 12,000 h, O&M cost 0.14 V/h
1
Batteriesc
(5 types)
1. OPZS 180 Ah, acq. cost 127 V, O&M cost 1.3 V/yr, 2 V nominal (24 in serial)
2. OPZS 270 Ah, acq. cost 178 V, O&M cost 1.8 V/yr, 2 V nominal (24 in serial)
3. OPZS 550 Ah, acq. cost 202 V, O&M cost 2 V/yr, 2 V nominal (24 in serial)
4. OPZS 816 Ah, acq. cost 298 V, O&M cost 3 V/yr, 2 V nominal (24 in serial)
5. OPZS 1340 Ah, acq. cost 412 V, O&M cost 4.1 V/yr, 2 V nominal (24 in serial)
2
Inverter/
chargers
(1 type)
1. DC coupled. Continuous output power 4 kVA, MPPT, SOC control, charger efficiency 90%, inverter efficiency variable with output power
(Fig. 7), acq. cost 4,200 V, lifespan 10 yr. BV ¼ 2.4 V, FV ¼ 2.3 V, EV ¼ 2.45 V, BTime ¼ 2 h, ETime ¼ 2 h, VD ¼ 1.85 V, VR ¼ 2 V, SOCmin_
disconnect ¼ 30% (default), SOCmin_ reconnect ¼ 50% (default), SOCboost ¼ 70% (default), SOCequal ¼ 40% (default).
1
a For all the wind turbines mwire_WT ¼ 0.9.
b For all the diesel generators, FSTART ¼ 0.0083.
c For all the batteries: SOC min. 20%, self-discharge 3%/month, float life at 20 C 18 years, IEC full cycles to failure 1,260. Also for the whole battery bank a fixed O&M cost of
50 V/yr has been considered.
Table 3
Parameters of the GA used in the deterministic optimisation.
Main GA Secondary GA
Population 	0.003% of all possible solutions [14] NMAIN ¼ 40 NSEC ¼ 40
Generations 	 15 [14] Ngen_main_max ¼ 15 Ngen_sec_max ¼ 15
Crossing rate ¼ 90% [14] 90% 90%
Mutation rate ¼ 1% [14] 1% 1%
Table 4
Configuration of the optimal system found in the optimisations.
R. Dufo-Lopez et al. / Renewable Energy 99 (2016) 919e935930Fig. 9 show the hourly simulation of the capacity loss and the
remaining capacity of the battery bank of the optimal system
during the first 9 years, as the battery lifetime is 8.7 years; the next
years until 25 this performance is assumed to be repeated. The
simulation of the power of the components is shown in Annex 1.
Figs. 10 and 11 show the hourly simulation during a week at the
end of the first year. The surplus energy (from PV, wind turbines
and also from diesel generator in the case its minimum output
power is higher than the net load) is consumed by the dump load
(Fig. 1).Trabajos publicados ________________________________4.2. Stochastic-heuristic optimisation
In this case, it has been considered the PDF of the data of Table 1
and the variance-covariance matrix shown in Fig. 8, using the
methodology shown in section 3 with MCS.
A stopping rule of the MCS with a maximum error ε ¼ 0.5%
under a confidence level of CL ¼ 95% has been considered. In the
tests done previously, it was observed that the stopping rule in
general is reached with around 200 MCS samples. This means that,
using the stochastic approach, evaluating all the possible__________________________________________ 59
Table 5
Main results of the optimal system found in the optimisations.
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Fig. 9. Capacity loss and remaining capacity of the battery bank.
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Fig. 10. Simulation during a week at the end of the first year.
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Fig. 11. SOC simulation during a week at the end of the first year.
R. Dufo-Lopez et al. / Renewable Energy 99 (2016) 919e935 931combinations would take around 200 times more than in section
4.1, which was already inadmissible. Using the GA high computa-
tion time is needed in this case, so it was decided to optimise only 3
control variables: SOCstp_gen, SOCmin_disconnect and SOCmin_reconnect.
The rest will have fixed values, the ones obtained in the optimisa-
tion of section 4.1. The following parameters are used for the GA:
NMAIN¼ 15,Ngen_main_max¼ 10,NSEC¼ 10,Ngen_sec_max¼ 10, crossing
rate 90% and mutation rate 1%, thereby evaluating around 13,000
combinations of components and control variables, obtaining a
computation time of around 78 h. The actual number of MCS
samples needed to obtain ε ¼ 0.5% under CL ¼ 95% is different for
each combination of components and control variables, typical
values obtained are between 150 and 300. The optimal system
found is the same (except for a little difference in the optimal
control variables) as the one obtained in the deterministicTrabajos publicados __________________________________________________________________________ 60
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Fig. 12. PDF of the results of the optimal system (cont.).
R. Dufo-Lopez et al. / Renewable Energy 99 (2016) 919e935932optimisation (Table 4). The optimal configuration needed 243 MCS
samples to reach the specified error under the confidence level,
obtaining the mean, standard deviation, and minimum and
maximum values of the results (shown in Table 4). Using the sto-
chastic methodology, the designer can obtain results that include
much more information and the ability to know the minimum,
maximum and most probable values of the different results,
including their variability. Fig. 12 shows the PDF of the 243 samples
of the results of NPC and LCE and the normal curves, which best fit
the PDF. In Annex 2 the rest of the PDF of the results are shown. In
general the PDF curves follow Gaussian curves, however it can be
observed that the PDF curves of the annual diesel consumption and
the NPC are slightly different from a Gaussian curve because the
distribution disappears on the left side of the Gaussian curvewhich
fits better, while at the extreme right of said Gaussian curve there
are many cases.
The stochastic optimisation has been repeated for different
input data and locations, obtaining in most of the cases the same or
a very similar optimal system to the one obtained using the
deterministic optimisation for each case.5. Conclusions
In this paper, a stochastic-heuristic methodology (combining
MCS and GA) for the optimisation of components and control var-
iables of stand-alone (off-grid) hybrid PV-wind-diesel-battery
systems is shown. It has been applied a weighted Ah-throughput
battery model that is much more accurate than classical battery
models which only consider the energy cycled by the battery. It is
also included the optimisation of several control variables that can
be set in the modern battery controllers or inverter/chargers with
State of Charge control.
The stochastic optimisation uses, as inputs, the PDF of several
variables (load, irradiation, wind speed and diesel fuel priceFig. A1. PV generato
Trabajos publicados ________________________________interest rate, taking into account their correlations) and obtains the
PDF of the results. The designer of the system can, therefore, know
the variability of the results and gain more information about the
expected performance and costs of the system compared to using
the deterministic optimisation.
However, the stochastic optimisation implies much higher
computation times depending on the maximum error allowed.
Under the confidence level desired, it can be hundreds of times
higher, which, in many cases, is inadmissible even when using GA.
As an example, the deterministic optimisation of a system (12 h
computation time) has been compared with the stochastic opti-
misation (78 h computation time even with reduced search space
for the control variables), using GA for both. The hybrid system to
supply a telecom station located in Navarra, Spain, in a windy hill,
has been optimised. The optimal configuration is a PV-wind-diesel-
battery system, with a very high penetration of the renewable
sources. In this case (high wind speed) a wind turbine is part of the
optimal system. Due to the high diesel fuel price (and its inflation)
in Spain, diesel is practically used as a back-up system, supplying
energy only when the battery bank reaches the minimum SOC. The
optimal system found by the stochastic approach is very similar to
the one obtained by the deterministic approach. However, the
stochastic optimisation gives as results the PDF of the different
result variables, with much more information about the expected
performance of the system. The deterministic optimisation should
be done first, with a low computation time. The search space can
then be reduced around the optimal system found and the sto-
chastic optimisation can be performed in a reasonable computation
time, thereby obtaining the PDF of the results.Annex 1. Simulation of the optimal system found in the
deterministic optimisation.r output power.
__________________________________________ 61
Fig. A4. Battery bank charge power.
Fig. A5. Battery bank discharge power.
Fig. A6. Battery bank SOC.
Fig. A2. Wind turbine output power.
Fig. A3. Diesel generator output power.
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R. Dufo-Lopez et al. / Renewable Energy 99 (2016) 919e935934Annex 2. PDF of some relevant results of the optimal system
found in the stochastic optimisation.Fig. A7. PDF of some results of the optimal system.9References
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3. MEMORIA 
 
3.1 OBJETIVOS DE LA INVESTIGACIÓN 
 
Los objetivos del presente trabajo de investigación han sido: 
 
1. Analizar los modelos existentes de los distintos componentes de los 
sistemas híbridos aislados con alimentación renovable (energía solar y 
energía eólica) y generación convencional (generadores diésel) y con 
almacenamiento de baterías tipo plomo-ácido. 
2. Analizar las distintas estrategias de control que se utilizan en la 
optimización de los sistemas híbridos aislados con alimentación renovable 
(energía solar y energía eólica) y generación convencional (generadores 
diésel) y con almacenamiento de baterías tipo plomo-ácido. 
3. Analizar las distintas técnicas determinísticas, heurísticas y probabilísticas 
utilizadas para la simulación y optimización de sistemas híbridos aislados 
con alimentación renovable (energía solar y energía eólica) y generación 
convencional (generadores diésel) y con almacenamiento de baterías tipo 
plomo-ácido. 
4. Analizar la influencia del modelo de batería tipo plomo-ácido utilizado en la 
optimización de sistemas híbridos aislados con alimentación renovable. 
5. Diseñar un nuevo modelo para optimizar sistemas híbridos aislados 
temporales con alimentación renovable, durante el periodo específico en el 
que estará instalado el sistema, optimizando el peso y/o el coste de la 
instalación temporal. 
6. Diseñar un nuevo método para optimizar sistemas híbridos aislados con 
alimentación renovable, minimizando el coste actual neto y maximizando el 
índice de desarrollo humano y la creación de empleo. 
7. Diseñar una nueva metodología estocástica-heurística para optimizar 
sistemas híbridos aislados con alimentación renovable. 
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3.2 METODOLOGÍA UTILIZADA 
 
La metodología empleada para alcanzar los objetivos propuestos en este 
trabajo de investigación, ha sido: 
 
1. Revisión bibliográfica de los diferentes modelos matemáticos existentes de 
paneles fotovoltaicos, aerogeneradores, generadores diésel, banco de 
baterías de plomo ácido, inversores, cargadores y controladores de carga. 
2. Revisión bibliográfica de las distintas estrategias de control para la 
simulación y optimización de sistemas híbridos aislados con alimentación 
renovable. 
3. Revisión bibliográfica de las distintas técnicas determinísticas, heurísticas y 
probabilísticas para la simulación y optimización de sistemas híbridos 
aislados con alimentación renovable. 
4. Diseño de la estrategia e implementación del modelo del Criterio 
ponderado del flujo de Ah para analizar la influencia del modelo de batería 
en la optimización de sistemas híbridos aislados con alimentación 
renovable. Simulación de distintos casos empleando distintos modelos para 
poder comparar los resultados obtenidos. 
5. Revisión bibliográfica de costos (incluido el transporte) y pesos de los 
componentes de los sistemas híbridos. Diseño e implementación del nuevo 
modelo para optimizar en peso y/o coste del sistema híbrido aislado 
temporal con alimentación renovable. Aplicación a un caso concreto. 
6. Revisión bibliográfica en referencia al HDI y al JC de los componentes de 
los sistemas híbridos. Diseño e implementación del nuevo modelo para 
minimizar el coste actual neto y maximizar el índice de desarrollo humano y 
la creación de empleo del sistema híbrido aislado con alimentación 
renovable. Aplicación a un caso concreto. 
7. Diseño e implementación de una nueva metodología estocástica-heurística 
para optimizar sistemas híbridos aislados con alimentación renovable. 
Aplicación a un caso concreto. 
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3.3 REVISIÓN BIBLIOGRÁFICA 
 
3.3.1 Influence of the battery model in the optimisation of stand-alone renewable 
systems. 
 
Los mecanismos de envejecimiento de las baterías plomo-ácido han sido 
estudiados previamente, y se han planteado distintos modelos para el cálculo de 
su vida útil [6,18-21]. 
 
Se han publicado numerosos estudios sobre la simulación y optimización de 
sistemas autónomos renovables, incluidas las baterías. Sin embargo, la duración 
de las baterías muchas veces se estima sobre la base de la experiencia del 
investigador [22-26], o mediante el cálculo de los ciclos completos equivalentes 
hasta el fallo [4,27,28], o en el mejor de los casos, utilizando el conteo de ciclos 
Rainflow [29-31]. Además, muchas herramientas de simulación y optimización 
utilizan estas metodologías para estimar la duración de las baterías [5,32-34]. 
 
Wenzl et al. [35] describieron un procedimiento para la predicción de la vida útil 
que incluía las relaciones entre los factores de stress y la vida útil. Cherif et al. 
[19] propusieron un modelo para el cálculo para sistemas fotovoltaicos aislados 
basado en el modelo inicial de Shepherd [36]. 
 
En 2008, Sauer y Wenzl [21] compararon distintos enfoques para la predicción 
de la vida útil de las baterías de plomo-ácido. Los modelos comparados fueron: (i) 
el modelo de envejecimiento físico-químico, que tiene alta precisión pero también 
alta complejidad y alta dificultad para obtener los parámetros del modelo, por 
tanto baja velocidad de cálculo; (ii) el modelo de envejecimiento basado en el 
criterio ponderado del flujo de Ah, propuesto por Schiffer et al. [20], que tiene 
precisión media, complejidad media y velocidad de cálculo media. Y los modelos 
de envejecimiento orientados a eventos (iii) que tienen baja precisión, baja 
complejidad y alta velocidad de cálculo. 
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3.3.2. Optimisation of photovoltaic–diesel–battery stand-alone systems minimising 
system weight. 
 
Para la realización de este artículo, además de la revisión bibliográfica de los 
artículos de investigación relacionados con el mismo, se hizo una amplia revisión 
del coste y peso de los distintos: paneles fotovoltaicos, modelos de baterías, 
generadores diésel e inversores/cargadores presentes en el mercado. 
 
El coste del transporte en camión (en € por tonelada y km) es diferente en cada 
país, y depende principalmente del tipo de carretera y del precio del combustible. 
En Europa, Bina et al. [37] informaron de costes entre 0,059 y 0,094 €/(t·km). En 
[38] se muestra una visión general de las estadísticas relacionadas con el 
transporte en la Unión Europea. En los Estados Unidos de América, se presentan 
valores alrededor de 0,1 €/(t·km), que se muestran en [39]. En África, se informan 
valores de 0,036 (Kenia) a 0,109 €/(t·km) (República del Congo) para corredores 
internacionales [40]. El transporte en las carreteras nacionales suele ser más 
caro; por ejemplo, en Etiopía, Rancourt et al. [41] informaron de una media de 
0,109 €/(t·km), mientras que los corredores internacionales presentan una media 
de 0,089 €/(t·km). El transporte por avión es mucho más caro: en Estados Unidos 
se informa de un valor de alrededor de 0,65 €/(t·km) [39]. En el transporte en 
helicóptero se pueden observar valores superiores a 2 €/(t·km). En áreas 
peligrosas, el coste del transporte puede ser mucho mayor. 
 
Algunos estudios previos muestran los problemas relacionados con las 
energías renovables y la electrificación rural en algunas regiones. Ahlborg y 
Hammar [42] muestran los puntos a favor y en contra de la electrificación rural 
mediante energías renovables en Tanzania y Mozambique. Borhanazad et al. [43] 
estudian la aplicación de fuentes renovables para la electrificación rural en las 
zonas más pobres de Malasia. Adaramola et al. [44] presentan un análisis 
económico de un sistema híbrido fotovoltaico-eólico-diésel para su aplicación en 
zonas remotas del sur de Ghana. Ismail et al. [45] muestran un análisis tecno-
económico de un sistema híbrido formado por paneles fotovoltaicos y un micro-
aerogenerador para una comunidad remota ubicada en Palestina; los mismos 
autores presentan un análisis similar de un sistema fotovoltaico-diésel para 
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suministrar a una pequeña comunidad en Malasia [46]. Kumar y Manoharan [47] 
analizan la viabilidad económica de sistemas híbridos fotovoltaico-diésel en 
diferentes áreas de Tamil Nadu (India) con conexión de red inestable. 
 
Estudios previos muestran también aplicaciones específicas de sistemas 
renovables aislados. Por ejemplo, Campana et al. [48] muestran la optimización 
económica de sistemas fotovoltaicos para el bombeo de agua para el riego. Edwin 
y Sekhar estudian el uso de biomasa y biogás para el enfriamiento y la 
preservación de leche en la India [49]. En un trabajo reciente Dufo-López et al. 
[50] presentan la optimización estocástica de un sistema fotovoltaico-diésel para 
abastecer a un hospital (aislado de la red) ubicado en la República Democrática 
del Congo. 
 
Existen muchos trabajos anteriores que muestran la optimización de sistemas 
híbridos aislados (fotovoltaicos y/o aerogeneradores y/o hidroeléctricos y/o diésel, 
normalmente usando baterías como sistema de almacenamiento) minimizando el 
coste actual neto del sistema (incluyendo todos los costes a lo largo de la vida del 
sistema) o el coste normalizado de la energía. Akikur et al. [51] presentan una 
revisión de sistemas fotovoltaicos y sistemas híbridos fotovoltaicos utilizados para 
electrificar ubicaciones aisladas de la red eléctrica. Mohammed et al. [52] 
muestran una revisión de los beneficios de los sistemas híbridos (considerando 
energía solar fotovoltaica, eólica, hidroeléctrica y biomasa), incluyendo los 
factores a considerar para su diseño e implementación. Bajpai y Dash [53] 
muestran una revisión sobre el dimensionamiento, optimización, gestión y 
modelado de los componentes de los sistemas híbridos. Bernal-Agustín y Dufo-
López [5] presentan una revisión de los trabajos previos más relevantes de 
simulación y optimización de sistemas autónomos híbridos con energías 
renovables, incluyendo una revisión de las herramientas de software. Sinha y 
Chandel también muestran una revisión de las herramientas de software más 
relevantes para la simulación y/o optimización de sistemas renovables híbridos 
[54]. 
 
En algunos casos, si el número de combinaciones posibles del sistema híbrido 
renovable implica un tiempo de cálculo inaceptable, algunos autores aplican 
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técnicas heurísticas, como algoritmos genéticos (Genetic Algorithms, GA) [55] en 
la optimización. Por ejemplo, en [4] se aplican algoritmos genéticos en la 
optimización de sistemas fotovoltaicos-diésel-baterías mientras que en [56] se 
optimiza un sistema fotovoltaico-micro-aerogenerador-baterías mediante GA. La 
mayoría de las obras consideran sólo una variable a ser optimizada (el costo del 
sistema). Sin embargo, en algunos casos, las emisiones de CO2 y/o la carga no 
satisfecha, o la probabilidad de pérdida de potencia, son también variables que se 
utilizan en la optimización, aplicando algoritmos evolutivos multiobjetivo [57]. 
Fadaee y Radzi [34] muestran una revisión de los trabajos más importantes 
relacionados con la optimización de sistemas autónomos híbridos renovables 
utilizando algoritmos evolutivos multiobjetivo. 
 
El diseño y desarrollo de la alimentación eléctrica de una clínica médica móvil 
mediante un sistema renovable híbrido en la República Dominicana se muestra en 
[58], compuesto por paneles fotovoltaicos, aerogeneradores, banco de baterías y 
un generador diésel. Los autores muestran el funcionamiento de un día completo; 
sin embargo, no se realiza ninguna optimización. 
 
 
3.3.3. Optimisation of PV-wind-diesel-battery stand-alone systems to minimise 
cost and maximise human development index and job creation. 
 
Estudios previos muestran las ventajas e inconvenientes de la electrificación 
rural mediante sistemas de energías renovables sin conexión a la red eléctrica 
[42-47]. Otros trabajos muestran la optimización de sistemas híbridos aislados 
minimizando el coste actual neto del sistema o el coste normalizado de la energía 
[5,51-54,59,60]. En algunos trabajos anteriores, los autores aplican técnicas 
heurísticas como algoritmos genéticos [55,61] con el fin de reducir el tiempo de 
cálculo de la optimización. La mayoría de estos estudios sólo optimizan el costo 
(costo actual neto del sistema y/o el costo normalizado de la energía), pero 
algunos trabajos previos también consideran otros objetivos, como la 
minimización de las emisiones de CO2 y/o cargas no satisfechas, aplicando una 
optimización de Pareto mediante algoritmos evolutivos multiobjetivo [30,34,57,62-
65]. 
Memoria  ____________________________________________________________________  71 
Rojas-Zerpa y Yusta [66,67] propusieron una aplicación combinada de dos 
métodos de decisión multicriterio (Analytical Hierarchy Process y Compromise 
Ranking method) para facilitar la selección de la mejor solución para el suministro 
eléctrico de zonas rurales remotas, considerando criterios técnicos, económicos, 
medioambientales y sociales (incluyendo el índice de desarrollo humano y la 
creación de empleo). Su trabajo utiliza pesos para cada criterio, que se 
seleccionan sobre la base de las opiniones de los expertos, y utiliza métodos 
multicriterio, no metodologías de optimización multiobjetivo. 
 
Salas et al. [68] estudiaban las posibles configuraciones de sistemas 
fotovoltaicos-diésel-baterías para alimentar a sistemas con cargas AC aislados de 
la red eléctrica. 
 
Las Naciones Unidas [8] clasifican a los países con un índice de desarrollo 
humano bajo, medio, alto o muy alto. Este índice depende del uso per cápita de la 
electricidad con una dependencia logarítmica introducida por Pasternak [69] con 
datos de 60 países obtenidos del United Nations Human Development Report 
1999 [70]. Posteriormente Rojas-Zerpa [17] mostró también una dependencia 
logarítmica (con diferentes parámetros de ajuste) con datos de 128 países [71]. 
 
 
3.3.4. Stochastic-heuristic methodology for the optimisation of components and 
control variables of PV-wind-diesel-battery stand-alone systems. 
 
Muchos estudios previos han examinado el rendimiento y la optimización del 
suministro eléctrico de sistemas autónomos, generalmente integrando paneles 
fotovoltaicos y/o aerogeneradores y/o generadores diésel con almacenamiento 
mediante bancos de baterías. Las revisiones de trabajos relevantes relacionados 
con sistemas híbridos autónomos se pueden encontrar en las referencias 
[52,53,60]. Un estudio comparativo de sistemas de energía solar híbridos 
autónomos se muestra en [51]. Las revisiones más relevantes de las herramientas 
de software utilizadas para la optimización de sistemas híbridos se muestran en 
[5,54]. La optimización de los sistemas fotovoltaicos-aerogeneradores se discute 
en [72], mientras que una revisión de los artículos más relevantes en la 
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optimización de los sistemas autónomos se muestra en [73].Un nuevo método de 
optimización para los sistemas fotovoltaicos aislados se ha mostrado 
recientemente en [74]. En la referencia [75] se muestra la optimización energética 
y económica de un sistema fotovoltaico (con almacenamiento mediante baterías). 
Una metodología basada en el costo normalizado de la energía suministrada y 
perdida para el diseño de sistemas autónomos se muestra en [76]. Trabajos 
anteriores relacionados con las estrategias de control de los sistemas autónomos 
híbridos se pueden encontrar en [4,77,78]. 
 
En algunos casos el sistema autónomo no incluye el almacenamiento mediante 
baterías [79], pero el almacenamiento es necesario (y rentable) en la mayoría de 
las aplicaciones que se encuentran aisladas de la red. En la mayoría de los 
trabajos anteriores, la optimización intenta obtener la combinación de 
componentes (y/o, en algunos casos, de estrategias de control), lo que minimiza 
el coste actual neto del sistema (NPC), el coste normalizado de la energía (LCE, 
calculado como NPC dividido por el total de energía consumida por la carga 
durante la vida útil del sistema) o el coste de operación de un intervalo corto. 
Algunos de estos trabajos utilizan técnicas heurísticas, como algoritmos genéticos 
[55,61] en la optimización. Una aplicación reciente de algoritmos genéticos en la 
optimización de sistemas autónomos híbridos se muestra en [80]. En [81] un 
algoritmo meta-heurístico (Cuckoo Search) se aplica en la optimización de 
sistemas autónomos híbridos. Otros trabajos consideran que se deben minimizar 
varias variables, generalmente LCE, emisiones de CO2 y la carga no satisfecha o 
la probabilidad de pérdida de potencia, la mayoría utilizando algoritmos evolutivos 
multiobjetivo (Multi Objective Evolutionary Algorithms, MOEA) [34,57,62] para 
obtener el conjunto óptimo de Pareto. 
 
La optimización en los estudios previos se llevó a cabo habitualmente utilizando 
un enfoque determinístico, aunque algunos utilizaron un enfoque estocástico, 
teniendo en cuenta las incertidumbres de las fuentes renovables. 
 
En [82], Paliwal et al. muestran un modelo probabilístico para los sistemas de 
almacenamiento mediante baterías para facilitar la evaluación de la fiabilidad de 
los sistemas autónomos renovables. Los autores comparan mediante 
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simulaciones de Monte Carlo (Monte Carlo Simulation, MCS), obteniendo mejores 
resultados con su modelo probabilístico. Sin embargo, en este trabajo no se 
obtiene la estimación de la vida útil de las baterías y no se realiza ninguna 
optimización. 
 
Arun et al. [83] optimizaron un sistema fotovoltaico con baterías utilizando 
MCS, incluyendo la incertidumbre de la irradiación solar. Kamjoo et al. [84] 
mostraron un método basado en Chance-Constrained Programming (CCP) para la 
optimización de un sistema fotovoltaico-aerogeneradores-baterías, incluyendo las 
incertidumbres de la velocidad del viento y de la irradiación. En [85], Kamjoo et al. 
utilizan algoritmos genéticos en la optimización multiobjetivo de sistemas 
fotovoltaicos-aerogeneradores-baterías, considerando incertidumbres por medio 
del CCP y comparando los resultados con MCS. Maheri [86] evalúa la fiabilidad 
de diferentes sistemas fotovoltaicos-aerogeneradores-diésel-baterías obtenidos 
mediante un diseño determinista, y posteriormente [87], utiliza dos algoritmos (con 
MCS) en la optimización del margen de seguridad. 
 
Recientemente, Alharbi y Raahemifar [88] presentaron un modelo estocástico 
para la coordinación de recursos energéticos distribuidos en una microred aislada 
considerando las incertidumbres de la carga, el viento y la irradiación. Chang y Lin 
[89] también consideraron las incertidumbres de la carga, el viento y la irradiación 
y propusieron el diseño óptimo de sistemas híbridos de energía renovable usando 
MCS con técnicas de optimización de la simulación (stochastic trust-region 
response-surface method). El efecto de las incertidumbres en los resultados 
económicos de generadores (alimentados por energías renovables) conectados a 
la red se ha estudiado en [90] donde Falconett y Nagasaka muestran un modelo 
probabilístico para evaluar los efectos de diferentes mecanismos de apoyo 
(subvención gubernamental, Feed-In Tariff y certificados de energía renovable) 
sobre el valor actual neto de pequeñas centrales hidroeléctricas, parques eólicos 
y parques fotovoltaicos. Tina y Gagliano [91] estudiaron el impacto del sistema de 
seguimiento en la función de densidad de probabilidad (Probability Density 
Function, PDF) de la potencia producida por el sistema fotovoltaico mientras 
Pereira et al. [92] utilizaron MCS en el análisis de riesgo en pequeños sistemas 
renovables. 
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En todos los estudios anteriores, los modelos utilizados para el cálculo de la 
vida útil de las baterías eran modelos clásicos simples. La utilización de modelos 
simples para las baterías puede implicar una estimación demasiado optimista de 
la vida útil de las mismas (varias veces la vida real [7]) y, por tanto, resultados 
erróneos para el NPC y el LCE, dado que el coste total del banco de baterías 
(coste de adquisición más coste de mantenimiento más coste de reposición al 
final de su vida útil) es generalmente el coste más alto del sistema [93]. 
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3.4 METODOLOGÍA EMPLEADA EN CADA ARTÍCULO 
 
3.4.1 Influence of the battery model in the optimisation of stand-alone renewable 
systems. 
 
En este artículo se aplica el modelo para el banco de baterías Criterio 
ponderado del flujo de Ah, propuesto por Schiffer et al. [20], y que tiene en 
consideración las condiciones reales de operación del banco de baterías. El flujo 
actual de Ah es continuamente multiplicado por un factor de peso que representa 
las condiciones reales de funcionamiento. 
 
Se toma en consideración la influencia del estado de carga, el tiempo que las 
baterías están en un bajo estado de carga, el tiempo desde la última carga 
completa, la corriente, la estratificación del ácido, la tensión de las celdas, la 
temperatura y otros factores. Además, mediante el uso de este modelo, se puede 
aplicar el efecto de los distintos límites de tensión de corte en el controlador de 
carga las baterías [7], cuestión que con otros modelos no es posible. 
 
Es un modelo complejo que utiliza muchas ecuaciones, cuya información 
detallada se puede consultar en [20] y [7]. En [7] se demostró que este modelo es 
mucho más preciso y que predice la vida útil de las baterías mucho mejor que 
otros modelos. Los modelos clásicos (Ciclos completos equivalentes hasta el fallo 
y Conteo de ciclos Rainflow) no estiman correctamente el envejecimiento de las 
baterías; en muchos casos, el tiempo de vida previsto es dos o tres veces mayor 
que el tiempo de vida obtenido en sistemas reales. Sin embargo, usando el 
Criterio ponderado del flujo de Ah las predicciones son muy similares a los 
resultados obtenidos en sistemas reales. 
 
En este modelo, la potencia de entrada del banco de baterías Pbat (t) (es mayor 
que cero si las baterías se están cargando y menor que cero si las baterías se 
están descargando) depende de la potencia de salida de las fuentes renovables, 
de la carga, de la estrategia de control, de la potencia de salida del generador 
diésel y del SOC del banco de baterías. El SOC (por unidad de la capacidad 
nominal) se calcula sumando la carga efectiva que entra en la batería al SOC de 
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la hora anterior. Para ello, se tiene en cuenta la capacidad nominal, la corriente de 
entrada a la batería y la corriente de gasificación (que será cero durante la 
descarga) en ese instante de tiempo. 
 
 
Figura 3. Ejemplo del estado de carga (SOC) durante una simulación. 
 
La tensión de las baterías se calcula mediante las ecuaciones modificadas de 
Sheperd [20]. Esta tensión depende de la tensión en equilibrio de la celda a 
circuito abierto cuando está plenamente cargada, de una constante de 
proporcionalidad del electrolito, de la profundidad de descarga, de unas 
resistencias internas agregadas durante la carga o la descarga, de la capacidad 
de la batería a 10 horas y de la capacidad normalizada de la batería durante la 
carga y la descarga. 
 
La eficiencia de la batería está implícitamente considerada, ya que la corriente 
de gasificación afecta al SOC durante la carga. También está implícitamente 
considerada en la tensión de la batería. Durante la carga, la tensión de la batería 
aumenta su valor, pero la potencia requerida para ello debe ser mayor, ya que no 
toda la potencia es convertida en energía almacenada. Durante la descarga, la 
tensión de la batería disminuye, pero la potencia suministrada por el banco de 
baterías es menor, ya que no toda la potencia extraída de las baterías se 
convierte en energía que se suministra a la carga. 
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El modelo calcula la pérdida de capacidad por corrosión y por degradación. 
Cada hora la capacidad remanente de la batería se calcula como la capacidad 
inicial normalizada de la batería menos la capacidad perdida por corrosión y por 
degradación. Cuando la capacidad remanente sea el 80% de la capacidad 
nominal de la batería, se considera que ha finalizado su vida útil. 
 
En el cálculo de la pérdida de capacidad por degradación, que tiene en cuenta 
básicamente la manera en la que la energía es ciclada, se tiene en cuenta el 
número ponderado de ciclos y el número de ciclos según las normas IEC. Para 
calcular el número ponderado de ciclos se tiene en cuenta la corriente de 
descarga de la batería, el estado de carga, la corriente, el impacto de la 
estratificación del ácido en la degradación de la masa activa, el tiempo desde la 
última carga completa, el estado de carga mínimo desde la última carga completa 
y el número de malas cargas (cargas incompletas). Este tipo de cargas tiene lugar 
cuando la carga finaliza entre un 0,9 y un 0,9998 del SOC. 
 
La pérdida de capacidad por corrosión se modela utilizando el concepto de una 
capa de corrosión, que crece durante la vida útil de la batería. El espesor efectivo 
de la capa de corrosión se calcula durante cada hora dependiendo de la tensión 
de corrosión del electrodo positivo y de la temperatura [20]. La pérdida de 
capacidad por corrosión es proporcional al espesor de capa efectivo en cada 
instante  
 
 
Figura 4. Ejemplo de la pérdida de capacidad por degradación y corrosión de las baterías 
durante una simulación. 
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También se ha modelado un inversor/cargador, que se podría denominar 
convertidor bidireccional. Es un controlador PWM (modulación de la anchura de 
pulso) con un proceso de carga en tres etapas (carga, absorción y flotación) con 
control del estado de carga mediante una compleja estrategia de control. El 
inversor/cargador incluye un inversor de salida (DC/AC) para alimentar a la carga 
AC desde el bus de DC. También incluye un rectificador (AC/DC), que en realidad 
es el cargador de las baterías, de tal manera que desde las fuentes de AC se 
puede cargar el banco de baterías. La potencia de entrada al banco de baterías, 
estará afectada, al igual que ocurre en la realidad, por la eficiencia del cargador, 
que a su vez depende de la potencia de salida. 
 
La unidad de control está normalmente incluida en el inversor/cargador. El 
inversor/cargador realiza una gestión completa aislado de la red. Controla la carga 
y la descarga, calculando el SOC del banco de baterías. Cuando el SOC es 
inferior a un límite especificado, conecta el generador diésel. La potencia de 
salida del generador diésel puede ser controlada por el inversor/cargador y 
también el límite del SOC para detenerlo. Muchos inversores/cargadores incluyen  
un MPPT (sistema de seguimiento de punto de máxima potencia) para obtener la 
máxima potencia de los paneles fotovoltaicos. 
 
Los paneles fotovoltaicos generan electricidad en corriente continua, por lo que 
el bus fotovoltaico está en DC, utilizando en este caso un inversor/cargador 
acoplado a DC. Si se quisiera utilizar un inversor/cargador acoplado en AC, el 
generador fotovoltaico debería incluir un inversor, de tal manera que su salida 
fuera al bus de AC. Se puede aplicar lo mismo para los aerogeneradores. La 
potencia de salida es normalmente en DC para los de poca potencia y AC para 
los de mayor potencia. Existen diferentes inversores/cargadores comerciales que 
permiten distinto tipo de tensión en el bus (acoplamiento DC o AC) para los 
paneles fotovoltaicos y para los aerogeneradores. 
 
De las ocho variables utilizadas para diseñar la estrategia de control del 
sistema, cuatro se utilizan para modelar el inversor/cargador PWM que controla el 
estado de carga (SOC) de las baterías [7]. Las etapas de carga utilizadas por la 
mayoría de los cargadores PWM han sido incluidas en la simulación. La carga se 
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lleva a cabo en tres etapas: carga, absorción y flotación (también se realiza una 
etapa de ecualización bajo ciertas condiciones). Durante la fase de carga, la 
batería se carga a la máxima corriente. Más tarde, cuando la batería alcanza la 
tensión de absorción, la corriente de carga va disminuyendo, manteniéndose ese 
valor de tensión constante. Entonces, cuando la corriente de carga cae a un cierto 
nivel, o ha pasado un tiempo especificado en la etapa absorción, el tensión se fija 
en un valor menor, la tensión de flotación. Este tipo de controladores sobrecargan 
las baterías a intervalos regulares de tiempo (ecualización), aplicando una tensión 
de ecualización durante un tiempo especificado. 
 
El control del proceso de descarga se realiza mediante el control de la tensión: 
cuando se alcanza la tensión de desconexión, la carga se desconecta de la 
batería (evitando la sobre-descarga). Una vez que la batería se recarga y alcanza 
la tensión de re-conexión, la carga se vuelve a conectar. Algunos controladores 
PWM modernos incluyen algoritmos para calcular el SOC real de la batería, de tal 
manera que la batería pueda ser protegida óptimamente. Lo hacen mediante 
puntos de ajuste del SOC. Estos valores pueden ser optimizados (dependiendo 
de las condiciones de operación) ya que los valores óptimos de estos puntos de 
ajuste pueden ser diferentes de los valores por defecto ajustados en el 
controlador. 
 
Estos valores son: 
 
- SOCmin_disconnect: Es el mínimo estado de carga de la batería. Cuando la batería 
se está descargando y alcanza este valor, la carga se desconecta de la batería, 
evitando la sobre-descarga. 
- SOCmin_reconnect: Después de desconectar la carga de la batería, si la batería se 
recarga, la carga se re-conecta cuando se alcanza este SOC. 
- SOCboost: Si la batería ha caído, desde la última plena carga, por debajo este 
estado de carga, la próxima carga incluirá una etapa de absorción. De lo 
contrario, no se realizará esta etapa. 
- SOCequal: Si la batería ha caído, desde la última plena carga, por debajo este 
estado de carga, se realizará una etapa de ecualización según esté programada. 
De lo contrario, no se realizará esta etapa. 
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3.4.2. Optimisation of photovoltaic–diesel–battery stand-alone systems minimising 
system weight. 
 
En este trabajo se optimizan por primera vez sistemas híbridos aislados con 
alimentación renovable (fotovoltaica y/o diésel, con o sin acumulación de baterías) 
para suministrar la carga eléctrica durante un periodo de tiempo específico, es 
decir, se tratará de una instalación temporal. 
 
Por tanto, cada combinación de componentes y estrategias de control deben 
ser simuladas y optimizadas para el periodo de tiempo en el que esa instalación 
temporal va a estar en funcionamiento, con el fin de conocer su rendimiento. 
Después de la simulación, se puede saber si esa combinación puede suministrar 
toda la carga, y también se conocerá el combustible consumido y otras variables 
como el número de horas de funcionamiento del generador diésel, le energía 
ciclada por las baterías, la pérdida de capacidad de las mismas, etc. Con estos 
resultados, es posible calcular el peso del sistema (componentes + combustible) y 
el coste del sistema (combustible + operación y mantenimiento + envejecimiento 
de los componentes). 
 
La simulación del sistema se realiza en pasos de hora a hora, desde la primera 
hora (t = 0) hasta la última hora (t = 24 · Ndays), donde Ndays es el número de días 
que la instalación temporal está trabajando en el lugar que ha sido instalada. 
 
Sin entrar a describir aquí los modelos matemáticos mediante los que modela 
el sistema, las pautas básicas que debe cumplir el balance de energía del sistema 
son: 
 
- Si la potencia de salida de los paneles fotovoltaicos es superior a la demandada 
por la carga, la diferencia se utilizará para cargar las baterías. 
 
- Si la potencia de salida de los paneles fotovoltaicos no es suficiente para cubrir 
la demandada por la carga, el banco de baterías y/o el generador diésel deben 
suministrar el resto. Como se gestiona ese caso depende del estado de carga 
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(SOC) del banco de baterías y de la estrategia de control (comentada más 
adelante). 
 
Se pueden considerar muchas combinaciones de componentes y estrategias 
de control. Si el número de posibles combinaciones de componentes y estrategias 
de control es demasiado alto, implicaría un tiempo de computación inadmisible. 
Por tanto, se utilizan algoritmos genéticos para realizar la optimización cuando se 
tiene un solo objetivo (es decir, minimizar por ejemplo o el peso o el coste). Se 
utilizan dos algoritmos genéticos: el algoritmo principal se utiliza para la 
optimización de los componentes y el segundo algoritmo para la optimización de 
la estrategia de control (para cada combinación de componentes). 
 
El algoritmo principal utiliza un vector de enteros con el código del tipo de panel 
fotovoltaico (a), el número de paneles fotovoltaicos en paralelo (b), el código del 
tipo de batería (c), el número de baterías en paralelo (d), el código del tipo de 
generador diésel (e), y el código del tipo de inversor/cargador (f): 
 
{ a | b | c | d | e | f } 
 
El segundo algoritmo utiliza también un vector de enteros, con cuatro variables 
relativas a la estrategia de control: 
 
{ Estrategia | Pmin_gen | SOCmin_disconnect | Pstp_gen } 
 
Estrategia: Esta variable tiene seis valores posibles, ya que existen tres 
estrategias generales de control que pueden aplicarse [4] y para cada estrategia 
existen dos posibilidades de prioridad en el suministro de la carga que no puede 
ser cubierta por los paneles fotovoltaicos, que son, prioridad del banco de baterías 
o prioridad del generador diésel. Las tres estrategias generales de control son: 
 
• Estrategia seguimiento de la carga: cuando el generador diésel debe 
funcionar, solamente trabaja para satisfacer la demanda de la carga; no 
trabaja para cargar las baterías (a menos que su potencia de salida mínima 
sea más alta que la potencia requerida por la carga). 
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• Estrategia ciclo de carga: cuando el generador diésel debe funcionar, 
trabajará a su potencia nominal, no sólo para satisfacer la demanda, sino 
también para cargar las baterías, sólo durante esa hora (unidad mínima de 
tiempo). 
 
• Estrategia ciclo de carga hasta el punto de ajuste: cuando el generador 
diésel debe funcionar, trabajará a su potencia nominal hasta que el banco de 
baterías alcance un estado específico de carga, SOCstp_gen. 
 
Pmin_gen: Es la potencia de salida mínima del generador diésel. El consumo 
específico (l/kWh) para una potencia de salida baja es siempre mayor que para 
una potencia alta [4], por lo que la Pmin_gen óptima podría ser mayor al valor 
recomendado por el fabricante. Esta variable puede variar desde el valor 
recomendado por el fabricante hasta la potencia nominal, en un número 
específico de pasos. 
 
SOCmin_disconnect: SOC mínimo de la batería. Cuando la batería se está 
descargando y alcanza este valor, la carga se desconecta de la batería, evitando 
una descarga excesiva. Puede variar desde el valor recomendado por el 
fabricante hasta el 80%, en un número determinado de pasos. 
 
Pstp_gen: Cuando se selecciona la estrategia ciclo de carga hasta el punto de 
ajuste, el generador diésel funciona a potencia nominal, cargando el banco de 
baterías hasta que se alcanza este punto de SOC. Puede variar desde 
SOCmin_disconnect hasta el 100%, en un número específico de pasos. 
 
Para cada combinación de componentes i que es evaluada por el algoritmo 
genético principal, se utiliza el denominado algoritmo genético secundario para 
obtener la estrategia de control óptima k y minimizar la variable objetivo (peso 
total o coste total). El algoritmo principal se utiliza para obtener la combinación 
óptima de los componentes i (con la combinación óptima de variables de control 
obtenidas por el algoritmo secundario), lo que minimiza la variable objetivo (peso 
total o coste total). 
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Para cada uno de los algoritmos, se obtiene aleatoriamente una población 
inicial de N vectores o individuos (primera generación). Cada vector del algoritmo 
secundario se evalúa mediante una simulación horaria del sistema durante el 
periodo de tiempo en el que la instalación está funcionando (un número de días 
Ndays). Al final de la simulación de cada individuo (combinación de componentes y 
estrategia de control), si la carga insatisfecha es superior a un valor específico 
(por ejemplo, 0,01%), ese individuo se descarta. El conjunto de vectores se 
ordena en función del objetivo. El primero (posición 1) es el mejor individuo, 
mientras que el último (posición N) es el peor. A cada uno de los individuos se le 
asigna una aptitud con la función de aptitud. 
 
Los mejores individuos (mejor aptitud) tendrán una probabilidad mayor de 
reproducirse, mediante cruce con otros vectores. En cada cruce, se obtienen dos 
nuevos vectores. Algunos individuos aleatoriamente cambian alguno de sus 
componentes, por ejemplo, un componente del vector de enteros es seleccionado 
aleatoriamente y su valor se cambia aleatoriamente (mutación, con el fin de 
mantener la diversidad de la población) y así evitar mínimos locales y evitar la 
convergencia prematura. Estos individuos obtenidos mediante reproducción y 
mutación, reemplazan a los peores individuos de la generación previa, de tal 
manera que se obtiene la siguiente generación. El proceso continúa hasta que se 
ha evaluado un número específico de generaciones Ngen_max. La mejor solución es 
la que minimiza el objetivo elegido. 
 
Se han considerado dos tipos de optimización mono-objetivo: minimización del 
peso total y minimización del coste total. 
 
- Minimización del peso total 
 
El objetivo en este caso es minimizar el peso total del sistema, WTOTAL (Kg), 
calculado como el peso total de los componentes desplazados más el combustible 
diésel utilizado durante el periodo de Ndays que tiene que ser transportado. 
Si el combustible a utilizar (Wfuel) fuera inferior a un número mínimo de litros 
(Wfuel_min), valor mínimo decidido por el diseñador que debe ser transportado al 
principio, la diferencia (Wfuel_min - Wfuel) deberá ser transportada de regreso a la 
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sede cuando se desmonte la instalación. Ese valor mínimo de combustible, que 
debe ser transportado al principio, tiene como objetivo cubrir un porcentaje de la 
carga total, en el caso de cualquier incidencia en los paneles fotovoltaicos o en el 
banco de baterías, o en el caso de que la radiación solar sea inferior a la 
esperada. 
 
El peso por kWh se calculará dividiendo el peso total entre la carga total, LTOTAL 
(kWh) consumida durante el periodo. 
 
 
Figura 5. Ejemplo de la carga de las baterías, en una simulación horaria de la 
configuración óptima, minimización del peso, caso de Ndays = 90 días. 
 
- Minimización del coste total 
 
El objetivo en este caso es minimizar el coste total del sistema Ctotal (€) durante 
el período considerado (Ndays), que incluye: 
 
- El coste del combustible diésel durante el periodo considerado. 
- El coste de O&M del generador durante el periodo considerado. 
- El coste del transporte del peso total. 
- El coste de envejecimiento de los paneles fotovoltaicos durante el periodo. 
- El coste de envejecimiento de las baterías durante el periodo. 
- El coste de envejecimiento del generador diésel durante el periodo. 
- El coste de envejecimiento del inversor/cargador durante el periodo. 
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El coste por kWh se calculará dividiendo el coste total entre la carga total, 
LTOTAL (kWh) consumida durante el periodo. 
 
 
Figura 6. Ejemplo de la evolución del algoritmo principal, minimización del coste total, 
caso de Ndays = 30 días. 
 
- Optimización multiobjetivo 
 
Cuando los objetivos son dos (minimización del coste total y también 
minimización del peso total), como algoritmo principal se aplica una optimización 
de Pareto mediante algoritmos evolutivos multiobjetivo para optimizar los 
componentes [30,63]. Al final del proceso de optimización, se tendrá un conjunto 
de soluciones “no dominadas”, que constituyen el Conjunto Óptimo de Pareto (no 
hay otros individuos que sean mejores en ambos objetivos). 
 
Como algoritmo secundario se aplica el mismo utilizado en la optimización de 
un solo objetivo, pero en este caso el objetivo para este algoritmo es minimizar el 
consumo de combustible (que es la variable que más afecta tanto al coste como 
al peso). 
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Figura 7. Ejemplo del conjunto óptimo de Pareto de la última generación (decimoquinta), 
caso de Ndays = 30 días. 
 
 
3.4.3. Optimisation of PV-wind-diesel-battery stand-alone systems to minimise 
cost and maximise human development index and job creation. 
 
Al igual que en los trabajos anteriores, evaluar cada combinación de 
componentes y estrategia de control implica que el comportamiento de esa 
combinación debe ser simulado en su totalidad. La simulación se realiza en pasos 
de una hora, durante un número de años ny (que no se conocen a priori) hasta 
que la capacidad remanente del banco de baterías cae hasta el 80% de su 
capacidad nominal (en ese momento se considera que el banco de baterías ha 
llegado al final de su vida útil y un nuevo banco de baterías reemplazará al 
antiguo). Se supone que la carga, la irradiación solar y la velocidad del viento 
mantienen los mismos valores para los diferentes años; es decir, los valores 
horarios de un año se repiten al año siguiente. Sin embargo, el rendimiento del 
banco de baterías no será el mismo para los diferentes años, ya que la capacidad 
remanente del banco de baterías se reduce continuamente. Una vez conocido el 
comportamiento hora a hora del sistema durante los primeros ny años, se supone 
que los siguientes ny años el sistema se comportará de la misma manera y así 
sucesivamente hasta que finalice la vida útil del sistema (normalmente 20 ó 25 
años). 
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Después de la simulación, se sabrá si esa combinación de componentes y 
estrategia de control puede suministrar toda la carga demandada, y también se 
conocerá la energía cargada y descargada por el banco de baterías a lo largo de 
los años, la duración de las baterías en años, el número de horas que el 
generador diésel está trabajando, el consumo anual de combustible, la energía 
anual suministrada por el generador diésel, el exceso de energía generado por las 
fuentes renovables, el coste anual de O&M, los costes de sustitución de los 
componentes durante el período de vida del sistema, etc. Con estos resultados se 
podrá calcular el coste actual neto (Net Present Cost, NPC), el índice de 
desarrollo humano ((Human Development Index, HDI) y la creación de empleo 
(Job Creation, JC). 
 
La simulación del sistema se realiza en pasos de hora a hora, desde la primera 
hora (t = 0) hasta la última hora (t = 8760 · ny). Durante cada hora se debe 
satisfacer el equilibrio de potencia del sistema: 
 
- Si la potencia de salida renovable es superior a la demanda de la carga, la 
diferencia se utilizará para cargar el banco de baterías. Si todavía hay exceso de 
energía, puede ser utilizado o almacenado por la carga extra (adicional) de CA 
(utilizando la energía en nuevos negocios o servicios o almacenándola con su 
propio banco de baterías). 
 
- Si la potencia de salida renovable no es suficiente para suministrar la demanda 
de carga, el banco de baterías y/o el generador diésel deben suministrar el resto. 
Depende del estado de carga (SOC) del banco de baterías y de la estrategia de 
control que se haga mediante uno u otro. 
 
Al igual que en los trabajos presentados anteriormente, dado que el número de 
posibles combinaciones de componentes y estrategias de control es demasiado 
alto, y que la evaluación de todas ellas implicaría un tiempo de computación 
inadmisible, se han aplicado técnicas heurísticas combinando dos algoritmos: 
 
• El principal es un algoritmo evolutivo multiobjetivo MOEA (por sus siglas en 
inglés). Es utilizado para la optimización de los componentes (considerando los 
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tres objetivos: minimización del NPC, maximización del HDI y maximización del 
JC). 
 
• El secundario es un algoritmo genético utilizado para la optimización de la 
estrategia de control (para cada combinación de componentes considerada en el 
algoritmo principal), teniendo en cuenta únicamente la minimización del NPC. 
 
El algoritmo principal (MOEA) considera los tres objetivos y obtiene el conjunto 
de Pareto de las combinaciones de componentes no dominadas (con la mejor 
estrategia de control encontrada para cada una por el algoritmo secundario). Al 
tratarse de una optimización de 3 objetivos, el conjunto de Pareto puede ser 
mostrado en un gráfico en tres dimensiones. 
 
El MOEA (algoritmo principal) implementado en este trabajo utiliza un vector de 
enteros con el código del tipo de panel fotovoltaico (a), el número de paneles 
fotovoltaicos en paralelo (b), el código del tipo de aerogenerador (c), el número de 
aerogeneradores en paralelo (d), el código del tipo de batería (e), el número de 
baterías en paralelo (f), el código del tipo de generador diésel (g) y el código del 
tipo de inversor/cargador (h): 
 
{ a | b | c | d | e | f | g | h } 
 
En primer lugar, se genera una población aleatoria de NMAIN vectores (también 
llamados individuos o soluciones, es decir, combinaciones de componentes) (i = 1 
... NMAIN), constituyendo la primera generación (Ngen_main = 1). Para cada 
combinación de componentes i, se utiliza el algoritmo secundario para obtener la 
estrategia de control óptima k, de manera que el NPC de esa combinación de 
componentes se minimice. Una vez que se encuentra la mejor estrategia de 
control para cada combinación de componentes, se clasifican en función del 
número de soluciones por las que son dominados, considerando los tres objetivos 
(minimización de NPC, maximización de HDI y maximización de JC). La aptitud de 
la combinación i del MOEA se asigna (mediante la función de aptitud) en función 
de su posición dentro de la población, ordenada según se ha comentado. Las 
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soluciones que están dominadas por el mismo número de soluciones deben tener 
la misma aptitud, que será la aptitud promedio de estas soluciones. 
 
Si hay un elevado número de soluciones no dominadas (Nnon_dom) cerca del 
número total de soluciones NMAIN, esto significa que hay soluciones muy cercanas 
entre sí en el conjunto de Pareto, lo cual no proporciona variedad. Entonces, para 
mejorar la evolución del MOEA, algunas de ellas deben ser eliminadas, 
reduciendo el número de soluciones no dominadas. Existen técnicas 
relativamente complejas para eliminar las soluciones ineficientes del conjunto de 
Pareto [94], pero en este trabajo se ha utilizado una técnica de truncamiento 
simple: si Nnon_dom es mayor que un valor máximo permitido (Nnon_dom_max), se 
selecciona para ser eliminada la solución que tiene la distancia mínima a otra 
solución en el conjunto de Pareto no dominado. Las soluciones en los extremos 
del frente de Pareto nunca serán eliminadas. 
 
Se realiza la selección, el cruce y la mutación de los vectores para obtener una 
nueva generación de individuos. Los mejores vectores tendrán una mayor 
probabilidad de reproducirse, cruzándose con otros vectores. Los individuos son 
seleccionados por el método de selección de rueda de la ruleta. En cada cruce de 
dos vectores, se aplica un crossover de punto único y se obtienen dos nuevos 
vectores. También se aplica el operador de mutación (mutación uniforme). El 
proceso continúa hasta que se ha evaluado un número determinado de 
generaciones, Ngen_main_max. 
 
El algoritmo secundario también utiliza un vector de enteros, con cinco 
variables relacionadas con la estrategia de control. 
 
{ Pmin_gen | Plimit_disch | Pcritical_gen | SOCstp_gen | SOCminimun } 
 
Pmin_gen: Potencia de salida mínima del generador diésel. El consumo específico 
de combustible del generador diésel (l/kWh) para potencias de salida bajas es 
mayor que para altas potencias [95], por lo que el Pmin_gen óptimo podría ser más 
alto que el recomendado por el fabricante. 
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Plimit_disch: Cuando la carga de CA no puede ser cubierta por las fuentes 
renovables, debe ser suministrada por el banco de baterías o por el generador 
diésel. Generalmente, a baja potencia, el coste de suministro de energía por las 
baterías es menor que el suministro de energía por el generador diésel. Si la 
potencia es inferior a Plimit_disch, se suministrará con el banco de baterías; de lo 
contrario se utilizará el generador diésel. El valor óptimo de Plimit_disch depende de 
las condiciones de funcionamiento reales, que no se conocen a priori, por lo que 
esta variable es parte de la estrategia de control a optimizar. 
 
Pcritical_gen y SOCstp_gen: Debido al citado elevado consumo específico del 
generador diésel a baja potencia, cuando la potencia que el diésel debe 
suministrar es inferior a un límite crítico, Pcritical_gen, puede ser óptimo trabajar a 
potencia nominal, utilizando la potencia extra para cargar las baterías hasta un 
SOC denotado como SOCstp_gen. 
 
SOCminimun: mínimo SOC de la batería. Cuando la batería se está descargando y 
alcanza este valor, la carga se desconecta de la batería, evitando una descarga 
excesiva. El fabricante recomienda un valor (usualmente entre el 20 y el 40%); Sin 
embargo, el valor óptimo puede ser mayor. 
 
Para cada combinación de componentes evaluada por el MOEA, el algoritmo 
secundario busca la mejor estrategia de control. Se obtiene aleatoriamente una 
primera generación de vectores o individuos (combinaciones de variables de 
control, es decir, estrategias de control). Cada vector del algoritmo secundario se 
evalúa mediante una simulación horaria del sistema durante un número de años 
ny hasta que la capacidad remanente del banco de baterías cae al 80% (fin de la 
vida de la batería). Entonces, se espera que el rendimiento de los primeros años 
nyears se repita durante los siguientes nyears, y así sucesivamente hasta que 
termine la vida del sistema. Al final de la simulación de cada individuo 
(combinación de componentes y estrategia de control), si la carga insatisfecha es 
superior a un valor fijado (por ejemplo, 0 ó 0,1%), ese individuo se descarta. Si no 
es descartado, se calcula el NPC de esa solución. Entonces los vectores 
(combinaciones de variables de control) son ordenados por su NPC. El primero 
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(posición 1) es el mejor individuo, mientras que el último (posición N) es el peor. A 
cada uno de los individuos se le asigna una aptitud con la función de aptitud. 
 
A continuación se realiza la selección (rueda de ruleta), cruce (cruce de punto 
único) y mutación (uniforme) para obtener una nueva generación de individuos 
(estrategias de control). El proceso continúa hasta que se ha evaluado un número 
determinado de generaciones Ngen_sec_max. 
 
Evaluar cada combinación de componentes y estrategias implica calcular los 
tres objetivos planteados: minimizar el NPC, y maximizar el HDI y el JC. 
 
El NPC de una combinación de componentes y estrategia se calcula 
considerando el coste de adquisición de todos los componentes (paneles 
fotovoltaicos, aerogeneradores, banco de baterías, generador diésel e 
inversor/cargador), el coste de instalación y de reposición de los componentes, el 
coste de O&M y el coste del combustible diésel durante la vida útil del sistema, 
Lifesystem (años). Se tiene en cuenta la vida esperada de cada uno de los 
componentes (datos del fabricante) y el coste residual de los componentes al final 
de la vida útil del sistema. Todos los flujos de caja se convierten al momento 
inicial del sistema (hora 0, año 1) considerando la inflación y la tasa de interés. 
 
El HDI de una combinación de componentes y estrategia de control se calcula 
sobre la base de la ecuación introducida por Rojas-Zerpa (2012). Se considera 
que una fracción del excedente anual de energía puede ser utilizada por nuevas 
empresas, servicios o pequeños talleres, lo que puede mejorar el nivel de vida y 
por lo tanto el HDI. El exceso de energía es la energía generada por las fuentes 
renovables que no puede usarse; es decir, es la energía generada cada hora por 
los paneles fotovoltaicos y por los aerogeneradores y que no puede ser 
consumida por la carga porque la carga es menor y ya está cubierta. Si dicho 
exceso de energía no puede almacenarse en el banco de baterías del sistema 
porque está completamente cargado, el exceso de energía puede ser utilizado por 
cargas adicionales de CA (nuevos negocios o servicios con sus propios sistemas 
de almacenamiento) que no fueron considerados cuando se definió la carga. 
Estos nuevos negocios o servicios pueden utilizar el exceso de energía 
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directamente (en las horas que el exceso de energía está disponible) o 
almacenarlo en sus propias baterías para usarlo más tarde cuando no haya 
exceso de energía. Para el cálculo se tiene en cuenta la energía del sistema, el 
exceso anual de energía del sistema y distintos factores que limitan el 
aprovechamiento máximo de esa energía sobrante. 
 
En cuanto al cálculo de JC, se realiza en función de la creación de trabajo de 
las diferentes tecnologías (fotovoltaica, eólica, generador diésel y baterías) y de la 
potencia instalada o energía suministrada por cada una de ellas. 
 
 
Figura 8. Conjunto óptimo de Pareto de la última generación del MOEA en un caso 
estudiado. 
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3.4.4. Stochastic-heuristic methodology for the optimisation of components and 
control variables of PV-wind-diesel-battery stand-alone systems. 
 
En este trabajo se ha utilizado una metodología que combina los algoritmos 
genéticos (Genetic Algorithms, GA) con la simulación de Monte Carlo (Monte 
Carlo Simulation, MCS) para conseguir la optimización de la combinación de 
componentes y de variables de control (estrategias) de sistemas híbridos aislados 
con alimentación renovable. En general, el número de combinaciones posibles de 
componentes y estrategias de control es tan alto, que implicaría un tiempo de 
computación inadmisible. Ello implica que deben utilizarse modelos heurísticos en 
la optimización (algoritmos genéticos en este caso). 
 
Se aplican dos GA, uno para la optimización de los componentes (algoritmo 
principal) y otro (algoritmo secundario) para la optimización de las variables de 
control (estrategia de control). 
 
El algoritmo principal trabaja mediante un vector de enteros, que utiliza como 
variables el número de paneles fotovoltaicos en paralelo (a), el código del tipo de 
panel fotovoltaico (b), el número de aerogeneradores en paralelo (c), el código del 
tipo de aerogenerador (d), el código del tipo de batería (e), el número de baterías 
en paralelo (f), el código del tipo de generador diésel (g) y el código del tipo de 
inversor/cargador (h): 
 
{ a | b | c | d | e | f | g | h } 
 
El algoritmo secundario, también utiliza un vector de enteros, en este caso con 
ocho variables de control que ya han sido comentadas en los trabajos anteriores: 
 
{ Pmin_gen | Plimit_disch | Pcritical_gen | SOCstp_gen | SOCmin_disconnect | SOCmin_reconnect | 
SOCboost | SOCequal } 
 
Para cada combinación de componentes i que es evaluada por el algoritmo 
principal, se utiliza el algoritmo secundario para obtener la estrategia de control 
óptima k, denominada k(opt) (combinación óptima de las variables de control), 
que minimiza la media de la distribución del NPC para esa combinación i. 
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Después el algoritmo principal se utiliza para obtener la combinación óptima de 
los componentes i, denominada i(opt) (con su combinación óptima de variables de 
control ya obtenida por el algoritmo secundario), lo que minimiza la media de la 
distribución del NPC con i(opt) y k(opt). 
 
Para cada algoritmo, al inicio, se obtiene aleatoriamente una población de N 
vectores (o individuos) que forman la primera generación. Cada vector se evalúa 
mediante una simulación horaria del sistema durante los años de vida de las 
baterías, y se repite MCSsamples veces para obtener el enfoque probabilístico. 
Entonces, se conocerá la función de densidad de probabilidad (PDF) de las 
variables que interesan como resultados. Se descartan los individuos con una 
media de carga insatisfecha superior a un valor específico (por ejemplo, 0,01%). 
El resultado principal es la media de la distribución de NPC, que es la variable 
utilizada para ordenar el conjunto de vectores. El primero (posición 1) será el 
mejor individuo, el que tenga la media de NPC más baja, mientras que el último 
(posición N) será el peor, el que tenga la media de NPC más alta. Una vez 
ordenados, se le asigna una aptitud a cada uno en función de este orden. 
 
 
Figura 9. Evolución de algunas variables durante la simulación de una semana al final de 
un año. 
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Los mejores individuos (más aptos) tendrán una probabilidad mayor de 
reproducirse, mediante cruce con otros vectores. En cada cruce se obtendrán dos 
nuevos vectores. Algunos individuos aleatoriamente cambian alguno de sus 
componentes (mutarán), con el fin de mantener la diversidad de la población y así 
evitar mínimos locales y la convergencia prematura. Estos individuos obtenidos 
mediante reproducción y mutación reemplazarán a los peores individuos de la 
generación previa, de tal manera que se obtiene la siguiente generación. El 
proceso continuará hasta que se ha evaluado un número específico de 
generaciones Ngen_max. La mejor solución obtenida es aquella que tiene el valor 
más bajo de la media de la distribución de NPC. 
 
Como se ha mencionado anteriormente, el algoritmo secundario, que se utiliza 
para optimizar las variables de control, incluye una optimización de Monte Carlo 
(MCS). Para aplicarla, para cada combinación de componentes i y estrategias de 
control k, y para cada año, se obtiene un vector de variables aleatorias 
gaussianas correlacionadas Z. Este vector contiene los factores por los que se 
modificarán los valores horarios de carga, irradiación, temperatura y velocidad del 
viento, con respecto a la media y para ese año concreto. Este vector, por ejemplo 
del año 1, Zyear1= [Eyear1, Gyear1, Tyear1, Wyear1] está normalmente distribuido entre el 
vector de los valores medios y la matriz varianza-covarianza. 
 
Una vez hallado este vector Z de ese año, la serie horaria de ese año de cada 
una de las variables, se puede calcular como el producto de la serie horaria de 
esa variable por su factor correspondiente (por ejemplo: Eyear1/Emean en el caso de 
la carga demandada). 
 
Conocidos los datos del primer año, se realiza la simulación horaria del sistema 
durante este primer año. Al final del primer año, si la capacidad remanente del 
banco de baterías es aún superior al 80% de su valor nominal, esto significa que 
la batería aún no ha llegado al final de su vida útil, por lo que la simulación debe 
continuar durante el año 2. Se calculan los valores de las variables aleatorias 
gaussianas correlacionadas de Eyear2, Gyear2, Tyear2 y Wyear2, y se calculan las 
series horarias como se hizo para el año 1. El proceso continúa hasta el año en 
que la capacidad restante del banco de baterías alcanza el 80% de su valor 
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nominal. Entonces se conoce la duración de la batería para esa combinación de 
componentes i y estrategia de control k, y el rendimiento del sistema durante ese 
tiempo. Se asume que este rendimiento del sistema se repite hasta el final de la 
vida útil del mismo. Con lo que ya se pueden calcular todos los demás resultados, 
incluyendo NPCi,k y LCEi,k. 
 
El proceso explicado anteriormente se repite MCSsamples veces (MCSsamples es el 
número de muestras o ensayos o tamaño de la muestra de la MCS) o hasta que 
se alcance la regla de detención de la MCS. Entonces, los resultados se podrán 
mostrar en forma de curvas de distribución PDF. La media del PDF del NPCi,k, 
que se ha llamado NPCi,k_mean, será el valor utilizado para evaluar la aptitud de la 
combinación de los componentes i y la estrategia de control k. 
 
 
Figura 10. Ejemplo de la función de distribución de probabilidad del NPC. 
 
Existen bastantes reglas para detener la MCS [96,97]. Algunas permiten que la 
simulación continúe mientras que el error relativo estándar del NPC no disminuye 
de un determinado valor (0,1 % por ejemplo). Otras, también ampliamente 
utilizadas [98], permiten que la simulación continúe hasta que se obtiene una 
determinada precisión (por ejemplo 1%) bajo un nivel de confianza determinado 
(95% por ejemplo). 
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Dado que la optimización mediante algoritmos genéticos es una técnica 
heurística, que no evalúa todas las combinaciones, no es posible asegurar que 
siempre obtendrá la solución óptima. En algunos casos se puede obtener una 
solución muy cerca del óptimo. 
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3.5 APORTACIONES DEL DOCTORANDO 
 
3.5.1 Influence of the battery model in the optimisation of stand-alone renewable 
systems. 
 
En este artículo realicé la revisión bibliográfica de los distintos modelos de 
baterías existentes, participé en el planteamiento y objetivos del artículo, definí el 
sistema y las distintas configuraciones a simular y optimizar, participé en los 
modelos y metodología a emplear, preparé los casos a evaluar, realicé los 
cálculos, obtuve los resultados y participé en la obtención de conclusiones. 
 
 
3.5.2. Optimisation of photovoltaic–diesel–battery stand-alone systems minimising 
system weight. 
 
En este artículo realicé un amplio estudio de costes y pesos de los distintos 
elementos de estos sistemas, realicé la revisión bibliográfica de los artículos 
relacionados, participé en el planteamiento y objetivos del artículo, definí el 
sistema a simular y optimizar, definí los modelos y metodología a emplear, 
preparé los casos a evaluar, realicé los cálculos, obtuve los resultados y participé 
en la obtención de conclusiones. 
 
 
3.5.3. Optimisation of PV-wind-diesel-battery stand-alone systems to minimise 
cost and maximise human development index and job creation. 
 
En este artículo realicé una revisión bibliográfica sobre la electrificación rural 
mediante sistemas de energías renovables sin conexión a la red eléctrica y sobre 
los índices de desarrollo humano y de creación de empleo de las distintas 
tecnologías de generación. Participé en el planteamiento y objetivos del artículo, 
definí el sistema a simular y optimizar, definí los modelos y metodología a 
emplear, preparé el caso a evaluar, participé en la realización de los cálculos, 
obtuve los resultados y participé en la obtención de conclusiones. 
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3.5.4. Stochastic-heuristic methodology for the optimisation of components and 
control variables of PV-wind-diesel-battery stand-alone systems. 
 
En este artículo realicé una exhaustiva revisión bibliográfica sobre los trabajos 
previos que utilizaban enfoques estocásticos y modelos probabilísticos. Participé 
en el planteamiento y objetivos del artículo, definí el sistema a simular y optimizar, 
participé en la elección de los modelos y metodología a emplear, preparé los 
casos a evaluar, participé en la realización de los cálculos, obtuve los resultados y 
participé en la obtención de conclusiones. 
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3.6 RESULTADOS Y CONCLUSIONES FINALES 
 
En el primer trabajo, se han optimizado tres tipos distintos de sistemas híbridos 
aislados con energías renovables, alimentando a dos tipos distintos de cargas 
(una de corriente continua y otra de corriente alterna) y utilizando tres modelos 
distintos de cálculo para la vida útil de las baterías del sistema. Se puede concluir, 
comparando los resultados de las distintas optimizaciones, que los modelos 
clásicos (Ciclos equivalentes y Rainflow) obtienen una estimación muy similar 
para la vida de las baterías y por lo tanto valores muy similares para el coste 
actual neto (NPC) y el coste normalizado de la energía (LCE). Sin embargo el 
modelo de Criterio ponderado del flujo de Ah obtiene resultados más realistas 
sobre la vida esperada de la batería, siendo estos mucho menores que los de los 
modelos clásicos, y por lo tanto, obteniendo valores más realistas (mayores) del 
NPC y del LCE. Los modelos clásicos obtienen resultados demasiado optimistas, 
en algunos casos dos o tres veces mayores que los obtenidos con el modelo 
propuesto por Schiffer et al. 
 
Una observación que se puede realizar, después de comparar los resultados, 
es que en los casos estudiados, los tres modelos de batería obtienen el mismo 
sistema óptimo, excepto en el caso del sistema Diésel-Baterías, donde el modelo 
propuesto por Schiffer et al. obtiene un banco de baterías menor. Es de 
mencionar que en los casos citados, todos los modelos lleguen al mismo sistema 
óptimo, aun cuando, como se ha comentado, los métodos clásicos llegan a costos 
demasiado optimistas. 
 
En el segundo trabajo se muestra un nuevo método para la optimización de 
sistemas híbridos aislados con alimentación renovable para suministrar la carga 
eléctrica a instalaciones temporales. Por tanto, estos sistemas deben ser 
transportados desde una sede central a una determinada ubicación, para estar 
funcionando durante un periodo de tiempo específico, y pasado ese tiempo, 
deben ser transportados de regreso a la sede y almacenados hasta la siguiente 
necesidad o emergencia. Se ha estudiado el caso de un hospital en la República 
Centroafricana. Los periodos de tiempo simulados han sido 30, 60, 90, 180 y 365 
días. Se han considerado costos de transporte relativamente bajos (transporte por 
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camión, costo bajo comparado con transporte aéreo o mediante helicóptero de 
transporte), para una distancia de 200 km. 
 
Si el periodo de tiempo es 90 o más días, el peso mínimo se obtiene con un 
sistema híbrido (incluyendo paneles fotovoltaicos flexibles c-SI y un banco de 
baterías), con una penetración de energía renovable de más del 40%. Para los 
casos de 30 y 60 días, el sistema óptimo que minimiza el peso total no incluye 
paneles fotovoltaicos. Sin embargo, teniendo en cuenta sólo el coste total en la 
optimización, en todos los casos la solución óptima incluye un generador 
fotovoltaico (con paneles c-Si normales, obteniendo una penetración renovable 
superior al 88%, incluso considerando un factor de envejecimiento extra muy 
elevado para los paneles) y un banco de baterías de alta capacidad. 
 
La conclusión principal es que, en muchas áreas del mundo, incluso 
considerando sólo la minimización del peso total, si la instalación debe trabajar 
más de un número específico de días, un sistema híbrido (fotovoltaico + diésel + 
baterías) es la solución óptima, mientras que, considerando sólo el coste, en 
todos los casos la solución óptima es un sistema híbrido. 
 
En el tercer trabajo se presenta una nueva metodología para la optimización 
multiobjetivo de sistemas híbridos aislados con energías renovables 
(fotovoltaicos-eólico-diésel-baterías) maximizando el índice de desarrollo humano 
(HDI) y la creación de empleo (JC) y minimizando el coste actual neto (NPC). 
 
La optimización realizada utiliza un algoritmo evolutivo multiobjetivo (MOEA) 
para obtener el conjunto óptimo de Pareto de las combinaciones de componentes 
considerando los tres objetivos. La mejor estrategia de control para cada 
combinación de componentes utilizada por el MOEA se obtiene por medio de un 
algoritmo genético, que optimiza el NPC. 
 
El HDI y el JC no se habían considerado previamente en la optimización de 
este tipo de sistemas. El HDI depende de una función logarítmica del consumo 
eléctrico anual per cápita; por lo que se considera una carga mínima a cubrir 
(correspondiente a un valor específico del HDI) y se considera que el exceso de 
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energía generado por las fuentes renovables podría ser utilizado por nuevas 
cargas adicionales (nuevas empresas o servicios, con o sin sus propios sistemas 
de almacenamiento eléctrico), lo que aumentaría el HDI. 
 
Cada tecnología de generación tiene un factor de creación de empleo 
específico, que incluye trabajos directos e indirectos en la fabricación, instalación 
y O&M. Se ha realizado una revisión del estado del arte de JC obteniéndose una 
alta variación en los factores de creación de empleo para la energía fotovoltaica y 
la eólica. El número de trabajos creados por un sistema híbrido dependerá de la 
combinación de sus componentes (mezcla de tecnologías). 
 
Se presenta un ejemplo de aplicación a una pequeña comunidad en los 
campamentos de refugiados saharauis de Tindouf, para obtener un conjunto de 
Pareto óptimo en el que ninguna de las soluciones es mejor en los tres objetivos 
que cualquier otra. 
 
Hoy en día el suministro eléctrico de estos campamentos se realiza por medio 
de generadores diésel para los edificios administrativos públicos, y muchas casas 
se abastecen de una cantidad mínima de electricidad mediante pequeños paneles 
fotovoltaicos. Se ha considerado una comunidad de 60 personas, y una carga 
media diaria de 82,14 kWh/día (diferente para cada día), con una carga total anual 
de 29,983 kWh/año, lo que corresponde a un HDI = 0,5756. Este será el HDI 
mínimo, ya que toda la carga de CA debe estar cubierta por el sistema, lo que 
corresponde al HDI de los países con un desarrollo medio. Se considera que 
como máximo el 20% del exceso de energía del sistema podrá ser utilizado por 
las cargas extra, y nunca podrá ser superior al 50% de la energía total consumida 
por el sistema, por lo que considerando el máximo de carga extra AC (nuevos 
negocios o servicios con su propio almacenamiento, que podrían utilizar parte del 
exceso de energía), el HDI máximo podría ser HDImax = 0,6155. Los parámetros 
de creación de empleo son JCPV = 2,7 empleos/MW, JCWind = 1,1 empleos/MW y 
JCDiesel = 0,14 empleos/(GWh/año), mientras que para el banco de baterías se ha 
estimado un valor muy conservador de JCBAT = 0,01 empleos/MWh. 
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Se ha considerado la posibilidad de no incluir paneles fotovoltaicos y no incluir 
aerogeneradores en el sistema. Sin embargo, el sistema debe contar con un 
generador diésel al menos para ser utilizado como reserva de emergencia. 
Calculando todas las posibles combinaciones de componentes y estrategias de 
control, y calculando el tiempo de simulación y evaluación de cada una de ellas, 
se necesitarían unos 216 días para evaluar todas ellas con un ordenador 
estándar. 
 
Mediante el uso de algoritmos evolutivos, la optimización se puede realizar en 
un tiempo de cálculo razonable. El MOEA utiliza una población de 200 individuos 
(0,48% de las posibles combinaciones de componentes) con 15 generaciones, 
mientras que el algoritmo secundario utiliza una población de 20 individuos 
(0,64% de posibles combinaciones de variables de control) y 15 generaciones, 
con una tasa de cruce del 90% y una tasa de mutación del 1% para ambos 
algoritmos. Estos valores se seleccionaron considerando los resultados de 
algunas pruebas en optimizaciones similares. En aproximadamente un día y 
medio, los algoritmos evolutivos realizaron la optimización, obteniendo el conjunto 
óptimo de Pareto. 
 
En el caso simulado, como la velocidad del viento es relativamente alta, la 
mayoría de las soluciones del conjunto óptimo de Pareto son sistemas híbridos 
fotovoltaicos-eólico-diésel-baterías, mientras que en otros lugares con menor 
velocidad del viento, la mayoría de las soluciones del conjunto óptimo de Pareto 
no incluyen aerogeneradores. Una vez que se conoce el conjunto óptimo de 
Pareto, el diseñador puede ver las diferencias entre los objetivos de las diferentes 
soluciones y puede elegir la que mejor se adapte a sus necesidades. 
 
Para finalizar, en el último trabajo se muestra una metodología estocástica-
heurística (combinando simulación Monte Carlo con algoritmos genéticos) para la 
optimización de componentes y variables de control de sistemas híbridos 
Fotovoltaicos-Eólicos-Diésel-Baterías aislados. Se ha aplicado un modelo 
avanzado para simular el comportamiento de las baterías que tiene en cuenta el 
flujo ponderado de Ah es mucho más preciso que los modelos clásicos que solo 
consideran la energía ciclada por la batería. También se ha incluido la 
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optimización de varias variables de control que actualmente se pueden configurar 
en los controladores de baterías modernos o en los inversores/cargadores con 
control del estado de carga. 
 
La optimización estocástica utiliza como entradas las funciones de distribución 
de probabilidad de varias variables (carga esperada, irradiación, temperatura, 
velocidad del viento y tasa de interés) tomando en cuenta sus correlaciones, 
obteniéndose las funciones de distribución de probabilidad de los resultados. Es 
diseñador podrá obtener resultados que incluyen mucha más información y tener 
la capacidad de conocer los valores mínimos, máximos y más probables de las 
distintas variables de resultados, incluyendo su variabilidad, en comparación con 
una optimización determinista. 
 
Sin embargo, la optimización estocástica implica tiempos de cálculo mucho 
mayores, dependiendo del error máximo permitido. Bajo el nivel de confianza 
deseado, puede ser cientos de veces mayor, lo que, en muchos casos, es 
inadmisible, incluso empleando algoritmos genéticos. 
 
Como ejemplo, se ha comparado la optimización determinista de un mismo 
sistema (12 horas de tiempo de cálculo) con la optimización estocástica (78 horas 
de tiempo de cálculo, incluso reduciendo el espacio de búsqueda para las 
variables de control), y utilizando algoritmos genéticos para ambos casos. Se ha 
optimizado el sistema para abastecer a una estación de telecomunicaciones 
ubicada en Navarra (España) en una colina ventosa. La configuración óptima ha 
resultado un sistema Fotovoltaico- Eólico-Diésel-Baterías, con una penetración 
muy alta de las fuentes renovables. En este caso, y debido a la alta velocidad del 
viento en la colina, forma parte del sistema óptimo un aerogenerador. Debido al 
alto precio del combustible en España (y su inflación), el generador diésel solo se 
utiliza como sistema de respaldo, suministrando energía solamente cuando el 
banco de baterías alcanza el mínimo de estado de carga admitido. 
 
Primero ha de realizarse una optimización determinista, con un tiempo de 
cálculo medianamente bajo. Con esos primeros resultados, se puede reducir el 
espacio de búsqueda alrededor del sistema óptimo, y entonces ya puede 
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realizarse una optimización estocástica en un tiempo de cálculo razonable. El 
sistema óptimo encontrado mediante el enfoque estocástico resulta muy similar al 
obtenido mediante el enfoque determinístico, sin embargo, la optimización 
estocástica ofrece mucha más información sobre el rendimiento esperado del 
sistema. 
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ANEXOS 
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ANEXO A.1 
 
Revista: Energy Conversion and Management 
Fuente: InCites Journal Citation Reports / Web of Science / THOMSHON REUTERS 
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ANEXO A.2 
 
Revista: Energy Conversion and Management 
Fuente: Scimago Journal & Country Rank (SJR) / SCOPUS 
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ANEXO A.3 
 
Revista: Renewable Energy 
Fuente: InCites Journal Citation Reports / Web of Science / THOMSHON REUTERS 
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ANEXO A.4 
 
Revista: Renewable Energy 
Fuente: Scimago Journal & Country Rank (SJR) / SCOPUS 
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