Introduction
The wireless networks are of mainly two types: Infrastructured networks and Ad-hoc networks.
In Infrastructured network the mobile nodes are free to move while communicating with other nodes in the network. In this type of networks the base station governs the communication among mobile nodes which are located in its range. The base stations are fixed [1] . As the node moves out of the range of one base station, the communication services to mobile nodes are served by another base station [1] .
In Ad-hoc networks there are no fixed base stations as in Infrastructured networks. Each mobile node in Ad-hoc networks acts as router which are capable of configuring themselves. Each mobile node is also capable of sending and receiving data. The topology of such type of networks changes rapidly [1] . In this type of networks there are frequent link breakages during the ongoing communication as there are no constraints imposed on mobility of intermediate nodes [1] . As soon as there is link breakage the new path to the destination need to be discovered. If there is no way to communicate with the destination error message is generated. The dynamic environment of MANET is facing notable amount of challenges. The following are the challenges associated with MANET [2]:
1. Routing 2. Dynamic topology of network 3. Frequent link breakages 4. High speed mobile nodes 5. Energy consumption 6. Secure routing 7. Quality of services the destination. Many routing protocols were developed for this purpose but among them distance vector routing protocol and link state routing protocols are most prominent. However, these protocols are not much useful for wireless networks [2] .
In Mobile Ad-Hoc Network the classification of Routing protocols are as below:
1. Proactive Routing Protocols 2. Reactive Routing Protocols 3. Hybrid Routing Protocols
A. Proactive Routing Protocols
Proactive routing protocols [3] [4] are also known as table driven routing protocols. Nodes using proactive routing protocols maintain routing table(s), which contains information about each and every node residing in that particular network [5] . The information in the routing table is upgraded over time so that each node in the network has the clear view of the recent structure of the network. The proactive protocols are appropriate for less number of nodes in networks, because they need to update node entries for each and every node in the routing table of every node, which creates additional routing overhead [4] . Proactive protocols have the advantage that routes are available the moment they are needed. However, the disadvantages of these protocols are that the control overhead can be significant in large networks or in networks with rapidly moving nodes and additional control traffic. Some examples of Proactive Routing Protocols are:
1. Destination Sequence Distance Vector (DSDV) [6] 2. Global State Routing (GSR) [7] 3. Hierarchical State Routing (HSR) [8] 
B. Reactive Routing Protocols
Reactive routing protocols [3] [4] are also known as on demand routing algorithms. Reactive protocols does not need to continuously maintaining a route between all pairs of network nodes, but route from source node to destination node is established when two nodes wants to communicate with each other. When a source node needs to transmit data packets to destination node, first it checks its route table to check if it has a route. If it does not find any valid route, it performs a route discovery procedure to find a path to the destination means route discovery becomes on-demand. The route remains valid till the connection is not terminated. The major advantage of using reactive routing protocols is that it has relative less routing overhead as compared to proactive routing protocols [1] . The disadvantage of reactive routing protocol is the introduction of route acquisition latency [1] . When a route is needed by a source node, there is some finite latency while the route is discovered. In contrast, in proactive routing protocols, routes are typically available the moment they are needed and there is no delay to begin the data session. Some examples of Reactive Routing Protocols are:
1. Dynamic Source Routing (DSR) [9] 2. Ad hoc On-demand Distance Vector Routing (AODV) [10] 3. Temporary Ordered Routing Protocol (TORA) [11] 
C. Hybrid Routing Protocol
Hybrid routing protocols [3] combine features of both reactive and proactive routing protocols, typically attempting to exploit the reduced control traffic overhead from proactive systems and reducing the route discovery delays of reactive systems by maintaining routing table [1] . Example of Hybrid Routing Protocol is:
1. Zone Routing Protocol (ZRP) [12] III. Ad-hoc on-demand distance vector routing protocol (AODV) AODV (Ad-hoc On-demand Distance Vector) protocol is a reactive or on-demand routing protocol. It does not maintain all the routes in the network, but it provide quick and efficient route establishment or discovery when they are needed thus it provides communication between nodes with minimal control overhead [1] . The route is maintained between two nodes as long as it is needed. It provides loop free routing due to the use of destination sequence number, which is generated by the destination itself [3] . If two similar routes to a destination exist then the node chooses the one with the highest sequence number. AODV is able to provide both unicast and multicast routing.
It uses routing tables to store the routing information [10] like destination IP address, next hop IP address, destination sequence number, active neighbours for route and expiration time for the route. Expiration time is also called as the lifetime, which is reset each time when route has been used. If the lifetime is over then the route is considered as the invalid [1] .
AODV does not place any additional overhead on data packets because it does not use source routing. The major and critical steps involved in the algorithm used by AODV are route discovery and route maintenance [10] .
A. Route discovery
If a node in the network wants to send data packets to some other node in the network it initially checks the routing table, if there is any existing path to the destination. If the path between these nodes already exists then the packet is sent to destination through this path by sending data packet to appropriate intermediate node [10] . If there is no existing route between the source and the destination the route discovery procedure is initialized. The route discovery procedure is initialized by generating the Route Request (RREQ) packet. This RREQ packet comprises of destination node's IP address, Source node's IP address, current sequence number of destination and last sequence number of destination node [10] .
Each RREQ is uniquely identified by the combination of Broadcast ID and IP address of the destination. Broadcast ID is incremented each time the source node initiates RREQ. The connection establishment between source and the destination is request by sending RREQ packet from the source side [1] [3] [10] . Source node broadcasts the RREQ packet to the neighboring nodes and sets a timer, which upon expiration notify the sender to rebroadcast the RREQ packet. If the communication request is accepted by the destination, then it sends Route reply (RREP) as conformation. Every RREQ packet contains a time to live (TTL) value that specifies the number of times RREQ packet should be re-broadcasted. TTL is set to a predefined at the first transmission and increased at retransmissions [10] [13] .
When each node receives the RREQ it creates the reverse route entry in its routing table. This reverse route entry contains the information like Source node IP address, sequence number, number of hops to the source node and the IP address of the neighbor node from which the RREQ received [13] . In this way the destination node knows how to forward RREP to the source node means reverse path is used for sending RREP packet. While transmitting of RREP the forward path is setting up. This forward path is reverse to the reverse path and used for the data transmission [13] .
To respond to the RREQ, the sequence number associated with the destination node must be greater than the sequence number indicated in the RREQ because it prevents the formation of routing loops [1] . The source node can begin the data transmission as soon as the first RREP received.
B. Route maintainance
As mentioned in [13] , once the route has been discovered for required source to destination, it is maintained as long as needed by the source node. The nodes in the MANET are not static, these nodes can move from one place to another place at varying speeds. Some nodes are highly mobile as they travel with more velocity. If the source node moves during an ongoing communication or active session then it causes the termination of data exchange. However, source node can reestablish connection with destination by initializing route discovery procedure.
If the destination or any intermediate node in the path to the destination is moved then Route Error (RERR) packet is generated. This RERR is sent to each predecessor node lying in the route. This process continues until the RERR packet reaches the source node. After getting RERR message the source stops sending data and if it wants to continue interrupted data exchange it follows the route discovery procedure.
IV. Ad-hoc on-demand distance vector Routing Protocol from Uppasala University (AODV-UU)
AODV-UU (Ad-hoc On-demand Distance vector routing from Uppsala University) is an implementation of AODV routing protocol [14] . AODV-UU was developed by the Uppsala University, Swedan hence the UU suffix is used, and released under the GNU General Public License (GPL). AODV-UU includes Internet gateway support for a node in the ad-hoc networks for communication between nodes. It also supports IPv6 and multicasting [15] . AODV-UU implements all necessary and optional features of AODV protocol. AODV-UU is compose of aodvd and kaodv, where aodvd is a user-space process which implements routing algorithms and kaodv is kernel space loadable module which captures data modules [16] . AODV-UU was written in C language for running with Linux. AODV-UU can be used as a routing agent for mobile nodes in NS-2 instead of AODV that comes by default with NS-2 because it is the most publically recommended implementation of AODV [17] .
V. Ad-hoc on-demand multipath distance vector routing protocol (AOMDV)
AOMDV (AD-HOC On-demand Multiple Distance Vector Routing) protocol is a multipath extension to AODV protocol [18] . AOMDV is a Multipath Routing Protocol which discovers multiple routes between source to destination. Like AODV, AOMDV also provides route discovery and route maintenance services. AOMDV is also based on distance vector concept and finds routes on-demand in route discovery process. AOMDV finds multiple node disjoint paths between source and destination in route discovery process. These paths are loop free. It supports hop-by-hop routing therefor intermediate nodes between source and destination maintains multiple path entries in their routing tables. Routing tables in AOMDV protocol comprises of destination, sequence number, advertised hop count and route list. Route list contains the additional information of each alternate path, like next hop, last hop, hop count and time out [19] .
A. Route Discovery
As per [19] , when source node needs to communicate with destination node and requires path, then source node generate RREQ packets and starts the route discovery process. AOMDV uses intermediate nodes with alternate path for reducing the route discovery frequency. While sending RREQ from source node to the destination node using AOMDV protocol, the multiple reverse paths are established between destination and source node. In AODV the duplicate copies of RREQ are discarded while in AOMDV they are discarded after checking if these RREQs are from the same path or some different path. When intermediate node receives RREQ packets it forms a reverse path and destination generates RREP.
B. Route Maintenance
Route maintenance in AOMDV is same as the AODV. When the last path to the destination node breaks then a node generates the RERR and forwards it for a destination. AOMDV is advantageous as it allows multiple paths from source to destination. It selects optimum path for communication to occur. If there is link breakage in this path still the communication is not terminated as another path to the destination exists and can be used in absence of the previous path used [18] . AOMDV uses multiple paths to transfer data hence it needs to handle more control packets as compared to its precursor. This will in turn increase the routing overhead. This increment in routing overhead will degrade the performance of the network [18] .
VI. dynamic source routing protocol (DSR)
DSR (Dynamic Source Routing) protocol is a Reactive routing protocol and is used for the wireless ad-hoc networks. It is an on-demand routing protocol therefore it reacts on the demand and find routes when they are needed. DSR allows the network to be completely self-configuring and self-organizing without any need of existing infrastructure [20] [21] . DSR is based on the link-state routing algorithm means it does not create much traffic; it supports loop-free routing and responds rapidly to topology changes or node failures. But it requires higher memory than others, the memory stored on each node can be quite large. DSR uses source routing means that the source must know the complete hop sequence to the destination. Each node stores the information about all routes it knows in the route cache [9] . If the desired route cannot be found then the route discovery process is initiated.
As mentioned above, DSR uses source routing, source contains the complete sequence of hop on which each packet should traverse. Therefor each packet header includes the sequence of hops. The advantage of source routing is that it does not need up-to-date routing information in the intermediate nodes, because a packet includes all the routing information which is necessary [21] . DSR supports loop-free routing means it avoids loops in the routing because the single node determines the complete route, instead of hop-by-hop decision making [9] . DSR supports two main mechanisms: "route discovery" and "route maintenance", and both works together for allowing nodes to discover and maintain routes from source to destination in ad-hoc networks. DSR protocol allows multiple routes to any destination and allows sender to choose and control the routes in routing [9] .
A. Route Discovery
Route discovery is used when source node wants a route to a destination node. First of all, source node checks its route cache to determine that whether it contains the information about route to the destination or not. If it contains the valid route to the destination then it use that route for sending data packets, but if it does not contain any valid route to destination node in its route cache then it broadcast a RREQ packet and initiate a route discovery process. The RREQ packet contains source address, destination address and a unique identification number [9] [20] .
The intermediate node, on receiving RREQ packet, checks its route cache for a route to destination node. If it does not found any valid route to destination then it attaches its address to the route record to the RREQ packet and forwards that packet to its neighbours. This RREQ packet propagates through the network until it reaches to the destination. Then destination node generates the RREP packet, which contains the sequence of hop for reaching to destination, and unicast back to the source node [9] [21].
B. Route Maintenance
Route maintenance is used to handle the route breaks. A node removes the information about route from its route cache and generate RERR packet when a total transmission problem occurs in its data link layer. That RERR packet is sent to each node that sent a control packet over the broken link. When a node receives RERR packet then it removes that hop from its route [9] .
VII. Dynamic manet on-demand routing protocol (dymo)
The Dynamic MANET On-demand (DYMO) routing protocol is newly proposed protocol by Perkins and Chakeres [22] as advancement to the existing AODV protocol. DYMO is a successor of AODV routing protocol [23] . DYMO operates similarly to AODV but it does not add any extra modifications to the existing functionality [24] and quite simpler to implement. It is reactive routing protocol in which routes are computed when they are needed. DYMO does not support unnecessary HELLO packets and its operation is based on the sequence number assigned to each packet [24] which is used for loop free routing. Each node in network maintains routing table which consist Destination IP Address, Destination Sequence Number, Hop Count, Next Hop Address Interface, Is Gateway, Prefix, Valid Timeout, Delete Timeout [23] . It performs two basic operations: route discovery and route maintenance.
A. Route Discovery
The route discovery process in DYMO is similar to the AODV routing protocol except for the path accumulation feature. Routes are discovered when a source node needs to communicate with a destination node currently not in its routing table. A source node generates RREQ packet and send it to its neighbours and if a neighbour has an entry to the destination node then it replies with an RREP packet to the discovered and accumulated path. But if the source node does not receive the RREP packet within the given TTL value then it rebroadcast the RREQ packet. DYMO is an energy efficient protocol means if a node has low energy then it has the option to not participate in the route discovery process [23] [24] .
B. Route Maintenance
Route maintenance process is performed to avoid the existing routes from the routing table and also to reduce the packet dropping in case of link failure. When a link to any other node breaks then a node generates RERR packet and forwards it to nodes which are concern with the link failure. A node which receives the RERR packet, it updates routing table and delete entry with the broken link [23] [24] .
VIII. Comparison of reactive routing protocols
As reactive routing protocols for Mobile Ad-hoc Networks AODV, AOMDV, DSR and DYMO are proposed to improve scalability and control traffic overhead. AODV-UU is the implementation of AODV. AODV-UU, AOMDV, DSR and TORA support multicast routing whereas AODV supports unicast routing.
AODV, AOMDV, AODV-UU and DSR use flooding in the route discovery phase. DSR stores the routing information its route cache. A data packet in DSR carries the routing information needed in its route record field. Whereas AODV stores the next hop routing information in the routing tables at nodes along active routes. Therefore AODV has less traffic overhead and is more scalable than DSR because of the size limitation of route record field in DSR data packets. DSR supports unidirectional link but AODV doesn't supports unidirectional link. In AODV, AOMDV, AODV-UU, DSR and DYMO, when path disconnection is detected then a node notifies the source to re-initiate a new route discovery operation.
AODV, AODV-UU, AOMDV and DYMO uses sequence numbers to avoid formation of route loops. In DSR loop can be avoided by checking address in route record field of data packets. AODV, AODV-UU and AOMDV use route expiration timer whereas DSR doesn't.
Performance of AODV and DSR is compared in [25] based on simulation using various performance metrics. According to [25] , DSR performs well in terms of packet delivery ratio and AODV performs well in terms of end to end delay and average jitter. According to [2] performance of DSR is poor in large networks but the performance of AODV is very good in all network sizes. Performance of AODV and AODV-UU is compared in [26] . According to [26] AODV should not be used for multimedia application and AODV-UU performs well than AODV. AODV-UU reacts very well to mobility. As mentioned in [4] , the performance comparison of AODV, AOMDV and DSR based on packer delivery ratio, throughput and end-to-end delay. According to [27] AOMDV gives better performance as compared to AODV and DSR in terms of packet delivery ratio and throughput but worst in terms of end-to-end delay. DSR gives better performance in terms of end-to-end delay in both static and dynamic network. Performances of DSR and AODV are compared in [28] based on simulation. As shown in [28] , both AODV and DSR perform well for different simulation scenarios. DSR performs better than AODV when number of nodes is small, lower load and /or mobility, and AODV outperforms DSR in more demanding situations. Researches till today specify that DYMO performs better than Packet delivery ratio and Average end to end delay when density of network is varied. DYMO has comparatively lesser end to end delay than DSR but DSR is better than DYMO in terms of Packet delivery ratio [29] .
IX. Conclusion
Routing is an essential component of communication protocols in MANET. The design of the protocols are driven by specific goals and requirements based on respective assumptions about the network properties. In this survey we try to review typical reactive routing protocols and reveal the characteristics and trade-offs. Each of the protocols studied performs well in some cases and has certain drawbacks in others.
