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Tato diplomová práce se zabývá problematikou regresńı analýzy
v data miningových úlohách a ekonometrickým modelováńım. Jej́ım
ćılem je seznámit se z problematikou regresńı analýzy a jej́ı apli-
kaćı v př́ıpadové studii. Následně vysvětlit pojem ekonometrické
modelováńı a uvést př́ıklady jej́ı aplikace. V diplomové práci byla vy-
pracována př́ıpadová studie v programu IBM SPSS Modeler. Zabývá
se odhadem ceny nemovitosti. Výsledkem mé práce je vypracovaná
př́ıpadová studie s nasazeńım lineárńıho regresńıho modelu. Dále
byla naprogramovaná aplikace v prostřed́ı Octave, která umožňuje
vytvořit vlastńı lineárńı regresńı model. V závěru práce porovnávám
výsledky regresńı statistiky provedené pomoćı programu Modeler
a mé aplikace v prostřed́ı Octave. Porovnáńı je provedeno na několika
r̊uzných výběrových souborech.
Kĺıčová slova: regresńı analýza, lineárńı regresńı model, ekonome-
trie, ekonometrické modelováńı, př́ıpadová studie, Octave
Abstract
This diploma thesis deals with problems of regression analysis in data
mining tasks and econometric modeling. Its aim is to get acquainted
with problems of regression analysis and its application in the case
study. Further explain the concept of econometric modeling and give
examples of its application. A case study in IBM SPSS Modeler was
developed in the thesis. It deals with an estimate of the property
price. The result of my work is a case study with the implementation
of a linear regression model. In addition, an Octave application was
programmed to create a custom linear regression model. At the end
I compare the results of regression statistics made using Modeler
and my application in Octave. The comparison is made on several
different sample files.
Keywords: regression analysis, linear regression model, economet-
rics, econometric modeling, data analysis, case study, Octave
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2.1 Základńı pojmy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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4.3.2 Načteńı dat do Modeleru . . . . . . . . . . . . . . . . . . . . . 43
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4.3.5 Testováńı modelu . . . . . . . . . . . . . . . . . . . . . . . . . 46
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5.4.1 Standardńı rovnice . . . . . . . . . . . . . . . . . . . . . . . . 51
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2.7 Rozklad součtu čtverc̊u TSS . . . . . . . . . . . . . . . . . . . . . . . 28
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5.2 Funkce přo čteńı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3 Normalizace hodnot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
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MOOC Hromadný otevřený online kurz
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1 Úvod
S nástupem internetu a sběru enormńıho množstv́ı elektronických dat se velice
rozv́ıjej́ı technologie, pomoćı kterých je máme možnost studovat a hledat v nich
závislosti, vztahy a daľśı informace. A právě Data mining je obor, který se touto
problematikou zabývá.
Ve své diplomové práci se budu zabývat regresńı analýzou a jej́ım uplatněńım
v data miningových modelech. V teoretické části budu rozeb́ırat metody lineárńı
a logistické regrese. Jako jeden z materiál̊u, ze kterých čerpám, jsem použil data
minigový online kurz, konkrétně MOOC kurz Machine Learning pořádaný Univerzitou
ve Stanfordu. T́ımto kurzem jsem prošel v letńım semestru roku 2015 v rámci př́ıpravy
na diplomovou práci a úspěšně jsem ho dokončil. V př́ıloze B přikládám diplom
udělený za absolvováńı kurzu. V následuj́ıćı části mé diplomové práce se budu zabývat
ekonometrickým modelováńım, které s regresńı analýzou úzce souviśı. Ekonometrické
modelováńı spoč́ıvá v analýze určitého ekonomického problému a snaž́ı se nalézt
souvislosti mezi ekonomickou teoríı a reálnými daty. Tyto závislosti mohou být poté
použity k predikci ekonomických proměnných. Téma ekonometrické modelováńı
zpracuji jako výkladovou studii na ALS portále.
V praktické části budu uplatňovat teoretické poznatky z prvńıch dvou kapitol
vytvořeńım př́ıpadové studie. Studii budu vytvářet ve statistickém programu IBM
SPSS Modeler. Dále naprogramuji lineárńı regresńı model tak, aby nebylo třeba
použ́ıvat podp̊urné nástroje, jako Modeler, Knime či jiné. K tomuto účelu použiji
prostřed́ı Octave. Tento program jsem zvolil z d̊uvod̊u jeho nezávislosti a svobodné
licence. Bude schopen nač́ıst libovolná data v textovém formátu odpov́ıdaj́ıćı struktury
a na nich vytvořit vlastńı lineárńı regresńı model včetně jeho celkového otestováńı
a testu jednotlivých atribut̊u. V závěru práce porovnám oba uplatněné př́ıstupy
z hlediska jejich přesnosti a času výpočtu.
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2 Regresńı modely
Tato kapitola se zabývá regresńımi modely a jejich modifikacemi. Tato analýza patř́ı
k jednomu z nástroj̊u ekonometrického modelováńı.
2.1 Základńı pojmy
Před použit́ım samotných regresńıch model̊u, je třeba vysvětlit, některé ze základńıch
pojmů v oboru statistky a představit základńı nástroje pro analýzu dat.
2.1.1 Data
Data se rozděluj́ı do několika skupin podle rozsahu, obsahu a typu. Ve statistice
rozlǐsujeme statistický soubor, jednotku a znak.
• Statistický soubor je konečná neprázdná množina prvk̊u M , které maj́ı společné
vlastnosti.
• Statistická jednotka je jeden prvek ze statistického souboru (jeden prvek
množiny).
• Statistické znaky jsou vlastnosti statistických jednotek.
Pojmem rozsah souboru n představuje mohutnost množiny M (viz vztah 2.1).
n = |M | (2.1)
Rozlǐsuj́ı se dva př́ıstupy ke statistickému souboru:
1. Základńı soubor
Množina všech teoreticky možných prvk̊u zkoumaného problému. Problémem
u takové množiny dat je jej́ı př́ılǐsná obsáhlost, a proto ji obvykle v praxi neńı
možné použ́ıt. Z tohoto d̊uvodu se použ́ıvá výběrový soubor.
2. Výběrový soubor
Vzorek dat ze základńıho souboru. Následně se podle tohoto výběru provád́ı
úsudek o základńım souboru. Vlivem provedeńı výběru ze základńıho souboru
docháźı k určité výběrové chybě.
14
Každá statistická jednotka vykazuje vlastnosti, které se nazývaj́ı také atributy,
nebo proměnné. Děĺı se kvantitativńı a kvalitativńı. Základńı rozd́ıl mezi těmito
typy je, že kvantitativńı jsou č́ıselné charakteristiky, pomoćı kterých definujeme nebo
měř́ıme r̊uzné jevy. Běžně to jsou č́ıselné proměnné, které charakterizuj́ı určitou
vlastnost objektu např́ıklad výšku osob, naměřená data z př́ıstroje atd. Obyčejně
dává smysl provádět nad těmito hodnotami aritmetické operace.
Kvantitativńı typy se dále děĺı na:
1. Nespojité (Diskrétńı) proměnné nabývaj́ı vždy určitých hodnot (např četnosti).
2. Spojité proměnné mohou nabývat teoreticky nekonečného počtu hodnot mezi
určitým intervalem (např. výška osob).
Naproti tomu kvalitativńı jsou jakákoli data výčtového typu, pomoćı kterého
popisujeme určité vlastnosti objektu. Ne vždy můžeme tyto hodnoty porovnávat
(nominálńı). Podle uspořádáńı kategoríı proměnných můžeme rozdělit kvalitativńı
data na:
• Nominálńı – lze ř́ıci, že se dvě hodnoty lǐśı, ale nelze je porovnávat (např.
výrobce, typ, národnost),
• Ordinálńı – stejné jako nominálńı, ale nav́ıc lze hodnoty mezi sebou porovnávat
(např. hodnoceńı, typ vzděláńı).
Dále se děĺı podle počtu kategoríı na alternativńı (dichotomické) a v́ıce-kategoriálńı
proměnné. Shrnut́ı typ̊u proměnných zobrazuje obrázek 2.1.
Obrázek 2.1: Typy proměnných
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2.1.2 Základńı nástroje pro analýzu dat
Tato kapitola se věnuje základńım nástroj̊um pro analýzu dat, pomoćı kterých
můžeme reprezentovat daný výběrový soubor.
Rozděleńı četnost́ı
Četnost je veličina, která udává kolikrát se daná hodnota statistického znaku vysky-
tuje ve statistické souboru. Uvažujeme-li statistický znak ve tvaru x1, x2, ..., xn, kde
n je rozsah statistického souboru a celkový počet r̊uzných hodnot znaku x je k ≤ n[10].
Absolutńı četnost hodnoty znaku xj je počet statistických jednotek, které maj́ı
stejnou hodnotu znaku xj pro j = 1, 2..., k.
k∑
i=1
nj = n (2.2)
Relativńı četnost hodnoty znaku xj je pod́ıl absolutńı četnosti a rozsahu souboru,
nejčastěji se vyjadřuje v procentech, označuje se jako vj a jejich součet je jedna
(v př́ıpadě procent 100)(viz rovnice 2.3). Výhodu relativńı četnosti je, že pomoćı ńı
můžeme porovnávat dva výběrového soubory s rozd́ılnými rozsahy[10].
k∑
i=1
vj = 1. (2.3)
Kumulativńı absolutńı četnost vyjadřuje součet všech předcházej́ıćıch absolutńıch
četnost́ı. Umožňuje zjistit kolik hodnot je menš́ıch než zadané č́ıslo.
Kumulativńı relativńı četnost umožňuje zjistit procento hodnot menš́ıch než zadané
č́ıslo. Vypočteme jej vyděleńım př́ıslušné absolutńı kumulativńı četnosti s rozsahem
souboru, nebo sečteńım relativńıch četnost́ı v intervalech, jejichž horńı hranice je
menš́ı než zadané č́ıslo.
Intervalové rozděleńı četnost́ı - kategorizace
Toto rozděleńı rozděluje statistický soubor na intervaly, kterým ř́ıkáme tř́ıdy. Použ́ıvá
se zejména v př́ıpadech, kdy máme př́ılǐs mnoho variant znak̊u, např́ıklad u spojitých
hodnot, jako je výška osob nebo př́ıjem. Použit́ım tohoto rozděleńı zvýš́ıme přehlednost
statistického souboru. Při vytvářeńı interval̊u je třeba dodržovat určité pravidla[10].
Počet tř́ıd rozděleńı – k odpov́ıdá:
• Odmocninovému pravidlu k = √n,
• Sturgesovu pravidlu k = 1 + 3, 3 log n.
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Pro určeńı š́ı̌rky (počtu prvk̊u) intervalu existuje několik metod. Jednou z nich je





Mezi daľśı metody řad́ıme určeńı š́ı̌rky intervalu pomoćı Kvantil̊u. Rozděluj́ı
statistický soubor na části, v závislosti na tom, kolika procentńı kvantil je použit.
Znač́ı se xp, kde p jsou procenta v intervalu < 0, 100 >.
Nejpouž́ıvaněǰśı kvantily jsou:
• Medián - x50,
• Kvartily - x25, x50, x75 ,
• Decily - x10, x20 . . . , x90,
• Percentily - x1, x2, . . . , x99.
Kategorizaci č́ıselné proměnné zejména v data miningových řešeńıch lze provést
mnoha daľśımi postupy. Např́ıklad algoritmy pro kategorizaci s respektem k ćılové
predikované hodnotě.
Charakteristiky statistického souboru
Při statistické analýze je často třeba porovnávat několik statistických soubor̊u. Z to-
hoto d̊uvodu se použ́ıvaj́ı charakteristiky. Charakterizuj́ı základńı rysy zkoumaného
statistického souboru[10].






Představuje r̊uzné druhy středńıch hodnot výběrového souboru. Obecně označujeme
středńı hodnotu jako E[X] = x = µ.
Základńı mı́rou polohy je Aritmetický pr̊uměr. Rozlǐsujeme pr̊uměr pro základńı
a výběrový soubor[10].













• Vážený aritmetický pr̊uměr - je zvláštńım př́ıpadem výše zmı́něného, kde
ni jsou váhy (četnosti) jednotlivých hodnot xi. Nejčastěji to jsou počty výskyt̊u






K aritmetickému pr̊uměru se váže několik vlastnost́ı:
• Aritmetický pr̊uměr konstanty je konstanta.
• Přičteńım, odečteńım, vynásobeńım nebo vyděleńım všech hodnot znaku nenu-
lovou konstantou se odpov́ıdaj́ıćım zp̊usobem změńı také aritmetický pr̊uměr.
• Vynásob́ım-li všechny váhy nenulovou konstantou, tak se pr̊uměr nezměńı.
Kromě aritmetického pr̊uměru existuj́ı daľśı, které se použ́ıvaj́ı ve speciálńıch




















Je použit v př́ıpadě, že jsou udaje
zatř́ıděny dle četnost́ı, nebo maj́ı







pro měřeńı úrovně poměrných









Je použit v př́ıpadě, že jsou udaje
zatř́ıděny dle četnost́ı, nebo maj́ı


















Je použit v př́ıpadě, že jsou udaje
zatř́ıděny dle četnost́ı, nebo maj́ı
r̊uzné hodnoty r̊uznou váhu.
Tabulka 2.1: Seznam typ̊u pr̊uměr̊u
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Plat́ı, že x ≤ xG ≤ xH ≤ xK
. Mezi daľśı středńı hodnoty se řad́ı také:
• Medián – hodnota, která je ve středu statistického souboru za předpokladu, že
je seřazený.
• Modus – hodnota z nejvyšš́ı četnost́ı znaku.
Charakteristika variability
Charakteristika variability udává, jak se lǐśı hodnoty znak̊u prvk̊u od zvolené charak-
teristiky polohy (pr̊uměru). Řad́ıme mezi ně variačńı rozpět́ı, pr̊uměrnou absolutńı
odchylky, rozptyl, směrodatnou odchylku a variačńı koeficient. Plat́ı, že č́ım vyšš́ı je




R = xmax − xmin
Kvartilové rozpět́ı
KR = x̃75 − x̃25
Kvartilová odchylka
Q =

















j=1 |xi − xj |
n(n− 1)
Tabulka 2.2: Charakteristiky variability
Nejpouž́ıvaněǰśı charakteristikou variability je rozptyl. Znač́ı se také jako var(X)
= D(X) = E(X − E(X))2 = σ2. Je definován jako pr̊uměr kvadrát̊u odchylek
jednotlivých znak̊u xi od jejich aritmetického pr̊uměru x [10].
Stejně jako u pr̊uměru rozlǐsujeme rozptyl základńıho souboru a výběrového souboru.
Rozptyl základńı souboru:







S2x = var(X) =
∑n
i=1(xi − x)2
n− 1 , (2.9)
kde ve jmenovateli výraz n− 1, označuje počet stupň̊u volnosti výběrového souboru.
Použit́ım výrazu n−1 mı́sto velikosti souboru n doćıĺıme přesněǰśıho odhadu skutečné
hodnoty populačńıho rozptylu, zejména při výpočtu na základě malých výběrových
soubor̊u[10].
K rozptylu se váže několik vlastnost́ı:
• Rozptyl konstanty je nula.
• Přičteme-li ke všem hodnotám znaku stejnou konstantu =⇒ rozptyl se nezměńı.
• Vynásob́ıme-li každou hodnotu znaku stejnou konstantou =⇒ rozptyl bude
jej́ı násobek .
• Rozptyl součtu nebo rozd́ılu dvou znak̊u je roven součtu rozptyl̊u obou znak̊u









Často je třeba porovnávat statistické soubory a může se stát, že znaky nejsou ve
stejných jednotkách nebo maj́ı nestejnou velikost. V takových př́ıpadech využ́ıváme
charakteristiku relativńı variability. Mezi ni řad́ıme variačńı koeficient. Označujeme ho






Měř́ı odchylku v rozložeńı četnost́ı hodnot znak̊u oproti danému referenčńımu rozděleńı
četnost́ı (obvykle normálńımu)[10]. Skládá se ze dvou složek:








Obrázek 2.2: Charakteristiky asymetrie






Obrázek 2.3: Charakteristiky špičatosti
Kovariance
Charakterizuje, jak se dva znaky x a y statistického souboru vzájemně ovlivňuj́ı.






(xi − x)(yi − y) = xy − x y.
Pokud Sxy > 0 znak x roste (klesá), tak roste (klesá) y, např. vztah mezi výškou
a váhou člověka.
Pokud Sxy < 0 znak x roste (klesá), tak y klesá (roste), např. vztah mezi hloubkou
dezénu pneumatiky a brzdnou dráhou automobilu.
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Plat́ı, že č́ım vyšš́ı je kovariance, t́ım v́ıce se znaky navzájem měńı. Naopak ale nulová
kovariance Sxy = 0 nemuśı nutně znamenat, že mezi znaky neexistuje závislost. Jen
se nemuśı jednat o lineárńı závislost, ale např́ıklad o kvadratickou.
Korelace
Korelace označuje mı́ru závislosti dvou znak̊u x a y. Řekneme, že dvě proměnné jsou
korelované jestliže hodnoty jedné proměnné maj́ı tendenci vyskytovat se společně
s hodnotami druhé proměnné[10]. Pro změřeńı mı́ry korelace je navržena řada
koeficient̊u, které se lǐśı podle typ̊u proměnných a vlastnostmi. Při zkoumáńı vztah̊u
korelace je d̊uležitý kvalitativńı rozbor dat. Jinak řečeno, nemá smysl hledat závislost
tam, kde na základě logické úvahy nemůže existovat.
Jedńım z nejpouž́ıvaněǰśıch koeficient̊u je Pearson̊uv korelačńı koeficient. Označuje se






2.2 Jednoduchý lineárńı regresńı model
Tato kapitola se bude zabývat jednoduchým lineárńım regresńım modelem. Tedy,
kdy závislá (vysvětlovaná) proměnná Y je lineárńım vztahem pouze jedné nezávislé
(vysvětluj́ıćı) proměnné X. Pomoćı regresńıho modelu hledáme lineárńı vztah mezi
proměnnou Y a X[9].
Prvńı dva pojmy, kterými se budeme zabývat jsou deterministická a stochastická
populačńı regresńı funkce, dále jen PRF. Deterministická PRF spojuje očekávané
hodnoty vysvětlované proměnné Yi pro daná Xi a je dána vztahem:
E(Yi|Xi) = β1 + β2Xi, i = 1, 2, . . . , n, (2.15)
kde parametry β1 je absolutńı člen a β2 definuje sklon regresńı křivky.
Tyto modely nejsou př́ılǐs časté, protože existuj́ı daľśı vlivy na vysvětlovanou
proměnnou Yi resp. náhodné složky, které do regresńıho modelu vnáš́ı určitou chybu.
Zaneseńım této chyby do modelu zadefinujeme stochastickou PRF. Je definovaná
jako:
E(Yi|Xi) = β1 + β2Xi + ui, i = 1, 2, . . . , n, (2.16)
kde ui je náhodná složka, tj. chyba, zanesená zanedbáńım některých vliv̊u a daľśıch
chyb, např́ıklad z měřeńı.
Jak již bylo výše zmı́něno, obvykle se nestává, že bychom měli k dispozici data
za celou populaci (základńı soubor), tud́ıž jej nahrazujeme výběrovými soubory.
Nazýváme ji výběrová regresńı funkce, dále VRF. Je snaha o to, aby VRF konvergo-
vala k PRF. Následuj́ıćı tabulka 2.3 shrnuje zmiňované funkce.
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Deterministická forma Stochastická forma
Populačńı
regresńı




Ŷi = β̂1 + β̂2Xi Ŷi = β̂1 + β̂2Xi + ûi
Tabulka 2.3: Forma zápisu populačńı a výběrové regresńı funkce
Symboly
”̂
“ nad proměnnými a parametry vyjadřuj́ı odhad pro výběrový soubor.
To znamená, že Ŷi je odhad pro Yi, β̂1 a β̂2 jsou odhady regresńıch parametr̊u,
a ûi představuje reziduálńı složku, což je odhad stochastické náhodné složky ui[9].
Existuje několik metod pro odhad parametr̊u regresńıho modelu:
• metoda nejmenš́ıch čtverc̊u (MNČ),
• metodu maximálńı věrohodnosti (ML),
• metoda moment̊u,
• zobecněná metoda moment̊u.
Tato práce se zaměřuje na prvńı z uvedených metod, o druhé metodě se zmiňuje
v souvislosti s logistickou regresńı analýzou.
2.2.1 Metoda nejmenš́ıch čtverc̊u
Tato metoda byla zavedena, německým matematike, Carlem Friedrichem Gaussem.
Jedná se metodu zjǐstěńı parametr̊u β̂1 a β̂2 výběrové regresńı funkce:
Yi = β̂1 + β̂2Xi + ûi = Ŷi + ûi, i = 1, 2, . . . , n, (2.17)
kde vývoj proměnné Yi je determinován změnami Xi a tvar křivky je určen regresńımi
parametry β1 aβ2[9]. Metoda prolož́ı př́ımku jednotlivými hodnotami znak̊u, jak
zobrazuje obrázek 2.4.
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Obrázek 2.4: Princip metody nejmenš́ıch čtverc̊u
Dále vyjádř́ıme z rovnice 2.17 reziduálńı složku ûi:
ûi = Yi − Ŷi = Yi − β̂1 + β̂2Xi = f(β̂1, β̂2). (2.18)
Z rovnice 2.18 je zřejmé, že reziduálńı složka je funkćı regresńıch parametr̊u. Obrázek
2.4 ukazuje, že reziduálńı složka ûi může být kladná i záporná. Z těchto d̊uvod̊u
je třeba použ́ıt součet čtverc̊u reziduálńıch odchylek. A tedy základem metody




2 = f(β̂1, β̂2). (2.19)
Pro nalezeńı minima funkce se použije metoda z matematické analýzy – hledáńı
extrému funkce. Funkce 2.19 se parciálně zderivuje podle parametr̊u β1 a β2 a jed-
















(−Xi)(Yi − β̂1 − β̂2Xi) = 0. (2.20)
Úpravou obou těchto rovnic źıskáme 2 rovnice o dvou neznámých parametrech:
∑











































= Y − β̂2X, (2.22)
kde X a Y jsou výběrové pr̊uměry pro X a Y .
2.2.2 Vlastnosti odhadové funkce nejmenš́ıch čtverc̊u
Pomoćı metody nejmenš́ıch čtverc̊u byl proveden bodový odhad 1 parametr̊u β̂1
a β̂2 daného výběrového souboru. Za předpokladu daľśıch nezávislých výběrových
soubor̊u se źıská výběrové rozděleńı hodnot odhad̊u parametr̊u, a poté na jej́ım
základě docháźı k odhadu parametr̊u β1 a β2 základńıho souboru[9].




Nestrannost je vlastnost odhadové funkce β̂k, která ř́ıká, že středńı hodnota
bodového regresńıho parametru je rovna populačńımu regresńımu parametru:
E(β̂k) = βk. (2.23)
Tuto vlastnost zobrazuje obrázku 2.5, kde odhadová funkce β̂∗k (zelená) je vychýlená
v̊uči odhadu β̂k.
Daľśı z vlastnost́ı je vydatnost (eficience). Naše odhadová funkce β̂k je efici-
entńı v̊uči jiné téhož β̂∗∗k (modrá), jestliže nemá větš́ı rozptyl. Vlastnost zobrazuje
obrázek 2.5. Z něho vyplývá, že odhadová funkce β̂k je z dané tř́ıdy odhadových
funkćı s nejmenš́ım rozptylem. Obě tyto vlastnosti zkoumáme zejména na menš́ıch
výběrových souborech[9].
1neznámý parametr základńıho souboru odhadujeme pomoćı jediného č́ısla
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Obrázek 2.5: Nevychýlené a eficientńı rozděleńı parametr̊u β̂k
Pro rozsáhlé soubory testujeme vlastnosti konzistence. Odhadová funkce β̂k je
konzistentńı s odhadovou funkćı βk pro n limitně rostoućı do nekonečna, kde se




E(β̂k) = βk, (2.24)




β̂k = βk. (2.25)




k , kde s rostoućım rozsahem
výběrového souboru n roste konzistence.
Obrázek 2.6: Konzistentńı rozděleńı parametr̊u β̂k
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2.2.3 Předpoklady pro použit́ı metody nejmenš́ıch čtverc̊u
Vlastnosti odhadové funkce zmiňované v kapitole 2.2.2 jsou splněny za několika
předpoklad̊u. Tato kapitola zkoumá tyto předpoklady a v tomto př́ıpadě se zaměřuje
pouze na jednoduchý lineárńı regresńı model[9]. Tyto předpoklady jsou dále zobecněny
pro v́ıcerozměrný lineárńı regresńı model v kapitole 2.4.2.
• P1: Lineárńı regresńı model Yi = β1 + β2Xi + ui je lineárńı v parametrech.
• P2: Hodnoty Xi jsou fixńı.
• P3: Středńı hodnota náhodné složky je nulová E(ui|Xi) = 0
• P4: Pro každou i-tou skupinu bude platit, že variabilita náhodné složky bude
rovna σ2. Tento předpoklad se také nazývá homoskedasticita =⇒ neměńı se
rozptyl náhodné složky v jednotlivých skupinách. Opakem je heteroskedasticita
=⇒ rozptyl se měńı, např. zvyšuje se s rostoućımi hodnotami Xi.
var(ui|Xi) = D(ui|Xi) = E(ui − E(ui|Xi))2 = E(u2i |Xi) = σ2 (2.26)
• P5: Náhodná složka z r̊uzných skupin neńı sériově závislá (korelovaná). V př́ıpadě
opaku mluv́ıme o sériové korelaci (autokorelaci) náhodné složky, která pak je
pozitivńı nebo negativńı.
cov(ui; uj|Xi;Xj) = E{[ui − E(ui)]|Xi}{[uj − E(uj)]|Xj} =
= E{ui|Xi}{uj|Xj} = 0 pro i 6= j
(2.27)
• P6: Daľśım předpokladem je nulová kovariance mezi náhodnou složkou ui a Xi.
Tento předpoklad zároveň vyjadřuje, že PRF můžeme rozdělit na dvě aditivńı
části tzn. na část deterministické regrese a stochastické regrese s náhodnou
složkou.
cov(ui;Xi) = E[ui − E(ui)(Xi − E(Xi))] =E[ui(Xi − E(Xi))] =
= E(uiXi)− E(Xi)E(ui) = E(ui, Xi) = 0
(2.28)
• P7: Počet pozorováńı |X| = n muśı být větš́ı, jak počet parametr̊u regresńıho
modelu. U jednoduchého regresńıho modelu plat́ı n > 2.
• P8: Náhodná složka má normálńı rozděleńı ui ∼ N(0; σ2).
2.2.4 Koeficient determinace
Koeficient determinace je jedna z veličin pro hodnoceńı regresńı analýzy[9]. Pro jeho
vymezeńı je třeba definovat některé základńı pojmy. Úplný součet čtverc̊u (TSS) je





(Yi − Y )2. (2.29)
Úplný součet čtverc̊u je možné rozložit na dvě složky:
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(Yi − Ŷi)2, (2.30)




(Ŷi − Y )2. (2.31)




(Yi − Y )2 =
n∑
i=1
(Yi − Ŷi)2 +
n∑
i=1
(Ŷi − Y )2 = RSS + ESS. (2.32)
Obrázek 2.7: Rozklad součtu čtverc̊u TSS
Koeficient determinace R2 je poté definován, jako pod́ıl vysvětlovaného součtu










Udává stupeň vysvětleńı závislé proměnné Y našeho regresńıho modelu[9].
Hodnota R2 má několik vlastnost́ı:
• Nabývá hodnoty v intervalu < 0, 1 >.
• Pokud R2 = 1, všechna výběrová pozorováńı lež́ı př́ımo na vyrovnané regresńı
př́ımce. Nejlepš́ı možná možnost.
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• Pokud R2 = 0, tak ani jedno pozorováńı nelež́ı na regresńı př́ımce a nepodařilo
se nám vysvětlit žádnou část vysvětlované proměnné. Regresńı model nemá
smysl.




Vzhledem k tomu, že s koeficientem determinace je spojeno několik problémů, které
spoč́ıvaj́ı v tom, že adekvátně nereaguje na změny v počtu pozorováńı a nezohledňuje
rozš́ı̌reńı počtu vysvětluj́ıćıch proměnných, tak se z těchto d̊uvodu použ́ıvá korigovaný
koeficient determinace[9].
2.2.5 Testováńı hypotéz o odhadnutých regresńıch parametrech
Po vytvořeńı jednoduchého regresńıho modelu metodou nejmenš́ıch čtverc̊u zač́ıná
fáze statistické verifikace a daľśıho testováńı hypotéz o odhadnutých parametrech
i celého modelu. Základńı principy testováńı hypotéz lze shrnout do tř́ı základńıch
fáźı[9]:
• formulace nulové a alternativńı hypotézy(H0, HA),
• výpočet testovaćı statistiky,
• aplikace nebo použit́ı rozhodovaćıho pravidla o přijet́ı, nebo zamı́tnut́ı nulové
hypotézy pro stanovenou hladinu významnosti.
Toto testováńı může prob́ıhat prostřednictv́ım oboustranného resp. jednostranného
testu. Vzhledem k rozsahu práce se touto problematikou dále nezabývám a podrobněǰśı
informace ke statistické teorii testováńı hypotéz lze naj́ıt v publikaćıch [10] a [14].
2.3 Logistický regresńı model
Dále se budeme věnovat logistickému regresńımu modelu. Základńım rozd́ılem mezi
lineárńım a logistickým regresńım modelem spoč́ıvá typech proměnných. Logis-
tický, na rozd́ıl od lineárńıho pracuje s kategoriálńı závislou proměnnou. Např́ıklad
př́ıtomnost/nepř́ıtomnost choroby, existence atd.. Odhaduje mı́ru pravděpodobnosti,
že dané nezávislé proměnné x1, . . . , xn budou zařazené do určité kategorie. Z hlediska
data miningu patř́ı logistická regrese ke klasifikačńım metodám[6].
Podle závislé proměnné se rozlǐsuje logistická regrese na:
• binárńı (dichotomická) - nebývá pouze dvou hodnot, např. ano/ne, 1/0,
• ordinálńı - závislá proměnná nabývá v́ıce hodnot, mezi kterými existuje
přirozené uspořádańı,
• (multi) nominálńı - závislá proměnná nabývá v́ıce než dvou hodnot, mezi
kterými existuje pouze odlǐsnost, to znamená, že je nelze řadit, např. rasy,
náboženstv́ı atd..
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V logistickém regresńım modelu je třeba určit, z jakou pravděpodobnost́ı nastane
jev Y, jestliže nabývá hodnot 0 =⇒ jev nenastal a 1 =⇒ jev nastal. Lineárńı
regresńı model nelze použ́ıt z d̊uvodu, že ćılová proměnná je kategoriálńıho typu.
Z rovnice (2.35) je patrné, že na levé straně jsou pouze dvě hodnoty 0 a 1 (může být
i v́ıce kategoríı), zat́ımco pravá strana rovnice nabývá libovolných hodnot.
Ŷi = β̂1 + β̂2Xi (2.35)





Obrázek 2.8: Logistická funkce
Obrázek funkce (viz obr. 2.8) zobrazuje, že nabývá hodnot pouze v intervalu (0, 1).
Nyńı tedy definujeme logistickou regresńı funkci jako:




Pro odhady koeficient̊u β̂1 a β̂2 použijeme metodu maximálńı věrohodnosti.
2.3.1 Metoda maximálńı věrohodnosti
Tato metoda patř́ı ke skupině základńıch metod bodových odhad̊u. Jedńım z prvńıch
pojmů, které je třeba definovat je tzv. věrohodnostńı funkce.
Necht’ X = (X1, . . . , Xn) je náhodný výběr a x = (xi, . . . , xn) je jeho realizace.
Dále necht’ je populace (náhodný výběr) popsána pomoćı určitého rozděleńı f(x,Θ),
kde θ je neznámý parametr. Potom funkci 2.38 nazveme věrohodnostńı funkćı[15].





Metoda maximálńı věrohodnosti spoč́ıvá v tom, že za odhad neznámého pa-
rametru (neznámých parametr̊u) zvoĺı hodnota θ̂, která při daných hodnotách
maximalizuje funkci věrohodnosti. Za předpokladu, že existuje bod θ̂ z paramet-
rického prostoru, takový, že pro všechny hodnoty parametru θ̂ z parametrického
prostoru plat́ı: L(X, θ) ≤ L(X, θ̂), potom nazveme tento bod maximálně věrohodným
odhadem neznámého parametru θ̂[6]. Dále pro jednoduchost budeme psát pouze tvar
L(θ). Často je výhodněǰśı použ́ıt mı́sto věrohodnostńı funkce jej́ı logaritmický tvar:
l(θ) = lnL(θ). (2.39)








Tuto úpravu můžeme použ́ıt z d̊uvodu, že logaritmická funkce je monotónńı,
tj. má-li funkce L(θ) maximum v bodě θ̂ML má v tomtéž bodě maximum i funkce
lnL(θ)[6].
Pro nalezeńı maxima θ̂ML použijeme metodu z matematické analýzy a to hledáńı




= 0, j = 1, . . . ,m, (2.41)











tedy, že Hessova matice H(θ̂) je negativně definitńı[6].
2.3.2 Odhad koeficient̊u u logistického regresńıho modelu
Pro určeńı koeficient̊u budeme postupovat podle výše uvedené metody maximálńı
věrohodnosti. Mějme náhodný výběr Y1, . . . , Yn alternativńıho rozděleńı A(ϑ), 0 <
ϑ < 1,s realizacemi y1, . . . , yn[6].
P (Yi = yi) = ϑ
yi(1− ϑ)1−yi (2.43)
Pro středńı hodnotu plat́ı E(Yi) = ϑ a pro rozptyl D(Yi) = ϑ(1 − ϑ). Každému
yi př́ısluš́ı realizace xi1, . . . , xin veličin Xi1 . . . , Xin. Potom podle 2.37 modelujeme
pravděpodobnost jako[6]:
























Použijeme logaritmickou věrohodnostńı funkci (2.40), pomoćı které z násobeńı
dostaneme sč́ıtáńı:


















[(yi − 1)(β1 + β2xi)− ln(1 + e−(β1+β2xi))].
(2.46)
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xi = 0. (2.48)
Jedná se o soustavu nelineárńıch rovnic o dvou neznámých. Řešeńım těchto rovnic
jsou koeficienty β1 a β2. Toto řešeńı nelze nalézt v algebraickém tvaru, proto se hledá
numericky např́ıklad pomoćı Newtonovy-Raphsonovy metody. Vı́ce k numerickým
metodám viz publikace[12].
2.4 V́ıcerozměrný lineárńı regresńı model
V této kapitole se budeme věnovat rozš́ı̌reńı lineárńıho regresńıho modelu pro
n vysvětluj́ıc proměnných, tedy X1 . . . , Xn. V praxi se budeme s t́ımto typem
regresńıho modelu setkávat mnohem častěji, než s jednoduchou lineárńı regreśı,
protože vysvětlovaná proměnná Y je ovlivněna celou řadou daľśıch př́ıčinných faktor̊u
X1, . . . , Xn. Zařazeńı těchto faktor̊u do modelu přispěje k vyšš́ı mı́̌re vysvětleńı závislé
proměnné Y [9].
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Stejně jako u jednoduchého lineárńıho regresńıho modelu formulujeme determi-
nistickou populačńı regresńı funkci jako:
E(Yi|Xi2, . . . , Xij) = β1 + β2Xi2 + · · ·+ βjXij i = 1, 2, . . . , n. (2.49)
Zahrnut́ım náhodné složky definujeme stochastickou PRF:
E(Yi|Xi2, . . . , Xij) = Yi = β1 + β2Xi2 + · · ·+ βjXij + ui i = 1, 2, . . . , n. (2.50)
Tvar (2.50) můžeme pro jednotlivé hodnoty i = 1, 2 . . . , n rozepsat jako:
Y1 = β1 + β2X12 + β3X13 + · · ·+ βjX1j + u1
Y2 = β2 + β2X22 + β3X23 + · · ·+ βjX2j + u2 (2.51)
...
Yn = βn + β2Xn2 + β3Xn3 + · · ·+ βjXnj + un.
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Tento tvar vyjádř́ıme prostřednictv́ım matice a vektor̊u:
~y = X × ~β + ~u. (2.53)
Kde:
~y: je vektor (n× 1) vysvětlované proměnné Yi,
X: je matice (n × j) vysvětluj́ıćıch proměnných Xi, kde prvńı sloupec je
jednotkový vektor, který odpov́ıdá úrovňové konstantě,
~β: je vektor (j × 1) regresńıch koeficient̊u,
~u: je vektor (n× 1) náhodné složky.
Odhad pro výběrovou regresńı funkci zaṕı̌seme obdobně jako u jednoduchého
lineárńıho regresńıho modelu ve tvaru[9]:
~y = X × ~̂β + ~̂u. (2.54)
Pro odhad neznámých parametr̊u β̂1, . . . , β̂j můžeme použ́ıt metodu nejmenš́ıch
čtverc̊u, metodu maximálńı věrohodnosti nebo zobecněnou metodu moment̊u. Následuj́ıćı
kapitola se zaměřuje na prvńı z uvedených metod.
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2.4.1 Metoda nejmenš́ıch čtverc̊u pro v́ıcerozměrný lineárńı re-
gresńı model
Princip metody nejmenš́ıch čtverc̊u pro v́ıcerozměrný lineárńı regresńı model je
stejný jako pro jednoduchý. Hledáme odhady pro neznáme parametry
~̂
β = β̂1 . . . , β̂n
regresńı funkce 2.54. Z této funkce vyjádř́ıme reziduálńı složku:
~̂u = ~y −X × ~̂β. (2.55)
Tedy opět hledáme minimalizace součtu kvadrátu reziduálńıch složek ~̂u. Kvadrát
zaṕı̌seme jako násobek transponovaného vektoru ~̂u
T
a vektoru ~̂u (2.60) [9].
~̂u
T ~̂u = (~y −Xβ̂)T (~y −Xβ̂) = ~yT~y − ~̂β
T











XT~y, neboli transponovaný skalár je roven skaláru[11].
~̂u









Pro nalezeńı minima funkce 2.57 použijeme metodu matematické analýzy hledáńı
extrému. Funkci parciálně zderivujeme podle
~̂




= −2XT~y + 2XTX~̂β = 0. (2.58)
Vyjádřeńım
~̂
β źıskáme řešeńı ve tvaru:
~̂
β = (XTX)−1XT~y. (2.59)
Jednou z metod výpočtu koeficient̊u jsou např́ıklad numerické metody. Mezi ně patř́ı
také gradientńı metoda, která je dále popsána v praktické části. Ostatńımi metodami
se práce vzhledem rozsahu dále nezabývá a jejich popis je k dispozici v publikaci [12].
2.4.2 Rozš́ı̌rené p̌redpoklady pro metodu nejmenš́ıch čtverc̊u
Následuj́ıćı kapitola rozšǐruje předpoklady pro v́ıcerozměrný lineárńı regresńı model[9].
• P1: Lineárńı regresńı model ~y = X × ~β + ~u je lineárńı v parametrech.
• P2: Matice X neńı stochastická tzn., že výběrový soubor má pevně dané
proměnné X2, X3, . . . , Xn
• P3: Středńı hodnota náhodné složky je nulová E(~u) = 0
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• P4 aP5: Daľśı dva předpoklady homoskedasticity a sériové nezávislosti náhodné
složky můžeme můžeme vyjádřit současně prostřednictv́ım variačně-kovariančńı
matićı náhodných složek. Také na tomto předpokladu objasńıme, př́ıčinu
násobeńı vektor̊u ~uT~u (2.60).
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 (2.60)
Podle předpoklad̊u pro jednoduchý lineárńı regresńı model v́ıme, že podle 2.26
a 2.27 plat́ı:
var(ui|Xi) = E(u2i |Xi) = σ2 (2.61)
cov(ui; uj|Xi;Xj) = 0 pro i 6= j (2.62)
Můžeme tedy matici 2.60 přepsat do tvaru


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Předpoklad homoskedasticity náhodné složky vyjadřuje, že pro každé xijǫIn,
kde i = j bude xij = 1 a druhý předpoklad sériové nezávislosti náhodné
složky (nepř́ıtomnost autokorelace) vyjadřuj́ı prvky xijǫIn, kde i 6= j takové,
že xij = 0.
• P6: Tento předpoklad vyjadřuje nekoleraci sloupc̊u matice X s vektorem
náhodné složky ~u.
E(XT~u) = 0 (2.64)
• P7: Počet nezávislých řádk̊u se rovná součtu sloupc̊u a ten je menš́ı nebo roven
počtu řádk̊u této matice (počet pozorováńı).
h(X) = k ≤ n (2.65)
• P8: Náhodná složka má normálńı rozděleńı ~u ≈ N(0; σ2 · In)
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3 Ekonometrické modelováńı
Tato kapitola se věnuje ekonometrickému modelováńı. Prvńı pojem, který vymezuje
je ekonometrie samotná. Jde o vědńı discipĺınu, jej́ımž ćılem je pomoćı kvantitativńı
a kvalitativńı analýzy ověřovat závěry ekonomických teoríı s využit́ım matematických
nástroj̊u a statistické dedukce [9]. Tedy využ́ıvá matematiky, statistiky a informatiky
pro hledáńı, měřeńı a inferenci1 vzájemných funkčńıch vztah̊u mezi ekonomickými
veličinami v modelu. Počátky ekonometrie směřuj́ı ke 30 let̊um 20. stolet́ı, kdy byla
založena ekonometrická společnost (Econometric Society2). Hlavńımi d̊uvody vzniku
byla velká hospodářská krize, kritika ekonomického výzkumu a myšlenka využit́ı
matematiky a statistiky v ekonomii.
Obrázek 3.1: Ekonometrie
3.1 Proces ekonometrického modelováńı
Při ekonometrickém modelováńı je třeba dodržovat určitý metodologický postup pro
vytvořeńı modelu, který je shrnut na obrázku 3.2. Dodržováńım tohoto procesu se
vyvarujeme chyb, které by jinak mohli nastat. Prvńı část proces zahrnuje určitou
formulaci modelu a źıskáńı testovaćıch dat. Poté odhad regresńıch parametr̊u a jejich
otestováńı. Posledńı fáźı je aplikace vytvořené modelu. Následuj́ıćı kapitoly se věnuj́ı
jednotlivým částem procesu podrobně.
1odvozováńı určitých výrok̊u
2Mezinárodńı společnost akademických ekonomů
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Obrázek 3.2: Proces tvorby ekonometrického modelu
3.2 Formulace modelu
Počátečńı fáźı procesu je formulace modelu. V této fázi urč́ıme, jaký předmět chceme
zkoumat, jaké proměnné obsahuje a matematicky ho definujeme[9]. Formulace modelu
se skládá z několika fáźı.
Prvńı fáźı je vytvořeńı ekonomického modelu. Výsledkem bývá model, který
podává informaci o možném vztahu mezi veličinami. Jedńım z př́ıklad̊u může být
např́ıklad spotřebńı funkce. Jedná se o závislost reálné spotřeby na reálném d̊uchodu.
Do této fáze můžeme zařadit:
• výběr zkoumaného předmětu,
• posuzováńı ekonomických veličin,
• popis vazeb a vztah̊u mezi veličinami,
• formulace základńıho tvrzeńı o chováńı ekonomických veličin.
Ekonomický model je z hlediska daľśıch fáźı velice d̊uležitý a jeho zanedbáńı, či
chybná interpretace, vede k závažným chybám.
Po této fázi následuje formulace matematického modelu.
Zde:
• vymeźıme typy a rozsahy proměnných,
• ekonomický model transformujeme do analytického předpisu např. lineárńı,
nelineárńı,
• nalezneme daľśı očekávané vztahy, at’ negativńı nebo pozitivńı a jiná omezeńı
pro parametry.
Výsledkem této fáze může být např́ıklad stanoveńı jednoduchého lineárńıho regresńıho
modelu (viz rovnice 2.15).
Závěrečnou fáźı je vytvořeńı ekonometrického modelu. Spoč́ıvá zavedeńı
náhodné složky ui do matematického modelu, kterou budou stanoveny hypotézy
o charakteru rozložeńı této chyby. T́ımto z deterministického modelu źıskáme sto-
chastický model. Výsledkem této fáze je např́ıklad rovnice 2.16.
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3.3 Źıskáńı a analýza dat
Sběr dat a jejich analýza je velice náročnou část́ı ekonometrického modelováńı.
V prvńım řadě je třeba naj́ıt vhodné informačńı zdroje a databáze. V těchto fáźıch
jsou velice potřebné znalosti a dovednosti z ekonomické statistiky. Mezi vhodné
informačńı zdroje patř́ı:
• databáze Eurostatu,
• webový server Kaggle [8],
• Český statistický úřad [5],
• a daľśı databáze.
Při analýze dat pracujeme obvykle s výběrovým souborem, nikoli ze základńım,
protože jeho źıskáńı neńı v mnoha př́ıpadech možné. Prostřednictv́ım tohoto vzorku
dat se snaž́ıme zjistit informace o základńım souboru. Vybraný výběrový datový
soubor poté analyzujeme a upravujeme do podoby vhodné pro použit́ı v daľśıch část́ı
ekonometrického procesu. Mezi ně patř́ı např́ıklad časové, prostorové a obsahové
vymezeńı, odstraněńı chyběj́ıćıch dat a eliminace odlehlých pozorováńı[9].
3.4 Odhady parametr̊u modelu
Tato část procesu se zabývá výběrem vhodné a dostupné metody odhadováńı pa-
rametr̊u. Selekce se provád́ı podle vlastnost́ı dat, složitosti modelovaného systému,
dostupnosti technického a softwarového vybaveńı a v neposledńı řadě také podle
znalost́ı a zkušenost́ı výzkumného pracovńıka resp. výzkumného týmu[9].
Metody odhadu můžeme rozdělit do několika základńıch skupin:
• metoda nejmenš́ıch čtverc̊u,
• metoda moment̊u,
• metoda maximálńı věrohodnosti.
3.5 Ově̌reńı platnosti modelu





V př́ıpadě, že v jakékoli z těchto tř́ı úrovńı zjist́ıme chybu, tak se vraćıme zpět do
předchoźıch část́ı modelováńı a podle př́ıčiny chyby provád́ıme korekci modelu.
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3.6 Aplikace odhadnutého modelu
Za předpokladu bezchybného ověřeńı modelu následuje jeho aplikace.
Můžeme ji rozdělit do tř́ı skupin:
• predikce budoućıho vývoje,
• analýza vývoje nebo chováńı,
• využit́ı odhadnutého modelu k optimálńımu ř́ızeńı hospodářské politiky (simu-
lace scénář̊u a jejich dopad̊u).
3.7 Př́ıklady aplikaćı ekonometrického modelováńı
Mezi př́ıpady ekonometrického modelováńı se řad́ı nesčetně typových úloh.
Stručným př́ıkladem ekonometrické modelováńı může být např́ıklad jednoduchá
spotřebńı funkce keynesiánského typu3 pro české domácnosti, kde se predikuje vývoj
spotřeby domácnosti s určitým měśıčńım př́ıjmem. Prvńı část́ı procesu podle kapitoly
3.2 má být formulace a popis ekonomického modelu spotřebńı funkce. Tedy stanoveńı
předmětu zkoumáńı, t́ım jednoduchá spotřebńı funkce. Klasifikováńı ekonomických
veličin - Ci (reálná spotřeba i-té domácnosti) a Yi (př́ıjem i-té domácnosti). Dále
popis vztahu mezi veličinami. Zde se jedná o př́ımou závislost spotřeby na př́ıjmu.
A v posledńı řadě formulace základńıho tvrzeńı o chováńı ekonomických veličin
- tj. spotřeba roste pomaleji než d̊uchod. Následuje formulace matematické modelu.
Zde vymeźıme kĺıčové proměnné použité v modelu - Ci spotřeba i-té domácnosti
(v Kč/rok), Yi - reálný př́ıjem (v Kč/rok) a provedeme transformaci ekonomického
modelu do analytické formy funkčńıho předpisu[9]:
Ci = β1 + β2Yi, i = 1, 2, . . . , n. (3.1)
Posledńı fáźı je formulace ekonometrického modelu spotřebńı funkce, která předpokládá
zavedeńı náhodné složky ui do rovnice 3.1:
Ci = β1 + β2Yi + ui, i = 1, 2, . . . , n. (3.2)
Následuj́ıćı krok by spoč́ıval v źıskáńı a analýze dat, se kterými se bude pracovat.
K tomuto účelu se mohou použ́ıt zdroje uvedené v 3.3. Daľśı část́ı procesu by byl výběr
metody odhadu regresńıch parametr̊u modelu a jejich vypočteńı. Poté by následovalo
otestováńı modelu. Za předpokladu úspěšného otestováńı by následovalo využit́ı
odhadnutého a verifikovaného modelu pro predikci, nebo bližš́ı analýzu zkoumaného
problému.
3Keynes, J. M.: The general theory of employment, interest and money. Kissim-
mee,USA:Singnalman Publishing, 2009, ISBN 978-0-9840614-0-2, 264 s.
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4 Praktická část
4.1 Zkušenosti s MOOC kurzem na portále Coursera
Minulý rok (2016) jsem v rámci předmětu Dataming absolvoval online kurz Ma-
chine Learning (Strojové učeńı) na MOOC portále Coursera[4]. Jednalo se o mou
prvńı zkušenost s MOOC kurzem. Tento kurz trval přesně jedenáct týdn̊u a po
jeho složeńı sliboval certifikát, který dokazuje znalost prob́ıraných okruh̊u. Výuka
byla předkládána formou přednášek a cvičeńı. Přednášky byly ve formě komento-
vaných vidéı s pauzami pro testy zaměřené na aktuálńı prob́ırané téma. Každá video
trvalo pr̊uměrně 10 až 15 minut. Cvičeńı byla vždy na konci probraného tématu
a spoč́ıvaly v naprogramováńı zadaných témat v programu Octave. Pro všechny úlohy
byli vytvořeny unit testy, které provedly kontrolu výsledk̊u. Předmět byl vyučován
v angličtině a k dispozici byli daľśı čtyři jazyky (čeština mezi nimi nebyla). Časová
náročnost každé lekce byla okolo 5-7 hodin týdně.
Mezi probrané okruhy patřily:
• regresńı modely (lineárńı, logistický a v́ıcerozměrný),
• neuronové śıtě,
• support Vector Machines,
• učeńı bez učitele (clustering),
• práce s obsáhlými daty,
• praktické př́ıklady nasazeńı.
Po úspěšném absolvovańı všech test̊u a cvičeńı my byl nab́ıdnut certifikát. Jeho
hodnota byla 49 $. V době platby tato částka odpov́ıdala 1 201 Kč. Po zaplaceńı
částky jsem obdržel nab́ızený certifikát (viz př́ıloha B).
Forma předkládáńı informaćı byla na velmi dobré úrovni a z těchto d̊uvod̊u mě
kurz velice bavil. Nemohu jinak než tento kurz doporučit. Nav́ıc informace poskytnuté
v kurzu jsou k dispozici i po jeho absolvováńı, a tedy jsou výborným informačńım
zdrojem, za kterého čerpám i v této práci.
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4.2 Kurz na ALS portále
V rámci této kapitoly jsem vytvořil výkladovou studii do kurzu Datamaning na
ALS portále. Zpracoval jsem kapitoly jednoduchého, logistického, v́ıcerozměrného
regresńıho modelováńı a téma ekonometrie do několika výukových materiál̊u a vložil
do kurzu. Tyto materiály budou rámci kurzu ke stažeńı. Dále jsem do kurzu přiložil
také moji zpracovanou př́ıpadu studii o odhadu ceny nemovitost́ı včetně mého proudu
vytvořeného v programu Modeler, použitých dat a jejich popisu. Výslednou strukturu
kurzu zobrazuje obrázek 4.1.
Obrázek 4.1: Sńımek z vytvořeného kurzu Datamining
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4.3 Př́ıpadová studie - Odhad ceny nemovitosti
V této př́ıpadové studii se budu zabývat odhadem ceny nemovitosti v závislosti na
informaćıch o jej́ı kvalitě, rozloze a několika daľśıch údaj́ıch. Na základě ekonomické
teorie předpokládám, že s rostoućı plochou nemovitosti a jej́ı kvalitou bude cena r̊ust.
Tato úloha se řad́ı mezi modelové př́ıklady pro použit́ı v́ıcerozměrného lineárńıho
regresńıho modelu.
4.3.1 Popis dat
K dispozici mám data, které udávaj́ı několik údaj̊u o nemovitostech. Źıskal jsem je
ze serveru kaggle.com, kde byla předána komunitě r̊uzných týmům nebo jednotlivc̊u,
aby je analyzovali a vytvářeli nad nimi své modely. Na serveru kaggle.com jsou
k dat̊um často vypisované soutěže, to ale nebyl tento př́ıpad. Datový soubor zahrnuje
informace o 1460 amerických nemovitost́ı, konkrétně z města Ames v Iowě. Všechny
plošné jednotky jsou ve čtverečńıch stopách a použitá měna pro cenu nemovitosti
jsou dolary. Každý řádek výběrového souboru obsahuje jednu nemovitost a informace
o ńı, konkrétně 81 parametr̊u. Pro analýzu a následné použit́ı v modelu jsem vybral
26 atribut̊u. Jsou uvedeny v tabulkách 4.1 a 4.2. Kompletńı seznam všech atribut̊u je
uveden v př́ıloze D. Ostatńı atributy jsem nezahrnul do př́ıpadové studie z d̊uvodu




OverallQual Celkové ohodnoceni materiálu
OverallCond Ohodnoceni celkového stavu nemovitosti
FullBath Celkový počet koupelen
BedroomAbvGr Počet ložnic
KitchenAbvGr Počet kuchyńı
TotRmsAbvGrd Celkový počet mı́stnost́ı bez koupelen
Fireplaces Počet únikových východ̊u
GarageYrBlt Rok výstavby garáže
Tabulka 4.1: Vybrané kvalitativńı atributy nemovitost́ı
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Atribut Popis
LotFrontage Vzdálenost vzdušnou čarou od cesty k nemovitosti
LotArea Celková rozloha nemovitosti
MasVnrArea Plocha zd́ı
TotalBsmtSF Celková plocha sklepa
1stFlrSF Plocha prvńıho patra
2ndFlrSF Plocha druhého patra
GrLivArea Plocha př́ızemı́
GarageArea Celková plocha garáže ve čtverečńıch stopách
WoodDeckSF Plocha dřevěné terasy
OpenPorchSF Plocha otevřené verandy
EnclosedPorch Plocha uzavřené verandy
3SsnPorch Plocha zimńı zahrady
ScreenPorch Plocha prosklené verandy
PoolArea Plocha bazénu
MiscVal Hodnota nadstandardńıho vybaveńı
SalePrice Prodejńı cena
Tabulka 4.2: Vybrané kvantitativńı atributy nemovitost́ı
4.3.2 Načteńı dat do Modeleru
Pro načteńı výběrového souboru s daty použiji blok var. file. Po jeho otevřeńı jsem
změnil oddělovač jednotlivých záznamů na čárku a potvrdil možnost, že data obsahuj́ı
na prvńım řádku popis atribut̊u. Kontrolu, zda data byla načtena korektně provedu
zařazeńım bloku Table, který zobraźı tabulku se všemi záznamy.
4.3.3 Analýza dat
Nejdř́ıve jsem data testoval na chyběj́ıćı a chybné hodnoty. Použil jsem blok Data-
Audit, který podá základńı statistické informace o všech atributech. Dále v záložce
Quality zjist́ım úplnost dat vyjádřenou procenty. Tento blok mi podá informaci, že
výběrový soubor je bez chyběj́ıćıch hodnot a všechny hodnoty jsou ve správných
intervalech.
Následně určuji, jaké jsou závislosti jednotlivých atribut̊u mezi sebou, a jaký maj́ı
vliv na ćılovou proměnnou. Pro každou dvojici urč́ım Pearson̊uv korelačńı koeficient
a na základě těchto hodnot vytvoř́ım korelačńı mapu, kterou zobrazuje obrázek 4.2.
Otestoval jsem také Kandel̊uv a Spearman̊uv koeficient, ale vzhledem k tomu, že
jejich hodnoty se velmi podobaly Pearsnovu koeficientu a hledáme lineárńı závislosti,
tak je nepoužiji. Korelačńı mapa mi podala informaci o tom, že mezi atributy je
vysoká závislost a cena nemovitosti (SalePrice) je silně korelována téměř všemi
vybranými atributy. Některé z vybraných atribut̊u však na cenu nemovitosti nemaj́ı
téměř žádný vliv, a některé opačný, než by se předpokládalo. Proto je do výsledného
modelu nezařad́ım. Vylouč́ım tyto atributy MiscVal, PoolArea, EnclosedPorch,
3SsnPorch, OverallCond, KitchenAbvGr,ScreenPorch a BedroomAbvGr. Jejich
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ńızký vliv je zp̊usoben ńızkou variabilitou hodnot a pro velké množstv́ı nemovitost́ı
nabývaj́ı nulových hodnoty.
Obrázek 4.2: Korelačńı mapa atribut̊u
Nyńı se zaměř́ım na rozbor kvantitativńıch atribut̊u. Prvńım je ćılový atribut
SalePrice, který udává výslednou cenu nemovitosti v dolarech. Statistické informace
udává tabulka 4.3 a obrázek 4.3 zobrazuje histogram rozložeńı hodnot. Na jeho základě









Tabulka 4.3: Statistické údaje SalePrice
Obrázek 4.3: Histogram proměnné
SalePrice
Z d̊uvodu velkého počtu atribut̊u v modelu zde provedu rozbor těch, které
maj́ı na ćılovou proměnnou největš́ı vliv. Patř́ı mezi ně GrLivArea, 1stFlrSF,
TotalBsmtSF a GarageArea. Závislost těchto atribut̊u na ćılové proměnné zobra-
zuje soubor bodových graf̊u na obrázku 4.4. Ukazuje, že všechny maj́ı pozitivńı vliv
na cenu nemovitosti a odpov́ıdaj́ı vypočteným korelaćım.
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(a) GrLivArea (b) 1stFlrSF
(c) TotalBsmtSF (d) GarageArea
Obrázek 4.4: Bodový graf závislost́ı
Nyńı zpracuji kvalitativńı atributy. Největš́ı vliv na výslednou cenu má atri-
but OverallQual a YearBuilt. Parametr OverallQual popisuje celkovou kvalitu
nemovitosti. Nabývá hodnoty 1 − 10. Nejnižš́ı hodnota odpov́ıdá nejhorš́ı kvalitě.
Závislost těchto atribut̊u na výsledné ceně zobrazuj́ı krabicové grafy na obrázku 4.5.
Z krabicových graf̊u 5.6a vid́ım, že ve výběrovém souboru je většina nemovitost́ı
s vyšš́ı kvalitou. Dále, že menšina nemovitost́ı z nižš́ı kvalitou má značně nižš́ı cenu.
(a) OverallQual (b) YearBuilt (c) YearBuiltAdd
Obrázek 4.5: Krabicové grafy
Výběrový soubor dále obsahuje tři atributy podávaj́ıćı časovou informaci o roku
výstavby nemovitosti, jej́ı renovaci a výstavby garáže. Provedu kontrolu, zda jsou tyto
hodnoty dostatečně unikátńı. Např́ıklad by se mohlo stát, že všechny nemovitosti
budou mı́t tyto časové údaje stejné. Při jejich srovnáńı jsem zjistil, že pro 572
záznamů nabývaj́ı stejných hodnoty. Tento počet neńı př́ılǐs vysoký a z toho d̊uvodu
v regresńım modelu použiji všechny tři atributy.
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4.3.4 Tvorba modelu
Nyńı přistouṕım k odhadu lineárńıho regresńıho modelu pro výběrový soubor. V pro-
gramu Modeler jsem použil blok Regression, který zařad́ım za blok Type. V tomto
bloku jsem definoval typy použitých proměnných a nastavil jsem ćılovou proměnnou,
kterou je SalePrice. Celý proud spust́ım. Vytvořený model se zobraźı na pracovńı
ploše jako ikona žlutého diamantu. Po jeho otevřeńı vid́ıme výsledný regresńı mo-
del. Výstup obsahuje několik tabulek, ve kterých najdeme informace o hodnotách
vypočtených koeficient̊u a o celkovém testováńı modelu. Výsledný proud vytvořený
v Modeleru zobrazuje obrázek 4.6. Dále v kapitole testováńı modelu rozeberu výstupńı
informace, které nám podal vytvořený model.
Obrázek 4.6: Proud v aplikace Modeler
4.3.5 Testováńı modelu
Výstupńı tabulky a grafy lze rozdělit do tř́ı základńıch blok̊u:
• shrnut́ı základńıch regresńıch statistik o vytvořeném modelu (tabulka Model
Summary - Tab. 4.4),
• výsledky analýzy rozptylu ANOVA (tabulka ANOVA - Tab. 4.5),
• odhady regresńıch parametr̊u (tabulka Coefficients - Tab. 4.6).
Prvńı tabulka Model Summary shrnuje pro každý odhadnutý model informace
o koeficientu v́ıcenásobné korelace, determinace a korigovaný koeficient determinace.
V posledńım sloupci je dále standardńı chyba odhadu regrese.
Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate
1 .888a .788 .785 36802.995
a. Predictors: (Constant), OpenPorchSF, WoodDeckSF, ...
Tabulka 4.4: Regresńı statistika
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Výsledky v tabulce 4.4 dokumentuj́ı, že odhadnutá cena nemovitosti je vyrovnána
výběrovým souborem dat velmi dobře, tj. podle koeficientu determinace (RSquare =
0, 785) je pod́ıl vysvětlené regrese na celkovém součtu 78.5%. V př́ıpadě porovnáváńı
v́ıce model̊u s r̊uznými rozsahy výběrových soubor̊u použiji vyrovnaný koeficient
determinace. Jeho výhody jsou popsány v kapitole 2.2.4.
Následuje tabulka 4.5 analýza rozptylu (ANylysis Of VAriance). V této tabulce
jsou ve druhém sloupci zachyceny jednotlivé součty čtverc̊u, které jsou popsány
v 2.2.4, daľśı sloupec je počet stupň̊u volnosti, čtvrtý je pod́ılem součtu čtverc̊u
a stupň̊u volnosti. Daľśı sloupce slouž́ı k testováńı statistické významnosti celého
regresńıho modelu.
ANOVAa
Model Sum of Squares df Mean Square F Sig.
1
Regression 7.255E+12 17 4.268E+11 315.071 .000b
Residual 1.953E+12 1442 1.35E+09
Total 9.208E+12 1459
a. Dependent Variable: SalePrice
b. Predictors: (Constant), OpenPorchSF, WoodDeckSF, ...
Tabulka 4.5: Výsledky analýzy ANOVA
F-test je testem významnosti koeficientu determinace R2. Pro jej́ı testováńı
přistouṕım k formulaci nulové a alternativńı hypotézy:
H0 : β2 = β3 = · · · = βk = 0, (4.1)
HA : β2 6= 0 ∨ β3 6= 0 ∨ · · · ∨ βk 6= 0.
Nulová hypotézaH0 uvád́ı, že všechny regresńı parametry spojené s ćılovou proměnnou
β2, β3, . . . , βk jsou současně rovny nule s výjimkou úrovňové konstanty β1. Alterna-
tivńı hypotéza HA znamená, že bude alespoň jedna vysvětluj́ıćı proměnná statisticky
vyznaným nenulovým regresńım koeficientem. Pro rozhodnut́ı o zamı́tnut́ı nebo
přijet́ı nulové hypotézy nejdř́ıve stanov́ıme hladinu významnosti α = 0.05 tj 5%. Pro
tuto hladinu významnosti testuji platnost nulové hypotézy. Podle vypočtené hodnoty
F-testu (porovnám s tabulkovou kritickou hodnotou) zamı́tám nulovou hypotézu
a odhadnutý regresńı model je statisticky významný na zvolené hladině významnosti
α. Totéž by platilo na 1% hladině významnosti.
Posledńı část́ı výstupu je tabulka Coefficient obsahuj́ıćı výsledky a statistiky pro
odhadnuté regresńı parametry (viz. Tab 4.6). Pro náš model tato tabulka zahrnuje
několik řádk̊u, které odpov́ıdaj́ı odhadnutým regresńım parametr̊um. Prvńı dva
sloupce zaznamenávaj́ı nestandardizované odhady regresńıch parametr̊u β a jejich
směrodatné odchylky. Tyto odhady jsou obt́ıžně porovnatelné, proto jsou ve čtvrtém
sloupci s označeńım Stand. Coef. Beta uloženy standardizované regresńı parame-
try. Posledńı dva sloupce v tabulce jsou opět určeny ke statistické významnosti
jednotlivých regresńıch koeficient̊u (viz kapitola 2.2.5).
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Coefficients
Model Atribute Unstand. Coef. Stand. Coef. t statistika Sig.
Beta Std. Error Beta
1 (Constant) -1245621.962 134183.623 -9.283 .000
LotFrontage 13.953 50.940 .004 .274 .784
LotArea .528 .107 .066 4.938 .000
OverallQual 19220.507 1178.162 .335 16.314 .000
YearBuilt 225.045 59.716 .086 3.769 .000
YearRemodAdd 357.732 64.767 .093 5.523 .000
MasVnrArea 32.400 6.197 .074 5.228 .000
TotalBsmtSF 16.379 4.209 .090 3.891 .000
1stFlrSF 31.432 21.373 .153 1.471 .142
2ndFlrSF 22.992 21.023 .126 1.094 .274
GrLivArea 16.421 20.865 .109 .787 .431
FullBath -3726.450 2638.392 -.026 -1.412 .158
TotRmsAbvGrd 1084.673 1091.050 .022 .994 .320
Fireplaces 8113.577 1814.274 .066 4.472 .000
GarageArea 38.015 6.196 .102 6.136 .000
GarageYrBlt 15.940 72.058 .005 .221 .825
WoodDeckSF 32.132 8.253 .051 3.893 .000
OpenPorchSF 5.820 15.830 .005 .368 .713
Tabulka 4.6: Odhady regresńıch parametr̊u
Výsledky dokumentuj́ı, že za předpokladu nulovosti všech koeficient̊u beta je cena
nemovitosti -1245621.962 $. Podle standardizovaných koeficient̊u se potvrdilo, že
největš́ı vliv na výslednou cenu nemovitosti maj́ı atributy OverallQual, celkové oby-
vatelná plocha a plošné výměry prvńıho a druhého patra. Naopak velice ńızkého vlivu
dosahuje atribut FullBath. Dále v tabulce 4.6 je v posledńım sloupci označeném Sig.
vypočtená p-hodnota, tj. sanovaná hladina významnosti, která odpov́ıdá vypočtené
t-statistice. Podrobněǰśı informace ke statistické teorii testováńı hypotéz lze naj́ıt
v publikaci [11]. U většiny byla tato vypočtená hodnota téměř nulová.
4.3.6 Zhodnoceńı p̌ŕıpadové studie
V př́ıpadové studii jsem se zabýval odhadem ceny nemovitosti na základě několik
známých skutečńı o ńı. Pomoćı několika technik jsem provedl analýzu dat o nemovi-
tostech a na jeho základě jsem vybral několik atribut̊u, které jsem následně použil
pro tvorbu regresńıho modelu. Vytvořený regresńı model je na základě jeho statistik
přesný a může být použit k daľśı analýze nebo k predikci.
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5 Vytvǒreńı nezávislého modelu
V této části práce se budu zabývat tvorbou vlastńıho regresńıho modelu prostřednictv́ım
nezávislé platformy. Pro jeho tvorbu použiji prostřed́ı Octave. Řad́ı se mezi svobodný
software a je š́ı̌rený pod licenćı GPL. Toto jsou hlavńı d̊uvody, kv̊uli kterým jsem
ho zvolil jako nejvhodněǰśı variantu, protože vytvořený program bude použit pro
studijńı účely a proto by prostřed́ı, kde p̊ujde spustit, mělo být snadno dostupné
a bez potřeby poř́ızeńı licence.
5.1 Struktura programu
Program je rozdělen na několik část́ı, podle toho jakou funkci prováděj́ı. Vstupem do
programu je soubor main.m. Strukturu rozložeńı programu zobrazuje obrázek 5.1.
V následuj́ıćıch kapitolách poṕı̌si jeho jednotlivé části.
Obrázek 5.1: Diagram funkćı
5.2 Čteńı dat
Program přečte datový soubor, kde na každém řádku bude jednotlivý záznam a hod-
noty budou odděleny libovolným oddělovačem. Je třeba, aby na prvńım řádku byl uve-
den seznam všech atribut̊u a daľśı řádky odpov́ıdaly pořad́ım tomuto seznamu. Jméno
souboru společně s oddělovačem zadá uživatel při vstupu do programu. V př́ıpadě
neuvedeńı souboru se použije defaultńı soubor s nemovitostmi a jako oddělovač
čárka. V tomto př́ıpadě budou data nač́ıtány z datového souboru finalData.csv.
Prvńı řádek obsahuje textový popis atribut̊u a na daľśıch jsou jednotlivé záznamy
o nemovitostech. Hodnoty na řádku jsou odděleny čárkami. Vzorek souboru zobrazuje
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zdrojový kód 5.1. Na těchto datech budu prezentovat funkčnost programu.
65 ,8450 ,7 ,2003 ,2003 ,196 ,856 ,856 ,854 ,1710 ,2 ,8 ,0 ,548 ,2003 ,0 ,61 ,208500
80 ,9600 ,6 ,1976 ,1976 ,0 ,1262 ,1262 ,0 ,1262 ,2 ,6 ,1 ,460 ,1976 ,298 ,0 ,181500
68 ,11250 ,7 ,2001 ,2002 ,162 ,920 ,920 ,866 ,1786 ,2 ,6 ,1 ,608 ,2001 ,0 ,42 ,223500
60 ,9550 ,7 ,1915 ,1970 ,0 ,756 ,961 ,756 ,1717 ,1 ,7 ,1 ,642 ,1998 ,0 ,35 ,140000
Zdrojový kód 5.1: Vzorek dat
Pro načteńı souboru použiji funkci input(). Jako vstupńı parametry přeb́ırá jeho
jméno a oddělovač hodnot. V této funkci načtu datový soubor a každý řádek rozděluji
podle zadaného oddělovače. Na výstupu funkce vraćı dvourozměrné pole data s jed-
notlivými hodnotami o velikosti počet záznamů × počet atribut̊u a oddělenou hlavičku
h z názvy atribut̊u.
f unc t i on [ data , h ] = input ( f i leName , de l imet e r )
Zdrojový kód 5.2: Funkce přo čteńı
Kromě tohoto zp̊usobu jsem otestoval také funkci csvRead(), která je součást́ı
standardńı instalace Octave. Tato funkce umožňuje nač́ıst soubor typu .csv, ale čte
pouze č́ıselné hodnoty, tud́ıž jsem od jej́ıho použit́ı upustil i za cenu značného zvýšeńı
doby čteńı a parsováńı souboru. Čas výpočtu jednotlivých funkćı zobrazuje tabulka





Tabulka 5.1: Porovnáńı času výpočtu funkćı pro čteńı
Následně rozděĺım atributy mezi závislé a nezávislé proměnné podle výběru
uživatele. Závislou proměnnou zde představuje cena nemovitosti, kterou ulož́ım do
proměnné y a ostatńı nezávislé atributy do dvourozměrného pole X.
5.3 Normalizace
Před výpočtem odhad̊u parametr̊u regresńıho modelu se může provést normalizace dat.
Důvodem normalizace atribut̊u je, že odhadnuté koeficienty regresńıho modelu budou
standardizované. Důvody popisuji v kapitole testováńı 4.3.5. Normalizace provád́ım
ve funkci normalize(). Jako vstup funkce přeb́ırá datovou matici X s nezávislými
proměnnými. Ná výstupu vraćı pole hodnot, kde prvńı parametr je normalizovaná
datová matice, druhý a třet́ı parametr jsou středńı hodnoty a směrodatné odchylky
pro jednotlivé atributy.
f unc t i on [ X norm , mu, sigma ] = normal ize (X)
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Ve funkci nejprve urč́ım středńı hodnoty mu a směrodatné odchylky sigma pro
jednotlivé atributy. Poté provedu normalizace hodnot. Od hodnot matice X na inde-
xech i,j, kde j odpov́ıdá j-tému atributy a i i-té hodnotě v atributu odečtu středńı
hodnotu a tento rozd́ıl děĺım směrodatnou odchylkou. Algoritmus výpočtu zobrazuje
zdrojový kód 5.3. Celková doba výpočtu funkce normalize() na datovém souboru
s nemovitostmi odpov́ıdá přibližně 1.038s.
f o r j = 1 : s i z e (X, 2)
i f ( sigma ( j ) ˜= 0)
f o r i = 1 : s i z e (X, 1)
X norm( i , j ) = (X( i , j )−mu( j ) )/ sigma ( j ) ;
end
e l s e
% V tomto pr ipade hodnoty j sou nula
% ( s t r e dn i hodnota 0 , odchylka sigma 0)
X norm ( : , j ) = ze ro s ( s i z e (X, 1) , 1 ) ;
end
end
Zdrojový kód 5.3: Normalizace hodnot
5.4 Odhad parametr̊u regresńıho modelu
Odhady koeficient̊u regresńıho modelu určuji pomoćı metody nejmenš́ıch čtverc̊u. Pro
výpočet parametr̊u už́ıvám dvě metody. Prvńı je analytické řešeńı pomoćı standardńı
rovnice popsané v kapitole 2.4.1. Nevýhodu této metody může být použitelnost pouze
do určitého počtu atribut̊u (přibližně 1000). Jak je vidět v rovnici 2.59, výpočet
inverzńı matice může být při větš́ım počtu atribut̊u náročněǰśı. Proto jako druhou
už́ıvám gradientńı metodu nazývanou také gradient descent. Výpočet touto metodou
nám umožňuje zadat stupeň učeńı a počet iteraćı. V následuj́ıćıch kapitolách provedu
rozbor obou metod a doby čau výpočtu.
5.4.1 Standardńı rovnice
Analytický výpočet regresńıch koeficient̊u metodou nejmenš́ıch čtverc̊u provede
funkce normalEqn(). Na vstupu funkce přeb́ırá dva parametry, dvourozměrné pole
nezávislých proměnných X a vybraný ćılový atribut y. Před výpočtem je třeba
vložit jednotkový vektor na počátek matice X. Formát matice X zobrazuje rovnice
2.52. Výpočet regresńıch parametr̊u provedu zadáńım parametr̊u do rovnice 2.59.
Algoritmus výpočtu zobrazuje zdrojový kód 5.4.
f unc t i on [ beta ] = normalEqn (X, y )
%NORMALEQN Vypocet pomoci s t anda r tn i rovn i c e
%NORMALEQN(X, y ) X − n e z a v i s l e promenne , y − c i l o v a promenna
%i n i c i a l i z a c e promenne beta
beta = ze ro s ( s i z e (X, 2) , 1 ) ;
%vypocet pomoci s t anda r tn i rovn i c e
beta = pinv (X’∗X)∗X’∗ y ;
end
Zdrojový kód 5.4: Standartńı rovnice
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Funkce nejprve inicializuje proměnnou beta, která odpov́ıdá počtu nezávislých
atribut̊u plus jednotkový vektor pro konstantńı koeficient. Poté vektorově vypoč́ıtám
jednotlivé koeficienty beta, které vraćım jako výstup. Doba pr̊uběhu funkce nad
testovaćımi daty je v pr̊uměru 0.002s.
5.4.2 Gradientńı metoda
Daľśım př́ıkladem výpočtu koeficient̊u regresńı modelu pomoćı nejmenš́ıch čtverc̊u je
gradientńı metoda. Řad́ıme ji mezi iteračńı metody, které definujeme jako proces
opakovaného použit́ı funkce s ćılem přibĺıžit se s určitou délkou kroku a počtu iteraćı
co nejv́ıce k výsledku. Použiji funkci viz rovnice 2.58. Při výpočtu touto metodou
nemuśıme dosáhnout výsledku, protože se může stát, že metoda bude divergovat. Je
tedy třeba ověřit jej́ı konvergenci. Postačuj́ıćı podmı́nku konvergence pro gradientńı
metodu je symetričnost matice XTX[12]. Stač́ı ověřit, že matice je pozitivně definitńı,
tedy že všechny jej́ı hlavńı minory jsou kladné. Pro násobek matic (XT ×X) tato
podmı́nka je splněna a lze tedy konstatovat, že gradientńı metodu lze pro danou
soustavu použ́ıt.
Výpočet gradientńı metodou provedu zavoláńım funkce gradientDescent(). Jako
vstupńı parametry jsou ćılová proměnná y, nezávislé atributy X, stupeň učeńı a počet
iteraćı. Na počátku inicializujeme proměnnou m, která odpov́ıdá rozsahu výběrového
souboru, dále pole koeficient̊u beta. V proměnné J history ukládám hodnoty funkce
po každé iteraci a později mi umožńı vykreslit křivku pr̊uběhu učeńı. V každé kroku
cyklu vypočtu nové hodnoty funkce gradJ s aktuálńımi hodnotami koeficient̊u beta.
Dále podle nastaveného stupně učeńı urč́ım jejich nové hodnoty. Do proměnné
J history zaṕı̌su hodnotu funkce computCost(). Přesnost a doba výpočtu metody
bude záviset na daném stupni učeńı, tj. délka kroku a na počtu iteraćı. V př́ıpadě
volby př́ılǐs vysoké délky kroku se může stát, že metoda bude divergovat. Touto
vlastnost́ı se budu v daľśıch částech této kapitoly zabývat. Zdrojový kód funkce
zobrazuje 5.5.
f unc t i on [ beta , J h i s t o r y ] = grad ientDescent (X, y , alpha , num iters )
%GRADIENTDESCENT Vypocet k o e f i c i e n t u r eg r e sn i ho modelu g r ad i en tn i metodou
%dochaz i k postupnemu zpresnovani k o e f i c i e n t u beta
% i n i c i a l i z a c e promennych
m = length (y ) ;
J h i s t o r y = ze ro s ( num iters , 1 ) ;
beta = ze ro s ( s i z e (X, 2) , 1 ) ;
%vypocet , num iter − pocet i t a r e c i
f o r i t e r = 1 : num iters
gradJ = 1/(2∗m) ∗ 2 ∗ (X’∗X∗beta − X’∗ y ) ;
beta = beta − alpha ∗ gradJ ;
J h i s t o r y ( i t e r ) = computeCost (X, y , beta ) ;
end
end
Zdrojový kód 5.5: Gradientńı metoda
Provedu porovnáńı několik nastaveńı gradientńı metody. Jako referenčńı hodnotu
přeb́ırám hodnotu koeficientu determinace modelu určené pomoćı analytické formy
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výpočtu, který odpov́ıdá R ∼= 0.787885. Tabulka 5.2 udává závislost počtu krok̊u na
době pr̊uběhu výpočtu a přesnosti určených koeficient̊u. Vid́ıme, že čas roste lineárně
s počtem provedených krok̊u a ze zvyšuj́ıćım se počtem iteraćı hodnota koeficientu
determinace konverguje k referenčńı hodnotě.
Počet krok̊u Stupeň učeńı čas[s] Koeficient determinace
50 0.1 ∼=.022 ∼=.780244
100 0.1 ∼=.041 ∼=.786300
1000 0.1 ∼=.368 ∼=.787869
10000 0.1 ∼=3.632 ∼=.787884
100000 0.1 ∼=36.297 ∼=.787885
Tabulka 5.2: Závislost počtu krok̊u na době pr̊uběhu a přesnosti modelu
Stupeň učeńı bude ovlivňovat rychlost konvergence k referenčńı hodnotě. Pr̊uběh
odhadu gradientńı metodou pro koeficienty β1 a β2 (jednoduchý lineárńı regresńı
model) zobrazuje obrázek 5.2.
Obrázek 5.2: Gradientńı metoda
Za předpokladu volby př́ılǐs velké délky kroku metoda nezachyt́ı globálńı minimum
a začne divergovat, naopak pokud je krok př́ılǐs malý, vykonáváńı metody skonč́ı před
t́ım, než nalezne globálńı minimum. Oba tyto př́ıpady pro odhad jednoho koeficientu
β zobrazuje obrázek 5.3, nalevo je nastaven stupeň př́ılǐs ńızký a naopak na pravém
vysoký.
Obrázek 5.3: Nastaveńı stupně učeńı (délky kroku)
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Výstupem provedené funkce jsou dvě pole, odhadnuté regresńı koeficienty a pr̊uběh
učeńı. Jeho hodnoty jsem zanesl do graf̊u a zobrazuje je soubor obrázk̊u 5.4. Obsahuje
pr̊uběhy křivky učeńı pro r̊uzná nastaveńı gradientńı metody. Nejoptimálněǰśı jsou na
obrázćıch 5.4b a 5.4c. Na tomto základě usuzuji, že nejlepš́ımi nastaveńımi metody
pro testovaćı data bude 50 až 100 iteraćı a stupeň učeńı 0, 1 nebo 0, 3.
(a) 100 iteraćı, stupeň učeńı
0,01
(b) 100 iteraćı, stupeň učeńı
0,1
(c) 100 iteraćı, stupeň učeńı
0,3
(d) 1000 iteraćı, stupeň
učeńı 0,01
(e) 1000 iteraćı, stupeň
učeńı 0,1
(f) 1000 iteraćı, stupeň
učeńı 0,3
Obrázek 5.4: Křivky učeńı
V př́ıpadě nastaveńı kroku větš́ıho, jak 0.33 došlo k divergováńı metody. Abych
mohl vykreslit požadovaný graf, nastavil jsem počet iteraćı na 20 a jeho pr̊uběh
zobrazuje obrázek 5.5. Z grafu vid́ıme, že hodnota funkce roste exponenciálně do
nekonečna.
(a) 20 iteraćı, stupeň učeńı
0,34
(b) 20 iteraćı, stupeň učeńı
0,4
(c) 20 iteraćı, stupeň učeńı
1
Obrázek 5.5: Divergováńı gradientńı metody
5.5 Testováńı modelu
Nyńı přistouṕım k testováńı sestaveného regresńıho modelu. Provedu několik test̊u,
které budou vypov́ıdat o kvalitě vytvořeného regresńıho modelu a dále otestuji všechny
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atributy. Jednotlivé testy provád́ım ve funkci testing(). Jako vstupńı parametry
přeb́ırá hodnoty nezávislých atribut̊u, ćılovou proměnnou, odhad ćılové proměnné
na základě sestaveného modelu a jeho koeficienty. Celková doba výpočtu testováńı
pro výběrový soubor s nemovitostmi se pohybovala okolo 0.005912s. V následuj́ıćıch
kapitolách se budu zabývat výpočtem jednotlivých test̊u regresńıho modelu.
f unc t i on [F , PvalF ,R2 , R2adj , RCor , t , Pval , Sy , Se , St ] = t e s t i n g (y , yOdhad , beta ,X)
5.5.1 Koeficient determinace
Začnu shrnut́ım základńıch regresńıch statistik o odhadnutém regresńım modelu, mezi
než patř́ı koeficient v́ıcenásobné korelace, determinace a jeho korigovaná varianta. Pro
tyto výpočty užiji poznatky źıskané v kapitole 2.2.4. Nejdř́ıve urč́ım celkový, reziduálńı
a vysvětlený (regresńı) součet čtverc̊u. Dále vypoč́ıtám koeficient determinace jako
pod́ıl vysvětlovaného a celkového součtu čtverc̊u. Vı́cenásobnou korelaci urč́ım jako
jeho odmocninu. Vzhledem k tomu, že s koeficientem determinace je spojeno několik
problémů (viz 2.2.4) spoč́ıtám také jeho korigovanou variantu. Pro tuto variantu je
třeba zjistit počet stupň̊u volnosti pro jednotlivé části modelu. Jejich hodnoty urč́ım
následuj́ıćım zp̊usobem:
• regresńı část: DFM = p− 1,
• reziduálńı část: DFE = n− p,
• celkový součet: DFT = n− 1,
kde n odpov́ıdá rozsahu výběrového souboru a p je počet odhadnutých koeficient̊u β.
Korigovaný koeficient determinace odpov́ıdá:




kde R2 je rovno jeho nekorigované variantě. Část zdrojového kódu viz 5.6.
%soucty ctvercu
Sy = sum( ( y−meanY ) . ˆ 2 ) ; %Celkovy
Se = sum( ( y−yOdhad ) . ˆ 2 ) ; %Rez idua ln i
St = sum( ( yOdhad−meanY ) . ˆ 2 ) ; %Vysvetleny
%k o e f i c i e n t determinace
R2 = St/Sy ;
%ko r e l a c e
RCor = sq r t (R) ;
%stupne v o l n o s t i
DFM = p−1;DFE = n−p ;DFT = n−1;
%korigovany k o e f i c i e n t determinace
R2adj = 1−(((1−R2)∗DFT)/DFE) ;
Zdrojový kód 5.6: Koeficient determinace
Jednotlivé vypočtené koeficienty pro model vytvořený nad testovaćımi daty z nemo-




Tabulka 5.3: Regresńı statistiky pro odhad ceny nemovitosti
5.5.2 Analýza rozptylu - ANOVA
Nyńı následuje analýza rozptylu (Analysis Of Variance). Pro výpočet použiji součty
čtverc̊u jednotlivých část́ı regresńıho modelu a jejich stupně volnosti určených při
výpočtu korigovaného koeficientu determinace. Urč́ım středńı hodnotu jednotlivých
součtu čtverc̊u vyděleńım odpov́ıdaj́ıćım stupněm volnosti. F-statistiku urč́ım jako
pod́ıl středńıch hodnot regresńı a reziduálńı části. Výsledky analýzy rozptylu pro
model vytvořený nad testovaćımi daty jsou uvedeny v tabulce 5.4.
Model Součet čtverc̊u Stupeň volnosti F statistika
Regresńı 7.2548e+ 012 17
315.071380Reziduálńı 1.9531e+ 012 1442
Celková 9.2079e+ 012 1459
Tabulka 5.4: Analýza rozptylu
5.5.3 T-testy atribut̊u
Daľśı část́ı je testováńı odhadnutých regresńıch parametr̊u. Pro tento výpočet urč́ım
inverzńı matici k (X ′∗X) a dále rozptyl rozd́ılu p̊uvodńı a odhadnuté ćılové proměnné.
Dále v cyklu pro každý odhadnutý regresńı parametr určuji hodnotu t-testu. Konkrétńı
výpočet udávám v rovnici 5.2. Nejčastěǰśı zp̊usob formulace hodnoty t-testu je
prostřednictv́ım p-hodnoty. Definujeme ji jako nejmenš́ı hladinu významnosti testu,
při ńıž na daných datech ještě zamı́tneme nulovou hypotézu [14]. Postup výpočtu
obou hodnot zobrazuje zdrojový kód 5.7.
t(i) =
β(i)√
rozpyl2 ∗ V [i, i]
(5.2)
%jednost ranne t−t e s t y a t r ibutu
V = pinv (X’∗X) ;
t = ones (p , 1 ) ;
r o z d i l = y−yOdhad ;
r o zp ty l = std ( r o z d i l ) ;
f o r i = 1 : p
t ( i ) = beta ( i )/ sq r t ( r o zp ty l ˆ2∗V( i , i ) ) ;
end
%vypocet p−value
Pval=2∗(1− t cd f ( abs ( t ) ,DFT) ) ;
Zdrojový kód 5.7: T-test a p-hodnota
Tabulku regresńıch koeficient̊u s jejich statistikami pro jednotlivé atributy uvád́ım
vzhledem k jejich obsáhlosti př́ıloze D.
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5.6 Ovládáńı programu
Program s uživatelem komunikuje formou dialogových oken. Prostřed́ı Octave
umožňuje použ́ıt několik grafických oken [7]. Ve svém programu už́ıvám informačńı
okna, dialogy s tlač́ıtky a možnost́ı výběru v́ıce položek ze seznamu a daľśı.
Vstupem do programu je soubor main.m. Po jeho spuštěńı je uživatel vyzván
k zadáńı vstupńıho souboru. Také má možnost použ́ıt již před-připravená data
z nemovitostmi, na kterých je prezentována funkčnost programu. Po načteńı souboru
je uživatel vyzván k ověřeńı jejich korektnosti. V př́ıpadě chyby program uživateli
umožńı opětovné načteńı. Po korektńım načteńım dat je uživatel vyzván k výběru
ćılového atributu a nezávislých proměnných. Výběrové dialogy zobrazuje obrázek 5.6.
(a) Výběr ćılového atributu (b) Výběr nezávislých atribut̊u
Obrázek 5.6: Výběr atribut̊u
Po výběru je uživateli umožněn náhled na statistické údaje ke všem vybraných
atribut̊u, zobrazeńı jejich histogramů a korelačńı závislost na ćılovém atributu.
V př́ıpadě, že uživatel již nepotřebuje žádné daľśı informace o použitých atributech
následuje v programu krok odhadu parametr̊u regresńıho modelu a jeho celkové
testováńı. Program umožňuje výpočet odhadu parametr̊u dvěma metodami. Volbu
metody si uživatel zvoĺı v dialogovém okně. V př́ıpadě volby standardńı rovnice
dojde k rovnou vytvořeńı regresńıho modelu včetně jej́ıho testováńı. Pokud uživatel
zvoĺı gradientńı metodu je mu dána možnost volby jej́ıho nastaveńı. Uživatel nastav́ı
počet iteraćı a stupeň učeńı gradientńı metody. Po zadáńı hodnot dojde k vypočteńı
odhadu a k vytvořeńı křivky pr̊uběhu učeńı. Ta je zobrazena uživateli a v př́ıpadě,
že uživatel potvrd́ı jej́ı korektnost dojde opět k otestováńı celého modelu. Pokud je
pr̊uběh učeńı chybný (viz. kapitola 5.4.2) je uživateli umožněno opakovat výpočet
odhadu parametr̊u s novými nastaveńımi. Celkové výsledky regresńıho modelu, které
zahrnuj́ı odhady parametr̊u a statistiky o provedeném modelu, jsou uživateli vypsány
do konzole programu Octave. Je umožněno také exportováńı výsledk̊u do souboru
typu .txt nebo .csv. Obrázek 5.7 zobrazuje grafický popis ovládáńı programu.
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Obrázek 5.7: Grafický popis ovládáńı programu
5.7 Zhodnoceńı
Výsledný program umožňuje vytvořeńı vlastńıho lineárńıho regresńıho modelu. Může
pracovat s libovolnou datovou sadou, kde bude sada atribut̊u č́ıselného typu a jeden
z nich bude vhodnou ćılovou proměnnou. Umožňuje uživateli z načtených atri-
but̊u vybrat ćılovou proměnnou a nezávislé atributy. Dále zobraźı statistické údaje
o načtených datech. Z d̊uvodu pohodlnosti ovládáńı program komunikuje s uživatelem
formou dialogových oken. K odhadu parametr̊u je užita metoda nejmenš́ıch čtverc̊u.
Program ji umožňuje spoč́ıtat dvěma zp̊usoby, standardńı rovnice popsanou v kapitole
2.4.1 a gradientńı metodou viz 5.4.2. Výstupem programu jsou odhadnuté regresńı
parametry a celkové testováńı modelu včetně testu nezávislých atribut̊u. Výstup
programu je možné exportovat do souboru typu .txt nebo .csv. Tento program je
vhodný pro výuku lineárńı regresńı analýzy a jej́ıho celkového testováńı společně
s testováńım odhadnutých parametr̊u.
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6 Srovnáńı
V této kapitole provedu srovnáńı lineárńıho regresńıho modelu vytvořené prostřednictv́ım
aplikace Modeler s výstupem programu v Octave. Následně porovnávám časové rozd́ıly
výpočtu. Srovnáváńı provedu na několika výběrovými soubory.
6.1 Srovnáńı výsledk̊u model̊u
6.1.1 Výběrový soubor - Nemovitosti
Prvńı srovnáńı provedu s výsledky mé př́ıpadové studie, kde jsem odhadoval cenu
nemovitosti na základě daľśıch známých skutečnost́ı. Výsledky prezentuji v několika
výstupńıch tabulkách. V prvńı tabulce 6.1 porovnávám výsledky regresńı statistiky.
Na řádku s označeńım Model č. 1 jsou výsledky podané programem Modeler, na
řádku č. 2 jsou výsledky mého regresńıho modelu vytvořeného v Octave. Z uvedené
tabulky vid́ıme, že oba modely podávaj́ı srovnatelné výsledky. Veškeré výsledky
zaokrouhluji na 5 desetinných mı́st z d̊uvodu prezentace přesnosti.
Model Summary
Model R R Square Adjusted R Square
1 .88763 .78789 .78538
2 .88763 .78789 .78538
Tabulka 6.1: Regresńı statistika test č. 1
Daľśı výstupńı tabulkou 6.2 je analýza rozptylu (ANOVA - test). V tabulce je
opět na prvńı řádku výstup z aplikace Modeler a druhém řádku výsledky mého
modelu. Určené hodnoty se opět srovnatelné.
59
ANOVA
Model Sum of Squares df Mean Square F Sig.
1
Regression 7.255e+ 12 17 4.268e+ 11 315.071 .000
Residual 1.953e+ 12 1442 1.35e+ 09
Total 9.208e+ 12 1459
2
Regression 7.2548e+ 12 17 4.2675e+ 11 315.0713 .000
Residual 1.9531e+ 12 1442 1.3545e+ 09
Total 9.2079e+ 12 1459
Tabulka 6.2: Výsledky analýzy ANOVA test č. 1
V posledńı tabulce 6.3 srovnávám jednotlivé odhady parametr̊u a jejich statistiky.
V levé části tabulky vid́ıme výsledky podané programem Modeler a v pravé části
výsledky mého provedené modelu. Opět vid́ıme, že se výsledky téměř nelǐśı, až na
některé výjimky, kde u druhého a třet́ıho desetinného mı́sta došlo k drobné odchylce.
Tato odchylka mohla být zp̊usobena zaokrouhlováńım.
Coefficients
Model 1 2
Atribut Unstand. Stand. t Sig. Unstand. Stand. t Sig.
(Constant) -1245621.962 -9.283 .000 -1245621.955 -9.338 .000
LotFrontage 13.953 .004 .274 .784 13.953 .004 .276 .783
LotArea .528 .066 4.938 .000 .528 .066 4.967 .000
OverallQual 19220.507 .335 16.314 .000 19220.508 .335 16.410 .000
YearBuilt 225.045 .086 3.769 .000 225.045 .086 3.791 .000
YearRemodAdd 357.732 .093 5.523 .000 357.732 .093 5.556 .000
MasVnrArea 32.400 .074 5.228 .000 32.400 .074 5.259 .000
TotalBsmtSF 16.379 .090 3.891 .000 16.379 .091 3.914 .000
1stFlrSF 31.432 .153 1.471 .142 31.432 .153 1.479 .139
2ndFlrSF 22.992 .126 1.094 .274 22.992 .126 1.100 .272
GrLivArea 16.421 .109 .787 .431 16.421 .109 .792 .429
FullBath -3726.450 -.026 -1.412 .158 -3726.450 -.026 -1.421 .156
TotRmsAbvGrd 1084.673 .022 .994 .320 1084.673 .022 1.000 .318
Fireplaces 8113.577 .066 4.472 .000 8113.577 .066 4.498 .000
GarageArea 38.015 .102 6.136 .000 38.015 .102 6.172 .000
GarageYrBlt 15.940 .005 .221 .825 15.940 .005 .223 .824
WoodDeckSF 32.132 .051 3.893 .000 32.132 .051 3.916 .000
OpenPorchSF 5.820 .005 .368 .713 5.820 .005 .370 .712
Tabulka 6.3: Odhady regresńıch parametr̊u test č. 1
6.1.2 Výběrový soubor - Výkon CPU
Daľśı srovnáńı provedu na výběrovém souboru, kde odhaduji hodnotu relativńıho
výkonu v závislosti na době cyklu, velikost paměti atd. Vı́ce informaćı o stanoveńı
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relativńı hodnoty výkonu podává publikace [2]. Data jsem źıskal z portálu UCI,
který je zaměřen na výuku strojového učeńı[1]. Popis atribut̊u uvád́ım v př́ıloze E.
Výběrový soubor obsahoval 209 záznamů. Tato data již byla předzpracovaná, a tud́ıž
jsem na ně aplikoval pouze regresńı analýzu. Z uvedených tabulek vid́ıme, že oba
modely dosáhly opět srovnatelných výsledk̊u. Jejich rozložeńı odpov́ıdá testu č. 1.
Model Summary
Model R R Square Adjusted R Square
1 .930 .865 .861
2 .929995 .864891 .860878
Predictors: (Constant), CHMAX, MYCT, MMIN, CACH, CHMIN, MMAX
Tabulka 6.4: Regresńı statistika test č. 2
ANOVA
Model Sum of Squares df Mean Square F Sig.
1
Regression 4653317.024 6 775552.837 215.514 .000
Residual 726920.115 202 3598.614
Total 5380237.139 208
2
Regression 4653317.023564 6 775552.837 215.514291 .000
Residual 726920.115204 202 3598.614
Total 5380237.138756 208
Dependent Variable: PRP
Predictors: (Constant), CHMAX, MYCT, MMIN, CACH, CHMIN, MMAX
Tabulka 6.5: Výsledky analýzy ANOVA test č. 2
Coefficients
Model 1 2
Atribut Unstand. Stand. t Sig. Unstand. Stand. t Sig.
(Constant) -55.894 -6.948 .000 -55.8939 -7.0501 .000
MYCT .049 .079 2.789 .006 .048855 .079059 2.829779 0.005114
MMIN .015 .369 8.371 .000 .015293 .368810 8.494595 .000
MMAX .006 .406 8.681 .000 .005571 .406224 8.808762 .000
CACH .641 .162 4.596 .000 .641401 .162029 4.663581 .000006
CHMIN -.270 -.011 -.316 .752 -.270358 -.011458 -.320618 .748822
CHMAX 1.482 .240 6.737 .000 1.482472 .239633 6.836666 .000
Dependent Variable: PRP
Tabulka 6.6: Odhady regresńıch parametr̊u test č. 2
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6.2 Časové srovnáńı
V této části provedu časové srovnáńı budováńı regresńıho modelu mezi Modeler
a program v Octave. Porovnávám jak čas d́ılč́ıch část́ı procesu, tak i celkovou dobu.
V Modeleru lze při spuštěńı celého proudu a libovolných jeho část́ı zaznamenávat čas
jejich vykonáńı, ale sofistikovaněǰśı údaje o dobách výkonu jednotlivých část́ı př́ıpadě
spuštěńı celého proudu v něm nejsou k dispozici. Naproti tomu Octave poskytuje
několik nástroj̊u pro časováńı a zjǐstěńı doby pr̊uběhu d́ılč́ıch funkćı a celého procesu.
Jedńım z nich je nástroj profile, který lze aktivovat a deaktivovat v libovolném úseku
programu. Jeho výstup lze zobrazit zapsáńım př́ıkazu profshow do př́ıkazové konzole
v prostřed́ı Octave. Jeho výstup zobrazuje tabulka 6.7. Daľśı možnost́ı časováńı je
použit́ı funkćı tic() a toc()[7].
Funkce Celkový čas(s) Procesorový čas (s) Počet provedeńı
questdlg 8.18 .002 7
listdlg 3.751 .001 2
input 2.443 1.963 1
normalize 1.15 1.108 2
testing .005 .003 1
normalEqn .003 .002 2
fprintf .003 .003 82
Tabulka 6.7: Čas výpočtu
Prvńı dva řádky tabulky 6.7 s označeńım questdlg a listdlg jsou dialogová okna,
která čekaj́ı na vstup od uživatele. Dále funkce input reprezentuje dobu čteńı. Modeler
v tomto př́ıpadě dosahoval přibližně času 0.12 sekundy. Tedy podobného času jako
funkce csvread(), kterou jsem se rozhodl nepouž́ıt z d̊uvod̊u, které udávám v kapitole
5.2. Vlastńı výpočet parametr̊u regresńıho modelu a jeho otestováńı dosáhlo v pro-
gramu Octave procesorového času 0.008 (součet doby funkćı normalEqn() a testing()).
Podle zaznamenaných údaj̊u z Modeleru byl procesorový čas (CPU time) tvorby
regresńıho modelu 0.008. Tedy oba dosáhly srovnatelného času při odhadu regresńıch
parametr̊u a celkového testováńı modelu.
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7 Závěr
Zpracováńım diplomové práce jsem si prohloubil znalosti regresńı analýzy a stro-
jového učeńı, ale přiměřeně rozsahu diplomové práce, které d́ıky tomu můžu aplikovat
v data miningových úlohách. Podrobně jsem rozebral metody lineárńı a logistické
regrese. Následně jsem vysvětlil proces ekonometrického modelováńı a na praktickém
př́ıkladě předvedl jej́ı uplatněńı společně s aplikaćı lineárńıho regresńıho modelu.
Téma ekonometrie a ekonometrické modelováńı jsem zpracoval jako výkladovou
studii do kurzu Datamining na ALS portále.
V rámci př́ıpravy na diplomovou práci a v předmětu Datamining jsem se seznámil
z kurzy typy MOOC a sám jsem jeden absolvoval. Konkrétně kurz Machine Lear-
ning zaměřený na strojové učeńı. Šlo o kurz na serveru Coursera, který provozuje
univerzita Stanford. Byla to má prvńı zkušenost s MOOC kurzem takového typu.
Kurz mě velice bavil a byl cenným informačńım zdrojem nejen pro tuto práci, ale
i pro daľśı aplikace. Nemohu jinak než tuto formu výukových kurz̊u doporučit.
V praktické části jsem zpracoval př́ıpadovou studii v programu IBM SPSS Mode-
ler. Konkrétně odhad ceny nemovitosti na základě známých skutečnost́ı a aplikoval
na ni lineárńı regresńı model. Podle podaných výsledk̊u model dosáhl dobré kvality.
Dále jsem naprogramoval aplikaci v prostřed́ı Octave, pomoćı které je možno vytvořit
vlastńı lineárńı regresńı model na libovolných datech společně s jeho otestováńım a tes-
továńım jednotlivých atribut̊u. Výstupy obou těchto řešeńı jsem porovnal z hlediska
přesnosti výsledk̊u a časové náročnosti. Porovnáńı proběhlo nad několika výběrovými
soubory a bylo dosaženo srovnatelné přesnosti, jako v př́ıpadě regresńıho modelu
sestaveného v programu Modeler. Podle zaznamenaných čas̊u stavby regresńıho
modelu byla také obě řešeńı porovnatelná.
Z celkového hlediska jsou programy diametrálně odlǐsné, a tedy neporovnatelné.
Program IBM SPSS Modeler je komplexńı nástroj pro provedeńı celkové analýzy
dat a umožňuje použit́ı mnoho rozličných nástroj̊u pro práci s nimi. Naproti tomu
můj program se zaměřuje na lineárńı regresńı model a je vhodný pro použit́ı tam,
kde nejsou třeba tak rozsáhlé programy typu Modeler. Daľśım d̊uvodem může být
potřeba licence, kterou program Modeler vyžaduje a s t́ım spojené i licenčńı poplatky.
Vytvořený program je vhodný pro výuku lineárńı regresńı analýzy, protože
celkový proces výpočtu lineárńı regrese včetně jeho testováńı je názorně popsán
a zdokumentován. Program může pracovat s libovolnou datovou sadou, kde bude
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sada atribut̊u č́ıselného typu a jeden z nich bude vhodnou ćılovou proměnnou. Jediné
omezeńı je ve formátu souboru, který je pro analytické a data miningové zadáńı
typický. Bude použit pro výuku regresńı analýzy v předmětu Datamining. Daľśı
výhodou vytvořeného programu je jeho funkčnost ve svobodném prostřed́ı Octave,
tud́ıž je vhodný pro studijńı účely. V př́ıpadě daľśıch rozš́ı̌reńı vytvořeného programu
bych se zaměřil na logistický regresńı model a jeho možnosti řešeńı a testováńı.
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– Ekonometrie.pdf
– Př́ıpadová studie.pdf
• Data test č. 2
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I
B Certifikát o absolvováńı kurzu Machine
learning





MSSubClass Identifikuje tř́ıdu nemovitosti
MSZoning Zóna nemovitosti
LotFrontage Vzdálenost vzdušnou čarou od cesty k nemovitosti
LotArea Celková rozloha nemovitosti ve čtverečńıch stopách
Street Ulice ve které se nemovitost nalézá







Condition1 Vzdálenost k objekt̊um v okoĺı
Condition2 Vzdálenost k objekt̊um v okoĺı 2
BldgType Typ budovy - rodinný, bytovka atd.
HouseStyle Typ budovy - počet pater
OverallQual Celkové ohodnoceni materiálu




RoofMatl Materiál použitý pro zastřešeńı
Exterior1st Exterńı zastřešeńı nemovitosti
Exterior2nd Exterńı zastřešeńı nemovitosti 2
MasVnrType Typ použitého zdiva
MasVnrArea Plocha zdi ve čtverečńıch stopách
ExterQual Kvalita exterńıho materiál̊u
ExterCond Aktuálńı kvalita exterńıch materiál̊u
Foundation Materiál použitý pro základy
BsmtQual Přibližná výška sklepa
BsmtCond Hodnoceni kvality sklepa
BsmtExposure Stav kvality sklepa
BsmtFinType1 Hodnoceni kvality dokončeného sklepa 1
Tabulka C.1: Popis všech atribut̊u 1
III
Atribut Popis
BsmtFinSF1 Plocha dokončeného sklepa 1 ve čtverečńıch stopách
BsmtFinType2 Hodnoceni kvality dokončeného sklepa 2
BsmtFinSF2 Plocha dokončeného sklepa 2 ve čtverečńıch stopách
BsmtUnfSF Plocha nedokončeného sklepa ve čtverečńıch stopách





1stFlrSF Plocha prvńıho patra ve čtverečńıch stopách
2ndFlrSF Plocha druhého patra ve čtverečńıch stopách
LowQualFinSF Plocha oblasti špatného stavu nemovitosti ve čtverečńıch stopách
GrLivArea Plocha př́ızemı́ ve čtverečńıch stopách
BsmtFullBath Počet malých koupelen v suterénu
BsmtHalfBath Počet koupelen v suterénu
FullBath Celkový počet malých koupelen




TotRmsAbvGrd Celkový počet mı́stnost́ı bez koupelen
Functional Funkcionalita nemovitost́ı
Fireplaces Počet únikových východ̊u
FireplaceQu Kvalita únikových východ̊u
GarageType Typ garáže
GarageYrBlt Rok výstavby garáže
GarageFinish Dokončenost garáže
GarageCars Počet automobil̊u, který se vejde do garáže
GarageArea Celková plocha garáže ve čtverečńıch stopách
GarageQual Kvalita garáže
GarageCond Aktuálńı stav garáže
PavedDrive Př́ıjezdová cesta
WoodDeckSF Plocha dřevěné terasy
OpenPorchSF Plocha otevřené verandy
EnclosedPorch Plocha uzavřené verandy












Tabulka C.2: Popis všech atribut̊u 2
IV
D Vypočtené koeficienty a jejich statistiky
Atribut Koeficient T statistika Sign. t
Konstanta -1245621.9551 -9.3375 .0000
LotFrontage 13.9533 0.2755 .7830
LotArea .5284 4.9670 .0000
OverallQual 19220.5075 16.4099 .0000
YearBuilt 225.0445 3.7908 .0002
YearRemodAdd 357.7320 5.5558 .0000
MasVnrArea 32.4003 5.2588 .0000
TotalBsmtSF 16.3792 3.9140 .0001
1stFlrSF 31.4315 1.4793 .1393
2ndFlrSF 22.9916 1.1001 .2715
GrLivArea 16.4208 .7916 .4287
FullBath -3726.4499 -1.4207 .1556
TotRmsAbvGrd 1084.6726 1.0000 .3175
Fireplaces 8113.5768 4.4984 .0000
GarageArea 38.0152 6.1719 .0000
GarageYrBlt 15.9399 .2225 .8239
WoodDeckSF 32.1318 3.9162 .0001
OpenPorchSF 5.8197 .3698 .7116
Tabulka D.1: Odhady regresńıch parametr̊u
V
E Popis atribut̊u testu č. 2
1. Název prodejce: 30 (adviser, amdahl,apollo, basf, bti, burroughs, c.r.d, cambex, cdc, dec,
dg, formation, four-phase, gould, honeywell, hp, ibm, ipl, magnuson, microdata, nas, ncr,
nixdorf, perkin-elmer, prime, siemens, sperry, sratus, wang)
2. Název modelu: mnoho jedinečných symbol̊u
3. MYCT: takt stroje v nanosekund (celé č́ıslo)
4. Mmin: minimálńı hlavńı pamět’ v kB (celé č́ıslo )
5. Mmax: maximálńı hlavńı pamět’ v KB (celé č́ıslo)
6. CACH: vyrovnávaćı pamět’ v kB (celé č́ıslo)
7. CHMIN: minimálńı kanály (celé č́ıslo)
8. CHMAX: maximálńı kanály (celé č́ıslo)
9. PRP: publikovaná relativńı výkonnost (celé č́ıslo)
10. ERP: odhadnutý relativńı výkon viz publikace [2] (celé č́ıslo)
VI
