The "Nicolas-Serre code", (a, b) ↔ t n , is a bijection between N × N and those t n , n odd, in Z/2 [t]. Suppose A n , n odd, in Z/2[t] are defined by: A 1 = A 5 = 0, A 3 = t, A 7 = t 5 , and A n+8 = t 8 A n + t 2 A n+2 . A lemma, Proposition 4.3 of [6] , used to study the Hecke algebra attached to the space of mod 2 level 1 modular forms, gives information about the codes (a, b) attached to the monomials appearing in A n . The unpublished highly technical proof has been simplified by Gerbelli-Gauthier.
Introduction
Let r be a power of 2. Suppose that for each odd n > 0 we have an A n in tZ/2[t 2 ], and that these satisfy (⋆) A n+8r = t 8r A n + t 2r A n+2r .
Recursions of this sort arise in the study of the action of the Hecke operator T 3 on certain spaces of mod 2 modular forms. Results about the exponents appearing in A n (and in the A n satisfying similar recursions) have been used by Nicolas and Serre [6] to understand the Hecke algebra attached to the space of mod 2 modular forms of level 1. These questions are often difficult (Nicolas and Serre have a proof about a recursion attached to T 5 that seems quite inscrutable). The questions I have in mind involve the "Nicolas-Serre code", and the proofs rely on the easily proved but central:
1 If the A n satisfy (⋆) for r, then they also satisfy (⋆) when r is replaced by any larger power of 2.
Proposition 4.3 of [6] is the special case of (⋆) with r = 1, A 1 = 0, A 3 = t, A 5 = 0, A 7 = t 5 . Nicolas and Serre's highly technical treatment of it was greatly simplified by Gerbelli-Gauthier [1] . In this note I use Gerbelli-Gauthier's technique (with some further simplifications) to treat various other initial values for the A n . In each case I get a result concerning the "dominant term" appearing in the Nicolas-Serre code for A n . Theorem 3.1, stated at the end of this section and proved in section 3 is a bit simpler than Proposition 4.3, and its proof nicely illustrates the general ideas. Three variants, Theorems 3.3, 3.5 and 3.7, follow. The last of these has (the algebraic form of) Proposition 4.3 as a corollary.
When one tries to treat modular forms of level Γ 0 (3) similarly, one must deal with the fact that the recursion attached to the Hecke operator U 3 is nothing like (⋆). (But this recursion also leads to results of interest-see [3] .) Instead one may use a recursion attached to T 7 :
(⋆⋆) A n+16r = t 16r A n + t 4r A n+4r + t 2r A n+2r .
Under suitable initial conditions there is an analog to Proposition 4.3 for (⋆⋆).
I'll prove such a result, Corollary 4.2, in section 4. Applications to Hecke algebras appear in [2] and [3] . The arguments are motivated once again by Gerbelli-Gauthier's technique; I'm grateful to her for her ideas. In the final sections I define a variant of the Nicolas-Serre code, and prove one more Proposition 4.3 analog, using the corollaries to Theorems 3.1, 3.3, 3.5 and 3.7. This result, Lemma 5.5, has the same role in treating level Γ 0 (5) as Corollary 4.2 does in treating level Γ 0 (3); see [4] and [5] .
We now introduce the Nicolas-Serre code in language that differs slightly from that of [6] .
Since g(0) = 4g(0), g(0) = 0, and the functional equations above give all the g(n). One sees immediately that if n is a sum of distinct q, with each q a power of 2, then g(n) is the sum of the q 2 . It follows that each n in N can be uniquely written as g(a) + 2g(b) for some a and b in N. So if we let [a, b] be the monomial t n , where 2 , and (1γ) holds when n < 16q 2 , then it holds when n < 32q 2 .
I'll say now a few words about the proof of (1). We argue by induction on n. So suppose k is in (8q 2 , 16q 2 )-we want to show that A k is a sum of monomials preceding t k . Let n = k − 8q 2 and write t n as [a, b] . Then 1 + 2g(a) + 4g(b) = n < 8q 2 , and it follows that a < 2q. So g(a + 2q) = g(a) + 4q 2 , and replacing a by a + 2q in 1 + 2g(a) + 4g(b) increases it by 8q From now on, q is a power of 2. We start with an easy result. Proof This follows from the fact that g(2a) = 4g(a), g(2a
this is key to what follows. Proof We argue by induction on a + b. If We now drop the assumption that q divides a and b.
Proof To prove (1), write a as a 1 +a 2 , b as b 1 +b 2 where q divides a 1 and b 1 , and both a 2 and b 2 are in [0, q). By Lemma 2.5, (2) is the same. ✷ Combining Theorems 2.1 and 2.7 we get:
Theorems relating to the recursion (⋆)
We now complete the proof, outlined at the end of section 1, of Theorem 3.1. As we indicated, the argument is a 2 stage one. In the first stage we assume that (1γ) holds for n < 8q 2 , and argue inductively on k to show that (1γ) holds for k in (8q 
Then, for all n, γ n is a sum of monomials preceding t n .
For t 3 , t 5 and t 7 are [1, 0] , [0, 1] and [1, 1] , so the hypotheses of Theorem 3.1 apply.
We now introduce 3 variants, (1β), (1δ) and (1α) of (1γ), and derive parallel results for them. 2 , every A n satisfies (1β).
Then, for all n, β n is t n + a sum of earlier monomials.
The proof of Theorem 3.3 uses the same 2 step process. Suppose we're in the first stage and k is in (8r 
2 , every A n satisfies (1δ).
Corollary 3.6 Let δ n be defined by 
A theorem related to the recursion (⋆⋆)
In the introduction we described a recursion (⋆⋆) very much like (⋆): A n+16r = t 16r A n + t 4r A n+4r + t 2r A n+2r , where r is once again a power of 2. [2] , and plays an important part in establishing the results of that paper.)
We now give the proof of Theorem 4.1. Note first that if the A n satisfy (⋆⋆) for some r then they satisfy it for every larger power of 2. Also, each of 16r, 32r, 64r, . . . is either 32q 2 or 16q 2 for some q which is a power of 2. So we can use the 2 stage argument of section 3.
In the first stage we know that (1α) holds for n < 32q 2 , and want to treat k in (32q 2 , 64q 2 ). We set n = k − 32q 2 , and let t n = [a, b]. The argument made earlier with q replaced by 2q shows that
The proof of Theorem 3.7 shows that the sum of the first 2 of these 3 terms is [a + 4q − 1, b] + a sum of earlier monomials. It remains to show that t 4q 2 A n+4q 2 is a sum of monomials preceding [a+4q
or an earlier monomial, and so precedes
In the second stage, we know that (1α) holds for n < 16q 2 , and want to treat k in (16q 2 , 32q 2 ). We set n = k − 16q 2 , and let
The proof of Theorem 3.7 shows that t 16q 2 A n + t 4q 2 A n+4q 2 is a sum of the desired sort, and it remains to show that when a > 0, t 2q 2 A n+2q 2 is a sum of monomials preceding [a − 1, b + 2q], while when a = 0, t 2q 2 A n+2q 2 is a sum of monomials preceding or equal to
] or an earlier monomial, and so is equal to or precedes
. This completes the proof.
5 The polynomials P n . Statement of Lemma 5.5
Recall that in Corollaries 3.8, 3.4, 3.2 and 3.6 we defined, for n odd and > 0, elements α n , β n , γ n and δ n of V = tZ/2[t 2 ]. Explicitly, these all satisfy A n+8 = t 8 A n + t 2 A n+2 , and the initial conditions are:
Now let w be an indeterminate over Z/2. If k ≡ 1, 3, 7 or 9 mod 20, then k = 10n − 9, 10n − 7, 10n − 3 or 10n − 1 for some odd n, and we define P k in Z/2[w] as follows: Proof For n = 3 this is Definition 5.3 (b), and we continue as above. ✷ Definition 6.3 V 1 is the subspace of V spanned by t n , n ≡ 1 (4), V 3 the subspace spanned by the t n , n ≡ 3 (4). Proof We may assume f = t n with n ≡ 3 (4). Proof We may write k as 10n − 9, 10n − 7, 10n − 3 or 10n − 1 with n ≡ 3 (4).
note that c is odd.
Suppose first k ≡ 21 (40). Then s −1,1 (t n ) = 2c − 1, 2d + 1 , which by Lemma 6.6 is w −9 (w 10n ) = w k . So we need to show that P k = 2c − 2, 2d + 1 + a sum of earlier monomials. Now P k = w −3 α n (w 10 ) + w −7 δ n (w 10 ), and Lemma 6.7 tells us that α n and δ n are in V 1 and V 3 . By Lemmas 6.5 and 6.6, Suppose k ≡ 23 (40). Then s 0,1 (t n ) = 2c, 2d + 1 , which by Lemma 6.6 is w −7 (w 10n ) = w k . So we need to show that P k = 2c − 1, 2d + 1 + a sum of earlier monomials. Now P k = w −9 β n (w 10 ) + w −1 δ n (w 10 ), and Lemma 6.7 tells us that β n and δ n are in V 3 . By Lemma 6.6, s −1,1 (β n ) = w −9 β n (w 10 ), while Suppose k ≡ 27 (40). Then s 1,0 (t n ) = 2c + 1, 2d , which by Lemma 6.6 is w −3 (w 10n ) = w k . So we need to show that P k = 2c, 2d + a sum of earlier monomials. Now P k = w −1 α n (w 10 ) + w −9 γ n (w 10 ), and Lemma 6.7 tells us that α n and γ n are in V 1 . By Lemma 6.5, s 2,0 (α n ) = w −1 α n (w 10 ), while s 0,0 (γ n ) = w −9 γ n (w 10 ). So P k = s 2,0 (α n ) + s 0,0 (γ n ). By Corollaries 3.8 and 3.2, α n = [c − 1, d] + a sum of earlier monomials, while γ n is a sum of monomials preceding [c, d] . So P k = 2c, 2d + a sum of earlier monomials.
Finally suppose k ≡ 29 (40). Then s 1,1 (t n ) = 2c+1, 2d+1 , which by Lemma 6.6 is w −1 (w 10n ) = w k . So we need to show that P k = 2c, 2d + 1 + a sum of earlier monomials. Now P k = w −7 β n (w 10 ) + w −3 γ n (w 10 ), and Lemma 6.7 tells us that β n and γ n are in V 3 and V 1 . By Lemmas 6.6 and 6.5, s 0,1 (β n ) = w −7 β n (w 10 ), s 0,1 (γ n ) = w −3 γ n (w 10 ). So P k = s 0,1 (β n ) + s 0,1 (γ n ). By Corollaries 3.4 and 3.2, β n = [c, d] + a sum of earlier monomials, while γ n is a sum of monomials preceding [c, d] . It follows that P k = 2c, 2d + 1 + a sum of earlier monomials, completing the proof. ✷ Lemma 7.2 Lemma 5.5 holds when k ≡ 3 or 9 (40).
Proof We may write k as 10n − 7 or 10n − 1 with n ≡ 1 (4). Let t n = [c, d]; note that c is even.
Suppose k ≡ 3 (40). Then s 1,0 (t n ) = 2c + 1, 2d , which by Lemma 6.5 is w −7 w 10n = w k . So we need to show that P k = 2c, 2d + a sum of earlier monomials. Now P k = w −9 β n (w 10 ) + w −1 δ n (w 10 ), and Lemma 6.7 tells us that β n and δ n are in V 1 . So by Lemma 6.5, s 0,0 (β n ) = w −9 β n (w 10 ) while s 2,0 (δ n ) = w −1 δ n (w 10 ). So P k = s 0,0 (β n ) + s 2,0 (δ n ). By Corollaries 3.4 and 3.6, β n = [c, d] + a sum of earlier monomials, while δ n is a sum of monomials preceding [c − 1, d]. So P k = 2c, 2d + a sum of earlier monomials.
Suppose k ≡ 9 (40). Then s 2,0 (t n ) = 2c + 2, 2d , which by Lemma 6.5 is w −1 w 10n = w k . So we need to show that P k = 2c + 1, 2d + a sum of earlier monomials. Now P k = w −7 β n (w 10 ) + w −3 γ n (w 10 ), and Lemma 6.7 tells us that β n and γ n are in V 1 and V 3 . By Lemmas 6.5 and 6.6, s 1,0 (β n ) = w −7 β n (w 10 ) while s 1,0 (γ n ) = w −3 γ n (w 10 ). So P k = s 1,0 (β n )+s 1,0 (γ n ). By Proof Now k = 10n − 9 or 10n − 3 with n ≡ 1 (4), and t n = [c, d] with c even.
Suppose k ≡ 1 (40). Then s 0,0 (t n ) = 2c, 2d , which by Lemma 6.5 is w −9 w 10n = w k . So c = 0 and we need to show that P k = 2c − 1, 2d + a sum of earlier monomials. Now P k = w −3 α n (w 10 )+w −7 δ n (w 10 ) and by Lemma 6.7, α n and δ n are in V 3 and V 1 . Lemmas 6.6 and 6.5 then show that P k = s 1,0 (α n ) + s 1,0 (δ n ). By Corollaries 3.8 and 3.6, α n = [c − 1, d] + a sum of earlier monomials, while δ n is a sum of monomials preceding [c − 1, d]. So P k = 2c − 1, 2d + a sum of earlier monomials.
Suppose k ≡ 7 (40). Then s 0,1 (t n ) = 2c, 2d + 1 , which is w −3 w 10n = w k . So again c = 0 and we need to show that P k = 2c − 1, 2d + 1 + a sum of earlier monomials. Now P k = w −1 α n (w 10 ) + w −9 γ n (w 10 ), and both α n and γ n are in V 3 . Lemma 6.6 then shows that P k = s 1,1 (α n ) + s −1,1 (γ n ). By Corollaries 3.8 and 3.2, α n = [c − 1, d] + a sum of earlier monomials, while γ n = a sum of monomials preceding [c, d] . So P k = 2c − 1, 2d + 1 + a sum of earlier monomials. ✷
