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I. INTRODUCTION
A key notion in any physical theory is that of total energy, momentum, and similar global charges. The correspond-
ing definitions, and their properties, depend very much upon the asymptotic conditions satisfied by the fields. There
are various possibilities here, dictated by the physical problem at hand. For instance, the vanishing and the sign of
the cosmological constant play a crucial role. Next, one may find it convenient to use direct coordinate methods [1–3],
or conformal methods [4, 5], or else [6], to define the asymptotic conditions and the objects at hand. Finally, one
may want to use definitions arising from Hamiltonian techniques [7, 8], or appeal to the Noether theorem [9], or use
ad-hoc conserved currents [10–14]. See also [15] for an excellent review of early work on the subject.
A natural class of asymptotic conditions arises when considering isolated systems in Kaluza-Klein-type theories, see
Section II below. Much to our surprise, no systematic study of the notion of energy in this context appears to exist
in the literature, and one of the aims of this work is to fill this gap. For this, we derive new expressions for the total
Hamiltonian energy in higher-dimensions in terms of the Riemann tensor, in asymptotically flat, or asymptotically
Kaluza-Klein, or asymptotically anti-de Sitter space-times. Our definitions arise from a Hamiltonian analysis of the
fields and invoke direct coordinate- or tetrad-based asymptotic conditions. We relate these integrals to Komar-type
integrals. We use Witten’s argument to derive global inequalities between the Hamiltonian energy-momentum and
the Kaluza-Klein charges. We test our energy expressions on the Rasheed family of five dimensional vacuum metrics,
clarifying furthermore some aspects of the global structure of these solutions.
This paper is organised as follows: In Section II we make precise our notion of Kaluza-Klein asymptotic flatness.
At the beginning of Section III we review the definition of energy within the Hamiltonian framework of [16, 17].
In Section III A we apply the framework to space-times which are asymptotically flat in a Kaluza-Klein sense. In
Section III B we derive general formulae which apply for a large class of asymptotic conditions. In Section IV we
3show how to rewrite the formulae derived so far in terms of the curvature tensor. This is done in Section IV A for
KK-asymptotically flat solutions, and in Section IV B for general backgrounds. The formulae are then specialised in
Section IV B 1 to asymptotically anti-de Sitter solutions, and in Section IV B 2 to a class of Kaluza-Klein solutions
with vanishing cosmological constant which are not KK-asymptotically flat. In Section IV C we rewrite some of our
Riemann-integral energy expressions in terms of a space-and-time decomposition of the metric. In Section V we show
how to establish Komar-type expressions for energy in space-times with Killing vectors. In Section VI we show how a
Witten-type positivity argument applies to obtain global inequalities for KK-asymptotically flat metrics. Appendix A
is devoted to a study of the geometry of Rasheed’s Kaluza-Klein black holes, which provide a non-trivial family of
examples for which our energy expressions can be explicitly calculated.
II. KALUZA-KLEIN ASYMPTOTICS
The starting point for our notion of Kaluza-Klein asymptotics are initial data surfaces in an (n+K+1)-dimensional
space-time containing asymptotic ends of the form
Sext := (Rn \B(0, R))× S1 × · · · × S1︸ ︷︷ ︸
K factors
=: (Rn \B(0, R))× TK (II.1)
where S1 is the unit circle. We will say that the metric is KK-asymptotically flat if g has the following asymptotic
form along Sext ≡ {x0 = 0}:
g = ηabdx
adxb + δABdx
AdxB︸ ︷︷ ︸
=:ηµνdxµdxν
+o(r−α) , ∂µgνρ = o(r−α−1) , (II.2)
where greek indices run from 0 to n+K, upper case latin indices from the beginning of the alphabet run from n+ 1
to n + K, lower case latin indices from the beginning of alphabet running from 0 to n, and lower case latin indices
from the middle of alphabet running from 1 to n. Finally, upper case latin indices from the middle of the alphabet
run from 1 to n+K. Summarising:
(xµ) ≡ (x0, xi, xA) ≡ (xa, xA) ≡ (x0, xI) . (II.3)
Last but not least,
r :=
√
(x1)2 + . . .+ (xn)2 .
The exponent α will be chosen to be the optimal-one for the purpose of a well posed definition of total energy, namely
α =
n− 2
2
, (II.4)
where, as in (II.1), n is the space-dimension without counting the Kaluza-Klein directions.
In Kaluza-Klein theories it is often assumed that the vector fields ∂A are Killing vectors, but we will not make this
hypothesis unless explicitly indicated otherwise.
III. HAMILTONIAN CHARGES
In this section we adapt the Hamiltonian analysis of [17] (based on [16], compare [18]) to the asymptotically KK
setting, providing also convenient alternative expressions for the formulae for the Hamiltonians derived there. We
use a background metric gµν , which is assumed to be asymptotically KK as defined in Section II, to determine the
asymptotic conditions. The metric gµν should be thought of as being the metric ηµν of Section II at large distances,
but it might be convenient in some situations to use coordinate systems where gµν does not take an explicitly flat
form.
Every such metric gµν determines a family of metrics gµν which asymptote to it in the sense of (II.2). We will
denote by Γαβγ the Christoffel symbols of the Levi-Civita connection of gµν .
Given a vector field X, the calculations in [17] show that the flow of X in the space-time obtained by evolving the
initial data on S is Hamiltonian with respect to a suitable symplectic structure, with a Hamiltonian H(X,S ) which,
in vacuum, is given by the formula
H(X,S ) =
∫
S
(
pµαβLXgαβ −XµL
)
dΣµ , (III.1)
4where
L := gµν
[(
Γασµ − Γ
α
σµ
)(
Γσαν − Γ
σ
αν
)
−
(
Γαµν − Γ
α
µν
)(
Γσασ − Γ
σ
ασ
)
+Rµν−
2
d+K
Λgµν
]
− 1
16pi
√
−det g gµν(Rµν− 2d+KΛgµν) , (III.2)
with Rµν being the Ricci tensor of the background metric gµν , Λ the cosmological constant, d the dimension of the
physical space-time, K is the number of Kaluza-Klein dimensions (possibly zero), and
gµν :=
1
16pi
√
−det g gµν , pλµν :=
∂L
∂gµν,λ
=
(
Γ
λ
µν − δλ(µΓ
κ
ν)κ
)
−
(
Γλµν − δλ(µΓκν)κ
)
. (III.3)
Finally, the volume forms dΣα and dΣαβ are defined as
dΣα = ∂αc(dx0 ∧ · · · ∧ dxn+K) , dΣαβ = ∂βcdΣα , (III.4)
where c denotes the contraction: for any vector field X and skew-form α we have Xcα(·, . . .) := α(X, . . .).
We note that the last two, g-independent, “renormalisation” terms in (III.2) have been added for convergence of
the integrals at hand.
We will write det g ≡ det(gµν) for the determinant of the full metric tensor, writing explicitly det(gIJ) for the
determinant of the metric gIJdx
IdxJ induced on the level sets of x0, etc., when need arises.
We emphasise that the formal considerations in [17] are quite general, applying regardless of the asymptotic condi-
tions and of dimensions. However, the question of convergence and well posedness of the resulting formulae appears
to require a case-by-case analysis, once a set of asymptotic conditions has been imposed.
If X is a Killing vector field of gµν and if the Einstein equations with sources and with a cosmological constant Λ
are satisfied,
Rµν − 1
2
Rgµν + Λgµν = 8piTµν , (III.5)
the integrand (III.1) can be rewritten as the divergence of a “Freud-type superpotential”, up to source and renormal-
isation terms:
Hµ ≡ pµαβLXgαβ −XµL = ∂αUµα −
√
−det g TµαXα + 1
16pi
√
−det g gαβ(Rαβ− 2d+KΛgαβ)Xµ , (III.6)
with
Uνλ = UνλβXβ − 18pi
√|det g| gα[νδλ]β ∇αXβ , (III.7)
Uνλβ =
2| det g|
16pi
√
| det g|gβγ∇κ
(
e2gγ[λgν]κ
)
, (III.8)
where ∇ denotes the covariant derivative of the background metric gµν and
e2 ≡ det g
det g
. (III.9)
In vacuum this leads to the formula
H (X,S ) = Hb (X,S ) :=
1
2
∫
∂S
(
Uνλ − Uνλ∣∣
g=g
)
dΣνλ , (III.10)
where the subscript “b” on Hb stands for “boundary”. For vector fields X which are not necessarily Killing vector
fields of the background, the Hamiltonian might have some supplementary volume terms, cf. [18, 19]. In non-vacuum
Lagrangian diffeomorphism-invariant field theories, this formula for the total Hamiltonian of the coupled system of
fields remains true after adding to Hµ a contribution from the matter fields; cf., e.g., [16, 19, 20].
5A. Kaluza-Klein asymptotics
For Kaluza-Klein asymptotically flat field configurations we have
gµν = ηµν + o
(
r−α
)
, ∂σgµν = o
(
r−α−1
)
, gµν = ηµν + o
(
r−α
)
, ∂σgµν = o
(
r−α−1
)
. (III.11)
In particular this implies
Γ
α
βγ = o(r
−α−1) .
Let us, first, assume that X is g-covariantly constant (hence also a Killing vector of the background metric gµν).
One then checks that in the coordinates of (III.11) the vector field X has to be of the form
Xµ = Xµ∞ + o(r
−α) , ∂νXµ∞ = 0 . (III.12)
As Λ = 0 in the current case, convergence of the boundary integrals in vacuum will be guaranteed if one assumes,
e.g., ∑
µαβ
∫
S∩{r≥R}
|∂µgαβ |2dn+Kx <∞ . (III.13)
This follows immediately from Stokes’ theorem together with (III.1)-(III.3) and (III.6), keeping in mind that Λ = 0 =
Rµν in the current context.
We note that (III.13) will hold if (II.4) is replaced by α > (n− 2)/2, which provides a sufficient but not a necessary
condition.
While we are mostly interested in vacuum solutions, the analysis below applies to non-vacuum ones, provided that
one also has
Tµν = o(r
−n) and
∑
αβ
∫
S∩{r≥R}
|Tαβ |dn+Kx <∞ . (III.14)
Equations (III.13)-(III.14) will be assumed in the calculations that follow.
Since the last term in (III.7) drops out when ∇βXα = 0, we obtain
Uνλ = UνλβXβ
= − 1
16pi
(
1 + o(r−α)
) (
ηβγ + o(r
−α)
)
Xβ
[ (
ηγνηλκηρσ − ηγληνκηρσ
)
gρσ,κ
+gγλ,κη
νκ − gγν,κηλκ + ηγλgνκ,κ − ηγνgλκ,κ + o
(
r−2α−1
) ]
= − 1
16pi
[ (
ηλκXν − ηνκXλ) ηρσgρσ,κ + ηνκηβγgγλ,κXβ − ηλκηβγgγν,κXβ
+gνκ,κX
λ − gλκ,κXν
]
+ o
(
r−2α−1
)
= − 1
16pi
ηδκηβγg
γτ
,κX
ξ
(
δλδ δ
ν
ξ δ
β
τ − δλξ δνδ δβτ
+δλτ δ
ν
δ δ
β
ξ − δλδ δντ δβξ + δλξ δντ δβδ − δλτ δνξ δβδ
)
+ o
(
r−2α−1
)
=
3
8pi
ηδκηβγg
γτ
,κX
ξ δνλβτδξ + o
(
r−2α−1
)
. (III.15)
Plugging the result into (III.7) and renaming indices, in the limit r → ∞, we obtain the following form of (III.10),
which will be seen to be convenient in our further considerations:
Hb (X,S ) =
3
16pi
lim
R→∞
∫
S(R)×TK
δαβγλµνX
νηλρηγσ∂ρg
σµdSαβ , (III.16)
where S(R) denotes a sphere of radius R in the Rn factor of Sext, and
δαβγλµν := δ
α
[λδ
β
µδ
γ
ν] . (III.17)
6We see from (III.12) that Hb (X,S ) can be written as
Hb (X,S ) =: pµX
µ
∞ . (III.18)
When K = 0 the coefficients pµ are called the ADM four-momentum of S [1].
If X = ∂0 we find a formula somewhat resembling the usual one:
p0 := Hb (∂t,S ) =
1
16pi
lim
R→∞
∫
S(R)
∫
TK
n+K∑
I=1
(∂IgiI − ∂igII)x
i
R
dn+K−1µ
= |TK | p0,ADM + 1
16pi
lim
R→∞
∫
S(R)
∫
TK
n+K∑
A=n+1
(∂AgiA − ∂igAA)x
i
R
dn+K−1µ . (III.19)
Here dn+K−1µ is the measure induced on S(R)×TK by the flat metric, |TK | denotes the volume of TK , and p0,ADM
is the usual (total) ADM energy of the physical-space metric gijdx
idxj . Perhaps not unexpectedly, the ADM energy
p0,ADM does not coincide with the Hamiltonian generating time-translations in general.
Next, when X0 = 0, after using Stokes theorem in the following integral∫
S(R)×TK
∂J(gJ0δ
L
I − gL0δJI )∂Lc(dx1 ∧ · · · ∧ dxK+n) = 0 , (III.20)
we obtain the formula
pI := Hb (∂I ,S ) =
1
8piR
lim
R→∞
∫
S(R)
∫
TK
PIix
i dn+K−1µ . (III.21)
Here PIJ is the usual canonical ADM momentum
PIJ := g
LMkLMgIJ − kIJ , kIJ := 1
2
LT gIJ =
1
2
(∂0gIJ − ∂Ig0J − ∂Jg0I) + o(r−2α−1) , (III.22)
while LT denotes the Lie derivative in the direction of the unit-timelike future directed field T of normals to the level
sets of x0.
As an example, we compute the above integrals for the Rasheed metrics, described in Appendix A, with P = 0:
p0 = 2piM , pi = 0 , p4 = 2piQ . (III.23)
Equation (III.23) includes a 2pi factor arising from a normalisation in which the Kaluza-Klein coordinate x4 in the
Rasheed solutions runs over a circle of length 2pi.
This should be compared with the ADM four-momentum pµ,ADM of the n-dimensional space metric gijdx
idxj ,
which reads
p0,ADM = M − Σ√
3
, pi,ADM = 0 . (III.24)
B. General backgrounds
As discussed in detail in Appendix A 3, the Rasheed solutions with P 6= 0 are not KK asymptotically flat in the
sense set forth above. To cover this case we need to generalise the calculations so far to the case where the background
metric is not flat, with an asymptotic region Sext ⊂ S diffeomorphic to
Sext ≈ E(R0) , where E(R) :=
(
Rn \B(R))× KN , (III.25)
with some K-dimensional compact manifold KN , for some R0 ≥ 0. We therefore have an associated global coordinate
system xi on Rn \ B(R0), as well as the dilation vector field Z = xi∂i ≡ r∂r which will play a key role in some
calculation below.
Somewhat more generally, in order to be able to include general “Birmingham-Kottler-Schwarzschild anti-de Sitter”
metrics, we will consider ends E(R) equipped with a radial function r so that
Sext ≈ E(R0) , with E(R) := {r ≥ R} ≡ [R,∞)×K , (III.26)
7where K is a compact manifold. Here r is a coordinate running along the [R0,∞) factor of Sext, and the dilation
vector Z is defined as Z := r∂r.
For the usual (n+1)-dimensional Schwarzschild-anti-de Sitter metric the manifoldK will be an (n−1)-dimensional
sphere, but it can be an arbitrary compact manifold admitting Einstein metrics in the case of metrics (B.1)-(B.3)
below.
Along Sext we are given two Lorentzian metrics g and g, with g asymptotic to the background g in a sense which
we make precise now. Denoting by ∇ the Levi-Civita connection associated with g, we assume the existence of a
g-orthonormal frame {eµˆ} defined along Sext such that, decorating frame-indices with hats,
gµˆνˆ := g(eµˆ, eνˆ) = gµˆνˆ + o
(
r−α
)
, ∇λˆgµˆνˆ = o
(
r−β
)
. (III.27)
It seems that the specific values of α and β as needed for our mass formulae can only be chosen after a case-by-case
study of the background metric g; compare (III.31)-(III.32) below.
In what follows we will use the following convention: given two tensor fields u and v, we will write
u = v + o(r−α) (III.28)
if the frame components of u− v, within the class of g-ON frames chosen, decay as o(r−α). If e0ˆ is orthogonal to Sext
(which will often be assumed) then, if we denote by gS := gIJdx
IdxJ the Riemannian metric induced by g on Sext,
and by | · |gS the associated norm, we have e.g.
uµν = o(r
−α) ⇐⇒ |u0ˆ0ˆ|+ |u0ˆIdxI |gS + |uIJdxIdxJ |gS = o(r−α) .
Assuming again that X is g-covariantly constant, the second term of (III.7) vanishes and for the first term we have
the same expression as in the KK-asymptotically flat case, with the difference that instead of ηµν we have gµν and
instead of partial derivatives we have covariant derivatives of the background metric, i.e.,
Uνλ = UνλξXξ
=
(
3
8pi
δνλστδξ g
δκgσγX
ξ∇κgγτ + o
(|X|r−α−β))√|det g| , (III.29)
where
|X|2 :=
∑
µ
(X µˆ)2 . (III.30)
In order to control the error terms appearing in (III.29) we will assume that
α and β are such that the subleading terms o
(|X|r−α−β) in (III.29) give
vanishing contribution to the boundary integrals after passing to the limit. (III.31)
This will e.g. be the case for all Rasheed metrics when α = (n− 2)/2 as in (II.4), β = α+ 1, with X asymptotic to
∂µ in coordinates as in (A.33).
Similarly (III.31) will be satisfied for asymptotically anti-de Sitter metrics with
α = β = n/2 , (III.32)
where r is the area coordinate for the anti-de Sitter metric. Note that in this case we have |X| = O(r).
Instead of (III.16) we obtain now
Hb (X,S ) =
3
16pi
lim
R→∞
∫
∂E(R)
δαβγλµνX
νgλρgγσ∇ρgσµdSαβ , (III.33)
where the two-forms dSαβ in d+K ≡ n+ 1 +K space-time dimensions take the form
dSαβ =
1
(n+K − 1)!αβξ1···ξn+K−1 dx
ξ1 ∧ · · · ∧ dxξn+K−1 ≡ ∂βc∂αc
√
|det g|dx0 ∧ · · · ∧ dxn+K︸ ︷︷ ︸
=:dµg
. (III.34)
8We can now compute the Hamiltonian charges for this general case. We have
3
16pi
δαβγλµνX
νgλρgγσ∇ρgσµdSαβ
=
1
16pi
(
δαβλµ δ
γ
ν + δ
αβ
µν δ
γ
λ + δ
αβ
νλ δ
γ
µ
)
Xνgλρgγσ∇ρgσµdSαβ
=
1
16pi
(
Xγgλρgγσ∇ρgσµdSλµ +Xν∇σgσµdSµν +Xνgλρgγσ∇ρgσγdSνλ
)
. (III.35)
To continue, it is best to use an g-orthonormal frame eiˆ with e0ˆ orthogonal to S and eAˆ tangent to ∂E(R). Then
only the forms dS0ˆiˆ give a non-vanishing contribution to the boundary integral. In the calculations that follow we
will write “n.c.” for the sum of those terms which do not contribute to the integral either because of the integration
domain, or by Stokes theorem, or by passage to the limit.
If X = ∂0, and assuming that
∂0 = X
0ˆe0ˆ (III.36)
one finds, using frame indices throughout the calculation,
3
16pi
δαβγλµνX
νgλρgγσ∇ρgσµdSαβ =
3
8pi
X 0ˆδ0ˆkˆJˆ
λˆµˆ0ˆ
gλˆρˆgJˆ νˆ∇ρˆgνˆµˆdS0ˆkˆ
=
1
16pi
X 0ˆ
[
∇kˆ
(
gJˆLˆg
JˆLˆ
)
−∇JˆgJˆ kˆ
]
dσkˆ + n.c. , (III.37)
where
dσiˆ := dS0ˆiˆ ≡ eiˆce0ˆc(
√
|det g|dx0 ∧ · · · ∧ dxn+K)= eiˆc(
√
|det gIJ |dx1 ∧ · · · ∧ dxn+K) + n.c. (III.38)
Hence, we obtain the following generalisation of the ADM energy:
p0 = Hb (∂t,S ) =
1
16pi
lim
R→∞
∫
∂E(R)
X 0ˆ
[∇i (gJKgJK)−∇JgJi] dσi . (III.39)
Existence of the limit in (III.39) will be guaranteed if, instead of (III.13)-(III.14), one assumes now, e.g.,∫
S∩{r≥R}
|X|
(∑
µˆαˆβˆ
|∇µˆgαˆβˆ |2 +
∑
αˆβˆ
|Tαˆβˆ |+ |Λ||gµν(gµν − gµν)|
)
dµgS <∞ , (III.40)
where dµgS is the (n+K)-dimensional Riemannian measure induced on S by g. A condition on the metric and the
energy-momentum tensor of matter fields naturally associated with (III.40) is
lim
R→∞
|X||∂E(R)|Tµˆνˆ = 0 , lim
R→∞
|X||∂E(R)||Λ||gµν(gµν − gµν)| = 0 , (III.41)
where |∂E(R)| denotes the area of ∂E(R); compare (III.14). This will be assumed whenever relevant.
As an example, we consider the Rasheed metrics of Appendix A with P 6= 0, which are vacuum. The g-Killing
vector X = ∂t is g-covariantly constant so that (III.39) applies. The asymptotic behaviour of the metric coefficients
in the frame (A.39) coincides with the asymptotic behaviour of the metric coefficients in manifestly asymptotically
Minkowskian coordinates when P = 0, and is given by (A.33). One obtains
p0 = 4piPM , (III.42)
where the extra factor 4P , as compared to (III.23), is due to the 8Ppi-periodicity of the coordinate x4 (cf. (A.37)), as
enforced by the requirement of smoothness of the metric. Note that the formulae (III.24) for the ADM four-momentum
remain unchanged.
We emphasise that the calculations above are done at fixed P , since every P defines its own class of asymptotic
backgrounds. As a result, the phase space of all configurations considered above splits into sectors parameterised
by P . It would be interesting to investigate the question of existence of a Hamiltonian in a phase space where P is
allowed to vary. We leave this question to future work.
9If X is not g-covariantly constant, the second term of (III.7) does not vanish. Thus, disregarding those terms which
do not involve the forms dΣ0i, we obtain, keeping in mind that X is a Killing vector field of g,
1
2
(Uαβ − Uαβ∣∣
g=g
)dΣαβ =
1
2
(
UαβλX
λ − 1
8pi
√
|det g|gµ[αδβ]ν ∇µXν − Uαβ
∣∣
g=g
)
dΣαβ
=
3
16pi
δαβγλµνX
νgλρgγσ∇ρgσµdSαβ −
1
16pi
(√|det g|gµ[α −√|det g|gµ[α)∇µXβ]dΣαβ + n.c.
=
1
8pi
(
3δ0iγλµνX
νgλρgγσ∇ρgσµ −
(
gµ[0 − e−1gµ[0)∇µXi])Ndσi + n.c.
Here we have used dS0i = Ndσi, where N is the lapse function of the foliation by the level sets of t, defined by writing
the metric as g = −N2dt2 + gIJ(dxI +N Idt)(dxJ +NJdt). We conclude that
Hb (X,S ) =
1
8pi
lim
R→∞
∫
∂E(R)
(
3δ0iγλµνX
νgλρgγσ∇ρgσµ −
(
gµ[0 − e−1gµ[0)∇µXi])Ndσi . (III.43)
We can apply the last formula to the background Killing vectors ∂i and ∂4 for Rasheed metrics with P 6= 0. A
calculation gives
pi = 0 , p4 = 4piPQ . (III.44)
Here one can note that ∂z is g-covariantly constant so that the last term in (III.43) does certainly not contribute;
while px = py = 0 follows from the axi-symmetry of the Rasheed metrics. (In fact ∇X = O(r−2) or better for these
Killing vectors so that the last term never contributes in the current case.)
Equation (III.43) applies for completely general background metrics g, assuming that (III.40) and (III.31) hold,
for a large class of field equations. In particular it applies to asymptotically Kottler (“anti-de Sitter”) metrics,
compare [19, 21–23].
IV. ENERGY-MOMENTUM AND THE CURVATURE TENSOR
For our further purposes it is convenient to rewrite (III.10) in terms of the Christoffel symbols. As a first step
towards this we note the following consequence of (III.34)
δαβγλµν dSαβ =
1
3
· 1
(n+K − 2)!λµνξ1···ξn+K−2 dx
γ ∧ dxξ1 ∧ · · · ∧ dxξn+K−2 . (IV.1)
A. KK-asymptotic flatness
We assume again that X is g-covariantly constant; of course, it would suffice to assume that ∇X falls-off fast
enough to provide a vanishing contribution to the integral defining the Hamiltonian in the limit.
In the KK-asymptotically flat case (III.16) can be rewritten as
pµX
µ
∞ =
(−1)n+K−1
16pi(n+K − 2)! limR→∞
∫
S(R)×Tn
λµνξ1···ξn+K−2X
νgλρΓµγρ dx
ξ1 ∧ · · · ∧ dxξn+K−2 ∧ dxγ . (IV.2)
In the standard asymptotically flat case, without Kaluza-Klein directions, (IV.2) can be used to obtain an expression
for the ADM energy-momentum in terms of the Riemann tensor, generalising a similar formula derived by Ashtekar
and Hansen in space-time dimension four [5] (compare [4, 24]), as follows: We can write
λµνξ1···ξn−2X
νgλρΓµγρ dx
ξ1 ∧ · · · ∧ dxξn−2 ∧ dxγ
= d
(
λµνξ1···ξn−2X
νxξ1gλρΓµγρ dx
ξ2 ∧ · · · ∧ dxξn−2 ∧ dxγ)
−(−1)n−3λµνξ1···ξn−2Xνgλρxξ1dxξ2 ∧ · · · ∧ dxξn−2 ∧
(
∂σΓ
µ
γρdx
σ ∧ dxγ)︸ ︷︷ ︸
= 12R
µ
ρσγdxσ∧dxγ
+n.c. (IV.3)
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Inserting this into (IV.2) and applying Stokes’s theorem one obtains
pµX
µ
∞ =
1
32pi(n− 2)! limR→∞
∫
S(R)
νξ1···ξn−2λµX
νxξ1Rλµδγ dx
ξ2 ∧ · · · ∧ dxξn−2 ∧ dxδ ∧ dxγ︸ ︷︷ ︸
− 12 ξ2...ξn−2δγµνdSµν
=
1
16(n− 2)pi limR→∞
∫
S(R)
Xµxν RµνρσdS
ρσ , (IV.4)
which is the desired new formula.
Let us now pass to a derivation of a version of (IV.4) relevant for Kaluza-Klein asymptotically flat space-times. In
this case we will be integrating the integrand of (IV.2) over
Sn−1 × TK = Sd−2 × TK .
So only those forms in the sum which contain a dxd ∧ · · · ∧ dxd+K−1 factor will survive integration. We will use the
symbol
1. Rαβγδ to denote the Riemann tensor of the (d+K)-dimensional metric gµνdx
µdxν ,
2. Rabcd that of the d-dimensional metric gabdx
adxb,
3. RIJKL for the (n+K)-dimensional metric gIJdx
IdxJ , and
4. Rijk` for that of the n-dimensional metric gijdxidxj .
No distinction between gabdx
adxb and gµνdx
µdxν will be made when K = 0. Keeping in mind that n.c. denotes
the sum of those terms which do not contribute to the integral either because of the integration domain, or by Stokes
theorem, or by passage to the limit, we find
λµνξ1...ξd+K−3X
νgλρΓµγρ dx
ξ1 ∧ · · · ∧ dxξd+K−3 ∧ dxγ
=
(d+K − 3)!
(d− 3)!N ! bcfa1...ad−3A1...AKX
fgbeΓcae dx
a1 ∧ · · · ∧ dxAK ∧ dxa
+
(d+K − 3)!
(d− 2)!(N − 1)!λµνa1...ad−2A1...AK−1X
νgλρΓµAρ dx
a1 ∧ · · · ∧ dxAK−1 ∧ dxA
=
(d+K − 3)!
(d− 3)!N ! d(bcfa1...ad−3A1...AKX
fηbeΓcae x
a1dxa2 ∧ · · · ∧ dxAK ∧ dxa)
− (d+K − 3)!
(d− 3)!N ! bcfa1...ad−3A1...AKX
fηbexa1dΓcae ∧ · · · ∧ dxAK ∧ dxa
+
(d+K − 3)!
(d− 2)!(N − 1)!d(λµνa1...ad−2A1...AK−1X
νηλρΓµAρ x
a1dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA)
− (d+K − 3)!
(d− 2)!(N − 1)!λµνa1...ad−2A1...AK−1X
νηλρxa1dΓµAρ ∧ · · · ∧ dxAK−1 ∧ dxA + n.c.
=
(d+K − 3)!
2(d− 3)!N ! bcfa1...ad−3A1...AKX
fxa1Rbcad−1ad−2dx
ad−1 ∧ dxa2 ∧ · · · ∧ dxAK ∧ dxad−2
+
(d+K − 3)!
(d− 2)!(N − 1)!λµνa1...ad−2A1...AK−1X
νxa1Rλµad−1Adx
ad−1 ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA + n.c. (IV.5)
Using
λµνa1...ad−2A1...AK−1dx
ad−1 ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA
= 3(N − 1)!(−1)d+K−1δAabλµνaba1...ad−2dxad−1 ∧ dxa2 ∧ · · · ∧ dxad−2 ∧ dxd+1 ∧ · · · ∧ dxd+K ,
after some reordering of indices one obtains
pµX
µ
∞ =
(−1)n
32pi(n− 1)! limR→∞
∫
S(R)
∫
TK
xa1
[
(n− 1)a1a2···an−2abcXaRbcan−1an
− a1a2···an−1ab
(
4XaRbAanA + 2X
ARabanA
)︸ ︷︷ ︸
(∗)
]
dxa2 ∧ · · · ∧ dxan ∧ dxd+1 ∧ · · · ∧ dxd+K . (IV.6)
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Using
dxa2 ∧ · · · ∧ dxan ∧ dxd+1 ∧ · · · ∧ dxd+K = −1
2
a2···anefdSef (IV.7)
and
Radbd = R
a
b −RaAbA
one obtains for the first term of the Hamiltonian integral, where in the fourth line below we use (C.3), Appendix C
below,
a1a2···an−2abc x
a1XaRbcan−1andx
a2 ∧ · · · ∧ dxan ∧ dxd+1 ∧ · · · ∧ dxd+K
= −1
2
a1a2···an−2abc 
a2···anefxa1XaRbcan−1andSef
=
1
2
(−1)n−1(n− 3)! 4! δan−1anefa1 a b c xa1XaRbcan−1andSef
= 2(−1)n−1(n− 3)!xa1Xa
(
Refa1a + δ
ef
a1aR
bc
bc − 4δ[e[a1R
f ]c
a]c
)
dSef
= 2(−1)n−1(n− 3)!xa1Xa
[
Refa1a + δ
ef
a1a
(
Rcc −RcAcA
)− 4(δ[e[a1Rf ]a] − δ[e[a1Rf ]Aa]A)] dSef . (IV.8)
Recall, now, that finiteness of the total energy of matter fields together with the dominant energy condition requires,
essentially, that
Tµν = o(r
−n) ; (IV.9)
compare (III.14). This, together with the Einstein equations, implies that the Ricci-tensor contribution to the integrals
will vanish in the limit R→∞. Nevertheless, we will keep the Ricci tensor terms for future reference.
Using
−1
2
a1a2···an−1ab 
a2···anefdSef = 3(−1)n(n− 2)! δanefa1ab dSef ,
the terms involving (∗) in (IV.6) can be manipulated as
6(−1)n(n− 2)! δanefa1ab xa1
(
2XaRbAanA +X
ARabanA
)
dSef
= 2(−1)n(n− 2)!xa1
(
δanea1a δ
f
b + δ
ef
a1aδ
an
b + δ
fan
a1a δ
e
b
) (
2XaRbAanA +X
ARabanA
)
dSef
= 2(−1)n(n− 2)!
[
2
(
x[anXe]RfAanA + x
[eXf ]RanAanA + x
[fXan]ReAanA
)
+XA
(
x[anR
e]f
anA
+ x[eR
f ]an
anA
+ x[fR
an]e
anA
) ]
dSef .
Renaming the indices, rearranging terms, and plugging the results into the integral one obtains our final expression
pµX
µ
∞ =
1
32pi(n− 2) ×
lim
R→∞
∫
S(R)
∫
TK
{
− 2xbXa
[
Refba + δ
ef
ba
(
Rcc −RcAcA
)− 4(δ[e[bRf ]a] − δ[e[bRf ]Aa]A)]
−2n− 2
n− 1
[
2
(
2x[bXe]RfAbA + x
eXfRbAbA
)
+ 3XAxeRfbbA
]}
dSef
=
1
16(n− 2)pi limR→∞
∫
S(R)
∫
TK
(
XaxbR efab + 4x
[eXa]Rfa − xeXfRcc
− 1
n− 1
[
(n− 3)xeXfRbAbA + 4x[eXa]RfAaA + 3(n− 2)XAxeRfbbA
])
dSef . (IV.10)
Some special cases are of interest:
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1. Suppose that Xµ = δµ0 , thus X has just time component. At x
0 = 0 we have
p0 =
1
8(n− 2)pi limR→∞
∫
S(R)
∫
TK
[
xjR 0i0j +
1
2
xi
(
Rjj −R00
)
− xjRij
− 1
n− 1
(
1
2
xiR0A0A − xjRiAjA
)]
dS0i . (IV.11)
where the terms involving the Ricci tensor give a vanishing contribution in view of (IV.9); similarly for (IV.12)
below.
2. Suppose that XA = 0, thus X has only space-time components. Then
paX
a
∞ =
1
16(n− 2)pi limR→∞
∫
S(R)
∫
TK
(
XaxbR efab + 4x
[eXa]Rfa − xeXfRcc
− 1
n− 1
[
(n− 3)xeXfRbAbA + 4x[eXa]RfAaA
])
dSef . (IV.12)
We will see below that the first term in the right-hand side is related to the Komar integral. It is not clear
whether or not the remaining terms vanish in general. However, when X0 = 0, at t = 0 the third term in the
integrand gives a vanishing contribution, so that the generators of space-translations read
piX
i
∞ =
1
8(n− 2)pi limR→∞
∫
S(R)
∫
TK
[
XixkR 0jik + 2x
[iXj]
(
2
n− 1R
0A
iA +R
0
i
)]
dS0j . (IV.13)
We also note that when K = 1 the contribution of the fourth term in the integrand in (IV.12) always vanishes
because then, denoting by x4 the Kaluza-Klein coordinate,
RbAbA = R
b4
b4 = R
µ4
µ4 = R
4
4 = o(r
−n) ,
which gives a zero contribution in the limit.
3. Suppose instead that Xa = 0, thus X has only components tangential to the Kaluza-Klein fibers. Then, again
at x0 = 0,
pAX
A
∞ =
3
16(n− 1)pi limR→∞
∫
S(R)
∫
TK
XAxeR fbAb dSef
=
3
16(n− 1)pi limR→∞
∫
S(R)
∫
TK
XAxiR 0BAB dS0i , (IV.14)
where the decay o(r−n) of the Ricci tensor of the (n+K + 1)-dimensional metric has been used.
B. General case
For general background metrics, still assuming a covariantly-constant g-Killing vector, we start by rewriting (III.33)
as
Hb (X,S ) =
(−1)n+K−1
16pi(n+K − 2)! limR→∞
∫
∂E(R)
λµνξ1···ξn+K−2X
νgλρδΓµγρ dx
ξ1 ∧ · · · ∧ dxξn+K−2 ∧ dxγ , (IV.15)
where
δΓαβγ := Γ
α
βγ − Γ
α
βγ = o(r
−β) , (IV.16)
with the last equality following from (III.27).
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In order to obtain a version of (IV.3) suitable to the current setting we will assume that there exists a vector field
Z with ZA = 0 and a real number γ > 0 such that
∇aZb = δba +O(r−γ) mod (δrµ, δtµ) . (IV.17)
Here we write “mod (δrµ, δ
t
µ)” for a tensor which has the form δ
r
µα˚... + δ
t
µβ˚... for some tensor fields α˚, and β˚ . That
is to say, if X is a vector field tangent to the submanifolds of constant t, r, and if “uµ... = 0 mod (δ
r
µ, δ
t
µ)”, then
Xµuµ... = 0.
We show in Appendix B that the vector field defined in appropriate coordinates as
Z = r∂r (IV.18)
satisfies a) (IV.17) for asymptotically anti-de Sitter metrics, and b) for general Rasheed metrics, in both cases without
the error term O(r−γ); equivalently, the exponent γ can be taken as large as desired. We have introduced the O(r−γ)
term for possible future generalisations.
We further assume that
∇µXν = O(|X|r−β) mod (δrµ, δtµ) , (IV.19)
which will certainly be the case if X is g-covariantly constant. Last but not least, we replace (III.31) by the requirement
that
terms o
(|X|r−α−β), o (|Z||X|r−2β) and o (|X|r−β−γ) give vanishing contribution
to boundary integrals at fixed r and t, after passing to the limit r →∞. (IV.20)
Now, the identity that we are about to derive will be integrated on submanifolds of fixed r and t, so that any forms
containing a factor dr or dt will give zero integral. Assuming that there are no Kaluza-Klein directions (K = 0) we
find
d
(
λµνξ1···ξn−2X
νZξ1gλρδΓµγρ dx
ξ2 ∧ · · · ∧ dxξn−2 ∧ dxγ)
= ∇σ
(√
|det g|˚λµνξ1···ξn−2XνZξ1gλρδΓµγρ
)
dxσ ∧ dxξ2 ∧ · · · ∧ dxξn−2 ∧ dxγ
= Zξ1λµνξ1···ξn−2g
λρδΓµγρ∇σXνdxσ︸ ︷︷ ︸
n.c.
∧dxξ2 ∧ · · · ∧ dxξn−2 ∧ dxγ
+λµνξ1···ξn−2X
νgλρδΓµγρ∇σZξ1 dxσ︸ ︷︷ ︸
dxξ1+n.c.
∧dxξ2 ∧ · · · ∧ dxξn−2 ∧ dxγ
+(−1)n−3λµνξ1···ξn−2XνgλρZξ1dxξ2 ∧ · · · ∧ dxξn−2 ∧
(∇σδΓµγρdxσ ∧ dxγ)︸ ︷︷ ︸
=
(
1
2 δR
µ
ρσγ+o(r−2β)
)
dxσ∧dxγ
+n.c.
= λµνξ1···ξn−2X
νgλρδΓµγρ dx
ξ1 ∧ · · · ∧ dxξn−2 ∧ dxγ
+(−1)n−3 1
2
λµνξ1···ξn−2X
νgλρδRµρσγ Z
ξ1dxξ2 ∧ · · · ∧ dxξn−2 ∧ dxσ ∧ dxγ + n.c. (IV.21)
This identity replaces (IV.3) in the current setting. One can now repeat the remaining calculations of Section IV A
by replacing every occurrence of the Christoffel symbols by the difference of those of g and g, every occurrence of the
Riemann tensor by the difference of the Riemann tensors of g and g, and every occurrence of an undifferentiated xα
by Zα. Some care must be taken when generalising (IV.10) when passing from the background Riemann tensor to
the background Ricci tensor because in (IV.10) all indices are lowered and raised with g. Thus, (C.1) is replaced now
by
3!δσγαβλµνξ
(
Rµρσγ −Rµρσγ
)
gλρ =
(
Rαβξν −R[αρξνgβ]ρ
)
+
(
R −Rρλgρλ
)
δαβξν
−4δ[α[ξRβ]ν] + 2δ[α[ξ gβ]ρRν]ρ − 2R[αρλ[ξδβ]ν]gρλ . (IV.22)
The simplest situation is obtained when K = 0 so that KN is reduced to a point, and (III.43) becomes
Hb (X,S ) =
1
8(n− 2)pi limR→∞
∫
S(R)
{
XνZξ
(
R0iνξ −R[0ρνξgi]ρ
)
+X [0Zi]
(
R −Rρλgρλ
)
+ 2XνZ [0Ri]ν − 2ZνX [0Ri]ν + (ZνX [0gi]ρ −XνZ [0gi]ρ)Rνρ
−X [νZi]R0ρλνgρλ +X [νZ0]Riρλνgρλ − (n− 2)
(
gµ[0−e−1gµ[0)∇µXi])}Ndσi . (IV.23)
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1. Λ 6= 0
We wish to analyse (IV.23) for metrics g which asymptote a maximally symmetric background g with Λ 6= 0. This
case requires separate attention as then the background curvature tensor does not approach zero as we recede to
infinity. We note that the calculations in this section are formally correct independently of the sign of Λ, but to the
best of our knowledge they are only relevant in the case Λ < 0.
It is useful to decompose the Riemann tensor into its irreducible components,
Rαβγδ = Wαβγδ +
1
d− 2(Rαγgβδ −Rαδgβγ +Rβδgαγ −Rβγgαδ)−
R
(d− 1)(d− 2)(gβδgαγ − gβγgαδ)
= Wαβγδ +
1
d− 2(Pαγgβδ − Pαδgβγ + Pβδgαγ − Pβγgαδ) +
R
d(d− 1)(gβδgαγ − gβγgαδ) ,
where Wαβγδ is the Weyl tensor and Pαβ the trace-free part of the Ricci tensor,
Pµν = Rµν − R
d
gµν .
This leads to the following rewriting of (IV.23)
Hb (X,S ) =
1
8(n− 2)pi limR→∞
∫
∂E(R)
{
XνZξ
(
W 0iνξ −W [0ρνξgi]ρ +
2R
n(n+ 1)
δ
[0
[νδ
i]
ξ] −
2R
n(n+ 1)
δ
[0
[νgξ]ρg
i]ρ
)
+X [0Zi]
(
R −Rρλgρλ
)
+ 2XνZ [0Ri]ν − 2ZνX [0Ri]ν + (ZνX [0gi]ρ −XνZ [0gi]ρ)Rνρ
− 2R
n(n+ 1)
(
X [νZi]δ0[λgν]ρ −X [νZ0]δi[λgν]ρ
)
gρλ − (n− 2)(gµ[0 − e−1gµ[0)∇µXi]}Ndσi . (IV.24)
Assuming that the background Weyl tensor falls-off sufficiently fast so that it does not contribute to the integrals (e.g.,
vanishes, when the background is a space-form such as the anti-de Sitter metric), and that both the energy-momentum
tensor of matter and e− 1 decay fast enough (cf. (III.41)), and setting
∆µν := gµν − gµν ,
we obtain
Hb (X,S ) =
1
8(n− 2)pi limR→∞
∫
∂E(R)
{
XνZξ
(
W 0iνξ −
2R
n(n+ 1)
δ
[0
[νgξ]ρ∆
i]ρ
)
−X [0Zi]Rρλ∆ρλ + (ZνX [0∆i]ρ −XνZ [0∆i]ρ)Rνρ
− 2R
n(n+ 1)
(
X [νZi]δ0[λgν]ρ −X [νZ0]δi[λgν]ρ
)
∆ρλ − (n− 2)∆µ[0∇µXi]
}
Ndσi . (IV.25)
where we have also used the hypothesis (III.31) that terms such as |X||Z|∆µν∆ρσ and |X||Z|gµν∆µν fall off fast
enough so that they give no contribution to the integral in the limit. With some further work one gets
Hb (X,S ) =
1
8(n− 2)pi limR→∞
∫
∂E(R)
{
XνZξW 0iνξ
+(n− 2)∆µ[0
[
R
n(n+ 1)
(
XµZ
i] − ZµXi]
)
−∇µXi]
]}
Ndσi . (IV.26)
To continue, we assume the Birmingham-Kottler form (B.1)-(B.3) of the background metric g. If X is the g-Killing
vector field ∂t then, writing momentarily Xν for gνµX
ν
∇σXνdxσ ⊗ dxν = ∇[σXν]dxσ ⊗ dxν = ∂[σXν]dxσ ⊗ dxν = ∂[σgν]0dxσ ⊗ dxν =
1
2
∂rg00dx
r ∧ dx0 = 1
2
∂rg00Θ
1 ∧Θ0 .
Using this one checks that all terms linear in ∆ in (IV.26) cancel out, leading to the elegant formulae
Hb (X,S ) =
1
8(n− 2)pi limR→∞
∫
∂E(R)
XνZξW 0iνξNdσi
=
1
16(n− 2)pi limR→∞
∫
∂E(R)
XνZξWαβνξ dSαβ , (IV.27)
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which, at this stage, hold for all X belonging to the (n+ 1)-dimensional family of Killing vectors of the anti-de Sitter
background which are normal to {t = 0}.
If X = ∂ϕ, then we have
∇σXνdxσ ⊗ dxν = ∇[σXν]dxσ ⊗ dxν = 1
2
∂σgνϕdx
σ ∧ dxν = 1
2
∂rgϕϕdr ∧ dϕ+
1
2
∂θgϕϕdθ ∧ dϕ
=
√
V sin θΘ
1 ∧Θ3 + cos θΘ2 ∧Θ3 ,
where we used the co-frame of the background metric (B.1) with the following co-basis
Θ
0
=
√
V dt , Θ
1
=
1√
V
dr , Θ
2
= rdθ , Θ
3
= r sin θdϕ . (IV.28)
Hence, in this co-frame one obtains
∇1ˆX3ˆ =
√
V sin θ = −∇3ˆX1ˆ , ∇2ˆX3ˆ = cos θ = −∇3ˆX2ˆ .
Therefore, the second term of the integrand in (IV.26) vanishes for r −→ ∞, since (keeping in mind that dS0ˆiˆ for
i 6= 1 gives zero contribution to the integrals)
R
n(n+ 1)
∆µ[0
(
XµZ
1] − ZµX1]
)
−∆µ[0∇µX1] = −λ
2
∆µˆ0ˆXµˆZ
1ˆ − 1
2
∆µˆ0ˆ∇µˆX 1ˆ
= −λ
2
∆3ˆ0ˆ X3ˆ︸︷︷︸
=(g3ˆ3ˆ+∆3ˆ3ˆ)X
3ˆ
Z 1ˆ − 1
2
∆3ˆ0ˆ∇3ˆX1ˆ =
(
−λ
2
· r
2
√
V
+
1
2
√
V
)
sin θ∆3ˆ0ˆ
r→∞−−−→ 0 .
Hence (IV.27) also holds for X = ∂ϕ. Since all Killing vectors of AdS space-time can be obtained as linear combinations
of images of these two vectors by isometries preserving {t = 0}, we conclude that (IV.27) holds for all Killing vectors
of the AdS metric.
Once this work was completed we have been informed that (IV.27) has already been observed in [25], following-up
on the pioneering definitions in [26, 27]. We note that our conditions for the equality in (IV.27) are quite weaker than
those in [25].
2. Λ = 0
We pass to the case Λ = 0. We will impose conditions which guarantee that all terms which are quadratic or higher
in gµν −gµν give zero contribution to the integrals in the limit R→∞. Without these assumptions the final formulae
become unreasonably long. Hence we assume (IV.16), (IV.17), (IV.19) and (IV.20).
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In the current context, the calculation (IV.5) is replaced by
λµνξ1...ξd+K−3X
νgλρδΓµγρ dx
ξ1 ∧ · · · ∧ dxξd+K−3 ∧ dxγ
=
(d+K − 3)!
(d− 3)!N ! bcfa1...ad−3A1...AKX
fgbeδΓcae dx
a1︸︷︷︸
∇hZa1dxh+n.c.=δa1h dxh+n.c.
∧ · · · ∧ dxAK ∧ dxa
+
(d+K − 3)!
(d− 2)!(N − 1)!λµνa1...ad−2A1...AK−1X
νgλρδΓµAρ dx
a1 ∧ · · · ∧ dxAK−1 ∧ dxA
=
(d+K − 3)!
(d− 3)!N !
[
∇h(bcfa1...ad−3A1...AKXfgbeδΓcae Za1)dxh ∧ dxa2 ∧ · · · ∧ dxAK ∧ dxa
−bcfa1...ad−3A1...AK ∇hXf︸ ︷︷ ︸
n.c.
gbeδΓcae Z
a1dxh ∧ dxa2 ∧ · · · ∧ dxAK ∧ dxa
−bcfa1...ad−3A1...AKXfgbeZa1∇hδΓcae dxh ∧ dxa2 ∧ · · · ∧ dxAK ∧ dxa + n.c.
]
+
(d+K − 3)!
(d− 2)!(N − 1)!
[
∇h(λµνa1...ad−2A1...AK−1XνgλρδΓµAρ Za1)dxh ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA
−λµνa1...ad−2A1...AK−1 ∇hXν︸ ︷︷ ︸
n.c.
gλρδΓµAρ Z
a1dxh ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA
−λµνa1...ad−2A1...AK−1XνgλρZa1∇hδΓµAρdxh ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA + n.c.
]
=
(d+K − 3)!
(d− 3)!N ! d(bcfa1...ad−3A1...AKX
fgbeδΓcae Z
a1dxa2 ∧ · · · ∧ dxAK ∧ dxa)
+
(d+K − 3)!
(d− 2)!(N − 1)!d(λµνa1...ad−2A1...AK−1X
νgλρδΓµAρ Z
a1dxh ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA)
− (d+K − 3)!
(d− 3)!N ! bcfa1...ad−3A1...AKX
fxa1gbeδRcead−1ad−2dx
ad−1 ∧ dxa2 ∧ · · · ∧ dxAK ∧ dxad−2
− (d+K − 3)!
2(d− 3)!N ! λµνa1...ad−2A1...AK−1X
νxa1gλρδRµρad−1Adx
ad−1 ∧ dxa2 ∧ · · · ∧ dxAK−1 ∧ dxA + n.c. .
As before, in the last equality we have used the fact that the first ∇h-terms in the first expression in each of the square
brackets can be replaced by ∇µ, because each form appearing in the first line above must already contain K-factors
of the KK differentials dxA, otherwise it will give zero contribution to the integral.
In addition to all the hypotheses so far we will also assume that the Riemann tensor decays at a rate o(r−βR):
Rαβγδ = o(r
−βR) , Rαβγδ = o(r
−βR) , (IV.29)
with βR chosen so that
terms |X||Z|o(r−α−βR) give no contribution to the integral in the limit R→∞. (IV.30)
All these conditions are satisfied by the five-dimensional Rasheed metrics, with α > 0 as close to one as one wishes,
β = 1 + α, βR = 3, with γ as large as desired.
In line with our previous notation, we will write Rαβγδ −Rαβγδ for the difference of Riemann tensors of the (d+K)-
dimensional metrics gµνdx
µdxν and gµνdx
µdxν , Rabcd − R
a
bcd for that of the d-dimensional metrics gabdx
adxb and
gabdx
adxb, RIJKL − R
I
JKL for the (n + K)-dimensional metrics gIJdx
IdxJ and gIJdx
IdxJ , and Rijk` − R
i
jk` for
that of the n-dimensional metrics gijdx
idxj and gijdx
idxj .
With the above hypotheses, the derivation of the key formula (IV.10) follows closely the remaining calculations in
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Section IV A, and leads to
Hb (X,S ) =
1
16(n− 2)pi limR→∞
{∫
∂E(R)
(
XaZb(R efab −R efab ) + 4Z [eXa]
(
Rfa −Rfa
)
−ZeXf (Rcc −Rcc)− 1n− 1[(n− 3)ZeXf (RbAbA −RbAbA) + 4Z [eXa](RfAaA −RfAaA)
+3(n− 2)XAZe(RfbbA −RfbbA)
])
dSef − (n− 2)
∫
∂E(R)
(
gµ[a − e−1gµ[a)∇µXb]dSab} . (IV.31)
For Rasheed solutions, or more generally for solutions which asymptote to the Rasheed backgrounds g given by (A.34)
with the usual decay o(r−(n−2)/2), with Tµν = o(r−3), one has (cf. (A.43)-(A.44)) R0λµν = 0, R
µˆ
4ˆαˆ4ˆ = O(r
−4),
Rµν = O(r
−4) and we obtain, for X = ∂µ and after passing to the limit R → ∞, an integrand which is formally
identical to that for metrics which are KK-asymptotically flat:
Hb (X,S ) =
1
16(n− 2)pi limR→∞
∫
S(R)×S1
XνZµRαβνµdSαβ =
1
8(n− 2)pi limR→∞
∫
S(R)×S1
XνxjR0iνjNdσi . (IV.32)
Some special cases, without necessarily assuming that g asymptotes to the Rasheed background, are of interest:
1. Suppose that Xµ = δµ0 , thus X has just a time component. Keeping in mind that Z
0 = 0 and ∂E(R) ⊂ {x0 = 0}
we have
Hb (∂0,S ) =
1
8(n− 2)pi limR→∞
{∫
∂E(R)
(
Zj
(
R 0i0j −R 0i0j
)
+
1
2
Zi
(
Rjj −R00 +Rjj −R00
)
−Zj (Rij −Rij)− 12(n− 1)[Zi(R0A0A −R0A0A)− 2Zj(RiAjA −RiAjA)]
)
dS0i
−(n− 2)
∫
∂E(R)
(
gµ[0 − e−1gµ[0)∇µXi]dS0i}
=
1
8(n− 2)pi limR→∞
{∫
∂E(R)
(
1
2
Zi
(
Rjj −Rjj
)
− Zj (R IiIj −R IiIj )
− 1
2(n− 1)
[
Zi(R0A0A −R0A0A)− 2Zj(RiAjA −RiAjA)
])
dS0i
−(n− 2)
∫
∂E(R)
(
gµ[0 − e−1gµ[0)∇µXi]dS0i} . (IV.33)
2. Suppose that XA = 0, thus X has only space-time components. Then
Hb (X,S ) =
1
16(n− 2)pi limR→∞
{∫
∂E(R)
(
XaZb(R efab −R efab ) + 4Z [eXa]
(
Rfa −Rfa
)
−ZeXf (Rcc −Rcc)− 1n− 1[(n− 3)ZeXf (RbAbA −RbAbA) + 4Z [eXa](RfAaA −RfAaA)]
)
dSef
−2(n− 2)
∫
∂E(R)
(
gµ[0 − e−1gµ[0)∇µXi]dS0i} . (IV.34)
We will see below that the first term in the right-hand side is related to the Komar integral. It is not clear
whether or not the remaining terms vanish in general. However, when X0 = 0, at t = 0 the third and fourth
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terms in the integrand in (IV.34) give a vanishing contribution so that the generators of space-translations read
Hb (X,S ) =
1
8(n− 2)pi limR→∞
{∫
∂E(R)
(
XiZk
(
R 0jik −R 0jik
)
+Z [iXj]
[
2
n− 1
(
R0AiA −R0AiA
)
+R0i −R0i
])
dS0j
−(n− 2)
∫
∂E(R)
(
gµ[0 − e−1gµ[0)∇µXi]dS0i} . (IV.35)
3. Suppose instead that Xa = 0, thus X has only components tangential to the Kaluza-Klein fibers. Then, again
at x0 = 0,
Hb (X,S ) = lim
R→∞
{
3
16(n− 1)pi
∫
∂E(R)
XAZe(R fbAb −R fbAb )dSef
− 1
8pi
∫
∂E(R)
(
gµ[0 − e−1gµ[0)∇µXi]dS0i} . (IV.36)
C. (n + K) + 1–decomposition
In a Cauchy-data context it is convenient to express the global charges explicitly in terms of Cauchy data. Here
one can use the Gauss-Codazzi-Mainardi embedding equations to reexpress our space-time-Riemann-tensor integrals
in terms of the Riemann tensor of the initial-data metric and of the extrinsic curvature tensor. For this we consider
Xµ = δµ0 and x
0 = 0, i.e., we consider (IV.33).
We start with the case of KK asymptotically flat initial data sets. Keeping in mind our convention that (xI) =
(xi, xA), we can replace RIJKL with the (n+K)-dimensional Riemann tensor, which we denote by R
I
JKL, by means
of the Gauss-Codazzi relation
RIJKL = R
I
JKL + o(r
−2α−2) . (IV.37)
Hence, from (IV.11) we obtain
p0 = − 1
8(n− 2)pi limR→∞
∫
S(R)
∫
TN
xj
(
Rij +
1
2(n− 1)R
k
kδ
i
j +
1
n− 1R
iA
jA
)
Ndσi . (IV.38)
We note that in the usual asymptotically flat case, K = 0, the last integral is not present. Further, Rkk becomes then
the Ricci scalar of the initial data metric, with Rkk = o(r
−2α−2) because of the scalar constraint equation, and hence
does not contribute to the integral. The above reproduces thus the well-known-by-now formula for the ADM mass in
terms of the Ricci tensor of the initial data metric [28–31] when the Ricci scalar decays fast enough, as we assumed
here.
We pass now to the case covered in Section IV B 1, namely K = 0 but Λ < 0, with the background metric g is as
in (B.1)-(B.3). Let kIJ be the extrinsic curvature tensor of the slices {x0 = const}. If we assume that kIJ satisfies
|k| :=
√
gIJgLMkILkJM = o(r
−n/2) , (IV.39)
from (IV.27) we obtain a formula first observed in [30]:
Hb (X,S ) = − 1
16(n− 2)pi limR→∞
∫
∂E(R)
X0Zj(Rij − R
n
δij)Ndσi , (IV.40)
where in (IV.40) we have assumed that X is a Killing vector of the anti-de Sitter background which is normal to the
hypersurface {t = 0}.
Finally, consider general configurations as in Section IV B 2. Under the hypothesis that
|k|2|Z||∂E(R)| →R→∞ 0 , (IV.41)
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from (IV.33) we find
Hb (∂0,S ) =
1
8(n− 2)pi limR→∞
{∫
∂E(R)
([
1
2
Zi
(
Rjj −Rjj
)
− Zj
(
Rij − R
i
j
)]
− 1
2(n− 1)
[
Zi
((
RAA −RAA
)− (RAA − RAA))− 2Zj ((Rij − Rij)− (Rikjk − Rikjk))
])
Ndσi
−(n− 2) lim
R→∞
∫
∂E(R)
(
gµ[0 − e−1gµ[0)∇µXi]Ndσi} . (IV.42)
V. KOMAR INTEGRALS
If Xα is a Killing vector field of both g and g, we have
XµRµbcd = ∇b∇cXd , and XµRµbcd = ∇b∇cXd . (V.1)
This allows us to express some of the integrals above as Komar-type integrals.
We start with the set-up of Section IV B 2; the KK-asymptotically flat case can be obtained directly from the
calculations here by setting Rαβγδ = 0. To make things clear: we assume (IV.16)-(IV.17), (IV.19)-(IV.20), together
with (IV.29)-(IV.30), and recall that all these hypotheses are satisfied under the corresponding hypotheses made in
the KK-asymptotically flat case.
The contribution from the first integrand in (IV.31) can be manipulated as [32]
lim
R→∞
∫
∂E(R)
XaZb
(
R efab −R efab
)
dSef
= lim
R→∞
∫
∂E(R)
[(
X
[f ;e]
;b −X [f‖e]‖b
)
Zb −XAZb
(
R efAb −R efAb
)]
dSef
= lim
R→∞
∫
∂E(R)
{
(n− 1)
(
X [e;f ] −X [e‖f ]
)
− 3
(
X [e;fZb]
)
;b
+ 3
(
X [e‖fZb]
)
‖b
+2
(
R
b[f
µb Z
e] −R b[fµb Ze]
)
XµdSef −XAZb
(
R efAb −R efAb
)}
dSef
= lim
R→∞
{
(n− 1)
∫
∂E(R)
(
X [α;β] −X [α‖β]
)
dSαβ +
∫
∂E(R)
[
2XµZe
(
Rfbbµ −Rfbbµ
)
−XAZb
(
R efAb −R efAb
) ]
dSef
}
, (V.2)
where the semicolon (;) denotes the covariant derivative of the metric g and the double bar (‖) denotes the covariant
derivative of the background metric g. Moreover, we used the Gauss’s theorem, e.g.
lim
R→∞
∫
∂E(R)
(
X [e‖fZb]
)
‖b
√
|det g| dΣef = lim
R→∞
∫
∂E(R)
(
X [e‖fZb]
)
‖b
√
|det g| dΣef = 0 . (V.3)
Hence, under the hypotheses used in the derivation of (IV.31), we can rewrite (IV.31) as
Hb (X,S ) =
1
16(n− 2)pi limR→∞
{∫
∂E(R)
(n− 1)
(
X [α;β] −X [α‖β]
)
dSαβ
+
∫
∂E(R)
(
2XµZe
(
Rfbbµ −Rfbbµ
)
−XAZb
(
R efAb −R efAb
)
+ 4Z [eXa]
(
Rfa −Rfa
)
−ZeXf (Rcc −Rcc)− 1n− 1[(n− 3)ZeXf (RbAbA −RbAbA) + 4Z [eXa] (RfAaA −RfAaA)
+3(n− 2)XAZe
(
RfbbA −RfbbA
) ])
dSef − (n− 2) lim
R→∞
∫
∂E(R)
(
gµ[a − e−1gµ[a)∇µXb]dSab} . (V.4)
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The first integrand is the difference of Komar integrands of g and g.
Specialising to the KK-asymptotically flat case for background-covariantly constant Killing vectors, this reads
pµX
µ
∞ =
1
16(n− 2)pi limR→∞
{
(n− 1)
∫
S(R)
∫
TN
Xα;βdSαβ
+
∫
S(R)
∫
TN
(
2XµxeRfbbµ −XAxbR efAb −
1
n− 1
[
(n− 3)xeXfRbAbA + 4x[eXa]RfAaA
+3(n− 2)XAxeRfbbA
])
dSef
}
. (V.5)
It appears thus that in general Komar-type integrals do not coincide with the Hamiltonian generators. This is
really the case, as can be seen for the Rasheed solutions. Using (A.33) one readily finds for X = ∂t, keeping in mind
that n = 3:
1
8pi
lim
R→∞
∫
S(R)
∫
S1
Xα;βdSαβ =
{
2pi
(
M + Σ√
3
)
, P = 0;
8piP
(
M + Σ√
3
)
, P 6= 0, (V.6)
which does neither coincide with p0, cf. (III.23), nor with the ADM mass of the space metric gijdx
idxj . Note that
the Komar integral of the space-time metric gabdx
adxb will equal M + Σ√
3
regardless of the value of P .
Next, for X = ∂4 we obtain
1
8pi
lim
R→∞
∫
S(R)
∫
S1
Xα;βdSαβ =
{
4piQ, P = 0;
16piPQ, P 6= 0, (V.7)
which is twice the Hamiltonian charge p4.
As a simple application of (V.6), suppose that there exists a Rasheed metric without a black hole region. Since the
divergence of the Komar integrand is zero, we obtain M = −Σ/√3. But this is precisely one of the parameter values
excluded in the Rasheed metrics, cf. (A.4) below. We conclude that the regular metrics in the Rasheed family must
be black-hole solutions.
For the case of metrics which asymptote to a maximally symmetric background g with Λ 6= 0, as in Section IV B 1,
the Komar integral resulting from (IV.27) reads
Hb (X,S ) =
1
16(n− 2)pi limR→∞
∫
∂E(R)
XνZξWαβνξ dSαβ
= lim
R→∞
{
n− 1
16(n− 2)pi
∫
∂E(R)
X [α;β]dSαβ − Λ
4(n− 2)(n− 1)npi
∫
∂E(R)
XαZβdSαβ
}
. (V.8)
VI. WITTEN’S POSITIVITY ARGUMENT
The Witten positive-energy argument [33, 34] (compare [35]) generalises in an obvious manner to KK-asymptotically
flat metrics. Assuming that the initial data hypersurface S is spin, we consider the Witten boundary integral W
defined as
W (φ∞) := lim
R→∞
∫
S(R)×TK
U idσi , (VI.1)
U I = 〈φ,DIφ+ γI/Dφ〉 , (VI.2)
where φ is a spinor field which asymptotes to a constant spinor φ∞ at an appropriate rate as one recedes to infinity
in the asymptotic end, and /D := γJDJ is the Dirac operator on S . (Note that the asymptotic spinors φ∞ might be
incompatible with the spin structure of S , in which case the argument below does of course not apply; compare [36–
38].) It is standard to show that in the natural spin frame we have
U I =
1
4
n+K∑
L=1
(∂LgIL − ∂IgLL)|φ∞|2 + o(r−2α−1) . (VI.3)
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Assuming positive and suitably decaying energy density on a maximal (i.e., gIJKIJ = 0) initial data hypersurface,
such that
S is metrically complete and either is boundaryless or has a trapped compact boundary, (VI.4)
the proof of existence of the desired solutions of the Witten equation /Dφ = 0 can be carried-out along lines identical
to the usual asymptotically flat case, cf. e.g. [39, 40]. Comparing with (III.19), we conclude that positivity of W is
equivalent to positivity of the Hamiltonian mass:
p0 ≥ 0 .
It should be emphasised that p0 does not necessarily coincide with the ADM mass of gIJdx
IdxJ .
The above argument required positivity of the scalar curvature of gIJdx
IdxJ . This is not needed if one replaces in
(VI.2) the usual spinor covariant derivative by
DI → DI + 1
2
KI
JγJγ0 . (VI.5)
The Witten quadratic form W becomes instead
lim
R→∞
∮
S(R)×TK
U idσi = 4pipµ〈φ∞, γµγ0φ∞〉 , (VI.6)
and is non-negative for all φ∞ when the dominant energy condition is assumed on initial data hypersurfaces as in
(VI.4). The positivity of W is equivalent to timelikeness of the (n+K + 1)-vector pµ. Equivalently,
p20 −
n∑
i=1
p2i ≥
n+K∑
A=n+1
p2A ≥ 0 . (VI.7)
The first inequality is saturated if and only if the initial data set can be isometrically embedded in R × Rn × TK
equipped with the flat Lorentzian metric (compare [41]).
As an example, consider the Rasheed metrics with P = 0. The corresponding domains of outer communications
have topology R × S1 × (R3 \ B(R)), where the R factor corresponds to the time variable, S1 is the Kaluza-Klein
factor, and the R3 \B(R) factor describes the space-topology of the black hole. It thus has the obvious spin structure
inherited from a flat R × S1 × R3, together with the obvious associated parallel spinors. Therefore the Witten-type
argument just described applies, leading to
M2 ≥ Q2 , (VI.8)
with the inequality strict for black-hole solutions. If we denote by MADM the ADM mass of the three-dimensional-space
part of the Rasheed metric, this can equivalently be rewritten as(
MADM +
Σ√
3
)2 ≥ Q2 , (VI.9)
compare [42].
Note that (VI.9) does not exclude the possibility of negative or vanishing MADM (compare [36, 43, 44]). We have
not attempted a systematic analysis of this issue, and only checked that all Rasheed solutions with a = 0 and M = 0
have naked singularities outside of the horizon.
VII. SUMMARY
In this work we have considered families of metrics asymptotic to various background metrics, and studied the
Hamiltonians associated with the flow of Killing vectors of the background. We have derived several new formulae for
these Hamiltonians, generalising previous work by allowing a cosmological constant, or non-standard backgrounds,
and allowing higher dimensions. In particular:
We have derived an ADM-type formula for Hamiltonians generating time translations for a wide class of background
metrics, cf. (III.39).
We have provided a formula for Hamiltonians generating translations for KK-asymptotically flat metrics in terms
of the space-time curvature tensor, Equation (IV.10).
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We have derived a formula for Hamiltonians associated with generators of all background Killing fields for asymp-
totically anti-de Sitter space-times in terms of the space-time curvature tensor, Equation (IV.27).
Equation (IV.31) provides a similar formula for a wide class of backgrounds with Λ = 0.
Equations (IV.40) and (IV.42) provide space-and-time decomposed versions of the last two Hamiltonians.
In Section V we have derived several Komar-type formulae for the Hamiltonians above for vector fields X which
are Killing vectors for both the background and the physical metric.
In Section VI we have pointed-out the consequences of a Witten-type positivity argument for KK-asymptotically
flat space-times: instead of proving positivity of the ADM energy, the argument provides an inequality involving the
Kaluza-Klein charges and the energy. An explicit version of the inequality has been established for KK-asymptotically
flat Rasheed metrics.
In addition to the above, we have carried-out a careful study of Rasheed metrics, Appendix A below, to obtain
a non-trivial family of metrics with singularity-free domains of outer communications to which our formulae apply.
We have pointed out the restrictions (A.20) and (A.22) on the parameters needed to guarantee absence of naked
singularities in the metric. We have shown that all metrics satisfying these conditions together with P = 0 have a
stably causal domain of outer communications, and we have given sufficient conditions for stable causality when P 6= 0
in (A.24). In Appendix A 3 we have pointed out that the Rasheed metrics with P 6= 0 are not KK-asymptotically flat,
and described their asymptotics. We have determined their global charges, which are significantly different according
to whether or not P vanishes.
Last but perhaps not least, (C.3) provides a useful identity, which we haven’t met in the literature, satisfied by the
Riemann tensor in any dimensions and generalising the usual double-dual identity valid in four dimensions.
Appendix A: An example: Rasheed’s solutions
D. Rasheed [45] has constructed a family of stationary axi-symmetric solutions of the five-dimensional vacuum
Einstein equations which take the form
ds2(5) =
B
A
(
dx4 + 2Aµdx
µ
)2
+
√
A
B
ds2(4) , (A.1)
where a, M , P , Q and Σ are real numbers satisfying
Q2
Σ+M
√
3
+ P
2
Σ−M√3 =
2Σ
3 , (A.2)
M2 + Σ2 − P 2 −Q2 6= 0 , (M + Σ/√3)2 −Q2 6= 0 , (M − Σ/√3)2 − P 2 6= 0 , (A.3)
M ± Σ√
3
6= 0 , F 2 :=
[
(M+Σ/
√
3)
2−Q2
][
(M−Σ/
√
3)
2−P 2
]
M2+Σ2−P 2−Q2 > 0 , (A.4)
and where
ds2(4) = −
G√
AB
(
dt+ ω0φdφ
)2
+
√
AB
∆
dr2 +
√
ABdθ2 +
∆
√
AB
G
sin2(θ)dφ2 , (A.5)
with
A =
(
r − Σ/
√
3
)2
− 2P
2Σ
Σ−M√3 + a
2 cos2(θ) +
2JPQ cos(θ)(
M + Σ/
√
3
)2 −Q2 ,
B =
(
r + Σ/
√
3
)2
− 2Q
2Σ
Σ +M
√
3
+ a2 cos2(θ)− 2JPQ cos(θ)(
M − Σ/√3)2 − P 2 ,
G = r2 − 2Mr + P 2 +Q2 − Σ2 + a2 cos2(θ) ,
∆ = r2 − 2Mr + P 2 +Q2 − Σ2 + a2 ,
ω0φ =
2J sin2(θ)
G
[r + E] ,
J2 = a2F 2 , (A.6)
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whereas E is given by
E = −M +
(
M2 + Σ2 − P 2 −Q2) (M + Σ/√3)(
M + Σ/
√
3
)2 −Q2 . (A.7)
The physical-space Maxwell potential is given by
2Aµdx
µ =
C
B
dt+
(
ω5φ +
C
B
ω0φ
)
dφ , (A.8)
where
C = 2Q
(
r − Σ/
√
3
)
− 2PJ cos(θ)
(
M + Σ/
√
3
)(
M − Σ/√3)2 − P 2 , (A.9)
ω5φ =
H
G
, (A.10)
and
H := 2P∆ cos(θ)− 2QJ sin
2(θ)
[
r
(
M − Σ/√3)+MΣ/√3 + Σ2 − P 2 −Q2][(
M + Σ/
√
3
)2 −Q2] . (A.11)
The Rasheed metrics (A.1) have been obtained by applying a solution-generating technique ([45], compare [46]) to
the Kerr metrics. This guarantees that these metrics solve the five-dimensional vacuum Einstein equations when the
constraint (A.3) is satisfied. As the procedure is somewhat involved, it appears useful to crosscheck the vanishing of
the Ricci tensor using computer algebra. We have been able to verify this in the P = 0 case with Sage (which required
a week-long computation on a personal computer), as well as for a set of samples for the parameters (M, a, P, Q, Σ)
in the P 6= 0 case with Mathematica. We have, however, not been able to do it for the full set of parameters.
Let us address the question of the global structure of the metrics above. We have
det g = −A2 sin2(θ) ,
which shows that the metrics are smooth and Lorentzian except possibly at the zeros of A, B, G, ∆, and sin(θ).
After a suitable periodicity of φ as in Section A 3 below has been imposed, regularity at the axes of rotation away
from the zeros of denominators follows from the factorisations(
∆
G
− 1
)
=
a2 sin2(θ)
a2 cos2(θ)− 2Mr + P 2 +Q2 + r2 − Σ2 , (A.12)
2Aφ − 2P ∆
G
cos(θ) =
sin2(θ)
G
(
H+ 2JC
B
[r + E]
)
, (A.13)
where
H := −2QJ
[
r
(
M − Σ/√3)+MΣ/√3 + Σ2 − P 2 −Q2][(
M + Σ/
√
3
)2 −Q2] . (A.14)
It will be seen below that, after restricting the parameter ranges as in (A.20) and (A.22), the location of Killing
horizons is determined by the zeros of ∣∣∣∣∣ gtt gtφ gt4gφt gφφ gφ4g4t g4φ g44
∣∣∣∣∣ = −∆ sin2(θ) , (A.15)
and thus by the real roots r+ ≥ r− of ∆, if any:
r± = M ±
√
M2 + Σ2 − P 2 −Q2 − a2 . (A.16)
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1. Zeros of the denominators
The norms
gtt =
W
AB
and g44 =
B
A
,
of the Killing vectors ∂t and ∂4 are geometric invariants, where W = −GA+C2. So zeros of A and of AB correspond
to singularities in the five-dimensional geometry except if
1. a zero of A is a joint zero of A, B and W , or if
2. a zero of B which is not a zero of A is also a zero of W .
Setting
A := 2JPQ
a2
((
M + Σ/
√
3
)2 −Q2) , (A.17)
one checks that if {
2P 2Σ
Σ−M√3 − a2(1− |A|) = 0, when |A| > 2 or
2P 2Σ
Σ−M√3 +
a2A2
4 = 0, when |A| ≤ 2 ,
(A.18)
then A vanishes exactly at one point. Otherwise the set of zeros of A forms a curve in the (r, θ) plane. Let θ 7→ r+A(θ)
denote the curve, say γ, corresponding to the set of largest zeros of A.
Note that W and A are polynomials in r, with A of second order. If W/A is smooth, the remainder of the polynomial
division of W by r − r+A must vanish on the part of γ that lies outside the horizon. One can calculate this remainder
with Mathematica, obtaining a function of θ which vanishes at most at isolated points, if at all. It follows that the
division of W by A is singular on the closure of the domain of outer communications (d.o.c.), i.e. the region {r ≥ r+},
if A has zeros there, except perhaps when (A.18) holds.
One can likewise exclude a joint zero of W and B in the closure of the d.o.c. without a zero of A, except possibly
for the case where this zero is isolated for B as well, which happens if{
2Q2Σ
Σ+M
√
3
− a2(1− |B|) = 0, if |B| > 2 or
2Q2Σ
Σ+M
√
3
+ a
2B2
4 = 0, if |B| ≤ 2 .
(A.19)
See [47] for a more detailed analysis of the borderline cases.
Summarising: a necessary condition for a black hole without obvious singularities in the closure of the domain of
outer communications is that all zeros of A lie under the outermost Killing horizon r = r+. One finds that this will
be the case if and only if
|A| > 2 and

2P 2Σ
Σ−M√3 − a2(1− |A|) < 0, or
M +
√
M2 + Σ2 − P 2 −Q2 − a2 > Σ3 +
√
2P 2Σ
Σ−M√3 − a2(1− |A|),
or
|A| ≤ 2 and

2P 2Σ
Σ−M√3 +
a2A2
4 < 0, or
M +
√
M2 + Σ2 − P 2 −Q2 − a2 > Σ3 +
√
2P 2Σ
Σ−M√3 +
a2A2
4 ,
(A.20)
except perhaps when (A.18) holds.
An identical argument applies to the zeros of B, with the zeros of B lying on a curve unless (A.19) holds. Ignoring
this last case, the zeros of B need similarly be hidden behind the outermost Killing horizon. Setting
B := − 2JPQ
a2
((
M − Σ/√3)2 − P 2) , (A.21)
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one finds that this will be the case if and only if
|B| > 2 and

2Q2Σ
Σ+M
√
3
− a2(1− |B|) < 0, or
M +
√
M2 + Σ2 − P 2 −Q2 − a2 > −Σ3 +
√
2Q2Σ
Σ+M
√
3
− a2(1− |B|),
or
|B| ≤ 2 and

2Q2Σ
Σ+M
√
3
+ a
2B2
4 < 0, or
M +
√
M2 + Σ2 − P 2 −Q2 − a2 > −Σ3 +
√
2Q2Σ
Σ+M
√
3
+ a
2B2
4 ,
(A.22)
except perhaps when (A.19) holds.
While the above guarantees lack of obvious singularities in the domain of outer communications {r > r+} (d.o.c.),
there could still be causality violations there. Ideally the d.o.c. should be globally hyperbolic, a question which we
have not attempted to address. Barring global hyperbolicity, a decent d.o.c. should at least admit a time function,
and the function t provides an obvious candidate. In order to study the issue we note the identity
g00 =
4J2[r + E]2 sin2(θ)−AB∆
A∆G
. (A.23)
A Mathematica calculation shows that the numerator factorises through G, so that g00 extends smoothly through
the ergosphere. When P = 0 one can verify that g00 is negative on the d.o.c. For P 6= 0 one can find open sets of
parameters which guarantee that g00 is strictly negative for r > r+ when A and B have no zeros there. An example
is given by the condition
r+ ≥ EM + q
M + E
, (A.24)
which is sufficient but not necessary, where q := P 2 +Q2 − Σ2 + a2. We hope to return to the question of causality
violations in the future.
In Figure 1 we show the locations of the zeros of A and B for some specific sets of parameters satisfying, or violating,
the conditions above.
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FIG. 1. Two sample plots for the location of the ergosurface (zeros of G), the outer and inner Killing horizons (zeros of ∆), and
the zeros of A ,B. Left plot: M = 8, a = 33
10
, Q = 8
5
, Σ = − 23
5
, P = − 1
5
√
2(4105960
√
3+2770943)
12813
≈ −7.86, with zeros of A and B
under both horizons, consistently with (A.20) and (A.22). Right plot: M = 1, a = 1, Q = 0, Σ =
√
6, P =
√
4− 2√2 ≈ 1.08;
here (A.20) is violated, while the zeros of B occur at negative r.
Another potential source of singularities of the metric (A.1) could be the zeros of G. It turns out that there are
irrelevant, which can be seen as follows: The relevant metric coefficient is gφφ, which reads
gφφ =
B
A
(
ω5φ +
C
B
ω0φ
)2
+
√
A
B
(
− G√
AB
(
ω0φ
)2
+
∆
√
AB
G
sin2 θ
)
. (A.25)
Taking into account a G−1 factor in ω0φ, it follows that gφφ can be written as a fraction (. . .)/ABG2. A Mathematica
calculation shows that the denominator (. . .) factorises through AG2, which shows indeed that the zeros of G are
innocuous for the problem at hand.
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Let us write ds2(4) as
(4)gabdx
adxb. The factorisation just described works for gφφ but does not work for
(4)gφφ.
From what has been said we see that the quotient metric (4)gabdx
adxb is always singular in the d.o.c., a fact which
seems to have been ignored, and unnoticed, in the literature so far.
2. Regularity at the outer Killing horizon H+
The location of the outer Killing horizon H+ of the Killing field
k = ∂t + Ωφ∂φ + Ω4∂x4 , (A.26)
is given by the larger root r+ of ∆, cf. (A.16). The condition that H+ is a Killing horizon for k is that the pullback
of gµνk
ν to H+ vanishes. This, together with
∆|H+ = 0 , G|H+ = −a2 sin2(θ) , (A.27)
yields
Ωφ = − 1
ω0φ
∣∣∣
H+
=
a2
2J
(r+ + E)
−1 ,
Ω4 = −2(Atω
0
φ −Aφ)
ω0φ
∣∣∣
H+
=
Q
(−3Mr+ −√3MΣ + 3P 2 + 3Q2 +√3rΣ− 3Σ2)
(E + r+)
(
3M2 + 2
√
3MΣ− 3Q2 + Σ2) . (A.28)
After the coordinate transformation
φ¯ = φ− Ωφ dt , x¯4 = x4 − Ω4 dt , (A.29)
the metric (A.1) becomes
g = gS +
dr2
∆
+ ∆Udt2 , (A.30)
where gS is a smooth (0, 2)-tensor, with U := gtt/∆ extending smoothly across ∆ = 0. Introducing a new time
coordinate by
τ = t− σ ln(r − r+) ⇒ dτ = dt− σ
r − r+ dr , (A.31)
where σ is a constant to be determined, (A.30) takes the form
g = gS + ∆U
(
dτ +
σ
r − r+ dr
)2
+
dr2
∆
= gS + ∆Udτ
2 +
2∆Uσ
r − r+ dτdr +
(
1
∆
+
∆Uσ2
(r − r+)2
)
dr2
= gS + ∆Udτ
2 +
2∆Uσ
r − r+ dτdr +
(r − r+)2 + ∆2σ2U
∆(r − r+)2︸ ︷︷ ︸
V
dr2 . (A.32)
In order to obtain a smooth metric in the domain of outer communication the constant σ has to be chosen so that the
numerator of V has a triple-zero at r = r+. A Mathematica computation gives an explicit formula for the desired
constant σ, which is too lengthy to be explicitly presented here. This establishes smooth extendibility of the metric
in suitable coordinates across r = r+.
3. Asymptotic behaviour
When P = 0 the Rasheed metrics satisfy the KK-asymptotic flatness conditions. This can be seen by introducing
manifestly-asymptotically-flat coordinates (t, x, y, z) in the usual way. With some work one finds that the metric takes
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the form 
2M
r +
2Σ√
3r
− 1 0 0 0 2Qr
0 2Mx
2
r3 − 2Σ√3r + 1
2Mxy
r3
2Mxz
r3 0
0 2Mxyr3
2My2
r3 − 2Σ√3r + 1
2Myz
r3 0
0 2Mxzr3
2Myz
r3
2Mz2
r3 − 2Σ√3r + 1 0
2Q
r 0 0 0
4Σ√
3r
+ 1
+O(r
−2) . (A.33)
It turns out that when P 6= 0, the Rasheed metrics do not satisfy the KK-asymptotic flatness requirements
anymore: Indeed, the phase space decomposes into sectors, labelled by P ∈ R, in which the metrics g asymptote to
the background metric
g :=
(
dx4 + 2P cos(θ)dϕ
)2 − dt2 + dr2 + r2dθ2 + r2 sin2(θ)dϕ2 . (A.34)
The metrics (A.1) and (A.34) are singular at sin(θ) = 0. This can be resolved by replacing x4 by x4, respectively
by x˜4, on the following coordinate patches:{
x4 := x4 + 2Pϕ , θ ∈ [0, pi) ,
x˜4 := x4 − 2Pϕ , θ ∈ (0, pi] . (A.35)
Indeed, the one-form
dx4 + 2P cos(θ)dϕ = dx4 + 2P (cos(θ)− 1)dϕ = dx4 − 2P
r(r + z)
(xdy − ydx)
is smooth for r > 0 on {θ ∈ [0, pi)}. Similarly the one-form
dx4 + 2P cos(θ)dϕ = dx˜4 + 2P (cos(θ) + 1)dϕ = dx˜4 +
2P
r(r − z) (xdy − ydx)
is smooth on {θ ∈ (0, pi] , r > 0}. Smoothness of both g and g in the d.o.c., under the constraints discussed above,
readily follows.
We note the relation
x4 = x˜4 + 4Pϕ , (A.36)
which implies a smooth geometry with periodic coordinates x4 and x˜4 if and only if
both x4 and x˜4 are periodic with period 8Ppi. (A.37)
From this perspective x4 is not a coordinate anymore: instead the basic coordinates are x4 for θ ∈ [0, pi) and x˜4 for
θ ∈ (0, pi], with dx4 (but not x4) well defined away from the axes of rotation {sin(θ) = 0} as
dx4 =
{
dx4 − 2Pdϕ , θ ∈ [0, pi) ,
dx˜4 + 2Pdϕ , θ ∈ (0, pi] . (A.38)
a. Curvature of the asymptotic background
We continue with a calculation of the curvature tensor of the asymptotic background. It is convenient to work in
the coframe
Θ
0ˆ
= dt , Θ
1ˆ
= dx , Θ
2ˆ
= dy , Θ
3ˆ
= dz , Θ
4ˆ
= dx4 + 2P cos(θ)dϕ , (A.39)
which is manifestly smooth after replacing dx4 as in (A.38). Using
dΘ
4ˆ
= −2P sin(θ) dθ ∧ dϕ = −2P x
i
r3
∂ic(dx ∧ dy ∧ dz) = − P
r3
˚iˆjˆkˆx
iˆdxjˆ ∧ dxkˆ , (A.40)
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where ˚iˆjˆkˆ ∈ {0,±1} denotes the usual epsilon symbol, one finds the following non-vanishing connection coefficients
ω4ˆ iˆ =
P
r3
˚iˆjˆkˆx
jˆΘ
kˆ
, ωiˆ jˆ =
P
r3
˚iˆjˆkˆx
kˆΘ
4ˆ
, (A.41)
where xiˆ ≡ xi. This leads to the following curvature forms
Ωiˆ jˆ =
P
r3
˚iˆjˆkˆ
(
− 3
r2
xkˆx
ˆ`
+ δkˆˆ`
)
Θ
ˆ`∧Θ4ˆ − 2P
2
r6
˚iˆmˆ(kˆjˆ)nˆˆ`x
mˆxnˆΘ
kˆ ∧Θˆ` ,
Ω
4ˆ
iˆ =
P
r3
˚iˆjˆkˆ
(
− 3
r2
xjˆx
ˆ`
+ δjˆˆ`
)
Θ
ˆ`∧Θkˆ + P
2
r6
˚kˆmˆjˆ ˚kˆiˆˆ`x
mˆx
ˆ`
Θ
jˆ ∧Θ4ˆ , (A.42)
hence the following non-vanishing curvature tensor components
Riˆ
jˆkˆ4ˆ
=
P
r3
˚iˆjˆ ˆ`
(
− 3
r2
x
ˆ`
xkˆ + δ
ˆ`
kˆ
)
,
R4ˆ
iˆjˆ4ˆ
=
P 2
r6
˚kˆmˆjˆ ˚kˆiˆˆ`x
mˆx
ˆ`
, R
iˆjˆkˆ ˆ`
= −2P
2
r6
(˚iˆjˆnˆ˚kˆ ˆ`mˆ + ˚iˆmˆ[kˆ ˚ˆ`]jˆnˆ)x
mˆxnˆ . (A.43)
The non-vanishing components of the Ricci tensor read
R
iˆjˆ
= −2P
2
r6
˚kˆmˆiˆ˚kˆnˆjˆx
mˆxnˆ , R
4ˆ4ˆ
= −P
2
r6
˚kˆmˆiˆ˚kˆiˆˆ`x
mˆx
ˆ`
. (A.44)
Subsequently the Ricci scalar is R = −2P 2/r4.
4. Global charges: a summary
For ease of future reference we summarise the global charges of the Rasheed metrics: Let pµ be the Hamiltonian
momentum of the level sets of t, and let pµ,ADM be the ADM four-momentum of the space-metric gijdx
idxj . Then:
pi,ADM = pi = 0 , p0,ADM = M − Σ√
3
, p0 =
{
2piM, P = 0;
4piPM, P 6= 0, p4 =
{
2piQ, P = 0;
8piPQ, P 6= 0. (A.45)
The Komar integrals associated with X = ∂t are
1
8pi
lim
R→∞
∫
S(R)
∫
S1
Xα;βdSαβ =
{
2pi
(
M + Σ√
3
)
, P = 0;
8piP
(
M + Σ√
3
)
, P 6= 0, (A.46)
The Komar integrals associated with X = ∂4 are
1
8pi
lim
R→∞
∫
S(R)
∫
S1
Xα;βdSαβ =
{
4piQ, P = 0;
16piPQ, P 6= 0. (A.47)
Appendix B: The vector field Z
Let
Z = r∂r .
We wish to calculate ∇µZν for the Kottler metrics and the Rasheed metrics.
Let, first, g be the (n+ 1)-dimensional anti-de Sitter (Kottler) metric,
g = −V dt2 + V −1dr2 + r2h , (B.1)
with
V = λr2 + κ , (B.2)
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where κ ∈ {0,±1} is a constant,
λ = − 2Λ
n(n− 1) , (B.3)
and where h is an (r-independent) Einstein metric on an (n − 1)-dimensional compact manifold K , with scalar
curvature (n− 1)(n− 2)κ. It holds that (cf., e.g., [48])
R = −n(n+ 1)λ . (B.4)
Further,
∇(µZν)dxµ ⊗ dxν = 1
2
LZg =
1
2
(Zα∂αgµν + ∂µZ
αgαν + ∂νZ
αgαµ)dx
µdxν
=
1
2
(
r
(
∂r(−V )dt2 + ∂r(V −1)dr2 + ∂r(r2)dΩ
)
+ 2V −1dr2
)
=
1
2
(
r∂rV
V
(−V dt2) + (2− rV −1∂rV )V −1dr2 + 2r2dΩ2
)
, (B.5)
∇[µZν]dxµ ⊗ dxν = ∂[µZν]dxµ ⊗ dxν = 0 . (B.6)
Adding, we find
∇µZν dxµ ⊗ dxν = g mod (δtµ, δrµ) , (B.7)
which gives (IV.17).
Next, for the Rasheed background metrics (A.34) one finds
LZg = 2(dr
2 + r2dΩ2) , d(gαβZ
αdxβ) = d(rdr) = 0 , (B.8)
and (IV.17) without the o(r−γ) term readily follows.
Appendix C: An identity for the Riemann tensor
We write δαβγδ for δ
[α
γ δ
β]
δ ≡ 12 (δαγ δβδ − δβγ δαδ ), etc.
For completeness we prove the following identity satisfied by the Riemann tensor, which is valid in any dimension,
is clear in dimensions two and three, implies the double-dual identity for the Weyl tensor in dimension four, and is
probably well known in higher dimensions as well:
δαβγδµνρσR
ρσ
γδ =
1
3!
(
Rαβµν + δ
αβ
µνR− 4δ[α[µRβ]ν]
)
. (C.1)
The above holds for any tensor field satisfying
Rαβγδ = −Rβαγδ = Rβαδγ . (C.2)
To prove (C.1) one can calculate as follows:
4! δαβγδµνρσR
ρσ
γδ = 2
[
δαµ
(
δβν δ
γ
ρ δ
δ
σ − δβρ δγν δδσ + δβσδγν δδρ
)
−δαν
(
δβµδ
γ
ρ δ
δ
σ − δβρ δγµδδσ + δβσδγµδδρ
)
+δαρ
(
δβµδ
γ
ν δ
δ
σ − δβν δγµδδσ + δβσδγµδδν
)
−δασ
(
δβµδ
γ
ν δ
δ
ρ − δβν δγµδδρ + δβρ δγµδδν
) ]
Rρσγδ
= 2
(
2δαβµν δ
γ
ρ δ
δ
σ − 4δαγµν δβδρσ + 4δβγµν δαδρσ + 2δαρ δβσδγµδδν
)
Rρσγδ
= 4
(
δαβµνR
γδ
γδ − 2δαγµνRβσγσ + 2δβγµνRασγσ +Rαβµν
)
= 4
(
Rαβµν + δ
αβ
µνR
γδ
γδ − 4δ[α[µRβ]γν]γ
)
. (C.3)
If the sums are over all indices we obtain (C.1). The reader is warned, however, that in some of our calculations the
sums will be only over a subset of all possible indices, in which case the last equation remains valid but the last two
terms in (C.3) cannot be replaced by the Ricci scalar and the Ricci tensor.
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