A system of writer recognition using neural networks is described in this paper. The system is text independent and can be used for both identification and verification purposes. It consists of 20 multi-layer perceptrons as many, as the population of writers of the test. The letters used for training and testing were part of the Greek alphabet and were non-correlated. The system was tested on a total number of 5000 letters coming from the 20 writers. Error rates as low as 0.5% were achieved on test sets with more than 30 letters per set, in identification testing. In the verification testing the mean error was 1.2% on test sets with more than 15 letters per set. The response delay of the system was negligible (0.4 seconds on a conventional PC).
INTRODUCTION
This paper deals with the problem of writer recognition. In order to face this problem several techniques from the pattern recognition and image processing fields such as Similarity measures, Distance measures, hidden Markov Models , etc, have been proposed. Most of them require large databases and timeconsuming operations. Our approach was to use neural networks because they have been widely used in similar problems giving satisfying results while their response is substantially faster. So we came to employ a feed forward neural network with a multi-layer perceptron (MLP) structure. This network was trained on each writer included in the system separately using a writer-dependent reference database that was constructed from a reference writing sample of each writer. This approach can be considered as an extension of previous work in the speaker recognition task [I] .
SYSTEM PRESENTATION
The operations of the system are shown in the block diagram of Figure 1 . Every writer in order to become a member of the system must deliver a reference writing sample, which contains at least five occurrences of each one of the characters included in the character set. Two character sets are included in the system: The 24 uppercase Greek letters and the 24 lowercase Greek letters. These characters are used to train the writer member MLP. In order to test the system a test sample from a writer and his identity must be provided to the system for the verification process. In this case only the network of this writer is activated. In the identification where the identity of the writer is unknown all the networks are activated.
PREPROCESSING
For the construction of the data base with the writing samples of the 20 writers included in the system we used 80 A4 size manuscripts collected from all the member writers. The samples were non-correlated Greek characters. From the 80 A4 size manuscripts, 40 were used for the training procedure and 40 for the test procedure. The sheets with handwritten specimens were scanned at 300 dpi resolution, with 8 bits to produce one file per page. An automatic segmentation module is used to extract the characters either from image blocks or from the continuous text.The isolated characters are stored as 32x32 binary patterns after the resizing procedure. Thus each pattern gives a 1024 dimensional vector. The size of the database at the end of the procedure was 8000 patterns. After the preprocessing we applied feature extraction to the patterns in order to extract the useful information and at the same time to reduce the dimension of the input vector of the 
CLASSIFICATION
For each writer we trained a simple feed forward MLP. After several experiments we came to a three layer network with a size of 32x32~1 (32 input nodes, 32 hidden nodes, 1 output node). A fast version of the Back Propagation algorithm was used for the training process [6] . In this process each network was trained with 640 patterns, 160 of which belonged to the corresponding writer and the remaining 480 to other writers. The criterion for the net to stop training, was to learn 100% from the training patterns. Figure 2 shows the results of the training process in a graph giving the identification rate of the system as function of the training repetitions. Figure 3 shows the identification rate of the system on test sets as function of the training repetitions.
EXPERIMENTAL RESULTS
In order to test the performance of the system in both identification and verification processes we used 40 A4 size manuscripts that produced the test database. Then, we constructed test sets varying in size from 5 to 100 patterns in order to examine the system in different ranges.
The identification results are shown in figure 4 as function of the test set size. The maximum error rate observed was 10.5% for test sets consisting of 5-10 patterns, the minimum error rate was 0.5% for test sets consisting of 50-80 patterns. The mean error rate was 3.5%.
For verification we used as threshold the mean rejection rate R of the characters of the test set. Table 1 show the obtained verification error rates versus R where the smallest mean error is achieved for R=50%. The obtained mean response time was 0.4 seconds in verification tests on a 486-40MHz Personal Computer.
CONCLUSION
A writer recognition system based on neural networks was presented.
The results obtained have shown that the use of neural networks in the task of writer recognition reduces significantly the error rate and the response time of the system. 
