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Abstract. Focusing on personal information disclosure, we apply con-
trol theory and the notion of the Order of Control to study people’s
understanding of the implications of information disclosure and their
tendency to consent to disclosure. We analyzed the relevant literature
and conducted a preliminary online study (N = 220) to explore the
relationship between the Order of Control and perceived control over
personal information. Our analysis of existing research suggests that the
notion of the Order of Control can help us understand people’s decisions
regarding the control over their personal information. We discuss limita-
tions and future directions for research regarding the application of the
idea of the Order of Control to online privacy.
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1 Introduction
The desire to control the important aspects of our lives is common, and it may
be rooted in nature [16]. In this paper, we address one aspect that is becom-
ing increasingly important, namely online privacy regarding the disclosure of
personal information.
People’s ability to decide which information concerning themselves others
should have, and which they should not, is key to the major approach in privacy
research that defines “privacy” as control over information (e.g., [20, 23, 30, 32]).
A major challenge in this approach is the question whether and how control
can be achieved. This is a crucial point in the critique raised by alternative
approaches to privacy, such as the theory of “contextual integrity”, originating
in Nissenbaum (2004) [22].
“Privacy as control” arises in jurisprudence and ethical philosophy, and, with
the technological developments, is more relevant than ever. To overcome the
issues related to controllability of information, new tools defining and opera-
tionalizing control have been developed, making their way into the legislation.
For instance, the traditional triad of information security goals (confidentiality,
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integrity and availability) was expanded to include three additional goals, spe-
cific to privacy protection: unlinkability, transparency and intervenability [9].
This privacy protection triad was intended to address the needs of individuals
and society at large. It was originally proposed to form the paradigm of “linkage
control” [10], where each of the goals describes an information control relation-
ship between the people (users, data subjects) and data controllers (entities de-
ciding on the purposes and means of personal data processing [7]). Particularly
relevant to personal information control are transparency and intervenability.
The former states the need for clear descriptions of the intended processing, so
people can understand what will be done with the data. The latter goal calls for
the ability to intervene in the data processing to allow erasure of data, revision
of processing, etc., and to physically exercise control over what may be, can be,
and is happening with the data. These two goals are relevant for both the data
subjects and the data controllers/processors. Privacy protection through control
over personal information is now implemented in legislation, such as the EU’s
General Data Protection Regulation [7], which is also applied extraterritorially3.
One of the cornerstones of the discussions of the personal information con-
trol in law is the data subject’s ability to give and revoke their consent to the
data processing. A person’s decision to grant consent to access or distribute
certain information can be considered a control action, performed by the per-
son to achieve a desired level of exposure of the information. These decisions
are informed by the data subjects’ perceptions regarding the possible implica-
tions from revealing this information. In particular, a person needs to consider
whether having knowledge of some information (perhaps in combination with
additional data) allows others to infer other information that the person did not
explicitly reveal. Users’ perceptions of control are a major determinant of their
behavior. Perceived control is linked to privacy concerns (e.g., [19]), and it can
elicit risk-compensation in privacy-related scenarios [1, 4, 14, 15].
Control theory deals with the formal study of phenomena related to the
control of systems and processes. In the previous article, we argued that the
framework of control theory can be useful for the analysis of personal informa-
tion control [24]. The closed-loop (feedback) control model can serve to describe
and achieve privacy protection goals. Control actions, informed by the feedback
mechanism, would represent the data processing interventions, informed through
ex-ante and ex-post transparency. The informative feedback can provide ex-post
transparency to the data subjects, while predictive feedback (or somewhat more
peculiar, a feedforward loop) can deliver ex-ante transparency (in line with the
discussions on transparency-enhancing technologies [21]). In our previous work
(Shulman and Meyer [24]), we presented the conceptual control theoretic analy-
sis of privacy, expressed through personal information disclosure. The conceptual
controlled system included: (1) a person performing actions; (2) a process de-
pending, in part, on these actions; (3) disclosure of personal information as a
controlled output; and (4) an evaluation of disclosure. Our analysis emphasized
the importance of the control properties of the systems and processes, and their
3 According to the American Bar Association: http://tiny.cc/sf74gz
Order of Control and Perceived Control over Personal Information 3
effects on user behavior. One of the relevant properties is the Order of Control.
This paper presents an analysis of phenomena related to the Order of Control,
aiming to assess how it might affect the users’ perceptions of control over the
disclosure of personal information.
2 Order of Control for Personal Information
In this work, we rely on, and further develop the ideas first presented in Shulman
and Meyer [24]. We focus on the person (i.e., the data subject), interacting
with a process (e.g., using a mobile app, browsing for information, setting up a
device, etc.) through some control actions (e.g., pressing buttons) and receiving
some feedback on the outcomes of the process (Fig. 1). The process holder can
be another individual or a legal entity who is responsible for the development
and/or support of the process or may have administrative access to the process.
Personal information is transferred from the person to the process during the
interaction. Subsequently, this personal information may be known to the process
holder, who assumes the role of the data controller/processor. Ideally, people
should have control over their personal information, up to the point where they
should be able to have information erased, should they so desire. The GDPR,
for instance, mandates the ability of a data subject to give and revoke their
consent and fulfil the deletion requests, partly or fully, regarding their personal
information [7].
Personal
information
ACTIONS
FEEDBACK
PERSON PROCESS
Fig. 1. Order of Control as a characteristic of the process affecting the individual’s
perception of control
In our model, the acts of divulging and deleting personal information con-
stitute control of disclosure, relating to the mechanisms of granular consent,
specified by the data protection legislation (i.e., the GDPR). The normative
properties of the process (interacting with technology) may affect the person’s
attitudes and behavior. Specifically, the Order of Control may affect the individ-
ual’s perception of control, whereby the information about the order itself can
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be part of the informative feedback the person receives. The Order of Control
may serve as a measure of transparency and as a description of the interven-
ability for the data subjects, affecting the individuals’ perception of their ability
or agency over their personal information. Additionally, the Order of Control
may be applied to analyze privacy protection risks from the standpoint of data
controllers or regulators, but in this paper we focus on the individuals’, i.e. data
subjects’, point of view.
In control theory, the Order of Control is usually defined as the highest order
of a differential equation that describes a controlled element. Thus, the Order
of Control refers to a dynamic relation between the behavior of the controlled
element and the control action, and describes how the input generates the out-
put throughout the control system. This relation may be linear or non-linear,
depending on whether the output can be expressed as a linear transformation
of the input. The higher the Order of Control, the more difficult it is to control
a process, and the more skill is required from the human controller. Thus, the
Order of Control of a system or a process defines how much learning will be
required from an individual to control it efficiently.
The Order of Control is a fundamental property of the control of a process.
We assume that people’s own perception of their control over the process should
be affected by it. Clearly, the meaning of the Order of Control in the context
of privacy differs from the meaning in the context of actual dynamic systems.
As we operationalize privacy as personal information disclosure, the most promi-
nent difference is that the Order of Control is a property of the information being
disclosed or revealed, together with the processing of this information. We trans-
late the concept of the Order of Control to the domain of personal information
disclosure (Table 1) and illustrate it with examples below.
For a system that requests users’ data to deliver its functions:
– Order 0 corresponds to a situation, when a user is asked to disclose a mean-
ingful and complete piece of their personal information, an item (e.g., sexual
orientation, some health fact, etc.).
– Order 1 corresponds to a request for constituents of personal information
(e.g., calendar events), accumulation of which over time may allow to ex-
tract a meaningful and complete piece of personal information. For example,
from calendar events, such as meetings with other individuals or doctor’s ap-
pointments, marked in the calendars, a system can draw conclusions about
an individual’s sexual orientation or health status.
– Order 2 corresponds to allowing access to data (e.g., third-party databases,
location tracking, etc.) that, when aggregated, may allow to infer a mean-
ingful and complete piece of personal information. For example, a record of
locations with timestamps juxtaposed with the data and records of other
residents of the area, customers of local businesses, doctors, etc., allows to
infer the meetings and appointments, and reveal the sexual orientation and
medical diagnoses.
– Order 3 and higher may describe, for example, access to the metadata and
data of an even higher granularity and lower abstraction level.
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Table 1. Order of Control for personal information disclosure.
Order of Example from Example for Personal
Control Manual Control Information Disclosure
0 Position (displacement). Disclosing a meaningful and complete
Control of position item of personal information – a fact.
1 Position over time. Disclosing {pieces of personal information,
Control of speed – accumulation of which over time,
1st derivative of position may allow to learn} the fact.
2 Speed over time. Divulging [data, aggregation of which over time,
Control of acceleration – may allow to infer {the pieces of personal
2nd derivative of position information, accumulation of which over time,
may allow to learn}] the fact.
3+ Jerk, jounce, “crackle Divulging 〈higher granularity data, collection
and pop”, etc. of which over time, may allow to construct
[data, aggregation of which over time,
may allow to infer {pieces of personal
information, accumulation of which over time,
may allow to learn}]〉 the fact
An important question that follows is how the Order of Control relates to the
users’ perceived control over their personal information disclosure in interactions
with online systems. We conjecture that users’ perceptions of control over the
process (personal information disclosure) and over their personal information
are inversely related to the Order of Control of the controlled process (personal
information disclosure) and that of the information. In other words, the higher
the Order of Control, the lower the perceived control over personal information.
3 Analysis of Literature on Perceptions of Control
It is possible to analyze the existing literature to gain some insights into the
relation between the Order of Control and perceived control. Relying on the
methodological recommendations by Webster and Watson [31], we looked for
papers reporting empirical studies4 dealing with perceptions of control and per-
sonal information disclosure (Table 2). The goal of the literature review was to
investigate how the information regarding disclosure and sharing was communi-
cated to the participants in terms of our analysis of the Order of Control of the
information. Therefore, we restricted our review to the papers reporting stud-
ies, where participants were able to interact with privacy-related interfaces (i.e.,
privacy policies, permission managers, privacy warnings).
4 Note, we refer to “a paper” and “a study” not as interchangeable terms. Papers
study a subject, but report one or more studies. A study is a single complete item
of empirical work.
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Table 2. Literature survey methodology
Selection criteria Selection values
Publication language English
Venue type Peer-reviewed journal or conference
Publication period 2004-2019
Publication type 1. Research article (paper) containing research results
2. Workshop article containing relevant research results
Search queries 1. ‘perceived control’ & ‘personal information disclosure’
2. ‘perceived control’ & ‘personal information sharing’
Search query target Titles, abstracts, full texts (when available)
Search engines Google Scholar; ACM Digital Library, IEEE Xplore, Scopus
and databases (see Search strategy below)
Initial relevance Screening of the titles and abstracts
Search & initial 1. Google Scholar search to acquire relevant initial results
selection strategy 2. Identifying databases containing relevant initial results
3. Database search to check for further relevant initial results
4. Lists of references in the initially relevant items
5. Lists of mentions of the initially relevant items
Inclusion 1. Empirical research on perceived control and personal
requirements information disclosure; and
2. Experiment with human subjects as participants; and
3. Privacy-related user interface (UI) as stimulus material
(communicating information to the participants); and
4. The communicated information must contain details related
to data collection and/or processing; and
5. Participants ought to interact with the privacy-related UIs
Exclusion bases Upon further screening: not satisfying inclusion requirements
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The search retrieved 57 initially relevant entries. Overall, after the quality
assessment of the search results, we included 16 papers in our analysis (Table 3)
that satisfied all the aforementioned criteria (Table 2).
The reviewed papers cover various application domains: social networks, per-
mission management in mobile apps, location-based services, privacy policies
and privacy settings. Four papers report usability studies of specific tools or de-
signs: [5, 17, 26, 28], while the rest investigate people’s attitudes and behaviors
in a wider sense: [1, 2, 4, 8, 11–13, 25, 27, 29, 33, 34].
We identified the levels of the Order of Control used in the studies (see Chap-
ter 2), based on the stimulus material and the design descriptions provided in
the papers. Participants could only receive information regarding the Order of
Control in their interaction with the stimulus materials and experimental plat-
forms. All studies communicated disclosure-related information at either Order
0: [2, 4, 8, 13, 17, 33], or at an Order higher than 2: [1, 2, 5, 8, 11, 12, 25–29,
33, 34], with no studies having intermediate values 5. The studies that aimed for
ecological validity presented the information similarly to its appearance in the
“real world”, tending to present information of the higher Order. The papers
that studied particular factors in models of disclosure presented the information
as simple and meaningful as possible, therefore naturally presenting information
of the lower Order.
Drawing more general conclusions from the literature proved to be problem-
atic, due to incomparable research questions and hypotheses, differences in the
research designs and methods, and unreported effect sizes. Another complication
arises, because “control” in different papers was used as a dependent or inde-
pendent variable, moderator or mediator, or as a combination thereof. We can
highlight some particular issues in the literature in more detail.
Hoadley et al. [11] studied people’s reaction to Facebook changing the design
of its user pages. As Facebook introduced a news feed, which was solely a design
change, the Order of Control of information disclosed on the social network did
not change. However, the users may have perceived that the Order of Control
increased (as Facebook, effectively, started to take the sharing decisions upon
itself), and that after the change in the interface design, they had less control over
their personal information. This discrepancy in perception has been attributed
simply to the way the information regarding disclosure was communicated to
the users. The “Order-of-Control” interpretation of this observation supports
our initial conjecture on the relation of the Order and perception of control
(Section 2).
Gerlach et al. [8] studied how a social network’s data-handling practices (as
reflected in their privacy policy) relate to the users’ willingness to disclose per-
sonal information. In a sense, the paper reports a comparison between the infor-
mation of Order 0 and Orders higher than 2. The authors tested 8 permutations
5 It must be noted that in Xu (2007) [33] the stimuli were designed ad hoc and the
description is limited. Therefore, it is not clear whether it corresponds to Order 0
(due to the “ad hoc” nature of the experiment) or 1 (as it likely would be in real life
circumstances).
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Table 3. Publications included in the analysis.
Paper Year Domain Method Control as Order com-
variable munication
Arcand et al. 2007 E-Commerce 2 studies: Dependent Privacy
[2] experiments variable (DV) policies
Xu 2007 Location- Experiment Multiple On-screen
[33] based service independent instructions
variables (IVs)
Hoadley et al. 2010 Social Survey Self-reported Facebook feed
[11] networks measure design change
Lipford et al. 2010 Privacy Usability n/a Privacy
[17] settings study policy
Wang et al. 2011 Social Qualitative n/a Permissions
[28] networks research interface
Brandimarte 2013 Social 3 studies: IV Experimental
et al. networks experiments description of
[4] processing/publishing
Christin et al. 2013 Permissions Usability IV Data access
[5] management study settings
Knijnenburg 2013 Websites, Experiment IV Experimental
et al. privacy on-screen
[13] setup information
Keith et al. 2014 Social networks, Field IV/DV, Permission requests,
[12] mobile gaming study mediator privacy settings
Gerlach et al. 2015 Social Experiment IV Privacy
[8] networks policy
Tschersich 2015 Social Experiment IV Privacy
[27] networks settings
Wang et al. 2015 Mobile apps, Experiment IV Permissions
[29] permissions dialogue
Aı¨meur et al. 2016 E-Commerce Experiment IV/DV, Privacy
[1] (allegedly) mediator policies
Steinfeld et al. 2016 Privacy Experiment n/a Privacy policy
[25] policies interaction
Zhang & Xu 2016 Permissions Experiment IV/DV, Experimental
[34] management mediator description of
access to data
Tsai et al. 2017 Permissions Usability n/a Experimental
[26] management study interface
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of simplified privacy policy designs, where one of the permutations communi-
cated information with Order 0 and the rest – with Orders higher than 2. For
our purposes, there is a clear asymmetry in the experimental design. However,
the results indicate that the effect of the Order of Control might be mediated by
privacy risks perceptions, lowering the tendency to disclose personal information.
Brandimarte et al. [4] looked into the relations between actual and perceived
control, disclosure, and privacy concerns. Their experiments communicated 0
Order of Control to the participants. Their results indicated that when people
were unable to estimate the risks of access to, and usage of their personal infor-
mation (or perceived the risks to be high), and the actual control was perceived
to be low, the tendency to disclose decreased. Overall, the higher the perceived
control within the same Order of Control, the higher the tendency to disclose.
Arcand et al. [2] investigated the impact of reading privacy policies on the
perceptions of control over privacy and trust towards an e-commerce website
(through standardized inventories). From our standpoint, the authors tested
policies with Order of Control 0 and Order 2 or higher. The policy with “opt-
in” options represented the lower Order of Control. Compared to the higher
Order “opt-out” policy, the former one increased perceived control over personal
information, supporting our aforementioned conjecture (Section 2).
Studying the effects of privacy control complexity on consumer self-disclosure
behavior, Keith et al. [12] argued that perceived ease-of-use determined actual
control usage, noting that “...the more usable the controls, the more likely par-
ticipants were to adjust the privacy control settings ‘downward’ (make them
more restrictive) from the default setting that allowed sharing with all players”.
Since the Order of Control in their experiment was higher than 2, the partici-
pants might have felt less control, hence trying to restrict personal information
disclosure with available actual control. Additionally, Zhang and Xu [34] showed
that feedback on how permissions were used (with Order higher than 2) might
decrease perceived control over personal information.
Overall, the reviewed body of research indicates that our conjecture regarding
the relation between the Order of Control and perceptions of control (Section 2)
is justified. One challenge in postulating an effect of the Order of Control would
be to show that the control over personal information has levels between what
we described as Order 0 and Orders higher than 2. To the best of our knowledge,
no systematic study so far looked at the Order of Control in empirical privacy
research.
4 Preliminary Study on the Order of Control and
Perceptions of Control
We conducted a first empirical study to investigate whether there is a relation-
ship between the Order of Control, as a property of information, and the user’s
perception of control over their personal information. We hypothesized that per-
ceived user control over personal information is inversely related to the Order
of Control of the personal information disclosure. In the study, we specifically
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examine Orders 0, 1 and 2, omitting Orders 3 and higher. This allowed us to
simplify the experiment.
In the instructions, we described a fictional home sharing website “The Plat-
form”. It matches travellers with hosts who are offering a place to stay at their
homes. We told the participants that to register for the service, they would need
to provide some personal information. Three experimental conditions, represent-
ing Orders of Control 0, 1 and 2, differed in the descriptions of the ways in which
the information people provide would be processed. In Order 0, the information
would be treated as is, without further processing. In Order 1, the information
was presented as something that would be accumulated at the request of other
users and shared through the Platform. No suggestions were given on what the
other users may have wanted to do with the user’s personal information. In Order
2, the site stated explicitly that the information could be combined with exter-
nal or third party databases. We predicted that the participants would consider
the possibility that the data they could provide may be used to infer additional
information when assessing the sensitivity of providing different types of data.
The participants were randomly assigned to one of the three levels of the Order
of Control.
4.1 Method
Participants All in all, 220 participants (age range: 18 - 69, 39.1% female, 0.9%
undisclosed gender) were recruited through the crowd-sourcing platform Amazon
Mechanical Turk and completed the task. The self-reported educational levels
varied from no degree to Master’s and professional degrees, with the majority
holding a Bachelor’s degree or its equivalent. The distribution of the participants
between the three Order of Control groups was comparable (75, 76 and 69 people
in each group, respectively).
Study Design. We applied a between-subject design, using the Order of Con-
trol as an independent variable with three conditions related to the different
Orders of Control described in Table 1:
1. Order of Control 0, referring to personal information disclosure as revealing
of a fact;
2. Order of Control 1, referring to disclosure of the elements of personal infor-
mation over time – constituting elements of a new fact;
3. Order of Control 2, referring to disclosure of the data over time, combination
of which with other data constitutes the elements, from which a new fact
can be inferred.
As a dependent variable, we measured perceived controllability over personal
information, perceived information control, as well as online and physical privacy
concerns through standardized questionnaires.
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Materials. Our experiment contained several measures, some of which were
based on tools we adapted from the literature.
Perceived controllability. To measure the perceived controllability of per-
sonal information, we created a list of 15 personal information items. This list
was also used in the scenarios, presented at the beginning of the experiment.
After the presentation of the scenarios, the participants had to respond to the
question of “How easy will it be for you to control the access and use of the
personal information that you may disclose through the platform?” on a 9-point
Likert-type scale including the “I do not want to answer” option. The 15 items
included:
– First name;
– Last name;
– Email address;
– Phone number;
– A personal photo;
– National ID, residence permit or equivalent;
– Address;
– Links to social media accounts (e.g., Facebook, Twitter);
– Hobbies;
– Countries visited so far;
– Photos of the apartment;
– The amount of rent paid per month;
– Sleeping time;
– The time at home;
– Favorite places in the city.
Perceived information control. Four items were used to measure per-
ceived control over personal information, adapted from Dinev et al. [6], e.g., “I
think I have control over what personal information is released by the home shar-
ing platform.” The items were measured on a 7-point Likert-type scale, ranging
from “1 = I do not agree at all” to “7 = I fully agree”. The internal consistency
of this measure in the original paper was reported as good (Cronbach’s alpha =
.89).
Online privacy concerns. Four items were used to measure online privacy
concerns, adapted from Lutz et al. [18]. The participants were asked to indicate
their level of concern about potential online privacy risks that could arise from
personal information disclosure on the home sharing platform (the risk of iden-
tity theft, hacking, cyberstalking and publishing personal information without
consent). The items were measured on a 5-point Likert-type scale, ranging from
“1 = No concern at all” to “5 = Very high concern”. The internal consistency of
the measurement in the original paper was reported as good (Cronbach’s alpha
= .92).
Physical privacy concerns. To measure physical privacy concerns, we used
four items adapted from Lutz et al. [18]. The participants had to indicate their
level of concern about potential privacy risks that could arise when hosting
somebody via a home sharing platform. These risks included damage to personal
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belongings, the guest snooping through personal belonging, the guest entering
personal areas without permission, and the guest using items that should not
be used. The items ranged from “1 = No concern at all” to “5 = Very high
concern”. The internal consistency of the measurement in the original paper was
reported as good (Cronbach’s alpha = .89).
4.2 Procedure
The participants were randomly assigned to one of the three between-subject
conditions, corresponding to the three Orders of Control (Table 1). In each con-
dition, a scenario about a registration on a novel (fictive) home sharing platform
was presented in text. The scenarios were introduced as follows:
Imagine you are about to register on and start using a home sharing website,
called “The Platform”. You can use it, when travelling yourself, to stay at other
users’ homes, or you can host other travellers in your own home, or both. If
you decide to use the service, a profile will be created for you on The Platform.
Your profile will only be accessible by you and by the members of this respective
home sharing community, who registered the same way as you did. Your profile
information will be disclosed to the home sharing platform itself. In order to use
the home sharing platform, some information has to be shared with other users
of The Platform.
The list of requested information consisted of the 15 personal information
items. We manipulated the Order of Control through the description of the way
the information would be used (Figure 2).
The experiment flow was as follows:
1. Greetings and informed consent form.
2. Presentation of a scenario per randomly assigned condition.
3. Items measuring the dependent variable.
4. Measurement of information control perceptions and privacy concerns.
5. General demographics questions and attention check.
6. Debriefing. The participants received monetary compensation for participa-
tion through Amazon Mechanical Turk.
4.3 Results
We performed an exploratory factor analysis (EFA) on the 15 items measuring
perceived information control. The EFA (with primary axis factoring and oblimin
rotation) revealed that 13 of our 15 personal information items reliably reflected
2 factors (Cronbach’s alpha of .93 and .90, respectively): “control over disclosing
identity” (first and last name, email, phone, address, personal photo, national ID,
and photos of the apartment); and “control over disclosing preferences” (sleeping
schedule, favorite places in the city, visited countries, home presence time, and
hobbies). The KMO measure was not significant > .8, and Bartlett’s test of
sphericity was significant < .001. The links to social media and the amount of
monthly rent did not load sufficiently and were excluded from further analyses.
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Condition: 0 Order of Control
Therefore, your profile must 
disclose several types of 
information upon registration:
 [List of requested 
information]
Condition: 1 Order of Control
The Platform can ask you to disclose one or more types of 
personal information to enable a certain function or action. 
The requests are usually made on behalf of other users, but 
information is shared through The Platform itself. These 
requests may include the following types of information:
 [List of requested information]
Condition: 2 Order of Control
The Platform can ask you to disclose one or more types of personal information to enable a 
certain function or action. The requests are usually made on behalf of other users, but 
information is shared through The Platform itself. These requests may include the following 
types of information:
 [List of requested information]
The Platform will be able to fetch some of your personal information via your connected 
accounts on your social networks, or make requests to the national and municipal registries 
and databases regarding your insurance coverage, property ownership or credit history, and to 
other third-party databases. This does not mean that The Platform will definitely access these 
third-party databases, but this is possible while you are a user (were active within 365 days).
Fig. 2. Manipulation of the Order of Control for each scenario
We analyzed the relation of the Order of Control and perceived information
control with several configurations of analysis of variance (ANOVA, MANOVA,
mixed ANOVA, testing our hypothesis from different angles), finding no signifi-
cant effect of the former at p < .05.
4.4 Discussion
In our preliminary study, we aimed to investigate the relationship between the
Order of Control and perceived control over personal information. The results
revealed no significant effect of the Order of Control on the perceptions of con-
trol over personal information. However, the exploratory factor analysis, which
we performed to explore latent variables, revealed that perceived control over
personal information items can be meaningfully split into two categories, which
we termed: control over disclosing identity and control over disclosing prefer-
ences. This finding might be helpful for conceptualizing Order of Control in
the context of privacy. For instance, we can now hypothesize that control over
disclosing identity might differ in execution and perception from control over
disclosing preferences, as the latter occurs as unintended information disclosure
(e.g., online search, or clicking behavior). Therefore, the relation between the
Order of Control and perceptions of control may differ for different types of
personal information. This may be a topic for future research.
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In our experiment, we found no significant effect of the Order of Control
on perceived control over personal information. This null-effect could be due
to one of two causes. First, the Order of Control may have little value in the
context of privacy and control over personal information. Second, our study had
methodological shortcomings that caused our results to be non-significant. In
particular, our manipulation of the Order of Control may have been inadequate.
We did not conduct a systematic manipulation check, so we do not know if
the participants indeed perceived the different conditions as different Orders of
Control. Future research needs to address this shortcoming.
Specifically, in future studies, qualitative pre-tests could be run before the
main study to ensure the comprehension and readability of the scenarios. The
manipulation check should also help to understand the potential outcomes of the
experiment. The conceptual conjecture regarding the Order of Control may be
split into separate hypotheses to explicitly test its underlying components. At a
technical level, the difference between the Orders of Control in the experiment
may not have been clear enough to obtain a significant effect.
5 General Discussion and Conclusion
In this paper, we extend our previously proposed approach to study privacy-
related phenomena through the lens of the control theoretic framework [24]. We
added an analysis of the effects of intrinsic properties of controlled systems on
users’ attitudes towards control. We focus on and conceptualize the Order of
Control as one such property of information disclosure in online systems.
We looked at how the Order of Control relates to the users’ perceptions of
control over their personal information. We conjectured an inverse relation be-
tween the Order of Control and the users’ perception of control, and described the
necessary steps to investigate the proposed relation. The analysis of the relevant
literature supported our idea regarding the Order of Control and highlighted the
challenges arising from the delicate interplay of actual control, perceived control,
risk perception, feedback presentation and personal information disclosure.
We also attempted to study this relation with an online experiment. Our
analysis revealed two categories of perceived control: control over disclosing iden-
tity, and control over disclosing preferences. This distinction may have profound
implications for the meaningful communication of privacy-related information
via notices and indications, for individuals’ privacy risk perceptions, and for
the efficient application of transparency-enhancing technologies. These potential
implications may warrant future research.
We found no significant effect of the Order of Control on perceptions of
control. This, in our opinion, highlights some methodological challenges in the
study of the effects of the Order of Control and related issues in the context
of privacy. Further research is needed to establish a better understanding of
the determinants of the controllability and perceptions of control over personal
information.
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Finally, having focused on the individuals’ perceptions in this paper, we can
see another promising direction for future research. The Order of Control can
also provide a measure of granularity of the personal information disclosed to
the online systems, and, potentially, to the data controllers/processors. It can
characterize data processing breadth and depth, serving as the basis for the
evaluation of the information inference. As a property of information, the Order
of Control can be used to evaluate transparency and to describe how information
may affect the individuals’ perceptions of intervenability. Furthermore, the Order
of Control may help system designers and auditors estimate transparency as a
whole and quantify intervenability of data processing for a given information
system interaction. Thus, the Order of Control may not only be a useful concept
for studying the individuals’ attitudes and behaviors, but it may also be relevant
for data controllers and regulators, performing privacy risks assessment (“data
protection impact assessment” under the GDPR [3]) procedures.
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