Understanding the basis for intracellular motion is critical as the field moves toward a deeper understanding of the relation between Brownian forces, molecular crowding, and anisotropic (or isotropic) energetic forcing. Effective forces and other parameters used to summarize molecular motion change over time in live cells due to latent state changes, e.g., changes induced by dynamic micro-environments, photobleaching, and other heterogeneity inherent in biological processes. This study discusses limitations in currently popular analysis methods (e.g., mean square displacement-based analyses) and how new techniques can be used to systematically analyze Single Particle Tracking (SPT) data experiencing abrupt state changes in time or space. The approach is to track GFP tagged chromatids in metaphase in live yeast cells and quantitatively probe the effective forces resulting from dynamic interactions that reflect the sum of a number of physical phenomena. State changes are induced by various sources including: microtubule dynamics exerting force through the centromere, thermal polymer fluctuations, and DNA-based molecular machines including polymerases and protein exchange complexes such as chaperones and chromatin remodeling complexes. Simulations aiming to show the relevance of the approach to more general SPT data analyses are also studied. Refined force estimates are obtained by adopting and modifying a nonparametric Bayesian modeling technique, the Hierarchical Dirichlet Process Switching Linear Dynamical System (HDP-SLDS), for SPT applications. The HDP-SLDS method shows promise in systematically identifying dynamical regime changes induced by unobserved state changes when the number of underlying states is unknown in advance (a common problem in SPT applications). We expand on the relevance of the HDP-SLDS approach, review the relevant background of Hierarchical Dirichlet Processes, show how to map discrete time HDP-SLDS models to classic SPT models, and discuss limitations of the approach. In addition, we demonstrate new computational techniques for tuning hyperparameters and for checking the statistical consistency of model assumptions directly against individual experimental trajectories; the techniques circumvent the need for "ground-truth" and/or subjective information.
Introduction
Recent advances in optical microscopy [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] have inspired numerous analysis methods aiming to quantify the motion of individual molecules in live cells [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . The resolution afforded by current optical microscopes allows researchers to more reliably measure two- [17, 27, 28] and three-dimensional (2D, 3D) [23] position vs. time data in Single Particle Tracking (SPT) experiments. This permits researchers to probe in vivo forces without introducing external perturbations into the system. Techniques capable of reliably quantifying the in vivo forces experienced by single-molecules (without ensemble averaging) offer the potential to gain new molecular-level understanding of various complex biological processes including cell division [24] , virus assembly [30] , endocytosis [31] and drug delivery [15] .
In this article, we demonstrate how the Hierarchical Dirichlet Process Switching Linear Dynamical System (HDP-SLDS) framework developed by Fox and co-workers [32] can be used to deduce the direction and magnitude of different forces that contribute to molecular motion in living cells [23] . The utility of combining the HDP-SLDS with SPT was motivated by experiments aiming to quantify the time varying forces driving chromosome dynamics. The approach presented shows promise in both (I) accelerating the scientific discovery process (i.e., statistically significant changes in dynamics can be reliably detected) and (II) automating preprocessing tasks required when analyzing and segmenting large SPT data sets.
The technique introduced is applicable to various scenarios where SPT trajectories are sampled frequently in time and particles can be accurately tracked over multiple frames, e.g. [15, 16, 23, 26, 28] . Extracting accurate and reliable force estimates from noisy position vs. time data in the aforementioned setting requires one to account for numerous complications inherent to experimental SPT data in living cells. For example, nonlinear and/or time changing systematic forces need to be differentiated from thermal fluctuations (i.e., random forces), both of which contribute to motion at the length and time scales measurable in living systems [23, 24, 31] . Furthermore, additional measurement noise (consisting of localization error amongst other factors [18, 23, [33] [34] [35] ) induced by the optical measurement apparatus must be systematically accounted for since this noise source varies substantially between and within single trajectories; inaccurate effective measurement noise estimates can appreciably influence estimates of kinetic parameters as well as statistical decisions about the underlying physical system [18, 23, 28, 36] . Finally, extracting forces from position vs. time data requires one to explicitly or implicitly make numerous assumptions about the underlying effective dynamics. We believe these assumptions should be systematically tested directly against experimental data before one trusts kinetic quantities inferred from experimental data [23, 37, 38] . However, in live cell SPT studies, reference "ground-truth" is rarely available. Hence, techniques checking statistical assumptions directly against data are attractive (e.g., through goodness-of-fit hypothesis testing [23] ).
The HDP-SLDS approach combines Hidden Markov Modeling (HMM), Kalman filtering, [39, 40] , and more recent ideas from Dirichlet Process modeling [41] . We demonstrate how the HDP-SLDS method can be used to reliably identify the time at which a state change occurs as well as the number of states implied over a specific time series. In the HDP-SLDS approach [32] , the number of underlying states are inferred from the data via nonparametric Bayesian techniques [41, 43] . Inferring the number of states jointly with the parameters determining the dynamics (i.e., in a single fully Bayesian computation) is useful because the number of underlying effective states is rarely known a priori in live cell SPT applications due to inherent heterogeneity between and within trajectories [21] [22] [23] . Since the HDP-SLDS framework directly infers the number of states from observed data, the user does not need to provide an accurate upper bound on the number of states or worry about a posteriori model selection issues [21, 44, 45] . This allows the HDP-SLDS approach to readily identify a wide range of distinct dynamical regimes which may occur within a single trajectory. Once the experimental trajectory is segmented into distinct kinetic states, one can use classic maximum likelihood estimation (MLE) techniques to infer kinetic parameters [23, 42] . Carrying out MLE estimation after segmentation mitigates the effects of prior assumptions. It is emphasized throughout that the procedure described in this work can systematically account for measurement noise and complex spatial-temporal variation in thermal fluctuations & force/velocity fields.
However, in the application that we studied, quantitative specification of the parameters required by prior distributions employed by the HDP-SLDS Bayesian analysis using guidelines outlined in Ref. [32] required substantial modification (prior specification substantially influences both state inference molecular motion parameter estimation). More specifically, the "hyperparameters" governing the measurement and thermal noise (parameterizing components of the "base-measure" [32, 46] ) required more careful calibration/tuning before high accuracy results could be obtained. In Text S1, we discuss how ideas in Refs. [18, 23] can be used for this type of hyperparameter tuning. We note that the experimental applications are meant to serve as a proof-of-concept. The results presented are not intended to provide an exhaustive study of the forces involved in chromosome movement in metaphase. The problem is amenable to the HDP-SLDS approach since the GFP tagged experiments experienced abrupt state changes in the experimental trajectories before other downstream SPT computations could be reliably carried out (e.g., force and diffusion coefficient estimation). Not all "abrupt" were visually obvious to human observers, hence the approach is promising from both data-mining and preprocessing contexts. This article is organized as follows: the mathematical models and experimental methods used are presented in Sec. 1; Results obtained when analyzing chromatid dynamics in yeast are presented in Sec. 2. Conclusions are presented in Sec. 3. We have also included Supporting Material (Text S1 -Text S5) where additional technical details are provided and control simulation studies are analyzed (results shown in Figs. S1-S5). A companion publication [47] compares the HDP-SLDS approach to an open-source SPT Hidden Markov Model assuming a finite number of states through simulation studies.
Materials and Methods

Background and Models Considered
We begin by reviewing the main technical ideas underlying the HDP-SLDS introduced in Ref. [32] . Note that the SLDS models assumed allow researchers to decouple noise induced by thermal fluctuations, measurement noise, and systematic anisotropic velocity/forces. Forces are computed by leveraging the overdamped Langevin model [23] (this relationship is made explicit in Text S3).
In the early SPT works, the spatial and temporal resolution afforded by the measurement device led researchers to focus mainly on Mean-Square-Displacement (MSD) type analyses to analyze single-molecule data [48] [49] [50] [51] . MSD approaches have many undesirable features, namely they tend to introduce unnecessary temporal averaging (i.e., they ignore the natural time ordering of the trajectory measurements) and they have a difficult time accounting for spatially varying forces (a common occurrence in live cells [23] ). Advances in spatial and temporal resolution have inspired many researchers to develop new techniques for reliably extracting single-molecule level information out of measurements [19, 21, 22, 27, 36-38, 45, 52-54] . The previously cited works are most similar in spirit to the work presented, but all of the works encounter technical difficulties when the number of "states" is not known in advance. Additional technical complications arise when position estimates are obscured by non-negligible "measurement noise" [18, 23, 37] .
The method of Fox et al.
[32] overcomes the difficulties mentioned above by assuming that a discrete time series model of the form:
can be used to describe the dynamics of each unique state. The position of the molecule or particle at time t i is denoted by the vector r i and the measured value of the position at this same time is denoted by ψ i (subscripts are used to index time); the position is not directly measurable due to "localization noise" and other artifacts induced by the experimental apparatus. The term "effective measurement noise" is meant to include the net measurement noise induced by finite photon counts, background fluorescence, motion blur, etc. [18, 23, 35, 37] . Effective measurement noise is modeled as a mean zero normal random variable with covariance R; the expression ∼ N (0, R) conveys that the random vector, , is distributed according to the normal distribution N (0, R). Techniques for checking the validity of this modeling assumption via hypothesis testing technique are discussed in Ref.
[23].
The term µ represents a (constant) "velocity vector" experienced by the particle multiplied by the observation time ∆t; the matrix F accounts for systematic spatial variations in the velocity field; random thermal fluctuations are modeled by η. The "drift terms" [55, 56] , i.e. µ and F r i , can be used to quantify active (linear) force and velocity fields (see Text S3); spatial anisotropy in the force and velocity fields are accounted for by F r i . For the mathematical relations required to back out forces from the "drift terms", see Text S3. Hence, the net parameter vector characterizing the (discrete) dynamics of a single state is given by θ = ( µ, F , R, Σ). Note that the HDP-SLDS presented in Ref. [32] assumed that all observations are uniformly spaced by ∆t time units.
Although the state of interest, r, is not directly observable, the discrete state-space model above allows one to readily plug directly into the established Kalman filtering equations [39, 40] to infer the dynamics of r using the observations ψ. The Kalman filtering framework allows one to systematically treat measurement noise as well as linear variations in a spatially dependent velocity and/or force field (this spatial variation can induce classic "confinement" or "corralling" effects in SPT data [23, 36] ). The importance of properly accounting for measurement noise is demonstrated in Text S2 and is also presented elsewhere [18, 23, 36, 38] .
An illustrative trajectory of the (observable) measurements ψ and (unobservable) r is shown in Fig. 1 ; this figure will also be used to also illustrate the "latent state" modeling discussed in the next paragraph. Note that the presence of F slightly complicates physical interpretation of the parameters [23] , but the discrete model above can be readily mapped to a continuous time stochastic differential equation (SDE) studied in Ref.
[23] (where diffusion coefficients, effective friction, and instantaneous force terms associated with an overdamped Langevin equation can be readily extracted). The equations mapping discrete time parameters used in the HDP-SLDS framework to continuous time SDE parameters are presented in Text S3 for the reader's convenience. The ability to map between discrete and continuous time models is important for both specifying physically inspired priors and for interpreting parameter estimates since classical quantities like diffusion coefficients and forces are typically defined via continuous time SDE models [17, 18, 23] . Continuous time models also allow a researcher to estimate physical kinetic parameters, like a diffusion coefficient, even if observations are non-uniformly spaced in time [23] .
In the discrete time model above, θ contains the parameters (vectors and matrices) required to specify the stochastic dynamics defining the evolution equations of the system in a single "state". However, simple linear evolution equations are not expected to be valid for the entire duration of the trajectory in live cell measurements [23] . In this article, we assume that θ can change abruptly over time or space and hence the system "state" can change over time. We will use the notation z i to denote the state at time i and will use θ z to denote the parameter vector characterizing the dynamics of R when it is in state z. The standard goal of an HMM inference procedure is to infer the state sequence {z 1 , z 2 , . . . z T } from an observation sequence { ψ 1 , ψ 2 , . . . ψ T }. In Fig. 1 , the true state sequence would be {1, 1, . . . , 1, 2, 2 . . . , 2, 3, 3, . . . , 3, 1, 1, . . . , 1}. In order to infer this sequence, one needs to estimate the time points of the state changes as well as the number of states K; both inference tasks typically require one to make numerous assumptions about the stochastic process producing the raw data, { ψ 1 , ψ 2 , . . . ψ T }.
The standard HMM framework assumes temporal transitions between the states are governed by Markovian transition probabilities. If there are K fixed states, the transition vector associated with state i in the traditional HMM framework is prescribed by the vector
K . Note that each component provides the probability of the state transition from state i to state j and the sum of components of this K dimensional vector is one (hence defines a proper discrete probability distribution); the collection { π (1) , π (2) , . . . π (K) } defines the classical HMM "transition matrix". In Bayesian inference of standard HMMs, the Dirichlet distribution is sometimes used as a prior for π (i) [21, 54] . Additional details on the Dirichlet distribution and various infinite dimensional extensions, namely the Dirichlet Process and the Hierarchical Dirichlet Process, are provided in Text S4.
The HDP-SLDS framework of Fox et al. comprehensively addresses issues not accounted for in Refs. [21-23, 27, 57] . The following modified quote from Ref. [32] captures the essence of the HDP-SLDS method: "The HDP-SLDS is an [infinite discrete state space] extension of hidden Markov models (HMMs) in which each HMM state, or mode, is associated with a linear dynamical process." As in Ref.
[23], the statistical influence of thermal fluctuations and effective measurement noise on the dynamics is accounted for using the Kalman filter framework (the models also allow spatial variations in force and velocity); however, the HDP-SLDS also provides a mechanism for segmenting trajectories into chunks where dynamics are distinct. The HDP-SLDS framework advocated in Ref.
[32] also introduces a "sticky parameter" encouraging temporal state persistence; this feature can be advantageous in many SPT applications [47] . The ability to avoid model selection nuances [21, 44, 45] and infer the number of states in a data-driven fashion within a single Bayesian inference while also rigorously accounting for linear stochastic dynamics are major advantages of the HDP-SLDS method.
Before discussing the major technical weaknesses of the HDP-SLDS method, we discuss some strengths/weaknesses of published SPT modeling approaches. Wavelet methods have the ability to identify sharp and abrupt changes in time without making too many assumptions about the underlying stochastic process [22] , but they do not readily account for subtle spatial variations in the dynamics or noise (e.g., varying velocity fields or changing diffusion coefficients) and can have difficulty in separating diffusive noise from measurement noise. The HDP-SLDS overcomes the aforementioned challenges by assuming a specific parametric model (however, if anomalous diffusive noise is deemed important to quantify system dynamics [22, 26] , this can be a problem for the HDP-SLDS approach). Ref. [57] is one of the pioneering efforts attempting to account for spatial and temporal variations in SPT signals, but the approach neglected to explicitly account for the effects of measurement noise (the approach also focused on comparative hypothesis tests and model selection as opposed to goodness-of-fit tests directly checking the consistency of a model's distributional assumptions to experimental data). The method in Ref.
[27] attempts to account for spatial variations (allowing for correlated 2D forces) and the influence of measurement noise, but appeals to unnecessary statistical approximations which can adversely affect state and parameter inference [18] ; these approximations can substantially complicate downstream analysis where one would like to check the assumptions against experimental data [36] (also Ref.
[27] did not employ any formal hypothesis testing procedures). The "Windowed local MLE" method in Refs. [37, 42] can account for spatial variations in force and measurement noise [23, 28] and provides a procedures for goodness-of-fit testing, but the approach does not prescribe a systematic and automated method for segmenting time series data into distinct dynamical segments.
Open problems facing the HDP-SLDS are associated with prior specification and model validation [46] . The priors used are selected primarily for computational convenience. For example, the so-called matrix normal inverse-Wishart (MNIW) and other priors proposed allow for exact Markov chain Monte Carlo (MCMC) sampling [32] , but such priors have no real connection to the physical mechanisms governing molecular motion. The priors and their associated hyperparameters used by the HDP-SLDS method are discussed further in Text S5. In the results, we demonstrate how a variant of the method in Ref.
[23] can be used to correct for some artifacts introduced by "bad priors" (i.e., the parametric prior distributions assumed do not accurately reflect the true underlying process). Quantitatively prescribing a "good prior" is difficult because single-molecules trajectories contain a high degree of heterogeneity induced by the local micro-environment, conformational fluctuations of the biomolecules, etc. Hence finding an accurate prior representative of a single trajectory is non-trivial (finding a prior governing a population of trajectories in the spirit of Ref. [54] is even harder in SLDS modeling). Fortunately the nonparametric Bayesian HDP-SLDS from Ref.
[32] combined with frequentist ideas [23] provides researchers in SPT analysis a set of tools which can be used to more reliably and systematically extract information from complex in vivo measurements as we demonstrate in the Results and Supporting Text.
Experimental Methods
We examined the in vivo dynamics of chromatin during mitosis to determine the behavior of a region of the chromosome visualized through the binding of lac repressor fused to GFP (LacI-GFP) to lac operator (lacO). The lacO is a repeated array of operator DNA sequences (256 repeats, 10 kilobase prs.) integrated 6.8 kb from the centromere on chromosome XV. The spindle pole bodies (sites of microtubulare nucleation) are visualized through a fusion protein between a spindle pole component (Spc29) and RFP (red fluorescent protein). The images were streamed at the net effective camera acquisition rate of 22 frames/sec (45ms). Cells were grown to logarithmic phase at 24
• C in rich media. Images were acquired on a Nikon Eclipse Ti wide-field inverted microscope with a 100x Apo TIRF 1.49 NA objective (Nikon, Melville, New York, USA) and Andor Clara CCD camera (Andor, South Windsor, Connecticut, USA) using continuous laser illumination. Images were acquired at room temperature with Nikon NIS Elements imaging software (Nikon, Melville, New York, USA). The program "Speckle Tracker" and other methods outline in Ref. [59] were used to estimate the centroid of GFP and RFP spots for position measurements.
Results
In Fig. 2 we display a histogram of the estimated instantaneous force magnitudes as well as the force magnitude trajectory computed from a time series of measured X/Y chromatid positions (the X/Y data and state estimates are shown in Fig. 3 ). The force was estimated by first determining the number of states implied by the observed trajectory and using the method described in Text S1 to segment the trajectory. For the experimental trajectories shown in this paper, the initial prior mean of the measurement noise covariance matrix, R, was assumed to be the identity matrix multiplied by a scalar, σ 2 , where σ = 40nm. This value was inspired by the fact that the effective measurement noise standard deviation was found to be in the 10 − 60nm for these GFP SPT experiments (with a mode at 40nm). We specified K = 10 for the so-called "weak limit approximation" of the HDP-SLDS [63] ; this term is discussed further in Text S5 and the relative insensitivity of the HDP-SLDS method to the K parameter is demonstrated in Fig. S5 . Additional parameters required to run the HDP-SLDS segmentation are reported in Text S5. After the HDP-SLDS segmentation was obtained, the estimated MLE parameter vector of each unique state was used to obtain Kalman filter molecular position estimates [32, 39] . Finally, these Kalman filter position estimates along with the MLE parameters were plugged into Eqn. 4 shown in Text S3 to evaluate the instantaneous effective force (note: this provides a collection of 2D force vectors).
The force vector magnitudes reported in Fig. 3 observed are representative of other chromatid data sets studied using this analysis. However, some datasets exhibited more interesting "force regime changes" (as shown and discussed in the final experimental SPT trajectory studied). Two things should be emphasized in the analysis of this trajectory: (I) previously published works have reported that chromatids in metaphase-like conditions experience forces in the (relatively low) 0.1-0.2 pN range [60, 61] . Our findings are consistent with these previous results, except the model considered here does not require an estimate of the effective viscosity (a quantity difficult to estimate in live cells) to infer force vectors. Local effective forces are estimated using time series analysis techniques applied to the so-called overdamped Langevin equation outlined in Text S3. This approach provides an alternative data-driven approach to inferring forces from position vs. time data. The physical interpretation of the estimated force parameters from position vs. time data relies on a fluctuation dissipation / Einstein relationship [62] for relating the diffusion coefficient to the effective molecular friction. Fortunately, the consistency of various assumption implicit in an assumed and fitted SDE model can be assessed directly against experimental observations via formal hypothesis testing [23] . (II) The HDP-SLDS method aided in accurately determining a transition between two states; applying an MLE analysis [23] to the segmented data helped us in identifying that only the first state corresponded to chromatid fluctuations. The results that follow expand on why one state is physically relevant to force computations and the other identified state is not.
The top left panel of Fig. 3 displays the white light image of a trajectory obtained from the yeast chromatid SPT experiments. Note that we use the phrase "white light image" throughout to indicate a single diffraction limited image of the yeast cell obtained with white light illumination; the trajectory obtained using a laser frequency tuned to enhance GFP excitation was then overlaid upon this single image (all images are recorded at different times, but the yeast cell is not expected to move substantially during the experiment, so the white light illumination image gives one an idea of the spatial environment explored by the molecule). The right panel displays the trajectory in X/Y space with time information color coded. The red vertical line in the bottom left panel of Fig. 3 shows the time at which a state change point was detected by the HDP-SLDS method. The state estimates of the vbSPT [21] and HDP-SLDS method both identified two states, though the latter captures the state persistence more accurately.
After the temporal segmentation was formally estimated using the HDP-SLDS, we computed the posterior mode of θ implied by the assumed HDP-SLDS model for each of the states in the two identified temporal segments. These two parameter vectors (one vector drawn for each of the two states) were used along with the experimental data to compute the Q test statistic and the corresponding p−values. The null hypothesis of the one-sided goodness-of-fit test using the Q statistic assumes that the time series was generated by a Markovian SDE (evaluated at an "optimal" parameter estimate [64] ) and the alternative hypothesis assumes that the time series was produced by any other process [23, 64, 65] . "Optimal" parameter estimates were obtained by two means: (i) drawing the parameter vector obtained after 1 × 10 4 iterations of the MCMC chain in the HDP-SLDS inference; note that this approach included prior bias and (ii) via MLE estimation applied to HDP-SLDS segmented trajectories; with this approach, bias is mitigated since priors do not influence the parameter estimate directly.
In the first segment, using the HDP-SLDS parameter vector estimate mentioned above and the data, resulted in a p−value of 0.32 (little evidence for rejection), but in the second segment a p−value < 0.01 was computed (large evidence for rejection). Experience in SPT time series analysis allows one to identify that the effective measurement noise has abruptly changed, however the prior assumed by the HDP-SLDS segmentation only allowed the components of R to change modestly. The default settings of the MATLAB code associated with Ref.
[32] assumes little dispersion about the nominally known mean R (all segments yielded an effective measurement noise having ≈ 40.0nm on all diagonal components via the HDP-SLDS method). Using a so-called "non-informative" or "uniform" prior can potentially remedy the situation, but such a prior can introduce both technical and computational problems in nonparametric Bayesian methods [43] . In the systems we studied, we noticed that increasing the dispersion about R degraded performance and complicated extracting both state and parameter estimates in the MCMC sampling associated with the HDP-SLDS method.
Alternatively, if one uses the segmentation afforded by the HDP-SLDS, but instead computes the MLE using a variant of the technique of Ref.
[23] (discussed in Text S1) as opposed to using the posterior implied by the HDP-SLDS (which contains biases induced by priors), the p−values were found to be 0.31 and 0.45 for the left and right segments, respectively. The primary difference in the estimation results was in the noise components estimated, R and D, the effective measurement noise and diffusion coefficient matrices, respectively (see Text S3). For example, the MLEsR = diag([19.5 2 , 39.
were obtained in the right segment (i.e., the segment occurring later in time) using the model in Ref. [23] . Hats are used to denote MLE estimates and diag(·) denotes the square diagonal matrix formed by the arguments. Note that the diffusion coefficient estimate, D, is near machine single-precision zero in the right segment.
The GFP image stack associated with this video in the Supp. Mat. video readily shows photobleaching occurs; the initial point of the trajectory displayed was generated by the point spread function computed using pixels near (343,358) at time zero in the full image stack (see Supporting Video). Note that the MLE predicted effectively zero diffusion for the right segment (i.e., the state appearing temporally after the first segment), indicating that significant photobleaching had occurred and that the second state was mainly background photon noise not corresponding to an individual molecule. The quantitative evidence for this statement is the MLE parameter estimates (effective measurement noise near diffraction limit in the "right segment") and the corresponding p−values, reported in two paragraphs above, resulting from testing the fitted model against the data. In this experiment, the HDP-SLDS approach was able to automatically detect this measurement noise transition despite a poorly tuned prior; the state change was identified without requiring subject matter expertise or manual image inspection. Figure 4 displays another experimental trajectory with a different type of state switching which was readily identified by the HDP-SLDS procedure. The posterior mode computed using Gibbs sampling of the HDP-SLDS model contained assignments with two and three states; in total 10 4 posterior Markov Chain Monte Carlo (MCMC) samples were sampled. A majority of the MCMC draws implied two-state switching. However, one does not necessarily need to be concerned about the number of states if one is only interested in determine change points. The change points predicted by the HDP-SLDS are denoted by vertical lines (change points were determined to occur if a state change occurred at time i in over 25% of the posterior samples). Accurately identifying change points can help in quantifying the transition times between distinct physical states [21] . However the state switching in this particular system was likely caused to vibrations in the microscope's piezo stage. The HDP-SLDS can be used to automatically identify physically relevant state changes or state changes induced by experimental artifacts. As we show in Fig. S5 , isolated outliers (e.g., caused by intense fluorescent background "flashes" in some SPT experiments) are also readily identified by the HDP-SLDS framework.
Next we turn to an example exhibiting subtle state changes (identified using the procedure outlined in Text S1) in a more biologically relevant study. Figure 5 shows two GFP tagged chromatid trajectories during the metaphase stage of mitosis. The white light image of these trajectories is shown in Fig. 6 where the spatial location of the RFP tagged mitotic spindle pole bodies (SPB) as well as the GFP tagged chromatid trajectories are shown. HDP-SLDS state segmentation was carried out for each of the trajectories; the state segmentation is denoted by vertical lines in the bottom panel of plots in Fig. 5 . The procedure used to infer forces in Fig. 2 was carried out again for the pair of chromatids undergoing mitosis. The histogram of the force magnitudes is not atypical for trajectories observed, however the evolution of the forces was suggestive of a dynamic regime shift.
In order to probe this regime shift further, we computed the eigen-values and eigen-vectors of the MLE of B (a matrix associated with the continuous-time overdamped Langevin model; details provided in Text S3). The eigen-analysis shown in Fig. 6 provides quantitative information about variations in the effective force vector as a function of position (i.e., the eigen-analysis provides both magnitude and directional information about a linear vector field). The upper-right panel shows that the largest magnitude eigen-value consistently decreased over time for each state identified by the HDP-SLDS segmentation. The rate of decrease was similar for the pair of sister chromatids. This phenomenon was originally identified using the crude time window segmentation of Ref.
[23], but the HDP-SLDS provides a framework for more systematically dividing the trajectory into different dynamical segments.
In terms of physical interpretations, several molecular components can induce "force cross-talk" between sister chromatids. A potential explanation of the eigen-value phenomenon described above is that microtubules of the mitotic spindle connected to the common centromere of the sister chromatids are simultaneously inducing a common force change to both chromatids. Alternatively (or perhaps in addition), a common tension signal induced by chromatin loops and a network of pericentric proteins (cohesin and condensin [24, 66] ) might be influencing the forces experienced by the pair of sister chromatids; recall that the GFP dyes used are in close proximity to the centromere so molecular changes in the pericentric region can potentially influence the fluctuations observed in the tagged sister chromatids [24, 66] .
Regardless of the underlying biological cause of the phenomenon observed, the downstream eigenanalysis substantially benefited from the temporal segmentation provided by the HDP-SLDS framework. Using the segmentation afforded by the HDP-SLDS resulted in the eigen-vectors shown in the bottom panel of Fig. 6 ; in this figure, the eigen-vectors associated with the largest magnitude eigen-value is displayed as a solid line and the eigen-vector associated with the smaller eigen-value of the estimated 2D B matrix is shown by a dashed line (the origin for the eigen-vectors correspond to the empirical average of the identified states). The eigen-values were both real, hence the eigen-vectors provide spatial information about restoring force directions experienced by the tagged chromatid. Observe how the pair of chromatids both exhibit a state change occurring around 16s. Note that the time of the change point occurring around 16s coincides for the sister chromatids, but each trajectory was processed independently by separate HDP-SLDS analyses. At 16s, the dominant eigen-vectors of the chromatids change from pointing towards the spindles to a direction nearly orthogonal to the plane connecting the two mitotic spindle poles. Recall that the eigen-values for both chromatids are decreasing at roughly the same rate (i.e., their effective "stiffness" is increasing). Also, recall that the pair of chromatids are subject to forces from multiple sources that can change in magnitude and direction; for example, tugging induced by the microtubules connected to the centromere shared by the chromatids, forces associated with nucleosome remodeling (e.g., RNA polymerase "tugging" on the strand as it makes RNA), as well as other spring like forces induced by the shared centromere and percentric components [24, 66] .
The various explanations posited above are admittedly speculative. What these results unambiguously show is that sister chromatids experience a force regime shift whereby the direction and magnitude of the forces (inferred by position vs. time data) co-occur in both direction and magnitude. This information gives new insight into the effective forces experienced by particles in time changing, complex live cellular environment. Researchers can get a more reliable "force map" that contains rich dynamical information beyond that contained in a mean square displacement or correlation-based analysis. A dominant force direction pointing orthogonal to the spindle axis is highly suggestive of a new dominant force (not induced by the microtubule pulling) being felt by both sister chromatids. Deciding the correct physical explanation of the phenomenon observed requires additional experiments, but the results obtained on the metaphase trajectories are presented in order to show the power of SPT analysis coupled with HDP-SLDS segmentation and downstream likelihood-based time series analysis [23]. Currently we are attempting to use this type of analysis to more systematically and quantitatively probe forces associated with the various physical phenomena described here using experiments which more carefully control the types of forces that can be experienced by the GFP tagged chromatids.
In terms of more general applicability of this type of analysis, systematically segmenting SPT trajectories into distinct dynamical regimes and then using classical statistical physics models is one alternative to using so-called anomalous diffusion models commonly used in SPT analysis [20, 26, 67] . This is advantageous since fitted overdamped Langevin model output can readily be interpreted in terms of force, velocity, and molecular friction. Furthermore, an overdamped Langevin SDE model can be tested directly against experimental data and the effects of measurement noise can be systematically accounted for by likelihood methods [23, 28, 37, 38] . Anomalous diffusion models are more difficult to physically interpret and rigorous time series analysis (accounting for measurement noise, sampling noise, systematic forces, etc.) is challenging [23] .
Beyond discovering physically interesting and/or relevant state changes, the HDP-SLDS segmentation can also can help researchers in creating segments of "usable" data for other computations. For example, in Fig. 4 , abrupt hops between states were not expected a prior in the yeast chromatid trajectories; if diffusion coefficient estimation and other computations from statistical physics [24] were carried out to summarize the experiment in a high-throughput fashion (without checking each trajectory) the output would be corrupted by the hopping shown in Fig. 4 . The HDP-SLDS method allows one to systematically parse the trajectory into segments where the dynamics are free of hops. Making the HDP-SLDS approach more automated would be useful since it is important to avoid combining dynamically distinct trajectory segments in many SPT data analyses [10, 20] .
Discussion
We have demonstrated the utility of the HDP-SLDS method of Fox et al. [32] in automatically segmenting SPT data into different dynamical regimes. The approach shows great promise in systematically processing a variety of SPT data sets. When applied to experimental data, we demonstrated how new quantitative information can be extracted about transient forces experienced during mitosis in live yeast cells; the method explicitly accounts for the statistical effects of measurement noise on top of "thermal" or "process" noise (both sources are non-negligible in many SPT applications). In cases where photobleaching abruptly altered noise statistics at an unknown change point, we demonstrated the utility of the HDP-SLDS method and discussed advantages of using the approach. Simulations results reported in Text S2 were used to exhibit strengths and weaknesses of the HDP-SLDS approach within an SPT context. Work presented in Ref. [47] compared the HDP-SLDS approach to classic (finite state space) HMM models.
In terms of strengths, the HDP-SLDS approach can account for an unknown number of states, position dependent anisotropic active forces, and can account for the statistical effects of measurement noise by exploiting Kalman filtering modeling in conjunction with HDP ideas [41] ; these features are not accounted for in any HMM approach currently used in SPT analysis and hence the HDP-SLDS represents a "state-of-the-art" technology within this domain. The approach provides a more systematic means for the "time window size" selection problem discussed in Ref. [23] . The HDP-SLDS approach was also confirmed to be fairly robust to many hyperparameters associated with HDP modeling [32] . In situations where a collection of transient dynamical responses are experienced within a single trajectory and the "states" causing the different kinetics are experimentally resolvable, the data processing procedure discussed here provides an attractive alternative to anomalous diffusion modeling [20, 23, 26, 36, 67] since the procedure can mitigate artifacts induced by aggregating distinct kinetic states [20, 23] . Furthermore, the HDP-SLDS approach can be modified to produce output that can be readily physically interpreted in terms of classic SPT models (as shown in Text S3).
A substantial weakness of the HDP-SLDS approach (also discussed in Ref. [46] ) is associated with its dependence on reliable priors for the parameters determining governing the Kalman filter parameters (i.e., hyperparameters specifying the "base measure" [46] ). The data-driven scheme advocated in Ref. [32] for selecting the prior mean of R exhibits undesirable properties in many SPT applications (results presented in Text S2). A variant of the MLE-based approach of Ref. [23, 37] was discussed (Text S1) and demonstrated (Text S2) to be capable of providing pilot estimates needed to tune the base measure hyperparameters priors in SPT applications. The formal hypothesis testing methods utilized in Ref. [23, 37] also allow one to test the validity of a candidate segmentation and assumed dynamical model against experimental data in situations where reference (or "ground-truth") data is unavailable.
In summary, combining recent nonparametric Bayesian modeling ideas, like the HDP-SLDS, with frequentist ideas show great potential in quantitatively analyzing complex SPT data sets. In the future, we aim to provide user-friendly software making the tools discussed herein readily accessible to the diverse set of researchers involved in SPT. The development of new, statistically rigorous data processing algorithms capable of reliably extracting information about molecular motion from live cell data is becoming ever more important as in vivo microscopy techniques continue to improve in spatial and temporal resolution [10, [13] [14] [15] [16] 
Figure Legends
Position / State Observation # θ 1 θ 1 θ 2 θ 3 Figure 1 . Illustrative example of a Switching Linear Dynamical System (SLDS). The stochastic dynamics of the (simulated) particle is denoted by thin red line (i.e., the trajectory of r) and the simulated discrete measurements, ψ, are represented by the grey lines with symbols). The parameter determining the linear dynamical system is denoted by θz. At random times, the latent state z changes and hence the underlying parameter specifying the dynamics, θz, also changes. Note that θz models both thermal and measurement noise (parameters defined in Eqn. 1). The latter is crucial for identifying subtle changes in the underlying stochastic process. For example, the dramatic change in thermal fluctuations shown around observations 300-400 would be difficult to detect without jointly modeling thermal and measurement noise. 
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F [pN ] freq F [pN ]
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State Label Obs # Figure S3 . Simulated trajectory where two heuristics fail to identify a long a lived state change near time 1000. The inaccuracy in the measurement noise in the two heuristic priors is the primary cause for the inability to detect the state change. Note that the case labeled "SPT Heuristic Prior" refers to the situation where the measurement standard deviation was assumed to be half of the true value used in the simulation (see Text S2 for additional details and motivation behind studying these heuristic priors).
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State Label Obs # Figure S5 . Same trajectory as Fig. S3 , however large outliers (meant to mimic fluorescent background flashes), were introduced. The approach advocated in was used to obtain segmentation Text S1. Note that the three long lived states are still identified, but a fourth new state corresponding to the flashes is created. Results obtained with the "MLE Pilot Prior" (i.e., the data-driven method using method discussed in Text S1) are indistinguishable from using the "Exact Prior" (e.g., a prior matching the data generating process without outliers). This result shows that the HDP-SLDS has the ability to detect transient outlier events which can be encountered in SPT analysis.
Text S1 Practical Tips for Computing Data-Driven Priors
Customized or open-source software can be leveraged to calibrate the priors. To illustrate how one can utilize open-source software, we used the prior specifications described in Text S5 (note: the initial prior value over R was discussed in the first paragraph of the Results section) to obtain an initial rough temporal segmentation of the data using the HDP-SLDS technique. After we obtained this segmentation (along with the state parameter estimates), the software provided with Ref. [68] was used to refine the thermal and measurement noise estimates via 1D MLE. A separate MLE was run for each trajectory segment where a state change was determined by the first HDP-SLDS segmentation. Subsequently, we used the HDP-SLDS estimates of µ and F (coming from the posterior) along with the aforementioned thermal and measurement noise estimates to provide initial guesses to the parameters A, B and C (parameters defined in Text S3). These initial parameters were then used to seed an MLE search of the 2D overdamped Langevin model described in Ref. [23] . Finally, the component-wise median of the MLE parameter vector computed along a single trajectory (recall each trajectory was divided into segments) was used as the "data-driven prior" in a second HDP-SLDS processing step (note: only trajectory segments with greater than 100 consecutive temporal observations were analyzed via MLE). Alternatively, the original procedure outlined in Ref.
[23] could be leveraged to more directly provide "data-driven priors" via an initial ad hoc windowed local MLE approach (e.g., reducing the number of HDP-SLDS passes from two to one). The main advantages of the approach outlined above is: (i) more open-source code can be leveraged in the computation; (ii) the HDP-SLDS technique can be used for segmenting and estimating initial MLE parameters in scenarios where parameters may change abruptly (e.g., the use of a SLDS structure permits one to handle a variety of globally non-linear dynamics); and (iii) if reliable subjective information is known, a researcher can leverage this information to seed the initial HDP-SLDS estimator. However, it is advised to check consistency of the data to the model should still be tested after the final state and parameter estimates are computed via formal hypothesis testing [23] .
Text S2 Control Simulation Results
Figure S1 displays a simulated 2D trajectory with multiple state changes. The known states as well as a representative draw from the posterior state assignments are displayed. The HDP-SLDS segmentation was able to identify subtle changes in the dynamics when the measurement noise prior was precisely prescribed. The average normalized Hamming distance (i.e., the number of incorrect state assignments divided by the total number of time series entries; 0 indicates a perfect match and 1 indicates no correct assignments) measured in the posterior when the exact prior was used for segmentation was 0.2285 for this trajectory. Contrast this to the average Hamming distance of 0.4068 obtained when the prior for R was misspecified. Here, the true measurement noise was 40nm for both X and Y , but the misspecified prior assumed a measurement noise prior mean of 20nm. Although this is just one trajectory, results shown later and in Ref. [47] illustrate that an improperly tuned R can systematically adversely affect state segmentation. In what follows, the phrase "Hamming distance" will always refer to the average normalized Hamming distance provided in a single MCMC iteration of the HDP-SLDS.
Note that the vbSPT method of Ref. [21] was only able to infer 2 states even if we allowed the model to consider a model using the correct number of distinct dynamical states (7 in this simulation). However, the comparison is not entirely fair since many of the state changes are induced by changes in F and µ. The current version of vbSPT does not account for variations induced by changing force fields; the vbSPT method also ignores the statistical effects of measurement noise (accurately modeling this noise is shown here and in Ref. [47] to be important to HDP-SLDS's segmentation accuracy by large scale simulations). This example is shown to illustrate the importance of a "properly-tuned" HDP-SLDS analysis aiming at state segmentation. The example also shows the accuracy one can obtain if position dependent force fields and measurement noise are properly accounted for by the underlying dynamical models driving the likelihood function.
In Fig. S2 , we show results from a batch of multiple simulations where trajectories were simulated to precisely match the conditions assumed by the HDP-SLDS. The resulting data was then analyzed using the HDP-SLDS segmentation. For a baseline, we computed the median Hamming distance (computed over 10 4 MCMC samples) for a situation where the priors, model and data generating process were all in perfect agreement (i.e., a highly idealized situation); the model and sampling parameters are provided in Text S5. The histogram of the aforementioned median distances extracted from the posterior of 1000 independent simulated trajectories are labeled as "Reference Hamming Distance" in the bottom panel of Fig. S2 (note: each of the 1000 trajectories were analyzed by 10 4 MCMC iterations and the HDP-SLDS performance was summarized by the median Hamming distance observed). We then reanalyzed the same set of trajectories by tweaking two different HDP-SLDS parameters (the same trajectory realizations were reanalyzed to avoid variability in results induced by different random number streams). First we modified the hyperparameter determining the mean of R (the baseline had a mean R which was a diagonal matrix having a standard deviation of 40nm for both entries and the modified parameters was again diagonal, but had a standard deviation of 20nm for both components). The top panel shows the Reference Hamming distance computed under this new prior condition on the y-axis (each simulation result denoted by a cyan x). In this scatterplot, the x−coordinate corresponds to the Hamming distance computed with the priors matching the data generating process and the y−coordinate displays the Hamming distance computed with the same underlying trajectory, but a "bad prior" (each scatterplot points corresponds to a different trajectory). This plot quantifies how a subtle misspecification of R can substantially degrade the performance of the HDP-SLDS segmentation. Note that the next set of results demonstrates how even in the long trajectory setting (i.e., large data), "bad prior" errors cannot be readily corrected for by the evidence in observational data alone.
The red circles in Fig. S2 correspond to a correctly specified R, but altering the HDP sampling parameter K from 10 to 40. Although the HDP allows the number of states, K, to tend to infinity, Fox et al. use a weak limit approximation which imposes an upper-bound on the number of permissible states [32] . In the baseline, K was set to 10, which was greater than the number of unique states observed in the simulated trajectories. The typical recommendation for selecting this parameter in HDP modeling is to make K larger than the number of expected states. Inflating K to 40 did not result in a systematic worsening of the results relative to the baseline, though increasing the parameter did increase the variability of the computed Hamming distances (i.e., K does not induce "bias" into the computed Hamming distance whereas the base measure parameter R does in this example, but the spread about the mean increased). For users unsure on the number of statistically distinguishable latent states contained in the data of interest, the K result displayed is encouraging, but the base measure sensitivity can be problematic.
Next we probe the sensitivity of hyperparameters determining R further by showing results obtained when studying a long 2D trajectory (see top panel of Fig. S3 ). When the prior precisely matches the R used in the simulation, the temporal state segmentation is nearly perfect (the median Hamming distance inferred is close to zero). However, when two heuristics are used for specifying R, the Hamming distance jumps to over 0.33 (i.e., there are three statistically distinct states which persist for a long time, but the poorly tuned prior cases only identify the first two states). The first heuristic is from Fox et al. (see Appendix of Ref.
[32]); the second heuristic mimics a prior which a SPT subject matter expert might provide; for this heuristic prior, we assumed a mean effective measurement noise standard deviation of 20nm and we label this case as "SPT Heuristic Prior" in the plots (note that in many SPT applications, measurement noise is under-estimated or ignored [18, 23] ). The heuristic of Fox et al. (labeled as "Fox et al. Heuristic Prior") encounters problems since SPT data often contains large thermal and measurement noise, but the data was subjected to (known and simulated) measurement noise having a standard deviation of 40nm. Note the new prior labels use all other default settings discussed in Text S5.
Although there is a wide body of literature [69, 70] for computing theoretical lower bounds for localization noise limits (a major contribution to the effective measurement noise, R), the actual measurement noise often deviates substantially from these computable bounds due to a variety of factors which are often unavoidable when one studies in vivo motion [18, 23] . Fortunately, a poorly specified prior is readily identified by goodness-of-fit hypothesis testing [23] . For example, when using the "SPT Heuristic Prior" discussed above, the misspecification of R leads to rejection of the model inferred directly from the HDP-SLDS method even when the conservative Bonferoni correction [71] is used to adjust for multiple testing (p-values < 1 × 10 −12 were observed; see Results section for hypothesis testing information). Using the "Fox et al. Heuristic Prior" to compute the prior mean of R (see Appendix of Ref.
[32]) leads to even larger rejection when plugging in the HDP-SLDS parameter estimates obtained (p-values less than machine double precision are computed) since the measurement noise is even further off in this case. For example, the true value for the simulation measurement noise is 40nm for each component, but the heuristic of Ref.
[32] results in a posterior mode of 222.14nm for the Y component of the localization precision. This biased measurement noise estimate is the main cause for the small p-value (note also that this over estimate of a component of R also degrades SPT-SLDS segmentation). When the parameter estimates,θ, are obtained using the correct prior (i.e., a prior computed using the known mean of the data generating process), no rejection occurs and the diffusion coefficients and other kinetic parameters are consistently estimated.
The results obtained when one divides the original time series shown in Fig. S3 into six uniformly spaced windows and applies the 2D MLE estimator of Ref.
[23] are displayed in Fig. S4 . Note that B was assumed to be the zero matrix (this simplifies the MLE search strategy originally advocated in Ref. [23] ). In the model considered in Ref.
[23], R estimates were accounting for 2D confinement effects (i.e. through the matrix B), although other MLE estimators can also be considered. For example, Ref. [18] uses a simpler diffusion plus noise likelihood model. However, neglecting the statistical contribution of confinement effects can degrade parameter estimate quality even if the spatial coordinates are statistically independent [36] . If one desires accurate and reliable kinetic parameter estimates, we advocate using the segmentation afforded by the HDP-SLDS. After trajectory segments are in-hand (where each segment corresponds to a kinetically different state), a researcher can use these segments as input for a local MLE analysis like those outlined in Refs. [23, 37] to remove any potential biases introduced by the prior followed by an appropriate hypothesis testing diagnostics [23, 28, 37] in order to check the fundamental assumptions behind the SLDS model. The latter step is crucial before one attempts to attach a physical interpretation to estimated parameters In this simulated example, for a "correctly segmented" trajectory, no rejection occurs using either the Q or M goodness-of-fit tests [23] .
In Fig. S5 , we confirm that "sticky parameter" [32] can be inferred from the data even if state transitions are short lived and highly transient. The spikes in the X time series (green) are meant to mimic "background flashes" in the fluorescent signal. These flashes were introduced at every 100th observation. The HDP-SLDS analysis outlined in Text S1 was still able to create a new state for this periodically occurring signal while retaining high accuracy in the segmentation.
Text S3 Connecting Linear Continuous Time SDE Model Parameters to Those of Discrete SLDS Models
The continuous time analog of Eqn. 1 is given by the following stochastic differential equation (SDE):
In the equation above, F ( r) represents the effective force experienced by a molecule located at position R, Φ models the friction matrix, and σ is related to the diffusion coefficient [23] . This overdamped Langevin framework is fairly general, e.g. non-linear and/or time dependent forces can fit to data using this type of model [23, 37, 55, 58] . Note that in the HDP-SLDS we use F to denote a fixed matrix, whereas in the overdamped Langevin equation above, F ( r) is a vector depending on the instantaneous molecular position. In the specific linear parametric models considered in this article, each SDE contributing to an SLDS state (or "mode") is parameterized by a finite dimensional vector denoted by θ. The parameters contained in θ and the remaining terms in Eqn. 3 are defined by the following equations:
In the expressions above, k B T represents Boltzmann's constant multiplied by the system temperature. The net collection of parameters to be estimated is θ ≡ ( A, B, C, R); a separate θ is estimated for each unique SLDS state. In the models considered throughout this article, A is a 2D vector (i.e., A ∈ R 2 ). B, C, and R are 2 × 2 real matrices. The local diffusion coefficient, D, is defined by D ≡ C × C T . Physical interpretation of the other continuous time parameters are presented in Ref. [23] . Note that physical interpretation of parameters is simpler if the position mean is set to zero [23, 42] .
Here we focus on how to map parameters estimated by the HDP-SLDS inference to the continuous time SDE parameters (e.g., this is useful for when wants to compute the implied diffusion from the HDP-SLDS output). To simply notation, we will work with the following auxiliary quantities:
B T QB; the first auxiliary variable is the instantaneous covariance associated with the continuous time model; the next two auxiliary variables expresses the drift terms of a linear velocity field (force fields can be recovered by simple linear scalings).
With the auxiliary variables defined above, we show how to transform some of the output of the discrete HDP-SLDS inference algorithm computed using observations evenly spaced ∆t time units apart ( µ, F , Σ) into the corresponding SDE parameters ( A ,B ,Q). No transformation is required for R since observations are discrete in both models. The easiest quantity to extract is B = 1 ∆t log m (F ) where log m (·) is the principal matrix logarithm (i.e., the inverse of matrix exponential). Given B and the rest of the HDP-SLDS output, one can readily compute A = − (Id − F ) × (B ) −1 −1 µ where Id denotes the identity matrix; this relation is another simple consequence of the known solution to the linear SDE [73] . Typically, one is given continuous time parameters ∆t, Q and B and computes the corresponding quantities defining a discrete observation scenario. That is, one quickly computes F = exp(∆tB ) and uses this to setup the following matrix equation:
One can then solve for Σ using standard control theory tools [40, 74] . However, Q and hence C = (
can be readily solved for explicitly given (F ,Σ, B ) since the expression above is linear in Q. Recall F and Σ are provided directly by the HDP-SLDS inference. B can be computed using the procedure described above. Symbolic packages such as Mathematica can exploited to obtain expressions for Q.
Text S4 Dirichlet Distribution and Mixture Models
Dirichlet distributions are multivariate extensions of the beta distribution [43] . The beta distribution's support is [0, 1] and its density is given by:
The beta distribution is conjugate to the Bernoulli distribution and is commonly used as a prior for the probability of "success" in scenarios where the outcome can be one of two events in Bayesian inference (e.g., heads or tails in coin flipping trials). The Dirichlet distribution generalizes this idea to the scenario where the outcome can be more than two events. For example, the Dirichlet distribution can be used to help infer the probability of each face on a die; one can assume a fair die as a prior (each event has equal probability) and then use the posterior and observations of rolls to infer the probability of each face (i.e., use data to determine if the die is actually fair). The density of the more general Dirichlet is shown in Eqn. 9. The Dirichlet distribution is conjugate to the multinomial and it belongs to the exponential family of conjugate priors. The aforementioned feature simplifies posterior computations and has partially contributed to the Dirichlet's popularity in Bayesian analysis [32, 41, 43] .
A K−dimensional random vector x is said to be Dirichlet distributed (parameterized by a vector α = (α 1 , . . . , α K ) with α i > 0 ∀ i) if its distribution can be written as [43] :
The sum over K − 1 components ensures that the sum of the x's components is one (hence it is a valid candidate state transition probability in an HMM setting). Assuming a Dirichlet distribution as a prior allows many nice explicit posterior distribution computations (crucial to a full Bayesian analysis) [43] , but such priors also allow one to readily formulate "mixture models" [75] . These types of models are relevant because they allow a formal mechanism for assigning θ values to each discrete state, i.e., it provides one a mechanism to assign a dynamical structure to each state. This results in a collection of variables {θ z } K z=1
describing the dynamics and measurement noise statistics of the observed trajectory.
A Dirichlet process results when one allows K to be infinite [32, 41, 46, 75] . In Dirichlet process settings, one typically assumes that θ z ∼ H(Θ), i.e., the state vector is drawn from a continuous distribution H(Θ) where Θ is a vector of hyperparameters required to specify the so-called "base measure"H [32, 43] . Even though K is infinite and H comes from a continuous distribution, it can be shown that when one models each row of a transition matrix as a draw from a Dirichlet process, that each realization contains a countably infinite number of states θ z with probability one [43, 76] . The transitions characterized by state i are denoted by the countable infinite dimensional transition vector π (i) . The technical problem that arises is that π (i) and π (j) have zero probability of having identical θ's associated with their respective (countably infinite) states in a "Dirichlet mixture model" when i = j and H is continuous. Hence the probability of returning to a state after exit is zero. This feature complicates using a Dirichlet process in HMM modeling since there is no "sharing" of states between different rows of the transition matrix. The Hierarchical Dirichlet Process (HDP) [41] was designed to overcome this particular problem; the HDP framework allows π (i) and π (j) to share a common set of θ's in their components despite H being continuous [41] . The number of states and the transition probabilities can be inferred from posterior distribution computation [46] . However, the HDP does not have a mechanism for encouraging state persistence or "self-transitions"; this complicates state identification and estimation in situations where the underlying state remains the same for a relatively long block of time (a common situation in SPT, animal behavior, and target maneuvering [32]). Fox et al. [32] developed the "sticky" HDP-SLDS which adds a hyperparameter designed to promote state persistence through modifying the measures sampled from the HDP. Note that the hyperparameter is learned from the observed time series and the method is surprisingly robust to the assumed initial value of the prescribed "sticky" hyperparameter.
Text S5 Bayesian Prior Values
To enforce a symmetric positive definite matrix (required for a valid covariance) for both R and Σ, Fox et al. [32] exploited the properties of inverse Wishart prior distributions for these matrix parameters. The inverse Wishart distribution is denoted by IW (ν, Ψ) where Ψ is a positive definite "scale matrix" and ν is a real number greater than p − 1 where p is the dimension of Ψ. This distribution is over matrices; if X ∼ IW (ν, Ψ) then E[X] = Ψ/(ν − p − 1). This distribution was used by Fox et al. due, in part, to the computational convenience it permits in Bayesian computations.
For R, Ψ was set toR × (ν − p − 1) whereR is either a subjective or data-driven prior (the mean of the subjective prior used is reported in the first paragraph of the Results; recall a subjective prior is used to provide an initial data segmentation in Text S1). Multiplication by the factor ν −p−1 ensures that the mean of the inverse Wishart is consistent with the specifiedR. ν was set to 1000 (this setting was used in the HDP-SLDS toolbox http://www.stat.washington.edu/~ebfox/software/HDPHMM_HDPSLDS_toolbox.zip). For the inverse Wishart over Σ, Ψ was selected using both the data-driven discrete diffusion coefficient discussed in Text S1 and subjective priors. For the latter, the prior mean Σ o was used (see last paragraph of this section for the value). Inconsistency between the assumed inverse Wishart prior distribution and data were mitigated by setting ν = 10 (this value allowed substantial dispersion around the Σ prior). , is a generic multivariate normal with mean µ and covariance S, vec(·) is the standard vectorization operator (stacking elements of a matrix into a single column) and ⊗ denotes the matrix Kronecker product. Hence M specifies the average F drawn in the prior and the variance about this mean value can be adjusted by suitably setting L (a free parameter) for a given Σ o (see Ref.
[32] for the explicit relationship). In our applications, M = ( 0.9 0 0 0.9 ) and the standard deviation around the diagonal components of M was tuned to 0.15; these values readily handle pure diffusion (i.e., F is the identity matrix and µ is zero) and "confined" diffusion parameter regimes (the priors assumed cover the "confined" regimes studied in Ref. [36] ). For the prior over µ, a Gaussian with mean zero and a diagonal covariance with 100 2 nm 2 on each diagonal entry was used (this value was motivated by the observed variation in the chromatid trajectories analyzed). The parameter K used in "weak limit approximation" [32, 63] truncation reduces the infinite state space model to a finite state space (this parameter is denoted by K z in the HDP-SLDS toolbox mentioned above and L in Refs. [32, 63] ). The truncation affords several computational MCMC sampling advantages over other approximations of the infinite dimensional HDP [63] . Recall that Fig. S2 illustrates that this truncation does not introduce systematic bias (hence precise tuning for this parameter is not a major concern), so we used K = 10 as our default setting for this parameter; this value is much higher than the expected number of resolvable states in the experimental SPT trajectories we analyzed here. We also carried out a sensitivity analysis to many of the other default "concentration" hyperparameters and confirmed results stated by the original authors in Ref. [46] , namely segmentation results are not substantially affected by the concentration parameters. Hence, the remaining sampling and data generating parameters were left unchanged from the default settings in the publicly available HDP-SLDS toolbox. The simulations studied in this work were generated using these priors to randomly generate data discretely observed every ∆t = 0.455s (corresponding to the net experimental frame rate of 22 frames/s).
In the large scale simulations cases studied, the parametric forms of the priors and parameter settings not discussed below were identical to those discussed above. Except instead of using data-driven priors, we used the fixed matrices Σ o = diag([2.2 × 10 −4 , 2. ] as the prior means over the discrete process and measurement noise, respectively (recall diag(·) denotes the square diagonal matrix formed by the arguments). These values were selected by analyzing a large population of chromatid trajectory segments. Dispersion around these states in the HDP simulations were determined by the sampling parameters and prior distributions discussed above. The parameter
