Uncertainty is an inherent feature of environmental systems, which makes probabilistic models important. Environmental risk assessment is an important but time consuming task. For large-scale systems, use of linear systems with uncertainty information on parameters and inputs is one of the few possible methods to assess risk. To estimate risk, it is necessary to have at least the first two moments of output variables. This paper describes an efficient method developed for second-moment analysis of linear systems with uncertain coefficients. The main objective is to provide the means and the variances of the output and to provide efficient formulation and automation of the moment equations. This method is demonstrated in two real-world applications of environmental modeling.
Introduction
Risk analysis in environmental systems requires at least the means and covariances of output variables to make an estimate on the uncertainty of the solution (Curi 1992; Curi et al. 1994 ), but the second-moment equations for calculating covariances are difficult to formulate for large systems. Methods generating the first-and second-moment equations automatically are of interest for practical applications (Dickinson and Savage 1990; Fukuda 1999; Ghods et al. 2000; Greig 1993; Ponnambalam et al. 1994) . Many engineering problems can be modeled by a set of random algebraic equations expressed by Ax = b, where A is a square matrix and where the entries of A and b are random variables. The objective is to calculate the mean and variance of the unknown vector x. In some of the well-known methods, the expansions require the inverse of the mean of the matrix A (Dickinson and Savage 1990; Ghods et al. 2000; Greig 1993 ).
We describe a new method in which the inverse of the mean of the A matrix is not needed. It is also based on Taylor series expansion for algebraic systems, and we name it the IFTS (inverse free Taylor series) method. In Sect. 2, we present its details. Section 3 provides experimental results, and Sect. 4 presents the conclusions.
IFTS method
The IFTS method uses Taylor series expansion to calculate the first and second moments of a set of algebraic equations
The system is linear if A is deterministic, but it becomes nonlinear if A and b are random. Then we can write nonlinear equations as [2] f (x, A, b) = Ax -b
The expansion is not trivial and is explained in the following section. The main objective of the expansions is to avoid matrix inversion and to relax the condition that the mean of the random matrix has to be nonsingular, which is required for methods described in Curi (1992) and Greig (1993) . The disadvantage of these methods is mainly due to the use of this inverse. Even for large sparse linear systems (for example, a tri-diagonal system), the inverse is fully dense. This brings a large complexity to these methods. We present next the details of the method (IFTS) that avoids the inverse and hence can be applied to problems when the mean of A is singular.
First-and second-moment equations
Consider eq.
[1] where the entries of A and b are random variables. We are looking for the first and second moments of the random vector x in terms of the first-and secondorder moments of A and b. Probabilistic formulation needs n equations for the mean values of x, and n(n + 1)/2 equations for correlation between any two variables of x. The firstorder moment equations are obtained by Taylor expansion. For this purpose, eq. [1] is rewritten as
The expectation of eq.
[3] is
[4] can be expressed as
3 ) unknown variables due to E(x j ) and the covariance terms (cov(a ij , x j )). To solve the set we need additional n 3 equations containing E(x j ) and cov(a ij , x j ). This is done by first multiplying eq.
[3] by all n 2 elements of the random matrix:
and taking the expectation of eq.
[7]:
Using Taylor series expansion about the mean of the variables (a kl , a ij , x j ), and taking the expectations, the following is obtained: 
The first-order moments of the unknown vector x are obtained by solving the complete set of eqs. [6] and [10] . The resulting second moments are needed to calculate the second moments of the vector x. The second-order moment equations are also obtained by Taylor series expansion, but we need another n(n + 1)/2 independent equations. This is done as follows. Let us write The expectation of eq. [12] is
and Taylor series expansion about the means of (a kl , a ij , x l , x j ) results in
Third-and higher-order terms are neglected. Using the closure assumption for the last term of eq. [14] , this term can be expressed in terms of the second-order moments as follows:
Using eqs.
[14] and [15], eq.
[13] can be expressed as
Solving eqs.
[10] and [16] gives the mean of x and cov(x i , x j ), for all i and j. But note that while implementing the system we can take advantage of both sparsity (zero elements) and deterministic coefficients. This reduces the complexity of the method considerably.
Examples
In this section, two examples are provided as real-world test cases. The first case is a lumped-system model and the second is a distributed-system model. These examples have two main objectives: (i) to show the usability of the secondmoment methods in real world applications of environmental modeling in which the mean of the random matrix is singular; and (ii) to analyze the accuracy of IFTS and compare the results with Monte Carlo (MC) simulations, which are implemented with 2000 trials for both test cases.
Example 1: carbon dioxide cycle
In this example, the carbon dioxide cycle is used to study the accumulations of carbon dioxide in the atmosphere (Curi et al. 1994; Yearsley and Lettenmaier 1987) . The box-model approach is utilized as a tool to mathematically describe the mass exchange between the subsystems by a set of differential equations. A simple four-box model for the carbon dioxide cycle is described. This model consists of four subsystems: atmosphere, biosphere, surface, and deep ocean layers, as shown in Fig. 1 . In this environment there are many uncertainties with respect to the exchange coefficients (parameters), initial conditions, and carbon-dioxide forcing functions within the model. The model to be analyzed for steady state becomes a system of random linear algebraic equations in which the carbon-dioxide forcing function and all parameters are random variables.
Mathematical representation of the CO 2 model
To represent the four-box model for CO 2 cycle mathematically, first, we identify the main parameters of the model. For this purpose, assume at some time t the inventories of these boxes are given by C a (t), C b (t), C m (t), and C d (t). Also, assume that the exchange coefficients of CO 2 are represented as K ij , where the flow is from box i to box j. This exchange takes place as K ij C i due to the inventory C i in box i. It is assumed, in this model, that there is only one main source of CO 2 (the burning fossil fuels generated by humans) and denoted by n(t). Then the inventory of CO 2 at time t for each box can be represented mathematically by the following equations: 
C t t C t t C t t C t t
The analysis of this model herein is concerned with the time invariant system, or the study of the carbon dioxide cycle at steady state (equilibrium). Assuming the rate of change of the inventories dC i (t)/dt at time t is equal to zero. Under this assumption, eq.
[22] can be rewritten as
Note that this is a singular system, as A is not full rank.
Numerical results
To calculate the mean and the covariance of the output variables C i , eq. [23] is used. For numerical results, we consider the following: (1) the mean values of the exchange coefficients are as listed in Table 1 (the same values used by Curi et al. (1994) ); (2) the range of uncertainty from the mean values is 1-30%; and (3) the correlation coefficient between any two coupled processes is 0.5, as in Table 1 .
Finally, we determine the influence of the uncertainties in the parameters and input coefficient on the output of the model at steady state. The result of the estimated mean and the 68% confidence area (mean ± standard deviation) of CO 2 at the atmosphere compartment is shown in Fig. 2. 
Example 2: Canadian Forces Base Borden landfill
The application of the IFTS method is investigated using actual field data. These data are collected from previous research done on the CFB Borden landfill site (Sudicky et al. 1983 ). The one-dimensional advective-dispersive transport equation is used. Chloride is the contaminant to be modeled because of its relatively conservative nature and low natural background concentration.
Mathematical representation
The governing equation (Wodaj 1994 ) used for a nonreactive or no-decay contaminant transport through a finite one-dimensional isotropic porous medium in a steady, uniform, and incompressible groundwater flow, which includes the advective and the dispersive terms only in the x direction is described as follows:
where C is the concentration of the contaminant in space (x) and time (t), V (V > 0) is an average rate of groundwater flow velocity in L/T, and D L is the longitudinal hydrodynamic dispersion coefficient in L 2 /T. To model the system in the form of eq. [1], eq. [24] is discretized in space (x) and time (t). The Dirichlet boundary condition on the upstream end is written as
The Neumann boundary condition on the downstream end is written as
Assuming the porous medium domain is initially contaminant free, the following condition is considered:
The backward time centered-space (BTCS) method is utilized to formulate the system of algebraic equations for the transport of eq.
[24]. The finite difference terms are
Mean values 1/33 1/40 1/5 1/6 1/6.2 1/300
Correlation coefficients [29
where ∆t is the time step and ∆x is the space discretized interval.
Discretization procedure
The transport system model of eq.
[30] is written in a difference equation form as
Let cc = V∆t/∆x and dd = D L ∆t/∆x 2 , where cc denotes the convection number, dd denotes dispersion number, and Pe is the Peclet number. Using those terms and rearranging eq.
[32], we get
Assuming that the initial conditions are known, the value for C i t is known at t = 0. Therefore, each grid point of interest can be evaluated by solving the equations of the system model simultaneously for each time increment. Thus, at each time step t there are n u equations with n u unknowns for the deterministic case of the transport model, where n u represents the number of nodes with unknown values. Given the boundary conditions (C L and C R ) for the left-and the right-hand side of eqs. [25] and [26] , a general formula in the form of Ac = b can be written as follows: Given this form and the uncertainties in terms of V and D L , we can use the IFTS method to estimate the means and concentrations profiles.
Numerical results
The abandoned landfill site at Canadian Forces Base Borden is used as a refuse/waste dump from 1940 to 1973 and then as a sanitary landfill until 1976 (Sudicky et al. 1983 ). The hydraulic conductivity K was equal to 2400 m/a, and porosity ç was equal to 0.35, which is used to calculate the deterministic velocity of the aquifer for the site. The contaminant plume was sampled on ten occasions between 1977 and 1980. The chloride concentration that is mainly conservative in nature was properly studied. The leading edge of the contaminant did not advance significantly as a function of time, which indicates an equilibrium situation is approached. In 1980, the Waterloo Research Institute reported that the chloride concentration was averaging 400 mg/L in the landfill site. Sudicky et al. (1983) reported that the estimated longitudinal dispersivity α L is 7.6 m.
The spatial domain taken to represent the horizontal onedimensional movement of the chloride is an initial concentration C 0 equal to 0 mg/L was assumed, the corresponding velocity standard deviation s v equal to 11 m/a, which amounts to a coefficient of variation of 50% at the site. In this experiment, not only is the advection process uncertain but the dispersion coefficients D L are also uncertain. The longitudinal dispersion coefficient is estimated using the following formula (Scheidegger 1974) :
Hence, the variance of the dispersion coefficient using the above relationship is
Can. J. Civ. Eng. Vol. 29, 2002 Length (m) The spatial interval and time interval are taken as 105 m and 0.5 a, respectively. Table 2 shows the relevant hydrological data (Scheier 1983) , which is utilized to calculate the mean and standard deviations for the spatial domain using the IFTS method and then compared with the Monte Carlo results.
Analysis
The numerical results of the mean and the standard deviation predictions with 25% coefficient of variations on all parameters are shown only for five periods in Fig. 3 . To analyze the effect of the variation of the parameters, 50% coefficient of variations on all parameters is also considered and is shown in Fig. 4. Figures 3 and 4 present the results for t = 0.5 and 2.5 a. The results of the IFTS method show the mean values are almost equal to the Monte Carlo results. However, there are some differences in the standard deviations.
The predicated mean in Fig. 3 indicates the movement of chloride from high concentration (left boundary) to the lower zone (right boundary) as it progresses in time; the curves for a given time show that the spreading of the contaminant increases to reach equilibrium state. Figure 3 also shows an increase in standard deviation as a function of time, in relation to the proportion of the gradient of the corresponding mean values. Therefore, the peak values decrease and reach equilibrium simultaneously with the mean. Similar observations have been reported in Gelhar (1981) and Scheier (1983) for other stochastic transport problems.
Figure 4 provides similar observations explained about Fig. 3 with an exception of an increase in the errors as the coefficient of variations increases. As expected, the degree of accuracy is directly related and proportional to the coefficient of variations for any given system model. Note that for high coefficient of variance (over 50%), the Monte Carlo method may not give meaningful results, as it solves eq. [34], whose matrix is highly ill conditioned and hence the solutions are highly suspect. Therefore, the IFTS method is a useful tool for the prediction and analysis of contaminant transport problem for stochastic large-scale linear systems as the Borden site, even for high coefficients of variations.
Conclusions
This paper presented an efficient method for secondmoment analysis of linear algebraic systems with uncertain coefficients. The efficiency is achieved by not requiring the dense inverse as well as the ability to take advantage of sparsity and deterministic coefficients. Numerical results have shown very good agreement with the Monte Carlo simulation. The first moments are almost equal in all cases, with slight differences in the output variances due to the truncation of higher expansion terms. Accuracy is approximately inversely proportional to the coefficient of variation. With the promising experimental results obtained, the IFTS method can be applied to practical problems for the prediction, analysis, and design of the movement of pollutant in the environment for risk estimation.
