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AVERAGES OF HECKE EIGENVALUES OVER THIN SEQUENCES
V VINAY KUMARASWAMY
ABSTRACT. Let F ∈ Z[x] be a diagonal, non-singular quadratic form in 4 vari-
ables. Let λ(n) be the normalised Fourier coefficients of a holomorphic Hecke
form of full level. We give an upper bound for the problem of counting integer
zeros of F with |x| 6 X , weighted by λ(x1).
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1. INTRODUCTION
The study of averages of arithmetic functions along thin sequences is a cen-
tral topic in analytic number theory. For instance, the sum
∑
n6X a(p(n)), where
p(n) = n2 + bn + c is an integer polynomial, and a(n) are Fourier coefficients
of automorphic forms, has been widely studied. For this sum, Hooley [20] estab-
lished an asymptotic formula with a power-saving error term when a(n) = τ(n),
the divisor function, and p(n) is irreducible. The case when a(n) are Fourier coef-
ficients of cusp forms was first settled by Blomer [2], and later refined by Templier
and Tsimerman [26]. However, the analogous sum over the primes, i.e. the sum∑
n6X Λ(p(n)), where Λ(n) is the von Mangoldt function, is much harder to esti-
mate, and this is a long standing open problem.
Mean values of arithmetic functions over polynomials of higher degree are poorly
understood; obtaining an asymptotic formula for the sum
∑
n6X τ(n
3 + 2) would
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represent a significant breakthrough in the subject. However, in the case of polyno-
mials in more than variable, several results have been established. Among the most
striking results in this regime are by Friedlander and Iwaniec [13], on the existence
of infinitely many primes of the form x2+ y4, and by Heath-Brown [17], on primes
of the form x3 + 2y3.
Analogously, for the divisor function, sums of the form
∑
m,n6X τ(|B(m,n)|),
where B(u, v) is an integral binary form of degree 3 or 4, have been investigated
by several authors. For irreducible binary cubic forms, Greaves [15] gave an as-
ymptotic formula for the aforementioned sum, and the sum over irreducible quartic
forms was handled by Daniel [10]. The case when B(m,n) is not irreducible has
also been considered; for example, such sums have been of much interest in prob-
lems relating to Manin’s conjecture for del Pezzo surfaces. See [8], where cubic
forms are considered, and [5], [6], [7] and [18] that treat the case of quartic forms.
Continuing in the same vein as the aforementioned results is the following theo-
rem, which follows from our main theorem. In principle, our result corresponds to
the case when a cubic form B(m,n) splits over Q as the product of a linear and a
quadratic form.
Theorem 1.1. Let λ(n) be normalised Fourier coefficients of a holomorphic Hecke
cusp form f of full level and weight k, and let r(n) be the number of representations
of an integer as a sum of two squares. Let A andB be non-zero integers. Then there
exists δ > 1
60
, independent of A and B, such that∑
m,n6X
r(Am2 +Bn2)λ(m)≪f,A,B X2−δ.
Although we have stated this with the r-function, our methods could potentially
be adapted to deal with the divisor function. It is worth emphasising that existing
results on divisor sums over binary cubic and quartic forms have largely relied on
arguments involving the geometry of numbers, and one cannot expect to be able to
establish Theorem 1.1 by relying solely on these methods. Instead, we will draw
from techniques in the theory of automorphic forms. Next, we move to our main
theorem.
Let F ∈ Z[x] be an integral quadratic form in four variables and letw ∈ C∞0 (R4)
be a smooth function with support in [1/2, 2]4. Let
NF (X) =
∑
F (x)=0
w
( x
X
)
,
count integral solutions to F = 0 of height less than X . As X → ∞, Heath-
Brown [16, Theorems 6,7] established an asymptotic formula for NF (X) with a
power-saving error term (see also recent work of Getz [14] where this is refined
and a second order main term is given). Now, given an arithmetic function a(n) :
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N→ C, it is natural to ask if we can count solutions to F = 0 in which one of the
variables is weighted by a(n). More precisely, let
N(a;X) = NF (a;X) =
∑
F (x)=0
w
( x
X
)
a(x1),
where F and w are as above. For instance, if a = Λ then N(a;X) counts weighted
solutions to F = 0 where one of the co-ordinates is prime. The inhomogeneous
case (i.e. counting solutions to F (x) = N for non-zeroN), however, has been well-
studied. Tsang and Zhao [27] showed that every sufficiently large integer N ≡ 4
(mod 24) can be written in the form p21 + P
2
2 + P
2
3 + P
2
4 , where p1 is a prime, and
each Pi has at most 5 prime factors.
In this note, we investigate the case where the a(n) are Fourier coefficients of
a holomorphic cusp form, and not all the variables are weighted. Suppose that a
holomorphic cusp form f(z) has Fourier expansion
f(z) =
∞∑
n=1
λ(n)n
k−1
2 e(nz),
and then set a(n) = λ(n). Our main result is
Theorem 1.2. Let F ∈ Z[x] be a non-singular diagonal quadratic form in 4 vari-
ables, and let w be a smooth function with compact support in [1/2, 2]4. Let λ(n)
be the normalised Fourier coefficients of a holomorphic Hecke cusp form f of full
level and weight k. Then for all ε > 0 we have
N(λ;X)≪ε,f,F,w X2− 16+ε.
From Heath-Brown’s work on estimatingNF (X) and Deligne’s bound for λ(n),
we obtain the ‘trivial’ bound N(λ;X) ≪ε X2+ε. Consequently, Theorem 1.2 de-
tects cancellation for λ(n) along thin sequences. Moreover, although we shan’t
pursue it here, our method of proof allows us to handle slightly more general qua-
dratic forms of the shape A1x
2
1 +Q(x2, x3, x4). It would also be very interesting to
obtain an analogue of Theorem 1.2 with two arithmetic weights.
Our proof of Theorem 1.2 uses the δ-method, which in its current form has its
genesis in the work of Duke, Friedlander and Iwaniec [11] on the subconvexity
problem for GL2 L-functions. In our present work, it is more convenient to use a
variant of this method developed by Heath-Brown [16].
Remark 1.3. One could also consider estimating N(λ;X) by parametrising solu-
tions to F = 0. To illustrate this, let F = x1x2−x23−x24. Solutions to F = 0 in P3
can be parametrised as [y22 + y
2
3 : y
2
1 : y1y2 : y1y3], with [y1 : y2 : y3] ∈ P2. Thus
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studyingN(λ;X) reduces to studying sums of the form∑
g6X
∑
(y1,y22+y
2
3)=g
y22+y
2
36gX
y216gX
(y1,y2,y3)=1
λ(y22 + y
2
3).
The innermost sum can potentially be analysed by the methods developed in [26],
although the additional GCD condition makes it a challenging prospect.
We end our introduction by highlighting the key ideas in the proof of Theo-
rem 1.2. As is typical when applying the δ-method, an application of Poisson sum-
mation in the unweighted variables leads us to study sums that are essentially of the
form
(1.1) X
∑
c′∈Z3
|c′|≪1
∑
q≪X
q−
3
2
∑
n≪X
λ(n)T (A1n
2, F−1(0, c′); q)Iq(n, c′).
Here Iq(n, c
′) is an exponential integral, F−1 is the quadratic form dual to F ,
and T (m,n; q) is a certain one-dimensional exponential sum of modulus q which,
on average, admits square-root cancellation (for fixed m, say). The derivatives
∂j
∂nj
Iq(n, c
′) depend polynomially on X/q, and determining how to control them is
one of the main challenges we shall face.
Using Deligne’s bound for λ(n) and the bound Iq(n, c
′)≪ 1, we see that the sum
in (1.1) is O(X2+ε). This will be our starting point, and our objective is to make
some saving in the n-sum. In this endeavour, three not unrelated strategies present
themselves: exploiting cancellation from sums of Hecke eigenvalues, Mellin inver-
sion, and the Voronoi summation formula. We shall make use of all three methods
to successfully analyse the n-sum.
If F−1(0, c′) = 0 then T (A1n2, 0; q) is essentially a Gauss sum. For fixed q,
we shall see that this sum vanishes unless n satisfies certain congruence properties
modulo divisors of q. Moreover, T (A1n
2, 0; q) is O(q1/2) on average, leaving us
to get cancellation for sums of the form
∑
n≡0 (mod d) χ(n)λ(n)Iq(n, c
′), for χ a
Dirichlet character with conductor e, and [d, e] | q.
On account of the classical bound
∑
n6X eq(αn)λ(n) ≪ X1/2 logX (which is
uniform in α ∈ R), it is natural to try and estimate the n-sum by partial summation.
However it appears difficult to derive good bounds for ∂Iq(n, c
′)/∂n unless q is
large. Instead, we are able to control the Mellin transform of Iq(n, c
′) by means of
a stationary phase argument, and this is one of the main novelties of this paper. The
subsequent application of Mellin inversion to estimate the n-sum naturally leads to
requiring a subconvexity estimate for twists of L(s, f) by Dirichlet characters, and
this allows us to save a small power of X in the n-sum.
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On the other hand, if F−1(0, c′) does not vanish, Voronoi’s formula works well
when q is a small power of X . Indeed, if w has support in [X, 2X ] and its deriva-
tives satisfy the bound w(j)(x) ≪j x−j , Voronoi’s identity transforms the sum∑
λ(n)eq(an)w(n) to a ‘short’ sum of length about q
2/X , when (a, q) = 1. How-
ever, in our current regime, the derivatives of Iq(n, c
′) are too large for small q, and
we must balance these opposing forces to make a saving in the n-sum. When q is
large, partial summation becomes a viable option, and we are able to demonstrate
cancellation in the n-sum.
We end by remarking that the methods used in this note appear to extend to cover
the case when f is not holomorphic. In this case, we have the bound
λ(n)≪ε,f n 764+ε
due to Kim and Sarnak [22], but this does not affect the analysis significantly. With
more effort, one could also establish a similar result for forms with arbitrary level
and central character.
Finally, if f is not a cusp form, we will have to account for the appearance of
a main term, but the analysis of the error terms will remain unchanged. Although
we omit the details, the proof of Theorem 1.2 can be suitably modified to give an
asymptotic formula for N(a;X) when a(n) = τ(n) or r(n).
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Notation. Wewrite 4-tuples c = (c1, . . . , c4) as c = (c1, c
′), where c′ = (c2, c3, c4)
is a 3-tuple. Let S(m,n; q) =
∑∗
x (mod q) eq(mx+ nx) denote the standard Kloost-
erman sum, and let cq(m) = S(m, 0; q) be Ramanujan’s sum. For an integer n,
vp(n) will denote its valuation at a prime p. If F is a non-singular quadratic form,
we denote by F−1 the form dual to F ; by ∆ we denote the discriminant of F . We
use the notation 1S to denote the indicator function of a set S. All implicit constants
will be allowed to depend on the quadratic form F , the cusp form f and the weight
function w. Any further dependence will be indicated by an appropriate subscript.
2. PRELIMINARIES
2.1. Summation formulae. The following lemma is a standard application of Pois-
son summation.
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Lemma 2.1. Let w(x) be a smooth function with compact support. Then
(2.1)
∑
m≡b(mod q)
w(m) =
1
q
∑
m∈Z
ŵ
(
m
q
)
eq(bm),
and ŵ denotes the Fourier transform of w.
Next, we state a form of the Voronoi summation formula. For a proof, we refer
the reader to [12, Proposition 2.1].
Lemma 2.2. Let g(x) be a smooth function with compact support, and λ(m) be the
normalised Fourier coefficients of a cusp form of weight k and full level. We then
have
(2.2)
∑
m≡b(mod q)
λ(m)g(m) =
1
q
∑
d|q
∞∑
m=1
λ(m)S(b,m; d)gˇd(m),
where
(2.3) gˇd(m) =
2πik
d
∫ ∞
0
g(x)Jk−1
(
4π
d
√
xm
)
dx,
is a Hankel-type transform of g.
Lemma 2.3. Let g ∈ C∞0 (R) be a smooth function with support in [1/2, 2] and let
‖g‖N,1 be its Sobolev norm of order N . Then for any l > 0 we have∫ ∞
0
g(x)Jk−1
(
t
√
x
)
dx≪l min
{‖g‖∞, ‖g‖1,lt−(l+1/2)} .
Proof. Denote the left hand side above by I(t). Although this is a standard argu-
ment, we present a proof from [12, Proposition 2.3]. Set α = t−2. Making the
change of variables x→ αy2 we see that
I(t) = 2α
∫ ∞
0
g(αy2)yJk−1(y) dy.
Using the fact (see (35) in [12]) that
d
dx
xkJk(x) = x
kJk−1(x),
and by repeated integration by parts we have
I(t) = 2α
∫ ∞
0
{∑
06v6l
ξv,l(αy
2)vg(v)(αy2)
}
Jk−1+l(y)
yl−1
dy,
for some constants ξv,l. Since Jk−1+l(y)≪ (1 + y)−1/2 and y ≍ α− 12 , we see that
I(t)≪l ‖g‖1,lt−(l+1/2).
This completes the proof. 
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2.2. Some facts about L-functions. In this section, we collect some standard facts
aboutL-functions; [21, Chapter 5] is a useful reference. Let f be a Hecke eigenform
of weight k and full level with normalised Fourier coefficients λ(n) as before. Let
χ be a primitive Dirichlet character with conductor D. For σ > 1 let
L(s, f ⊗ χ) =
∞∑
n=1
χ(n)λ(n)
ns
.
Then L(s, f ⊗ χ) has analytic continuation to the entire complex plane, satisfies a
functional equation, and has an Euler product
(2.4) L(s, f ⊗ χ) =
∏
p
(
1− χ(p)λ(p)
ps
+
χ2(p)
p2s
)−1
for σ > 1. Applying the Phragme´n-Lindelo¨f principle in the region 1
2
6 σ 6 1 to
L(s, f ⊗ χ), we get that
(2.5) L(s, f ⊗ χ)≪ε,f (D(1 + |t|))1−σ+ε,
for any ε > 0. When σ = 1
2
, we can improve on (2.5). We record the following
subconvexity bounds for L(s, f ⊗ χ). It follows from [4] that there exists A > 0
such that for all ε > 0 we have
(2.6) L(s, f ⊗ χ)≪ε,f DA(1 + |t|) 13+ε.
Although they are not used here, ‘hybrid’ subconvexity bounds for L(s, f ⊗ χ) are
also known, thanks to the work of Blomer and Harcos [3], and Munshi [24]: there
exists δ > 0 such that for all ε > 0 we have
L(s, f ⊗ χ)≪ε,f (D(1 + |t|)) 12−δ+ε.
3. SETTING UP THE δ-METHOD
Let
δ(n) =
{
1 n = 0,
0 otherwise.
By [16, Theorem 1] there exists a function h : R+ × R → R such that for any
Q > 1,
δ(n) = cQQ
−2
∞∑
q=1
∑∗
a(mod q)
eq(an)h
(
q
Q
,
n
Q2
)
,
where cQ = 1 + OA(Q
−A). The function h(x, y) vanishes unless
x 6 min(1, 2|y|), its derivatives satisfy the bound
(3.1)
∂a+b
∂xayb
h(x, y)≪N x−1−a−b
(
xN +min
(
1,
x
|y|
)N)
,
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and h(x, y) resembles the δ distribution in the following sense:∫
R
h(x, y)f(y) dy = f(0) +Of,N(x
N).
Using the δ-symbol to detect the equation F (x) = 0 we see that
(3.2)
N(λ,X) = cQQ
−2
∞∑
q=1
∑∗
a(mod q)
∑
x∈Z4
λ(x1)eq(aF (x))w
( x
X
)
h
(
q
Q
,
F (x)
Q2
)
.
We will take Q = X in our application of the δ-method, since F (x) is typically of
size X2 when x is of size X . For the rest of this note, we fix the quadratic form to
be
F (x) = A1x
2
1 + . . .+ A4x
2
4,
for non-zero integers A1, . . . , A4.
3.1. Applying the Poisson summation formula. Letting Q = X and breaking up
the sum in (3.2) into residue classes modulo q we get
N(λ;X) = cQQ
−2
∞∑
q=1
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b))
×
∑
x≡b(mod q)
λ(x1)w
( x
X
)
h
(
q
Q
,
F (x)
Q2
)
.
Applying Lemma 2.1 in the x2, x3 and x4 variables we get that
N(λ;X) = cQX
∞∑
q=1
q−3
∑
c′∈Z3
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b
′.c′)
×
∑
c1≡b1(mod q)
λ(c1)Iq(c),
(3.3)
where if r = q/X ,
Iq(c) =
∫
R3
w(c1/X, z)h(r, F (c1/X, z))er(−c′.z) dz.
By properties of the h-function we see that q ≪ X , or equivalently, r ≪ 1.
Set u′ = r−1c′,
Fq(b1, s) =
∑
n≡b1(mod q)
λ(n)
ns
,
and
(3.4) Iq(c
′, s) =
∫
R+×R3
w(x)h(r, F (x))e(−u′.x′)xs−11 dx.
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For 1
2
6 σ 6 2, integrating by parts we see that
Iq(c
′, s)≪N |s|−N
∣∣∣∣∫ ∂N∂xN1 {w(x)h(r, F (x))}xs+N−11 e(−u′.x′)dx
∣∣∣∣
≪N r−1−N |s|−N ,
(3.5)
by (3.1). For σ > 1, we have Fq(b1, s) ≪ 1, as the Dirichlet series converges
absolutely in this region. By the Mellin inversion theorem, we therefore have
N(λ;X) = cQX
∑
q≪X
q−3
∑
c′∈Z3
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b
′.c′)
× 1
2πi
∫
(σ)
XsFq(b1, s)Iq(c
′, s) ds,
whenever σ > 1.
We end this section by recording an alternate expression for N(λ;X). Applying
Lemma 2.2 to the c1 variable in (3.3) we see that
(3.6) N(λ;X) = cQX
2
∑
q≪X
q−4
∑
c∈Z4
c1>1
λ(c1)
∑
d|q
Sd,q(c)Id,q(c),
where
Sd,q(c) =
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b
′.c′)S(b1, c1; d)(3.7)
and
Id,q(c) =
2πik
d
∫
R+×R3
w (x) h (r, F (x))Jk−1
(
4π
d
√
c1Xx1
)
e (−u′.x′) dx.
(3.8)
4. INTEGRAL ESTIMATES
4.1. Preliminaries. Let
(4.1) w0(x) =
{
exp(−(1− x2)−1), |x| < 1
0 |x| > 1,
be a smooth function with compact support and let
γ(x) = w0
(
x
100maxi=1,2,3,4 |Ai|
)
.
Then γ(F (x))≫ 1 whenever x ∈ supp(w). Recall that r = q/X and let
(4.2) g(r, y) = h(r, y)γ(y).
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Then g has compact support, and by [16, Lemma 17] we have the following bound
for its Fourier transform,
pr(t) = p(t) =
∫
R
g(r, y)e(−ty) dy≪j (r|t|)−j.(4.3)
Remark 4.1. The above bound shows that p(t) has polynomial decay unless |t| ≪
r−1−o(1).
We also record a certain dissection argument due to Heath-Brown [16, Lemma 2].
Let w0 be as in (4.1), and let c0 =
∫
R
w0(x) dx. For u, v ∈ R3 define
wδ(x1,u, v) = c
−3
0 w
(3)
0 (u)w(x1, δu+ v),
where
w
(3)
0 (u) =
3∏
i=1
w0(ui).
Then
(4.4)
∫
R3
wδ
(
x1,
x′ − y′
δ
,y′
)
dy′ = δ3w(x).
4.2. Estimates for Iq(c). Recall that
Iq(c) =
∫
R3
w(c1/X, z)h(r, F (c1/X, z))e(−u′.z) dz.
We have the following estimates.
Lemma 4.2. Iq(c)≪ 1.
Proof. This follows from [16, Lemma 15]. 
Lemma 4.3. Let N > 0 and suppose that c′ 6= 0. Then
Iq(c)≪N X
q
|c′|−N .
Proof. This follows from [16, Lemma 19]. 
As a consequence of Lemma 4.3, we find that Iq(c) ≪A X−A if |c′| ≫ Xε. It
remains to examine the behaviour of Iq(c) when |c′| ≪ Xε.
Lemma 4.4. Let ε > 0. Suppose that 1 6 |c′| ≪ Xε. Then, for j = 0, 1 we have
∂j
∂cj1
Iq(c)≪ε (r−1|u′|)ε
(
r−j
( c1
X2
)j
+
j
X
)
|u′|− 12 .
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Proof. Since r ≪ 1, we have |u′| ≫ 1 under the hypotheses of the lemma. By (4.3)
we have
Iq(c) =
∫
R
p(t)
∫
R3
w˜(c1/X, z)e(tF (c1/X, z)− u′.z) dz dt,
where
w˜(c1/X, z) =
w(c1/X, z)
γ(F (c1/X, z))
.
For j ∈ {0, 1},
∂j
∂cj1
Iq(c) =
(
4πiA1c1
X2
)j ∫
tjp(t)
∫
w˜(c1/X, z)e(tF (c1/X, z)− u′.z) dz dt
+
j
X
∫
p(t)
∫
∂
∂c1
w˜(c1/X, z)e(tF (c1/X, z)− u′.z) dz dt.
Denote the integrals over z by I1(t) and I2(t) respectively. Using [19, Lemma 3.1]
we have the following bounds for Ik(t):
Ik(t)≪ min
(
1, |t|− 32
)
,
and if |u′| ≫ |t| then
Ik(t)≪N |u′|−N ,
for k = 1, 2.
By (4.3), we have the bounds,∫
|t|≪|u′|
|t|j|p(t)| ≪ |u′|1+j ,
and ∫
|t|≫|u′|
|p(t)||t|j− 32 dt≪j r−j|u′|− 12 .
As a result,
(4.5)
∂j
∂cj1
Iq(c)≪N
( c1
X2
)j (
|u′|1+j−N + r−j|u′|− 12
)
+
j
X
(
|u′|1−N + |u′|− 12
)
.
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We will see that this is satisfactory for the lemma unless |c′| ≪ 1, essentially. If
this is the case, we proceed as follows. By [16, Lemma 15] we have
∂
∂c1
Iq(c) =
(
2A1c1
X2
)∫
R3
w(c1/X, z)
∂h(r, F (c1/X, z))
∂c1
e(−u′.z′) dz+
1
X
∫
∂w(c1/X, z)
∂c1
h(r, F (c1/X, z)e(−u′.z) dz
≪
(
2A1c1
X2
)∫
r−1
{
1 + min
(
1,
r2
F (c1/X, z)2
)}
dz+
1
X
∫ {
1 + min
(
1,
r2
F (c1/X, z)2
)}
dz
≪ r−1
( c1
X2
)
+
1
X
,
(4.6)
by (3.1) and by the observation that the measure of the set of z for which |F ( c1
X
, z)| ≪
ν is O(ν). Consequently,
∂j
∂cj1
Iq(c)≪ r−j
( c1
X2
)j
+
j
X
,
for j = 0, 1.
We are now in place to finish the proof of the lemma. Suppose first that |u′| ≪
r−2ε/3, then |u′| 12−ε ≪ r−ε. In this case,
∂j
∂cj1
Iq(c)≪ r−j
(
2c1
X2
)j
+
j
X
≪ (r−1|u′|)ε
(
r−j
(
2c1
X2
)j
+
j
X
)
|u′|− 12 .
Suppose next that |u′| ≫ r− 2ε3 then choosing N large enough in (4.5) we get
∂j
∂cj1
Iq(c)≪
(
r−j
( c1
X2
)j
+
j
X
)
|u′|− 12 .
This completes the proof of the lemma. 
Remark 4.5. The reader should compare the preceding result to [16, Lemma 22].
4.3. Estimates for Iq(c
′, s). Recall from (3.4) that
Iq(c
′, s) =
∫
R+×R3
w(x)h(r, F (x))e(−u′.x′)xs−11 dx.
The following ‘trivial’ bound follows from [16, Lemma 15]. Our task for the rest
of the section will be to improve on this bound.
Lemma 4.6. Let 1
2
6 σ 6 2. We have Iq(c
′, s)≪ 1.
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By Fourier inversion we write
Iq(c
′, s) =
∫
R
p(α)
∫
R+×R3
w˜(x)e(αF (x)− u′.x′)xs−11 dx dα,
where
(4.7) w˜(x) =
w(x)
γ(F (x))
.
4.3.1. Case 1: c′ = 0. We have the following
Lemma 4.7. Suppose that c′ = 0 and 1
2
6 σ 6 2. We have
Iq(0, s) = Iq(s)≪A min
{
1, |s|−A} .
Proof. We write
Iq(s) =
∫
R
p(u)
∫
R+×R3
w˜(x)e(Ψ(u,x)) dx du,
with Ψ(u,x) = uF (x) + (s−1) log x1
2πi
. Since F is diagonal and w is supported in the
box [1/2, 2]4, we see that
∇F (x)≫ 1
in the support of w; as a result we find that ∇Ψ ≫ |u|. Furthermore, if |u| ≪ |s|
we see that ∇Ψ ≫ |s|. Therefore, we have by [16, Lemma 10] and (4.3) that for
A > 0
Iq(s)≪A |s|−A
∫
|u|≪|s|
|p(u)| du+
∫
|u|≫|s|
|u|−A|p(u)| du
≪A |s|−A,
since for all j = j1 + . . .+ j4 > 2 we have∣∣∣∣ ∂jΨ(u,x)∂j1x1 . . . ∂j4x4
∣∣∣∣≪j |s|.
This completes the proof. 
4.3.2. Case 2: c′ 6= 0. Next we will give estimates for Iq(c′, s) in the spirit of
Lemmas 4.3 and 4.4. Let
Ψ(x′) = αF (0,x′)− u′.x′.
By (3.4) we have
Iq(c
′, s) =
∫
R
p(α)
∫
R+
xs−11 e(αA1x
2
1)
∫
R3
w˜(x)e(Ψ(x′)) dx′ dx1 dα.
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If |α| ≪ |u′|, then∇Ψ(x′)≫ |u′|, and as a result, the integral over x′ isO(|u′|−N)
by [16, Lemma 10]. Therefore, since the integral over x′ is trivially O(1), we have
the bound
Iq(c
′, s)≪N |u′|−N
∫
|α|≪|u′|
|p(α)| dα+
∫
|α|≫|u′|
|p(α)| dα.
Therefore, by (4.3) we have established the following result.
Lemma 4.8. Suppose that c′ 6= 0 and 1
2
6 σ 6 2. Then
Iq(c
′, s)≪ min{1, r−1|c′|−N} .
Observe that Lemma 4.8 implies that Iq(c
′, s)≪A X−A unless |c′| ≪ Xε.
4.3.3. An estimate for Iq(c
′, s) when 1 6 |c′| ≪ Xε. Let s = σ + it. In the range
1 6 |c′| ≪ Xε we proceed as follows. Integrating by parts we get
Iq(c
′, s) =
1
s
∫
R
p(α)
∫
R+×R3
∂
∂x1
w˜(x)xσ1e(αA1x
2
1 +
t
2π
log x1 +Ψ(x
′)) dx dα+
4πiA1
s
∫
R
αp(α)
∫
R+×R3
w˜(x)xσ+11 e(αA1x
2
1 +
t
2π
log x1 +Ψ(x
′)) dx dα
=
1
s
I1 +
4πiA1
s
I2,
(4.8)
say. Observe that
I1 =
∫
∂w(x)
∂x1
h(r, F (x))xs1 dx.
Lemma 4.6 applied to the test function ∂w(x)/∂x1 shows that
I1 ≪ 1.
Similarly, observe that
I2 =
1
2πiA1
∫
w(x)
∂
∂x1
h(r, F (x))xs+11 dx.
Arguing as in (4.6) we see that
(4.9) I2 ≪ r−1.
Our goal will be to remove the factor r−1 in the bound for I2. Indeed, we will show
that I2 ≪ Xε. Our approach is modeled on the proof of [16, Lemma 22].
Applying (4.4) to w˜(x)xσ+11 we get that
I2 = δ
−3
∫
αp(α)×∫ ∫
wδ
(
x1,
x′ − y
δ
,y
)
e(αA1x
2
1 +
t
2π
log x1 +Ψ(x
′)) dx dy dα.
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Let x′ = y + δz. By virtue of w being compactly supported, we see that |y| ≪ 1,
and we arrive at the inequality
I2 6
∫ ∫
|αp(α)|×∣∣∣∣∫ wy(x1, z)e(αA1x21 + t2π log x1 +Ψ(y + δz)) dx1 dz∣∣∣∣ dα dy.
with wy(x1, z) = wδ (x1, z,y) . Observe that the partial derivatives
∂j1+...+j4
∂xj11 . . . ∂x
j4
4
wy(x)≪ 1,
for all ji > 0 (the implicit constant depends polynomially on σ, the coefficients of
F , and the support of w). Henceforth, we will take δ = |u′|− 12 .
Let R > 1 be a parameter to be chosen later. Suppose first that R3 6 |u′| 6
r−1R. Let y = (y2, y3, y4). As in the proof of [16, Lemma 22], we say that a pair
(y, α) is ‘good’, if
|∇Ψ(0)| = |u′|− 12 |2α(A2y2, A3y3, A4y4)− u′| > Rmax {|α|/|u′|, 1} ,
and that (y, α) is ‘bad’ otherwise. If (y, α) is ‘good’ then [16, Lemma 10] shows
that ∫ ∣∣∣∣∫ wy(x1, z)e(Ψ(y + δz)) dz∣∣∣∣ dx1 ≪N R−N .
For the ‘bad’ pairs we will bound the x1 integral using a stationary phase argument
and to bound the z integral trivially.
Suppose that (y, α) is bad. Since |u′|− 12 ≪ R− 32 , observe that |y| ≫w,F 1 if R
is large enough in terms of the coefficients of F. Moreover, |y| ≪ 1, trivially, and
as a result, we see that |u′| ≪ |α| ≪ |u′|. Therefore, if (y, α) is bad, we get
(4.10) |2α(A2y2, A3y3, A4y4)− u′| ≪ |u′| 12 ≪ R|u′| 12 .
We have
I2 ≪N r−2R−N+∫
|αp(α)|
∫ ∣∣∣∣∫ wy(x1, z)e(αA1x21 + t2π log x1 +Ψ(x′)) dx1 dz∣∣∣∣ dy dα,
where the integral is over the bad pairs (y, α). Integrating trivially over z we are
left with∫
wy(x1, z)e(αA1x
2
1+
t
2π
log x1 +Ψ(x
′)) dx1 dz
6
∫ ∣∣∣∣∫ wy(x1, z)e(αA1x21 + t2π log x1) dx1∣∣∣∣ dz.
To evaluate the integral over x1 we need the following result.
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Lemma 4.9. Let w have compact support in [1/2, 2], and suppose thatA 6= 0. Then
for all N > 0 we have
(4.11)
∫
w(x)e(Ax2 +B log x) dx≪N max
{
|A|− 12 , |A|−N
}
.
Applying the lemma to the test function wy(x1, z) withA = A1α andB = t/2π,
and integrating trivially over z, we see that
I2 ≪N r−2R−N +
∫ ∫
|α|≍|u′|
|p(α)||α| 12 dα dy,
where the integral over y is over those y such that (y, α) is ‘bad’. By (4.10), the
measure of the set of y such that (y, α) is ‘bad’ is O(|u′|− 32R3). Putting everything
together, we have shown that if r−1R > |u′| > R3 then
(4.12) I2 ≪ r−2R−N +R3.
All that remains now is to choose R. Suppose first that |u′| ≪ r−ε/2. Then,
|u′|1−ε ≪ r−ε. In this case, we make use of the trivial bound (4.9) to get,
I2 ≪ r−1 ≪ (r−1|u′|)εr−1|u′|−1 ≪ε (r−1|u′|)ε|c′|−1.
If, on the other hand, |u′| ≫ r−ε/2, choose R = (r−1|u|′)ε/12. By taking N
sufficiently large, we get from (4.12) that
I2 ≪N R3 + r−2R−N ≪ε (r−1|u′|)ε|c′|−1.
As a result, we have shown
Lemma 4.10. Let ε > 0. Suppose that c′ 6= 0 and σ > 0. Then
Iq(c
′, s)≪ε 1|s|X
ε.
We bring matters to a close by giving a proof of Lemma 4.9.
Proof of Lemma 4.9. Let Ψ(x) = Ax2 + B log x. Suppose that |B| > 8|A|. We
then have, |Ψ′(x)| > B in the support of w. And |Ψ′′(x)| = |2A − B
2x2
| ≪ |B|,
|Ψ(n)(x)| = ∣∣ B
n!xn
∣∣≪n |B| for all n > 3. By [16, Lemma 10] we get∫
w(x)e(Ψ(x)) dx≪ |B|−N ≪ |A|−N .
Suppose next that |B| 6 1
8
|A|. In this case, |Ψ′(x)| > |A| in the support of w, and
we also see that |Ψ(n)(x)| ≪n |A| for all n > 2. Consequently,∫
w(x)e(Ψ(x)) dx≪ |A|−N
in this case as well.
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Suppose finally that 1
8
|A| 6 |B| 6 8|A|. If AB is positive, then it is easy to see
that |Ψ′(x)| ≫ |A|, and as a result ∫ w(x)e(Ψ(x)) dx ≪ |A|−N . Finally, suppose
that AB is negative. Then in this case |Ψ′′(x)| = |2A − B
2x2
| ≫ |A|. We need the
following refinement of the second derivative test due to Tao [25, Lemma 2.5]
Lemma 4.11. Let w(x) have support in [1/2, 2] and let Ψ(x) be a smooth function
such that |Ψ′′(x)| > c, for some c > 0. Then∫
w(x)e(Ψ(x)) dx≪ c− 12 .
Proof. The proof can be found in Tao’s lecture notes, and we include it here for the
sake of completeness. Since∫
w(x)e(Ψ(x)) dx = −
∫ 2
1/2
w′(x)
∫ x
1/2
e(Ψ(y)) dy dx,
it is sufficient to prove the lemma in the unweighted case,∫ 2
1/2
e(Ψ(x)) dx.
Let τ be a parameter to be chosen in due course. Observe that by our assumption
on Ψ′′, |Ψ′(x)| > τ except for an interval of length O(τ/c). Furthermore, on the
remaining portion of the interval [1/2, 2], Ψ′(x) is monotonic. As a result,∫ 2
1/2
e(Ψ(x)) dx≪ 1
τ
+ τ/c,
by the first derivative test. Choosing τ appropriately completes the proof. 
Applying the lemma with c = |A| we get our desired estimate for (4.11). 
4.4. Estimates for Id,q(c). Let u
′ = r−1c′. It follows from (3.8) that
Id,q(c) =
2πik
d
∫
R+×R3
w (x)h (r, F (x))Jk−1
(
4π
d
√
c1x1X
)
e (−u′.x′) dx.
Furthermore,
Id,q(c) =
2πik
d
∫
R+×R3
w˜ (x) g(r, F (x))Jk−1
(
4π
d
√
c1x1X
)
e (−u′.x′) dx,
where w˜(x) is as in (4.7), and g(x, y) is as in (4.2).
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4.4.1. Estimates for large c′. We begin by applying Lemma 2.3 with
ψ(x1) = ψx′(x1) = w˜(x)g(r, F (x))e(−u′.x′),
treated as a function in the variable x1, and t = 4π(c1X)
1
2/d we have,
Id,q(c)≪N 1
d
(
4π
√
c1X
d
)1/2
‖ψ‖N,1
(
4π
√
c1X
d
)−N
.
Since ∂
n
∂yn
h(r, y)≪ r−1−n, we have the bound ‖ψ‖N,1 ≪N r−1−N , which gives us
Id,q(c)≪N (dr)−1
(
4π
√
c1X
d
)1/2(
X
q
d√
c1X
)N
.
Hence we have the following
Lemma 4.12. For all N > 0 we have
Id,q(c)≪N (dr)−1
(
d
1
2
(c1X)
1
4
)
min
{(
X
q
d√
c1X
)N−1
, |c′|−N
}
As a result, Id,q(c)≪A X−A whenever c1 ≫ X1+ε/(q/d)2, or |c′| ≫ Xε.
Proof. The first bound follows from the preceding discussion. The second follows
from [16, Lemma 19], and the bound Jk−1(x) ≪ (1 + x)−1/2 and taking N >
2A/ε. 
4.4.2. Analysis of Id,q(c) using stationary phase. By Lemma 4.12 we may suppose
that 1 6 c1 ≪ X1+ε/(q/d)2, and that 1 6 |c′| ≪ Xε. In this range, we have the
following estimate for Id,q(c).
Lemma 4.13. Suppose that c′ 6= 0. Let ε > 0. Then
Id,q(c)≪ε
(
1 +
√
c1X
d
)− 1
2
(
q
|c′|dX
)
Xε.
Proof. Since this is a straightforward adaptation of [16, Lemma 22], and the fact
that Jk−1(z) ≪ (1 + z)− 12 , we will only point out the necessary changes to the
argument. We adopt the notation from loc. cit., and run Heath-Brown’s argument
for the weight function Jk−1
(
4π
√
c1x1X
d
)
w(x), but the dissection argument, (8.2)
loc. cit. is applied only in the x′ variable, in the spirit of the proof of Lemma 4.10
above. Moreover, the notion of ‘good’ and ‘bad’ pairs of vectors (y, t) is indepen-
dent of the x1 variable, and we differentiate by parts only in the x
′ variable, and run
the stationary phase argument in the x′ variable. Finally, we remark that we have
the uniform bound,
Jk−1
(
4π
√
c1x1X
d
)
w(x)≪w
(
1 +
√
c1X
d
)− 1
2
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in the support of w. 
5. EXPONENTIAL SUMS
We begin by establishing certain multiplicativity results for the exponential sums
that we will encounter in the proof of Theorem 1.2. Let Sd,q(c) be the exponential
sum in (3.7). We have
Lemma 5.1. Suppose that d = u1u2 and q = v1v2 with (u1v1, u2v2) = 1. Then the
following holds,
Sd,q(c) = Su1,v1(u2
2c1, v2c
′)Su2,v2(u1
2c1, v1c
′)
= Su1,v1(v2u
2
2c1, c
′)Su2,v2(v1u
2
1c1, c
′).
Proof. Let a = v2a1 + v1a2 where ai run modulo vi. Let b = v2v2s+ v1v1t where
s (respectively t) runs modulo v1 (respectively v2). Then
eq(aF (b) + b
′.c′) = ev1(a1F (s) + s
′.v2c′)ev2(a2F (t) + t
′.v1c′).
Also,
S(b1, c1; u1u2) = S(u2s1, u2c1; u1)S(u1t1, u1c1; u2)
= S(s1, u2
2c1; u1)S(t1, u1
2c1; u2).
This gives us the first multiplicativity statement. For the second, replace s (resp. t)
by v2s (resp. v1t). 
Let
(5.1) Aq(c) =
∑∗
a(mod q)
∑
b′(mod q)
eq(aF (c1, b
′) + b′.c′).
Lemma 5.2. Let q = v1v2 with (v1, v2) = 1. We have
Aq(c) = Av1(c1, v2c
′)Av2(c1, v1c
′)
= Av1(v2
2c1, c
′)Av2(v1
2c1, c
′).
Proof. The proof is similar to the proof above: let d = 1 and write a and b′ as in
Lemma 5.1. We have,
eq(aF (c1, b
′) + b′.c′) = ev1(a1F (n,x
′) + x′.v2c′)ev2(a2F (n,y
′) + y′.v1c′).
Therefore,
Aq(c) = Av1(c1, v2c
′)Av2(c1, v1c
′).
The lemma follows by replacing x′ by v2x′, y′ by v1y′, and by replacing a1 by
v2
2a1 and a2 by v1
2a2. 
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5.1. Evaluation of Sq(n). Set
(5.2) Sq(n) = Aq(n, 0).
Lemma 5.2 shows that Sq1q2(n) = Sq1(n)Sq2(n) whenever (q1, q2) = 1. Therefore,
it suffices to evaluate Sq(n) at prime powers q = p
k. In doing so, we will encounter
the following exponential sums, and it will be useful to have their evaluation at
hand. For p > 2 define
S−(pk, n) =
∑∗
a(mod pk)
epk(an
2)
(
a
p
)
, and
S+(pk, n) =
∑∗
a(mod pk)
epk(an
2) = cpk(n
2).
(5.3)
Lemma 5.3. Suppose that p is an odd prime. Then we have
S−(pk, n) =
{
0 k is even,
ǫpp
k− 1
21vp(n2)=k−1 otherwise.
S+(pk, n) =
ϕ(p
k)1pk/2|n if k is even,
pk
(
1
p
k+1
2 |n −
1
p
k−1
2 |n
p
)
if k is odd.
Proof. For S−, we write a = u+ pv and
S−(pk, n) =
∑∗
u(mod p)
(
u
p
)
epk(un
2)
∑
v(mod pk−1)
epk−1(vn
2)
= pk−11pk−1|n2
∑∗
u(mod p)
(
u
p
)
ep(un
2/pk−1)
= ǫpp
k− 1
21pk−1‖n2
(
n2/pk−1
p
)
.
By definition, S+(pk, n) is Ramanujan’s sum, and its evaluation is well-known. 
Next, we recall some basic facts about Gauss sums. Let
δn =
{
0, if n ≡ 0 mod 2,
1 if n ≡ 1 mod 2, ǫn =
{
1, if n ≡ 1 mod 4,
i, if n ≡ 3 mod 4.
The following result is recorded in [1, Lemma 3], but it goes back to Gauss.
Lemma 5.4. Define
G(s, t; q) =
∑
b(mod q)
eq(sb
2 + tb).
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Suppose that (s, q) = 1. Then
G(s, t; q) =

ǫq
√
q
(
s
q
)
e
(
−4st2
q
)
if q is odd,
2δtǫv
√
v
(
2s
v
)
e
(
−8st2
v
)
if q = 2v, with v odd,
(1 + i)ǫ−1s (1− δt)
√
q
(
q
s
)
e
(
−st2
4q
)
if 4 | q.
If (s, q) 6= 1, G(s, t; q) = 0 unless (s, q) | t, in which case we have
G(s, t; q) = (s, q)G
(
s
(s, q)
,
t
(s, q)
;
q
(s, q)
)
.
For the remainder of the section we will assume that coefficients A1, . . . , A4
satisfy the following condition.
Definition 5.5. [Condition A0] Let l1, l2, l3 and l4 be non-zero integers, and let
q =
∏
pkp‖q. We say that the tuple (q; l1, l2, l3, l4) satisfies Condition A0 if for each
odd prime p | q, we have kp > max {vp(l1), vp(l2), vp(l3), vp(l4)}, if p ∤ ∆, and if
kp > max {2 + vp(l1), vp(l2), vp(l3), vp(l4)} for p | ∆. If p = 2, we require that
k2 > 3 + max16i64 v2(li).
For a prime p and 1 6 i 6 4, let ai(p) = vp(Ai). Define the following product of
Jacobi symbols,
(5.4) J(pk) = J∆(p
k) =
4∏
i=2
(
A1
−1
Ai
pk−ai
)
,
if p 6= 2, and
(5.5) J(2k) =
∏
26i64
(
2k−ai
A1
−1
Ai
)
,
where Ai = Ai/(p
ai , Ai). J(q) is then defined multiplicatively for arbitrary q.
5.1.1. Evaluation of Sq(n) for odd q. To state our result on the evaluation of Sq(n)
for odd q we define the following invariant. Let
(5.6)
ǫ(pk) = ǫ∆(p
k) =
{
1 if each k − ai (mod 2) has the same parity for 2 6 i 6 4
ǫ2p otherwise,
and extend the definition of ǫ(q) to odd q by multiplicativity.
Lemma 5.6. Let q = pk, and p 6= 2 and suppose that (q, A1, . . . , A4) satisfies
Condition A0. If k − a2 − a3 − a4 is even,
Sq(n) = q
3
2J(pk)pa1cpk−a1 (n
2)ǫ(pk)
4∏
i=2
p
ai
2 .
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If k− a2− a3 − a4 is odd, then Sq(n) vanishes unless k− a1 is odd, in which case,
Sq(n) = 1vp(n2)=k−a1−1p
− 1
2 q
5
2J(pk)ǫ(pk)
4∏
i=2
p
ai
2 .
Proof. We have
Sq(n) =
∑∗
a(mod pk)
eq(aA1n
2)
4∏
i=2
∑
bi(mod q)
eq(aAib
2
i ).
Applying Lemma 5.4 to each of the sums over bi we get that
Sq(n) = p
3k
2
4∏
i=2
(
Ai
pk−ai
)
p
ai
2 ǫpk−ai
∑∗
a(mod pk)
epk(aA1n
2)
4∏
i=2
(
a
pk−ai
)
= p
3k
2 pa1S±(pk−a1 , n)J(pk)
4∏
i=2
ǫpk−aip
ai
2 ,
depending on the parity of k − a2 − a3 − a4 (mod 2). If k − a2 − a3 − a4 is even,
then by Lemma 5.3
Sq(n) = q
3
2J(pk)pa1cpk−a1 (n
2)
4∏
i=2
p
ai
2 ǫpk−ai .
If k − a2 − a3 − a4 is odd, we have
Sq(n) = q
3
2pa1J(pk)ǫp
4∏
i=2
ǫpk−aip
ai
2 S−(pk−a1 , n)
= 1vp(n2)=k−a1−1J(p
k)p−
1
2 q
5
2 ǫp
4∏
i=2
p
ai
2 ǫpk−ai .
This completes the proof of the lemma. 
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5.1.2. Evaluation of Spk(n) for p = 2. Let q = 2
k. By Lemma 5.4,
Sq(n) =
∑∗
a(mod 2k)
e2k(aA1n
2)
4∏
i=2
2ai
∑
bi(mod 2k−ai)
e2k−ai
(
aAib
2
i
)
= (1 + i)32
3k+a2+a3+a4
2
∑∗
a(mod 2k)
e2k(aA1n
2)
∏
26i64
ǫ−1
aAi
(
2k−ai
aAi
)
= J(2k)2a1+
3k+a2+a3+a4
2
∑
v(mod 2k−2−a1 )
e2k−2(vn
2)×
∑∗
u(mod 4)
e2k−2−a1 (un
2)
∏
26i64
(1 + i)ǫ−1
uA1
−1
Ai
(
2k−ai
u+ 4v
)
.
(5.7)
Suppose first that k − a2 − a3 − a4 is even, in which case
∏
26i64
(
2k−ai
.
)
= 1.
In this case, the sum over v vanishes unless n2 ≡ 0 (mod 2k−2−a1). Let T denote
the sum over u. We have
T = (1 + i)3
∑∗
u(mod 4)
e4(un
2/2k−2−a1)
∏
26i64
ǫ−1
uA1
−1
Ai
.
Define the invariant
γ(∆) =
∏
26i64
ǫ−1
A1
−1
Ai
,
which is a fourth root of unity that depends on the coefficients of F . A simple
calculation reveals that ∏
26i64
ǫ−1
A1
−1
Ai
∏
26i64
ǫ−1
3A1
−1
Ai
= i.
Let
δ+(n, 2k) =
(1 + i)3
4

(
γ(∆) + i
γ(∆)
)
if n
2
2k−2−a1
≡ 0 (mod 4)
i
(
γ(∆)− i
γ(∆)
)
if n
2
2k−2−a1
≡ 1 (mod 4)
−
(
γ(∆) + i
γ(∆)
)
if n
2
2k−2−a1
≡ 2 (mod 4).
Then T = 4δ+(n, 2k). Substituting back into (5.7) we get
Sq(n) = 12k−2−a1 |n2δ
+(n, k)J(2k)2
5k+a2+a3+a4
2 .
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Suppose finally that k − a2 − a3 − a4 is odd. Proceeding as in (5.7), but writing
a = u+ 8v, we get that
Sq(n) = 2
3k+a2+a3+a4
2 J(2k)
∑
v(mod 2k−3)
e2k−3−a1 (vn
2)×
∑∗
u(mod 8)
e8(un
2/2k−3−a1)
(
2
u
) ∏
26i64
(1 + i)ǫ−1
uA1
−1
Ai
The sum over v vanishes unless 2k−3−a1 | n2 - in which case, up to a factor of
(1 + i)3, the inner sum is
e8(n
2/2k−3−a1)γ(∆)−ie8(3n
2/2k−3−a1)
γ(∆)
−e8(5n2/2k−3−a1)γ(∆)+ ie8(7n
2/2k−3−a1)
γ(∆)
,
which vanishes unless 2k−3−a1‖n2. Therefore, this forces n2/2k−3−a1 ≡ 1 (mod 8).
Let
(5.8) δ−(n, 2k) =
−1√
2
(
γ(∆) +
1
γ(∆)
)
.
Then we see that the u-sum evaluates to 8δ−(n, 2k). As a result,
Sq(n) = 1v2(n2)=k−3−a1J(2
k)δ−(n, 2k)2
5k+a2+a3+a4
2 .
Lemma 5.7. Let q = 2k, and notation as above. Suppose that (q;A1, . . . , A4)
satisfies Condition A0. Then
Sq(n) = 2
5k+a2+a3+a4
2 J(2k)
{
δ+(n, 2k)12k−2−a1 |n2 if k − a2 − a3 − a4 is even
δ−(n, 2k)1v2(n2)=k−3−a1 if k − a2 − a3 − a4 is odd.
5.1.3. A description of Sq(n) for general q. Having evaluated Sq(n) at prime-
powers, we will now record a qualitative description of Sq(n) for general q. Write
q = qoddqeven where (qodd, qeven) = 1 and qeven | 2∞. Write qodd = q1q2, where
q1 is composed entirely of primes p | q such that kp −
∑4
i=2 ai(p) is odd, and q2 is
composed entirely of primes such that kp −
∑4
i=2 ai(p) is even. By Lemma 5.6 we
see that Sq1(n) vanishes kp − a1(p) is odd, for each p | q1. To this end define
ι(q1) =
{
1 kp − a1(p) is odd for each p | q1
0 otherwise.
Let s(q) denote the squarefree kernel of an integer q. By Lemma 5.2 we have
Sq(n) = Sqeven(n)Sq1(n)Sq2(n).
For an integer q define
̺(q) =
∏
pk‖q
k is odd
p
k+1
2
∏
pk‖q
k is even
p
k
2
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and let
q˜1 = ̺
(
q1
s(q1)(q1, A1)
)
.
Invoking Lemma 5.6, we see that Sq1(n) vanishes unless n = q˜1mwith (m, s(q1)) =
1. Let χ0s(q1) be the principal character modulo s(q1). We have,
(5.9) Sq1(n) = ι(q1)ǫ(q1)J(q1)
4∏
i=2
(q1, Ai)
1
21q˜1|nχ
0
s(q1)
(n/q˜1)
q
5
2
1
s(q1)
1
2
.
Similarly,
(5.10) Sq2(n) = q
3
2
2 ǫ(q2)J(q2)
4∏
i=2
(q2, Ai)
1
2 (q2, A1)cq2/(q2,A1)(n
2).
To give an explicit description of cq2/(q2,A1)(n
2), decompose q2 = q3q4, with
q3 =
∏
pk‖q2
k−a1(p) is odd
pk
q4 =
∏
pk‖q2
k−a1(p) is even
pk.
Then it follows from the definitions of q3 and q4, and Lemma 5.3 that
cq4/(q4,A1)(n
2) = ϕ
(
q4
(q4, A1)
)
1√
q4/(q4,A1)|n
=
q4
(q4, A1)
∏
p|q4/(q4,A1)
(
1− 1
p
)
1̺(q4/(q4,A1))|n
and
cq3/(q3,A1)(n
2) =
∏
pk‖q3/(q3,A1)
pk
(
1pk|n2 −
1pk−1|n2
p
)
=
q3
(q3, A1)
∑
d| q3
(q3,A1)
µ(d)
d
1 q3/(q3,A1)
d
|n2
=
q3
(q3, A1)
∑
d| q3
(q3,A1)
µ(d)
d
1
̺
(
q3/(q3,A1)
d
)
|n.
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Substituting back into (5.10), we obtain
Sq2(n) = ǫ(q2)J(q2)
4∏
i=2
(q2, Ai)
1
2
ϕ(q4/(q4, A1))
q4/(q4, A1)
q
5
2
2
∑
d| q3
(q3,A1)
µ(d)
d
1
̺
(
q2/(q2,A1)
d
)
|n.
Combining with Lemma 5.7 to evaluate Sqeven(n), we obtain the following result.
Proposition 5.8. Suppose that (q;A1, . . . , A4) satisfies condition A0. Then there
exist integers sq(F ), θ | q and κ | q such that Sq(n) = 1θ|n1(n/θ,κ)=1sq(F ). More-
over, sq(F ) is independent of n and it satisfies the bound |sq(F )| ≪∆ q 52 . In addi-
tion, sq(F ) is multiplicative in q, and if q is square-free then sq(F )≪∆ q2. We also
have θ ≫∆ ̺
(
q
s(q)(q,A1)
)
and κ≪∆ s(q).
Proof. The existence of θ and κ, and the lower bound for θ follow from (5.9), (5.10)
and Lemma 5.7. It is clear that Sq(n) ≪ q 52 , and this gives our bound for |sq(F )|.
The multiplicativity of sq(F ) follows from the multiplicativity of Sq(n).
Finally, suppose that q is square-free. Since (p, A1, . . . , A4) satisfies Condition
A0 for each p | q, we see that q2 = 1. As a result, |sq(F )| ≪ q2, by (5.9). This
completes the proof of the proposition. 
5.2. Exponential sums in the case where F−1(0, c′) = 0 and c′ 6= 0. Having
evaluated Sq(n) = Aq(n, 0) explicitly, we will now relate it to the more general
sum Aq(n, c
′) with F−1(0, c′) = 0.
Lemma 5.9. Let c′ 6= 0 ∈ Z3 and let n ∈ N. Let p be a prime and q = pk.
For 2 6 i 6 4 suppose that ci ≡ 0 (mod pvp(Ai)), and that F−1(0, c′) = 0.
Let Aq(n, c
′) be as in (5.1). Suppose that (q, A2, A3, A4) satisfies condition A0
(Definition 5.5). Then
Aq(n, c
′) = Aq(n, 0) = Sq(n).
Proof. Let ai = vp(Ai), as before. Then the sum over b
′ in (5.1) is
4∏
i=2
pai
∑
bi(mod pk−ai)
epk−ai (aAi/p
aib2i + bici/p
ai).
To ease notation, let A′i = Ai/p
ai and let c′i = ci/p
ai . If p 6= 2, by Lemma 5.4 the
above expression evaluates to
(5.11)
4∏
i=2
p
k+ai
2 ǫpk−ai
(
aA′i
pk−ai
)
epk−ai (−4aA′ic′2i ),
since by hypothesis (A′i, p) = 1. Make a change of variables a → −4A′2A′3A′4b,
and observe that for i = 2, 3, 4we have epk−ai(−4aA′ic′2i ) = epk−ai (b
∏
26j64
i 6=j
A′jc
′2
i ).
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Consequently, the expression in (5.11) is
4∏
i=2
p
k+ai
2 ǫpk−ai
−4b∏26j64i 6=j A′j
pk−ai
 epk(pa2A′3A′4c′22 + pa3A′2A′4c′23 + pa4A′2A′3c′24 ).
However, since F−1(0, c′) = A3A4c22 + . . . + A2A3c
2
4 = 0, we have p
a2A′3A
′
4c
′2
2 +
pa3A′2A
′
4c
′2
3 + p
a4A′2A
′
3c
′2
4 = 0. Consequently, the exponential factor above is = 1,
and we see that Aq(n, c
′) is independent of c′ and this completes the proof for odd
p. A similar argument works when p = 2.

5.3. Auxillary estimates. Recall the sum Sd,q(c) from (3.7). We begin by record-
ing a version of [16, Lemma 28].
Lemma 5.10. Let q = pt, d = pδ with t > 2 and δ 6 t. Suppose that p ∤ 2∆ and
F−1(0, c′) 6= 0. Then Sd,q(c) vanishes unless p | F−1(0, c′).
Proof. In the expression
Sd,q(c) =
∑∗
z(mod pδ)
epδ(c1z)
∑∗
a(mod pt)
∑
b(mod pt)
ept(aF (b) + b
′.c′ + pt−δb1z)
set a = u+ pv to see that
Sd,q(c) =
∑∗
z(mod pδ)
epδ(c1z)
∑∗
u(mod p)
∑
b(mod q)
ept(uF (b) + b.(p
t−δz, c′))×
∑
v(mod pt−1)
ept−1(vF (b))
= pt−1
∑∗
z(mod pδ)
epδ(c1z)
∑∗
u(mod p)
∑
b(mod pt)
F (b)≡0(mod pt−1)
ept(uF (b) + b.(p
t−δz, c′)).
Writing b = x+ pt−1y, we get that
Sd,q(c) = p
t−1 ∑∗
z(mod pδ)
epδ(c1z)×∑∗
u(mod p)
∑
x(mod pt−1)
F (x)≡0(mod pt−1)
ept(uF (x) + p
t−δx1z + x′.c′)×
∑
y(mod p)
ep(y.(u∇F (x) + (p2t−δ−1z, c′)).
As 2t > 2 + δ, the sum over y vanishes unless ∇F (x) ≡ −u(0, c′) (mod p).
Since p ∤ 2∆, this is the same as the condition x ≡ −2uM−1(0, c′) (mod p),
where M is the matrix corresponding to the quadratic form F . Observe that this
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forces F (x) ≡ 4u2F−1(0, c′) (mod p). Consequently, the sum over x vanishes
unless F−1(0, c′) ≡ 0 (mod p), and the lemma follows. 
Let
Tq(r) =
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b1r + b
′.c′).
and
(5.12) Tq =
∑
r(mod q)
|Tq(r)|.
In the proof of Theorem 1.2, we will need good control on the average order of Tq.
We have
Lemma 5.11. Suppose that F−1(0, c′) 6= 0 and |c′| ≪ Xε. Then∑
q6X
Tq ≪ε X4+ε.
Proof. Observe that Tq is multiplicative in q. Write q = uv where u is square-free
and v is square-full. LetN = 2|∆||F−1(0, c′)|. Further factorise v = v1v2, with the
property that (v1, N) = 1 and p | N for any prime p that divides v2. Thus we are
led to estimating Tu, Tv1 and Tv2 individually.
If p ∤ 2∆, it follows from [16, Lemma 26] that
Tp = p
2
∑
rp(mod p)
|cp(F−1(rp, c′))| 6 3p3.
Furthermore, if p | 2∆, observe that Tp ≪F 1. Hence we have
Tu ≪ u33ω(u).
By [16, Lemma 25] we see that
Tv2 ≪ v42.
To deal with Tv1 we make the following claim.
Suppose that p ∤ 2∆ and that F−1(0, c′) 6= 0. Let r (mod pt) and p | r. Then we
claim that Tpt(r) = 0 unless p | F−1(0, c′).
To see this, we argue as in the proof of Lemma 5.10 to see that
Tpt(r) = p
t+3
∑∗
u(mod p)
∑
x(mod pt−1)
ept(uF (x) + rx1 + x
′.c′),
where the x-sum is also subject to the conditions F (x) ≡ 0 (mod pt−1) and
2Mx ≡ −u(r, c′) (mod p), and M is the matrix associated to the quadratic form
F . It is then easy to see that if p | r then p | x1, and this in turn implies that
p | F−1(0, c′), as claimed.
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It now follows that
Tv1 =
∑∗
r(mod v1)
|Tv1(r)|.
By applying Lemma 5.4 to each term in Tv1 we get
Tv1 = v
2
1
∑∗
r(mod v1)
|cv1(A1r2 + F−1(0, c′))|
6 v21
∑∗
r(mod v1)
(v1, r
2 + F−1(0, c′))≪ε Xεv31,
since |c′| ≪ Xε. As a result,
∑
q6X
Tq ≪ Xε
∑
v26X
p|v2 =⇒ p|N
v42
∑
uv16X/v2
(uv1)
3 ≪ε X4+ε
since ∑
v6X
p|v =⇒ p|N
1≪ε (NX)ε.
This completes the proof of the lemma. 
Remark 5.12. Notice that we do not need the condition F−1(0, c′) 6= 0 to estimate
the sum over the square-free part. However, we have used this fact to restrict the
number of terms in the v-sum. Without this observation, Lemma 5.11 would only
hold with the weaker upper bound O(X
9
2
+ε).
Next, we analyse the sum Sd,q(c). Observe that Lemma 5.1 shows that it suffices
to consider the case where q = pk is a prime power. Lemma 5.10 shows that for
(p, 2∆) = 1, if p2 | q then Sd,q(c) vanishes unless p | |F−1(0, c′)|. If d = 1, then
S1,q(c) = S1,q(0, c
′).
Let d = pδ and q = pκ, with δ 6 κ. Recall that
Sd,q(c) =
∑∗
a(mod pκ)
∑
b(mod pκ)
epκ(aF (b) + b
′.c′)S(b1, c1; pδ).
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Suppose first that p 6= 2. For 1 6 i 6 4, let pai = (Ai, pκ). By Lemma 5.4 we see
that Sd,q(c) vanishes unless ci ≡ 0 (mod pai) and in this case,
Sd,q(c) = p
3k+a2+a3+a4
2
4∏
i=2
ǫpκ−ai
(
Ai/p
ai
pκ−ai
)
×
∑∗
a(mod pκ)
4∏
i=2
(
a
pκ−ai
)
epκ−ai (−4aAi/pai(ci/pai)2)∑
b1(mod pκ)
epκ(aA1b
2
1)S(b1, c1; p
δ).
(5.13)
If (p,∆) = 1, and d = q = p, we have ai = 0, and notice that the sum over b1
in (5.13) is
=
∑∗
x(mod p)
ep(c1x)
∑
b1(mod p)
ep(aA1b
2
1 + b1x)
= ǫpp
1
2
(
aA1
p
) ∑∗
x(mod p)
ep(c1x− 4aA1x2).
Consequently,
Sp,p(c) = p
2
(
∆
p
) ∑∗
a,x(mod p)
ep(c1x− 4aF−1(x, c′))
= p2
(
∆
p
)ϕ(p)
∑∗
x(mod p)
F−1(x,c′)≡0(mod p)
ep(c1x)−
∑∗
x(mod p)
F−1(x,c′)6≡0(mod p)
ep(c1x)
 .
Hence |Sp,p(c)| 6 3p3.
We can also handle these sums in greater generality. Suppose that p 6= 2. The
sum over b1 in (5.13) vanishes (by Lemma 5.4) unless δ 6 κ− a1, and in this case,
by Lemma 5.4, the sum is
=
∑∗
x(mod pδ)
epδ(c1x)
∑
b1(mod pκ)
epκ(aA1b
2
1 + p
κ−δb1x)
= ǫpk−a1p
k+a1
2
(
aA1/p
a1
pκ−a1
) ∑∗
x(mod pδ)
epδ(c1x− 4aA1/pk−a1pκ−δ−a1x2).
(5.14)
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If δ 6 κ−a1
2
, we see that
Sd,q(c) = p
2k+
a1+a2+a3+a4
2
4∏
i=1
ǫpk−ai
(
Ai/p
ai
pk−ai
)
cpδ(c1)×
∑∗
a(mod pκ)
(
A1/p
a1
pκ−a1
) 4∏
i=2
(
Ai/p
ai
pκ−ai
)
epκ−ai (−4aAi/pai(ci/pai)2)
≪∆ p3k+δ ≪ q7/2.
If δ > κ−a1
2
, clearing denominators in (5.14), we get
Sd,q(c) = p
3κ−δ−a1+ a1+a2+a3+a42
4∏
i=1
ǫpk−ai
(
Ai/p
ai
pk−ai
)
×
∑∗
a(mod q)
(
A1/p
a1
pκ−a1
) 4∏
i=2
(
Ai/p
ai
pκ−ai
)
epκ−ai (−4aAi/pai(ci/pai)2)×∑∗
x(mod p2δ−κ+a1)
ep2δ−κ+a1 (c1x− 4aA1/pk−a1x2)
≪∆ q 72 ,
by [9, Lemma 3.1] applied to the sum over x. A similar analysis holds when p = 2,
except we have the slightly worse bound (see [9, Lemma 3.2])
Sd,q(c)≪ 2 15κ4
in this case. Therefore, we have shown the following
Lemma 5.13. Suppose that d | q = pκ. If κ > 2, F−1(0, c′) 6= 0, and p ∤
2∆F−1(0, c′), then Sd,q(c) = 0. If κ > 2, p = 2 we have
Sd,q(c)≪∆ q 72+ 14 ,
and if p 6= 2 and κ > 2, we have
Sd,q(c)≪∆ q 72 .
Finally, if (p, 2∆) = 1 and q = p. Then S1,p(c)≪ p2(p, F−1(0, c′)), and |Sp,p(c)| 6
3p3. If p | 2∆, then, S1,p(c)≪∆ 1 and Sp,p(c)≪∆ 1.
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6. PROOF OF THEOREM 1.2
It follows from (3.3) and Lemma 4.3 that for any ε > 0,
N(λ;X) = cQX
∑
q≪X
q−3
∑
|c′|≪Xε
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b
′.c′)
×
∑
c1≡b1(mod q)
λ(c1)Iq(c) +O(1).
Our task now is to show that the right hand side is o(X2). The analysis of the expo-
nential sum is predicated on the vanishing or non-vanishing of F−1(0, c′). Define
the sets
C0 =
{
c′ ∈ Z3, |c′| ≪ Xε : F−1(0, c′) = 0} ,
C1 =
{
c′ ∈ Z3, |c′| ≪ Xε : F−1(0, c′) 6= 0} .
For i = 0, 1 let N (i)(λ;X) denote the contribution from c′ ∈ Ci.We will show that
there exists a δ > 0 such that N (i)(λ;X)≪ X2−δ. We start with N (0)(λ;X).
6.1. Contribution from N (0)(λ;X). Let |c′| ≪ Xε such that F−1(0, c′) = 0.
Recall the sum Aq(c) from (5.1). Set
N (0)(λ, c′;X) =
∑
q≪X
q−3
∞∑
c1=1
λ(c1)Aq(c)Iq(c).
Then N (0)(λ;X) = cQX
∑
c′∈C0 N
(0)(λ, c′;X).
We begin by writing q = rs, a product of coprime integers, as follows. Recalling
Condition A0 (Definition 5.5), let
r =
∏
pk‖q
(pk;A1,...,A4) satisfies
Condition A0
pk
be the greatest divisor of q that satisfies Condition A0. By Lemma 5.2 we have
Aq(c) = Ar(s
2c1, c
′)As(r2c1, c′). Lemma 5.4 shows that Ar(c) vanishes unless
ci ≡ 0 (mod pvp(Ai)), for 2 6 i 6 4, so without loss of generality, we may as-
sume that c′ satisfies this condition. Furthermore, Lemma 5.9 applies to the sum
Ar(s
2c1, c
′), by construction of r, and observe that s ≪ |∆| ≪ 1. As a result we
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have
∞∑
c1=1
λ(c1)Aq(c)Iq(c) =
∑
σ(mod s)
As(r
2σ, c′)
∑
c1≡σ(mod s)
λ(c1)Ar(s
2c1, 0)Iq(c)
=
∑
σ(mod s)
As(r
2σ, c′)
∑
c1≡σ(mod s)
λ(c1)Ar(c1, 0)Iq(c)
=
∑
σ(mod s)
As(r
2σ, c′)Σr(σ, s),
say. We apply Proposition 5.8 to Ar(c1, 0) = Sr(c1); let θ and κ be as in the
statement of the proposition. Then θ, κ | r, and we have
Σr(σ, s) = sr(F )
∑
θc1≡σ(mod s)
(c1,κ)=1
λ(θc1)Iq(θc1, c
′)
= sr(F )
∑
c1≡θσ(mod s)
(c1,κ)=1
λ(θc1)Iq(θc1, c
′).
Clearing denominators, and using multiplicative characters to cut out the congru-
ence condition c1 ≡ θσ (mod s), we see that
(6.1) Σr(σ, s) =
sr(F )
ϕ(sˆ)
∑
χ(mod sˆ)
χ(θσ˜)
∑
(c1,κ)=1
χ(c1)λ((σ, s)θc1)Iq((σ, s)θc1, c
′),
where σˆ = σ/(σ, s) and σ˜ = σ/(σ, s). To analyse the inner sum, we need the
following
Proposition 6.1. Let χ be a Dirichlet character modulo D, and let θ, κ be positive
integers. Then there exists A > 0, such that for all ε > 0 we have∑
(n,κ)=1
χ(n)λ(θn)Iq(θn, c
′)≪ε (θκ)εDAX
5/6+ε
θ
1
2 q
1
3
.
Proof. Let S(χ, θ) be the sum in question. Define the Dirichlet series
Fχ,θ(s) =
∞∑
(n,κ)=1
χ(n)λ(θn)
ns
.
Since f is a newform,
λ(mn) =
∑
d|(m,n)
µ(d)λ(m/d)λ(n/d).
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As a result, for σ > 1
Fχ,θ(s) =
∑
β|θ
(β,κ=1)
µ(β)χ(β)λ(θ/β)
βs
∑
(n,κ)=1
χ(n)λ(n)
ns
= P (χ, θ, κ)L(s, f ⊗ χ),
(6.2)
where
P (χ, θ, κ) =
∏
pl‖θ
(p,κ)=1
(
λ(pl)− χ(p)λ(p
l−1)
ps
)∏
p|κ
(
1− λ(p)χ(p)
ps
+
χ2(p)
p2s
)
.
Recall from (2.4) that L(s, f ⊗ χ) has an Euler product and if χ∗ is the primitive
character, of conductorD∗ say, that induces χ, observe that
L(s, f ⊗ χ) =
∏
p|D/D∗
(
1− λ(p)χ
∗(p)
ps
+
χ∗(p)2
p2s
)
L(s, f ⊗ χ∗).
Applying (2.5) to L(s, f ⊗ χ∗) for 1
2
6 σ 6 1 we get that
(6.3) Fχ,θ(s)≪ε (bκ)ε(D∗2(1 + |t|))1−σ+ε,
and by (2.6) we get that
(6.4) Fχ,θ(s)≪ε (θκ)ε(D∗A(1 + |t|) 13+ε,
when σ = 1
2
. Recall the integral Iq(c
′, s) from (3.4). By the Mellin inversion theo-
rem, we have for any σ > 1 that
S(χ, θ) =
1
2πi
∫
(σ)
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds.
Next, we move the line of integration to σ = 1
2
and use (6.4). To this end, fix ε > 0
and set T = r−1Xε. By (3.5) we have∫
(σ)
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds =
∫ σ+iT
σ−iT
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds+
O
(
Xσr−N−1
∫
|t|>T
|t|−N dt
)
.
The error term is
O
(
Xσr−2X(1−N)ε
)
.
Choosing N large enough we get that∫
(σ)
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds =
∫ σ+iT
σ−iT
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds +ON(X−N).
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By (6.3) and (3.5) the horizontal integrals are bounded as follows,∫ 1
2
±iT
σ±iT
(
X
θ
)s
Fχ,θ(s)Iq(s) ds≪ Xσ−(N−2)εr− 12 .
Once again, choosing N large enough, we get that∫
(σ)
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds =
∫ 1
2
+iT
1
2
−iT
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds +ON(X−N).
By Lemmas 4.7 and 4.10, and (6.4) we have∫ 1
2
+iT
1
2
−iT
(
X
θ
)s
Fχ,θ(s)Iq(c
′, s) ds≪ε (θκ)εDA
(
X
θ
) 1
2
T
1
3
+ε
∫
|Iq(c′, s)| ds
≪ε (θκ)εDA
(
X
θ
) 1
2
T
1
3
+ε ≪ε (θκ)εDAX
5
6
+ε
θ
1
2 q
1
3
.
This completes the proof of the proposition. 
Applying Propositions 6.1 and 5.8 to the inner sum in (6.1) we get that
Σr(σ, s)≪ε |sr(F )|X 56+ε,
since cond(χ)≪ s≪∆ 1. As a result, we have get
N (0)(λ, c′;X)≪
∑
q≪X
|sr(F )|X 56+ε
q3
,
where r | q is the largest divisor of q that such that (r;A1, . . . , A4) satisfies Con-
dition A0. Let q = uv where u is square-free and v is square-full. Since sq(F ) is
multiplicative, we have by Proposition 5.8 that
N (0)(λ, c′;X)≪ X 56+ε
∑
v≪X
v−
1
2
∑
u≪X/v
1
u
≪ε X 56+ε,
since the number of square-full v 6 X is O(X
1
2 ). Summing over c′ ∈ C0 we obtain
the bound
(6.5) N (0)(λ;X)≪ε X2− 16+ε.
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6.2. Contribution from N (1)(λ;X). Next we examine N (1)(λ;X). For c′ ∈ C1
define
N (1)q (λ, c
′;X) =
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b
′.c′)
×
∑
c1≡b1(mod q)
λ(c1)Iq(c).
Then
N (1)(λ;X) = cQX
∑
c′∈C1
∑
q≪X
q−3N (1)q (F, λ, c
′).
By (3.6) and Lemma 4.12 we see that
(6.6) N (1)q (λ, c
′;X) =
X
q
∑
d|q
∑
c1≪X1+ε/(q/d)2
λ(c1)Sd,q(c)Id,q(c) +ON(X
−N).
Write q = uv where (u, 2∆) = 1 is square-free, and v is square-full and is com-
posed of primes dividingN = 2|∆F−1(0, c′)|. Further, decompose v = v0v1 where
v0 is the 2
∞-part of v. By Lemma 5.13 we have
Sd,q(c)≪ (u, F−1(0, c′))u3+εv
15
4
0 v
7
2
1 .
Applying Lemma 4.13 to estimate Id,q(c), obtain the bound∑
c1≪X1+ε/(q/d)2
|λ(c1)Id,q(c)| ≪ Xε
(
q
d
1
2X
5
4
) ∑
c1≪X1+ε/(q/d)2
c
− 1
4
1
≪ Xε
(
q
d
1
2X
5
4
)(
1 +
X
3
4
(q/d)
3
2
)
≪ qX
ε
X
5
4
+
q
1
2Xε
X
1
2
.
Inserting our bound for Sd,q(c) into (6.6) we have shown
Proposition 6.2. Suppose that 1 6 |c′| ≪ Xε. With notation as above, we have
N (1)q (λ, c
′;X)≪ε u3v
15
4
0 v
7
2
1
(
1
X
1
4
+
X
1
2
q
1
2
)
Xε.
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We can also estimate the sum over c1 in (6.6) using partial summation: employing
additive characters to detect the congruence condition c1 ≡ b1 (mod q) we have
N (1)q (λ, c
′;X) =
1
q
∑∗
a(mod q)
∑
b(mod q)
r(mod q)
eq(aF (b) + b1r + b
′.c′)
∞∑
c1=1
λ(c1)eq(−rn)Iq(c)
6
1
q
∑
r(mod q)
|
∑∗
a(mod q)
∑
b(mod q)
eq(aF (b) + b1r + b
′.c′)|
× |
∞∑
c1=1
λ(c1)eq(−rc1)Iq(c)|.
By Lemma 4.4 we have
∞∑
c1=1
λ(c1)eq(−rn)Iq(c) = −
∫ ∑
c16x
λ(c1)eq(−rc1) ∂
∂x
Iq(x, c
′) dx
≪ (r
−1|u′|)ε|u′|− 12
qX
∫ X
1
x
3
2 log x dx+
(r−1|u′|)ε|u′|− 12
X
∫ X
1
x
1
2 log x dx
≪ε X
1+ε
q
1
2
+ q
1
2Xε,
using the bound ∑
n6z
λ(n)e(αn)≪f z 12 log z,
which is uniform in α. Recall Tq from (5.12). We have shown
Proposition 6.3. Suppose that 1 6 |c′| ≪ Xε and F−1(0, c′) 6= 0. Then,
N (1)q (λ, c
′;X)≪ε
(
X1+ε
q
3
2
+
Xε
q
1
2
)
Tq.
With Propositions 6.2 and 6.3 in place, we can complete our analysis ofN (1)(λ;X).
Let 1 6 Y ≪ X be a parameter to be chosen later. Then
N (1)(F, λ, c′) =
∑
q6Y
q−3N (1)q (λ, c
′;X) +
∑
q>Y
q−3N (1)q (λ, c
′;X).
Using Proposition 6.2 to estimate the sum up to Y , we get∑
q6Y
q−3N (1)q (λ, c
′;X)≪ X 12+ε
∑
v≪Y
v−
7
2v
15
4
0 v
7
2
1
∑
u≪Y/v
u−
1
2 ≪ (XY ) 12+ε,
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since ∑
v≪Y
p|v =⇒ p|N
1≪ε (NY )ε.
Applying Proposition 6.3 to the second sum, we get by Lemma 5.11 that∑
q>Y
q−3N (1)q (λ, c
′;X)≪ε X1+εY − 12 +X 12+ε.
The optimal choice for Y is Y = X
1
2 , and this gives us
N (1)(λ;X)≪ε X1+ 34+ε.
Combined with (6.5) this completes the proof of Theorem 1.2.
7. DEDUCTION OF THEOREM 1.1 FROM THEOREM 1.2
This follows by way of a standard argument in moving from estimates for sums
with a smooth cut-off to sums with a sharp cut-off. For the sake of brevity, we pro-
vide a brief outline of the proof. Let 1 6 P 6 X be a parameter that we will choose
later, and let α(x) be a non-negative, smooth function with support in [1, X+X/P ]
such that α(x) = 1 on [X/P,X ] with derivatives satisfying α(j)(x) ≪j P j/xj for
all j > 0. Let ε > 0. Observe that∑
m,n6X
r(Am2 +Bn2)λ(m) =
∑
m,n
α(m)α(n)λ(m)r(Am2 +Bn2) +Oε(X
2+ε/P ).
Applying a smooth partition of unity, it suffices to consider the sum∑
m,n
W (m/X)W (n/X)r(Am2 +Bn2)λ(m)
with supp(W ) ∈ [X/2, X ], satisfyingW (j)(x)≪j P j/Xj. Notice that∑
m,n
W (m/X)W (n/X)r(Am2 +Bn2)λ(m) =∑
u,v∈Z
Am2+Bn2−u2−v2=0
W (m/X)W (n/X)λ(m).
Applying a smooth partition of unity for the u, v variables, we are left with the sum∑
F (x)=0
w(X−1x)λ(x1),
where w is a smooth function with support in [1/2, 2] and with Sobolev norm
‖w‖N,1 ≪N PN , and F (x) = Ax21 +Bx22− x23− x24. It can be shown that the error
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term in Theorem 1.2 depends polynomially on ‖w‖1,1 (see, for instance, [23, Propo-
sition 2.1]), and as a result, we obtain∑
F (x)=0
w(X−1x)λ(x1)≪ε P 8X2− 16+ε.
The optimal choice for P is P = X
1
54
−ε, and the theorem follows.
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