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EXACT SEQUENCES, HOCHSCHILD COHOMOLOGY, AND THE LIE
MODULE STRUCTURE OVER THE M-RELATIVE CENTER
REINER HERMANN
Abstract. In this article, we present actions by central elements on Hochschild
cohomology groups with arbitrary bimodule coefficients, as well as an interpreta-
tion of these actions in terms of exact sequences. Since our construction utilises
the monoidal structure that the category of bimodules possesses, we will further
recognise that these actions are compatible with monoidal functors and thus, as
a consequence, are invariant under Morita equivalences. By specialising the bi-
module coefficients to the underlying algebra itself, our efforts in particular yield a
description of the degree-(n,0)-part of the Lie bracket in Hochschild cohomology,
and thereby close a gap in earlier work by S. Schwede.
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1. Introduction
Let A be an associative and unital algebra over a commutative ring K. The theory
of Hochschild cohomology has, since it was introduced by G.Hochschild in 1945 (see
[12]), developed into various areas of mathematics, e.g., algebraic geometry, as well as
representation and deformation theory of associative algebras. One of its most intriguing
features is probably the fact, that the Hochschild cohomology module HH∗(A,A) with
coefficients in A carries the structure of a graded K-algebra. In 1963, M.Gerstenhaber
showed that HH∗(A,A) actually is graded commutative in that homogeneous elements of
degrees m,n > 0 commute up to the sign (−1)mn. In the very same article, Gerstenhaber
provided a graded Lie bracket
{−,−} : HHm(A,A)× HHn(A,A) −→ HHm+n−1(A,A) (for m,n > 0)
of degree −1, being compatible with the multiplicative structure of HH∗(A,A) as it acts
through graded derivations. For A being projective over K, H.Cartan and S. Eilenberg
interpreted HH∗(A,A) as the Ext-algebra of A in the category of bimodules over A – and
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thus pointed out that the Hochschild cohomology algebra of A may be comprehended in
terms of arbitrary projective resolutions of the bimodule A, or, equivalently, arbitrary
self-extensions of A, establishing understanding of its multiplicative structure through the
Yoneda product (see [5], [29]). Gerstenhaber’s Lie bracket on the other hand proved itself
resistant of such a description for several decades.
The shortcoming that Gerstenhaber’s construction could only be grasped in terms
of the Hochschild cocomplex, and by no means if starting with an arbitrary projective
bimodule resolution of A, asked for significant improvement, as Gerstenhaber himself did
explicitly, together with S.D. Schack (see [8, p. 256]):
What intrinsic reason is there for the existence of the graded Lie structure
on HH∗(A,A)? The cup product (but not its graded commutativity) can
be understood from the Yoneda theory; something is wanting to make the
Lie structure equally transparent.
An answer to their prayers was given by S. Schwede in [23], where he desribed Gersten-
haber’s bracket in terms of bimodule self-extensions of A, utilizing the monoidal structure
that the category of A-bimodules possesses. Schwede’s construction has been generalised
to exact monoidal categories in [10], in order to aquire a better understanding of functorial
properties of the Lie bracket in Hochschild cohomology. However, Schwede’s interpretation
misses a significant piece of the picture, as it does not describe the brackets
{−,−} : HHn(A,A)× HH0(A,A) −→ HHn−1(A,A) (for n > 0).
These maps are, in general, non-trivial (see for instance [17]) and thus cannot be ignored.
The primary goal of the present article is to close this gap.
Let A be a unital and associative algebra over a commutative ring K. We will write
⊗ for ⊗K , and denote by A
ev = A ⊗ Aop the enveloping algebra of A. Fix an Aev-
module M . We define the M-relative center of A to be ZM (A) = {z ∈ Z(A) | zm =
mz for all m ∈M}. Clearly, ZA(A) = Z(A) = HH
0(A,A). By imitating Gerstenhaber’s
construction on the Hochschild cocomplex, we obtain a map
[−,−]M : HH
n(A,M)× ZM (A) −→ HH
n−1(A,M) (for n > 0),
which recovers the Lie bracket {−,−} in degrees (n, 0) for M = A. We are going to
provide an interpretation of this map by n-extensions of A by M . Let us give some idea
of the construction, whose details will be presented in Sections 3–5.
For a ring R and R-modules U and V , we denote by ExtnR(U, V ) the category of n-
extensions of U by V . Due to V.Retakh, see [21], there is an isomorphism
πiExt
n
R(U, V ) −→ Ext
n−i
R (U,V )
for every n > 0, and 0 6 i 6 n. Therefore, in particular, the fundamental group
π1(Ext
n
R(U, V ), S) of Ext
n
R(U, V ) based at some extension S is isomorphic to Ext
n−1
R (U, V ).
By an interpretation of D.Quillen, cf. [20], π1(Ext
n
R(U, V ), S) can be thought of as equiv-
alence classes of loops at S in the category ExtnR(U, V ).
Given a map f ∈ HomAev (A,A), we obtain two homomorphisms f
M
λ , f
M
̺ :M →M by
taking the unit isomorphisms λM : A⊗A M →M and ̺M :M ⊗A A→M into account:
fMλ = λM ◦ (f ⊗A M) ◦ λ
−1
M , f
M
̺ = ̺M ◦ (M ⊗A f) ◦ ̺
−1
M .
Essentially, the maps fMλ and f
M
̺ are given by left and right multiplication with f(1);
they will, in general, not agree.
Since the homomorphisms fMλ and f
M
̺ are natural in M , they give rise to endomor-
phisms Fλ, F̺ : S → S of complexes (but a priori not of extensions) for every extension
S ∈ ExtnAev(A,M). Assuming f
M
λ = f
M
̺ , we will construct a loop
(⋆) S#f −→ f#S ←− S#f
in ExtnAev(A,M), were # denotes the Yoneda product on extensions. Since the groups
π1(Ext
n
Aev(A,M), S#f) and Ext
n−1
Aev (A,M) identify by Retakh’s theorem, the loop (⋆) de-
fines the equivalence class of an (n−1)-extension of A byM . If we denote by ZM (Mod(A
ev))
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the set of all morphisms f ∈ HomAev (A,A) whose M-relative defect ∆
M (f) = fMλ − f
M
̺
vanishes, we arrive at a map
〈−,−〉M : Ext
n
Aev (A,M) × ZM (Mod(A
ev)) −→ Extn−1Aev (A,M) (for n > 0).
Observe that ZM (Mod(A
ev)) ∼= ZM (A) by sending f to f(1). We can now state our main
result.
Theorem 1 (= Thm. 5.11). The following diagram commutes for n = 0, 1.
HHn(A,M) × ZM (A)
[−,−]M //
∼=

HHn−1(A,M)
∼=

ExtnAev (A,M) × ZM (Mod(A
ev))
〈−,−〉M // Extn−1Aev (A,M)
It also commutes for n > 1 provided that A is projective as a K-module.
By taking our construction under deeper analysis in the more general context of exact
monoidal categories, the main theorem leads to the following interplay of the maps [−,−]M
with braidings on the monoidal category (Mod(Z(A)ev),⊗Z(A), Z(A)).
Corollary (⊆ Cor. 5.12 and Cor. 5.13). Let A be projective as a K-module. Consider the
following statements.
(1) HH0(Z(A),M) =M for all M ∈ Mod(Aev).
(2) Z(A) = ZM (A) for all M ∈ Mod(A
ev).
(3) Z(A) = ZA⊗A(A).
(4) (Mod(Z(A)ev),⊗Z(A), Z(A)) is braided monoidal.
(5) [−,−]M vanishes for all M ∈ Mod(A
ev).
Then one has the implications
(1) ⇐⇒ (2) ⇐⇒ (3) ⇐⇒ (4) =⇒ (5) .
Moreover, the map [−,−]M is invariant under Morita equivalences.
Furthermore, in the commutative case, we acquire a description of the kernel of a given
derivation A→ A in terms of some relative center.
Corollary (see Cor. 6.14 and Rem. 6.15). Let D : A → M be a K-linear derivation for
some Aev-module M . Then Ker(D) ∩ ZM (A) = Ker(D↾ZM (A)) = ZED (A), where ED
denotes the Aev-module
ED =
(A⊗A)⊕M
{(a⊗ b− ab⊗ 1, D(a)b) | a, b ∈ A}
.
This article is organised as follows. In Section 2, we will built up the necessary foun-
dations on exact and monoidal categories. Afterwards, in Section 3, we turn ourselves to
fundamental groups of categories. We will present an explicit description of the Retakh
isomorphism for fundamental groups of extension categories over exact categories, and ex-
plain in detail an even more explicit version for module categories going back to Schwede.
Section 4 will give a recap on the theory of Hochschild cohomology, and the definition of
the Lie bracket associated with it. It will further introduce the M -relative center, along
with its action on HH∗(A,M). In Section 5 we will describe how to interpret this action in
terms of extensions. Finally, in Section 6, we will provide the proofs for our main results.
2. Prerequisites on exact and monoidal categories
2.1. Let us recall the notions of exact and monoidal categories and structure preserving
functors (exact and monoidal functors) between them. For further details on exact cat-
egories, we refer to [16] and [20], whereas the textbooks [2] and [19] provide background
material on monoidal categories. In the following section, and in fact for the entire article,
we fix a commutative ring K.
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2.2. An exact K-category is a pair (C, iC) consisting of an additive K-category C and a
full and faithful embedding iC : C → AC into an abelian K-category AC, such that the
essential image
Im(iC) = iCC = {A ∈ AC | iC(C) ∼= A for some C ∈ C}
of iC is an extension closed subcategory of AC. Exact categories admit a sensible notion
of exact sequences. Let C = (C, iC) be an exact K-category. A sequence 0→ C
′′ → C →
C′ → 0 is an admissible short exact sequence in C, if its image 0 → iC(C
′′) → iC(C) →
iC(C
′) → 0 under iC is exact in AC. Given such an admissible short exact sequence
0 → C′′ → C → C′ → 0, the morphism C′′ → C is called an admissible monomorphism,
whereas C → C′ is an admissible epimorphism. The class of admissible short exact
sequences is closed under taking isomorphisms and direct sums (in the category of chain
complexes over C).
2.3. Each exact K-category (C, iC) is closed under taking pushouts along admissible
monomorphisms and pullbacks along admissible epimorphisms. Assume that (D, iD) is
another exact K-category, and let X : C → D be an exact K-linear functor, that is, it
takes admissible short exact sequences in C to admissible short exact sequences in D.
Each such functor preserves pushouts along admissible monomorphisms and pullbacks
along admissible epimorphisms.
2.4. For an integer n > 1, a sequence
S ≡ 0 −→ C′′ −→ Cn−1 −→ · · · −→ C0 −→ C
′ −→ 0
of morphisms in an exact K-category (C, iC) is called an admissible n-extension (of C
′ by
C′′) in case iCS is exact in AC, and Ker(iC(C0 → C
′)) and Ker(iC(Ck → Ck−1)) belong to
iCC for all k = 1, . . . , n− 1.
Let us turn to monoidal categories.
2.5. Recall that a monoidal category is a 6-tuple (C,⊗,1, α, λ, ̺), where C is a category,
⊗ : C× C→ C is a functor, 1 is an object in C, and
α : −⊗ (−⊗−) −→ (−⊗−)⊗− ,
λ : 1⊗− −→ IdC ,
̺ : −⊗ 1 −→ IdC
are isomorphisms of functors such that, for all objects W,X, Y, Z in C,
W ⊗ (X ⊗ (Y ⊗ Z))
αW,X,Y⊗Z
//
W⊗αX,Y,Z

(W ⊗X)⊗ (Y ⊗ Z)
αW⊗X,Y,Z
// ((W ⊗X) ⊗ Y )⊗ Z
W ⊗ ((X ⊗ Y )⊗ Z)
αW,X⊗Y,Z
// (W ⊗ (X ⊗ Y ))⊗ Z ,
αW,X,Y ⊗Z
OO
commutes and (̺X⊗Y )◦αX,1,Y = X⊗λY . In this situation, ⊗ is a monoidal (or tensor)
product functor for C and 1 is the (tensor) unit of ⊗.
The monoidal category (C,⊗,1, α, λ, ̺) is a braided monoidal category provided that
there are natural isomorphisms γX,Y : X ⊗ Y → Y ⊗X (for X,Y ∈ ObC) such that the
diagrams
X ⊗ (Y ⊗ Z)
αX,Y,Z
//
X⊗γY,Z

(X ⊗ Y )⊗ Z
γX⊗Y,Z
// Z ⊗ (X ⊗ Y )
αZ,X,Y

X ⊗ (Z ⊗ Y )
αX,Z,Y
// (X ⊗ Z) ⊗ Y
γX,Z⊗Y
// (Z ⊗X) ⊗ Y ,
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and
(X ⊗ Y )⊗ Z
α
−1
X,Y,Z
//
γX,Y ⊗Z

X ⊗ (Y ⊗ Z)
γX,Y⊗Z
// (Y ⊗ Z)⊗X
α
−1
Y,Z,X

(Y ⊗X)⊗ Z
α
−1
Y,X,Z
// Y ⊗ (X ⊗ Z)
Y⊗γX,Z
// Y ⊗ (Z ⊗X)
commute for all X,Y, Z ∈ ObC. In this case, γ is a braiding on the monoidal category
C. If further (γX,Y )
−1 = γY,X for all X,Y ∈ ObC, we say that the monoidal category is
symmetric and that γ is a symmetry on it.
Remark 2.6. Let (C,⊗,1, α, λ, ̺) be a monoidal category.
(1) We will often suppress a huge part of the structure morphisms and simply write
(C,⊗,1) instead of (C,⊗,1, α, λ, ̺); if they are needed without priorly having been
mentioned, we will refer to them as αC, λC and ̺C.
(2) It follows from the axioms (cf. [15, Prop. 1.1]) that the following equations hold true
for all X,Y, Z ∈ ObC:
λ
1
= ̺
1
, ̺X⊗Y ◦ αX,Y,1 = X ⊗ ̺Y , (λX ⊗ Y ) ◦ α1,X,Y = λX⊗Y .
(3) Let γ be a braiding on (C,⊗,1, α, λ, ̺). Then ̺X ◦ γ1,X = λX and λX ◦ γX,1 = ̺X
for all X ∈ ObC (cf. [15, Prop. 2.1]).
(4) Note that if (C,⊗,1, α, λ, ̺) is a monoidal category (with braiding γ), then so is Cop
together with the structure morphisms α−1, λ−1 and ̺−1 (with braiding γ−1).
2.7. We say that a monoidal category (C,⊗,1) is a tensor K-category, if C is K-linear
and the tensor product functor ⊗ : C × C → C is K-bilinear on morphisms, that is, it
factors through the tensor product category C⊗K C which is defined as follows:
Ob(C⊗K C) := Ob(C× C),
HomC⊗KC(X,Y ) := HomC(X1, Y1)⊗K HomC(X2, Y2)
for objects X = (X1, X2) and Y = (Y1, Y2) in C × C. A tensor K-category is braided
(symmetric) if its underlying monoidal category is braided (symmetric).
2.8. We are going to recall the definition of certain structure preserving functors between
monoidal categories. Let (C,⊗C,1C) and (D,⊗D,1D) be monoidal categories. Let A : C→
D be a functor, and
φX,Y : AX ⊗D AY −→ A(X ⊗C Y ),
ψX,Y : A(X ⊗C Y ) −→ AX ⊗D AY,
be natural morphisms in D (for X,Y ∈ ObC). Further, let φ0 : 1D → A1C and ψ0 :
A1C → 1D be morphisms in D.
The triple (A, φ, φ0) is called an almost strong monoidal functor if φ0 is invertible and
the following diagrams commute for all X, Y, Z ∈ ObC.
AX ⊗D (AY ⊗D AZ)
AX⊗DφY,Z
//
αDA

AX ⊗D A(Y ⊗C Z)
φX,Y⊗
C
Z
// A(X ⊗C (Y ⊗C Z))
AαC

(AX ⊗D AY )⊗D AZ
φX,Y ⊗DAZ
// A(X ⊗C Y )⊗D AZ
φX⊗
C
Y,Z
// A((X ⊗C Y )⊗C Z)
1D ⊗C AX
φ0⊗DAX

λDA // AX
A1C ⊗D AX
φ
1
C
,X
// A(1C ⊗C X)
AλC
OO AX ⊗D 1D
AX⊗Dφ0

̺DA // AX
AX ⊗D A1C
φX,1
C // A(X ⊗C 1C)
A̺C
OO
The triple (A, ψ, ψ0) is called an almost costrong monoidal functor if (A
op, ψ, ψ0) is an
almost strong monoidal functor. The triple (A, φ, φ0) is called a strong monoidal functor
6 REINER HERMANN
if it is an almost strong monoidal functor and φ is invertible. The triple (A, ψ, ψ0) is
called a costrong monoidal functor if it is an almost costrong monoidal functor and ψ is
invertible.
Examples 2.9. (1) If (C,⊗,1) is a tensor K-category, the additive closure add(1) of
the unit 1 (i.e., the full subcategory of objects in C being isomorphic to some direct
summand of a finite direct sum of copies of 1) is a braided monoidal subcategory of
C.
(2) In the following, we will be mainly interested in the monoidal category ofK-symmetric
A-bimodules. It can be realised as the category of left modules over the enveloping
algebra Aev = A⊗ Aop. The monoidal category (Mod(Aev),⊗A, A) is braided if, and
only if, there is an invertible element r = r1 ⊗ r2 ⊗ r2 ∈ A ⊗ A ⊗ A (where implicit
summation is understood) such that, for all a ∈ A,
r1 ⊗ ar2 ⊗ r3 = r1 ⊗ r2 ⊗ r3a,
r1r2 ⊗ r3 = 1⊗ 1,
r2 ⊗ r3r1 = 1⊗ 1.
We refer to [1] for a detailed analysis of braidings on the category of Aev-modules,
especially [1, Thm. 3.1] and [1, Thm. 3.2].
(3) Let Γ be a bialgebra, with comultiplication ∆ : Γ → Γ ⊗ Γ and counit ε : Γ → K.
Then K is a Γ-module through ε and (Mod(Γ),⊗,K) becomes a monoidal category.
For two Γ-modules M and N the Γ-module structure on M ⊗N is given by
γ(m⊗ n) = ∆(γ) · (m⊗ n) (for m ∈M , n ∈ N).
The monoidal category (Mod(Γ),⊗,K) is symmetric, if Γ is cocommutative.
Example 2.10. Coming back to Example 2.9(2), recall that the algebra A isMorita equiv-
alent to a K-algebra B, if there is a progenerator P for A (that is, a finitely generated
projective A-module P such that P ∼= A⊕Q for some A-module Q) with B ∼= EndA(P )
op.
The functor HomA(P,−) : Mod(A)→ Mod(B) will be an equivalence then. The progener-
ator P gives rise to a progenerator P ev for Aev, namely, set P ev = P ⊗HomA(P,A). The
opposite endomorphism ring of P ev over Aev is isomorphic to Bev, hence Aev and Bev are
Morita equivalent. The equivalence Mod(Aev)
∼
−→ Mod(Bev) defined by HomAev (P
ev,−)
is an almost strong monoidal functor; see [10, Sec. 5.4] for details.
3. Fundamental groups
3.1. Let C be a category and let X be an object in C. Recall that C is a groupoid if every
morphism in C is invertible. The fundamental group π1(C, X) of C at the base point X
is given by the fundamental group at X of the geometric realisation of the nerve of C.
Alternatively, π1(C, X) may be expressed as EndG(C)(X), where G(C) denotes the so called
fundamental or Quillen groupoid of C (see [20]). It comes with a functor gC : C → G(C)
which is universal in the following sense: for every groupoid G and every functor C → G
there is a unique functor G(C)→ G such that the diagram
C

❄❄
❄❄
❄❄
❄
gC
⑧⑧
⑧⑧
⑧⑧
⑧
G(C) // G
commutes. In particular, for any functor X : C → D, we get a unique functor G(X) :
G(C) → G(D) such that G(X) ◦ gC = gD ◦ X. If C is a groupoid, then G(C) ∼= C as
categories.
Let us construct G(C) explicitly. A path from X to Y in C is a sequence of objects
X = X0, X1, . . . , Xn = Y and morphisms f0, . . . , fn−1 such that
fi ∈ HomC(Xi, Xi+1) or fi ∈ HomC(Xi+1, Xi) (for i = 0, . . . , n− 1).
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We denote such a path by w = (f0, . . . , fn−1). The number n is the length of the path
w and a path from X to X is a loop based at X. There is a unique loop of length
0 based at X. Two paths w = (f0, . . . , fn−1) and w
′ = (f ′0, . . . , f
′
n) from X to Y are
elementary homotopic if w′ arises from w by replacing a morphism in w which fits inside
a commutative triangle
U

❃❃
❃❃
❃❃
❃
  
  
  
  
∆ ≡
V // W
by the other two morphisms in ∆. We further require that the loop of the length 0 at X
is elementary homotopic to the loop of length 1, given by the identity of X.
Denote by PathC(X, Y ) the set of all paths from X to Y in C. Now, the objects of
G(C) are given by the objects of C; the set HomG(C)(X,Y ) of morphisms X → Y in G(C)
is given by the quotient
HomG(C)(X,Y ) = PathC(X,Y )/ ∼ ,
where ∼ denotes equivalence relation on PathC(X,Y ) generated by elementary homotopy.
The functor gC is given by the identity on objects, whereas it sends a morphism f in C to
the equivalence class of the path w = (f). If X : C→ G is a functor into a groupoid G, the
unique functor X : G(C) → G with X ◦ gC = X is given by sending (the equivalence class
of) a path (f0, . . . , fn−1) in HomG(C)(X,Y ) to
X(fn−1)
σn−1 ◦ · · · ◦ X(f0)
σ0 .
The exponent σi for i = 0, . . . , n−1 is defined to be ti−si ∈ {−1, 1} when fi : Xsi → Xti ,
si, ti ∈ {i, i + 1}. If G = C is itself a groupoid and X = IdC, then X is an equivalence of
categories.
3.2. Let C be an exact K-category and n > 1 be an integer. For objects X and Y in C,
a morphism f : S → T of admissible n-extensions S and T of X by Y is a commutative
diagram
S
f

≡ 0 // Y // En−1
fn−1

// · · · // E0 //
f0

X // 0
T ≡ 0 // Y // Fn−1 // · · · // F0 // X // 0
in C. It is thus apparent, what the composition of morphisms, and the identity morphisms
should be. Thus we obtain the category ExtnC(X,Y ) of n-extensions of X by Y . We define
Ext0C(X,Y ) to be the discrete category HomC(X,Y ). Truncation of the object X on the
right yields a functor (−)♮ from ExtnC(X,Y ) into the category of complexes over C whose
homology is concentrated in degree 0.
From now on, let us assume that C is
(1) closed under kernels of epimorphisms (that is, f ∈ C is an admissible epimorphism if,
and only if, f is an epimorphism in AC), or
(2) closed under cokernels of monomorphisms (that is, f ∈ C is an admissible monomor-
phism if, and only if, f is a monomorphism in AC).
Let S be an admissible n-extension of X by Y . The following construction from [10] gives
rise to a homomorphism
uC : Ext
n−1
C
(X,Y ) −→ π1(Ext
n
C(X,Y ), S)
of groups. Let us denote by Sn the trivial n-extension of X by Y . For n = 1, this is the
split extension 0→ Y → Y ⊕X → X → 0, whereas for n 6= 1,
Sn ≡ 0 // Y Y // 0 // · · · // 0 // X X // 0 .
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If f belongs to HomC(X,Y ), and 0 → Y
d
−→ E → X → 0 to Extn−1
C
(X,Y ) for n 6= 1, the
following diagrams define respective loops in Ext1C(X,Y ) and Ext
n
C(X,Y ).
0 // Y // Y ⊕X
[
1 f
0 1
]

// X // 0
0 // Y // Y ⊕X // X // 0
0 // Y Y // 0 // · · · // 0 // X X // 0
0 // Y
[ 1 1 ]t
// Y ⊕ Y
[ 1 0 ]
OO
[ 0 1 ]

[ d −d ]
// En−2

OO
// · · · // E1

//
OO
E0 //

OO
X // 0
0 // Y Y // 0 // · · · // 0 // X X // 0
Thus we obtain a (well-defined) map u◦C : Ext
n−1
C
(X,Y ) −→ π1(Ext
n
C(X,Y ), Sn) for each
n > 1. Now, if S is any n-extension, taking the Baer sum −⊞S with S is an endofunctor
on ExtnC(X,Y ) and thus gives rise to an endofunctor of the corresponding fundamental
groupoid. We therefore obtain a group isomorphism
π1(Ext
n
C(X,Y ), Sn) −→ π1(Ext
n
C(X,Y ), Sn ⊞ S) .
The extensions S and Sn⊞S are connected by a morphism in Ext
n
C(X,Y ) and conjugation
with this morphism finally leads to an isomorphism
π1(Ext
n
C(X,Y ), Sn) −→ π1(Ext
n
C(X,Y ), S) .
We let uC be the composition of this isomorphism with u
◦
C. The map uC is bijective since
u◦C is (cf. [10, Thm. 3.1.8 and Prop. 3.2.5]) and hence we obtain the following Theorem
(attributed to V.Retakh).
Theorem 3.3 (see [10] and [21]). Let C be an exact K-category as above. Let n > 1 be
an integer, X, Y be objects in C, and let S be an admissible n-extension of X by Y . Then
there is an isomorphism
Extn−1
C
(X,Y ) −→ π1(Ext
n
C(X,Y ), S)
of groups. In particular, π1(Ext
n
C(X,Y ), S) is abelian.
3.4. If C is the category of modules over a ring, the isomorphism uC admits a very nice
explicit formulation in terms of projective resolutions, as presented in [23]. We will recall
it, along with some of its properties. Let R be any ring and let n > 0 be an integer. Fix
two R-modules U and V . We want to describe an isomorphism
µ : ExtnR(U, V ) ∼= H
n(HomR(PU,V )) −→ π1(Ext
n+1
R (U, V ), S)
of groups for every base point S and any fixed projective resolution PU → U → 0 of U
over R. Assume that the projective resolution PU → U → 0 of U is given as follows.
· · ·
πn+2
// Pn+1
πn+1
// Pn
πn // Pn−1
πn−1
// · · ·
π1 // P0
π0 // U // 0
Fix an R-linear map ϕ : Pn+1 → V satisfying ϕ ◦ πn+2 = 0. The pushout diagram
· · ·
πn+2
// Pn+1
ϕ

πn+1
// Pn
πn //

Pn−1
πn−1
// · · ·
π1 // P0
π0 // U // 0
0 // V
pn+1
// P
pn // Pn−1
pn−1
// · · ·
p1 // P0
p0 // U // 0
has exact rows. We may regard P as the quotient
P =
V ⊕ Pn
{(ϕ(x),−πn+1(x)) | x ∈ Pn+1}
= Coker(ϕ⊕ (−πn+1))
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and hence express the maps pn+1 : Y → P , pn : P → Pn−1 as pn+1(v) = (v, 0) and
pn(v, p) = πn(p) (for p ∈ Pn, v ∈ V ).
If ψ : Pn → V is an R-module homomorphism, then ϕ
′ = ϕ+ψ ◦ πn+1 will also satisfy
ϕ′ ◦πn+2 = 0. Hence we may consider S(ϕ
′) as well. The assignment (v, p) 7→ (v−ψ(p), p)
gives rise to a well-defined map
V ⊕ Pn
{(ϕ(x),−πn+1(x)) | x ∈ Pn+1}
−→
V ⊕ Pn
{(ϕ′(x),−πn+1(x)) | x ∈ Pn+1}
,
which itself defines a morphism µ(ψ) : S(ϕ) → S(ϕ+ ψ ◦ πn+1) of (n+ 1)-extensions. If
we chose ψ such that ψ ◦πn+1 = 0, µ(ψ) will be an endomorphism of S(ϕ) in the category
Extn+1R (U, V ), i.e., a loop of length 1 based at S(ϕ). In [23, Sec. 4] it is shown that hereby
one obtains a well-defined map
µ : Hn(HomR(PU, V )) −→ π1(Ext
n+1
R (U, V ), S(ϕ))
which is an isomorphism (cf. [23, Thm. 1.1]). Given any (n + 1)-extension S of U by V ,
say
S ≡ 0 −→ V −→ En −→ · · · −→ E0 −→ U −→ 0 ,
there is a map Φ : PU → S♮ of complexes lifting idU , where S
♮ denotes the truncated
complex
0 −→ V −→ En −→ · · · −→ E0 .
The component map ϕn+1 : Pn+1 → V is a cocycle in HomR(PU,V ). The universal
property of the pushout
V ⊕Pn+1 Pn =
V ⊕ Pn
{(ϕn+1(x),−πn+1(x)) | x ∈ Pn+1}
= Coker(ϕn+1 ⊕ (−πn+1))
yields a map ϕ˜n : V ⊕Pn+1 Pn → En such that
0 // V
pn+1
// V ⊕Pn+1 Pn
pn //
ϕ˜n

Pn−1
pn−1
//
ϕn−1

· · ·
p1 // P0
p0 //
ϕ0

U // 0
0 // V
en+1
// En
en // En−1
en−1
// · · ·
e1 // E0
e0 // U // 0
commutes, and hence a map Φ˜ : S(ϕn+1)→ S of extensions. Observe that the map ϕ˜n is
induced by the map
V ⊕ Pn −→ En, (v, p) 7→ en+1(v) + ϕn(p) .
Conjugation with (the equivalence class of) Φ˜ delivers an isomorphism
cΦ : π1(Ext
n+1
R (U, V ), S(ϕn+1)) −→ π1(Ext
n+1
R (U, V ), S)
which depends on the chosen lifting Φ. However, the composition cΦ ◦ µϕ=ϕn+1 does
not (use the remarks before [23, Lem. 4.3]). Hence we may (and will) regard µ as an
isomorphism
µ : Hn(HomR(PU,V )) −→ π1(Ext
n+1
R (U,V ), S) .
Lemma 3.5 (see [10, Lem. 5.3.3]). Let C be the category Mod(R). The maps µ and uC
are equal (after identifying ExtnR(U,V ) with H
n(HomR(PU, V ))).
For a loop w of length 2 in Extn+1R (U,V ) we explicitly describe a preimage of its
equivalence class in π1(Ext
n+1
R (U, V ), S) under the isomorphism µ. Fix an (n+1)-extension
S of U by V , and a map Φ : PU → S♮ of complexes lifting idU . Assume that f : S → T
and g : S → T are morphisms in Extn+1R (U, V ). They define a loop S → T ← S in
Extn+1R (U, V ) based at S. The compositions f ◦ Φ and g ◦ Φ define morphisms PU → T
♮
of complexes lifting idU . Hence the difference f ◦Φ− g ◦Φ is null-homotopic, say via the
null-homotopy si : Pi → Fi+1 (i > 0). Note that sn : Pn → V has to be a cocycle in
HomR(PU, V ).
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Lemma 3.6 (see [23, Lem. 4.3]). Keep the notations from above. The equivalence class
of the cocycle sn : Pn → V is mapped, by µ, to the equivalence class of the loop
S
f
// T S
g
oo
in π1(Ext
n+1
R (U, V ), S).
4. The M-relative center
Fix a unital and associative K-algebra A. The symbol ⊗ will always stand for ⊗K , i.e.,
the tensor product over the base ring K. Let Aev = A⊗Aop be the enveloping algebra of
A over K, with factorwise multiplication. It is a very well-known fact, that A-bimodules
with symmetric K-action bijectively correspond to left modules over Aev. In this section,
we will recall the definition of Hochschild cohomology, and its (higher) structures, as they
were introduced in [5], [7] and [12].
4.1. Reminder on Hochschild cohomology. LetM be a Aev-module. The Hochschild
cocomplex C(A,M) = (C∗(A,M), ∂M ) with coefficients in M is the cocomplex concen-
trated in non-negative degrees which is given by
Cn(A,M) = HomK(A
⊗n,M) (for n > 0)
and ∂nM : C
n(A,M)→ Cn+1(A,M),
∂nM (f)(a1 ⊗ · · · an+1) =a1f(a2 ⊗ · · · ⊗ an+1)
+
n∑
i=1
(−1)nf(a1 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai+1 ⊗ · · · ⊗ an+1)
+ (−1)n+1f(a1 ⊗ · · · ⊗ an)an+1.
The Hochschild cocomplex admits an exterior pairing, in that there is a map
` : Cm(A,M)× Cn(A,N) −→ Cm+n(A,M ⊗A N)
for any pair M,N ∈ Mod(Aev). Namely,
(f ` g)(a1 ⊗ · · · am+n) = f(a1 ⊗ · · · ⊗ am)⊗ g(am+1 ⊗ · · · ⊗ am+n).
In fact, through `, and after identifying A⊗A A ∼= A, M ⊗A A ∼=M ∼= A⊗AM , the DG
module C(A,A) is a DG K-algebra, and C(A,M) will be a left and a right DG module
over it. In particular, the cohomology of C(A,A) will be a graded K-algebra.
Definition 4.1. For an integer n > 0, the n-th Hochschild cohomology module with
coefficients in M is given by
HHn(A,M) = HnC(A,M).
The graded module
HH∗(A,M) =
⊕
n>0
HHn(A,M)
is the Hochschild cohomology module of A with coefficients inM . We abbriviate HHn(A) =
HHn(A,A) for n > 0 and call HH∗(A) the Hochschild cohomology algebra of A.
4.2. There are two immediate observations.
(1) The module HH0(A,M) coincides with MA, where
MA = {m ∈M | am = ma for all a ∈ A}.
In particular, HH0(A) = Z(A) is the center of A.
(2) The module HH1(A,M) coincides with the module OutK(A,M) of outer derivations
which is given by
OutK(A,M) =
DerK(A,M)
InnK(A,M)
,
where DerK(A,M) denotes the derivations of M , and InnK(A,M) the submodule of
inner derivations.
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4.3. The bar resolution BA = (B∗, β∗) of A, is the following exact resolution of A by
Aev-modules. To begin with, Bn = A
⊗(n+2) is the (n+ 2)-fold tensor product of A with
itself (over K and for n > 0). The Aev-linear map βn+1 : Bn+1 → Bn,
βn+1(a0 ⊗ · · · ⊗ an+2) =
n+1∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+2,
turns BA = (B∗, β∗) into a complex, which is acyclic in all degrees but in degree 0, wherein
its homology is isomorphic to A. The multiplication map µ : A⊗A→ A provides a suitable
augmentation BA→ A→ 0.
Now, the adjunction isomorphism
HomAev (A
⊗(n+2),M) −→ HomK(A
⊗n,M), ϕ 7→ ϕ(1⊗−⊗ · · · ⊗ − ⊗ 1)
is compatible with the differentials ∂M and HomAev (β∗,M), that is, the cocomplexes
C(A,M) and HomAev (BA,M) are isomorphic. Thus HH
∗(A,M) ∼= H∗HomAev (BA,M)
and, since BA→ A→ 0 is exact, there is a graded map
χ∗M : HH
∗(A,M) −→ Ext∗Aev (A,M).
It is given by sending a cocycle ϕ ∈ KerHomAev (βn+1,M) to the equivalence class defined
by the lower sequence in the pushout diagram below.
· · ·
βn+1
// A⊗(n+2)
βn //
ϕ

A⊗(n+1)
βn−1
//

· · ·
β2 // A⊗3
β1 // A⊗ A
β0 // A // 0
0 // M // Q // · · ·
β2 // A⊗3
β1 // A⊗ A
β0 // A // 0
This map respects the graded ring structures if M = A, but will in general not be a bijec-
tion (as we will remark later, HH∗(A) is always graded commutative, whereas a sufficient
criterion for Ext∗Aev (A,A) being graded commutative is Tor
K
i (A,A) = 0 for all i > 0;
see [4, Sec. 2.2] and [25]). However, one easily checks that BA will be a resolution by
projective Aev-modules, if A is projective over K. Thus the above map is going to be an
ismorphism,
χ∗M : HH
∗(A,M)
∼
−−→ Ext∗Aev (A,M),
if A is K-projective.
4.2. The Gerstenhaber bracket in Hochschild cohomology. Let us first recall the
definition of a Gerstenhaber algebra over K.
Definition 4.4. Let G =
⊕
n∈ZG
n be a graded K-algebra. Further, let {−,−} : G×G→
G be a K-bilinear map of degree −1 (that is, [a, b] ∈ G|a|+|b|−1 for all homogeneous
a, b ∈ G). The pair (G, {−,−}) is a Gerstenhaber algebra over K if
(G1) G is graded commutative, i.e., ab = (−1)|a||b|ba for all homogeneous a, b ∈ G;
(G2) {a, b} = −(−1)(|a|−1)(|b|−1){b, a} for all homogeneous a, b ∈ G;
(G3) {a, a} = 0 for all homogeneous a ∈ G of odd degree;
(G4) {{a, a}, a} = 0 for all homogeneous a ∈ G of even degree;
(G5) the graded Jacobi identity holds:
{a, {b, c}} = {{a, b}, c}+ (−1)(|a|−1)(|b|−1){b, {a, c}}
for all homogeneous a, b, c ∈ G;
(G6) the graded Poisson identity holds:
{a, bc} = {a, b}c+ (−1)(|a|−1)|b|b{a, c}
for all homogeneous a, b, c ∈ G.
4.5. The map {−,−} is called a Gerstenhaber bracket for G. Note that any graded
commutative K-algebra can be viewed as a Gerstenhaber algebra over K with trivial
bracket.
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The axioms (G5) and (G6) may be read as follows: The graded Jacobi identity measures
the failure of {−,−} from being associative, whereas the graded Poisson identity translates
to {a,−} being a graded derivation of G of degree |a| − 1 (for a ∈ G homogeneous).
4.6. LetM be a fixed Aev-module and f ∈ Cm(A,M), g ∈ Cn(A,A) for integersm,n > 0.
For i = 1, . . . ,m, let f •i g ∈ C
m+n−1(A,M)
(f •i g)(a1 ⊗ · · · ⊗ am+n−1)
= f(a1 ⊗ · · · ⊗ ai−1 ⊗ g(ai ⊗ · · · ⊗ ai+n−1)⊗ ai+n ⊗ · · · ⊗ am+n−1).
Denote by f • g ∈ Cm+n−1(A,M) the alternating sum of the f •i g:
f • g =
m∑
i=1
(−1)(i−1)(n−1)f •i g.
The product • is, in general, non-unital and highly non-associative. However, the external
pairing ` and • are related by the following fundamental formula:
(†) ∂M (f • g) + (−1)
n∂M (f) • g = f • ∂A(g) + (−1)
n[g ` f − (−1)mnf ` g].
See [7, Thm. 3] for a proof.
4.7. The fundamental formula (†) yields two important insights.
(1) If M = A, and f and g are cocycles (i.e., ∂A(f) = 0 = ∂A(g)), then f ` g =
(−1)mng ` f . It follows that HH∗(A) is a graded commutative K-algebra.
(2) The map
{−,−} : Cm(A,A)× Cn(A,A) −→ Cm+n−1(A,A)
{f, g} = f • g − (−1)(m−1)(n−1)g • f
induces a well-defined map
{−,−} : HHm(A)×HHn(A) −→ HHm+n−1(A).
It is the main observation of [7] that the hereby obtained triple (HH∗(A),`, {−,−}) is a
Gerstenhaber algebra over K, in the sense of Definition 4.4.
4.3. The action of the M-relative center. For this entire subsection, we fix a K-
algebra A and an Aev-module M . We make the following crucial definition, inspired
by [24] and [26, Chap.XI].
Definition 4.8. The M-relative center of A is given by
ZM (A) = {a ∈ Z(A) | am = ma for all m ∈M}.
It is a sub-K-algebra of Z(A), and equality holds, if M = A.
Example 4.9. If theK-algebra A is commutative, every A-moduleM may be regarded as
an Aev-module. As such, ZM (A) = A. In fact, an A
ev-module N arises from an A-module
in such a way if, and only if, ZN (A) = A.
We get the following obvious criterion as to when the relative center agrees with the
whole center of the underlying algebra.
Lemma 4.10. Let M be an Aev-module. Then Z(A) = ZM (A) holds true if, and only if,
HH0(Z(A),M) =MZ(A) =M , which is if, and only if, InnK(Z(A),M) = 0. 
Lemma 4.11. The following statements are equivalent.
(1) Z(A) = ZA⊗A(A).
(2) Z(A) = ZM (A) for all M ∈ Mod(A
ev).
(3) (Mod(Z(A)ev),⊗Z(A), Z(A)) is braided monoidal.
(4) The multiplication map Z(A)⊗ Z(A)→ Z(A) is an isomorphism.
(5) The unit K → Z(A) is an epimorphism in the category of rings.
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Proof. The implication (2)=⇒ (1) is trivial. Z(A) = ZA⊗A(A) means that a⊗1 = 1⊗a for
all a ∈ Z(A). Therefore, ifM is any Aev-module, we have am = (a⊗1)m = (1⊗a)m = ma
for all a ∈ Z(A) and all m ∈M . Thus the first two items are equivalent.
If a ⊗ 1 = 1 ⊗ a for all a ∈ A, then r = 1 ⊗ 1 ⊗ 1 ∈ Z(A) ⊗ Z(A) ⊗ Z(A) evidently
satisfies the equations mentioned in Example 2.9(2), that is, (Mod(Z(A)ev),⊗Z(A), Z(A))
is braided monoidal. Conversly, if the monoidal category (Mod(Z(A)ev),⊗Z(A), Z(A)) is
braided monoidal, the element r = 1⊗1⊗1 solves the equations in Example 2.9(2) for the
algebra Z(A) (see [1, Prop. 3.3]). From the first of these equations, it immediately follows
that a⊗ 1 = 1⊗ a, hence (1) ⇐⇒ (3).
Lastly, a⊗ 1 = 1⊗ a for all a ∈ Z(A) is equivalent to the restricted multiplication map
µ : Z(A)⊗ Z(A)→ Z(A) being an isomorphism, as Ker(µ) is generated by a⊗ 1− 1⊗ a;
cf. Lemma 6.9. On the other hand, µ : Z(A)⊗Z(A)→ Z(A) is an isomorphism if, and only
if, the unit map K → Z(A) is an epimorphism in the category of rings; see [24, Prop. 1.1].
Thus, (1) ⇐⇒ (4) ⇐⇒ (5). 
4.12. In order to describe the desired action, we need a map
[−,−]M : HH
n(A,M)× ZM (A) −→ HH
n−1(A,M) (for n > 0).
Let f ∈ HomK(A
⊗n,M) be a K-linear homomorphism. For z ∈ ZM (A) and 1 6 i 6 n,
we obtain a K-linear homomorphism A⊗(n−1) →M by putting
(f •i z)(a1 ⊗ · · · ⊗ an) = f(a1 ⊗ · · · ai−1 ⊗ z ⊗ ai+1 ⊗ · · · ⊗ an)
for a1, . . . , an ∈ A, thus simply copying the formula in 4.6. By taking the alternating sum,
f • z =
n∑
i=1
(−1)(i−1)f •i z,
we arrive at a map A⊗(n−1) → M only depending on f and z. Although he never stated
it in this way, we attribute the following result to Gerstenhaber, since it entirely bases on
the ideas and techniques which can be found in [7]. An idea of the proof will be provided
for the convenience of the reader.
Recall beforehand, that a right Gerstenhaber module over a Gerstenhaber K-algebra
(G, {−,−}) is a graded G-G-bimodule U along with a K-bilinear map
〈−,−〉 : Um ×Gn −→ Um+n−1 (for m,n ∈ Z),
such that for u ∈ U , a, b ∈ G homogeneous, au = (−1)|a||u|ua,
〈u, {a, b}〉 = 〈〈u, a〉, b〉 − (−1)(|a|−1)(|b|−1)〈〈u, b〉, a〉
and
〈u, ab〉 = 〈u, a〉b+ (−1)(|u|−1)|a|a〈u, b〉.
The latter equality means, that 〈u,−〉 : G→ U is a graded derivation of degree |u| − 1.
Theorem 4.13. With notation as above, the assignment
(f, z) 7→ f • z =
n∑
i=1
(−1)(i−1)f •i z
induces a well-defined K-bilinear map
[−,−] = [−,−]M : HH
n(A,M)× ZM (A) −→ HH
n−1(A,M)
turning HH∗(A,M) into a right Gerstenhaber module over the Gerstenhaber algebra ZM (A)
(concentrated in degree 0 with trivial bracket), that is,
0 = [[α, z], z′] + [[α, z′], z]
and
[α, zz′] = [α, z]z′ + z[α, z′]
for α ∈ HH∗(A,M) homogeneous and z, z′ ∈ ZM (A)).
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Proof. Let z ∈ ZM (A). By the fundamental formula (†), we have
∂M (f • z) = f ` z − z ` f = 0
for every cocycle f ∈ Cn(A,M), that is, we obtain a well-defined map as claimed. It is
evident that the external pairing ` turns HH∗(A,M) into a ZM (A)-ZM (A)-bimodule with
zα = αz for all α ∈ HH∗(A,M) homogeneous. The formulas 0 = [[α, z], z′] + [[α, z′], z]
and [α, zz′] = [α, z]z′ + (−1)|α|z[α, z′] follow from [7, Thm. 2(ii)] and [7, Thm. 5]. 
Corollary 4.14. Let Γ be a bialgebra over K which is is projective as a K-module. Let
M a Γ-module, and let H∗(Γ,M) = Ext∗Γ(K,M) be the corresponding graded cohomology
module with coefficients in M . Then H∗(Γ,M) is a right Gerstenhaber module over the
Gerstenhaber algebra ZM⊗Γ(Γ). In particular, the cohomology ring H
∗(Γ,K) of Γ is a
right Gerstenhaber module over Z(Γ).
Proof. In the following, we will viewM⊗N forM,N ∈ Mod(Γ) as a left Γ-module through
∆ : Γ→ Γ⊗Γ. The cohomology module H∗(Γ,M) embeds into HH∗(Γ,M ⊗Γ) thanks to
the map r : ExtnΓ(K,M) → Ext
n
Γev (Γ,M ⊗ Γ) taking an n-extension S of K by M to the
bimodule n-extension S ⊗ Γ of Γ by M ⊗ Γ. The map r splits, and a left inverse is given
by the following map s : ExtnΓev (Γ,Γ⊗M)→ Ext
n
Γ(K,M). Assume that an element α
′ in
ExtnΓev(Γ,M⊗Γ) is represented by a cocycle ϕ : Γ
⊗(n+2) →M⊗Γ of HomΓev (BΓ,M⊗Γ).
By considering the obvious pushout diagram involving ϕ and the bar resolution’s n-th
differential βn, we obtain an n-extension
Sϕ ≡ 0 −→M ⊗ Γ −→ Q −→ Γ
⊗n −→ · · · −→ Γ⊗ Γ −→ Γ −→ 0 .
As a sequence of right Γ-modules, this sequence splits, in that each degree is the direct
sum of the kernel and the image of the bordering homomorphisms. This follows from the
fact that, since Γ is K-projective, Γ⊗m is Γ-projective for all m > 1. Thus Sϕ ⊗ΓK is an
n-extension of K by M , and we let s(α′) be its equivalence class in ExtnΓ(K,M).
After all, it now easily follows that H∗(Γ,M) is a right Gerstenhaber module over
ZM⊗Γ(Γ) through 〈α, z〉 = s([r(α), z]), α ∈ H
∗(Γ,M), z ∈ ZM⊗Γ(Γ), since s satisfies
s(α′α′′) = s(α′)s(α′′) for all α′ ∈ HH∗(Γ,M ⊗ Γ), α′′ ∈ HH∗(Γ). 
4.15. Observe that [−,−] will be
{−,−} : HHn(A)× HH0(A) −→ HHn−1(A) (for n > 0)
if M = A, that is, the Gerstenhaber bracket on HH∗(A) in degrees (n, 0) described in the
previous subsection. The bracket [−,−] is of fundamental importance, especially in the
mentioned case M = A.
Theorem 4.16. Let Γ be a Hopf algebra over K. If Γ is commutative, quasi-triangular
(that is, the triple (Mod(Γ),⊗,K) is braided monoidal) and finitely generated projective
as a K-module, then
(△) HH∗(Γ) ∼= H
∗(Γ,K)⊗ Γ
as graded algebras. Under this isomorphism, the Gerstenhaber bracket {−,−} on HH∗(Γ)
takes the form
{α⊗ y, β ⊗ z} = {α⊗ 1, 1⊗ z} · (β ⊗ y) + (−1)|β|(α⊗ z) · {β ⊗ 1, 1⊗ y} .
In particular, the bracket {−,−} on HH∗(Γ) is completely determined by the map [−,−] :
HH∗(Γ)× Γ→ HH∗−1(Γ).
Proof. The ismorphism (△) of graded K-algebras has been obtained in [18]. That the
bracket {−,−} on HH∗(Γ) takes desired form under it, has been varified in [10, Cor. 6.4.7].

Remark 4.17. If G is a finite abelian group, and if K is a field, the Gerstenhaber bracket
on HH∗(KG) has been computed in the recent article [17]. The computations yield a very
nice illustration of the above theorem.
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4.18. The map [−,−] for M = A also plays a role in Poisson geometry. Following [28], a
Poisson structure for an algebra A over a field K of characteristic different from 2 is an
element Π ∈ HH2(A) with {Π,Π} = 0. As a simple application of Poisson structures, we
provide the following result, without proof, and refer to [28] for further reading.
Theorem 4.19. Let K be a field with char(K) 6= 2. Let A be a K-algebra and Π ∈ HH2(A)
be a Poisson structure for A. Then the map
{−,−}Π : Z(A)× Z(A) −→ Z(A),
defined by {z, z′}Π = [[Π, z], z
′] = {{Π, z}, z′}, is a Poisson bracket for Z(A).
4.20. By the theorem of Hochschild-Kostant-Rosenberg, see [13], we have
(#) HH∗(A) ∼= Λ
∗
ADerK(A),
whenever A is smooth over a field K of characteristic zero. The right hand side carries
the structure of a Gerstenhaber algebra via the Schouten-Nijenhuis bracket, see [9], and
the isomorphism above respects this additional structure. It is classical, that for a smooth
manifold M over K = R, the algebra A = C∞(M,R) of smooth functions is a smooth
algebra over R. As a very well-known fact, Poisson brackets for A are in bijective corre-
spondence with those elements of Λ2ADerR(A) whose Schouten-Nijenhuis bracket against
themselves vanishes; that is, Poisson brackets for A bijectively correspond to Poisson
structures Π ∈ HH2(A) by (#). See [9] and [22] for clear discussions of the topic.
5. The action of the X-relative center of a monoidal category
5.1. In degrees m,n > 1, S. Schwede offered a categorical interpretation of the Gersten-
haber bracket in Hochschild cohomology; see [23]. We generalized this description to exact
monoidal categories in [10]. In this section we will include the missing interpretation of the
bracket in degrees (n, 0) for n > 0. Let C be a K-linear exact tensor category with tensor
functor ⊗ = ⊗C and tensor unit 1 = 1C. We further assume that C, as an exact category, is
closed under kernels of epimorphisms. The basic idea is to construct loops ΩC(S, f) based
at S#f for each choice of an extension S ∈ ExtnC(1,1) and a morphism f ∈ HomC(1,1)
which behave well with respect to morphisms of extensions (i.e., if S → S′ is a morphism
in ExtnC(1,1), then ΩC(S
′, f) = cf (ΩC(S, f)), where cf denotes the conjugation with the
morphism S ◦ f → S′ ◦ f induced by S → S′).
5.2. Let f ∈ HomC(1,1) be a morphism and C be an object in C. The unit and counit
isomorphisms give rise to morphisms fCλ and f
C
̺ in the following way:
fCλ = λC ◦ (f ⊗ C) ◦ λ
−1
C : C −→ C
and
fC̺ = ̺C ◦ (C ⊗ f) ◦ ̺
−1
C : C −→ C .
In general, fCλ 6= f
C
̺ , however equality holds if C = 1. Note that fλ as well as f̺ define
natural transformations IdC → IdC.
Definition 5.3. Let (C,⊗,1) be a monoidal K-category, and let X be an object in X.
For a morphism f ∈ HomC(1,1), we let ∆
X(f) = fXλ − f
X
̺ be the X-relative defect of f .
The set ZX(C) = {f ∈ HomC(1,1) | ∆
X(f) = 0} is called the X-relative center of C. The
center of C is Z(C) = Z
1
(C) = HomC(1,1).
5.4. By [27], the center Z(C) of C is a commutative K-algebra. Clearly, ZX(C) is a
sub-K-algebra of Z(C) for all objects X ∈ C.
Examples 5.5. If (C,⊗,1) is (Mod(Aev),⊗A, A) for some K-algebra A, and M is an
Aev-module, then the algebra homomorphism
γ : ZM (A) −→ ZM (Mod(A
ev)), z 7→ (a 7→ za),
is bijective. Thus the terminologies for relative centres agree. Similarly, if (C,⊗,1) is
(Mod(Γ),⊗,K) for some K-bialgebra Γ, and N is a Γ-module, then ZN (Mod(Γ)) is iso-
morphic to K.
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We have the following obvious properties of the X-relative center.
Lemma 5.6. Let X and Y be objects in C, and let X ′ be a direct summand of X. The
following statements hold true.
(1) ZX(C) ⊆ ZX′(C).
(2) ZX⊕Y (C) = ZX(C) ∩ ZY (C).
(3) ZX(C) ∩ ZY (C) ⊆ ZX⊗Y (C). 
5.7. Let n > 0 be an integer and let X be an object in C. Let f ∈ ZX(C) be a morphism
inside the X-relative center of C. Further, let S be an object in ExtnC(1, X). We write f
X
for the morphism fXλ = f
X
̺ .
For n = 0, the “extension” S is simply a morphism 1→ X and we let ΩC(S, f) be the
trivial loop at S#f = S ◦ f . Assume that n = 1 and that S is given by
0 // X
c1 // C
c0 //
1
// 0 .
Due to naturality, we obtain a morphism S → S of complexes:
0 // X
fX

c1 // C
fC̺

fCλ

c0 //
1
f

// 0
0 // X
c1 // C
c0 //
1
// 0 .
The universal property of the pushoutX⊕XC of f and c1 yields the commutative diagram
0 // X
fX

c1 // C
fC̺
||

fCλ
""
c0 //
1
// 0
0 // X // X ⊕X C
f ′̺

f ′λ

//
1
//
f

0
0 // X
c1 // C
c0 //
1
// 0 ,
wherein the sandwiched admissible short exact sequence represents the Yoneda product
S#f of S with f . By pulling back c0 and f , we obtain the commutative diagram
0 // X // X ⊕X C
f ′̺
||
f ′λ
""
//
f ′′̺

f ′′λ

1
// 0
0 // X // 1×
1
C
 
//
1
//
f

0
0 // X
c1 // C
c0 //
1
// 0 ,
and hence a pair Fλ, F̺ : S#f → f#S of parallel morphisms in Ext
1
C(1, X). They define
a loop
S#f
Fλ // f#S S#f
F̺
oo
based at S#f , that is, the desired loop ΩC(S, f).
5.8. Now suppose that n > 1. Suppose further that S is given as
0 // X
cn // Cn−1
cn−1
// · · ·
c1 // C0
c0 //
1
// 0 .
Consider the morphisms fλ = f
Cn−1
λ = λCn−1 ◦ (f⊗Cn−1)◦λ
−1
Cn−1
, f̺ = f
Cn−1
̺ = ̺Cn−1 ◦
(Cn−1⊗ f) ◦ ̺
−1
Cn−1
, f˜λ = f
C0
λ = λC0 ◦ (f ⊗C0) ◦λ
−1
C0
and f˜̺ = f
C0
̺ = ̺C0 ◦ (C0⊗ f) ◦ ̺
−1
C0
.
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They give rise to the following commutative diagram.
0 // X
fX

cn // Cn−1
f̺
{{
fλ
##
cn−1
//

· · ·
c1 // C0
c0 //
1
// 0
0 // X // X ⊕X Cn−1
f ′̺

f ′λ

// · · ·
c1 // C0
c0 //
f˜̺
{{
f˜λ
##
f˜ ′̺

f˜ ′λ

1
// 0
0 // X
cn // Cn−1
cn−1
// · · · // 1×
1
C0 //

1
//
f

0
0 // X
cn // Cn−1
cn−1
// · · ·
c1 // C0
c0 //
1
// 0
Yet again, we obtain two parallel morphisms Fλ, F̺ : S#f → f#S in Ext
n
C(1, X) and
hence acquire the loop ΩC(S, f) based at S#f .
5.9. The above construction yields a map
〈−,−〉 = 〈−,−〉X : Ext
n
C (1, X)× ZX(C) −→ Ext
n−1
C
(1, X)
by 〈α, f〉 = u−1
C
ΩC(S, f), where uC is the isomorphism described in 3.2 (see also Theorem
3.3) and S is an extension representing α. The following is a question we will not be able
to answer in general.
Question 5.10. Does the map
〈−,−〉X : Ext
∗
C(1, X)× ZX(C) −→ Ext
∗−1
C
(1, X)
turn Ext∗C(1, X) into a right Gerstenhaber module over ZX(C)?
However, for C = Mod(Aev) we are going to prove the following main result.
Theorem 5.11. Let A be a K-algebra and M be an Aev-module. The following diagram
commutes for n = 0, 1.
HHn(A,M) × ZM (A)
[−,−]
//
∼=

HHn−1(A,M)
∼=

ExtnAev (A,M)× ZM (Mod(A
ev))
〈−,−〉
// Extn−1Aev (A,M)
It also commutes for n > 1 provided that A is projective as a K-module.
As we will elaborate on how the behaviour of an exact monoidal category (C,⊗,1)
influences the associated maps 〈−,−〉X for X ∈ C, the following consequences will be
imminent.
Corollary 5.12. Let A and B be K-algebras, and assume that A and B are projective over
K. Let X : (Mod(Aev),⊗A, A) −→ (Mod(B
ev),⊗B, B) be an exact and almost (co)strong
monoidal functor. Then there are induced homomorphisms δM : ZM (A) → ZXM (B) and
X
∗ : HH∗(A,M)→ HH∗(B,XM) which render the following diagram commutative.
HHn(A,M)× ZM (A)
[−,−]M //
X
n×δM

HHn−1(A,M)
X
n−1

HHn(B,XM)× ZXM (B)
[−,−]XM // HHn−1(B,XM)
In particular, if B ∼= EndA(P )
op for some A-progenerator P (that is, A and B are Morita
equivalent), and if N is the Bev-module HomAev (P ⊗ HomA(P,A),M), then HH
∗(A,M)
and HH∗(B,N) will be isomorphic as right Gerstenhaber modules over ZM (A) ∼= ZN (B).
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Corollary 5.13. Let A be a K-algebra which is projective over K. Consider the following
statements.
(1) HH0(Z(A),M) =M for all M ∈ Mod(Aev).
(2) Z(A) = ZM (A) for all M ∈ Mod(A
ev).
(3) Z(A) = ZA⊗A(A).
(4) (Mod(Z(A)ev),⊗Z(A), Z(A)) is braided monoidal.
(5) [−,−]M vanishes for all M ∈ Mod(A
ev).
Then one has the implications
(1) ⇐⇒ (2) ⇐⇒ (3) ⇐⇒ (4) =⇒ (5)
amongst them.
Before turning ourselves to the proofs of the above results, let us mention that if K is
a field, K → Z(A) being an epimorphism is equivalent to it being an isomorphism, by [24,
Cor. 1.2], and hence (4) =⇒ (5) is automatic. Moreover, the implication (5) =⇒ (4) will
not hold true in general. Indeed, if, for instance, A = L ⊇ K is a separabel field extension,
(5) will surely be satisfied (see [12]), whereas µ : L⊗K L→ L cannot be an isomorphism
unless [L : K] = 1.
6. Proofs
6.1. Compatibility results. In what follows, we will assume that our exact and monoidal
categories are tensorK-categories and closed under kernels of epimorphisms. Let (C,⊗,1) =
(C,⊗C,1C) be such a category. For two objects W,X in C and an integer n > 1, we let
E
n
C (W,X) be the full subcategory of C obtained as follows: An object E ∈ C belongs to
E
n
C (W,X) if, and only if, there is an admissible n-extension 0 → X → En−1 → · · · →
E0 → W → 0 such that E ∼= Ei for some 0 6 i 6 n− 1. Observe that E
n
C(W,X) = C for
n > 3, since
0 // X
can // X ⊕ E
can // E
0 // · · ·
0 // W W // 0
is an admissible n-extension for every object E ∈ C.
Lemma 6.1. For an object X ∈ C and an integer n > 1 consider the following statements.
(1) ZX(C) ⊆ ZE(C) for all objects E in C.
(2) ZX(C) ⊆ ZE(C) for all objects E in E
n
C(1, X).
(3) The n-th component map of 〈−,−〉X ,
ExtnC (1, X)× ZX(C) −→ Ext
n−1
C
(1, X),
is constantly zero.
Then the implications (1) =⇒ (2) =⇒ (3) hold. Further, (3) =⇒ (2) if n = 1, and
(2) =⇒ (1) if n > 1.
Proof. The implication (1) =⇒ (2) is trivial. If fEλ = f
E
̺ for all f ∈ HomC(1,1) and
E ∈ EnC (1, X), then the morphisms Fλ, F̺ : S#f → f#S defining the loop ΩC(S, f) for
S ∈ ExtnC(1, X) agree, and hence ΩC(S, f) will be (homotopically equivalent to) the trivial
loop. Thus (2) implies (3).
Let f ∈ ZX(C) and S be an admissible 1-extension 0→ X → E → 1→ 0. The category
Ext1C(1, X) is a groupoid, so G(Ext
1
C(1, X)) ∼= Ext
1
C(1, X). Hence a loop S
′ ← T → S′
in Ext1C(1, X) will be homotopically equivalent to the trivial loop if, and only if, the two
arrows S′ ← T → S′ are the same. Thus, ΩC(S, f) is homotopically equivalent to the
trivial loop if, and only if, Fλ = F̺. By construction, this is if, and only if, f
E
λ = f
E
̺ .
Therefore (3) implies (2) if n = 1.
Finally, the canonical sequence 0→ X → X⊕E → 1⊕E → 1→ 0 is admissible exact
for all objects E ∈ C. Thus if (2) is valid for n = 2, then ZX(C) ⊆ Z1⊕E = Z(C)∩ZE(C) =
ZE(C). Therefore the second item implies the first if n > 1. 
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The (Drinfel’d) center of the monoidal category C, as introduced in [14], is related to
our definition, as we will notice shortly. Let us recall this object, with slightly changed
terminology.
Definition 6.2. Let U ⊆ C be a monoidal subcategory. The U-restricted monoidal center
of C is the following category, denoted by Z(U,C). Its objects are pairs (X, a), where
X ∈ ObC and a : (−⊗X)→ (X ⊗−) is a natural isomorphism of functors U → C, such
that a
1
= ̺−1X ◦ λX and aU⊗V = (V ⊗ aU ) ◦ (aV ⊗ U) for all U, V ∈ ObU. A morphism
(X, a)→ (X ′, a′) in Z(U,C) is a morphism f : X → X ′ with (f ⊗U) ◦ aU = a
′
U ◦ (U ⊗ f)
for all U ∈ ObU.
Z(C,C) is a braided tensor K-category, with tensor functor (X, a) ⊗ (X ′, a′) = (X ⊗
X ′, (X ⊗ a′) ◦ (a⊗X ′)) and braiding γ(X,a),(X′,a′) = aX′ .
Lemma 6.3. For an object X ∈ C the following statements are equivalent.
(1) Z(C) = ZX(C).
(2) The isomorphism γX = ̺
−1
X ◦ λX gives rise to an isomorphism between the functors
(−⊗−), (−⊗−) ◦ T : add(1)× add(X) −→ C,
where T denotes the twist functor T : C× C→ C× C, T (C,D) = (D,C).
(3) There is a natural transformation a : (−⊗X)→ (X⊗−) between functors add(1)→ C
such that (X, a) belongs to Z(add(1),C).
Proof. If (1) holds, then for every f ∈ HomC(1,1) the diagram
1⊗X
γX

λX // X
fXλ // X
λ
−1
X //
1⊗X
γX

X ⊗ 1
̺X // X
fX̺
// X
̺
−1
X // X ⊗ 1
commutes. Thus, γX ◦ (X ⊗ f) = (f ⊗X) ◦ γX . If now U =
⊕
i 1, Y =
⊕
j X are finite
direct sums of copies of 1 and X, and U ′ ⊆ U , Y ′ ⊆ Y are direct summands, then put
(6.1)
γ
1,Y =
⊕
j
γX , γ
1,Y ′ = (Y
can
−−→ Y ′) ◦ γY ◦ (Y
′ can−−→ Y ) ,
γU,Y ′ =
⊕
i
γ
1,Y ′ , γU′,Y ′ = (U
can
−−→ U ′) ◦ (γU,Y ′) ◦ (U
′ can−−→ U)
in order to obtain the desired functorial isomorphisms. Conversely, (2) implies (1) by
similar arguments. The implication (2) =⇒ (3) is obvious, and its convers follows by
extending a to direct summands of direct sums of X as done in (6.1). 
Proposition 6.4. Consider the following statements.
(1) Z(C) = ZX(C) for all X ∈ C.
(2) The isomorphisms γX = ̺
−1
X ◦ λX , for X ∈ C, define an isomorphism between the
functors
(−⊗−), (−⊗−) ◦ T : add(1)× C −→ C,
where T denotes the twist functor T : C× C→ C× C, T (C,D) = (D,C).
(3) For all X ∈ C, there is a natural transformation a : (− ⊗ X) → (X ⊗ −) between
functors add(1)→ C such that (X, a) belongs to Z(add(1),C).
(4) 〈−,−〉X ≡ 0 for all X ∈ C.
Then the implications (1) ⇐⇒ (2) ⇐⇒ (3) =⇒ (4) hold true. Thus 〈−,−〉X ≡ 0 for all
X ∈ C if Z(C) = K id
1
.
Proof. The equivalence of (1), (2) and (3) follows from Lemma 6.3, whereas (1) implies
(4) by Lemma 6.1. 
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6.5. Let C and D be exact K-categories, and let X : C → D be an exact functor.
As X takes admissible exact sequences to admissible exact sequences, X gives rise to a
functor G(ExtnC(C,D)) → G(Ext
n
D(XC,XD), see Section 3, and thus to a group homo-
morphism π1(Ext
n
C(C,D), S) → π1(Ext
n
D(XC,XD),X(S)) for each admissible extension
S ∈ ExtnC(C,D). By [10, Lem. 3.2.6], this map renders
(6.2)
ExtnC (C,D)
uC //
X
n

π1(Ext
n
C(C,D), S)

ExtnD(XC,XD)
uD // π1(Ext
n
D(XC,XD),X(S))
commutative, where Xn sends the equivalence class of an extension T to the equivalence
class of the extension X(T ).
Proposition 6.6. Assume that (C,⊗C,1C) and (D,⊗D,1D) are exact and monoidal K-
categories. Let X : (C,⊗C,1C) → (D,⊗D,1D) be an exact and almost strong monoidal
functor. Let X be an object in C and Y = X(X).
(1) The functor X induces a K-algebra homomorphism δX : ZX(C) → ZY (D). It is an
injection (surjection) if, and only if, the functor X defines an injection (surjection)
HomC(1C,1C)→ HomD(X1C,X1C).
(2) The functor X gives rise to a graded map X∗ : Ext∗C(1C, X)→ Ext
∗
D(1D, Y ) such that
ExtnC(1C, X) × ZX (C)
X
n×δX

〈−,−〉X // Extn−1
C
(1C, X)
X
n−1

ExtnD(1D, Y )× ZY (D)
〈−,−〉Y // Extn−1
D
(1D, Y )
is commutative for all integers n > 1. The graded map X∗ is bijective, if X is an
equivalence of K-categories.
Proof. The map δX is induced by restricting δ : Z(C) → Z(D), δ(f) = φ
−1
0 ◦ X(f) ◦ φ0.
Indeed, for f ∈ HomC(1C,1C), C ∈ ObC and D = X(C), the diagram
1D ⊗D D
φ0⊗DD //
λDD

X1C ⊗D D
X(f)⊗DD //
φ
1
C
,C

X1C ⊗D D
φ
1
C
,C

φ
−1
0
⊗DD
//
1D ⊗D D
λDD

λDD
''❖❖
❖❖❖
❖❖❖
D
(λDD)
−1 77♦♦♦♦♦♦♦♦
idD ''❖❖
❖❖❖
❖❖❖
❖❖ D
D
X(λCC)
−1
// X(1C ⊗C C)
X(f⊗CC)// X(1C ⊗C C)
X(λCC) // D
idD
77♦♦♦♦♦♦♦♦♦♦
commutes, that is, δ(f)Dλ = δ(f
C
λ ). Similarly, we have δ(f)
D
̺ = δ(f
C
̺ ), so that f ∈ ZX(C)
will imply δ(f) ∈ ZY (D). Moreover, δX is an algebra homomorphism since φ0◦φ
−1
0 = id1D .
By definition, δX will be injective/surjective, if X fulfils the requirements listed.
As for item (2), the point is that since X is exact, it commutes with pushouts along
admissible monomorphisms and pullbacks along admissible epimorphisms. Thus the in-
duced functor X : ExtnC(1C, X) → Ext
n
D(1D,X(X)) sending an extension 0 → X →
En−1 → · · · → E0 → 1C → 0 to 0 → X(X) → X(En−1) → · · · → X(1C) ∼= 1D → 0
satisfies X(S#f) = X(S)#δ(f) and X(f#S) = δ(f)#X(S) for all S ∈ ExtnC(1C, X),
f ∈ HomC(1C,1C). Now, as we already noticed,
δ(fCλ ) = δ(f)
X(C)
λ and δ(f
C
̺ ) = δ(f)
X(C)
̺ ,
so that X will take the morphisms of complexes that define ΩC(S, f) to those that define
ΩD(X, δX(f)) (for S ∈ Ext
n
C(1C, X), f ∈ ZX(C)). To summarise,
(6.3) XΩC(S, f) = ΩD(X(S), δX(f)).
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Observe that we actually have strict equality not only homotopy equivalence. We conclude
by
X
n−1(〈α, f〉X ) = X
n−1(u−1
C
ΩC(S, f)) (by definition of 〈−,−〉X)
= u−1
D
XΩC(S, f)) (by the commutativity of (6.2))
= u−1
D
ΩD(X(S), δX(f)) (by (6.3))
= 〈Xn(α), δX(f)〉Y (by definition of 〈−,−〉Y )
for all α = [S] ∈ ExtnC (1C, X) and f ∈ ZX(C). 
Remark 6.7. Proposition 6.6 remains valid if one replaces the term almost strong monoidal
by almost costrong monoidal. However, the maps δX and X
∗ will appear in a slightly
different shape.
6.2. The loop ΩC(S, f) for modules. For the remainder of this section, we fix a K-
algebra A (not necessarily projective over K) and an Aev-module M . Further, ⊗ will
always stand for ⊗K . Let us explicitly describe the (morphisms occurring in the) loops
ΩA(S, f) = ΩC(S, f) where C = Mod(A
ev), S is an n-extension of A by M in Mod(Aev)
and f ∈ ZM (A) ⊆ HomAev (A,A). In what follows, we will abuse notation, and also write
f for the map fM = fMλ = f
M
̺ :M →M .
To begin with, assume that S is a short exact sequence
0 // M
i // E
p
// A // 0 .
Recall that the pushout M ⊕M E of (f, i) and the pullback A ×A E of (f, p) can be
expressed as
M ⊕M E =
M ⊕E
{(f(m),−i(m)) | m ∈M}
= Coker(f ⊕ (−i)) ,
A×A E = {(a, e) ∈ A⊕ E | f(a) = p(e)} = Ker(f + (−p)) .
The homomorphisms f ′′λ , f
′′
̺ : M ⊕M E → A ×A E which define ΩA(S, f) are induced by
the maps
ζ′′λ :M ⊕ E −→ A⊕ E, (m, e) 7→ (p(e), f(1)e+ i(m))
and
ζ′′̺ :M ⊕ E −→ A⊕ E, (m, e) 7→ (p(e), ef(1) + i(m)) .
Now let S be in ExtnAev(A,M) for some integer n > 1. Suppose that S has the following
shape:
0 // M
dn // En−1
dn−1
// · · ·
d1 // E0
d0 // A // 0 .
The defining homomorphisms f ′λ, f
′
̺ : M ⊕M Em−1 → Em−1, f˜
′
λ, f˜
′
̺ : E0 → A ×A E0 of
the loop ΩC(S, z) are induced by the following maps:
ζ′λ :M ⊕En−1 −→ En−1, (m, e) 7→ f(1)e+ dn(m) ,
ζ′̺ : A⊕ En−1 −→ En−1, (m,e) 7→ ef(1) + dn(m)
and
ζ˜′λ : E0 −→ A⊕ E0, e 7→ (d0(e), f(1)e) ,
ζ˜′̺ : E0 −→ A⊕ E0, e 7→ (d0(e), ef(1)) .
In all other degrees, the maps Ei → Ei are given by f
Ei
λ and f
Ei
̺ respectively (for i =
1, . . . , n − 2). Recall that, for any n, the maps M → M ⊕M En−1 → En−2 in S#f are
induced by m 7→ (m, 0) and (m,e) 7→ dn−1(e), whereas the maps E1 → A ×A E0 → A in
f#S are induced by e 7→ (0, d1(e)) and (a, e) 7→ e.
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6.8. Let us fix a projective resolution PA → A → 0 of A over Aev. Assume that it is
given as
· · ·
πn+2
// Pn+1
πn+1
// Pn
πn // Pn−1
πn−1
// · · ·
π1 // P0
π0 // A // 0 .
Since A ⊗ A is projective as an Aev-module, and the multiplication map µ : A⊗ A → A
defines a surjective Aev-homomorphism, we may, and will, assume that P0 = A ⊗ A and
π0 = µ.
The multiplication map gives rise to the fundamental short exact sequence
(⋄) 0 // Ω1A
ι // A⊗ A
µ
// // A // 0
which will play a key role in the considerations below. The following lemmas are classical,
see [3, Chap. III, §10] or [6, Prop. 2.5], but will be stated for completeness.
Lemma 6.9. The module Ω1A is, as a left and a right A-module, generated by the elements
da = a⊗ 1− 1⊗ a for a ∈ A.
Proof. Clearly, µ(da) = 0 for all a ∈ A. If
µ
(
n∑
i=1
ai ⊗ bi
)
= 0 (for a1, . . . , an, b1, . . . , bn ∈ A),
then
n∑
i=1
ai ⊗ bi =
n∑
i=1
(dai)bi =
n∑
i=1
−aidbi.

Lemma 6.10. The map d : A → Ω1A, da = a ⊗ 1 − 1 ⊗ a is a K-linear derivation
into the Aev-module Ω1A and has the following universal property: For every A
ev-module
M and ever K-linear derivation D : A → M there exists a unique Aev-linear map D :
Ω1A → M such that D ◦ d = D. Moreover, the assignments D 7→ D and f 7→ f ◦ d define
mutually inverse isomorphisms between DerK(A,M) and HomAev (Ω
1
A,M). They identify
InnK(A,M) with ImHomAev (ι,M).
Proof. It is straightforward to check that d is a derivation as claimed. Let M be an Aev-
module with right module structure map µM = µ
r
M :M ⊗ A→ M . If D : A→ M is any
K-linear derivation then, D = µM ◦ (D⊗A) ◦ ι is A
ev-linear. In fact, if a, a′, a′′ ∈ A, then
D(a′(da)a′′) = (D(a′a)−D(a′)a)a′′ = a′D(a)a′′.
Apparently, D ◦d = D, and D is the unique Aev-linear map with this property. Hence we
obtain isomorphisms as claimed. 
Lemma 6.11. Let M be an Aev-module. Then, as K-modules, HH0(A,M) is isomorphic
to HomAev (A,M) and HH
1(A,M) = OutK(A,M) is isomorphic to Ext
1
Aev (A,M).
Proof. The left exactness of HomAev (−,M) forces
0 // HomAev (A,M)
µ∗
// HomAev (A⊗A,M)
β∗1 // HomAev (A⊗ A⊗ A,M)
to be exact (β1 : A
⊗3 → A⊗2 denotes the first differential in BA). Thus,
HH0(A,M) = H0HomAev (BA,M) ∼= KerHomAev (b1,M) ∼= HomAev (A,M).
The fundamental exact sequence (⋄) yields the exact sequence
0 // HomAev (A,M)
µ∗
// HomAev (A⊗ A,M)
ι∗ // HomAev (Ω
1
A,M) // Ext
1
Aev (A,M) // 0
which, when combined with the preceding lemma, gives
OutK(A,M) =
DerK(A,M)
InnK(A,M)
∼=
HomAev (Ω
1
A,M)
Im(ι∗)
∼= Ext
1
Aev (A,M).
Hence the lemma is established. 
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6.12. Let us elaborate further on the surjection
(6.4) DerK(A,M)
can //
DerK(A,M)
InnK(A,M)
∼ // Ext1Aev (A,M) .
It sends a K-linear derivation D to the equivalence class of the lower sequence in the
pushout diagram below.
0 // Ω1A
ι //
D

A⊗ A
µ
//

A // 0
0 // M // M ⊕Ω1
A
(A⊗ A) // A // 0
Observe that this sequence splits if, and only if, D is inner. Conversely, let
0 // M
i // E
p
// A // 0
be a short exact sequence of Aev-modules. Since p is surjective, 1 ∈ A has a preimage
under p. Let e ∈ E be such that p(e) = 1. Now the multiplication map µe : A⊗ A→ X,
µe(a⊗ b) = aeb is A
ev-linear and such that the right square in
0 // Ω1A
ι //
µ˜e

✤
✤
✤
A⊗ A
µ
//
µe

A // 0
0 // M
i // E
p
// A // 0
commutes. Hence the dashed arrow µ˜e is induced as indicated, given by µ˜e(da) = i
−1(ae−
ea). The map De = µ˜e◦d is a K-linear derivation; if e
′ is another preimage of 1 ∈ A under
g, the differenceDe−De′ is inner. The hereby obtained well-defined map Ext
1
Aev (A,M)→
OutK(A,M) is the inverse map of the isomorphism in (6.4). If e ∈ E is as above, we will
call De the derivation defined by e.
Theorem 6.13. Let M be an Aev-module. The following diagram commutes for n = 0, 1.
HHn(A,M) × ZM (A)
[−,−]
//
∼=

HHn−1(A,M)
∼=

ExtnAev (A,M)× ZM (Mod(A
ev))
〈−,−〉
// Extn−1Aev (A,M)
Proof. The statement is a triviality for n = 0, so we may assume that n = 1. Let
S ≡ 0 //M
i // E
p
// A // 0
be an exact sequence, f ∈ ZM (Mod(A
ev)) ⊆ HomAev (A,A) be a homomorphism, and let
z = f(1) be the element in ZM (A) that corresponds to f . Further, let ∆(f) = Fλ − F̺
be the difference of the morphisms defining the loop ΩA(S, f). In light of Lemma 3.6,
we have to show the following: For a given lifting Φ : PA → (S#f)♮ of idA, there is a
null-homotopy si (for i > 0) for the map ∆(f) ◦ Φ with s0(1 ⊗ 1) = [DS , z]M = DS(z),
where DS denotes the (equivalence class of a) derivation in
DerK(A,M) // //
DerK(A,M)
InnK(A,M)
= HH1(A,M)
that corresponds to S. Chose a lifting Φ : PA→ (S#f)♮,
PA

· · · // P1
π1 //
ϕ1

A⊗ A
ϕ0

µ
// A // 0
S#f 0 // M //M ⊕M E // A // 0 ,
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of the identity map of A. Evidently, ε = ϕ0(1⊗1) is being mapped to 1 by p, and ϕ0 = µε.
Now, the homomorphism ∆(f) of complexes is non-trivial in a single degree, namely in
degree 0, and the assignment (m,e) 7→ (0, f(1)e− ef(1)) defines a map M ⊕ E → A⊕ E
which makes the diagram
M ⊕M E
∆(f)0 // M ×A A

can

M ⊕ E // //
can
OOOO
A⊕ E
commutative. We arrive at the following commutative diagram.
PA
Φ

· · · // P1
π1 //
ϕ1

A⊗ A
ϕ0

µ
// A // 0
S#f
∆(f)

0 // M //
0

M ⊕M E //
∆(f)0

A //
0

0
f#S 0 // M
j=[ 0i ] // A×A E // A // 0
Since the map A ×A E → A sends (0, f(1)ε − εf(1)) to zero, there is a unique preimage
mε of (0, f(1)ε − εf(1)) under j. Indeed, mε is given by i
−1(f(1)ε− εf(1)). Now let
s0 = µmε : A⊗ A −→M, s0(a⊗ b) = amεb.
Obviously, s0(Ω
1
A) = 0 so that s0 ◦ π1 = 0. On the other hand,
(∆(f)0 ◦ ϕ0)(a⊗ b) = a(0, f(1)ε − εf(1))b = aj(mε)b = (j ◦ s0)(a⊗ b)
for all a, b ∈ A. Therefore s0 defines a null-homotopy. Finally, under the isomorphism
HomAev (A⊗ A,M) −→ HomK(K,M), ϕ 7→ ϕ(1⊗ 1),
s0 is being mapped to s0(1⊗ 1) = mε = j
−1(0, εf(1)− f(1)ε) = i−1(εf(1)− f(1)ε) which
precisely is the evaluation at z = f(1) of the derivation Dε : A → M defined by ε. To
finish, recall that Dε is a representative of the equivalence class DS in OutK(A,M). 
When combined with Lemma 6.1, the theorem immediately yields the following.
Corollary 6.14. The map
[−,−] :
DerK(A,M)
InnK(A,M)
× ZM (A) −→ ZM (A), (D, z) 7→ D(z),
is trivial if, and only if, for each extension 0 → M → E → A → 0 of bimodules, one has
ZM (A) ⊆ ZE(A). In particular, {−,−} : OutK(A,A) × Z(A) → Z(A) is trivial if, and
only if, ZE(A) = Z(A) for every extension 0→ A→ E → A→ 0. 
Remark 6.15. By having a closer look at the results, and their proofs, leading to Corollary
6.14, we can improve its statement slightly, in the following sense: Let D : A → M be a
derivation and let z ∈ ZM (A) be an element in theM -relative center of A. Then D(z) = 0
if, and only if, for the short exact sequence 0 → M → ED → A → 0 that corresponds
to the equivalence class of D under the isomorphism HH1(A,M) = OutK(A,M)
∼
−→
Ext1Aev (A,M), one has z ∈ ZED (A).
Theorem 6.16. Let M be an Aev-module. If A is projective as a K-module, then the
following diagram commutes for n > 1.
HHn(A,M) × ZM (A)
[−,−]
//
∼=

HHn−1(A,M)
∼=

ExtnAev (A,M)× ZM (Mod(A
ev))
〈−,−〉
// Extn−1Aev (A,M)
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Proof. Since A is K-projective by assumption, the bar resolution BA is a projective res-
olution of A over Aev. We will therefore assume that PA = BA. Fix an extension
S ∈ ExtnAev(A,M) with corresponding equivalence class α = [S] in Ext
n
Aev (A,M), and a
map f ∈ ZM (Mod(A
ev)) ⊆ HomAev (A,A). Let S be given as
S ≡ 0 // M
dn // En−1
dn−1
// · · ·
d2 // E1
d1 // E0
d0 // A // 0
and let z = f(1) be the element in ZM (A) determined by f . Chose a lifting Φ : BA→ S
♮
of the identity map of A, and put
ψi = ϕi(1⊗−⊗ · · · ⊗ −⊗ 1) ∈ HomK(A
⊗i,M)
for i > 0. Recall the classical result (cf. [11, Sec. IV.9]), that the equivalence class of the
n-cocycle ψn = ϕn(1 ⊗ − ⊗ · · · ⊗ − ⊗ 1) in HH
n(A,M) will be mapped to α under the
isomorphism HHn(A,M)
∼
−→ ExtnAev (A,M). The homomorphism Φ of complexes yields a
lifting Φ˜ : BA→ (S#f)♮ of the identity map of A:
· · ·
βn+1
// A⊗(n+2)
ϕn

βn // A⊗(n+1)
βn−1
//
ϕn−1

· · ·
β2 // A⊗ A⊗ A
β1 //
ϕ1

A⊗ A
β0 //
ϕ0

A // 0
0 // M
fMλ f
M
̺=

// En−1
can

// · · · // E1 // E0 // A // 0
0 // M
can // M ⊕M En−1 // · · · // E1 // E0 // A // 0
Let Fλ and F̺ be the morphisms of extensions defining the loop ΩA(S, f), and ∆(f) =
Fλ−F̺ be their difference. The task will be, as in the proof of the preceding theorem, to
find a null-homotopy si : A
⊗(i+2) → Ei+1 (for i > 0) for ∆(f) ◦ Φ˜ such that the image of
sn−1 under the isomorphism
HomAev (A
⊗(n+1),M) −→ HomK(A
⊗(n−1),M), ϕ 7→ ϕ(1⊗−⊗ · · · ⊗ − ⊗ 1).
represents the element [α, z] ∈ HHn−1(A,M). We claim that the maps
si(a0 ⊗ · · · ⊗ ai+1) = a0
(
(ψi+1 • z)(a1 ⊗ · · · ⊗ ai)
)
ai+1
=
i+1∑
k=1
(−1)k−1ϕi+1(a0 ⊗ · · · ⊗ ak−1 ⊗ z ⊗ ak ⊗ · · · ⊗ ai+1)
define the null-homotopy that we are seeking for. In fact, it is already apparent from the
definition, that
a1 ⊗ · · · ⊗ an−1 7→ sn−1(1⊗ a1 ⊗ · · · ⊗ an−1 ⊗ 1) = (ψn • z)(a1 ⊗ · · · ⊗ an−1)
is a map that represents [α, z] ∈ HHn−1(A,M).
As a first observation, the composition ∆(f) ◦ Φ˜ is zero in degrees n − 1 and n. Its
non-trivial component maps are
(∆(f) ◦ Φ˜)0(a⊗ b) = (0, zϕ0(a⊗ b)− ϕ0(a⊗ b)z) (for a, b ∈ A),
(∆(f) ◦ Φ˜)i = (f
Ei
λ − f
Ei
̺ ) ◦ ϕi (for i 6= 0, n− 1, n).
The map (∆(f)◦Φ˜)0 coincides with (E1 → A×AE0)◦s0, for the latter sends a⊗b ∈ A⊗A
to (0, d1(s0(a⊗ b)) and
(d1 ◦ s0)(a⊗ b) = (d1 ◦ ϕ1)(a⊗ z ⊗ b)
= (ϕ0 ◦ β1)(a⊗ z ⊗ b)
= ϕ0(az ⊗ b)− ϕ(a⊗ zb)
= zϕ0(a⊗ b)− ϕ(a⊗ b)z.
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Finally, if C(A,M) = (C∗(A,M), ∂M ) denotes the Hochschild cocomplex with coefficients
in M , we get
∂M (ψi+1 • z) + ∂M (ψi+1) • z = ψi+1 • ∂A(z) + zψi+1 − ψi+1z ,
by the fundamental formula (†), which yields
si ◦ βi+1 + di+2 ◦ si+1 = zϕi+1 − ϕi+1z
= ∆(f)i+1 ◦ ϕi+1.
In fact, one easily verfies that
(si ◦ βi+1)(a0 ⊗ · · · ⊗ ai+2) = a0
(
∂M (ψi+1 • z)(a1 ⊗ · · · ⊗ ai+1)
)
ai+2
and
(di+2 ◦ si+1)(a0 ⊗ · · · ⊗ ai+2) = a0
(
(∂M (ψi+1) • z)(a1 ⊗ · · · ⊗ ai+1)
)
ai+2
for all i = 0, . . . , n and all a0, . . . , ai+2 ∈ A. 
From Example 2.10 and Proposition 6.6 we immediately deduce the following.
Corollary 6.17. Let A be projective as a K-module. Then, if B is a K-algebra being
Morita equivalent to A, with corresponding progenerator P for A, there is an isomorphism
HH∗(A,M) ∼= HH∗(B,N) of right Gerstenhaber modules over ZM (A) ∼= ZN (B). Here N
denotes the Bev-module HomAev (P ⊗HomA(P,A),M). 
Corollary 6.18. Let A be projective over K. Consider the following statements.
(1) The Gerstenhaber bracket {−,−} on HH∗(A) introduced in Section 4 is trivial.
(2) The category (Mod(Aev),⊗A, A) is braided monoidal.
(3) The category (Mod(Z(A)ev),⊗Z(A), Z(A)) is braided monoidal.
(4) Z(A) = ZM (A) for all M ∈ Mod(A
ev).
(5) The bracket [−,−]M : HH
∗(A,M) × ZM (A) → HH
∗−1(A,M) vanishes for all M ∈
Mod(Aev).
Then one has the implications
(1) ⇐= (2) =⇒ (3) ⇐⇒ (4) =⇒ (5)
amongst them.
Proof. Due to Lemma 4.11 and Proposition 6.4 the only implications that remain to be
shown are (1) ⇐= (2) =⇒ (3). If (Mod(Aev),⊗A, A) is braided monoidal, with braiding
γM,N : M ⊗A N → N ⊗A M , then the axioms yield that γA,N = ̺
−1
N ◦ λN = γN . In
particular, γN will give rise to an isomorphism
(−⊗A −) −→ (−⊗A −) ◦ T
of functors addAev (A)×Mod(A
ev)→ Mod(Aev). Therefore, by Proposition 6.4, the second
item implies the forth, hence the third.
Moreover, item (2) implies, that the Gerstenhaber bracket {−,−} vanishes in degrees
different from (n, 0); see [10, Cor. 5.5.8]. But since it also implies (3), and hence (5), the
bracket will vanish in degrees (n, 0) as well. 
The implications (1) =⇒ (2) and (1) =⇒ (3) in the above corollary will, in general,
not hold true. Thus the question is:
Question 6.19. What does it mean for the algebra A and its category of (bi-)modules
that the restricted Gerstenhaber bracket,
{−,−} : HHm(A)×HHn(A) −→ HHm+n−1(A),
vanishes for all, or some, integers m,n > 0?
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