To date, telepresence; defined as being virtually present at a remote, real location; is a research subject primarily of interest to robotics and aerospace industries. The pilot system and the study presented here aim to investigate whether telepresence can be achieved with an affordable and easy to use system.
Introduction
When it is hazardous, too laborious, not economical or in other ways impossible to be at a remote place, different technologies are available to be virtually present at a distance. Besides more traditional tools such as telephone or videoconferencing, recently more advanced forms arose which emphasise the spatial aspect of being virtually present. Either to meet in a remote virtual room such as [7] or to meet in a distant real location such as [6] . With our approach we are focusing on the latter, but with a much more humble setup.
Instead of providing an expensive and hard to maintain robot system, we make use of customisable off-the-shelf (COTS) components. We are interested in the following question: Is it possible to achieve some degree of telepresence, even with such a simple and affordable prototype? We will present in brief our technological approach as well as preliminary findings from an empirical study involving 24 participants.
Prototype System
A schematic overview of the system is shown in Figure 1 . The PDA we are using is the Dell Axim x50. This particular model has a WLAN Wireless Adapter. The camera is a LifeView FlyCam-CF camera. Two TCP connections were set up from the Remote PC; one to the PDA for voice and video and one to the Local PC for the movement control information.
The Lego Robot was constructed from a Lego Mindstorms RIS 2.0 kit. The kit includes a Hitachi H8/3292 Microprocessor (RCX); electric motors, and many traditional Lego Technic building blocks. The RCX has an IR transmitter/receiver, and two motors are connected to it. The IR Tower allows the Local PC to send movement instructions to the RCX via an USB connection.
The robot we built is shown in Figure 2 . The robot can pan around 360
• and has a tilt range of 130
• .
MS Portrait [4] is the Videoconferencing system used to transmit video and audio for this system. Remote RCX (RRCX) Client-Server Software [2] was customised to allow the remote user to use the arrow keys to pan and tilt the robot, and the Ctrl key to stop moving.
The parts used for this system (excluding the two PCs) can be bought over the Internet for less than US$600. Not surprisingly given the inexpensive technology employed in this arrangement, the quality of presence is limited. The remote person's face appears on a 38x32 mm video pane on the screen of the PDA. Image sizes up to 176x144 pixels can be received by the PDA. There is a half-second delay in video (both directions), and a two seconds delayed echo in audio.
Pilot Study: Setup
We carried out a short pilot study to determine if userinitiated control, as considered an important factor in [1, 6, 7] , facilitated the feeling of telepresence. A between groups design was used, with the treatments applied in a random order. Two visually and acoustically separated rooms were used. Pairs of subjects took part in the experiment, each pair was exposed to two conditions; fixed and movable. For the fixed condition the robot was switched off and the remote participant could not move the PDA. The task involved coming up with a decision on design issues based on model (toy) cars. One of the authors acted as a second local participant in each session to encourage interaction and discussion between the participants.
Twelve sessions were carried out, with a total of 24 participants taking part. 75% of the participants were male. 19 of participants were aged 20-29, one was aged 30-39 and four were aged 40-49.
Aside from a general demographics questionnaire, each participant responded to 47 questions from various papers, and three questions created by the authors. These fifty questions attempted to measure the following constructs:
• self-reported co-presence [5] • perceived other's co-presence [5] • telepresence [5, 1] • mutual understanding [3] • satisfaction with the group process [3] • interpersonal attraction [3] • social presence [8] • usability. At the end of each session, a short interview was conducted to identify the following; what condition participants liked the most and why, any problems they encountered, and how they think the system could be improved.
Preliminary Results
87.5% of participants felt the movable condition was more suited for this task, mainly because it enabled them to be more aware of their surroundings.
33% of participants mentioned audio problems when asked to list any difficulties they encountered. When asked about the audio in the interview, only two people indicated they were put off by it entirely, and twelve indicated they got used to the echo. Two people did not notice the echo at all.
Nine bipolar pairs from [8] were included in the questionnaire to measure social presence.
The results of this construct were skewed by the the pair "PassiveActive"(p=0.01). No other pair was significant.
The local participants indicated that their team members referred to them more in the fixed condition (p=0.02). This may indicate that in three-way discussions, people are more likely to refer to each other directly in situations where there is less face to face interaction and communication by gestures and body language is more difficult.
Local participants also indicated that their group defined the problems more accurately in the fixed condition than the movable (p=0.01). This may have been quite specific to this task design. In the fixed condition, the local participant spent more time responding to the immediate needs of the mobility-crippled remote participant and spent less time trying to influence their decision. The remote participants tended to focus their attention on the cars rather than the local participants. The robot's slow movements made moving the field of view up and down time consuming. Several of the local participants bent their heads down to gain eye contact with the remote participant. One participant suggested that a zoom lens would be helpful, and two participants suggested having two cameras, one wide angle camera for a broad overview and one movable for more detail.
Discussion
The lack of conclusive results may indicate that the two conditions were too similar. Issues with the quality and delay of the audio and video system, the small screen and slow movement may be masking the effects of the treatment.
A between groups design was chosen for this experiment. A within subjects design might decrease the error involved with comparing two groups of different people.
Conclusion
Even with this simple system the participants appeared to find themselves immersed in the environment. The results we have encountered are promising and in future we intend to carry out more testing, then rebuild the robot on a more specialised hardware platform.
