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ABELIAN SUBGROUPS AND SEMISIMPLE ELEMENTS IN 2-MODULAR
REPRESENTATIONS OF THE SYMPLECTIC GROUP Sp2n(2)
ALEXANDRE ZALESSKI
Abstract We determine the irreducible 2-modular representations of the symplectic group G = Sp2n(2)
whose restrictions to every abelian subgroup has a trivial constituent. A similar result is obtained for
maximal tori of G. There is significant information on the existence of eigenvalue 1 of elements of G in a
given irreducible representations of G.
1. Introduction
The primary motivation of this work lies in the study of eigenvalues of semisimple elements of
groups of Lie type in their representations over fields of the natural characteristic. This problem is
not treatable in full generality, however, a number of special cases of it were discussed in literature.
In [23] there appeared a number of useful observations, and certain comments are available in
surveys [24] and [25]. Occurrance of eigenvalue 1 deserves a particular attention, as this carries
some geometrical meaning, and is significant in applications. See [7], where one can learn the level
of difficulty of the eigenvalue 1 problem. In general, relatively little is known.
Other motivations come from the study of finite groups with disconected prime graphs [12, 13],
from a characterization of groups by the set of their element orders [29, Lemma 10], from the
study of decomposition numbers [27], from other applications described in [7] and [25], in each case
with a specific aspect of the general problem. The complexity of the problem in general justifies
considerations of special cases, one of these is dealt with in the current paper, where we specify the
problem to the symplectic group Sp2n(2), n > 1. Note that the group GLn(2) is dealt with in [28].
To state our results, we need a parametrization of the irreducible representations of G. This
is available in terms of algebraic groups. So we first recall some fact of algebraic group represen-
tation theory, specified here to the group G = Sp2n(F ), where F is algebraically closed field of
characteristic 2.
Note that every 2-modular irreducible representation of G = Sp2n(2) lifts to a representation
of the algebraic group G = Sp2n(F ). The irreducible representations φ of G are parameterized
by so called highest weights, equivalently, by the strings of non-negative integers (a1, . . . , an). An
irreducible representation ofG (and the highest weight of it) is called 2-restricted if 0 ≤ a1, . . . , an ≤
1. If φ is 2-restricted then the restriction φ|G is irreducible and all irreducible representations of G
are obtainable in this way. Moreover, the irreducible representations ρ of G are parameterized by
the strings ω = (a1, . . . , an) with 0 ≤ a1, . . . , an ≤ 1. So we write ρω to specify the parameter. Set
ωi = (0, . . . , 0, 1, 0, . . . , 0) with 1 at the i-th position.
For a group X let 1X be the trivial one-dimensional representation of X .
Theorem 1.1. Let G = Sp2n(2), and let ρ be an irreducible F-representation of G with highest
weight ω = (a1, . . . , an). Then 1A occurs as a constituent of the restriction ρ|A for every abelian
subgroup A of G if and only if one of the following holds:
(1) an = 0 and either
∑
ai is even or
∑
ai > 2;
(2) an = 1 and
∑
aii ≥ 2n.
Theorem 1.1 yields a sufficient condition for an arbitrary element g ∈ G to have eigenvalue 1 in
a given irreducible representation ρ. Obtaining a sharp necessary condition for an arbitrary g does
not seem to be a realistic task; in Theorem 1.3 we provide a criterion for ρ(g) to have eigenvalue 1
for every g ∈ G.
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Definition 1.2. Let n be a natural number. Then the Singer height Si(n) of n is the maximum
number l such that there are natural numbers n1, . . . , nl such that n1+ · · ·+nl ≤ n and the numbers
2n1 + 1, . . . , 2nl + 1 are coprime to each other.
Obviously, 1 ≤ Si(m) ≤ Si(n) for m < n, but in general the behavior of Si(n) is quite irregular.
Theorem 1.3. Let ρω be an irreducible representation of G = Sp2n(2) with highest weight ω =
(a1, . . . , an). Then 1 is an eigenvalue of ρ(g) for every g ∈ G if and only if one of the following
holds:
(1) an = 0 and ω 6= ωi for i odd;
(2) an = 1 and
∑
aii ≥ n+ Si(n).
Using terminology of [7, Definition 1.2], a representation ρ of a groupG is called unisingular if ρ(g)
has eigenvalue 1 for every g ∈ G. So Theorem 1.3 classifies irreducible unisingular representations of
G = Sp2n(2) in characteristic 2. Theorem 1.4 refines this result for elements of prime-power order.
Theorem 1.4. Let G = Sp2n(2) and let ρ be an irreducible F -representation of G with highest
weight ω. Suppose that ω 6= ωi for i odd or i = n. If g ∈ G is of prime power order then 1 is an
eigenvalue of ρ(g).
We have rather precise information on eigenvalues of ρωn(g) for an arbitrary semisimple element
g ∈ G, see Lemma 3.11, and also of ρω(g) for an = 1 (Theorem 4.5). However, the occurrence of
eigenvalue 1 of ρωi(g) with i < n odd for an arbitrary g ∈ G does not reveal good regularities, and
we have no uniform result even for p-elements g. If an = 0 then ρ(g) has eigenvalue 1 for every
g ∈ G whenever so has ρ(t) for t ∈ G of order 2n + 1. Similar ”testing” elements exist also when
an = 1, they are constructed in terms of Si(n), see Proposition 4.6.
Another test is Proposition 4.7: for g ∈ G given, 1 is an eigenvalue of ρ(g) if 1 is an eigenvalue
of ρω1(g) and ρω1(g).
As a by-product we obtain the following result on the occurrence of weight 0 in an irreducible
representation ρω of the algebraic group Sp2n(F2).
Theorem 1.5. Let ω = (a1, . . . , an) be a 2-restricted dominant weight of G = Sp2n(F2), and let
ω′ = (a1, . . . , an−1, 0). Suppose that an = 1. Then the following statements are equivalent:
(1) V has weight 0;
(2)
∑
aii is even and greater than 2n− 1;
(3) ωn ≺ ω
′.
Note that, in view of [25, Theorem 15], the case considered in Theorem 1.5, was the only one
where the occurrence of weight 0 in an infinitesimally irreducible representation of a simple algebraic
group was not known.
Another result of independent interest is
Theorem 1.6. Let F be an algebraically closed field of any characteristic, G = Sp2n(F ) and
n = n1 + · · · + nk, where n1, . . . , nk are positive integer. Let H = H1 × · · · × Hk, where Hi ∼=
Sp2ni(F ) for i = 1, . . . , k. Let ρ be an irreducible representation of G with p-restricted highest
weight ω = (a1, . . . , an). Then the following are equivalent:
(1) τ(Hi) = 1 for some i ∈ {1, . . . , k} whenever τ is a composition factor of ρ|H;
(2)
∑
aii < k.
Note that the case with k = 2 in Theorem 1.6 follows from the main result of [19].
Recall that every element of G of odd order lies in a maximal torus of G. So one can ask when
the trivial representation 1T of a maximal torus T of G occurs as a constituent of the restriction of
ρω to T . The answer is similar to the result of Theorem 1.1, see Theorem 3.7.
In [28] we classify unisingular irreducible representations of H = GLn(2) = SLn(2). For some
applications one needs a more precise information for specific elements h ∈ H . We apply the above
results to deal with the real elements of H . Recall that an element x of a group X is called real if
x is conjugate to x−1.
Theorem 1.7. Let H = SL2m(2) or SU2m(2), and ρ an irreducible 2-modular representation of H.
Let h ∈ H be real. Then ρ(h) has eigenvalue 1 unless, possibly, ρ is an odd exterior power of the
natural (that is, defining) representation of H.
3Note that h ∈ SL2m(q) is real whenever |h| divides q
i+1 for some i (Lemma 5.9), and h ∈ SU2m(q)
is real whenever |h| divides qi − 1 for some odd i (Lemma 5.10).
Observe that if H = SLn(F ) with n odd and G = Spn−1(F ) for any algebraically closed field F
then ρ|G has weight 0 for an arbitrary irreducible representation ρ of H (Lemma 5.11(3)); therefore
ρ(g) has eigenvalue 1 whenever g ∈ H is real (Lemma 5.11).
Kondrat’ev [12] raises the problem of determining the irreducible modular representations of
simple groups G over a prime field such that 1 is not an eigenvalue of ρ(g) for g to be a prime order.
(In [14] the problem was specified to irreducible elements g ∈ G = SLn(q) such that |g| is a prime
dividing (qn − 1)/(q − 1) and q a p-power.) So Theorems 1.4 and 1.7 contribute to this problem.
Other results of the paper refine the above results for some special cases. We mention the
following:
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Theorem 1.8. Let φ be an irreducible F -representation of G with highest weight ω = (a1, . . . , an).
Let s be a Singer cycle of G. Then 1 is not an eigenvalue of φ(s) if and only if ω = 2kωn or ω = 2
kωi
for some odd i ∈ {1, . . . , n− 1} and an integer k ≥ 0.
An element of order 2n+1 in G = Sp2n(2) is called a Singer cycle [9]. This generates a maximal
torus of G and plays a role in some applications.
Notation C is the field of complex numbers, Z is the ring of integers and N the set of natural
numbers. For integers a, b > 0 we write (a, b) for the greatest common divisor of a, b, and a|b means
that b is a multiple of a. For sets A,B in a Z-lattice we write A+B for the set {a+b : a ∈ A, b ∈ B}.
A diagonal (n×n)-matrix with subsequent entries x1, . . . , xn is denoted by diag(x1, . . . , xn). By Fq
we denote the finite field of q elements and by Fq the algebraic closure of Fq. All representations
below are over an algebraically closed field F of characteristic 2 (unless otherwise is stated explicitly).
F× is the multiplicative group of F . If φ is a representation of a group X and Y ⊂ X is a subgroup
then φ|Y means the restriction of φ to Y . The tensor product of representations φ, ψ is denoted by
φ⊗ ψ.
Notation and terminology for weight systems are introduced in Section 2.1, for those for algebraic
groups see Sections 2.2 and 2.3.
2. Preliminaries
2.1. The weight system of type Cn. For a precise definition of weight system of type Cn see [1].
We recall here some notions of the theory.
A weight lattice Ω is formed by strings of integers (a1, . . . , an), which are called weights of Ω,
and those with non-negative entries a1, . . . , an are called dominant weights. The subset of dominant
weights is denoted by Ω+. The weights ωi = (0, . . . , 0, 1, 0, . . . , 0) (1 ≤ i ≤ n), where 1 occupies
the i-th position, are called fundamental, and the weight (0, . . . , 0) is called the zero weight. We
usually simplify this by denoting this by 0. So arbitrary weights can be written as
∑n
i=1 aiωi with
a1, . . . , an ∈ Z. For an integer m > 1 a dominant weight (a1, . . . , an) or
∑n
i=1 aiωi is called m-
restricted if ai < m for i = 1, . . . , n. (We use this mainly for m = 2.) We denote by Ω
′ the subset of
weights (a1, . . . , an−1, 0).
The theory of weight system of type Cn singles out a sublattice R of index 2 in Ω called the root
lattice. In addition, one singles out some elements α1, . . . , αn ∈ R called simple roots, which form
a Z-basis of R. Denote by R+ the set of non-negative linear combinations of simple roots. For
weights ω, µ one writes µ  ω if ω − µ ∈ R+; if additionally ω 6= µ we write µ ≺ ω. If µ ≺ ω are
dominant then we say that µ is a subdominant weight for ω. The weights ω ∈ R are called radical.
We write 0 ≺ µ to state that the weight 0 is a subdomininant weight of µ.
The theory of weights can be viewed as a part of linear algebra, and it is somehow independent
from the theory of algebraic groups, see for instance [1], where detailed data on relations between
fundamental weights and simple roots are tabulated in [1, Planche III].
In our analysis an essential role is plaid by another basis ε1, . . . , εn of Ω; specifically ε1 = ω1 and
εi = ωi − ωi−1 for i = 2, . . . , n.
We have ωi = ε1 + · · ·+ εi for i = 1, . . . , n, and ωi is radical if and only if i is even. The simple
roots are αi = εi − εi+1 for i < n, and αn = 2εn. Note that αi = 2ωi − ωi−1 − ωi+1 for i < n, and
α1 = 2ω1 − ω2, αn = 2ωn − 2ωn−1.
The Weyl groupW of G (or the weight system Ω) acts on Ω as a group of linear transformations.
Specifically, W transitively permutes ±ε1, . . . ,±εn. In fact, W has an elementary abelian normal
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subgroup W1 which acts on ±ε1, . . . ,±εn by changing the signs, and W is a semidirect product
W1 · Sn, where Sn is the symmetric group; the latter acts on ε1, . . . , εn by permutations. It follows
that the W -orbit of ωi = ε1 + · · · + εi consists of weights ±εj1 ± · · · ± εji , where εj1 , . . . , εji ∈
{ε1, . . . , εn} and j1 < · · · < ji.
For a weight µ =
∑
aiωi set δ(µ) =
∑
aii and γ(µ) =
∑
ai.
Lemma 2.1. (1) δ(αi) = 0 for i = 1, . . . , n− 1, and δ(αn) = 2.
(2) γ(αi) = 0 for i = 2, . . . , n− 1, and γ(α1) = 1 = γ(αn).
(3) Let ω, ν ∈ Ω. If ω > µ then δ(ω) ≥ δ(µ) and δ(ω)− δ(µ) is even. In particular, ω ∈ R if and
only if δ(ω) is even.
Proof. (1) and (2) follow straightforwardly from the above expressions of the simple roots in
terms of the dominant weights, and (3) follows from (1) and the definition of the partial order
ω > µ.
Lemma 2.2. Let ω be a dominant weight of Cn.
(1) If 0 ≺ ω then ω2  ω.
(2) If ω is not radical then ω1  ω.
(3) Let ω =
∑
aiωi and c =
∑
ai. Then cω1  ω or (c− 1)ω1 ≺ (c− 1)ω1+ω2 ≺ ω. In addition,
if ω1 ≺ ω and c > 2 then 3ω1  ω.
(4) ωi−2 ≺ ωi for i = 3, . . . , n. Moreover, ω ≺ ωi if and only if i < j and j − i is odd.
(5) Suppose that ω 6= ωi for 1 ≤ i ≤ n. If ω1 ≺ ω then ω1 + ω2  ω; if 0 ≺ ω then 2ω1  ω.
(6) Let l = δ(ω), and l = j+kn with 0 ≤ j < n. If j = 0 then kωn  ω, otherwise ωi+kωn  ω.
In addition, if k > 0 then ωn  ω if l − n is even, and ω1 + ωn  ω if l − n is odd.
Proof. The statements (1),(2) are well known.
(3) Set c1 =
∑
i odd ai, c2 =
∑
i even ai. By (1),(2) we have ω1  ωi for i odd and ω2  ωi for i
even. Therefore, c1ω1 + c2ω2  ω. As 2ω1 ≺ 2ω2, the result follows if c2 is even, otherwise we have
(c− 1)ω1 ≺ (c− 1)ω1 + ω2 ≺. If ω1 ≺ ω then c is odd in the former case, whence the claim, and c
is even in the latter case. Then c ≥ 4, and the result follows.
(4) The first claim is obvious as ωi − ωi−2 = εi + εi−1 is a positive root [1, Planche III]. For the
second one follows from Lemma 2.1(3).
(5) By (3), cω1  ω or (c− 1)ω1 + ω2  ω. If ω1 ≺ ω then c is odd in the former case and even
in the latter one. As (c − 2)ω1 ≺ cω1 for c > 2, we have ω1 + ω2 ≺ 3ω1  ω in the former case,
and ω1 + ω2  ω in the latter case. If 0 ≺ ω then c is even in both the cases, whence 2ω1  ω or
2ω1 ≺ 2ω1 + ω2  ω, as required.
(6) It suffices to prove this for ω minimal, in the sense that there is no dominant weight µ ≺ ω
such that δ(µ) = δ(ω). As δ(αi) = 0 for i < n, it follows that ω − αi is not a dominant weight for
every i = 1, . . . , n− 1. This implies ai ≤ 1 for i = 1, . . . , n− 1.
Suppose that there are i < j < n such that ai = aj = 1. As ωi+ωj = ωi−1+ωj+1+αi+ · · ·+αj ,
we have ωi−1 + ωj+1 ≺ ωi + ωj and δ(ωi + ωj) = δ(ωi−1 + ωj+1) (because j < n). This is a
contradiction. So there is at most one i < n such that ai > 0, so ω = kωn or ωi + kωn, as required.
This also implies the additional statement if l ≤ n + 1. Suppose l > n + 1. Now choose ω
to be minimal in the sense that there is no dominant weight µ ≺ ω such that δ(µ) > n + 1. If
an > 1 then δ(ω − αn) = l − 2, contradicting the minimality of ω unless l − 2 ≤ n + 1, that is,
l ≤ n+ 3. In this case n+ 3 ≥ l = δ(ω) ≥ δ(2ωn) = 2n, whence n ≤ 3. If n = 3 then ω = 2ω3 and
ω − α3 = 2ω2 > ω1 + ω3 as required. If n = 2 then ω = ω1 + 2ω2 or 2ω2, and the lemma is true in
these cases as ω2 ≺ 2ω1 ≺ 2ω2.
Let an = 1. Then ω = ωi + ωn and 0 ≺ ωi if i is even, otherwise ω1 ≺ ω, whence the result. 
2.2. Abelian subgroups and maximal tori: generalities. Let V be the natural F2G-module
and A an abelian subgroup of G of odd order. By Maschke’s theorem, V = U1 ⊕ · · · ⊕ Um, where
U1, . . . , Um are irreducible F2A-modules. Each Ui, i = 1, . . . ,m, is either non-degenerate or totally
isotropic; in the latter case there is a unique j such that Ui+Uj is non-degenerate. Moreover, Uj is
dual to Ui as F2A-modules. We can rearrange the above decomposition and write V = V1⊕· · ·⊕Vk,
where each Vi is non-degenerate and either irreducible or a sum of two irreducible submodules dual
to each other. Let 2ni = dimVi and let Ai be the restriction of A to Vi. Then Ai ⊂ Sp(Vi) is a
cyclic group and |Ai| divides 2
ni + 1 if Vi is irreducible, otherwise |Ai| divides 2
ni − 1. In addition,
n1 + · · · + nk = n. If A is a maximal abelian subgroup of odd order then A ∼= A1 × · · · × Ak and
5|Ai| = 2
ni + 1 or 2ni − 1, in the latter case ni > 2. If k = 1 and |A1| = 2
n + 1 then A is called a
Singer subgroup of G, and the generators of A are called Singer cycles.
In the theory of finite reductive groups an important role belongs to maximal tori, which are
abelian groups of order coprime to the characteristic of the ground field. Every maximal abelian
subgroup of odd order is a maximal torus, but not conversely. The definition and general properties
of maximal tori is available in [4] and [3], for specific properties of maximal tori in classical groups
used in this paper one can consult with [27], [26] or [8]. The maximal tori in G = Sp2n(2) are in
bijective correspondence with the decompositions V = V1⊕· · ·⊕Vk defined above, and the conjugacy
classes of maximal tori in G are in bijective correspondence with the G-orbits of the decompositions.
These can be parameterized by the strings (±n1, . . . ,±nk) up to the ordering, the sign minus is
chosen whenever the torus acts on Vi irreducibly (i = 1, . . . , k). The string (1, . . . , 1) corresponds
to the torus of one element Id, the string (−1, . . . ,−1) labels the torus denoted below by T# (so
|T#| = 3n). A maximal torus of order 2n + 1 is called a Singer torus; it corresponds to (−n). A
maximal torus corresponding to (n) is a cyclic group of order 2n − 1. Every maximal torus T of
G can be written as T = T1 × · · · × Tk, where |Ti| = 2
ni + 1 if the sign of ni is minus, otherwise
|Ti| = 2
ni − 1. (The above condition ni > 2 is irrelevant now.) The decomposition is unique up to
the ordering of T1, . . . , Tk, and we call it the cyclic decomposition (reflecting the fact that T1, . . . , Tk
are cyclic groups). Observe that the multiples Ti with |Ti| = 1 (1 ≤ i ≤ k) are not dropped from
the expression T = T1 × · · · × Tk.
Sometimes it is convenient to use a pair of strings (n1, . . . , nk), (η1, . . . , ηk), where η1, . . . , ηk ∈
{1,−1}. Then |Ti| = 2
ni − ηi for 1 ≤ i ≤ k. It follows that every maximal torus is contained
in a direct product GT = Sp2n1(2) × · · · × Sp2nk(2), where Ti is a maximal torus of Sp2ni(2) for
i = 1, . . . , n. In addition, Ti is a Singer torus in Sp2ni(2) if and only if ηi = −1, otherwise Ti is of
order 2ni − 1 and reducible in Sp2ni(2). The number of indices i such that ηi = −1 is here called
the Singer index of T .
Let T = 〈t〉 be a maximal torus of order 2n+1 and 2n− 1, respectively. (These are known to be
unique up to conjugation, see for instance [26, Lemma 2.1] and [5, Lemma 7.1].) Then t is conjugate
in G to an element d ∈ T such that εi(d) = ζ
2i−1 for i = 1, . . . , n, where ζ is a primitive |t|-root of
unity. (This is well known and explained in detail in [27].) Under a certain basis of V, the matrix
of J on V is diagonal of shape
(1) d := diag(J, J−1) ∈ G = Sp2n(F2), where J = diag(ζ, ζ
2, . . . , ζ2
n−1
).
Therefore, εi(d) = ζ
2i−1 for i = 1, . . . , n. This implies
(2) 2εi(d) = εi+1(d) for i = 1, . . . , n− 1 and 2εn(d) = ζ
2n =
{
−ε1(d) if |t| = 2
n + 1
ε1(d) if |t| = 2
n − 1.
This can be extended to arbitrary maximal tori. Let V = ⊕Vi and let Ti be a maximal torus
in Sp(Vi) ∼= Sp2ni(2), so T is conjugate to the group D := {diag(J
mi
1 , . . . , J
mk
k , J
−mk
k , . . . , J
−mi
1 },
where Ji (i = 1, . . . , k) is constructed as above, 1 ≤ mi ≤ |Ti|. We call D a canonical form of T .
Note that there is a conceptual way to construct D for arbitrary finite group of Lie type, see the
proof of [3, Proposition 3.3.6].
Lemma 2.3. [17, p. 209, Corollary 5.10(a)] Let G = Sp2n(2) and A ⊂ G an abelian subgroup of
odd order. Then A is contained in a maximal torus of G. In particular, if A is a maximal abelian
subgroup of odd order then A is a maximal torus of G.
The following lemma is trivial, but we state it explicitly for reader’s convenience.
aa1
Lemma 2.4. Let A be an abelian subgroup of G, and ρ a representation of G over a field of
characteristic 2. Let B be a maximal subgroup of A of odd order. Then 1A is a constituent of ρ|A
if and only if 1B is a constituent of ρ|B.
2.3. Representations and their weights. The above parametrization of the irreducible repre-
sentations of G = Sp2n(2) is based on Steinberg’s theorem [10, §2.7] saying that the irreducible
representations of Sp2n(2) are in bijection with the 2-restricted dominant weights of G. In fact, the
representation theory of G plays a significant role in proving the above result. The representation
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theory of the algebraic group Sp2n(F ) is described on the language of the theory of the weight
system of type Cn.
Let F be an algebraically closed field of characteristic p > 0. The group G = Sp2n(F ) is defined
as the group of (2n × 2n)-matrices over F preserving a non-degenerate alternating form (∗, ∗) on
V = F 2n. A basis e1, . . . , e2n of V is called a Witt basis if (ei, e2n+1−i) = 1 and (ei, ej) = 0 if
j 6= 2n + 1 − i for i = 1, . . . , n and 1 ≤ j ≤ 2n. The subgroup T of diagonal matrices in G
under a Witt basis is of shape diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 ) (t1, . . . , tn ∈ F
×). We refer to this
group as a reference torus, and define a maximal tori in G as those conjugate to T in G. The
weights are defined as rational homomorphisms T → F×, and εi are defined as those sending
diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 ) to ti.
The Weyl group W of G is defined as W := NG(T)/T. The conjugation action of NG(T) on T
yields the action of W on Ω = Hom(T, F×). In this action W preserves the set {±ε1, . . . ,±εn} and
acts on this set transitively. Note that the W -orbit of any weight ω ∈ Ω contains a unique dominant
weight.
For a G-module V or a representation ρ of G we denote by Ω(V ), Ω(ρ) the set of weights of V, ρ,
respectively. Then Ω(V ) is W -invariant, in particular, Ω(V ) = −Ω(V ).
Let µ be a dominant weight and W the Weyl group of G. Denote by χµ the sum of distinct
weights w(µ) with w ∈ W . For a semisimple element g ∈ G let g′ be a conjugate of g in T (it is
well known that every semisimple element of G is conjugate to one in T). Then g′ is not unique
but the value χµ(g
′) does not depend from the choice of g′ ∈ T; so χµ is a well defined function
on the semisimple elements of G called an orbit character. (This is well known to be a generalized
Brauer character of G, see [10, §5.7].)
If F = Fp and βω is the Brauer character of Vω then βω =
∑
mµχµ, where µ runs over the
dominant weights of Vω and mµ is the multiplicity of µ in Vω, see [10, §2.2 and §5.6] for details.
Therefore, βω|G =
∑
mµχµ|G; this is used below for computations of eigenvalue 1 of elements g ∈ G
on Vω .
Lemma 2.5. Let F be an algebraically closed field of characteristic p > 0 and G = SLn+1(F ) or
Sp2n(F ). Let V be an irreducible G-module with p-restricted highest weight ω = (a1, . . . , an).
(1) The weights of V are the same as those of the irreducible L-module M of the Lie algebra
over the complex numbers of the same type as G with with highest weight (a1, . . . , an) (but the
multiplicities of the same weight in V and M may differ), unless possibly p = 2, G = Sp2n(F ) and
an = 1.
(2) Let µ ≺ ω be dominant weights. Then µ ∈ Ω(V ). Moreover, all weights of Ω(Vµ) ⊂ Ω(Vω)
provided an = 0 for p = 2 and G = Sp2n(F ).
(3) Let λ be a dominant weights for G such that λ+ω is p-restricted. Then Ω(Vλ+ω) = Ω(Vλ) +
Ω(Vω).
Proof. For (1) see [25, Theorem 15]. (2) follows from (1) and [2, Ch. VIII, Prop 5]. (3) Clearly,
either λ ∈ Ω′ or ω ∈ Ω′ (or both). By swapping λ, ω we can assume that λ ∈ Ω. (i) Suppose
first that we are not in the exceptional situation of (1). Then the result follows from (1) and
[2, Ch. VIII, Prop 10]. (ii) Let p = 2, G = Sp2n(F ) and an = 1. Set µ
′ = ω − ωn. Then
Vλ+ω = Vλ+µ′+ωn = Vλ+µ′ ⊗ Vωn , and then Ω(Vλ+ω) = Ω(Vλ+µ′ ⊗ Vωn) = Ω(Vλ+µ′ ) + Ω(Vωn). By
(i), Ω(Vλ+µ′ ) = Ω(Vλ) + Ω(Vµ′ ), so Ω(Vλ+ω) = Ω(Vλ) + Ω(Vµ′) + Ω(Vωn). As Vµ′ × Vωn = Vµ′+ωn ,
we have Ω(Vµ′) + Ω(Vωn) = Ω(Vµ′+ωn), whence the result. 
If ω /∈ Ω′ then the statement (2) of Lemma 2.5 is not valid anymore; Lemma 2.6 and Theorem
2.7 below describe some special cases.
Lemma 2.6. Let ω = (a1, . . . , an) be a 2-restricted dominant weight of G = Sp2n(F ). Suppose that
an = 1 and δ(ω) =
∑
aii ≥ 2n.
(1) If ω is radical then 0 is a weight of Vω ;
(2) if ω is not radical then ω1, ω1+ω2, 3ω1 are weights of Vω as well as ω3 for n > 2. In addition,
all weights of Vω1+ω2 as weights of Vω.
Proof. Let ω′ = ω − ωn. Then Vω = Vω′ ⊗ Vωn . Then ω
′ ∈ Ω′, and hence µ ≺ ω′ for µ dominant
implies µ to be a weight of Vω′ (Lemma 2.5(2)).
(1) As δ(ω′) ≥ n and ω is radical, we have ω′ − ωn ∈ R, and then ωn  ω
′ by Lemma 2.2(6). So
ωn is a weight of Vω′ . As ωn is a weight of Vωn , the claim follows.
7(2) As ω is not radical, we have ω′ − ωn /∈ R, so ωn is not a weight of Vω′ . By Lemma 2.2(6),
ω1 + ωn  ω
′ (as δ(ω′) ≥ n+ 1). So ω1 + ωn ∈ Ω(Vω′ ) by Lemma 2.5, and hence ω1 ∈ Ω(Vω).
We have ω1 + ωn = 2ε1 + ε2 + · · ·+ εn and ωn = ε1 + ε2 + · · ·+ εn. As µ = ε1 − ε2 − · · · − εn is
a weight of Vωn , we conclude that 3ω1 = ω1 + ωn + µ is a weight of Vω.
Similarly, ν = ε1 + 2ε2 + ε3 + · · ·+ εn ∈ Ω(Vω′ ), so ν + µ = 2ε1 + ε2 = ω1 + ω2 ∈ Ω(Vω).
Finally, if n > 2 then ω1 + ωn−2 ≺ ω1 + ωn, and hence ω1 + ωn−2 ∈ Ω(Vω′) by Lemma 2.5. As
ω1 + ωn−2 = 2ε1 + ε2 + · · · + εn−2, it follows that ε1 − εn−1 − εn ∈ Ω(Vω). This weight is in the
W -orbit of ω3 = ε1 + ε2 + ε3, so ω3 ∈ Ω(Vω).
The additional statement follows as the weights ω1, and ω3 for n > 2, are the only subdominant
weights of Vω1+ω2 . 
Theorem 2.7. Let ω = (a1, . . . , an) be a 2-restricted weight and an = 1. Then V = Vω′ ⊗ Vωn ,
where ω′ = ω − ωn, and the following statements are equivalent:
(1) V has weight 0;
(2) ωn ≺ ω
′;
(3) δ(ω) is even and greater than 2n− 1.
Proof. Note that Ω(V ) = Ω(Vω′) + Ω(Vωn).
(2)→ (1). By Lemma 2.5(1), ωn is a weight of Vω′ , and hence so is −ωn. Whence the claim.
(1)→ (2). The weights of Vωn are W -conjugate. It follows that if a weight µ ∈ Ω(Vωn) then ±ωn
is a weight of Vω′ . Then ωn is a weight of Vω′ too, whence ωn ≺ ω
′.
(2)→ (3). We have ω′ − ωn ∈ R as ωn ≺ ω
′, and hence ω′ + ωn ∈ R as 2ωn ∈ R. So the result
follows from Lemma 2.1(3).
(3)→ (2) As δ(ω) is even, δ(ω′) − n = δ(ω)− 2n is even too. Since ω′ is dominant and ω′ 6= ωn
by assumption, the result follows from Lemma 2.2(6) applied to ω′. 
Remark. Under the assumption of Theorem 2.7, if V has weight 0 then ωi ∈ Ω(V ) for every i ≤ n
even. Indeed, by Lemma 2.5. ωn−i ∈ Ω(Vω′) for i < n even. So µ := −εi+1 − · · · − εn ∈ Ω(Vω′) so
µ+ ωn = ε1 + · · ·+ εi ∈ Ω(Vω).
3. Symplectic groups over a field of two elements
In this section G = Sp2n(2) and G = Sp2n(F ), where n > 1 and F is an algebraically closed
field of characteristic 2. We fix a reference torus T of G which determine the weight system of
G. Recall that the conjugacy classes of maximal tori of G are in a canonical bijection with the
conjugacy classes of the Weyl group W of G. So one can write Tw for a maximal torus of G labeled
by the conjugacy class of w ∈ W . When we consider properties of T in a representation of G we
choose a canonical conjugate D ⊂ G as defined in Section 2.2. Let T be a maximal torus of G.
Then T = T1 × · · · × Tk for some k ≤ n, and let (±n1, . . . ,±nk) be the label of T , see Section 2.2.
Abusing notation, we often assume that D = T .
The following lemma is a special case of [27, Lemma 3.9].
Lemma 3.1. Let χωi be the orbit character of G and T = Tw a maximal torus labeled by an element
w ∈ W . Then 1T is a constituent of χωi |T if and only if w is conjugate in W to an element of Wi,
where Wi is the stabilizer of ε1 + · · ·+ εi in W.
Proof. In [27, Lemma 3.9] the result is stated in a more precise form, specifically, it states that
the multiplicity of 1T in χωi |T equals the value of the induced character 1
W
Wi
at w, where Wi is
the stabilizer of ωi = ε1 + · · · + εj in W . It is well known that this is non-zero if and only if w is
conjugate to an element of Wi. 
Lemma 3.2. Let s be a Singer cycle of G. Then s has no fixed point on Vωi if and only if i = n or
i < n odd.
Proof. Set S = 〈s〉. If i < n is even then Vωi has weight 0, whence the claim for this case. Let
i < n be odd. By Lemma 2.2(4), ωj with j < i < n odd are the only subdominant weights of ωi. In
addition, the weights of Vωn are in the W -orbit of ωn. Therefore, it suffices to show that 1S is not a
constituent of the orbit character χωj for j odd and j = n. This follows from Lemma 3.1. Indeed,
S = Tw, where w ∈ W is such that w(εi) = εi+1 for i = 1, . . . , n− 1, and w(εn) = −ε1. Note that
W acts on the set {±ε1± · · · ± εn} in the natural way as explained in Section 2.3, and the W -orbit
of ωi = ε1 + · · · + εi consists of the elements ±εj1 ± · · · ± εji (1 ≤ ji ≤ · · · ≤ ji ≤ n). Then it is
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clear that w fixes none of these elements. It follows that w is not conjugate to any element of Wj
for j = 1, . . . , n. 
Denote by T# a maximal torus of G whose cyclic decomposition is T = T1 × · · · × Tn and
|T1| = · · · = |Tn| = 3. The torus T
# is unique up to conjugacy as the Singer index of it must be n.
Then a canonical torus D ⊂ T consists of elements diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 ) with ti ∈ F, t
3
i = 1
for i = 1, . . . , n. It follows that D is invariant under the Weyl group of T. In addition, εi(t) = ti
for t ∈ T# and i = 1, . . . , n.
Lemma 3.3. Let T = T1 × · · · × Tk be a maximal torus of G of type (±n1, . . . ,±nk) with n1 ≥
n2 ≥ · · · ≥ nk. Let λ = ω1 + ω2 and let χλ be for the orbit character of λ.
(1) (χλ|T , 1T ) = 0 if and only if k = n, ni = 1 for i = 1, . . . , n and |T1| = · · · = |Tn−1| = 3.
(2) 1T is not a constituent of Vλ|T if and only if k = n and T = T
#.
(3) Let g ∈ G be a semisimple element. Then g has eigenvalue 1 on Vλ.
Proof. Let D be a canonical form of T , see Section 2.2. To simplify notation, we keep T for D
and ti for Ji for i = 1, . . . , k.
(1) Suppose first that n1 > 1 and let t ∈ T . Then ε1(t) = ζ, ε2(t) = ζ
2, where ζ ∈ F with
|ζ| = |T1|. Then the W -orbit of λ = 2ε1 + ε2 contains weight µ = 2ε1 − ε2, and µ(t) = 1.
Next, suppose that n1 = 1. Then ni = 1 and |Ti| ∈ {3, 1} for i = 1, . . . , n. If |Tn−1| = 1 then
|Tn| = 1 and εn−1(t) = εn(t) = 1. As the W -orbit of λ contains weight µ = 2εn−1 + εn, we again
get µ(t) = 1.
Let |Tn−1| 6= 1. The W -orbit of λ consists of weights ±2εi ± εj for any choice of i, j with i 6= j.
Then (±2εi ± εj)(T ) 6= 1. Indeed, otherwise 1 = (±2εi ± εj)(T ) = {t
±2
i t
±1
j : ti ∈ Ti, tj ∈ Tj} for
some choice of the signs, which is false.
(2) By (1), we are left to inspect the cases where k = n, ni = 1 for i = 1, . . . , n and |T1| = · · · =
|Tn−1| = 3 ≥ |Tn|.
The only subdominant weights of λ are ω1, ω3 for n > 2 and ω1 for n = 2. If n > 2 then
λ ∈ Ω′, and hence ω1, ω3 ∈ Ω(Vλ) by Lemma 2.5. If n = 2 then Vλ = Vω1 ⊗ Vω2 , and hence
±ε2 + (±ε1 ± ε2) ∈ Ω(Vλ). So ω1 = ε1 ∈ Ω(Vλ). The W -orbit of ω1 (respectively, of ω3 if n > 2)
consists of weights ±ε1, ...,±εn (respectively, εi1 + εi2 + εi3 with 1 ≤ i1 < i2 < i3 ≤ n). If |Tn| = 1
then εn(T ) = 1. Let |Tn| = 3. It is clear that εi(T ) 6= 1T for every i = 1, . . . , n, as well as
(εi1 + εi2 + εi3)(T ) 6= 1T for n > 2. So the result follows.
(3) If g is contained in a maximal torus distinct from T# then g has eigenvalue 1 on Vλ by
(2). This is obviously the case if g has eigenvalue 1 on Vω1 , the natural module for G. Otherwise,
g has no fixed point on Vω1 . Then Vω1 is a direct sum of n two-dimensional g-stable subspaces,
isomorphic to each other as F2〈g〉-modules. In particular, Vω1 is a homogeneous F2〈g〉-module.
Then CG(g) ∼= Un(3), see for instance [5, Lemma 6.6]. Since g is in the center of Un(3), this lies in
every maximal torus of Un(3). As every maximal torus of Un(3) is a maximal torus of G and n > 1,
there is a maximal torus T 6= T# of G with g ∈ T , so (3) follows from (2). 
Lemma 3.4. Let ω =
∑
aiωi ∈ Ω
+ be a 2-restricted weight. Suppose that an = 1 and δ(ω) ≥ 2n.
Then 1T is a constituent of Vω |T for every maximal torus T of G.
Proof. If ω is radical then Vω has weight 0 (Lemma 2.6(1)), whence the result. If ω is not
radical then, by Lemma 2.6(2), 3ω1 ∈ Ω(Vω). If T = T
# then t3 = 1 for every t ∈ T#, and hence
(3ω1)(t) = ω1(t
3) = 1, whence the result.
Let T 6= T#. By Lemma 2.6(2), Ω(Vω1+ω2) ⊆ Ω(Vω). So the result follows from Lemma 3.3. 
Lemma 3.5. Let ω =
∑
aiωi be a non-radical 2-restricted dominant weight and an = 0. Suppose
that ω 6= ωi for i = 1, . . . , n− 1 odd.
(1) Let T 6= T# be a maximal torus of G. Then 1T is a constituent of Vω |T .
(2) Let g ∈ G be a semisimple element. Then g has eigenvalue 1 on Vω.
Proof. By Lemma 2.2, λ = ω1+ω2  ω. In addition, all weights of Ω(Vλ) ⊆ Ω(Vω) (Lemma 2.5).
So the result follows from Lemma 3.3. 
Lemma 3.6. Let ω =
∑
aiωi be a 2-restricted dominant weight and T = T
#.
(1) Suppose that an = 0. Then 1T is a constituent of Vω|T if and only if either 0  ω or
∑
ai > 2.
(2) Suppose that an = 1. Then 1T is a constituent of Vω |T if and only if δ(ω) ≥ 2n.
9Proof. Taking T# to the canonical form (see Section 2.2), we can assume that t = diag(t1, . . . , tn,
t−1n , . . . , t
−1
1 ), where t
3
1 = · · · = t
3
n = 1; then εi(t) = ti for i = 1, . . . , n.
(1) The ‘only if’ part. Suppose the contrary. So ω is not radical and
∑
ai ≤ 2. Let µ =∑
a′iωi be a dominant way such that µ ≺ ω. By Lemma 2.1(3), we have
∑
a′i ≤ 2. Let µ
′ be
in the W -orbit of µ. We claim that µ′(T#) 6= 1 (getting a contradiction). We can assume that
µ = ωi + ωj (i < j) as the cases with µ = ωi and µ = 2ωi (1 ≤ i ≤ n − 1) are trivial. Then
µ = 2ε1 + · · ·+ 2εi + εi+1 + · · ·+ εj and µ
′ = 2(
∑
k∈K ±εk) + (
∑
l∈L±εl), where K,L are disjoint
subsets of {1, . . . , n} and |K| = i, |L| = j − i. Now the claim is obvious.
The ‘if’ part. The case where ω is radical is trivial. Suppose that ω is not radical. By Lemma
2.2(3), 3ω1 is a subdominant weight of ω. Therefore, by Lemma 2.5(2), 3ω1 is a weight of Vω .
Obviously, 3ω1(T
#) = 1, whence the result.
(2) Set ω′ = ω − ωn. Then we have Vω = Vω′ ⊗ Vωn . So the weights of Vω are of shape
ν + (±ε1 ± · · · ± εn), where ν is a weight of Vω′ . Note that the W -orbit of ν contains a dominant
weight and w(T#) = T#. So we can assume that ν is dominant.
The ‘only if’ part. Suppose that δ(ω) < 2n. Then δ(ω′) < n. By Lemma 2.2(6), δ(ν) < n
whenever ν ≺ ω′ so ωn is not a subdominant weight of ω
′. Let t ∈ T#. Then ((ν + (ε1 ± · · · ±
εn−1)) ± εn)(t) = x · (εn(tn)
±1, where x = (ν + (ε1 ± · · · ± εn−1))(t). We can fix t1, . . . , tn−1 and
vary tn to be any 3-root of 1. So we cannot have x · (εn(tn))
±1 = 1 for arbitrary t.
The ‘if’ part follows from Lemma 3.4. 
Theorem 3.7. Let ω =
∑
aiωi be a 2-restricted dominant weight. Then 1T is a constituent of Vω|T
for every maximal torus of G if and only if one of the following holds:
(1) an = 0 and either
∑
ai > 2 or δ(ω) =
∑
aii is even;
(2) an = 1 and δ(ω) ≥ 2n.
Proof. The ‘if’ part. In (1) if δ(ω) is even then ω is radical, and Vω has weight 0 by Lemma 2.5
(as an = 0). This also holds in (2) by Lemma 2.6. So the result follows in these cases. If
∑
ai > 2
then the result follows from Lemma 3.5(1) if T 6= T# and from Lemma 3.6(1) if T = T#.
The ‘only if’ part. Let an = 0, and suppose that
∑
aii is odd; then ω is not radical. So
∑
ai > 2
by Lemma 3.6(1). If an = 1 then the result follows from Lemma 3.6(2). 
Proof of Theorem 1.1. By Lemma 2.4, we can assume that |A| is odd. Therefore, it suffices to
prove the result for maximal abelian groups of odd order. By Lemma 2.3, these are maximal tori
of G. So the result follows from Theorem 3.7. 
Next we turn to proving Theorem 1.3. For this we study the problem of the occurrence of the
eigenvalue 1 for individual elements g ∈ G in irreducible representations ρ that do not satisfy the
condition (1), (2) of Theorem 1.1 for A = 〈g〉. We start with the case where the highest weight of
ρ is ωn.
Let g ∈ G be a semisimple element and V the natural F2G-module. Set A = 〈g〉, and let
V = V1⊕· · ·⊕Vk be a decomposition of V as a orthogonal sum of minimal non-degenerate A-stable
subspaces, see Section 2.2. Let gi be the restriction of g to Vi for i = 1, . . . , k, so we can write
g = diag(g1, . . . , gk). Let di = dimVi/2. The decomposition V = V1 ⊕ · · · ⊕ Vk is unique up to
reordering of V1, . . . , Vk (if |g| = 3 and V1 is the sum of two totally isotropic g-stable subspaces then
V1 is also the sum of two non-degenerate subspaces, so V1 is not minimal.) Note that g ∈ T for
some maximal torus T = T1×· · ·×Tk of G such that TVi = Vi, gi ∈ Ti for i = 1, . . . , k, and |Ti| = 1
if gi = 1. Then such a torus is below called compatible with g.
Define a graph Γ(g) with vertices 1, . . . , k, where the vertices i, j ∈ {1, . . . , k} are linked if and
only if (|gi|, |gj |) 6= 1. A vertex i is called singular if it is isolated and |gi| = 2
di + 1; then Vi is
irreducible F2A-module. The set of singular vertices is denoted by Γ0 and the number Si (g) of
them is called the Singer index of g. So Si (g) = |Γ0|. If i is singular then 〈gi〉 is a Hall subgroup of
A (that is, (|gi|, |A|/|gi|) = 1). If T is a maximal torus compatible with g then |gi| = |Ti| whenever
i is singular.
Lemma 3.8. [8, Proposition 4.12] Let ρ = ρωn and let T = T1 × · · · × Tk be a maximal torus of G.
Set mi = ηi +1. Then ρ|T = ⊗(ρ
reg
Ti
+ (−1)mi1Ti), where ρ
reg
Ti
denotes the regular representation of
Ti and 1Ti the trivial one. In particular, an irreducible representation τ of T occurs in ρ|T if and
only if τ(Ti) 6= 1Ti whenever ηi = −1.
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Corollary 3.9. Under notation of Lemma 3.8 set ρ′i = ρ
reg
Ti
+(−1)mi1Ti . Let g ∈ T and g = g1 · · · gk
with gi ∈ Ti for i ∈ {1, . . . , k}.
(1) ρ′i(gi) has less than |gi| distinct eigenvalues if and only if ηi = −1 and |gi| = |Ti|.
(2) If 1 is an eigenvalue of ρ′i(gi) then ρ
′
i(gi) has |gi| distinct eigenvalues.
(3) the eigenvalues of ρωn(g) are the products e1 · · · ek, where ei runs over the eigenvalues of
ρ′i(gi) (or ρ(gi)). Consequently, every primitive |g|-root of unity is an eigenvalue of ρωn(g).
Proof. This follows straightforwardly from Lemma 3.8. 
Lemma 3.10. Let g ∈ G be a semisimple element and let Γ(g) be a graph defined above. Then the
following are equivalent:
(1) ρωn(g) has |g| distinct eigenvalues;
(2) ρωn(g) has eigenvalue 1;
(3) Γ(g) has no singular vertex.
Proof. Set ρ = ρωn . For a connected component J of Γ(g) set gJ = Πi∈Jgi and ρ
′
J = ⊗i∈Jρ
′
i. We
first prove
(∗) ρ′J(gJ) has |gJ | distinct eigenvalues unless J = {j} is a singular vertex.
Indeed, if |J | = 1 then (∗) follows from Corollary 3.9(1). Let |J | > 1. Suppose first that
|J | = 2, and we can assume J = {1, 2}. By Lemma 3.8, all non-trivial |g1|-roots of unity λ1, . . . , λm
are eigenvalues of ρ′1(g1) (so m = |g1| − 1), and, by a similar reason, ρ
′
2(g2) has at least 2 distinct
eigenvalues η1, η2, say, that are |g1|-roots of unity. Then λiηj (1 ≤ i ≤ m, j = 1, 2) yield all |g1|-roots
of unity, and they are eigenvalues of ρ′1(g1)ρ
′
2(g2). Similarly, all |g2|-roots of unity are eigenvalues
of ρ′1(g1)ρ
′
2(g2). As ρ
′
1(g1)ρ
′
2(g2) = (ρ
reg
T1
(g1) + (−1)
mi1T1(g1))(ρ
reg
T2
(g2) + (−1)
mi1T2(g2)), it follows
that all other |g1g2|-roots of unity are eigenvalues of ρ
′
1(g1)ρ
′
2(g2), whence the claim. Let |J | > 2.
Then we argue similarly using induction on |J |.
(3)→ (1) follows from (∗) and Corollary 3.9(3), and (1)→ (2) is trivial.
(2)→ (3) Suppose the contrary, and let i be a singular vertex. Then |gi| = |Ti| and ηi = −1. It
follows that 1 is not an eigenvalue of ρ′i(gi), as well as of ρ(g) by Corollary 3.9(3) as |gi| is coprime
to gg−1i . 
The following lemma describes the set of eigenvalues of ρωn(g):
Lemma 3.11. Let g ∈ G be a semisimple element and Γ0 the set of singular vertices on Γ(g). For
a |g|-root of unity ζ ∈ Fq let |ζ| denote the order of ζ in F
×
q . Then ζ is an eigenvalue of ρωn(g) if
and only if (|ζ|, |gi|) > 1 for every i ∈ Γ0.
Proof. Let T = T1×· · ·×Tk be a maximal torus compatible with g. Suppose ζ is an eigenvalue of
ρ(g). By Corollary 3.9, ζ = e1 · · · ek, where ei is an eigenvalue of ρ
′
i(gi) for 1 ≤ i ≤ k. So ei = λi(gi)
for some irreducible constituent λi of ρ
′
i|Ti . Let i ∈ Γ0. Then 〈gi〉 = Ti and ηi = −1; therefore 1 is
not an eigenvalue of ρ′i(gi) (Corollary 3.9). So ei 6= 1. Furthermore, (|gi|, |gj|) = 1 for j 6= i, and
hence (|ei|, |ej |) = 1. Therefore, |ei| divides |ζ|, as required.
Conversely, we have to show that ζ = e1 · · · ek, where ei is an eigenvalue of ρ
′
i(gi) for 1 ≤ i ≤ k.
Set A = 〈g〉. As |ζ| divides |g| and 〈gi〉 is a Hall subgroup of A for i ∈ Γ0, it follows that ζ is uniquely
expressed as ζ1ζ2, where |ζ2| divides |gi|, and (|ζ1|, |gi|) = 1. Then ζ2 6= 1 and we may set ei = ζ2 (as
all non-trivial |gi|-roots of unity are eigenvalues of ρ
′
i(gi)). Furthermore, by reordering of T1, . . . , Tk
we can assume that Γ0 = {1, . . . , r}, where r is the Singer index of g. Set D = 〈g1, . . . , gr〉; then
D is a Hall subgroup of A and D = T1 × · · · × Tr. So A = D ×D1, where (|D|, |D1|) = 1. Then
g = g0h, where g0 = g1 · · · gr ∈ D and h = gr+1 · · · gk ∈ D1. The eigenvalues of ρ(g) are product
of those of Πri=1ρ
′
i(gi) and of Π
k
i=r+1ρ
′
i(gi). It follows from (∗) that Π
k
i=r+1ρ
′
i(gi) has |h| distinct
eigenvalues. In turn, the eigenvalues of Πri=1ρ
′
i(gi) are exactly the products of non-trivial |gi|-roots
of unity for i = 1, . . . , r. Whence the result. 
Next we consider representations of shape τ⊗ρωn , where τ ∈ IrrG. We first observe the following:
Lemma 3.12. Let τ be a representation of G = Sp2n(F2) and let T be a maximal torus of G. Then
ρ|T contains 1T if and only if τ has weight λ such that λ|T = ωn|T .
Proof. Clearly, 1T occurs in (τ ⊗ ρωn)|T if and only if there is an irreducible constituent ν, say,
of ρωn |T such that ν
−1 occurs as an irreducible constituent of τ |T . Let µ be a weight of τ such that
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ν = µ(T ). The Weyl group of Sp2n(F ) contains − Id, so −µ is a weight of τ , and then (−µ)|T ∼= ν
−1.
Therefore, ν is a constituent of τ |T too. As the weights of ρωn are exactly those occurring in the
W -orbit of ω, the lemma follows. 
Moreover, if τ has weight ωn then (τ ⊗ ρωn)|T > ρ
reg
T for any maximal torus T of G. (We write
σ > τ for representations of T if σ = τ + ν for a proper representation ν of T .) This essentially
follows from Lemma 3.8 as (τ ⊗ ρωn)|T > ⊗i(ρ
′
i ⊗ ρ
′
i) and (ρ
′
i ⊗ ρ
′
i)Ti > ρ
reg
Ti
.
Similarly we have:
Lemma 3.13. Let G, τ, ρ be as in Lemma 3.12 and g ∈ G = Sp2n(2) a semisimple element. Then
ρ(g) has eigenvalue 1 if and only if τ(g) and ρωn(g) have a common eigenvalue. The latter holds if
and only if τ(g) has eigenvalue ζ such that (|ζ|, |gi|) > 1 for every i ∈ Γ0.
Proof. The eigenvalues of (τ ⊗ ρωn)(g) are products of those of τ(g) and ρωn(g). It is well known
that all elements of G are real, so if ζ is an eigenvalue of τ(g) then so is ζ−1. Whence the first
statement of the lemma. The second one follows from Lemma 3.11. 
So we are faced to decide when ρωn(g) and τ(g) have a common eigenvalue. This will be done in
Section 4. We complete this section with a few useful observations.
Corollary 3.14. Let G, τ, ρ, g be as in Lemma 3.13. Let h be the product of all gi with i ∈ Γ0.
Then ρ(g) has eigenvalue 1 if and only if ρ(h) has eigenvalue 1.
Proof. As (|gi|, |gg
−1
i |) = 1 for i ∈ Γ0, it follows that h ∈ 〈g〉. Moreover, Γ0 = Γ(h). So the
conditions in Lemma 3.11 for ρ(g) and ρ(h) to have eigenvalue 1 coincide, and the result follows. 
Corollary 3.15. Let G, τ, ρ, g be as in Lemma 3.13. If τ has weight ωn then ρ(g) has exactly |g|
distinct eigenvalues.
Proof. Let Q,P be the sets of all, all primitive |g|-roots of unity, respectively. By Corollary
3.9(3), every e ∈ P is an eigenvalue of ρωn . As e1e2 ∈ P whenever e1 ∈ P , e2 ∈ Q \ P , it follows
that all non-primitive |g|-roots of unity are eigenvalues of σ(g).
As |g| is odd, it follows that every e ∈ P is a product e1e2 with e1, e2 ∈ P . Indeed, let e3 ∈ Q\P .
Then e3e, e
−1
3 e ∈ P and (e3e)(e
−1
3 e) = e
2 ∈ P . There is a 2-power k, say, such that e2k = e. Then
(e3e)
2k, (e−13 e)
2k ∈ P and (e3e)
2k(e−13 e)
2k = e, as stated. 
Remark. In fact we have shown that if r is odd then every r-root of unity is a product of two
primitive r-roots of unity.
Proof of Theorem 1.4. If an = 0 then the result follows from Lemma 3.5(2). If an = 1 then this
follows from Lemma 3.13, as |Γ0| ≤ 1 whenever |g| is a prime power. (More precisely, if |Γ0| = 1 then
τ(gi) 6= Id (as τ is non-trivial by assumption), and hence τ(gi) has an eigenvalue ζ with (|ζ|, |gi|) > 1
as required in Lemma 3.13.) 
4. Tensor products
In this section F is an algebraically closed field of arbitrary characteristic p ≥ 0. Note that the
results of Subsection 2.1 are independent from characteristic, so we are free to use them here.
Let G = Sp2n(F ) and let T be the reference torus, that is, a maximal torus T = (t1, . . . , tn)
(t1, . . . , tn ∈ F
×) such that εi(T) = ti. Set Ti = {(1, . . . , 1, ti, 1, . . . , 1) : ti ∈ F
×}.
Lemma 4.1. Let ω ∈ Ω+, l = δ(ω) and k = min(l, n). Let Vω be an irreducible G-module with p-
restricted highest weight ω. Then there is a p-restricted dominant weight µ of Vω such that µ(Ti) 6= 1
for i = 1, . . . , k.
Proof. For uniformity set ωn+1 = ω1 + ωn. By Lemma 2.2(6), ωl  ω if l ≤ n, otherwise ωn  ω
or ωn+1  ω if l − n is even or odd, respectively.
Recall that ωi = ε1 + · · · + εi for i = 1, . . . , n and ωn+1 = 2ε1 + · · · + εn. If p 6= 2 or p = 2
and the ωn-coefficient of ω is 0, then, by Lemma 2.5, ωl, ωn or ωn+1 is a weight of φω, provided,
respectively, l ≤ n, l > n with l − n even or l > n with l − n odd. We choose this weight for µ.
Then µ(Ti) 6= 1 for i = 1, . . . , k = min(l, n), as stated.
Suppose that p = 2 and the ωn-coefficient of ω is 1. Then Vω = Vω′⊗Vωn , where ω
′ = ω−ωn ∈ Ω
′.
Then either 0  ω′ or ω1  ω
′, so Vω′ has weight 0 or ω1 by Lemma 2.5. Then Vω has weight
µ = ωn = ε1 + ...+ εn or µ = ω1 + ωn = 2ε1 + ...+ εn. So again µ(Ti) 6= 1 for i = 1, . . . , n. 
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Theorem 4.2. Let G = Sp2n(F ) and let n1, . . . , nk be positive integers with n1 + · · · + nk ≤ n.
Let H = H1 × · · · × Hk, where Hi ∼= Sp2ni(F ) for i = 1, . . . , k. Let φ = φω be an irreducible
representation of G with p-restricted highest weight ω =
∑
aiωi. Then the following are equivalent:
(1) ρ(Hi) = 1 for some i ∈ {1, . . . , k} whenever ρ is a composition factor of φ|H;
(2) δ(ω) =
∑
aii < k.
In addition, the result is valid for φ˜ω, the representation afforded by the Weyl module with highest
weight ω.
Proof. It suffices to prove the theorem for the case where n1 = · · · = nk = 1. Indeed, we can
choose a subgroup Xi = Sp2(F ) in every Hi, and set X = X1 × · · · ×Xk. Then ρ(Hi) = 1 if and
only if ρ(Xi) = 1, whence the claim.
(2)→ (1) Let T′ be a maximal torus ofH = H1×· · ·×Hk (where nowH1 ∼= · · · ∼= Hk ∼= Sp2(F )).
Let T′i be a maximal torus of Hi, so T
′ = T′1 × · · · × T
′
k. We can assume that T
′ ⊂ T and
T′ = (t′1, . . . , t
′
k) in the sense that εi((t
′
1, . . . , t
′
k)) = t
′
i for i ≤ k and εi((t
′
1, . . . , t
′
k)) = 1 for i > k.
Let σ be a weight of φ, and write σ =
∑n
i=1 ciεi for some integers ci. Then σ|T′ = (c1ε1, . . . , ckεk),
that is, εi as a function on T
′
i is in fact the fundamental weight of Hi for i = 1, . . . , k. If σ is such
that σ|T′ is a highest weight of an irreducible constituent ρ of φ|H then ci ≥ 0 for i = 1, . . . , k. Let
ν =
∑
diεi be a dominant weight in theW -orbitWσ. As ν is a weight of φ, we have ν ≤ ω, and then
δ(ν) ≤ δ(ω) < k by Lemma 2.1(3). Note that δ(ν) = d1 + · · ·+ dn, so d1 + · · ·+ dn < k. The action
of W on the weights preserves the set ±ε1, . . . ,±εn; it follows that the set (|c1|, . . . , |cn|) coincides
with (d1, . . . , dn) up to reordering, where |ci| means the absolute value of ci. So
∑
i |ci| · i < k. As
c1, . . . , ck are non-negative, we have
∑k
i=1 cii < k, and hence at least one of c1, . . . , ck equals 0. This
means that σ(Hi) = 1 for this i, and hence Hi is in the kernel of ρ, as required.
(1)→ (2) follows from Lemma 4.1 as Ti is a maximal torus of Hi.
For additional statement, (1) → (2) follows as φω is a composition factor of φ˜ω. As (2) → (1)
is true for F = C, and the weights of φ˜ are the same as those of the irreducible representation of
Sp2n(C) with highest weight ω, the above reasoning remains valid for φ˜ω . 
Corollary 4.3. In notation of Theorem 4.2 let p > 0 and τ = φ1⊗· · ·⊗φm, where φj is an irreducible
representation of G with p-restricted highest weight µj, j = 1, . . . ,m. Let l = δ(µ1) + · · ·+ δ(µm).
Suppose that l < n. Let ρ be an irreducible constituent of τ |H and J = {i ∈ {1, . . . , k} : ρ(Hi) 6= 1}.
Then |J | ≤ l.
Proof. Note that τ |H = ⊗φj |H, so ρ = ⊗σj , where σj is an irreducible constituent of φj |H.
In turn, σj = ν1 ⊗ · · · ⊗ νk, where νi ∈ IrrHi for i = 1, . . . , k. By Theorem 4.2, this product
has at most δ(µj) non-trivial multiples. (Indeed, let lj = δ(µj); if the claim is false then σj has
at least lj + 1 non-trivial multiples, so k > lj. We can assume that these are ν1, . . . , νlj+1. Set
H′ = H1 × · · · ×Hlj+1 and ρ
′ = ν1 · · · νlj+1. By Theorem 4.2 applied to H
′ in place of H and ρ′ in
place of ρ, there is i ∈ {1, . . . , lj+1} such that σ
′(Hi) = 1, which is a contradiction.) Therefore, ρ
has at most l =
∑
j δ(µj) non-trivial multiples. 
Recall that the Singer index of a maximal torus T = T1 × · · · × Tk of G is the number of
i ∈ {1, . . . , k} with ηi = −1.
Theorem 4.4. Let G = Sp2n(2) and let T = T1 × · · · × Tk be a maximal torus of G of Singer
index m. Let ω = (a1, . . . , an−1, an) with an = 1 be a 2-restricted weight and φω be an irreducible
representation of G with highest weight ω. Then 1T is a constituent of φω |T if and only if
∑
aii ≥
n+m.
Proof. Set ω′ = ω − ωn. By Lemma 3.12, 1T is a constituent of φ|T if and only if φωn |T and
φω′ |T have a common irreducible constituent. By Lemma 3.8, an irreducible representation τ of T
occurs in φωn |T if and only if τ(Ti) 6= 1 whenever ηi(Ti) = −1 (1 ≤ i ≤ k). We show that τ with
this property is a constituent of φω′ |T if and only if δ(ω) ≥
∑
i aii ≥ m+n, equivalently, δ(ω
′) ≥ m.
By reordering of T1, . . . , Tk we can assume that ηi = −1 for i = 1, . . . ,m. One easily observes
that there is a subgroupH = H1×· · ·×Hm of Sp2n(F2) such that Hi = Sp2ni(F2) for i = 1, . . . ,m,
and Ti is a maximal torus of Sp2ni(2). Let φω′ be a representation of G = Sp2n(F2) with highest
weight ω′. Then φω′ |G = φω′ .
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Suppose that δ(ω′) ≥ m. By Theorem 4.2, there is a composition factor of φω′ |H which is non-
trivial on each Hi for i = 1, . . . , k. Then φω′ |Ti 6= 1 for i = 1, . . . ,m as such Ti 6= 1. (Note that
ηi = −1 implies |Ti| 6= 1.) So 1T is a constituent of φω|T by the above.
Conversely, if φω′ |T has a constituent τ , say, non-trivial on each Ti with 1 ≤ i ≤ m then φω′ |H
has an irreducible constituent that is non-trivial on Hi for i = 1, . . . ,m. Then
∑n−1
i=1 aii > m by
Theorem 4.2, and the result follows. 
Theorem 4.5. Let g ∈ G be a semisimple element and let ρ = ρω′ ⊗ ρωn be an irreducible repre-
sentation of G. Then 1 is an eigenvalue of ρ(g) if and only if δ(ω) ≥ n+ Si(g).
Proof. Let h be the product of gi with i ∈ Γ0. Then Si(h) = Si(g). By Corollary 3.14, ρ(g) has
eigenvalue 1 if and only if ρ(h) has eigenvalue 1. So we can assume that g = h. Then T = 〈g〉 as in
this case (|gi|, |gj |) = 1 for all i ∈ Γ(g) and gi = 1 if i /∈ Γ0. Therefore, the Singer index of g equals
that of T . Then the result follows from Theorem 4.4. 
Proof of Theorem 1.3. If an = 0 then the result follows from Lemma 3.5 (the ”if” part) and
Lemma 3.2 (the ”only if” part).
Let an = 1. Then Si(g) ≤ Si(n), and the equality holds for some g ∈ G. So the result follows
from Theorem 4.5. 
Observe that there are no elements whose Singer index is greater than Si(n), and there are
semisimple elements g ∈ G whose Singer index equals Si(n). We refer to such elements as those of
maximal Singer index.
Proposition 4.6. Let G = Sp2n(2) and let t ∈ G be an element of maximal Singer index. Let ρ be
an irreducible representation of G with highest weight ω = (a1, . . . , an), an = 1. If 1 is an eigenvalue
of ρ(t) then 1 is an eigenvalue of ρ(g) for every g ∈ G.
Proof. This follows from Theorem 4.5. 
Proposition 4.7. Let g ∈ G = Sp2n(2) and G = Sp2n(F2). Suppose that ρωi(g) has eigenvalue 1
for i = 1, n. Then ρ(g) has eigenvalue 1 for every ρ ∈ IrrG.
Proof. Let ω = (a1, . . . , an) be the highest weight of ρ. Suppose first that ω is 2-restricted. If
an = 0 and ω is radical then ρ has weight 0 by Lemma 2.6(1), and the claim is trivial. If ω is not
radical then ρ has weight ω1 and Ω(ρω1) ⊂ Ω(ρ), whence the result.
Let an = 1. By assumption, ρωn(g) has eigenvalue 1, so ρωn(g) has |g| distinct eigenvalues by
Lemma 3.10. Let ω′ = ω − ωn. Then ρω = ρω′ ⊗ ρωn , so ρω(g) has |g| distinct eigenvalues, whence
the result in this case.
Finally suppose that ρ is not 2-restricted. Then ρ|G is a tensor product of irreducible represen-
tations of G, and we conclude similarly. 
tp1
Lemma 4.8. Let V = Vωi ⊗ Vωj for 1 ≤ i < j ≤ n. Let g ∈ G be a semisimple element. If j < n
or j = n and i ≥ Si(g) then g has eigenvalue 1 on V.
Proof. It is well known that V has a composition factor Vωi+ωj . If j < n then the result follows
by Theorem 1.3(1). If j = n then Vωi ⊗Vωn
∼= Vωi+ωn , and the result follows by Theorem 1.3(2). 
Note that Si(g) = |Γ0(g)| ≤ Si(n) and Si(n) < n. In addition, Si(3) = 2 = Si(4) = Si(5) = Si(6),
Si(7) = 3 = Si(8) = Si(9) = Si(10) = Si(11), Si(12) = 4.
Proposition 4.9. Let G = Sp2n(2), G = Sp2n(F2) and let ρ be an irreducible representation of G
with highest weight ω =
∑
aiωi. Let g ∈ G be a semisimple elt. Then one of the following holds:
(1) 1 is an eigenvalue of ρω(g);
(2) ω = 2iωj for j odd or j = n;
(3) ω = ω′ + 2kωn with 0 6= ω
′ ∈ Ω′ and k ≥ 0. In addition, if ω′ =
∑
2iνi, where νi’s are
2-restricted, then δ(
∑
νi) < Si(g).
Proof. Suppose that (1),(2) do not hold. Let ρ = ⊗i≥0ρ2iµi , where µi are 2-restricted dominant
weights. Note that ρ2iµi |G
∼= ρµi |G. So ρ(g)
∼= (⊗ρµi)(g). Set τ = ⊗ρµi . If µi /∈ Ω
′ then µ = νi+ωn,
where νi ∈ Ω
′, and then ρµi = ρνi ⊗ ρωn . So τ = τ
′ ⊗ σ, where τ ′ = ⊗ρνi with νi ∈ Ω
′ and σ is
either trivial or the tensor product of k > 0 copies of ρωn ; the former is expressed as k = 0. As (1)
does not holds, τ does not have weight 0.
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If k > 1 then (ρωn⊗ρωn)(g) has |g| distinct eigenvalues (Corollary 3.15), and hence so is ρ(g). This
remains true if k = 1 and ωn is a weight of the product of any multiples of ⊗ρνi (as Ω(ρωn) =Wωn).
So, to prove (3), we can assume that k ≤ 1.
Let k = 1. So τ = τ ′ ⊗ ρωn , where τ
′ = ⊗ρνi , and we can assume that ωn is not a weight of any
product of ρνi ; in particular, δ(νi) < n by Lemmas 2.2(6) and 2.5 (as νi ∈ Ω
′). Set li = δ(νi), so
li < n. Again by Lemma 2.2(6), ρνi has weight ωli , and hence, by Lemma 2.5, the weights of ρωli
are also weights of ρνi . Note that δ(νi) = δ(ωli).
Observe that ωj, ωj−2, ωj−4 . . . are weights of ρωj for j < n. It follows that ρωi ⊗ ρωj for i, j < n
has all weights ωr for r ≤ min{n, i+ j} and i+ j − r even. (This is clear if i 6= j and for i = j with
2i > n. Let 2i ≤ n. Then ρωi ⊗ ρωi has weights 2ωi and ωi−1 + ωi+1 as well as ω2i.)
Suppose that
∑
li ≥ n, k = 1. Then either ωn or ωn−1 is a weight of τ
′. In the former case 1 is
observed above to be an eigenvalue of τ(g). In the latter case ωn−3, ωn−5, . . . are weights of τ
′; this
implies Ω(ρωn−1) ⊆ Ω(τ
′). So it suffices to deal with the case where τ ′ = ρωn−1 , τ = ρωn−1 ⊗ ρωn
(ignoring that δ(ωn−1) < n). So δ(τ) = 2n− 1. By Theorem 4.5, if δ(τ) = 2n− 1 ≥ n+ Si(g) then
1 is an eigenvalue of τ . However, Si(g) ≤ Si(n) ≤ n− 1 for n > 1. So we are done.
Next assume that k = 1,
∑
li < n, and let l =
∑
li. The above observation on weights of ρωi⊗ρωj
for i, j < n implies ωl to be a weight of τ
′ as well as all ωl−2, ωl−4 . . .. This means Ω(Vωl) ⊆ Ω(τ
′).
By Lemma 4.8, if l ≥ Si(g) then 1 is an eigenvalue of (Vωl ⊗ Vωn)(g), and hence τ(g), whereas we
have assumed that (1) does not hold. Therefore, l < Si(g), whence (3) in this case.
Let k = 0 so τ = τ ′ and µi = νi. By reordering of the multiples of τ we can assume that ±ω1
are weights of ρµ1 (as τ does not have weight 0). If τ = ρµ1 then the result follows from Theorem
1.4, so we assume that σ := Πi>1ρµi is not trivial. By Lemmas 2.2 and 2.5, either ±ω1 or 0, ω2 are
weights of every multiple. The tensor product of two multiples with the former property has weight
0. It follows that that 0, ω2 ∈ Ω(σ), and hence ω1 + ω2, ω1 ∈ Ω(τ). If n > 2 then ε2 + ε3 ∈ Ω(τ),
and hence ω3 ∈ Ω(τ). So Ω(ρω1+ω2) ⊆ Ω(τ). Then 1 is an eigenvalue of τ by Lemma 3.3(3). 
Proof of Theorem 1.8. The ”if” part follows from Lemma 3.2. The ”only if” part follows from
Proposition 4.9. Indeed, we only have to show that (3) of Proposition 4.9 does not hold. For this,
in notation of 4.9 we have Si(g) = 1 (as defined prior to Lemma 3.8), and ω′ 6= 0. Then
∑
νi 6= 0,
and hence δ(
∑
νi) ≥ 1. It follows that (3) fails, and we are done. 
5. An application
5.1. Remarks on Weyl modules. For a definition of Weyl module we refer to [10, §3.1]. Here
we mainly use the fact that, for a simple algebraic group X, a Weyl module is an X-module (in
general, reducible) whose weight set coincides with the weight set of some irreducible representation
of the Lie algebra of X, equivalently, of the simple algebraic group over the complex numbers of the
same type as that of X (regarding the multiplicities of weights). (The word ”coincides” here means
the coincidence of the respective sets of strings (a1, . . . , an).) By [2, Ch. VIII, Proposition 5], this
implies
Lemma 5.1. Let X be a simple algebraic group, V˜ω a Weyl module of X with highest weight ω and
µ ≺ ω a dominant weight of X. Then µ is a weight of V˜ω.
Let G = Sp2n(F ) and the characteristic of F equal 2. Then the weight set of V˜ω, ω =
∑
aiωi,
in contrast with irreducible G-module Vω , has no singularity when an 6= 0. In particular, we have
the following version of Lemma 3.5(2) for Weyl modules:
Lemma 5.2. Let ω be a dominant weight of G and V˜ = V˜ω a Weyl module of highest weight ω.
Let g ∈ G be a semisimple element. Then g has eigenvalue 1 on V˜ unless possibly ω = ωi for i odd.
Proof. If ω is radical then the zero weight is a weight of V˜ , and the claim follows. Suppose ω is
not radical. Then ω1  ω. As ω 6= ωi, we have ω1 + ω2  ω by Lemma 2.2(5). By Lemma 2.5(2),
ω1 + ω2 ∈ Ω(V˜ ) and Ω(Vω1+ω2) ⊆ Ω(V˜ ). So Lemma 3.3(3) yields the result.
5.2. SL2n(F )-modules viewed as Sp2n(F )-modules. Let F be an algebraically closed field and
H = SL2n(F ), G = Sp2n(F ). Let T, T
′ be maximal tori of H, G, respectively. Under a Witt basis
e1, . . . , e2n of the natural FG-module, we assume that T consists of matrices t = diag(t1, . . . , t2n)
with t1, . . . , t2n ∈ F
× and t1 · · · t2n = 1, and T
′ consists of matrices t′ = diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 )
(t1, . . . , tn ∈ F
×). So T′ ⊂ T. The Bourbaki weights ε1, . . . , ε2n for H are defined by εi(t) = ti
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(i = 1, . . . , 2n). We denote by ε′1, . . . , ε
′
n the Bourbaki weights forG, which are defined by ε
′
i(t
′) = ti
for i = 1, . . . , n.
Then εi|T′ = ε
′
i if i ≤ n and εi|T′ = −ε
′
2n+1−i if i > n (or ε2n−i|T′ = −ε
′
i+1 for 1, . . . , n− 1). We
denote ω1, . . . , ω2n−1 the fundamental weights for H and ω
′
1, . . . , ω
′
n the fundamental weights for G.
In Lemmas 5.3, 5.4 and 5.5 F is a field of arbitrary characteristic p > 0.
Lemma 5.3. Let p be the characteristic of F. Let V be an irreducible H-module with p-restricted
highest weight, and µ a dominant weight of V |G (not necessarily p-restricted). Then all weights of
V˜µ occur as weights of V |H.
Proof. By Lemma 5.1 and [20], the set of weights of V coincides with that of an irreducible
H˜-module V˜ whose highest weight is the same as that of V . So µ is a weight of V˜ |G. Let LH and
LG be the Lie algebra over the complex numbers of the same type as H and G, respectively. (So
LH is of type A2n−1 and LG is of type Cn.) Then µ as a weight of LG is a dominant weight of
some irreducible representation Λ, say, of LG, and all weights of Λ are weights of V˜ |G. By [2, Ch.
VIII, Prop. 5], all weights of irreducible representation of LG with highest weight µ are weights of
Λ. Therefore, all weights of V˜µ are weights of V˜ |G.
Lemma 5.4. Let ω =
∑
aiωi be a dominant weight of H. Then ω|T′ =
∑
biω
′
i, where bi = ai+a2n−i
for i = 1, . . . , n− 1 and bn = an.
Proof. It suffices to prove the lemma for ω = ωi. If i ≤ n then ωi|T ′ = (ε1 + · · · + εi)|T ′ =
ε′1+ · · ·+ ε
′
i = ω
′
i. Let i > n. Then ωi|T ′ = (ε1+ · · ·+ εi)|T ′ = ε
′
1+ · · ·+ ε
′
n− ε
′
n−1−· · ·− ε2n−i+1 =
ε′1 + · · ·+ ε
′
2n−i = ω
′
2n−i. 
Lemma 5.5. Let V be an irreducible H-module with highest weight ωk for 1 ≤ k ≤ 2n − 1,
and let V ′ be a composition factor of V |G. Then the highest weight of V
′ is ω′j for some j with
1 ≤ j ≤ min(k, 2n− k) and k − j even.
Proof. We can assume k ≤ n by replacing V by the dual of it. The weights of V form the
W -orbit of ωk = ε1 + · · · + εk, where W is the Weyl group of H. So if µ is a weight of V then
µ = εi1 + · · ·+εik , where 1 ≤ i1 ≤ ... ≤ ik ≤ 2n. Let l be an integer such that il−1 ≤ n < il (it exists
unless ik ≤ n or i1 > n). Then µ|T′ = ε
′
i1 + · · ·+ ε
′
il−1
− ε′2n+1−il − · · · − ε2n+1−ik (with an obvious
refining for the exceptional cases). After canceling the terms occurring here with opposite signs, one
obtains a similar expression µ′ =
∑
brε
′
r with −1 ≤ br ≤ 1 for 1 ≤ r ≤ k. Moreover, k − s is even,
where s is the number of non-zero coefficients br. This is a weight of some irreducible constituent
of V |G. Recall that W
′, the Weyl group of G, acts transitively on every set ±ε′m1 ± · · · ± ε
′
ms for
any fixed s and integers 1 ≤ m1 ≤ ... ≤ ms ≤ n. Then the dominant weight in the orbit W
′µ′ is
ε′1 + · · ·+ ε
′
s. We conclude that the highest weight of V
′ must be ε′1 + · · ·+ ε
′
j = ωj for some j, as
stated.
Corollary 5.6. Let ω =
∑
aiωi be a 2-restricted dominant weight and ω
′ = ω|T′ =
∑
a′iω
′
i.
(1) a′i ≤ 2 for i = 1, . . . , n− 1 and a
′
n ≤ 1;
(2) if ω is not radical then ω′ 6= 2ω′j for any j = 1, . . . , n;
(3) if ω′ = ω′j for some j then ω = ωj or ω2n−j.
Proof. (1) follows from Lemma 5.4. (2) If j = n then the claim is a part of (1). Let j < n.
Then ω′ = 2ω′j yields aj + a2n−j = 2 and ai + a2n−i = 0 for i 6= j by Lemma 5.4. This means that
ω = ωj + ω2n−j, which is a radical weight. This is a contradiction.
(3) If j < n then aj + a2n−j = 1 and ai + a2n−i = 0 for i 6= j, an = 0. If j = n then an = 1 and
ai + a2n−i = 0 for i < n. So the claim follows. 
do1
Lemma 5.7. Let V be an irreducible H-module with 2-restricted highest weight ω. If ω 6= ωi for
any i ∈ {1, . . . , 2n− 1} then V |G has either weight 0 or all weights of Vω′
1
+ω′
2
.
Proof. Set ω′ = ω|T′ . It follows from [18, Theorem 39] that V |G has a composition factor U , say,
of highest weight ω′. (Indeed, let v+ be a vector of weight ω. Then v+ is stabilized by the unipotent
radical of certain Borel subgroup B of H, and hence by the unipotent radical of a Borel subgroup
B′ of G contained in B. Set V ′ = Gv+; by [18, Theorem 39], v+ is a highest weight vector of V ′.
Clearly, v+ does not lie in any maximal G-submoduleM of V ′, so V ′/M is an irreducibleG-module
of highest weight ω′.) By Corollary 5.6(3), ω′ 6= ω′i for any i = 1, . . . , n. By Lemma 2.2(2), either
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0 ≺ ω′, or ω′1  ω
′ and hence ω′1  µ  ω
′ for every dominant weight µ of U ; moreover, as ω′ 6= ω′i
for i = 1, . . . , n, we have ω′1 ≺ ω
′
1 + ω
′
2  ω
′ (Lemma 2.2(5)). By Lemma 5.3, V |G has all weights
of the Weyl module V˜ω′ . In turn, all weights of Vω′
1
+ω′
2
are weights of V˜ω′ , as stated. 
5.3. Real elements in SLn(q) and SUn(q).
Lemma 5.8. Let H = SLn(q) or SUn(q), where q is an arbitrary prime power, and let g ∈ H be a
semisimple element. Suppose that g is real. Then g is conjugate to a subgroup isomorphic to Spn(q)
or Spn−1(q) (depending on parity of n).
Proof. The multiplicity of every eigenvalue e of g as an element of GLn(Fq) equals that of e
−1.
By determinant reason, the multiplicity of −1 is even. If n is odd then 1 is an eigenvalue of g on the
natural module V for H , hence g is contained in a subgroup isomorphic to SLn−1(q) or SUn−1(q).
(In the unitary case observe that the 1-eigenspace V g of g on V is non-degenerate. So V g contains
an anisotropic vector, and the claim follows again.) So n can be assumed to be even. Then the result
is due to Wall [21, p.36]. (This is straightforwardly for H = SLn(q); for SUn(q) this is explained in
[6, p. 594]. For n, q even the result is explicitly stated in [6, Proposition 2.4].) 
Lemma 5.9. Let h ∈ H = GLn(q). If |h| divides q
i + 1 for some integer i > 0 then h is real.
Proof. It suffices to prove this for the case where h is irreducible and |h| > 2. Let E be the
enveloping algebra of 〈h〉 over Fq. By Schur’s lemma, E is a field, and E ∼= Fqn as h is irreducible.
Then |h| divides qn − 1, and hence (qn − 1, qi + 1), and also (qn − 1, q2i − 1). By [9, Hilfsatz 2],
(qn− 1, q2i− 1) = q(n,2i)− 1. If n is odd then q(n,2i)− 1 = q(n,i)− 1 = (qn− 1, qi− 1), so |h| divides
qi − 1. As (qi − 1, qi + 1) ≤ 2, we have |h| ≤ 2, a contradiction.
Let n = 2m be even and k = (m, i). Then (qn − 1, qi + 1) = (q2m − 1, qi + 1) which divides
(q2m − 1, q2i − 1) = q2k − 1. So |h| divides q2k − 1. As 2k|n, it follows that Fq2k is a subfield of
E ∼= Fqn , and hence h lies in the subfield E1 of E of order q
2k. This implies E1 = E and 2k = n,
k = m. Then m|i (as k = (m, i)), and i/m is odd. Indeed, if i = 2mj = nj then qi + 1 = qnj + 1;
as |h| divides qn − 1 and hence qnj − 1, it follows that |h| ≤ 2, a contradiction. So i/m is odd, and
hence qm + 1 divides qi + 1. In addition, (qi + 1)/(qm + 1) is odd, so |h| divides qm + 1. (Indeed,
(|h|, qi−1) ≤ 2, and hence (|h|, qm−1) ≤ 2 as m|i and qm−1 divides qi−1. So |h| divides 2(qm+1).
As |h| divides qi + 1 and qi + 1 = a(qm + 1) with a odd, we conclude that |h| divides qm + 1, as
claimed.)
Let N = NH(E). Then the Galois group Fqn /Fq is isomorphic to a subgroup of N/CH(E) by
the Noe¨ther-Skolem theorem [15, §12.6]. The Galois group Fqn /Fqm is of order 2, and the non-
trivial Galois automorphism of Fqn /Fqm sends x ∈ Fqn to x
qm . As |h| divides qm + 1, we have
hq
m
= hq
m+1h−1 = h−1. So h is real in GLn(q). 
Lemma 5.10. Let g ∈ G = SUn(q). Suppose that |g| divides q
i − 1 for some i odd. Then g is real.
Proof. It suffices to prove the lemma for the case where g stabilizes no non-degenerate proper
subspace of the underlying space V of G. Then either g is irreducible or n is even and V = V1 +V2,
where V1, V2 are g-stable totally isotropic subspaces of dimension n/2. In the former case n is odd
and |g| divides qn + 1, in the latter case g is irreducible on V1 and |g| divides q
n − 1. Note that
(qi − 1, qj − 1) = q(i,j) − 1 by [9, Hilfsatz 2].
In the former case |g| divides (qi− 1, qn+1), hence also (qi− 1, q2n− 1) = q(i,2n)− 1 = q(i,n)− 1.
So |g| divides qn − 1. As (qn − 1, qn + 1) ≤ 2, it follows |g| ≤ 2, and then g is real.
In the latter case g ∈ Y , where Y = {s ∈ G : sV1 = V1}. It is well known that Y ∼= GL(V1) ∼=
GLn/2(q
2). Furthermore, there is a basis B, say, in V such that B ∩ Vi is a basis of Vi for i = 1, 2,
and the matrix of every y ∈ Y is diag(x, (tx−1)J ) with x ∈ GL(V1), where
tx means the transpose
of x and J is the Galois automorphism of Fq2 /Fq of order 2 extended to GLn/2(q
2).
Let g = diag(h, (th−1)J )), so h is irreducible in GL(V1). If h is real in GL(V1) then g is real
in G, so we assume that h is not real in GL(V1). In addition, the characteristic polynomial of
h is irreducible as well as that of (th−1)J ; and they are distinct (otherwise V is a homogeneous
reducible Fq2 〈g〉-module, and then V contains a non-degenerate g-stable subspace (see [5, Lemma
6.3]). Therefore, CG(g)V1 = V1, so CG(g) ⊂ Y ; as the group CGL(V1)(h) is cyclic, so is CG(g).
As i is odd, n is even, we have (i, n) = (i, n/2). Therefore, |h| divides (qi−1, qn−1) = q(i,n)−1 =
q(i,n/2) − 1 by the above. As h is irreducible on V1, the Fq2 -enveloping algebra E, say, of 〈h〉 is a
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field of order qn, so the multiplicative group E× of E is of order qn− 1. The elements of E× whose
order divides qn/2−1 together with 0 form a subfield E1, say, of order q
n/2. So h ∈ E1. In addition,
n/2 is odd (otherwise E1 contains Fq2 , which is false as h is irreducible). Let d1 be a generator of
E×1 and d = diag(d1, (
td−11 )
J )) and D = 〈d〉. Then g ∈ D.
Note that Spn(q) contains a cyclic subgroup of order q
n/2 − 1. So the result follows if we show
that every cyclic subgroup of G of order qn/2− 1 is conjugate to D. For this it suffices to show that
D contains a Sylow r-subgroup R of G for some prime r such that CG(R) = E
×. We can assume
n > 2, as SU2(q) ∼= Sp2(q), and g ∈ Sp2(q) is real whenever (|g|, q) = 1.
By [11, Theorem 5.2.14], qn − 1 is divisible by a prime r such that r does not divide qj − 1 for
any j < n, unless q = 2, n = 6 or n = 2. By the above, n > 2; if (q, n) = (2, 6) then we take r = 7.
Then |R| = 7 and one can easily check that CG(R) = E
×.
In the non-exceptional case let R be the Sylow r-subgroups of D. Then R is a Sylow r-subgroups
of GLn/2(q
2). Comparing the orders of GLn/2(q
2) and G we conclude that R remains a Sylow
r-subgroups of G. (Note that (r, qj + 1) = 1 for 0 < j < n as otherwise r divides q2j − 1 and
(q2j − 1, qi − 1) = q(i,j) − 1 as i is odd; this contradicts the choice of r as (i, j) < n.) Finally, one
easily observe that CG(R) = E
×. 
Lemma 5.11. Let L = SLn+1(F ), n even, and let H = SLn+1(F ). Let φ be an irreducible
representation of L with p-restricted highest weight λ. Let λ1, . . . , λn be the fundamental weights of
L and ω1, . . . , ωn−1 be those of H.
(1) Suppose that n > 2 if p = 2 and if ν is the highest weight of a composition factor of φ|H and
ν is p-restricted then ν ∈ {0, ω1, . . . , ωn−1}. Then λ ∈ {λ1, . . . , λn}.
(2) Suppose that λ = λi with i ≤ n. Then φλ|H contains an irreducible constituent of highest
weight ωi−1. (If i = 1 then ωi−1 is interpreted as the zero weight.)
(3) Let ψ be any representation of L and G = Spn(F ). Then ψ|G has weight 0.
Proof. We can view H as a subgroup of L of shape diag(H, 1) or diag(1,H). Then the reference
torus TH of H (chosen to be the group of diagonal matrices) is contained in that of L and a Borel
subgroup B of H containing TH is contained in a Borel subgroup of L that contains the reference
torus T of L. Then εn(TH) = 1 in the former case and ε1(TH) = 1 in the latter case.
(1) Let λ =
∑
aiλi. Then the restriction φ|H has composition factors with highest weights
a1ω1 + · · · + an−1ωn−1 and a2ω1 + · · · + anωn−1. These weights are p-restricted so must lie in
{0, ω1, . . . , ωn−1}. This implies the claim unless possibly λ = λ1+λn. Then φλ1+λn is well known to
be the unique non-trivial irreducible constituent of the adjoint module (when L acts by conjugation
of the ((n + 1) × (n + 1))-matrices with trace 0). For n > 3 one can easily observe that φω1+ωn−1
is a constituent of the adjoint module and hence of Vλ1+λn , whence the result. If n = 2 then the
restriction of φλ1+λ2 to H has an irreducible constituent of highest weight 2ω1, which is p-restricted
for p 6= 2. So this option is rules out.
(2) Vλ has weight µ := ε1 + · · · + εi−1 + εn. Let 0 6= v ∈ Vλ be a vector in the µ-weight space.
Then v is a primitive vector forH, that is, Bv = 〈v〉. Therefore, V ′ := 〈Hv〉 is aH-module (possibly
reducible) with highest weight ε1 + · · · + εi−1 [18, Theorem 39]. Then one can factorize V
′ by a
maximal submodule to obtain a composition factor with highest weight ωi−1, as claimed.
(3) It suffices to prove this for tensor-indecomposable irreducible representations, and then we
can assume that ψ has a p-restricted highest weight µ, say. Then either 0 ≺ µ or λi  µ for some
i ∈ {1, . . . , n}. If i is even then ψλi |G has weight 0 by Lemma 5.5. If i is odd then ψλi |H has a
constituent ρ, say, of highest weight ωi−1; as i− 1 is even, ρ|G has weight 0, by Lemma 5.5. 
Corollary 5.12. Let H = SLn+1(q) or SUn+1(q), where n is even, p a prime dividing q, and let ρ
be a p-modular representation of H. Then ρ(g) has eigenvalue 1 for every real element g ∈ H.
Proof. It suffices to prove the theorem for ρ irreducible, and with p-restricted highest weight. By
Lemma 5.8, we can assume that g ∈ G ∼= Spn(q). So the result follows from Lemma 5.11(3). 
Theorem 5.13. Let H = SLn+1(F2), let H = SLn+1(2) or SUn+1(2), and let g ∈ H be a semisim-
ple element. Let φ be an irreducible representation of H with highest weight λ.
(1) Suppose that g ∈ H is real. Then φ(g) has eigenvalue 1 unless (possibly) n + 1 is even and
λ = 2iλ′, where λ′ is some fundamental weight of H.
(2) Suppose that H = SLn+1(2) and |g| divides 2
i + 1 for some i, or H = SUn+1(2) and |g|
divides 2i − 1 for some i odd. Then the conclusion of (1) holds.
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Proof. It suffices to prove (1) as g in (2) is real by Lemmas 5.9 and 5.10. Furthermore, if n+ 1
is odd then the argument in the proof of Corollary 5.12 works and yields the result. So we assume
that n+ 1 is even. By Lemma 5.8, we can assume that g ∈ G = Spn+1(2).
Let λ1, . . . , λn be the fundamental weights of H and ω1, . . . , ω(n+1)/2 those of G = Spn+1(F2).
Suppose first that λ is 2-restricted. By Lemma 5.7, ρ|G has either weight 0 (and we are done) or
all weights of an irreducible representation of G with highest weight ω1 +ω2. In the latter case the
result follows by Lemma 3.3(3).
Suppose that λ is not 2-restricted. Then λ =
∑
2jµj , where µj are 2-restricted dominant weights.
Then φ = ⊗jρ2jµj and φ|H = ⊗jρµj |H . Clearly, we only need to examine the case where this product
has at least two terms. If µj is not radical, denote by µ
′
j the fundamental weight such that µ
′
j  µj ,
otherwise set µ′j = µj . Then Ω(⊗jρµ′j ) ⊆ Ω(⊗jρµj ), so it suffices to prove the theorem for the case
with µj = µ
′
j . Set νj = µ
′
j |T′ , where T
′ is a maximal torus of G as in Lemma 5.4, which tells us
that νj ∈ {ω1, . . . , ωn} whenever µ
′
j is not radical. For such j the weights of the Weyl module V˜νj
are weights of ρµj (Lemma 5.3). In addition, either νj is radical or j is odd and V˜νj has weights ±ω1
(Lemmas 2.2 and 2.5 ). So the tensor product of two such modules has weight 0. It follows that that
we can write φ|G = φ1 ⊗ φ2, where φ1|G has weight 0 and φ2 = ρµj for some j, where ρµj contains
all weights of V˜νj for some νj ∈ {ω1, . . . , ωn} with j odd. If φ1 is trivial then the result follows by
Corollary 5.6(3). Otherwise, φ1|G has weight ω2. Indeed, the weights of σ ∈ Ω(φ1) have the same
residue modulo the radical weights (as so are the weights of every multiple ρµj ), and σ|T′ = 0 for
some σ. It follows that σ|T′ is radical for every σ ∈ Ω(φ1). In particular, this is the case for σ|T′
to be the highest weight of a non-trivial composition factor of φ1|G. The latter has weight ω2 by
Lemma 2.5, and hence the weight ε2 + ε3 if n > 2. So all weights of Vω1+ω2 are weights of φ|G.
Then the result follows by Lemma 3.3. 
Proof of Theorem 1.7. The result is a special case of Theorem 5.13.
The following Lemmas 5.14 and 5.15 show that the result of Theorem 5.13 is in a sense best
possible.
Lemma 5.14. Let h ∈ H = SL2n(2). Suppose that |h| = p, where p = 2
n + 1 is a prime. Let
φ be an i-th exterior power of the natural F2H-module, where i is odd. Then φ(h) does not have
eigenvalue 1.
Proof. Note that h is conjugate to a Singer cycle in G = Spn(2). By Lemma 5.5, the composition
factors of φ|G are of highest weights ω
′
j for j odd. So Lemma 3.2 yields the result. 
Lemma 5.15. Let h ∈ H = SUn(2). Suppose that |h| = p, where p = 2
n/2 − 1 is a prime. Let φ
be an i-th exterior power of the natural F4H-module, where i < n − 1 is odd. Then φ(h) does not
have eigenvalue 1.
Proof. This follows from Lemma 3.1. Indeed, n/2 is odd, so h is conjugate to an element of
G = Spn(2) (Lemmas 5.10 and 5.8). Moreover, h ∈ G is a Singer cycle, so h is a generator of
a (cyclic) maximal torus Tw of G labeled by an element w of the Weyl group which transitively
permutes ε1, . . . , εn. Let Wi be as in Lemma 3.1. Then w is conjugate to an element of Wi if and
only if i = n. As in Lemma 5.14 one observes that the composition factors of φ|G are of highest
weights ω′j for j ∈ {1, . . . , n} odd. Then the reasoning in the proof of Lemma 3.2 shows that h does
not have eigenvalue 1 on Vω′
i
whenever i < n− 1 odd. 
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