ABSTRACT Although radio frequency ablation is the most effective treatment for atrial fibrillation (AF), there is still a high recurrence rate. The purpose of this paper was to initially assess the probability of the recurrence of AF based on the preoperative body surface potential mapping (BSPM) signals, in other words, to predict the efficiency of ablation and assist physicians in developing more effective treatment options. At present, deep learning methods based on convolutional neural networks (CNNs) do not require complex mathematical abstractions or manual interventions; thus, higher computation efficiency can be obtained in such research. However, the use of the fully connected multi-layer perceptron (MLP) algorithms has shown low classification performance. This paper proposes an improved CNN algorithm (CNN-SVM method) for the recurrence classification in AF patients by combining with the support vector machine (SVM) architecture. The algorithm is validated on the preoperative AF signals of 14 patients for classification. All postoperative patients are followed up for one year; ten of them remain in sinus rhythm, whereas the other four turn back to AF. The ECG data for these patients are obtained through the 128-Lead BSPM system. The results show that the proposed CNN-SVM method can automatically extract the characteristic information through the CNN network. The constructed model ultimately achieved an accuracy of 96%, a sensitivity of 88%, and a specificity of 96%. It is concluded that the CNN-SVM method solves the drawbacks of MLP only for separating linear data. It improves the overall performance of AF recurrence classification, thereby providing a valuable reference for doctors to develop personalized treatment plans.
I. INTRODUCTION
Atrial fibrillation (AF) is the most common sustained arrhythmia encountered in clinical medical research [1] , [2] . To date, the generally recognized therapeutic method for AF is radiofrequency ablation, however, the probability of AF recurrence is still so high [3] , [4] . Therefore, it is clinically important to predict the probability of AF recurrence based on preoperative AF signals. It can also guide the doctors to
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In order to precisely forecast AF recurrence, data acquisition, feature extraction, optimal feature selection and classification algorithms are demanded. For data acquisition, many previous studies have used postoperative sinus ECG signals for short-term and long-term AF recurrence classification [5] . In these studies only standard 12-lead ECG signals or epicardial data from AF canine models are used [6] . In this paper, we use the patient's preoperative AF signals. These patients' operation implementation is the same doctor and the same procedure (Maze IV). It is to make sure that the impact of the surgical plan on each patient is minimized, so as the patient's AF recurrence has more correlation with the patient's own ECG characteristics. At the same time, BSPM technology [7] which can cover nearly the whole torso and be compatible with standard 12 leads is employed in our system to obtain ECG signals with more multi-dimensional information.
There have been several methods developed by combining feature extraction techniques and classification algorithms. They have been successfully applied for the detection as well as recurrence classification of AF. However, the commonly used feature selection is done to suit the needs of a particular data set. These artificially extracted features yield satisfactory accuracy within a particular set of data, but have not been able to concede optimal performance in other data set. In fact it is very challenging to construct a general feature extraction and classification technique to suit all data sets. Deep learning algorithms [8] have gradually entered people's field of vision in recent years, and are widely used as an alternative approach to effectively address these above mentioned issues due to their automatic learning and extraction of abstract features.
Among these algorithms, the convolution Neural Network (CNN) has emerged as a popular pattern recognition technique, which combines feature extraction, feature reduction and classification techniques. The feed-forward artificial neural network calculates convoluted optimal features and classify the data by using the fully connected multilayer perceptron (MLP) with back-propagation learning. The MLP structure shows excellent performance in terms of detection accuracy, but it has some drawbacks. First, the convergence speed of CNN is not fast, and the back-propagation training is slow as it requires a large number of iterations. Next, the algorithm is only suitable for linearly separable data sets, and finally the MLP classifier's construct of hyper-planes is not optimum in terms of maximizing the margin between the classes. To overcome these drawbacks, the Support vector machine (SVM) classifier is proposed in this paper. The SVM algorithm has gained wide acceptance in signal and image processing applications. It also adopts kernel functions to map samples to high-dimensional space, so that it can construct an optimal hyper-plane to distinguish samples and has shown improved performance for classification of nonlinear data samples [9] , [10] .
In this paper, this modified algorithm is validated on the preoperative AF signals obtained by BSPM system for the classification of AF recurrence. It turns out that CNN-SVM algorithm has improved the overall performance. At the same time, we also investigated the influence of various structural parameters of CNN and SVM on the classification effect.
Due to the limited training samples, this study is only a preliminary exploration of the application of deep learning in the classification of AF recurrence. For the risk of potential over-fitting caused by a small sample size, early stopping and regularization are used to attenuate the effect, and the training is terminated when the accuracy of the verification set no longer rises within 10 epochs.
II. RELATED WORKS
There are numerous machine learning algorithms and many hybrid and combinational models are employed in recent years, whose main effect lies in logical regression, feature extraction and data classification. Every means has their own advantages, for instance, K-Nearest Neighbor [11] gives optimal error rates depending on distance between members, so it can suit unsupervised classification which is known as clustering algorithm. Decision Tree is also a classification algorithm [12] , which calculates the weights under different decisions. These above methods are all suitable for linear signals and they are getting challenged to extract characteristics of nonlinear data. In addition to this, selecting proper features from these techniques will take a lot of time.
Deep learning algorithm consists of multi-layer network structure, which has gained popularity in the processing system of image, text and nature language [13] . Many other algorithms have been derived such as Recursive Neural Network (RNN), Long Short-Term Memory (LSTM) and so on [14] , [15] . Among these algorithms, the Convolution Neural Network (CNN) has developed superior ability to extract features and can reduce the computational time of the classifier [16] .
In our research, CNN is expected as the best choice for feature extraction while we need to predict the possibility of AF recurrence from the preoperative AF signals. Furthermore, as SVM can get desired split distance in the hyperplane, an integrated algorithm is proposed here by combining CNN and SVM algorithms together to improve the overall performance of the classification system.
III. METHODOLOGY A. CONVOLUTION NEURAL NETWORK 1) THE ARCHITECTURE
The primary operations involved in CNN are convolution, non-linearity, pooling, and classification [17] , [18] . In convolution layer, various feature maps which can reflect some special characteristics of different signals would be extracted through elements that can be written as w m,n (m ≤ s, n ≤ t) We often add W b as bias in each calculation. Hence in general, the convoluted feature maps a i,j is obtained by,
where f () is an activation function. In max-pooling layer, the original feature maps are segmented by a non-overlapped window. Considering ↓ s as the width of pooling window whose width and height are as the same, and p as the stride, we can assume the s [i, j] as the new element of pooling maps and a[m, n] as one value of the the feature maps. Hence the pooling outputs can be given by,
where u In this work, the CNN model is composed of 1 shallow stream of 2-layer convolution neural networks (Conv in Fig. 1 ) and 1 fully connected layer (FC in Fig. 1 ) after them, as shown in Fig. 1 . The nonparametric layers, including 2 pooling layers and 1 softmax layer, are also of great significance in this architecture. The optimal parameter combination is given in the section V.
2) TRAINING
Standard back-propagation algorithm [19] with a batch size of 32 is implemented for stochastic learning. The weights are updated according to (3) .
where w, l, n, λ, ts, x, and c denotes the weight, layer number, learning rate, regularization parameter, total number of training samples, batch size, and cost function respectively. In addition, the biases are updated through (4).
SVM is an excellent nonlinear classification method that maps multidimensional features to high-dimensional spaces and maximizes the distance directly by constructing optimal hyperplane data sets [20] . Considering x as the input data to be classified and y i as the target or the class label (y i ∈ {+1, −1}), the decision function g(x) is given by,
and,
where the w is weight and the b is bias. You can simplify this expression with an inequality that constraints as formula below,
In order to maximize the margin of separation between the classes (2/ w ), SVM can get the optimal hyper-plane by minimizing (w · w T ) under the constraints of (7).
where ξ i is a slack variable and C is regularization parameter. If some points mix into another class, the border can shrink as much as possible to ensure classification accuracy by increasing the C, and vice versa. Finding the optimal solution of the inequality (8) is equivalent to finding the solution to the dual problem, so the Lagrange equation is constructed according to the constraints
where the variable α i is the Lagrange multiplier. The extreme value of this function can be calculated with repeat to w and b. Hence,
so we can calculate the α * by SMO algorithm [21] , and expand the terms above,
Then the classification decision function can be rewritten as,
The term (x·x i ) is only for linear classifier. When nonlinear transformation is demanded, a kernel function should become VOLUME 7, 2019 a substitute, so the decision function will be modified as,
where the K () is the kernel function, which has three types as linear kernel, the polynomial kernel and Gaussian kernel.
C. THE PROPOSED METHOD
In the previous analysis, CNN is widely used due to its flexibility and concision in feature extraction. Unfortunately, the fully connected MLP classifier can only get local optimal solution by means of multiple iterations, which is not good at dealing with nonlinear classification problems. Meanwhile, as mentioned before, the SVM algorithm showed better classification performance by finding an optimal hyper-plane to separate data set from different classes. Thus in this section, a novel algorithm integrated CNN architecture with SVM classifier which can take the place of MLP classifier is proposed. The Fig. 2 depicts the flow chart of the entire procedure.
First of all, original data will be calculated through convolution layer by feed-forward channel, then the calculation results will be fed to max-pooling layer. Considering x i,j as the input data, if the trained weights and bias are indicated by w * w,n (m ≤ s, n ≤ t) and b * , the feature map c i,j can be expressed as,
In the next step, the feature maps should be optimized and down sampled through max-pooling layer. The results show as,
where s [i, j] are the segmented feature maps. After the features are extracted from the input raw signal, they are then stretched as a one-dimensional vector through a flatten layer. Finally, the vector is trained into a SVM algorithm where the classifier learns to distinguish the signal into their respective classes. As mentioned in the theory of the SVM classifier, the algorithm constructs a hyper plane with maximum margin of separation. Considering the training sample data as τ (t), where s[m, n] . . . , and suppose that t ≤ N . The training samples set can be written as Q{ ((y(1), τ (1) ), . . . ((y(i), τ (i) ))}, where {y(1), y(2) . . . y(i)} is the target or the class label (y(i) ∈ {+1, −1}). So the decision function with kernel can be given by,
1) LINEAR KERNELS
The kernel function is given by,
Hence the decision function looks like this,
where q represents the degree of polynomial kernel. Then the decision function is,
where the δ is the width of kernel. The decision function is derived as,
D. IMPLEMENTATION OF THE PROPOSED CNN WITH SVM
The rearranged samples are directly given to the CNN algorithm which is programmed under the Python environment.
In the architecture described above, the number of CNN layer and max-pooling layer is the same, both are 2. So the feature maps will be extracted by convoluting the input signals with a kernel weights and reduced by down-sampling through maxpooling layer. In this work, unlike traditional CNN networks, a fully connected MLP layer is replaced by SVM algorithm to classify the feature maps. First the samples should be divided into training sets and testing sets according to the ratio of 4 to 1. Next, two types, AF Recurrence and Sinus Rhythm, are set as binary class. At the same time, AF Recurrence samples are labeled as positive (+1) and the rest of samples are labeled as negative (−1). Then, during the training process, training sets with labels are fed to CNN networks to generate the feature maps. Finally the remaining acquired data set is given to the trained SVM model for classification of their class.
In the above process, we achieve the CNN network with Keras, a high-level neural network API for Python. In addition, we choose the dedicated SVM toolkit to set up the SVM classifier. This toolkit is Scikit-learn, which is integrated into the SVC API.
IV. EXPERIMENT PROCEDURE A. ACQUISITION OF ECG SIGNALS
In this section, a signal acquisition system will be introduced, which can collect ECG signals and store them. The scene of experimental operation is shown in Fig. 3 The details of the acquisition process is as following.
1) OBJECTS OF OBSERVATION
BSPM signals (BSPMs) were measured on 14 patients with AF. The related information about their clinical diagnosis results and personal information are summarized in Table 1 . These data were supported from West China Hospital and the study was approved by the ethics review board of West China Hospital, Sichuan University. Furthermore, the recorded personal information which was permitted from all the patients was anonymous and unused in other research. 
2) 128-CHANNEL BSPM SYSTEM
The BSPM system mainly consists of two parts, the frontend electrode vest with 14 bands and an integrated back-end acquisition system called NeuroScan. The former was developed by Cardiac Electrophysiology and Pacing Laboratory of Fudan University and the latter is a multi-channel recording system for acquiring ECG signals (model ESI-128, Compumedics Ltd., Australia). The electrode vest consists of an elastic band and copper-plated electrode points separated by 3.5 cm intervals. It can provide patients with a very comfortable and convenient wearing experience. 74 electrodes on the chest and 54 electrodes on the back can cover a large enough area of the body surface. This method is compatible with the standard 12-lead electrode coordinates and can collect ECG signals containing more spatiotemporal information. Considering the poor quality of the signal collected at the boundary location, we finally selected 112 electrodes from 128 for generating samples. As shown in Fig. 4 , all selected electrode points are divided into 4 regions. Each region actually contains 28 electrode points, while the same area has the same label. The back-end acquisition system can amplification, filtering, displaying and storage of the BSPMs [7] with 24bits A/D, whose sampling frequency is set as 1 kHz.
B. DATA PREPROCESSING 1) FILTERING OF BSPMs
During our acquisition process, we removed the interference at 50Hz frequency through 50 Hz notch filter. Then these raw data were processed by the classical preprocessing methods with three steps. Firstly, the raw ECG signals would pass a digital, zero-phase, third-order Butterworth with the range of 0.5-100Hz. Secondly, we would get the absolute value of the outputs from previous procedure, and finally the signal would pass a third-order Butterworth filter with a 20 Hz cutoff. After such processing, the ventricular activity can be greatly suppressed [22] .
2) NORMALIZATION
Due to individual differences and even the position of the different 112 leads, there will be a large deviation between the amplitude of the acquired signals. Moreover, the singular values in the sample set will lead to extended training time and the inability of the parameters to converge. To speed up the network learning, we subtract the mean of each data and divide it by the standard deviation to achieve normalization. After this process, the effects of different amplitudes among ECG recordings can be eliminated. The normalization function is defined as:
where X refers to the ECG recording values, X refers to the average and S is the standard error of these values.
3) GENERATE INPUT SAMPLES
Through the previous treatment, we got BSPMs of 180 seconds from each patient. After the first 10-second and the last 10-second data were removed, we kept the 160-second signal for classification. Because the sampling frequency is 1 KHz, 160 seconds raw signal contains 160000 data points. As a whole, every region of the body has 28 electrode points and there are 4 regions and 14 patients. If we set data of 28 electrode points in 0.5 second as a sample matrix S 500×28 , the amount of samples is 17920. As a result we can get the data set as a three-dimensional matrix like S 500×28×17920
C. CROSS VALIDATION
As the sample size is relatively small, the 10-fold crossvalidation is applicable in this work. The original dataset is randomly partitioned into ten equal sized subsets. Each time one of them is taken out as a test set, and the remaining samples are used as a training set. The model's classification results are then combined to assess the average performance of the model on the entire dataset.
D. MODEL PARAMETERS SELECTION 1) ACTIVATION FUNCTION
Activation function is very important for the artificial neural network model to learn and understand very complex and nonlinear functions. However, the traditional activation function (Tanh, Sigmoid ) has the drawback that the gradient disappears. ReLU (Rectified Linear Unit) structure compensates for the disappearance of the gradient through a unique structure. Therefore, the ReLU is chosen as the activation function of the CNN-SVM network. And the ReLU function is as follows:
The optimizer is evolved from the most primitive gradient descent algorithm, and many variants have emerged. The randomness of Stochastic gradient descent (SGD) helps to avoid the model falling into the local solution, but it is easy to cause shock due to frequent updates. By introducing the momentum factor and the adaptive learning rate, the optimizer is improved, and Adam can automatically calculate the corresponding learning rate according to different parameters. Adadelta and RMSprop [23] can store the exponential decay of the square vt of the previous gradient. Practice has proved that Adam is better than other adaptive learning methods, so it is finally adopted as the optimizer. The gradient update rule is:
where the θ represents the gradient, α represents the stepsize and is the momentum factor, vt and mt are respectively biased first moment estimate and biased second raw moment estimate.
3) L2 REGULARIZATION
In the process of machine learning, when the training data is not enough, or is overtraining, it often leads to over-fitting. The general solution is the amplification of data sets. Because the data is limited in our study, we choose the L2 regularization method. L2 regularization adds a L2 norm with a penalty factor λ after the cost function, which can reduce the weight only on the basis of the existing data volume. Smaller weights, in a sense, indicate a lower network complexity and are good for data fitting.
where l(x) represents a loss function with a regular expression. Besides, L(X ) is the cross entropy loss and W i is the feature weight of the i − th layer of the fully connected layer.
V. RESULTS AND DISCUSSION

A. EVALUATION OF PERFORMANCE MEASURES
We take three statistical indicators to evaluate this classifier. These indicators are sensitivity (SE), specificity (SP) and accuracy (ACC). The CNN net with MLP classifier eventually gets the accuracy of 93.14%, the sensitivity of 83.50% and the specificity of 95.99%, respectively. The optimal hyper-parameter combination is shown in Table 2 .
B. EVALUATION OF DIFFERENT KERNELS OF SVM
Out of the previous step, we have got the most suitable CNN model. As described above, there are three different SVM kernels to construct the classifier and our goal is to find an optimal combination with all of these hyper parameters. The ROC curve is always used to evaluate the performance of classifier with comparison of various SE and SP which have some intrinsic relevance. We had used 100 CNN feature 77854 VOLUME 7, 2019 samples as input data, among which half are positive samples and the rest are negative. In the next step, we would calculate the probability of SE from each sample, and then we draw the Fig. 5 using statistical methods about ROC curve.
Here the CNN with RBF kernel of SVM is the optimal combination. As we can see in Fig. 5 , the classifier with RBF kernel of SVM cover the more area than the other curves of Sigmoid kernel and Poly kernel.
C. COMPARISON BETWEEN CNN AND PROPOSED ALGORITHM
Through the previous steps, we had got the CNN model and the optimal SVM kernel. Surely, we would compare performance of traditional CNN model with CNN-SVM algorithm.
The statistical results are given in Fig. 6 . The CNN-SVM model ultimately achieves accuracy at 96%, sensitivity at 88% and specificity at 96%. Its performance is much better than CNN model especially for sensitivity which we care more about. The sensitivity could reflect the ability of a classifier to identify patients with AF recurrence.
VI. CONCLUSION
The modified CNN-SVM model can achieve classification of AF recurrence much better. Traditional CNN model could extract feature maps through the convolution layer and these features will be reduced after passing max-pooling layer. The final data which obtain a lot of characteristic information of objects are fed to MLP units to carry out classification. Though the CNN model using MLP has got relatively promising performance, it's not enough. MLP just do well in classification of linear data, which is not good at dealing with non-linear signals. To overcome these drawbacks, the proposed architecture integrates CNN feature extraction with SVM classifier. Meanwhile the optimized feature maps will be extracted and down-sampled and fed to SVM. The developed system is tested on signals acquired from BSPM system, then we compare the performance between CNN model and CNN-SVM kernel. It was observed that modified algorithm achieved better performance, and CNN performs well in feature extraction.
Our BSPM signals and labels from patients of AF recurrence are limited. Continuous follow-up of patients takes a long time, and it demands a lot of human and material resources. What is more, there is no public database that records these required data.
For further research, we would establish a follow-up system so that we can get timely feedback. Meanwhile, large amounts of data will help optimize the proposed algorithm and reduce the effect of individual differences on the results. 
