ABSTRACT Crash injury severity prediction is a promising research target in traffic safety. Traditionally, various statistical methods were used for modeling crash injury severities. In recent years, machine learningbased methods are becoming popular due to their good predictive performance. However, the machine learning-based models are usually criticized as they perform like a black-box. In this paper, we aim at comparing the predictive performance, including prediction accuracy and estimation of variable importance, among various machine learning and statistical methods with distinct modeling logic for crash severity analysis. The crash severity, road geometry, and traffic flow data were collected at freeway diverge areas in Florida. We estimated two most commonly used statistical methods which were ordered probit (OP) model and multinomial logit model, and four popular machine learning methods, including K-Nearest Neighbor, Decision Tree, Random Forest (RF), and Support Vector Machine. The correct prediction rate for each crash severity level and the overall correct prediction rate were calculated. The results showed that the machine learning methods had higher predicting accuracy than the statistical methods, though they suffered from overfitting issue. The RF method had the best prediction in overall and severe crashes while OP was the weakest one. We compared variable importance on crash severity via perturbation-based sensitivity analyses. The results showed that the inferences of variable importance from different methods were not always consistent and should be paid careful attention.
I. INTRODUCTION
Crash injury severity modeling is of great interest to many traffic safety researchers. Crash severity models can predict the severity that may be expected to occur for a crash, which helps hospitals provide proper medical care as fast as possible. In addition, studies on crash injury severity can also help better understand what factors contribute to injury severity once a crash occurred which helps reduce crash severity and improve road safety. Crash severities are usually measured by several discrete categories which are fatal, incapacitating injury, non-incapacitating injury, possible injury, and property damage only.
Traditionally, the most commonly used methods for crash injury severity analysis are statistical models.
Savolainen et al. [1] presented a comprehensive literature review on the methodologies for crash injury severity analyses. Among them, the ordered probit (OP) model is probably the most commonly used modeling technique [2] - [6] . Other common statistical models used for the analysis of crash severity include the multinomial logit (MNL) model [7] - [9] , and the binary logit (BL) model [10] .
Statistical models have advantages that they output clear formulas between dependent and explanatory variables and the results are easy to interpret. However, statistical models have some limitations. For example, statistical modeling technique requires assumption about the distribution of data, and a linear function is used to link the dependent variable to explanatory variables. Those assumptions may not be always true. If such assumptions are violated, incorrect parameter estimations will be generated [11] - [14] . In addition, other issues such as multicollinearity [15] , within-crash correlation [9] , [16] and unobserved heterogeneity [17] , [18] could affect model estimation. Some complex frameworks are usually required to reduce the negative impacts caused by those issues, which makes those statistical models hard to solve and difficult to use in practice [1] .
To overcome the limitation of statistical models, previous studies have applied machine learning methods for crash injury severity prediction [19] - [24] . Machine learning models do not contain pre-assumed relationships between variables. Thus, machine learning methods have been reported to produce better fitting than statistical methods. In a recent study, Iranitalab and Khattak did the comparison between four statistical and machine learning methods in predicting crash severity [24] . The methods include the Multinomial Logit (MNL) model, Nearest Neighbor Classification (NNC), Support Vector Machines (SVM) and Random Forests (RF). The correct prediction rates showed NNC had the best prediction performance in overall and more severe crashes. RF and SVM had better performances than the MNL model. However, the study did not compare the result with the most commonly used OP model. In addition, their conclusions on the superiority between statistical models and the machine learning methods need broad supports by other datasets.
A major limitation associated with the aforementioned machine learning methods is that they generally work like a black-box, which does not directly report the correlation between crash injury severity and explanatory variables. Previous machine learning methods were mostly used only as prediction tools. In recent years, researchers have proposed sensitivity analysis method to minimize the black-box problems associated with machine learning models and to identify the impacts of explanatory variables [13] , [14] , [25] - [27] . Sensitivity analyses are usually conducted through a data perturbation and before-after comparison, and the contribution of explanatory variables on the probabilities of injury severities are quantified. Sensitivity analysis has greatly expanded the application potential of using machine learning models for traffic safety studies. In our previous study [13] , we have compared the performance between the SVM and OP models for crash severity analysis. Until recently, however, no previous studies have compared the estimation of variable importance between various machine learning methods and statistical models for crash severity.
The primary objective of this study is to compare the predictive performances for crash injury severity analysis between six machine learning and the statistical models. Based on crash severity data collected from freeway diverge areas in Florida, the paper has two main tasks: 1) comparison of prediction accuracy of six methods including the K-Nearest Neighbor (KNN), Decision Tree (DT), RF, SVM, OP and MNL in predicting each crash severity; and 2) sensitivity analyses to infer the importance of explanatory variables on crash severity, and comparison of variable importance between different methods.
The rest of this paper is organized as follows. The following section introduces the data source. Section 3 presents the methodologies used in this study. Section 4 gives the model comparison results. The paper ends with conclusions and discussion in Section 5.
II. DATA SOURCE
At freeway diverge areas, the predictors and their impact on crash injury severity may be different from other roadway sections, and thus deserve specific analysis and evaluation. In our study, crash injury severity data were obtained from the State of Florida in United States (see [13] , [28] for more data details). A total of 326 freeway segments were selected. The study area includes a deceleration area and an exit area with a length of 762 m (2500 ft). Four exit types were identified according to the lane arrangements for traffic to exit [28] . Three-year crash data were collected at the segments of interests. A total of 5538 crashes were used for the analysis in this study. The injury severity data includes five levels, as shown in Table 1 . Level 1 is no-injury crashes which account for more than half of all crashes (52.5%). Level 2 is possible/invisible injury crashes which account for 26.4% of total crashes. Level 3 and level 4 denote no-capacitating injury crashes and incapacitating injury crashes (15.1% and 5.1% of all crashes). Level 5 represents fatal crashes with the smallest proportion of 0.9%. Statistical information of various variables are shown in Table 2 . 
III. METHODOLOGY
In this study, four machine learning models with distinct classification logic were applied. Those models are supervised learning in nature which treat crash injury severity modeling as a classification problem: the crashes are classified into different categories according to their severity level. The machine learning models need to be trained by the labeled dataset, and then can predict the injury severity given the crash attributes. In the two statistical models, the OP model treats crash injury severity as an ordinal variable and estimates the relationships between injury severity and explanatory factors. The MNL model treats crash injury severity as a category variable without recognizing the ordinal feature of injury severity, but allows each severity level change independently. It could be interesting to see which model performs better in predicting crash severities.
A. OP MODEL
The OP model has been widely used for fitting an ordinal response data structure. Assuming that Y represents the injury severity level, then a latent variable Y * is given as:
where X is the vector containing the full set values of crashrelated variables, β is the vector of coefficients associated with the explanatory variables, and ε is a random error term following a standard normal distribution. The value of the dependent variable Y is then given as:
where J is the number of injury severity levels (in this case, J = 5), and τ j is the threshold parameter (cut-off points) to be estimated for each severity level. The probability for Y taking a particular value j is given by:
where P(Y = j) is the probability of response variable taking a specific severity level j, (·) is the standard normal cumulative distribution function, and the threshold parameter τ j satisfies the restriction τ 1 < τ 2 < · · · < τ J −1 . For the VOLUME 6, 2018 classical OP model, the values of β and Y * can be determined by the Maximum Likelihood Estimate method.
B. MNL MODEL
MNL model fits the scenario when the dependent variable is nominal which means the categories cannot be ordered in any meaningful way. There should be more than two categories for the dependent variable. Though ignoring the severity order may lose useful information in the data, the MNL model has the advantage over the OP model that the variables related to each injury severity can be different. Thus the MNL model may capture the relationship between injury severities and explanatory variables better. The latent variable Y * is given as a function of explanatory variables. In the MNL modeling framework, the utility can directly be converted to a probability, indicating the probability of injury severity j given measured attributes of explanatory variables for the individual. Considering the 1= No injury as the reference category, the probability of choosing an alternative can be calculated as:
The parameters β for each severity level can be estimated using the maximum likelihood estimation method.
C. DT
DT is a popular tool in machine learning which has been commonly used in classification tasks (which is noted as the classification tree approach). A flowchart-like structure is used in the DT for classification. Each internal node represents a test on a variable, each branch represents the outcome of the test, and each leaf node represents a class label. The paths from root to leaf represent the classification rules. DT with the closely related influence diagram is used as the visual and analytical decision support tool for the classification analysis. For the crash severity modeling, each node in the DT represents a severity predictor and each branch represents one of the states of this variable. A tree leaf (or terminal node) denotes the expected injury severity depending on the information contained in the training dataset. When a new crash sample of the test dataset is obtained, a decision or prediction about the severity of the crash can be made by following the path in the tree from the root to a leaf, using the dividing variable values. The key to the decision tree is how to choose the best attributes. We hope that the samples in the branch nodes should belong to the same category as much as possible, that is, the purity of the nodes should be highest.
D. KNN
KNN is also known as the Nearest Neighbor Classification (NNC). In a prediction task, the KNN classifies an observation by looking at the closest k observations. The nearest neighbor decision rule is used to assign a new sample point to the classification based on the nearest of a set of previously classified points. In other words, the class of the observation of interest should include the majority of the k closest observations [29] . Two decisions are needed in the KNN method, which are the value of k and the distance function. The value of k was usually determined by trying different values for this quantity and finding the best one with the highest prediction accuracy. The Euclidean distance, which can be interpreted as the physical distance between two dimensional points, was used as the distance function in the KNN.
E. RF
RF is considered an ensemble learning method for solving classification, regression and other tasks. This method generates many classifiers and aggregates their results. Breiman proposed this method as a prediction tool which consists of a collection of tree-structured classifiers with independent identically distributed random vectors [30] . For a classification problem, the RF constructs a multitude of decision trees at the training time and outputs the class that is the mode of the classes. In RF, each node is split using the best among a subset of predictors randomly chosen at that node. Previous studies have reported that the RF performed well compared to many other classification models and suffer less overfitting issues. Two parameters need to be decided in the RF, which are the number of trees to grow and number of variables randomly sampled as candidates at each split.
F. SVM
SVM model maps the input vector, X, into a high dimensional feature space. The model draws an optimal separating hyperplane in this higher dimensional space to separate the points into different groups, while maximizing the margin between the linear decision boundaries. The SVM can solve multicategory classification problems.
In SVM the input is defined as vectors x i ∈ R n for i = 1, 2, . . . , N , which represent the full set of crash-related variables, and the training output is defined as y i ∈ R n , which represents the injury severity of crashes. The hyperplane for separating outcomes can be written as the set of points X satisfying:
where ''·'' denotes the dot product and the vector W is a normal vector: it is perpendicular to the hyperplane. In twocategory classification, given a training set of instance-label pairs (x i , y i ), the SVM model needs to solve the optimization problem [31] :
where ξ are slack variables measuring the misclassification errors, and C is the penalty factor to errors introducing additional capacity control within the classifier. The constraint along with the objective of minimizing function can be solved using Lagrange multipliers. Several kernels have been proposed by researchers, and the most commonly used radial basis function (RBF) was used for crash injury severity prediction in this study.
IV. RESULTS OF MODEL COMPARISON A. MODEL ESTIMATION
Original crash severity dataset was randomly separated into a training dataset and a testing dataset with a ratio of 4:1. The models were trained based on the training dataset, and were then applied on the testing dataset to predict the severity for each crash. Ten experiments with differently sampled training and testing datasets were conducted to reduce the bias associated with random separation of datasets. For the five-level classification task, the accuracy of prediction is the most important indicator for the predicting performance. The mean classification accuracy of ten estimates and the standard deviation were considered for comparison analysis. The statistical and machine learning models were accomplished using the computer programming language Python. The prediction accuracy for an injury severity j was calculated by:
where CP j is the number of correct prediction for injury severity j, and N j is the number of observations with injury severity j in the dataset. The overall prediction accuracy was calculated by:
where J is the number of severity category, N is the number of all observations. The parameters in the machine learning models were carefully determined in our study to achieve the best predictive performance. In the SVM model, a grid searching algorithm was followed for determining the parameters (C, γ ) [32] . Using this procedure, the values C = 1000 and γ = 0.9 were chosen. In the KNN model, the value of k was determined by trying different values and finding the best model performance. We tested values from 1 to 20 and the prediction results were investigated for crash severity levels. Finally, we set k to be 13 for crash severity prediction in our study.
The RF model needs to determine the number of trees to grow and the number of variables randomly sampled as candidates at each split. The parameter turning needs to make a tradeoff between the prediction accuracy and computation time [33] . Following suggestions of previous studies and the experimental tests based on our data, we finally set the number of trees to be 500 and number of independent variables to be 5. The parameters in the DT are usually selected considering the nature of the data, significant interest in fatal crash and sample size. Previous studies have suggested that to reduce the risk of type-1 error, the rules extracted on the training set with the minimum value of the parameters are considered for predicting injury severity in the testing set [23] .
The OP and MNL model were fitted using the STATA package. The significant variables were kept in the model form and their coefficients were estimated. The models that had the best statistical fits were selected as the final ones.
B. COMPARISON OF PREDICTION ACCURACY
The prediction accuracy of each model was calculated as shown in Table 3 . The overall accuracy for the training set ranges from 44.7% to 80.5%. The overall accuracy for the testing set ranges from 44.0% to 53.9%. The two statistical models achieve similar accuracy for the training and testing set. However, the machine learning methods perform obviously worse on the testing set than the training set, suggesting that they all have the overfitting issue when used for prediction purpose. In particular, the DT has the most severe overfitting issue, followed by the SVM.
The RF has the highest overall predicting accuracy on the testing set (53.9%), but also has the largest standard deviation of predicting accuracy (8.6%). It suggests that the predictive performance of RF is not very robust and varies when applied on different data. The KNN and SVM perform reasonably well on the testing set with an overall accuracy of 52.9% and 52.6% respectively. The prediction performance of the two models is also very robust with a relatively small standard deviation (0.9% and 1.2% respectively). Note that though the overall prediction accuracy is not very high, the two statistical models have a small standard deviation for different datasets. Table 3 shows that the machine learning models perform better for severities with larger proportions. In particular, the accuracy for no-injury crashes and possible/invisible injury crashes are much higher than that for fatal and incapacitating injuries. This is referred as the multi-class classification problem [12] , [20] , [25] . The problem is caused by the fact that the proportions of sample sizes for the fatal injuries and incapacitating injures are relatively small in the crash database (5.1% and 0.9%, respectively). Table III show that The RF model performs the best in predicting injury severities with small proportions of data, followed by the DT. The statistical models show a more severe multi-class classification problem. For instance, no crash is predicted by the statistical models as the fatal or incapacitating injury. The machine learning models have better predicting accuracy for injuries of small proportion than the OP and MNL model.
C. COMPARISON OF VARIABLE IMPACTS
Machine learning methods are often criticized for their veiled performance where the impacts of variables on the response variable are not accessed. In this study, a two-stage sensitivity analysis method was used to explore the relationship between crash injury severity and explanatory variables in machine learning models: (1) Each explanatory variable was changed by a user-defined amount while other variables remain unchanged. In our study, the magnitude of change was set to be the increase of one standard deviation of the explanatory variable from the mean value, by following the suggestions in previous studies [13] , [14] , [27] . For a dummy variable, the input value was perturbed from 0 to 1; (2) The proportion of each severity level before and after the perturbation of a variable was recorded to calculate the variable impact on crash severity.
Ten variables are found to be significantly associated with crash severity in the statistical models, as shown in Table 4 . These variables are selected in the sensitivity analysis for the four machine learning models. It is found that the variable impacts between different models are not always consistent. More specifically, of the ten variables considered, the machine learning models produce similar results for five explanatory variables which are rear-end, light, surface type, sideswipe, and weather. An example of magnitude of change of crash severity for the sideswipe collision type is shown in Figure 1 . The positive/negative signs of the impacts on each crash severity are generally very similar between the four models. Only some minor differences can be observed.
For other variables, especially the ramp length, land type, road surface, mainline, and shoulder width, large differences of variable impacts are found between the four models. A closer examination suggests that the DT and SVM generally estimate similar variable impacts, while the RF and KNN show opposite impacts to the DT and SVM. An example of ramp length is shown in Figure 2 . The DT and SVM show that longer ramp can decrease the no-injury crash and increase the more severe crashes. However, the RF and KNN suggest that longer ramp will increase the no-injury crash while decrease the no-capacitating injury, incapacitating injury and fatal injury crashes. The variable importance is compared to that in the statistical models and the results are discussed in the following section.
V. CONLUSION AND DISCUSSION
The study compared the predictive performance for crash injury severity between various machine learning and statistical models with distinct modeling logic. Based on crash data collected at freeway diverge areas, the models were developed for predicting the injury severity associated with each crash. The predicting accuracy of each model on the training set and testing set was calculated and compared. Then the sensitivity analysis was conducted to infer the importance of explanatory variables on crash severity.
The machine learning models in general produced better prediction performance for crash injury severity than did the statistical models. In particular, the RF and KNN were found to be the best models that had the highest overall predicting accuracy, which were 53.9% and 52.9% respectively. The results are consistent with the findings in Iranitalab and Khattak [24] which reported KNN and RF are the best two models. Their best performance may be because they do not make any assumptions about the functional form of data and require fewer parameters to tune. Our findings suggest that the good performance of KNN and RF in predicting crash severity could be generalized to more datasets.
The weaker prediction performances of the statistical models can be attributed to the linear form of utility functions and the distribution assumption of the error terms, which may not necessarily hold for crash severity data. For example, the model structure of MNL determines that it cannot capture the ordered feature of severity level, while the model structure of OP makes it be able to capture the order of severity level. In the machine learning methods, they do not require any pre-assumption about the distribution features of the data and the relationship between the dependent and independent variables. They are freer to learn functional forms from the training data. As a result, the predictions of machine learning methods are considered data-driven in nature, which means whether they consider the order of severity level dependents on the predicting accuracy. From the sensitivity analysis, we can make the inference that the four machine learning models have considered the order of crash severities.
The results showed that the prediction accuracy of the MNL model was higher than that of the OP model. Though the MNL cannot recognize the severity order which may lose some information in the data, the MNL model has the advantage over the OP model that the variables related to each injury severity can be different and each severity level can increase or decrease independently. As a result, the MNL model captured the relationship between injury severities and explanatory variables better in our dataset.
The variable importance is compared with the variable coefficients of statistical models. For some variables such as lighting, sideswipe, surface type, and weather, the results of variable importance are very consistent between the machine learning and statistical models. Similar to the MNL model, the machine learning models can capture the non-linear relationship between crash severity and explanatory variables. For example, for the rear-end collision type, the negative coefficient in the OP model suggest that the collision type will increase the level 1 severity but decrease the level 2 to 5 severity. However, the four machine learning models and the MNL model all showed that rear-end crash will mainly increase the level 2 severity and decrease the other severity levels (see Figure 3 and Table 4 ). Unlike the OP model, they allow each injury severity level increases or decreases independently. The DT and SVM model estimates are in general closer to those estimated in the statistical models. The results suggest that though various machine learning methods can achieve a similar predicting accuracy on crash severity, sometimes they estimate variable importance on explanatory variables very differently. The probable reason is that different machine learning methods have distinct mechanisms on exploring the inherent features of data, leading to the different results on the estimation of parameter importance. More specifically, the logic of the KNN in prediction is to find the nearest/most similar data samples to make the inference on crash severity. While in the DT and RF, they aim at trying to find the best dividing structure and sequence to distinguish the crash severities; the RF prediction is made based on multiple rounds of voting of the DT models. The SVM maps the input vector into a high dimensional feature space and constructs an optimal separating hyperplane to separate the outcome into several groups, while maximizing the margin between the linear decision boundaries. As a consequence, due to the above differences, these machine learning models produced different inferences on variable importance. Note that according to our results, those models have consistent importance inferences for most variables. Only a few variables have distinct variable impacts.
Findings of our study suggest that one should be very careful when applying the machine learning methods for the inference of variable importance on crash injury severity. A higher predicting accuracy does not necessarily indicate a more accurate estimation on the variable importance.
In our current analysis, a two stage sensitivity analysis method was used to infer the variable importance in the machine learning methods. However, the variable importance may not be linear with the variable value, or in other words, different magnitude of perturbation may indicate different variable importance. In our future study, we plan to conduct a comprehensive evaluation on the sensitivity analysis of variable importance to better know the differences between machine learning models. They can help understand whether and how we can use sensitivity analysis to infer variable importance from machine learning methods. In addition, using multivariate modeling techniques for crash severity analysis may improve the predicting performance as have been reported. We could compare the performance between machine learning methods and multivariate statistical models. Furthermore, we could consider more machine learning methods such as Neural Networks and Bayesian networks to compare the performance for predicting crash severity and evaluating variable importance. Authors recommend that future studies may focus on those issues.
