In recent years, video communication systems have found wide application along with cellphones and e-mails for remote communication. Using video communication, partner's expression and personal space, which are beneficial in providing smooth communication between two remote locations, can be seen. However, it is difficult to perceive depth, since the projected images are only able to display two-dimensional information. Furthermore, during video communication, while user might move around, the view of partner remains unchanged. It is important to see an image including depth information for communication. It is expected that people will be able to communicate smoothly using images including depth information because feelings of shared place are increased by it. Therefore, in this paper, we develop a virtual window communication system by which an image of a remote location through a virtual window is projected based on the head position of the user. In this system, when the positional relationship between the head position of the user and the window changes, the projected image will also change accordingly. Thus, the user can feel as though he or she is looking directly at his or her conversational partner and the surrounding environment through the virtual window. Furthermore, remote pointing is realized using a pointing function in this communication system. This pointing function does not require calibration and can be placed at an arbitrary position using image processing. Then, sensory evaluations were performed to demonstrate the effectiveness of the developed virtual window communication system.
Introduction
In recent years, in addition to the use of cellphones and e-mails for remote communication, video communication systems such as Skype have become widely used. Using video communication, users are able to recognize their partner's expression and personal space, which are beneficial in providing smooth communication between two remote locations.
However, it is difficult to perceive depth since the projected images are only able to display two-dimensional information. Furthermore, during video communication, while one might move around, the view of one's partner remains unchanged. Therefore, the experience lacks a sense of reality and feels different from a space with the partner. Thus, problems such as a lack of feeling of the partner's presence occur. It is important to see an image including depth information during communication (Heath, et al., 1991) . It is expected that people will be able to communicate more smoothly when using images that include depth information.
The motion parallax method is one of the methods used to obtain depth information from images projected on a monitor. By projecting images based on the head position of the user, the experience of looking through a window is obtained. Furthermore, systems based on this method have been discussed (Sugiyama, et al., 2004) (Takada, et al., 2003) . However, these systems utilize computer graphics (CG) and previously taken real images. As a result, it is difficult to use in real-time communication. In addition, communication systems that utilize motion parallax based on image processing of image captured by a fixed camera have been discussed (Ishii, et al., 2011) (Date, et al., 2015) . These systems differentiate the background and the person as layers. By moving the layers based on the position of the head, an image of looking at the remote location from the current position is artificially created. Therefore, the image is not the same as the actual image of looking at the remote location from the current position. As described above, in order to utilize parallax motion in a communication system, a system that is able to display an actual image of looking at a remote location on the basis of the head position of the user has yet to be developed.
Realism, such as looking through a window with these systems, provides a sense of having the conversational partner in front of the eyes. In addition, it provides a connection to the space with the conversational partner. By implementing this system in a real-time communication with a person at a remote location, it will provide a smoother communication.
Additionally, indication motions, such as finger pointing, are important to denote objects to the others for smooth communication. However, in remote communications, indication motions between talkers are difficult. Thus, pointing functions are required in order to communicate smoothly in remote communication. These functions have been discussed in previous researches (Mann, 2000) (Yamashita, et al., 1999) . Sakata developed a wearable active camera with a laser pointer (Sakata, et al., 2003) . By using these pointing devices, indications can be realized in remote communications. However, these pointing devices are not compact or require calibration. Thus, compact devices that do not need calibration and can be placed at arbitrary positions for pointing functions are required. Therefore, in this paper, we develop a virtual window communication system by which an image of a remote location through a window is projected based on the head position of the user. This system projects the image of looking at remote location through a virtual window from the current head position. When the positional relationship between the head of the user and the virtual window changes, the projected image will change accordingly. As a result, the user can feel as though they are looking directly at his or her conversational partner and his or her surroundings through the virtual window. Furthermore, remote pointing is realized using a pointing function in this communication system. This pointing function does not require calibration, and it is able to be placed at an arbitrary position by using image processing. Then, sensory evaluations were performed to demonstrate the effectiveness of the developed virtual window communication system.
Virtual Window Communication System

Concept
A conceptual diagram of the virtual window communication system is shown in Fig. 1 . This system creates a window that connects between remote locations in a simulated manner. The window displays a view that users are able to see in real time as through it were based on the position of the user with respect to the window. Thus, if the users change the position of their heads, the scene that is viewed on the screen is changed corresponding with the head motion. This is believed to feel just like looking at the conversational partner and his or her environment through the window. Furthermore, this system has a pointing function for indication of an object. Using a pointing function, the users can indicate objects in the remote location that are observed by them. Therefore, the virtual window communication system is constructed by a virtual window function and a pointing function as shown in Fig. 2 . In the virtual window function, a touch screen monitor is used as a virtual window. A measurement device is used for measuring user's head position. Based on the user's head position, the view of the remote environment from that position is captured by a camera that is able to move using a robot arm. 
Remote location
Structure of Virtual Window Communication System
A virtual window communication system was developed, as shown in Fig. 3 . Figure 4 shows the composition of the developed communication system, which is constructed by a virtual window function and a pointing function Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) The virtual window function uses a personal computer (PC) with an image processing program for communication and Microsoft's Kinect sensor in a local environment. In the remote environment, a camera for capturing the image of the conversational partner (communication camera), a four degree of freedom robot (4-DOF robot), and a PC to control the robot are used. For this function, it is necessary to estimate the head position of the user in order to change the image. The communication camera is moved in accordance with the user's estimated head position. To accomplish this, the Kinect sensor is used to detect the position of the user's head without contact. The 4-DOF robot is used to change the position and posture of the communication camera. The 4-DOF robot consists of a 2-DOF direct orthogonal actuator and two rotational actuators with yaw and pitch axes.
A pointing function is constructed by a laser pointer, a camera (pointing camera), and a 2-DOF robot. In this device, the laser pointer and the pointing camera are moved by the robot. The laser pointer is fixed to be parallel to the optical axis of the pointing camera. By adjusting the pointing camera in the direction of the object, the laser pointer is pointed at the object. Thus, this device can be used at an arbitrary installation position without calibration. 
Virtual Window Function
Camera Movement
The positional relationship between the user and the communication camera is shown in Fig. 5 . The user's field of view from the virtual window is indicated by the oblique lines. This field of view will not change if the direction of the user's head changes because the view range is determined by the user's head position. Therefore, the virtual window projects the image seen when the user's head faces towards the center of the virtual window. The camera has to be moved to the same position with respect to the conversation partner as the user to capture an image of the conversational partner. The optical axis of the camera is directed at the center of the virtual window. In order to achieve that, five degrees of freedom are needed. However, the change of range due to forward and backward movement of the user is supported by transformation of an input image that is captured at the camera position farthest from the user. With this method, the user is able to see the range by only using four degrees of freedom, which is less than the estimated degrees of freedom. In addition, large vibrations adversely affect image capture. Therefore, the robot moves in accordance to the user's head position using a first-order lag element as a process filter for suppressing jerky movement of the robot.
Image Processing
In order to make the projected image of the virtual window correspond to the scene from the head position of the user through the virtual window, a transformation of the input image is conducted. The transformation of the image is determined by the positional relation between the user and the virtual window. Figure 6 shows the positional relationship 
is defined as shown in this figure. In this coordinate system, the (X w -Y w ) plane is parallel to the monitor.
A projected image of the monitor is made as follows. Firstly, a virtual background parallel to the (X w -Y w ) plane is defined. The distance between the user and the virtual background is determined by considering a physical communication space. Then, four points B i (BX i , BY i , BZ i ) (i = 1, 2, · · · , 4) on the virtual background are calculated from the head position H(HX, HY, HZ) of a user and the four corner positions M i (MX i , MY i , MZ i ) of the monitor using the pinhole camera model. The image surrounded by four points B i on the virtual background corresponds with an image that is viewed through the virtual window from the user's head position. Next, four points P i (u i , v i ) in the input image of the communication camera are calculated using the perspective camera model. The perspective camera model is presented by Eq. (1), where s is a scalar. The matrix A and matrix [R|T] are the intrinsic and extrinsic parameters, respectively. The intrinsic parameter matrix A is determined by the camera calibration in advance. The extrinsic parameter matrix [R|T] is determined from the direction R and position Tof the communication camera in the world coordinate system. Finally, an image surrounded by four points P i is converted such that these four points correspond with the four corners of the monitor. In this manner, a projected image of the monitor is made. 
Pointing Function
In the pointing function, a user indicates an object to point to using a monitor with a touch screen. The object is searched in an input image that is captured by the pointing camera in the remote location, and the direction of the pointing camera is adjusted in its direction. Then, the laser pointer illuminates the object.
A procedure for pointing function is as follows.
Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) (1) Saliency map An input image (communication image) that has been captured by the communication camera is transformed to a saliency map. The saliency map (Itti, et al., 1998) is useful for estimation of gaze positions. In the saliency map, saliences have the same values in a particular pattern area. Therefore, in this paper, an image of an object that has been indicated by a user is extracted from a communication image using the saliency map. As shown in Fig. 7 , first, the communication image (a) is transformed to the saliency map (b). (2) Extraction of object image When a user indicates an object by a touch screen, the salience on the indicated point is measured. Next, salience values of points on four directions (Up, Down, Right, and Left) from the indicated point are scanned. Then, an area in which salience difference are in a specified range is estimated, as shown in Fig. 7(c) . Finally, an object image is extracted by an area that is a slightly expanded area of the extracted area, as shown in Fig. 7(d) .
(3) Estimation of pointing position A pointing position is estimated from an image that is captured by the pointing camera. As shown in Fig. 8 , the corresponding area is estimated using the extracted object image by speeded-up robust features (Bay, et al., 2008) . Then, the center of the corresponding area is determined as a pointing position. The pointing camera is moved to capture the pointing position at the center of input image. As a result, the laser pointer illuminates the indicated object because the direction of the laser pointer is parallel to the optical axis of the camera.
Time Delay Experiment for Virtual Window Communication System
In this system, a first-order lag element is applied as a process filter to reduce vibration. By implementing the delay time, the robot can move the camera smoothly. However, a long delay time will impede communications. Therefore, the preferred delay time is determined by a communication experiment.
Experimental Condition
Experimental condition was set with three modes in order to evaluate the delay time of the robot. The delay time is the time of the delay before operating the robot by the first-order lag element. In mode (a), the delay time is set at 125 ms. In mode (b), the delay is set at 250 ms. This is because the visual response time of the human brain is around 100 ms (Tobimatsu, et al., 2006) . Furthermore, previous research has showed that the human visual response time is between 200 Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) and 300 ms (Nagai, et al., 1986) (Kumada, et al., 1995) . In mode (c), the delay is set at 500 ms, slower than the other two modes.
Experimental Method
The experiment is conducted on remote video communication using the developed virtual window. A white-board was placed as a background. In addition, in order to facilitate understanding of the changes, three pictures were placed on the white-board. A research participant communicated with another by using the virtual window system. A paired comparison and a seven-point bipolar rating were used for a sensory evaluation. The paired comparison was conducted by comparing two modes projected randomly. In the paired comparison, the research participants were evaluated for all combinations (6 pairs). The seven-point bipolar rating had a score between -3 and +3 with a neutral score of 0. A score was given by the research participant for each evaluation item. The four evaluation items are "Ease of conversation," "Ease of understanding of space," "Sense of unity" and "Connection of space." The modes were presented randomly. The research participants were 30 healthy students aged between 20 and 24 years. In the experiment, all research participants practiced to communicate using all modes beforehand, and they evaluated each mode in the state that they mastered. However, they were not told about the difference in each mode.
In this paper, all experiments were conducted with the approval of the Ethical Review Committee of University of Toyama.
Experimental Results
Paired comparison
The result of the paired comparison is shown in Table 1 . The table shows the number of research participants that preferred the column mode to the row mode. Table 1 indicates that mode (b) was preferred by the largest number of research participants. Furthermore, the Bradley-Terry model (Bradley, et al., 1952) was fitted to the results to analyze the results quantitatively by using Eq. (2).
π i is the intensity of the preference for model i. P i j is the probability of the judgment that i is better than j.
Using this model, the results of the paired comparison were expressed by the intensity of preference π, as illustrated in Fig. 9 . The suitability of the model was validated by the goodness-of-fit and likelihood ratio tests. Mode (b) was rated as the most effective mode. 
Seven-point bipolar rating
The results of the seven-point bipolar rating are shown in Fig. 10 . In the figure, the markers indicate the mean value and the error bars indicate the standard deviation for each item. Significant differences between the respective modes were not observed. However, from the result of the Bradley-Terry model, mode (b) was found to be the preferred mode. Therefore, the best delay when performing communication using this system is considered to be a delay of 250 ms as in mode (b).
When the delay time is set too low, the acceleration and deceleration of the robot increase to follow the head motion more quickly. As a result, since the robot is precisely reproducing the shaking of the head, the image taken also vibrates. Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) This is thought to be the reason that the evaluation of mode (a) was not desirable. On the other hand, mode (c) had delay time that was too long, and the evaluation was considered to be low. As a result, moderate delay of mode (b) was preferred.
From these results, many research participants preferred smooth camera motion with delay time in the developed communication system. The results showed that camera motion with delay time that is too long was disliked. 
Illumination Method Experiment for Pointing Function
In the pointing function, an illumination method of laser pointer has a great influence on the ease of recognition of the instructed object. Therefore, the illumination method which is preferred by humans is determined by an experiment.
Experimental Method
In this experiment, three modes were used, as shown in Fig. 11 . In mode (a), illumination by the laser pointer begins simultaneously with the beginning of pointer motion. In mode (b), illumination by the laser pointer begins 2 s before the end of pointer motion. In mode (c), illumination by the laser pointer begins simultaneously with the end of pointer motion.
The experimental setup is shown in Fig. 12 . In this experiment, four markers were placed on a wall, as shown in this figure. The starting and terminating position of pointer motion are determined randomly from these four makers. Illumination ends 5 s after the laser pointer arrives at the position. The laser pointer was moved at an angular velocity of 0.59 rad/s, which was preferred by participants in preliminary experiments. In the experiment, a paired comparison and a seven-point bipolar rating were conducted in the same manner as the above experiment. The seven-point bipolar rating was determined for the following four items: "Ease of indication," "Visibility of pointer," "Naturally of instruction," and "Appropriateness of illumination time." The research participants were 20 healthy students aged between 20 and 24 years. All research participants were able to visually recognize the pointer of the pointing function. In addition, they were able to easily track its movement. In the experiment, they practiced to use all modes beforehand, and they evaluated each mode in the state that they mastered. However, they were not told about the difference in each mode.
Experimental Results
Paired comparison
The results of the paired comparison are illustrated in Table 2 . Furthermore, the Bradley-Terry model was fitted to Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) the results, and the results of the Bradley-Terry model are illustrated in Fig. 13 . The suitability of the model was validated by the goodness-of-fit and likelihood ratio tests. From these results, mode (a) was found to be the most preferred mode. The results of the seven-point bipolar rating are shown in Fig.14. In the figure, the markers indicate the mean value and the error bars indicate the standard deviation for each item. Mode (a) was evaluated as better than modes (b) and (c) by a significant difference of 1% or 5% in the "Visibility of pointer" item. This result agrees with the result of the Bradley-Terry model. Furthermore, modes (a) and (b) were both evaluated as better than mode (c) with a significant difference of 1% in all items.
From the results, mode (a) was found to be the preferred mode. Furthermore, in the seven-point bipolar rating, all items in mode (a) were evaluated as positive. Therefore, in the developed virtual communication system, the pointing method of the pointing function where illumination by the laser pointer is begun simultaneously with the beginning of pointer motion is preferred by many research participants for remote communication because this method provides obvious visibility of the pointer to users. Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) 
Experimental Method
In the experiment, a paired comparison and a seven-point bipolar rating were conducted in the same manner as the above experiments. In the seven-point bipolar rating, seven items: "Clarity of image," "Stereoscopic effect," "Ease of recognizing distance," "Sense of reality of partner," "Ease of understanding of space," "Sense of through the window," and "Ease of conversation" were used. The research participants were 20 healthy students aged between 20 and 24 years. All research participants practiced to communicate using all modes beforehand, and they evaluated each mode in the state that they mastered. However, they were not told about the difference in each mode.
Experimental Result
The results of the paired comparison are illustrated in Table 3 . Furthermore, the Bradley-Terry model was fitted to the results, and the results of the Bradley-Terry model are illustrated in Fig. 16 . The suitability of the model was validated by the goodness-of-fit and likelihood ratio tests. From these results, mode (c) was found to be the most preferred mode.
The results of the seven-point bipolar rating are shown in Fig.17 . In the figure, the markers indicate the mean value and the error bars indicate the standard deviation for each item. Modes (b) and (c) were evaluated as better than mode (a) by a significant difference of 1% in the "Stereoscopic effect," "Ease of recognizing distance," and "Ease of understanding of space" items. Furthermore, all items in modes (b) and (c) were evaluated as positive. Therefore, modes (b) and (c) are preferred by many research participants. However, mode (c) was evaluated as better than mode (b) by a significant difference of 1% or 5% in the "Clarity of image," "Stereoscopic effect," "Sense of reality of partner," "Sense of through the window," and "Ease of conversation" items. From these results, mode (c) was found to be the most preferred mode. Furthermore, this result agrees with the result of the Bradley-Terry model. Therefore, the effectiveness of the developed virtual window communication system has been demonstrated. From the results, it is confirmed that the developed communication system is useful for remote communications. 
Consideration of Experimental Results
The experiment was conducted to evaluate adding a first-order lag element for following the communication camera to user's head motion using 4-DOF robot system. From the experimental result, the motion of the communication camera became smooth by adding the first-order lag element. Furthermore, the smooth camera motion was preferred because the vibration of the input image of the camera was reduced. However, the camera motion with too long delay time was disliked. In addition, the experiment was conducted in order to determine the preferred illumination method of the pointing function. From the experimental result, many research participants were preferred the illumination method that Ota , Jindai , Yasuda and Sejima, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.2 (2019) 
(1) Clarity of image (2) Stereoscopic effect (3) Ease of recognizing distance (4) Sense of reality of partner (5) Ease of understanding of space (6) Sense of through the window (7) Ease of conversation (2) (3) (4) (5) (6) (7) Fig. 17 Result of seven-point bipolar rating pointer is illuminated while the pointer is moving. Because, it is considered that users can recognize instructed objects easily by tracking the pointer. Finally, the developed system was compared to other communication systems. As the result, the developed system was highly appreciated. It has been confirmed that the developed communication system is effective for realizing smooth remote communications. In this paper, the 4-DOF robot was implemented in only a remote area, and all experiments were conducted in this condition. In order to establish bilateral communication using the developed system by implementing the 4-DOF robots in both areas, it is necessary to take a video from the back side of the virtual window which displays a video. Therefore, it is necessary to improve the developed communication system so that a partner's video is displayed using half-silvered mirrors or the like. Furthermore, a user's video is taken by the robot from the back of the half-silvered mirrors.
Conclusions
In this paper, we developed a virtual window communication system by which an image of a remote location as seen through a window is displayed based on the head position of the user. This system projects the image of looking at the remote location through the virtual window from the current head position. Furthermore, remote pointing was realized by using a pointing function in this communication system. Then, sensory evaluations were performed in order to determine the preferred delay time of the camera motion and the pointing method. Furthermore, the effectiveness of the developed virtual window communication system was demonstrated.
The conclusions drawn from the experimental results are as follows: • In the developed communication system, many research participants preferred smooth camera motion with delay time for remote communications because the vibration of the input image of the camera is reduced by the first-order lag element. However, the camera motion with too long delay time was disliked.
• The pointing method of the developed pointing function where illumination with the laser pointer begins simultaneously with the beginning of pointer motion was preferred by many research participants for remote communication because this method provides obvious visibility of the pointer to users.
• In the sensory evaluation, the developed communication system was preferred over conventional video communications. Therefore, it has been confirmed that the developed communication system is effective for realizing smooth remote communications.
