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Abstract
We study in this paper the fixed-support Wasser-
stein barycenter problem (FS-WBP), which con-
sists in computing the Wasserstein barycenter of
m discrete probability measures supported on a
finite metric space of size n. We show first that
the constraint matrix arising from the linear pro-
gramming (LP) representation of the FS-WBP is
totally unimodular when m ≥ 3 and n = 2,
but not totally unimodular when m ≥ 3 and
n ≥ 3. This result answers an open problem,
since it therefore proves that the FS-WBP is not
a minimum-cost flow problem and cannot there-
fore be efficiently solved using linear program-
ming. Building on this negative result, we pro-
pose and analyze a simple and efficient variants
of the iterative Bregman projection (IBP) algo-
rithm, currently the most widely adopted algo-
rithm so solve the FS-WBP. The algorithm is
an accelerated IBP algorithm, which achieves
the complexity bound of O˜(mn7/3/ε). This
bound is better than that obtained for the stan-
dard IBP algorithm—O˜(mn2/ε2)—in terms of
ε, and that from accelerated primal-dual gradient
algorithm—O˜(mn5/2/ε)—in terms of n. Empir-
ical study demonstrates that the acceleration of
AIBP algorithm is real in practice.
1. Introduction
During the past decade, the Wasserstein barycenter prob-
lem (Agueh & Carlier, 2011) (WBP) has served as a
foundation for numerous applications ranging from eco-
nomics (Carlier & Ekeland, 2010; Chiappori et al., 2010)
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and physics (Buttazzo et al., 2012; Cotar et al., 2013;
Trouve´ & Younes, 2005) to statistics (Munch et al., 2015;
Ho et al., 2017; Srivastava et al., 2018), image and shape
analysis (Rabin et al., 2011; Bonneel et al., 2015; 2016)
and machine learning (Cuturi & Doucet, 2014). In all these
applications, a key challenge is to understand the computa-
tional hardness of the Wasserstein barycenter problem and
designing efficient algorithms (Peyre´ & Cuturi, 2019).
Inspired by the importance of the Wasserstein barycen-
ter problem, much efforts has been made on de-
veloping efficient algorithms to solve the WBP
when considering m ≥ 2 discrete probability mea-
sures (Rabin et al., 2011; Cuturi & Doucet, 2014;
Carlier et al., 2015; Bonneel et al., 2015; Benamou et al.,
2015; Anderes et al., 2016; Staib et al., 2017; Ye et al.,
2017; Borgwardt & Patterson, 2018; Puccetti et al., 2018;
Claici et al., 2018; Uribe et al., 2018; Dvurechenskii et al.,
2018; Yang et al., 2018; Le et al., 2019; Kroshnin et al.,
2019; Ge et al., 2019; Borgwardt & Patterson, 2019).
To our knowledge, Rabin et al. (2011) proposed the
first algorithm to compute Wasserstein barycenters,
but did so using an approximation of the Wasserstein
distance, the sliced-Wasserstein distance, which went
on to find several other usages. Later, in their seminal
work, Cuturi & Doucet (2014) proposed to smooth the
WBP using an entropic regularizer, leading to simple
gradient-descent schemes that were later improved and
simplified to yield generalized Sinkhorn-type projections
under the name of the iterative Bregman projection (IBP)
algorithm (Benamou et al., 2015; Kroshnin et al., 2019).
Several contributions have since been proposed, from first-
order gradient algorithm (Staib et al., 2017; Uribe et al.,
2018), semidual approaches (Cuturi & Peyre´, 2016;
2018), accelerated primal-dual gradient (APDAGD) algo-
rithm (Dvurechenskii et al., 2018; Kroshnin et al., 2019),
stochastic gradient algorithm (Claici et al., 2018), alternat-
ing direction method of multipliers (ADMM) (Ye et al.,
2017; Yang et al., 2018), and specialized interior-point
algorithm (Ge et al., 2019). Concerning the structural
and computational hardness of the Wasserstein barycenter
problem with free support, Anderes et al. (2016) proved
that when considering the barycenter of m empirical
measures, their barycenter is also an empirical measure
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with at most the total number of points contained in all
of the measures minus m − 1, and that when m = 2
and the measures are bound to share the same support,
solving it is equivalent to a network flow on a directed
graph. Along that line of work, Borgwardt & Patterson
(2019) proved that finding a barycenter of sparse support
is NP-hard even when we only have m = 3 probability
measures. However, their analysis does not work for the
case of fixed support Wasserstein barycenter, namely when
the sought barycenter is constrained to have its support on
the union of the supports of the considered m probability
measures. Recently, Kroshnin et al. (2019) have provided
complexity bounds of IBP and decentralized primal-dual
accelerated gradient algorithms for computing the fixed
support Wasserstein barycenter. However, a complete
picture of computational hardness and efficient algorithmic
designs of that problem are still lacking.
In this paper, we revisit the fixed support Wasserstein
barycenter problem between m discrete probability mea-
sures, namely the case in which both the m measures and
the barycenter sought for are supported on the same finite
set of points. We consider here both structural and com-
putational aspects of that problem. Our contributions are
three-fold and can be summarized as follows:
1. By representing the fixed support Wasserstein
barycenter problem as a linear programming problem,
we demonstrate that the constraint matrix associated
with this linear programming problem is totally uni-
modular after removing redundant rows when m ≥ 3
and n = 2 but not totally unimodular when m ≥ 3
and n ≥ 3. This result addresses a fundamental open
problem on whether the fixed support Wasserstein
barycenter problem is equivalent to a minimum-cost
flow problem. Our result indicates that when m ≥ 3
and n ≥ 3, the fixed support Wasserstein barycenter
and the minimum-cost flow are not equivalent.
2. We propose an acceleration of iterative Bregman
projection algorithm, which we refer to as accel-
erated iterative Bregman projection (AIBP), for ap-
proximating the fixed support Wasserstein barycen-
ter. We prove that this algorithm achieves the com-
plexity bound of O˜(mn7/3/ε) where ε stands for
the tolerance. This improves over the complex-
ity of O˜(mn2/ε2), which is achieved by standard
IBP algorithm (Benamou et al., 2015) in terms of
1/ε and the complexity of O˜(mn5/2/ε), which is
obtained by accelerated primal-dual gradient algo-
rithm (Kroshnin et al., 2019) in terms of n. Careful ex-
periments demonstrate the efficiency of our proposed
algorithms over IBP algorithm.
Organization. The remainder of the paper is organized
as follows. In Section 2, we provide the basic setup for the
entropic regularized Wasserstein barycenter problem and
its dual problem. In Section 3, we present the computa-
tional hardness results of the Wasserstein barycenter prob-
lem. In Sections 4, we propose and analyze the acceler-
ated IBP algorithm. Extensive simulation studies of these
algorithms with both synthetic and real data are presented
in Section 5. Finally, we conclude the paper in Section 6.
Proofs of most technical results and comprehensive survey
on the related works are provided in the appendices.
Notation. We let [n] be the set {1, 2, . . . , n} and Rn+ be
the set of all vectors in Rn with nonnegative components.
1n and 0n are the n-vectors of ones and zeros. ∆
n stands
for the probability simplex: ∆n = {u ∈ Rn+ : 1⊤n u = 1}.
For a set S, we write |S| for its cardinality. For a dif-
ferentiable function f , we denote ∇f and ∇λf for the
full gradient of f and its gradient with respect to a vari-
able λ. For a vector x ∈ Rn and 1 ≤ p ≤ ∞, we
write ‖x‖p for its ℓp-norm. For a matrix X = (Xij) ∈
R
n×n, we write vec (X) ∈ Rn2 as its vector representation,
det(X) as its determinant, ‖X‖∞ = max1≤i,j≤n |Xij |
and ‖X‖1 =
∑
1≤i,j≤n |Xij |. We also define r(X) = X1
and l(X) = X⊤1. Let X,Y ∈ Rn×n be two matrices,
their Frobenius and Kronecker inner product are denoted
by 〈X,Y 〉 := ∑1≤i,j≤nXijYij and X ⊗ Y ∈ Rn2×n2
respectively. I(·) stands for an indicator function. Lastly,
given the dimension n and accuracy ε, the notation a =
O (b(n, ε)) stands for the upper bound a ≤ C · b(n, ε)
where C > 0 is independent of n and ε. The notation
a = O˜(b(n, ε)) indicates the previous inequality where C
depends only the logarithmic factors of n and ε.
2. Background on Fixed Support Wasserstein
Barycenter
In this section, we describe the basic setup of the fixed
support Wasserstein barycenter problem, starting with the
standard linear programming (LP) formulation of the fixed
support Wasserstein barycenter problem. Then we proceed
to the entropic-regularizedWasserstein barycenter problem
and provide the formal specification of an approximate
barycenter. Finally, we derive the dual entropic-regularized
Wasserstein barycenter problem and present several proper-
ties that are useful to our subsequent analysis.
2.1. Linear programming formulation
Given a space Ω and p ≥ 1, we let Pp(Ω) be the set of
Borel probability measures on Ω with finite p-th moment.
The Wasserstein distance of order p ≥ 1 (Villani, 2008)
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between µ, ν ∈ Pp(Ω) is defined as
Wp(µ, ν) :=
(
inf
pi∈Π(µ,ν)
∫
Ω×Ω
dp(x,y) π(dx, dy)
)1/p
,
where d(·, ·) is a metric on Ω and Π(µ, ν) is the set of cou-
plings (or equivalently joint distributions) between µ and ν.
For givenm ≥ 2 and a vector (ω1, ω2, . . . , ωm) of weights
in ∆m, the Wasserstein barycenter (Agueh & Carlier,
2011) ofm probability measures (µk)
m
k=1 with correspond-
ing weights (ωk)
m
k=1 is a solution of the following func-
tional minimization problem
min
µ∈Pp(Ω)
m∑
k=1
ωkW
p
p (µ, µk). (1)
Because our goal will be to provide computational schemes
to solve thhe WBP approximately, we adopt the following
definition of a ε-approximate solution.
Definition 2.1. The probability measure µ̂ ∈ Pp(Ω) is
called an ε-approximate barycenter if
m∑
k=1
ωkW
p
p (µ̂, µk) ≤
m∑
k=1
ωkW
p
p (µ
∗, µk) + ε,
where µ∗ is an optimal solution to the problem (1).
In the paper, we focus on finding an ε-approximate barycen-
ter for a set of discrete probability measures with finite
number of supports. There are two main settings:
(i) free support Wasserstein barycenter, namely, when
we optimize both the weights and supports of the
barycenter in the objective function (1);
(ii) fixed support Wasserstein barycenter, namely, when
the supports of the barycenter are similar to those from
the probability measures {µk}mk=1 and we only opti-
mize the weights of the barycenter in the objective
function (1).
The free-support WBP problem is notoriously difficult to
solve. It can either be solved using a solution to the
multimarginal-OT (MOT) problem, as described in detail
by Agueh & Carlier (2011), or approximated using alter-
native optimization techniques. Assuming each of the m
measures is supported on n distinct points, the WBP prob-
lem can be solved exactly by solving first a MOT, to then
compute (n − 1)m + 1 barycenters of points in Ω accord-
ing to d (these barycenters are exactly the support of the
barycentric measure). Solving a MOT is however equiva-
lent to solving an LP with nm variables and (n − 1)m+ 1
constraints. The other route, alternative optimization, re-
quires setting an initial guess for the barycenter, a discrete
measure supported on k weighted points (where k is pre-
defined). One can then proceed by updating the locations
of µ (or even add new ones) to decrease the objective func-
tion (1), before changing their weights. When Ω = Rd,
d is the Euclidean distance and p = 2, then the WBP is
closely related to the clustering problem, and even equiv-
alent to k-means when m = 1 (Cuturi & Doucet, 2014).
Whereas solving the free-support WBP using MOT results
in a convex (yet intractable) problem, the alternating mim-
imization approach is not, in very much the same way that
the k-means problem is not, and results in the minimization
of a piecewise quadratic function.
The fixed-support Wasserstein barycenter problem is com-
paratively easier to solve, and as such as played a role in
several real-world applications. For instance, in imaging
sciences, pixels and voxels are supported on a predefined,
finite grid. In these applications, the barycenter and the µk
measures all share the same support.
In view of this, throughout the remainder of the paper, we
let (µk)
m
k=1 be discrete probability measures with the same
collection of n support points {xi}ni=1. In addition, their
weights are {uk}mk=1 where each uk lies in the probability
simplex ∆n. The fixed support Wasserstein barycenter be-
tween {µk}mk=1 has the following form (Cuturi & Doucet,
2014; Benamou et al., 2015; Peyre´ & Cuturi, 2019):
min
u∈∆n,{Xi}mi=1⊆R
n×n
+
m∑
k=1
ωk 〈Ck, Xk〉 , (2)
s.t. r(Xk) = uk, l(Xk) = u,
Xk ≥ 0, ∀k ∈ [m].
We can rewrite the objective function (2) without u ∈ ∆n
as follows:
min
{Xi}mi=1⊆R
n×n
+
m∑
k=1
ωk 〈Ck, Xk〉 , (3)
s.t. r(Xk) = uk, Xk ≥ 0, ∀k ∈ [m],
l(Xk+1) = l(Xk), ∀k ∈ [m− 1],
where {Xk}mk=1 denotes a collection of transportation
plans and {Ck}mk=1 ⊆ Rn×...×n+ is a collection of non-
negative cost matrices defined by (Ck)ij = d
p(xi,xj) for
all k ∈ [m] and (i, j) ∈ [n]× [n]. Since {µk}mk=1 share the
same support, {µk}mk=1 are fully specified by their weights
{uk}mk=1. To this end, we refer each uk = (ukj) to a given
probability vector in∆n.
We see from Eq. (2), that the Wasserstein barycenter
problem is a structured linear programming with 2mn
equality constraints and mn2 + n variables. This in-
spires a line of works on developing specialized algo-
rithms for solving the Wasserstein barycenter problem in
the form of Eq. (2), e.g., specialized interior-point algo-
rithm (Ge et al., 2019) and alternating direction method
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of multipliers (ADMM) (Yang et al., 2018). Despite sev-
eral recent progress, the understanding of the structure
of Wasserstein barycenter problem has remained limited.
In particular, while the classical optimal transport prob-
lem (Villani, 2003; 2008) is known to be a minimum-cost
flow problem and thus be computationally favorable, it re-
mains unknown whether the Wasserstein barycenter prob-
lem is equivalent to a network flow problem even under the
simplest setting whenm = 2.
2.2. Entropic regularized Wasserstein barycenter
Using Cuturi’s entropic approach to the classical OT prob-
lem (Cuturi, 2013), we define a regularized version of the
fixed support Wasserstein barycenter problem (2), where
an entropic penalty is added to the Wasserstein barycenter
objective. The resulting formulation is as follows:
min
u∈∆n,{Xi}mi=1⊆R
n×n
m∑
k=1
ωk 〈Ck, Xk〉 − ηωkH(Xk), (4)
s.t. r(Xk) = uk, l(Xk) = u, ∀k ∈ [m],
where η > 0 is the regularization parameter, and H(X)
denotes the entropic regularization term:
H(X) := −〈X, log(X)− 1n1⊤n 〉.
We refer to problem (4) as entropic regularized Wasser-
stein barycenter. Analogous to the formulation (3), the en-
tropic regularized Wasserstein barycenter can also be refor-
mulated into the following problem that does not contain
the decision variable u:
min
{Xi}mi=1⊆R
n×n
m∑
k=1
ωk 〈Ck, Xk〉 − ηωkH(Xk), (5)
s.t. r(Xk) = uk, ∀k ∈ [m],
l(Xk+1) = l(Xk), ∀k ∈ [m− 1].
When η is large, the resulting optimal value of problem (4)
may yield a poor approximation of the original fixed sup-
port Wasserstein barycenter cost. In order to guarantee a
good approximation of that cost, we scale the regulariza-
tion parameter η as a function of the desired accuracy of
the approximation. In particular, we consider the following
definition which is analogous to Definition 2.1.
Definition 2.2. The probability vector û ∈ ∆n is
called an ε-approximate barycenter if there exists the tu-
ple (X̂1, . . . , X̂m) ∈ Rn×n+ × · · · × Rn×n+ such that
(û, X̂1, . . . , X̂m) is a feasible solution for problem (2) and
m∑
k=1
ωk〈Ck, X̂k〉 ≤
m∑
k=1
ωk〈Ck, X∗k 〉+ ε,
where (u∗, X∗1 , . . . , X
∗
m) ∈ Rn+ × Rn×n+ × · · · × Rn×n+ is
an optimal solution of problem (2).
With these formulations and definitions on hand, we aim at
developing efficient algorithms for approximating the fixed
support Wasserstein barycenter problem where the running
time of our algorithms required to obtain an ε-approximate
barycenter achieves better dependence on m, n and 1/ε
than those from state-of-the-art provably efficient entropic
algorithms in the literature (Kroshnin et al., 2019).
2.3. Dual entropic regularized Wasserstein barycenter
Using the duality theory in convex optimiza-
tion (Rockafellar, 1970), the dual form of prob-
lem (4) has been derived in Cuturi & Doucet (2014);
Kroshnin et al. (2019). Different from the usual 2-
marginal or multimarginal OT case (Cuturi & Peyre´,
2018; Lin et al., 2019a), the dual entropic regularized
Wasserstein barycenter problem is a constrained opti-
mization problem with the constraint set P := {τ =
(τ1, . . . , τm) ∈ Rnm :
∑m
k=1 ωkτk = 0n} and the function
ϕ(λ, τ) =
∑m
k=1 ωk(1
⊤
nBk(λk, τk)1n − λ⊤k uk). Formally,
min
λ∈Rnm,τ∈P
ϕ(λ, τ), (6)
We denote problem (6) as the dual entropic regularized
Wasserstein barycenter problem; see Appendix B.1 for the
full derivation. Then we provide several properties of
the dual entropic regularized Wasserstein barycenter prob-
lem (6). In particular, we first derive an upper bound for
the ℓ∞-norm of an optimal solution of that problem.
Lemma 2.1. For the dual entropic regularized Wasserstein
barycenter problem (6), there exists an optimal solution
(λ∗, τ∗) such that each column has the following ℓ∞-norm
bound:
‖λ∗k‖∞ ≤ Rλ, ‖τ∗k‖∞ ≤ Rτ , (7)
for all k ∈ [m], where Rλ, Rτ > 0 are defined as
Rλ :=
5max1≤k≤m ‖Ck‖∞
η
+ log(n)− log
(
min
1≤k≤m,1≤j≤n
ukj
)
,
Rτ :=
4max1≤k≤m ‖Ck‖∞
η
.
As a corollary, we present the upper bound for the ℓ2-norm
of the optimal solution of problem (6).
Corollary 2.2. For the dual entropic regularized Wasser-
stein barycenter problem (6), there exists an optimal solu-
tion (λ∗, τ∗) such that for all k ∈ [m],
‖λ∗k‖ ≤
√
nRλ, ‖τ∗k‖ ≤
√
nRτ ,
where Rλ, Rτ > 0 are defined in Lemma 2.1.
Lemma 2.3. The objective function ϕ has block-Lipschitz
gradient with respect to ℓ2-norm and the Lipschitz constant
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for the k-th block gradient is 4ηωk. Formally, we have the
following inequality for all k ∈ [m],
‖∇kϕ(λ, τ) −∇kϕ(λ′, τ ′)‖ ≤ 4η
∥∥∥∥(λkτk
)
−
(
λ′k
τ ′k
)∥∥∥∥ .
As a consequence of Lemma 2.3, we obtain that
ϕ(λ, τ) − ϕ(λ′, τ ′) ≤
(
λ− λ′
τ − τ ′
)⊤
∇ϕ(λ′, τ ′)
+2η
(
m∑
k=1
ωk
∥∥∥∥(λk − λ′kτk − τ ′k
)∥∥∥∥2
)
. (8)
Proofs are relegated to the Appendices B.2 and B.3.
3. Computational Hardness
In this section, we analyze the computational hardness of
the fixed support Wasserstein barycenter problem (3). In
particular, we first present some well-known characteriza-
tion theorems in combinatorial optimization and graph the-
ory and then show that problem (3) is a minimum-cost flow
problem when m = 2 and n ≥ 2 but is not when m ≥ 3
and n ≥ 3. We refer the interested readers to Appendix C
for more details on the proof.
3.1. Combinatorial techniques
We present some classical results in combinatorial opti-
mization and graph theory. The first one is celebrated
Ghouila-Houri’s characterization theorem (Ghouila-Houri,
1962).
Definition 3.1. A totally unimodular (TU) matrix is one for
which every square submatrix has determinant−1, 0 or 1.
Proposition 3.1 (Ghouila-Houri). A {−1, 0, 1}-valuedma-
trix A ∈ Rm×n is totally unimodular if and only if for each
set I ⊆ [m] there is a partition I1, I2 of I such that∑
i∈I1
aij −
∑
i∈I2
aij ∈ {−1, 0, 1}, ∀j ∈ [n].
The second result (Berge, 2001, Theorem 1, Chapter 15)
shows that the incidence matrices of directed graphs and
2-colorable undirected graphs are totally unimodular.
Proposition 3.2. Let A be a {−1, 0, 1}-valued matrix. A
is totally unimodular if each column contains at most two
nonzero entries and all rows are partitioned into two sets I1
and I2 such that: If two nonzero entries of a column have
the same sign, they are in different sets. If these two entries
have different signs, they are in the same set.
Finally, we provide a simple characterization of the con-
straint matrix arising in a minimum-cost flow problem.
u11
u12
u13
u14
0
0
0
0
u21
u22
u23
u24
Figure 1. Graph representation of problem (9) as a minimum-cost
flow problem when (m,n) = (2, 4).
Definition 3.2. The minimum-cost flow problem finds the
cheapest possible way of sending a certain amount of flow
through a flow network. Formally,
min
∑
(u,v)∈E f(u, v) · a(u, v)
s.t. f(u, v) ≥ 0, for all (u, v) ∈ E,
f(u, v) ≤ c(u, v) for all (u, v) ∈ E,
f(u, v) = −f(v, u) for all (u, v) ∈ E,∑
(u,w)∈E or (w,u)∈E f(u,w) = 0,∑
w∈V f(s, w) = d and
∑
w∈V f(w, t) = d.
The flow network G = (V,E) is a directed graph G =
(V,E) with a source vertex s ∈ V and a sink vertex t ∈
V , where each edge (u, v) ∈ E has capacity c(u, v) > 0,
flow f(u, v) ≥ 0 and cost a(u, v), with most minimum-cost
flow algorithms supporting edges with negative costs. The
cost of sending this flow along an edge (u, v) is f(u, v) ·
a(u, v). The problem requires an amount of flow d to be
sent from source s to sink t. The definition of the problem
is to minimize the total cost of the flow over all edges.
Proposition 3.3. The constraint matrix arising in a
minimum-cost flow problem is totally unimodular and its
rows are categorized into a single set using Proposition 3.2.
3.2. Main result
Now, we present our main results on the computational
hardness of fixed support Wasserstein barycenter prob-
lem (3). First, we show that the fixed support Wasserstein
barycenter problem is a minimum-cost flow problem when
m = 2 and n ≥ 2. This result has been briefly discussed
in (Anderes et al., 2016, Page 400) in more general setting
and we provide the details for the sake of completeness. In
particular, we rewrite problem (3) with m = 2 and n ≥ 2
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as follows,
min
X1,X2∈R
n×n
+
〈C1, X1〉+ 〈C2, X2〉 , (9)
s.t. X11 = u1, X21 = u2, X
⊤
1 1 = X
⊤
2 1.
Problem (9) is a minimum-cost flow problem; see Figure 1
for the graph when (m,n) = (2, 4). More specifically,
whenm = 2, problem (9) is a transportation problem with
n warehouse, n transshipment centers and n retail outlets.
Each u1i is the amount of supply provided by ith ware-
house and each u2j is the amount of demand requested by
jth retail outlet. (X1)ij is the flow sent from ith warehouse
to jth transshipment center and (X2)ij is the flow sent from
ith transshipment center to jth retail outlet. (C1)ij and
(C2)ij refer to the unit cost of corresponding flow. To this
end, the Wasserstein barycenter u ∈ Rn is a flow vector
with ui being the flow through ith transshipment center.
Proceed to the setting m ≥ 3, we provide an explicit
form of problem (3) and its constraint matrix. In particu-
lar, Eq. (3) can be reformulated as
min
m∑
k=1
〈Ck, Xk〉 (10)
s.t. A

vec (X1)
vec (X2)
...
...
...
...
vec (Xm)

=

−u1
u2
...
(−1)m−1um−1
(−1)mum
0n
...
0n

,
where A is defined by
A =

−E · · · · · · · · · · · ·
... E
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . (−1)m−1E ...
...
. . .
. . .
. . . (−1)mE
G −G . . . . . . ...
... −G G . . . ...
...
. . .
. . .
. . .
...
· · · · · · · · · (−1)mG (−1)m+1G

.
where E = In ⊗ 1⊤n ∈ Rn×n
2
and G = 1⊤n ⊗ In ∈
R
n×n2 . Each column of the constraint matrix arising in
problem (10) has either two or three nonzero entries in
{−1, 0, 1}. In the following result, we first study the struc-
ture of the constraint matrix whenm ≥ 3 and n = 2.
Theorem 3.4. The constraint matrix arising in prob-
lem (10) is equivalent to a totally unimodular matrix when
m ≥ 3 and n = 2.
We first provide an illustrative counterexample for show-
ing that problem (10) is not a minimum-cost flow problem
whenm = 3 and n = 3.
Example 3.1. When m = 3 and n = 3, the constraint
matrix is
A =

−I3 ⊗ 1⊤3 03×9 03×9
03×9 I3 ⊗ 1⊤3 03×9
03×9 03×9 −I3 ⊗ 1⊤3
1
⊤
3 ⊗ I3 −1⊤3 ⊗ I3 03×9
03×9 −1⊤3 ⊗ I3 1⊤3 ⊗ I3
 . (11)
Setting the set I = {1, 4, 7, 10, 11, 13, 15} and letting e1,
e2 and e3 be the first, second and third standard basis row
vectors in Rn, the resulting matrix with the rows in I is
R =

−e1 ⊗ 1⊤3 01×9 01×9
01×9 e1 ⊗ 1⊤3 01×9
01×9 01×9 −e1 ⊗ 1⊤3
1
⊤
3 ⊗ e1 −1⊤3 ⊗ e1 01×9
1
⊤
3 ⊗ e2 −1⊤3 ⊗ e2 01×9
01×9 −1⊤3 ⊗ e1 1⊤3 ⊗ e1
01×9 −1⊤3 ⊗ e3 1⊤3 ⊗ e3

.
Instead of considering all columns of R, it suffices to
show that no partition of I guarantees for any j ∈
{1, 2, 11, 12, 13, 19, 21} that∑
i∈I1
Rij −
∑
i∈I2
Rij ∈ {−1, 0, 1}.
We write the submatrix of R with these columns as
R¯ =

−1 −1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 0 −1 −1
1 0 0 0 −1 0 0
0 1 −1 0 0 0 0
0 0 0 0 −1 1 0
0 0 0 −1 0 0 1

and perform the following steps:
1. We claim that rows 1, 2, 4, 5 and 7 are in the same set
I1. Indeed, columns 1 and 2 imply that rows 1, 4 and
5 are in the same set. Column 3 and 4 imply that rows
2, 5 and 7 are in the same set. Putting these pieces
together yields the desired claim.
2. We consider the set that the row 6 belongs to and claim
a contradiction. Indeed, row 6 can not be in I1 since
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column 5 implies that rows 4 and 6 are not in the same
set. However, row 6 must be in I1 since columns 6
and 7 imply that rows 3, 6 and 7 are in the same set.
Putting these pieces together yields the desired contra-
diction.
Using Propositions 3.1 and 3.3, we conclude that A is not
totally unimodular and problem (10) is not a minimum-cost
flow problem whenm = 3 and n = 3.
Finally, we prove that problem (10) is not a minimum-cost
flow problem whenm ≥ 3 and n ≥ 3. The basic idea is to
extend the construction in Example 3.1 to the general case;
see Appendix C.
Theorem 3.5. Problem (10) is not a minimum-cost flow
problem whenm ≥ 3 and n ≥ 3.
To this end, the fixed support Wasserstein barycenter is not
equivalent to a minimum-cost flow problem when m ≥ 3
and n ≥ 3. In other words, one can not utilize well-
developed network flow algorithms. Therefore, it is impor-
tant to develop new computationally efficient methods for
solving problem (3).
4. Accelerated Iterative Bregman Projection
In this section, we propose and analyze an accel-
erated iterative Bregman projection (IBP) algorithm.
We prove that our algorithm achieves a complexity
bound of O˜ (mn7/3/ε). This improves over the
bound of O˜(mn2/ε2) achieved by standard IBP al-
gorithm (Benamou et al., 2015) in terms of 1/ε and
O˜(mn5/2/ε) achieved by accelerated primal-dual gradient
algorithm (Kroshnin et al., 2019) in terms of n.
4.1. Algorithmic scheme
The accelerated iterative Bregman projection (IBP) algo-
rithm is presented in Algorithm 1 and serves as a subrou-
tine in Algorithm 2 for solving the fixed support Wasser-
stein barycenter problem (2). In Algorithm 1, the n × n
matrix Bk(λk, τk) is the dual variable defined in Eq. (16)
and ϕ(λ, τ) in Step 4 is the dual objective function of en-
tropic regularizedWasserstein barycenter in Eq. (6). To the
best of our knowledge, our algorithm is the first direct ac-
celeration of the dual IBP algorithm (Benamou et al., 2015;
Kroshnin et al., 2019), which serves as the current state-
of-the-art approach for solving the Wasserstein barycenter
problem.
The scheme presented in Algorithm 1 can be interpreted as
a generalization of the Randkhorn algorithm in the classi-
cal OT setting (Lin et al., 2019c). In particular, the acceler-
ation achieved by the Randkhorn algorithmmostly depends
on the refined characterization of per-iteration progress of
Algorithm 1 Accelerated Iterative Bregman Projection
(AIBP)
({Ck, uk}k∈[m], η, ε)
Initialization: t = 0, θ0 = 1 and λˇ
0 = λ˜0 = τˇ0 =
τ˜0 = 0mn.
while Et > ε
′ do
Step 1: Compute
(
λ¯t
τ¯ t
)
= (1− θt)
(
λˇt
τˇ t
)
+ θt
(
λ˜t
τ˜ t
)
.
Step 2: Compute rtk = r(Bk(λ¯
t
k, τ¯
t
k)) and l
t
k =
l(Bk(λ¯
t
k, τ¯
t
k)) for all k ∈ [m]. Sample a Bernoulli
random variable with the mean parameter 1/2, i.e.,
ξt ∼ Bernoulli(1/2).
if ξt = 0 then
τ˜ t+1k = τ˜
t
k and λ˜
t+1
k = λ˜
t
k − r
t
k−uk
8ηθt
for all k ∈ [m].
else
λ˜t+1 = λ˜t and τ˜ t+1 = argmin
τ∈P
{∑mk=1 ωk[(τk −
τ¯ tk)
⊤ltk + 4ηθt‖τk − τ˜ tk‖2]}.
end if
Step 3:
(
λ̂t
τ̂ t
)
=
(
λ¯t
τ¯ t
)
+ 2θt
((
λ˜t+1
τ˜ t+1
)
−
(
λ˜t
τ˜ t
))
.
Step 4: Compute
(
λ´t
τ´ t
)
according to
(
λ´t
τ´ t
)
= argmin
{
ϕ(λ, τ) |
(
λ
τ
)
∈
{(
λˇt
τˇ t
)
,
(
λ̂t
τ̂ t
)}}
.
Step 5a: Compute ltk = l(Bk(λ´
t
k, τ´
t
k)) for all k ∈ [m].
Step 5b: Compute τ t = τ´ t +
∑m
k=1 ωk log(l
t
k) −
log(lt) and λt = λ´t.
Step 6a: Compute rtk = r(Bk(λ
t
k, τ
t
k)) for all k ∈
[m].
Step 6b: Compute λˇt+1k = λ
t
k + log(uk) − log(rtk)
and τˇ t+1k = τ
t
k for all k ∈ [m].
Step 7: Compute θt+1 = θt(
√
θ2t + 4− θt)/2.
Step 8: Increment by t = t+ 1.
end while
Output: (B1(λ
t
1, τ
t
1), B2(λ
t
2, τ
t
2), . . . , Bm(λ
t
m, τ
t
m)).
Algorithm 2 Finding Wasserstein barycenter by the AIBP
algorithm
Input: η = ε4 log(n) and ε
′ = ε8(max1≤k≤m ‖Ck‖∞) .
Step 1: Let r˜k ∈ ∆n for all k ∈ [m] be (u˜1, . . . , u˜m) =
(1 − ε′/4)(u1, . . . , um) + (ε′/4n)(1n, . . . , 1n).
Step 2: Compute
(X̂1, X̂2, . . . , X̂m) = AIBP
({Ck, u˜k}k∈[m], η, ε′/2) .
Step 3: Compute û =
∑m
k=1 ωkX̂
⊤
k 1n
Output: û.
dual coordinate descent. In the classical OT setting, this is
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relatively simple since the dual form of the entropic regu-
larized OT problem is unconstrained and symmetric. How-
ever, the dual entropic regularized Wasserstein barycenter
problem (6) is constrained and asymmetric, which makes
the acceleration more challenging to develop.
Analyzing Algorithm 1 relies on the function ρ : Rn+ ×
R
n
+ → R+, which is given by ρ(a, b) := 1⊤n (b − a) +∑n
i=1 ai log(bi/ai). Note that ρ(a, b) can be interpreted as
the sum of 1⊤n (b − a) and the Kullback-Leibler divergence
between a and b. We also use the following quantity to
measure the residue at each iteration:
Et := E
[
m∑
k=1
ωk
∥∥r(Bk(λtk, τ tk))− uk∥∥1
]
, (12)
where the outer expectation is taken with respect to
Bernoulli random variables in Algorithm 1.
With these notation in mind, we provide a step by step ex-
planation for the accelerated IBP algorithm in Algorithm 1.
First, Step 1-3 and Step 7 are standard schemes used in ac-
celerated coordinate gradient (Nesterov, 2012; Lu & Xiao,
2015; Lin et al., 2015; Fercoq & Richta´rik, 2015; Lu et al.,
2018) and (λ¯, τ¯ ), (λ˜, τ˜ ) and (λ̂, τ̂) are Nesterov’s esti-
mated sequence. These steps guarantee that the objective
value ϕ(λˇt, τˇ t) converges to the optimal objective value
ϕ(λ∗, τ∗) with an accelerated rate 1/t2. However, the
residue defined by Et in Eq. (12) does not depend on
the objective gap but the per-iteration progress achieved
by exact coordinate minimization (Kroshnin et al., 2019).
In this case, Step 4-6 are performed to guarantee that
{ϕ(λˇt, τˇ t)}t≥0 is monotonically decreasing and
∑
j≥t Ej
is upper bounded by the objective gap. Step 5-6 also guar-
antees that l(Bk(λ
t
k, τ
t
k))’s are the same for all k ∈ [m].
This implies thatEt is well-defined by serving as a feasibil-
ity violation of (B1(λ
t
1, τ
t
1), B2(λ
t
2, τ
t
2), . . . , Bm(λ
t
m, τ
t
m))
for problems (3) and (5). Note that Step 4-6make our algo-
rithm intrinsically differ from a line of existing coordinate
gradient-type algorithms mentioned before.
4.2. Main result
We first present an upper bound for the iteration numbers
required by Algorithm 1 in the following lemma.
Lemma 4.1. Let {(λt, τ t)}t≥0 be the iterates generated by
Algorithm 1. The number of iterations required to reach the
stopping criterion Et ≤ ε′ satisfies
t ≤ 1 + 4
(√
ηn(R2λ +R
2
τ )
ε′
)2/3
, (13)
where Rλ, Rτ > 0 are defined in Lemma 2.1.
Equipped with the result of Lemma 4.1, we are ready to
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Figure 2. Performance of IBP and AIBP on Simulated Data.
present the complexity bound of Algorithm 2 for approxi-
mating the Wasserstein barycenter problem (2).
Theorem 4.2. The accelerated iterative Bregman projec-
tion algorithm for approximating the Wasserstein barycen-
ter problem (Algorithm 2) returns an ε-approximate
barycenter û ∈ Rn within
O
(
mn7/3(max1≤k≤m ‖Ck‖∞)4/3 log1/3(n)
ε
)
arithmetic operations.
5. Experiments
In this section, we compare the iteration and time perfor-
mance of the IBP and AIBP algorithm for the problem
of computing the barycenter of a set of 15 samples sup-
ported on 10 three-dimensionalGaussian distributions. The
weight of each sample is simulated by uniform distribution
on (0, 1) and then are normalized. Since our target is to
verify if the acceleration is real, we only include the IBP
algorithm (Benamou et al., 2015) as the baseline approach
and use the Matlab package1 with default setting, e.g., the
tolerance ǫ = 10−3. For the IBP and AIBP algorithms,
η is chosen in four different cases and we check stopping
criterion every 10 iterations. For a fair comparison, all the
experimental results are from 10 independent trials.
From Table 1, the AIBP algorithm consistently outper-
forms the IBP algorithm in terms of both iteration and time.
Moreover, we compare the IBP and AIBP algorithms us-
ing the optimality gap versus the iteration count. Figure 2
1https://github.com/bobye/WBC Matlab
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Table 1. Performance of IBP and AIBP Algorithms.
IBP AIBP
η Iteration Time (s) Iteration Time (s)
1e-1 60 ± 3 1.4 ± 0.1 52 ± 4 1.2 ± 0.1
5e-2 184 ± 23 4.0 ± 0.6 148 ± 22 3.4 ± 0.6
1e-2 1250 ± 111 27.7 ± 2.5 982 ± 144 22.8 ± 3.6
5e-3 2884 ± 333 63.6 ± 7.2 2332 ± 460 54.5 ± 12.1
shows that the AIBP algorithm consistently finds a bet-
ter barycenter with lower objective value as η varies and
achieves the faster convergence rate than the IBP algorithm.
6. Conclusions
In this paper, we study the computational hardness for solv-
ing the fixed-support Wasserstein barycenter problem (FS-
WBP) and proves that the FS-WBP is not a minimum-cost
flow problem whenm ≥ 3 and n ≥ 3. We further propose
a new accelerated iterative Bregman projection (AIBP) al-
gorithmwith better complexity bound of O˜(mn7/3/ε) than
the iterative Bregman projection algorithm in terms of ε
and accelerated primal-dual gradient algorithm in terms of
n.
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In the appendix, we provide the proofs of remaining results in the paper.
A. Related Work
The Wasserstein barycenter problem has strong connection with the classical optimal transport (OT) problem in that they
both rely on the Wasserstein distance. Compared to the classical OT problem which computes the Wasserstein distance
between two probability measures, the Wasserstein barycenter problem is harder in that it requires to minimize sums of
the Wasserstein distance, and typically considersm (not two) probability measures. In that sense, its closest relative is the
multimarginal optimal transport problem (Gangbo & Swiech, 1998), which also comparesm measures. A comprehensive
treatment of optimal transport and its applications is beyond the scope of our work. We refer the interested reader to Villani
(2008); Peyre´ & Cuturi (2019) for an introduction. Since Cuturi (2013) showed that the Sinkhorn algorithm provides
an efficient algorithm to approximate OT, numerous efforts have been devoted to analyzing the computational complex-
ity bound in classical OT setting (Cuturi & Peyre´, 2016; Genevay et al., 2016; Altschuler et al., 2017; Dvurechensky et al.,
2018; Blanchet et al., 2018; Lin et al., 2019b; Lahn et al., 2019; Quanrud, 2019; Jambulapati et al., 2019; Lin et al., 2019c).
The best-known theoretical complexity bound is O(n2/ε) (Blanchet et al., 2018; Quanrud, 2019; Lahn et al., 2019;
Jambulapati et al., 2019), and Sinkhorn and Greenkhorn algorithms (Altschuler et al., 2017; Dvurechensky et al., 2018;
Lin et al., 2019b;c) serve as the baseline approach in practice due to its ease-of-implementation. Recently, (Lin et al.,
2019a) have provided the complexity of approximating the multimarginal OT problem – a generalization of the classical
OT problem.
Furthermore, the computational hardness of the Wasserstein barycenter problem is related to a line of works on the to-
tally unimodular matrices and minimum-cost flow problem. The first study of totally unimodular matrices was due
to (Hoffman & Kruskal, 1956), who proved that an integral matrix A is totally unimodular if and only if the extreme
points of {x : Ax ≤ b, x ≥ 0} are integral for all integral b; see also Veinott Jr & Dantzig (1968) for a much simpler proof.
One representative example of totally unimodular matrices is an integral matrix which satisfies certain different characteri-
zation conditions (Hoffman & Kruskal, 1956; Ghouila-Houri, 1962; Camion, 1965; Commoner, 1973; Berge, 1973; Tamir,
1976; Berge, 2001). We refer the interested reader to the monographs by Schrijver (2003); Lawler (2001); Gro¨tschel et al.
(2012); Wolsey & Nemhauser (2014); see also Daitch & Spielman (2008); Lee & Sidford (2014); Kova´cs (2015) for recent
progress.
B. Proofs in Section 2
In this section, we provide the derivation of dual entropic regularized OT problem (6) and the proofs of Lemmas 2.1 and 2.3.
B.1. Derivation of Dual Entropic Regularized OT Problem
To derive the dual problem with variables α = (α1, . . . , αm) with αk ∈ Rn and β = (β1, . . . , βm−1) with βk ∈ Rn for
k ∈ [m], we define the Lagrangian function of problem (4) as follows:
L(X1, . . . , Xk, α, β) =
m∑
k=1
ωk 〈Ck, Xk〉 − ηωkH(Xk) (14)
−
m∑
k=1
α⊤k (r(Xk)− uk)−
m−1∑
k=1
β⊤k (l(Xk+1)− l(Xk)) .
Taking the derivative with respect to (Xk)ij yields
∂L
∂(Xk)ij
(X1, . . . , Xk, α, β) = ωk(Ck)ij + ηωk log((Xk)ij)− αki − (βk−1,j − βkj).
Setting these equations to zero shows that the optimal solution X¯k = X¯k(α, β) for all k ∈ [m] of the Lagrangian function
has the following form:
(X¯k)ij = e
η−1
(
αki+βk−1,j−βkj
ωk
−(Ck)ij
)
∀k ∈ [m], (15)
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with the convention that β0 ≡ βm ≡ 0. Plugging Eq. (15) into Eq. (14) yields the following function:
ϕ˜(α, β) =
m∑
k=1
α⊤k uk − η
m∑
k=1
ωk
 ∑
1≤i,j≤n
e
η−1
(
αki+βk−1,j−βkj
ωk
−(Ck)ij
)
 .
In order to streamline our subsequent presentation, we perform a change of variables, λk = (ηωk)
−1αk and τk =
(ηωk)
−1(βk−1 − βk) (noting that
∑m
k=1 ωkτk = 0n), and rewrite the function ϕ˜ as follows:
ϕ˜(λ, τ) =
m∑
k=1
ωk
 ∑
1≤i,j≤n
eλki+τkj−η
−1(Ck)ij
− m∑
k=1
ωkλ
⊤
k uk + I
(
m∑
k=1
ωkτk = 0n
)
.
To further simplify the notation, we define matrix Bk(λk, τk) ∈ Rn×n such that
(Bk)ij := e
λki+τkj−η
−1(Ck)ij , (16)
for all i, j ∈ [n] and k ∈ [m]. Putting these pieces together yields the convex optimization problem with the constraint set
P := {τ = (τ1, . . . , τm) ∈ Rnm :
∑m
k=1 ωkτk = 0n} as follows,
min
λ∈Rnm,τ∈P
ϕ(λ, τ) :=
m∑
k=1
ωk1
⊤
nBk(λk, τk)1n −
m∑
k=1
ωkλ
⊤
k uk.
This completes the derivation.
B.2. Proof of Lemma 2.1
First, we claim that it holds for any optimal solution (λ∗, τ∗) to problem (6),
λ∗k = log(uk)− log(e−Ck/ηdiag(eτ
∗
k )1n), (17)
τ∗k =
m∑
j=1
ωj log(e
−Cj/ηdiag(eλ
∗
j )1n)− log(e−Ck/ηdiag(eλ
∗
k)1n). (18)
Indeed, (λ∗, τ∗) must satisfy the following KKT condition,(
Bk(λ
∗
k, τ
∗
k )1n
B⊤k (λ
∗
k, τ
∗
k )1n
)
=
(
uk
z
∗
)
for all k ∈ [m],
m∑
k=1
ωkτ
∗
k = 0n. (19)
Using the definition ofBk(·, ·), we obtain (17) and τ∗k = log(z∗)− log(e−C/ηdiag(eλ
∗
k)1n). This together with the second
equation in Eq. (19) and
∑m
k=1 ωk = 1 yields (18).
Next we prove the second inequality in Eq. (7). Indeed, given that t ∈ [m], we first show that there exists an optimal
solution (λt, τ t) such that
max
1≤j≤n
τ tkj ≥ 0 ≥ min
1≤j≤n
τ tkj for all k 6= t. (20)
Letting (λ̂, τ̂ ) be an optimal solution of problem (6), then the claim holds if τ̂ satisfies Eq. (20). Otherwise, we define
m− 1 shift terms given by
∆τ̂k =
max1≤j≤n τ̂kj +min1≤j≤n τ̂kj
2
∈ R for all k 6= t,
and let (λt, τ t) with
τ tk = τ̂k −∆τ̂k1n, for all k 6= t,
λtk = λ̂k +∆τ̂k1n, for all k 6= t,
τ tt = τ̂t + (
∑
k 6=t(
ωk
ωt
)∆τ̂k)1n,
λtt = λ̂t − (
∑
k 6=t(
ωk
ωt
)∆τ̂k)1n.
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Using this construction, we have λtki + τ
t
kj = λ̂ki + τ̂kj for all i, j ∈ [n] and all k ∈ [m]. This implies that Bk(λ̂k, τ̂k) =
Bk(λ
t
k, τ
t
k) for all k ∈ [m]. Furthermore, we have
m∑
k=1
ωkτ
t
k =
m∑
k=1
ωk τ̂k,
m∑
k=1
ωk(λ
t
k)
⊤uk =
m∑
k=1
ωk(λ̂k)
⊤uk.
Putting these pieces together yields ϕ(λt, τ t) = ϕ(λ̂, τ̂). In addition, by the definition of (λt, τ t) and m − 1 shift terms,
τ t satisfies Eq. (20). Therefore, we conclude that (λt, τ t) is an optimal solution that satisfies Eq. (20). Then we recall
that Kroshnin et al. (2019, Lemma 4) implies
−‖Ck‖∞
η
+ log
 n∑
j=1
eλ
t
kj
 ≤ [log(e−Ck/ηdiag(eλtk)1n)]j ≤ log
 n∑
j=1
eλ
t
kj
 for all j ∈ [n],
where [·]j refers to the jth coordinate. Therefore, we have
max
1≤j≤n
τ tkj − min
1≤j≤n
τ tkj ≤
‖Ck‖∞
η
+
m∑
j=1
ωj‖Cj‖∞
η
for all k ∈ [m]. (21)
Combining Eq. (20) and Eq. (21) yields that
‖τ tk‖∞ ≤
‖Ck‖∞
η
+
m∑
j=1
ωj‖Cj‖∞
η
for all k 6= t. (22)
Since
∑m
k=1 ωkτ
∗
k = 0n, we have
‖τ tt ‖∞ ≤
∑
k 6=t
ωk‖τ∗k‖∞
ωt
≤ 1
ωt
∑
k 6=t
ωk‖Ck‖∞
η
+ (1 − ωt)
m∑
j=1
ωj‖Cj‖∞
η
 .
In what follows, we proceed to the key part. In particular, we define the iterate as follows,
λ∗ =
m∑
t=1
ωtλ
t, τ∗ =
m∑
t=1
ωtτ
t.
Since ϕ is convex and (ω1, ω2, . . . , ωm) ∈ ∆m, we have ϕ(λ∗, τ∗) ≤
∑m
t=1 ωtϕ(λ
t, τ t) and
∑m
k=1 ωkτ
∗
k = 0n. In
addition, (λt, τ t) are optimal solutions for all t ∈ [m]. Therefore, (λ∗, τ∗) is an optimal solution and
‖τ∗k ‖∞ ≤
m∑
t=1
ωt‖τ tk‖∞ = ωk‖τkk ‖∞ +
∑
t6=k
ωt‖τ tk‖∞
≤
∑
t6=k
ωt‖Ct‖∞
η
+ (1− ωk)
m∑
j=1
ωj‖Cj‖∞
η
+ (1 − ωk)
‖Ck‖∞
η
+
m∑
j=1
ωj‖Cj‖∞
η

≤ ‖Ck‖∞
η
+ 3
 m∑
j=1
ωj‖Cj‖∞
η
 ≤ 4max1≤k≤m ‖Ck‖∞
η
.
Finally, we prove the first inequality in Eq. (7). Indeed, Eq. (17) implies that
max
1≤j≤n
λ∗kj ≤
‖Ck‖∞
η
+ log(n) + ‖τ∗k‖∞,
min
1≤j≤n
λ∗kj ≥ log
(
min
1≤k≤m,1≤j≤n
ukj
)
− log(n)− ‖τ∗k ‖∞.
Therefore, we have
‖λ∗k‖∞ ≤
‖Ck‖∞
η
+ log(n)− log
(
min
1≤k≤m,1≤j≤n
ukj
)
+ ‖τ∗k‖∞.
which implies the first inequality in Eq. (7).
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B.3. Proof of Lemma 2.3
Let λ = (λ1, . . . , λm) and τ = (τ1, . . . , τm), we compute the gradient (
∂ϕ
∂λ ,
∂ϕ
∂τ ) as
∂ϕ
∂λ
(λ, τ) =

ω1 (B1(λ1, τ1)1n − u1)
ω2 (B2(λ2, τ2)1n − u2)
...
ωm (Bm(λm, τm)1n − um)
 , ∂ϕ∂τ (λ, τ) =

ω1B1(λ1, τ1)
⊤1n
ω2B2(λ2, τ2)
⊤1n
...
ωmBm(λm, τm)
⊤1n
 .
Using the argument in Dvurechensky et al. (2018, Page 6) or Lin et al. (2019b, Page 5), we have∥∥∥∥(Bk(λk, τk)1n − ukBk(λk, τk)⊤1n
)
−
(
Bk(λ
′
k, τ
′
k)1n − uk
Bk(λ
′
k, τ
′
k)
⊤1n
)∥∥∥∥ ≤ 4η ∥∥∥∥(λkτk
)
−
(
λ′k
τ ′k
)∥∥∥∥ , for all k ∈ [m].
This implies that
‖∇kϕ(λ, τ) −∇kϕ(λ′, τ ′)‖ = ωk
∥∥∥∥(Bk(λk, τk)1n − ukBk(λk, τk)⊤1n
)
−
(
Bk(λ
′
k, τ
′
k)1n − uk
Bk(λ
′
k, τ
′
k)
⊤1n
)∥∥∥∥
≤ 4ηωk
∥∥∥∥(λkτk
)
−
(
λ′k
τ ′k
)∥∥∥∥ .
This implies that the objective function ϕ has block-Lipschitz gradient with respect to ℓ2-norm and the Lipschitz constant
for the k-th block gradient is 4ηωk.
C. Proofs in Section 3
In this section, we provide the proofs of Proposition 3.3,
C.1. Proof of Proposition 3.3
The LP formulation of the minimum-cost flow problem is
min
x∈R|E|
c⊤x, s.t. Ax = b, l ≤ x ≤ u.
where x ∈ R|E| with xj being the flow through arc j, b ∈ R|V | with bi being external supply at node i and 1⊤b = 0, cj
is unit cost of flow through arc j, lj and uj are lower and upper bounds on flow through arc j and A ∈ R|V |×|E| is the
arc-node incidence matrix with entries
Aij =

−1 if arc j starts at node i
1 if arc j ends at node i
0 otherwise
.
Since each arc has two endpoints, the constraint matrixA is a {−1, 0, 1}-valuedmatrix in which each column contains two
nonzero entries 1 and −1. Using Proposition 3.2, we obtain that A is totally unimodular and the rows of A are categorized
into a single set.
C.2. Proof of Theorem 3.4
When n = 2, the constraint matrix A has E = I2 ⊗ 1⊤2 and G = 1⊤2 ⊗ I2. The matrix A ∈ R(4m−2)×4m is a {−1, 0, 1}-
valued matrix with several redundant rows and each column has at most three nonzero entries in {−1, 0, 1}. Now we
simplify the matrix A by removing a specific set of redundant rows. In particular, we observe that∑
i∈{1,2,3,4,2m+1,2m+2}
aij = 0, ∀j ∈ [4m],
which implies that the (2m+ 2)th row is redundant. Similarly, we have∑
i∈{3,4,5,6,2m+3,2m+4}
aij = 0, ∀j ∈ [4m],
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which implies that the (2m + 3)th row is redundant. Using this argument, we removem − 1 rows from the last 2m − 2
rows. The resulting matrix A¯ ∈ R(3m−1)×4m has very nice structure such that each column has only two nonzero entries 1
and −1; see the following matrix whenm is odd:
A¯ =

−E · · · · · · · · · · · ·
... E
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . (−1)m−1E ...
...
. . .
. . .
. . . (−1)mE
1⊤2 ⊗ e1 −1⊤2 ⊗ e1
. . .
. . .
...
... −1⊤2 ⊗ e2 1⊤2 ⊗ e2
. . .
...
...
. . .
. . .
. . .
...
· · · · · · · · · (−1)m1⊤2 ⊗ e2 (−1)m+11⊤2 ⊗ e2

.
where e1 and e2 are respectively the first and second standard basis (row) vectors in R
2. Furthermore, the rows of A¯ are
categorized into a single set so that the criterion in Proposition 3.2 holds true (the dashed line in the formulation of A¯ serves
as a partition of this single set into two sets). Using Proposition 3.2, we conclude that A¯ is totally unimodular.
C.3. Proof of Theorem 3.5
We use the proof by contradiction. In particular, assume that problem (10) is a minimum-cost flow problem whenm ≥ 3
and n ≥ 3, Proposition 3.3 implies that the constraint matrix A is totally unimodular. Since A is a {−1, 0, 1}-valued
matrix, Proposition 3.1 further implies that for each set I ⊆ [2mn− n] there is a partition I1, I2 of I such that∑
i∈I1
aij −
∑
i∈I2
aij ∈ {−1, 0, 1}, ∀j ∈ [mn2]. (23)
In what follows, for any given m ≥ 3 and n ≥ 3, we construct a set of rows I such that no partition of I guarantees that
Eq. (23) holds true. For the ease of presentation, we rewrite the matrix A ∈ R(2mn−n)×mn2 as follows,
A =

−In ⊗ 1⊤n · · · · · · · · · · · ·
... In ⊗ 1⊤n
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . (−1)m−1In ⊗ 1⊤n
...
...
. . .
. . .
. . . (−1)mIn ⊗ 1⊤n
1⊤n ⊗ In −1⊤n ⊗ In
. . .
. . .
...
... −1⊤n ⊗ In 1⊤n ⊗ In
. . .
...
...
. . .
. . .
. . .
...
· · · · · · · · · (−1)m1⊤n ⊗ In (−1)m+11⊤n ⊗ In

.
Setting the set I = {1, n + 1, 2n + 1, 3n + 1, 3n+ 2, 4n+ 1, 4n+ 3} and letting e1, e2 and e3 be the first, second and
third standard basis row vectors in Rn, the resulting matrix with the rows in I is
R =

−e1 ⊗ 1⊤n 01×n2 01×n2 01×n2 · · · 01×n2
01×n2 e1 ⊗ 1⊤n 01×n2 01×n2 · · · 01×n2
01×n2 01×n2 −e1 ⊗ 1⊤n 01×n2 · · · 01×n2
1⊤n ⊗ e1 −1⊤n ⊗ e1 01×n2 01×n2 · · · 01×n2
1⊤n ⊗ e2 −1⊤n ⊗ e2 01×n2 01×n2 · · · 01×n2
01×n2 −1⊤n ⊗ e1 1⊤n ⊗ e1 01×n2 · · · 01×n2
01×n2 −1⊤n ⊗ e3 1⊤n ⊗ e3 01×n2 · · · 01×n2

.
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Instead of considering all columns of R, it suffices to show that no partition of I guarantees∑
i∈I1
Rij −
∑
i∈I2
Rij ∈ {−1, 0, 1},
for all j ∈ {1, 2, n2 + 2, n2 + 3, n2 + n+ 1, 2n2 + 1, 2n2 + 3}. We write the submatrix of R with these columns as
R¯ =

−1 −1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 0 −1 −1
1 0 0 0 −1 0 0
0 1 −1 0 0 0 0
0 0 0 0 −1 1 0
0 0 0 −1 0 0 1

.
Applying the same argument used in Example 3.1, we obtain from Propositions 3.1 and 3.3 thatA is not totally unimodular
whenm ≥ 3 and n ≥ 3, which is a contradiction. As a consequence, the conclusion of the theorem follows.
D. Key Technical Lemmas in Section 4
We present three technical lemmas which are important to the convergence analysis of Algorithm 1. The first lemma,
which has been proven in (Tseng, 2008), provides the inductive formula and the upper bound for θt; see the detailed proof
in Appendix E.1.
Lemma D.1. Let {θt}t≥0 be the iterates generated by Algorithm 1. Then, 0 < θt ≤ 2t+2 and 1/θ2t = (1− θt+1)/θ2t+1 for
all t ≥ 0.
The second lemma shows that all the iterates generated by Algorithm 1 are feasible to problem (6) for all t ≥ 1; see the
detailed proof in Appendix E.2.
Lemma D.2. Let {(λˇt, τˇ t)}t≥0, {(λ˜t, τ˜ t)}t≥0, {(λ¯t, τ¯ t)}t≥0, {(λ̂t, τ̂ t)}t≥0, {(λ´t, τ´ t)}t≥0, and {(λt, τ t)}t≥0 be the iter-
ates generated by Algorithm 1. Then, we have
m∑
k=1
ωkτˇ
t
k =
m∑
k=1
ωkτ˜
t
k =
m∑
k=1
ωk τ¯
t
k =
m∑
k=1
ωk τ̂
t
k =
m∑
k=1
ωk τ´
t
k =
m∑
k=1
ωkτ
t
k = 0n for all t ≥ 0.
In what follows, we derive a key descent inequality for Algorithm 1; see the detailed proof in Appendix E.3.
Lemma D.3. Let {(λˇt, τˇ t)}t≥0 be the iterates generated by Algorithm 1 and let (λ∗, τ∗) be an optimal solution of prob-
lem (6) specified in Lemma 2.1. Conditioned on (λ˜tk, τ˜
t
k), the following inequality holds true:
Eξt [ϕ(λˇ
t+1, τˇ t+1)− ϕ(λ∗, τ∗)]− (1− θt)
(
ϕ(λˇt, τˇ t)− ϕ(λ∗, τ∗))
≤ 8ηθ2t
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 − Eξt
[∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
]))
.
Now we are ready to present an upper bound for the objective gap in expectation at the iterates {(λˇt, τˇ t)}t≥0.
Theorem D.4. Let {(λˇt, τˇ t)}t≥0 be the iterates generated by Algorithm 1 and let (λ∗, τ∗) be an optimal solution of
problem (6) specified in Lemma 2.1. Then {(λˇt, τˇ t)}t≥0 is feasible and the following inequality holds true:
E
[
ϕ(λˇt, τˇ t)− ϕ(λ∗, τ∗)] ≤ 32nη(R2λ +R2τ )
(t+ 1)2
, (24)
where Rλ, Rτ > 0 are defined in Lemma 2.1.
E. Proofs in Section 4
In this section, we provide the proofs of Lemmas D.1, D.2 and D.3.
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E.1. Proof of Lemma D.1
By the definition of θt, we have
(
θt+1
θt
)2
=
1
4
(√
θ2t + 4− θt
)2
= 1 +
θt
2
(
θt −
√
θ2t + 4
)
= 1− θt+1,
which implies the desired inductive formula and θt > 0 for all t ≥ 0. Then we proceed to prove that 0 < θt ≤ 2t+2 for all
t ≥ 0 using an induction argument. Indeed, the claim holds when t = 0 as we have θ0 = 1. Assume that the hypothesis
holds for t ≤ t0, i.e., θt0 ≤ 2t0+2 , we have
θt0+1 =
2
1 +
√
1 + 4
θ2t0
≤ 2
t0 + 3
.
This completes the proof of the lemma.
E.2. Proof of Lemma D.2
We first check the conclusion of Lemma D.2 when t = 0. Indeed,
∑m
k=1 ωkτˇ
0
k =
∑m
k=1 ωkτ˜
0
k = 0n. By the definition, τ¯
0
is a convex combination of τˇ0 and τ˜0 and τ̂0 is a linear combination of τ¯0, τ˜1 and τ˜0. So
∑m
k=1 ωk τ¯
0
k =
∑m
k=1 ωkτ̂
0
k = 0n.
This also implies that
∑m
k=1 ωk τ´
0
k = 0n. Using the update formula for τ
0 and τˇ1, we have
∑m
k=1 ωkτ
0
k =
∑m
k=1 ωk τˇ
1
k =
0n. Besides that, the update formula for τ˜
1 implies
∑m
k=1 ωk τ˜
1
k = 0n.
Repeating the above argument, we obtain the desired equality in the conclusion of Lemma D.2 for all t ≥ 0.
E.3. Proof of Lemma D.3
For the ease of presentation, we define an sequence of iterates:
(
stλ
stτ
)
= argmin
λ∈Rmn,τ∈P
{(
λ− λ¯t
τ − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t) + 4ηθt
(
m∑
k=1
ωk
∥∥∥∥(λk − λ˜tkτk − τ˜ tk
)∥∥∥∥2
)}
. (25)
Intuitively, (stλ, s
t
τ ) is obtained by performing a full update using the information at (λ¯
t, τ¯ t) and (λ˜t, τ˜ t). Using Eq. (8)
with (λ, τ) = (λ̂t+1, τ̂ t+1) and (λ′, τ ′) = (λ¯t, τ¯ t), we have
ϕ(λ̂t+1, τ̂ t+1) ≤ ϕ(λ¯t, τ¯ t) + 2θt
(
λ˜t+1 − λ˜t
τ˜ t+1 − τ˜ t
)⊤
∇ϕ(λ¯t, τ¯ t) + 8ηθ2t
(
m∑
k=1
ωk
∥∥∥∥(λ˜t+1k − λ˜tkτ˜ t+1k − τ˜ tk
)∥∥∥∥2
)
.
Considering the update formula of (λ˜t+1, τ˜ t+1) and ξt ∼ Bernoulli(1/2), we have
Eξt [ϕ(λ̂
t+1, τ̂ t+1)] ≤ ϕ(λ¯t, τ¯ t) + θt
(
stλ − λ˜t
stτ − τ˜ t
)⊤
∇ϕ(λ¯t, τ¯ t) + 4ηθ2t
(
m∑
k=1
ωk
∥∥∥∥((stλ)k − λ˜tk(stτ )k − τ˜ tk
)∥∥∥∥2
)
.
By some simple calculations, we find that
ϕ(λ¯t, τ¯ t) = (1− θt)ϕ(λ¯t, τ¯ t) + θtϕ(λ¯t, τ¯ t),(
stλ − λ˜t
stτ − τ˜ t
)⊤
∇ϕ(λ¯t, τ¯ t) = −
(
λ˜t − λ¯t
τ˜ t − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t) +
(
stλ − λ¯t
stτ − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t).
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Putting these pieces together yields that
Eξt [ϕ(λ̂
t+1, τ̂ t+1)] (26)
≤ θt
ϕ(λ¯t, τ¯ t) +
(
stλ − λ¯t
stτ − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t) + 4ηθt
(
m∑
k=1
ωk
∥∥∥∥((stλ)k − λ˜tk(stτ )k − τ˜ tk
)∥∥∥∥2
)
︸ ︷︷ ︸
I

+(1− θt)ϕ(λ¯t, τ¯ t)− θt
(
λ˜t − λ¯t
τ˜ t − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t)︸ ︷︷ ︸
II
.
We first estimate the term II. Indeed, it follows from the definition of (λ¯t, τ¯ t) that
−θt
(
λ˜t − λ¯t
τ˜ t − τ¯ t
)
= θt
(
λ¯t
τ¯ t
)
+ (1 − θt)
(
λˇt
τˇ t
)
−
(
λ¯t
τ¯ t
)
= (1 − θt)
(
λˇt − λ¯t
τˇ t − τ¯ t
)
.
Using this equality and the convexity of ϕ, we have
II = (1 − θt)
(
ϕ(λ¯t, τ¯ t) +
(
λˇt − λ¯t
τˇ t − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t)
)
≤ (1− θt)ϕ(λˇt, τˇ t). (27)
Then we proceed to estimate the term I. Indeed, the update formula for (stλ, s
t
τ ) in Eq. (25) implies that
(
λ− stλ
τ − stτ
)⊤

∇ϕ(λ¯t, τ¯ t) + 8ηθt

ω1
(
(stλ)1 − λ˜t1
)
...
ωm
(
(stλ)m − λ˜tm
)
ω1 ((s
t
τ )1 − τ˜ t1)
...
ωm ((s
t
τ )m − τ˜ tm)


≥ 0 for all (λ, τ) ∈ Rmn × P .
Letting (λ, τ) = (λ∗, τ∗) and rearranging the resulting inequality yields that(
stλ − λ¯t
stτ − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t) + 4ηθt
(
m∑
k=1
ωk
∥∥∥∥((stλ)k − λ˜tk(stτ )k − τ˜ tk
)∥∥∥∥2
)
≤
(
λ∗ − λ¯t
τ∗ − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t) + 4ηθt
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 − ∥∥∥∥(λ∗k − (stλ)kτ∗k − (stτ )k
)∥∥∥∥2
))
.
In addition, a direct computation with the update formula of (λ˜t+1, τ˜ t+1) and the definition of (stλ, s
t
τ ) implies that
Eξt
[
m∑
k=1
ωk
∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
]
=
1
2
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 + ∥∥∥∥(λ∗k − (stλ)kτ∗k − (stτ )k
)∥∥∥∥2
))
.
Using the convexity of ϕ again, we have(
λ∗ − λ¯t
τ∗ − τ¯ t
)⊤
∇ϕ(λ¯t, τ¯ t) ≤ ϕ(λ∗, τ∗)− ϕ(λ¯t, τ¯ t).
Putting these pieces together yields that
I ≤ ϕ(λ∗, τ∗) + 8ηθt
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 − Eξt
[∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
]))
. (28)
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Plugging Eq. (27) and Eq. (28) into Eq. (26) yields that
Eξt [ϕ(λ̂
t+1, τ̂ t+1)] ≤ (1− θt)ϕ(λˇt, τˇ t) + θtϕ(λ∗, τ∗)
+8ηθ2t
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 − Eξt
[∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
]))
.
Since (λˇt+1, τˇ t+1) is obtained by an exact coordinate update from (λt, τ t), we have ϕ(λt, τ t) ≥ ϕ(λˇt+1, τˇ t+1). Again,
(λt, τ t) is obtained by an exact coordinate update from (λ´t, τ´ t), we have ϕ(λ´t, τ´ t) ≥ ϕ(λt, τ t). By the definition of
(λ´t, τ´ t), we have ϕ(λ̂t, τ̂ t) ≥ ϕ(λ´t, τ´ t). Putting these pieces together yields the desired inequality.
E.4. Proof of Theorem D.4
Using Lemma D.1, we rearrange the following equation from Lemma D.3):
Eξt [ϕ(λˇ
t+1, τˇ t+1)− ϕ(λ∗, τ∗)]− (1− θt)
(
ϕ(λˇt, τˇ t)− ϕ(λ∗, τ∗))
≤ 8ηθ2t
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 − Eξt
[∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
]))
.
and obtain that(
1− θt+1
θ2t+1
)
Eξt [ϕ(λˇ
t+1, τˇ t+1)− ϕ(λ∗, τ∗)]−
(
1− θt
θ2t
)(
ϕ(λˇt, τˇ t)− ϕ(λ∗, τ∗))
≤ 8η
(
m∑
k=1
ωk
(∥∥∥∥(λ∗k − λ˜tkτ∗k − τ˜ tk
)∥∥∥∥2 − Eξt
[∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
]))
. (29)
Define δt = E[ϕ(λˇ
t, τˇ t)− ϕ(λ∗, τ∗)], we apply expectation to the inequality (29) and unroll the recurrence(
1− θt
θ2t
)
δt + 8η
(
m∑
k=1
ωkE
[∥∥∥∥(λ∗k − λ˜t+1kτ∗k − τ˜ t+1k
)∥∥∥∥2
])
≤
(
1− θ0
θ0
)
δ0 + 8η
(
m∑
k=1
ωk
∥∥∥∥(λ∗k − λ˜0kτ∗k − τ˜0k
)∥∥∥∥2
)
.
Using Lemma D.1 again with θ0 = 1 and λ˜0 = τ˜0 = 0mn, we have
δt ≤ 8ηθ2t−1
(
m∑
k=1
ωk
∥∥∥∥(λ∗kτ∗k
)∥∥∥∥2
)
Corollary 2.2
≤ 8nηθ2t−1(R2λ +R2τ ).
This together with 0 < θt ≤ 2t+2 yields the desired inequality.
E.5. Proof of Lemma 4.1
We first claim that
ϕ(λˇt, τˇ t)− ϕ(λˇt+1, τˇ t+1) ≥
m∑
k=1
ωkρ
(
uk, r(Bk(λ
t
k, τ
t
k)
)
. (30)
Indeed, by the definition of ϕ, we have
ϕ(λt, τ t)− ϕ(λˇt+1, τˇ t+1) =
m∑
k=1
ωk
(‖Bk(λtk, τ tk)‖1 − ‖Bk(λˇt+1, τˇ t+1)‖1)− m∑
k=1
ωk
(
λtk − λˇt+1k
)⊤
uk.
Since τˇ t+1 = τ t and λˇt+1k = λ
t
k + log(uk)− log(rtk) for all k ∈ [m], we have
‖Bk(λtk, τ tk)‖1 = 1⊤n r(Bk(λtk, τ tk)) = 1⊤n rtk, ‖Bk(λˇt+1, τˇ t+1)‖1 = 1⊤n uk.
Putting these pieces together with the update for λˇt+1 yields that
ϕ(λt, τ t)− ϕ(λˇt+1, τˇ t+1) =
m∑
k=1
ωkρ
(
uk, r(Bk(λ
t
k, τ
t
k)
)
. (31)
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Since (λt, τ t) is obtained by an exact coordinate update from (λ´t, τ´ t), we have ϕ(λ´t, τ´ t) ≥ ϕ(λt, τ t). By the definition of
(λ´t, τ´ t), we have ϕ(λˇt, τˇ t) ≥ ϕ(λ´t, τ´ t). This together with Eq. (31) yields the desired inequality (30).
Furthermore, we obtain by using the Pinsker inequality (Cover & Thomas, 2012) that
ρ(uk, r
t
k) ≥
1
2
∥∥r(Bk(λtk, τ tk))− uk∥∥21 . (32)
Plugging Eq. (32) into Eq. (30) and using the Cauchy-Schwarz inequality yields
ϕ(λt, τ t)− ϕ(λˇt+1, τˇ t+1) ≥ 1
2
(
m∑
k=1
ωk
∥∥r(Bk(λtk, τ tk))− uk∥∥21
)
≥ 1
2
(
m∑
k=1
ωk
∥∥r(Bk(λtk, τ tk))− uk∥∥1
)2
.
Taking an expectation on both sides and using E[ξ2] ≥ (E[ξ])2, we have
E
[
ϕ(λt, τ t)− ϕ(λˇt+1, τˇ t+1)] ≥ E2t
2
.
Given a sufficiently large t > 0, we have
E
[
ϕ(λˇj , τˇ j)− ϕ(λˇt+1, τˇ t+1)] ≥ 1
2
 t∑
i=j
E2i
 for all j ≤ t.
Since E
[
ϕ(λˇt+1, τˇ t+1)
] ≥ ϕ(λ∗, τ∗), Eq. (24) in Theorem D.4 yields
t∑
i=j
E2i ≤
64nη(R2λ +R
2
τ )
(j + 1)2
.
Furthermore,Ei ≥ ε′ holds true as soon as the stopping criterion is not fulfilled. Then the following inequality holds:
(ε′)2 ≤ 64nη(R
2
λ +R
2
τ )
(j + 1)2(t− j + 1) . (33)
Since this inequality holds true for all j ≤ t, we assume without loss of generality that t is even and let j = t/2. Plugging
this into Eq. (33) and rearranging yields the desired inequality.
E.6. Proof of Theorem 4.2
Given the iterate (B1(λ
t
1, τ
t
1), B2(λ
t
2, τ
t
2), . . . , Bm(λ
t
m, τ
t
m)) generated by Algorithm 1, we apply the rounding scheme
(cf. Algorithm 4 from Kroshinin et al. (Kroshnin et al., 2019)) and obtain the feasible solution (X̂1, X̂2, . . . , X̂m) to
problem (3). As shown in (Kroshnin et al., 2019, Theorem 2), it holds that
l(X̂k) =
m∑
j=1
ωj l(Bj(λ
t
j , τ
t
j )) for all k ∈ [m].
Therefore, we conclude that
(
ût, X̂1, X̂2, . . . , X̂m
)
is a feasible solution to problem (2) where ût =∑m
j=1 ωjl(Bj(λ
t
1, τ
t
1)). We claim that
E
[
m∑
k=1
ωk〈Ck, X̂k〉
]
−
m∑
k=1
ωk〈Ck, X∗k〉 (34)
≤ 2η log(n) + 4E
[
m∑
k=1
ωk‖r(Bk(λtk, τ tk))− uk‖1
](
max
1≤k≤m
‖Ck‖∞
)
,
where (B1(λ
t
1, τ
t
1), B2(λ
t
2, τ
t
2), . . . , Bm(λ
t
m, τ
t
m)) are returned by Algorithm 1 as the subroutine in Algorithm 2 with the
input
({Ck, u˜k}k∈[m], η, ε) and (X∗1 , . . . , X∗m) is an optimal solution of problem (3).
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Assume that this claim is given at the moment. Using the definition of {u˜k}k∈[m] and Et ≤ ε′/2, we have
E
[
m∑
k=1
ωk‖r(Bk(λtk, τ tk))− uk‖1
]
≤ Et +
m∑
k=1
ωk‖u˜k − uk‖1 ≤ ε
′
2
+
ε′
2
= ε′.
Plugging this inequality into Eq. (34) and using η = ε4 log(n) and ε
′ = ε8max1≤k≤m‖Ck‖∞
, we obtain that∑m
k=1 ωk〈Ck, X̂k〉 −
∑m
k=1 ωk〈Ck, X∗k〉 ≤ ε. Thus, it remains to bound the number of iterations required by Algorithm 1
to reach Et ≤ ε′/2. Note that Lemma 4.1 implies that
t ≤ 1 + 8
(√
ηn(R2λ +R
2
τ )
ε′
)2/3
Using the definition of Rλ and Rτ in Lemma 2.1, the construction of {u˜k}k∈[n] and the choice of η and ε′, we have
t ≤ 2 + 64
(
max1≤k≤m ‖Ck‖∞
ε
√
nε
4 log(n)
(
20 log(n)(max1≤k≤m ‖Ck‖∞)
ε
+ log(n)− log
(
32n(max1≤k≤m ‖Ck‖∞)
ε
)))2/3
= O
(
n1/3(max1≤k≤m ‖Ck‖∞)4/3 log1/3(n)
ε
)
.
Note that each iteration of Algorithm 1 requires O(mn2) arithmetic operations. This implies that the total arithmetic
operations required by Algorithm 1 is
O
(
mn7/3(max1≤k≤m ‖Ck‖∞)4/3 log1/3(n)
ε
)
.
In addition, computing a collection of vectors {u˜k}k∈[m] requiresO(mn) arithmetic operations while the rounding scheme
is used for the analysis rather than serving as the subroutine. Putting these pieces together yields that the desired complexity
bound of Algorithm 2.
Proof of claim (34): From the scheme of Algorithm 4 fromKroshnin et.al. (Kroshnin et al., 2019) and the update formula
for (λt, τ t), we obtain that
E
[
‖X̂k −Bk(λtk, τ tk)‖1
]
≤ 2E [‖r(Bk(λtk, τ tk))− uk‖1] .
This implies that
E
[
m∑
k=1
ωk〈Ck, X̂k〉 −
m∑
k=1
ωk〈Ck, Bk(λtk, τ tk)〉
]
≤ 2E
[
m∑
k=1
ωk‖r(Bk(λtk, τ tk))− uk‖1
](
max
1≤k≤m
‖Ck‖∞
)
. (35)
Letting (X∗1 , X
∗
2 , . . . , X
∗
m) be an optimal solution of problem (3) and (X
′
1, X
′
2, . . . , X
′
m) be the output returned by the
rounding scheme (cf. Algorithm 4 from Kroshnin et al. (2019)) with the input {X∗k}k∈[m] and {r(Bk(λtk, τ tk))}k∈[m], we
have
‖X ′k −X∗k‖1 ≤ 2‖r(X ′k)− rk(X∗k )‖1 = 2‖r(Bk(λtk, τ tk))− uk‖1. (36)
Considering the following problem
min
λ∈Rnm,τ∈P
m∑
k=1
ωk1
⊤
nBk(λk, τk)1n −
m∑
k=1
ωkλ
⊤
k r(Bk(λ
t
k, τ
t
k)).
Using the optimality condition, we obtain that (λt, τ t) is an optimal solution. In addition, we have
l(B1(λ
t
1, τ
t
1)) = l(B2(λ
t
1, τ
t
1)) = . . . = l(Bm(λ
t
m, τ
t
m)).
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Putting these pieces together yields that (B1(λ
t
1, τ
t
1), B2(λ
t
2, τ
t
2), . . . , Bm(λ
t
m, τ
t
m)) is an optimal solution of the following
problem:
min
{X1,X2,...,Xm}⊆Rn×n
m∑
k=1
ωk 〈Ck, Xk〉 − η
m∑
k=1
ωkH(Xk),
s.t. r(Xk) = r(Bk(λ
t
k, τ
t
k)), ∀k ∈ [m],
l(Xk+1) = l(Xk), ∀k ∈ [m− 1].
Since (X ′1, X
′
2, . . . , X
′
m) is feasible for the above problem, we have
m∑
k=1
ωk
〈
Ck, Bk(λ
t
k, τ
t
k)
〉− η m∑
k=1
ωkH(Bk(λ
t
k, τ
t
k)) ≤
m∑
k=1
ωk 〈Ck, X ′k〉 − η
m∑
k=1
ωkH(X
′
k).
Combining this with 0 ≤ H(X) ≤ log(n) (Cover & Thomas, 2012) and∑mk=1 ωk = 1 yields
m∑
k=1
ωk
〈
Ck, Bk(λ
t
k, τ
t
k)
〉− m∑
k=1
ωk 〈Ck, X ′k〉 ≤ 2η log(n). (37)
Combining the bounds (36) and (37) with the Ho¨lder inequality yields
E
[
m∑
k=1
ωk
〈
Ck, Bk(λ
t
k, τ
t
k)
〉]− m∑
k=1
ωk 〈Ck, X∗k 〉
≤ 2η log(n) + 2E
[
m∑
k=1
ωk‖r(Bk(λtk, τ tk))− uk‖1
](
max
1≤k≤m
‖Ck‖∞
)
. (38)
Combining the bounds (35) and (38) yields the desired inequality (34).
