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Abstract
In this paper, we consider the strong Ekeland variational principle due to Georgiev [P.G. Georgiev,
The strong Ekeland variational principle, the strong drop theorem and applications, J. Math. Anal.
Appl. 131 (1988) 1–21]. We discuss it for functions defined on Banach spaces and on compact metric
spaces. We also prove the τ -distance version of it.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper we denote by N the set of all positive integers and by R the set
of all real numbers.
In [4,5], Ekeland proved the following, which is called the Ekeland variational princi-
ple.
Theorem 1. (Ekeland [4,5]) Let X be a complete metric space with metric d . Let f be a
function from X into (−∞,+∞] which is proper lower semicontinuous and bounded from
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788 T. Suzuki / J. Math. Anal. Appl. 320 (2006) 787–794below. Then for u ∈ X and λ > 0, there exists v ∈ X such that f (v)  f (u) − λd(u, v)
and f (w) > f (v) − λd(v,w) for every w ∈ X \ {v}.
This principle is equivalent to Caristi’s fixed point theorem [2,3] and nonconvex mini-
mization theorem according to Takahashi [18]. So this principle is one of generalizations
of the Banach contraction principle [1].
In 1988, Georgiev proved the following interesting generalization of Theorem 1, which
is called the strong Ekeland variational principle. See also the proof in [20].
Theorem 2. (Georgiev [6]) Let X be a complete metric space with metric d . Let f be a
function from X into (−∞,+∞] which is proper lower semicontinuous and bounded from
below. Then for u ∈ X, λ > 0 and δ > 0, there exists v ∈ X satisfying the following:
(i) f (v) < f (u) − λd(u, v) + δ;
(ii) f (w) > f (v) − λd(v,w) for all w ∈ X \ {v};
(iii) if a sequence {xn} in X satisfies limn(f (xn)+λd(v, xn)) = f (v), then {xn} converges
to v.
In 2001, the author introduced the notion of τ -distance to generalize Theorem 1 and to
improve the results in Tataru [19], Zhong [21,22] and others.
Let X be a metric space with metric d . Then a function p from X × X into [0,∞) is
called a τ -distance on X [10] if there exists a function η from X × [0,∞) into [0,∞) and
the following are satisfied:
(τ1) p(x, z) p(x, y) + p(y, z) for all x, y, z ∈ X;
(τ2) η(x,0) = 0 and η(x, t) t for all x ∈ X and t ∈ [0,∞), and η is concave and con-
tinuous in its second variable;
(τ3) limn xn = x and limn sup{η(zn,p(zn, xm)): m  n} = 0 imply p(w,x) 
lim infn p(w,xn) for all w ∈ X;
(τ4) limn sup{p(xn, ym): m n} = 0 and limn η(xn, tn) = 0 imply limn η(yn, tn) = 0;
(τ5) limn η(zn,p(zn, xn)) = 0 and limn η(zn,p(zn, yn)) = 0 imply limn d(xn, yn) = 0.
We note that the metric d is a τ -distance on X. Many useful examples and properties
are stated in [7–17]. The following is the τ -distance version of Theorem 1.
Theorem 3. [10] Let X be a complete metric space and let p be a τ -distance on X. Let f
be a function from X into (−∞,+∞] which is proper lower semicontinuous and bounded
from below. Then the following hold:
(A) For each u ∈ X, there exists v ∈ X such that f (v) f (u) and f (w) > f (v)−p(v,w)
for all w ∈ X \ {v};
(B) for each λ > 0 and u ∈ X with p(u,u) = 0, there exists v ∈ X such that f (v) 
f (u) − λp(u, v) and f (w) > f (v) − λp(v,w) for all w ∈ X \ {v}.
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discuss it for functions defined on Banach spaces and on compact metric spaces. Also,
using the notion of τ -distance, we generalize Theorem 2.
2. Functions on Banach spaces
We assume that X is the dual space of some Banach space. Let f be a function from X
into (−∞,+∞]. We recall that f is said to be lower semicontinuous in the weak∗ topology
if
f
(
w∗-lim
α
xα
)
 lim inf
α
f (xα)
for every weakly∗ convergent net {xα} in X. f is called quasiconvex if{
x ∈ X: f (x) α}
is a convex subset of X for every α ∈ R. It is obvious that convexity implies quasiconvexity.
In this section, we shall show that a stronger conclusion of Theorems 1 and 2 holds
when f is a quasiconvex function defined on a reflexive Banach space. We first prove the
following.
Theorem 4. Let f be a function from a Banach space X into (−∞,+∞] which is proper
lower semicontinuous in the weak∗ topology and bounded from below. Then for u ∈ X and
λ > 0, there exists v ∈ X satisfying the following:
(i) f (v) f (u) − λ‖u − v‖;
(ii) f (w) > f (v) − λ‖v − w‖ for all w ∈ X \ {v};
(iii) if a net {xα} in X satisfies limα(f (xα) + λ‖v − xα‖) = f (v), then {xα} converges
weakly∗ to v.
Proof. From Theorem 1, there exists v ∈ X satisfying (i) and (ii). We note that f (v) < ∞
from (ii). We shall show that such v also satisfies (iii). Let {xα} be a net in X with
limα(f (xα) + λ‖v − xα‖) = f (v). Then we have
lim sup
α
‖xα‖ ‖v‖ + lim sup
α
‖v − xα‖
 ‖v‖ + lim sup
α
f (xα) + λ‖v − xα‖
λ
− 1
λ
inf
x∈Xf (x)
= ‖v‖ + 1
λ
(
f (v) − inf
x∈Xf (x)
)
< ∞.
Thus, without loss of generality, we can consider {xα} as bounded. Arguing by contradic-
tion, we assume that {xα} does not converge weakly∗ to v. Then from Alaoglu’s theorem,
there exist a subnet {yβ} of {xα} and y ∈ X such that {yβ} converges weakly∗ to y, and
y = v. Since x → ‖v − x‖ is also lower semicontinuous in the weak∗ topology, we obtain
f (y) + λ‖v − y‖ lim
β
(
f (yβ) + λ‖v − yβ‖
)= f (v).
This contradicts to (ii). So we obtain the desired result. 
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Theorem 5. Let f be a quasiconvex function from a reflexive Banach space X into
(−∞,+∞] which is proper lower semicontinuous and bounded from below. Then for
u ∈ X and λ > 0, there exists v ∈ X satisfying (i), (ii) in Theorem 4, and
(iii) if a sequence {xn} in X satisfies limn(f (xn)+λ‖v−xn‖) = f (v), then {xn} converges
strongly to v.
Proof. We first note that from the reflexivity of X and quasiconvexity of f , the notions
of lower semicontinuity in the strong, the weak, and the weak∗ topology are equivalent.
Thus, for u ∈ X and λ > 0, there exists v ∈ X with (i)–(iii) in Theorem 4. We note that
f (v) < ∞. Now, let us prove (iii) in this theorem. Let {xn} be a sequence in X satisfying
limn(f (xn) + λ‖v − xn‖) = f (v). From (iii) in Theorem 4, such {xn} converges weakly
to v. Arguing by contradiction, assume that {xn} does not converge strongly to v. Then
there exists a subsequence {yk} of {xn} and ε > 0 such that
‖yk − v‖ > 2ε and f (yk) + λ‖v − yk‖ < f (v) + λε
for all k ∈ N. Since f (yk) < f (v)−λε for k ∈ N, and v is an element of the closed convex
hull of {yk: k ∈ N}, we obtain f (v) f (v) − λε. This is a contradiction. This completes
the proof. 
3. τ -Distance versions
In this section, using the notion of τ -distance, we generalize Theorem 2.
Let X be a metric space with metric d and let p be a τ -distance on X. Then a sequence
{xn} in X is called p-Cauchy if there exists a function η from X×[0,∞) into [0,∞) satis-
fying (τ2)–(τ5) and a sequence {zn} in X such that limn sup{η(zn,p(zn, xm)): m n} = 0.
We know the following.
Lemma 1. [10] Let X be a metric space and let p be a τ -distance on X. If {xn} is a
p-Cauchy sequence, then {xn} is a Cauchy sequence in the usual sense.
Lemma 2. [10] Let X be a metric space and let p be a τ -distance on X. If a sequence {xn}
in X satisfies limn p(z, xn) = 0 for some z ∈ X, then {xn} is a p-Cauchy sequence.
Lemma 3. [10] Let p be a τ -distance on a metric space X and let c be a positive real
number. Then a function q from X × X into [0,∞) defined by q(x, y) = cp(x, y) for all
x, y ∈ X is also a τ -distance on X.
Using the above lemmas and Theorem 3(B), we obtain the following.
Theorem 6. Let X be a complete metric space and let p be a τ -distance on X. Let f be a
function from X into (−∞,+∞] which is proper lower semicontinuous and bounded from
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the following:
(i) f (v) f (u);
(ii) f (v) < f (u) − λp(u, v) + δ;
(iii) f (w) > f (v) − λp(v,w) for all w ∈ X \ {v};
(iv) if a sequence {xn} in X satisfies limn(f (xn) + λp(v, xn)) = f (v), then {xn} is
p-Cauchy, limn xn = v and p(v, v) = limn p(v, xn) = 0.
Remark. p(v, v) = 0 does not necessarily hold. If there exists a sequence {xn} satisfying
the assumption of (iv), then p(v, v) = 0 holds.
Proof. In the case of f (u) = ∞, (i) and (ii) hold for all v ∈ X. We also note that (iii)
and (iv) do not depend on u. Thus, it is sufficient to show the conclusion in the case of
f (u) < ∞. We assume f (u) < ∞. We take λ′ ∈ (0, λ) satisfying
λ − λ′
λ′
(
f (u) − inf
x∈Xf (x)
)
< δ.
By Theorem 3(B), there exists v ∈ X such that f (v)  f (u) − λ′p(u, v) and f (w) >
f (v) − λ′p(v,w) for all w ∈ X \ {v}. It is obvious that v satisfies (i). We also have
f (v) =
(
1 + λ − λ
′
λ′
)
f (v) − λ − λ
′
λ′
f (v)

(
1 + λ − λ
′
λ′
)(
f (u) − λ′p(u, v))− λ − λ′
λ′
f (v)
= f (u) − λp(u, v) + λ − λ
′
λ′
(
f (u) − f (v))
 f (u) − λp(u, v) + λ − λ
′
λ′
(
f (u) − inf
x∈Xf (x)
)
< f (u) − λp(u, v) + δ.
This is (ii). For w ∈ X \ {v}, we have
f (w) > f (v) − λ′p(v,w) f (v) − λp(v,w).
This is (iii). We finally show (iv). We assume that a sequence {xn} in X satisfies
limn(f (xn) + λp(v, xn)) = f (v). We note that
f (w) f (v) − λ′p(v,w)
for all w ∈ X. So we have
lim sup
n→∞
p(v, xn) = lim sup
n→∞
λp(v, xn) − λ′p(v, xn)
λ − λ′
 lim
n→∞
λp(v, xn) + f (xn) − f (v)
λ − λ′
= 0.
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complete, {xn} converges to some point x ∈ X. From (τ3), we have p(v, x) = 0. We also
have
f (x) lim inf
n→∞ f (xn) limn→∞
(
f (xn) + λp(v, xn)
)= f (v).
Thus, if v = x, then we have
f (x) > f (v) − λ′p(v, x) = f (v) f (x).
This is a contradiction. Hence we obtain v = x. This completes the proof. 
Proving Theorem 6, we use Theorem 3(B). Conversely, can we prove Theorem 3(B) by
using Theorem 6? In the case that p is the metric d , we can do it because
Y = {x ∈ X: f (x) + λd(u, x) f (u)}
is a nonempty complete metric space. More generally, we can do it in the case that p is
lower semicontinuous in its second variable. However, the author thinks that it is difficult to
prove Theorem 3(B) from Theorem 6 directly. Thus, we do not call Theorem 6 the ‘strong’
version of Theorem 3(B). On the other hand, we can prove the following, which is stronger
than Theorem 3(A).
Theorem 7. Let X be a complete metric space and let p be a τ -distance on X. Let f be a
function from X into (−∞,+∞] which is proper lower semicontinuous and bounded from
below. Then for u ∈ X, there exists v ∈ X satisfying the following:
(i) f (v) f (u);
(ii) f (w) > f (v) − p(v,w) for all w ∈ X \ {v};
(iii) if a sequence {xn} in X satisfies limn(f (xn) + p(v, xn)) = f (v), then {xn} is
p-Cauchy, limn xn = v and p(v, v) = limn p(v, xn) = 0.
Proof. We note that (x, y) → (1/2)p(x, y) is also a τ -distance on X. By Theorem 3(A),
there exists v ∈ X such that f (v)  f (u) and f (w) > f (v) − (1/2)p(v,w) for all w ∈
X \ {v}. Hence v satisfies (i). It is not difficult to check that v also satisfies (ii) and (iii).
This completes the proof. 
Using Theorem 7, we prove the following strong version of Caristi’s fixed point theo-
rem.
Theorem 8. Let X be a complete metric space and let p be a τ -distance on X. Let T be
a mapping on X and let f be a function from X into (−∞,+∞] which is proper lower
semicontinuous and bounded from below. Assume that f (T x)+p(x,T x) f (x) for every
x ∈ X. Then there exists a fixed point v ∈ X of T satisfying the following:
(i) p(v, v) = 0;
(ii) f (w) > f (v) − p(v,w) for all w ∈ X \ {v};
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limn p(v, xn) = 0.
Proof. By Theorem 7, there exists v ∈ X satisfying (ii) and (iii). We note f (v) < ∞.
From (ii) and the assumption of f (T v) + p(v,T v)  f (v), we obtain v is a fixed point
of T . Since f (v) + p(v, v) f (v) and f (v) < ∞, we have p(v, v) = 0. This completes
the proof. 
As a direct consequence of Theorem 8, we obtain the following.
Corollary 1. Let X be a complete metric space and let T be a mapping on X. Let f be a
function from X into (−∞,+∞] which is proper lower semicontinuous and bounded from
below. Assume that f (T x) + d(x,T x)  f (x) for every x ∈ X. Then there exists a fixed
point v ∈ X of T satisfying the following:
(i) f (w) > f (v) − d(v,w) for all w ∈ X \ {v};
(ii) if a sequence {xn} in X satisfies limn(f (xn) + d(v, xn)) = f (v), then limn xn = v.
4. Functions on compact metric spaces
When X is compact, we prove a stronger result of Theorems 1 and 2.
Theorem 9. Let X be a compact metric space and let p be a τ -distance on X. Assume
that p is lower semicontinuous in its second variable. Let f be a function from X into
(−∞,+∞] which is proper lower semicontinuous and bounded from below. Let u ∈ X
with p(u,u) = 0. Then for λ > 0, there exists v ∈ X satisfying the following:
(i) f (v) f (u) − λp(u, v);
(ii) f (w) > f (v) − λp(v,w) for all w ∈ X \ {v};
(iii) if a sequence {xn} in X satisfies limn(f (xn) + λp(v, xn)) = f (v), then {xn} is
p-Cauchy, limn xn = v and p(v, v) = limn p(v, xn) = 0.
Proof. From Theorem 3(B), there exists v ∈ X satisfying (i) and (ii). We shall show such
v also satisfies (iii). Let {xn} be a sequence in X with limn(f (xn) + λp(v, xn)) = f (v).
Let {yk} be an arbitrary convergent subsequence of {xn} and put y = limk yk . Then since
x → f (x) + λp(v, x) is lower semicontinuous, we have
f (y) + λp(v, y) lim
k→∞
(
f (yk) + λp(v, yk)
)= f (v).
From this and (ii), v = y holds. Since {yk} is arbitrary, we obtain {xn} converges to v. We
also have
f (v) lim inf
n→∞ f (xn) lim supn→∞
f (xn) lim
n→∞
(
f (xn) + λp(v, xn)
)= f (v)
and hence limn f (xn) = f (v). Therefore limn p(v, xn) = 0. Thus, we obtain {xn} is
p-Cauchy, and p(v, v) = 0. This completes the proof. 
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Corollary 2. Let X be a compact metric space with metric d . Let f be a function from X
into (−∞,+∞] which is proper lower semicontinuous and bounded from below. Then for
u ∈ X and λ > 0, there exists v ∈ X satisfying the following:
(i) f (v) f (u) − λd(u, v);
(ii) f (w) > f (v) − λd(v,w) for all w ∈ X \ {v};
(iii) if a sequence {xn} in X satisfies limn(f (xn)+λd(v, xn)) = f (v), then {xn} converges
to v.
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