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CORRESPONDENCE
V. CONCLUSION
The maximum number of thresholds realized by a multi-
threshold tree network has been obtained and it has been seen
that each of these thresholds can be set arbitrarily. In other
words, the tree network with k elements can realize any (2k -
1)-threshold logic function. Therefore it can be said that the
various tree networks, which contain the cascade and the two-
level networks, with the same number of elements are equivalent
to each other in view of realized logic functions. Thus we can
synthesize the network in which the number of internal inputs
of each element and the number of levels are chosen appro-
priately. The relation between the realized thresholds and the
parameters of each element, i.e., weights and a threshold, may
be derived by the proof of Property 4 and the example.
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Synthesis of Multiple-Valued Logic Networks Based on
Tree-Type Universal Logic Module
MICHITAKA KAMEYAMA AND TATSUO HIGUCHI
Abstract-This correspondence presents a theoretical study on
the synthesis of multiple-valued logic networks based on tree-type
universal logic modules (T-ULM's). The mathematical notation of
T-ULM is introduced. On the basis of the mathematical properties,
an algorithm for synthesizing an arbitrary logic function of n
variables with a smaller number of modules is presented. In this
algorithm, only true and constant inputs are allowed at input ter-
minals. The algorithm consists of two parts. The first one is a
functional decomposition, and the other one is the proper order of
the expansion which is the problem offinding the most incomplete
tree structure. Thus it is established that the systematic and
nonexhaustive procedure of the algorithm gives a suboptimal so-
lution for the reduction of the number of T-ULM's.
Index Terms-Compatible set, complex disjunctive decomposi-
tion, control variables, dependency, expansion, residue functions,
row multiplicity, ternary T-gate, tree-type universal logic module
(T-ULM), true and constant inputs.
Manuscript received December 1, 1975; revised June 30, 1976 and January 18,
1977. This paper was partly presented at the 1975 International Symposium on
Multiple-Valued Logic, Bloomington, IN, May 1975.
The authors are with the Department of Electronic Engineering, Faculty of
Engineering, Tohoku University, Sendai, Japan.
I. INTRODUCTION
In the binary logic, the recent development of integrated circuit
technology has made possible using the complex modules as
building blocks in place of the NAND or NOR gates. These mod-
ules can realize any logic function of up to a fixed number of
variables. Such modules are called universal logic modules
(ULM's) [1]-[4].
In the multiple-valued logic, there are various type of operators
such as in Post algebra which constructs a complete system [5].
However, the logic design is not so easy as in the binary logic.
Moreover, the number of operators necessary to realize any logic
function of n variables increases, particularly in the operators
which construct a complete system only with a single gate such
as Sheffer stroke functions [6], [7]. Under these criteria, the use
of ULM's in the multiple-valued logic seems to be attractive in
practical applications. Some authors [8]-[11] have studied ULM's
in the multiple-valued logic. Their interests center about the
number of input/output terminals of the module. The ternary
T-gate which is called "conditioned disjunction" by logicians is
also this kind of modules [12]-[15]. The modules such as T-gates
are so-called tree-type universal logic modules (T-ULM's) [3].
However,_ neither the mathematical properties of T-ULM's nor
the minimization procedure of the network of T-ULM's have
been studied satisfactorily so far. Yau and Tang [3] present the
three possible methods for the reduction of the number of T-
ULM's in the binary logic, but its systematic and nonexhaustive
procedure has not been obtained.
In this correspondence, the mathematical notation of T-ULM
which is the extension of the one of T-gate is introduced. Based
on this notation, the mathematical properties of T-ULM's in
regard to a canonical expansion, various manipulations of a
functional expression are discussed. Then, an algorithm for
synthesizing a logic network of any large number of variables is
presented [16]. In the algorithm, only true and constant inputs
are allowed. The algorithm consists of two parts; the first one is
on the functional decomposition which is the problem of how to
decompose a logic function using a minimum number of T-
ULM's. The other one is the proper order of the expansion which
is the problem of finding the most incomplete tree structure. In
each part, the evaluation function available to synthesizibg a
network with a minimum number of T-ULM's is discussed.
II. MATHEMATICAL PROPERTIES OF T-ULM'S
In the r-valued logic system, the finite set of r logic values is
defined as L = 10,1, - --,r - 1l. T-ULM with'k control variables
is defined as follows.
Definition 1: Let C = (c1,c2,* ,ci, * ,Ck) be the control vec-
tor whose elements are k control variables. The number of the
distinct states of the vector C is rk, and let the scalar S be
equivalent to 1,Llciri-1 (denoted by C * S). Let the set P.be(pop j... )P ...prkA-1), which is called the set of residue
functions. The output of T-ULM, Uout is defined as
Uout = U(P0,P1,
-
,Pj,* *,Prk-1; C1,C2,* ,Ci,* k)
= U(P;C).
If C - S = j, then Uout = Pj.
The symbol of T-ULM is shown in Fig. 1.
We shall present some of the useful mathematical properties
of T-ULM's. The proofs of these properties are presented in
[16].
Lemma 1: Let a be the element of the set L. GivenI such that
e (1,. -^,k). If cl = a, then m, is defined as ma = 2,k_ciri-
+ ar 1-1 (the number of distinct values of m8 is rkl), where '
denotes the summation except i= 1. Let g(x) be a unary function
in the r-valued logic. IfPm,, = g(a) is hold for all the values of a,
then U(P;C) = g(cl).
Lemma 2: If the elements of the set P are all the same, i.e.,po
= P1 =* ** = Prk_l, then U(P;C) = pO for all the values of ci.
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Fig. 1. Symbol of T-ULM.
Lemma 3: Let X be the set of n variables (x 1,x2, * - *,x,), and
X, be the set of k variables in X. Then U(po(X),...,pj(X),
Prp _i(X);X,.) = U(po(X'X, 0), ** ,pj(X', Xc j)
Prp *_1(X', Xc rk - 1); Xc), where X' n xC = 0 (empty
set) and X' U Xc = X.
Theorem 1: If constant and true inputs are allowed, an arbi-
trary function of n variables can completely be expressed with
a maximum of (rbk - 1)/(rk - 1) T-ULM's, where b = Ln/kJ (Lxi
denotes the smallest integer such that LxJ > x).
Theorem 2-Canonical Expansion Theorem: An arbitrary
function of n variables can always be expressed in the following
form: f(X) = U(po(X'), pi(X'), - - , pj(X'),.*--Pr,k l( )
where po(X') = f(X',XcO, 0),* **,pj(X') = f(X', Xc -), -
prk_-(X') = f(X',Xc,-- rk - 1).
Lemma 4: A function of n variables is expressed in a complete
tree structure. Let U1 be the T-ULM of the first level which is
the nearest to the output terminal. Similarly let U1 be the
T-ULM of the lth level. Then the number of Us's is rk(-l),
where 1 < 1<.Ln/k].
A function of n variables is expressed in a canonical tree
structure as shown in Fig. 2.
Theorem 3: Let g(x) be a unary function in the r-valued logic
system. Then g(U(P;C)) = U(g(P);C), where the jth element of
g(P) is g(pj).
Theorem 4: For each control variable ci (i = 1, - - ,k) a unary
function gi(x) is given. Then U(P;g1(c1),g2(c2),***,gk(ck)) =
U(po', ...*pj, * * * ,p(rk-1) ;C),wherej' = 2=1(gi(ci))ri-1
III. AN ALGORITHM FOR SYNTHESIZING A NETWORK OF
T-ULM's
Since Theorem 1 assures functional completeness in a network
of T-ULM's, any logic function of several variables is realized
with T-ULM's of few control variables in a tree structure. How-
ever, as the number of variables of a function becomes large, the
number of T-ULM's necessary to realize the function exponen-
tially increases in a canonical tree structure. The technique for
the reduction of the number of T-ULM's is available especially
in the function of large variables.
A. Functional Decomposition
There are several types of decomposition. In this section, a
complex disjunction decomposition is applied into the synthesis
of a T-ULM network. The concept of the maximal compatible
sets in the multiple-valued logic [17]-[19] is introduced.
Definition 2: Let f(X) be a function of n variables, and let a
set of n variables be divided into two disjunctive subsets Y(p
variables) and Z(n - p variables), where Yn z = X, Y U z = x.
A decomposition table is constructed with the variables in Y
defining the rows and the variables in Z defining the columns.
Then the total number of different vectors in the rows is defined
as "row multiplicity," i.e., K(Y;f). The total number of different
vectors in the columns is defined as "column multiplicity," i.e.,
K(Z;f).
Let define the evaluation function by which the decomposition
is available to the minimization of a T-ULM network. The
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Fig. 2. Canonical tree structure.
problem is how to find Y and Z effective to the minimization. In
order to consider such things, a lemma is shown.
Lemma 5: Let f(X) be decomposed as the following form.
f(X) = g(a1(Y),a2(Y), - - -,au(Y),Z). (1)
The minimum value of integer u is given as u = Llog, K(Y;f)].
If u = 1 and p > 2, then (1) is called a simple disjunctive de-
composition. Equation (1) corresponds to the block diagram of
Fig. 3.
Let Mn be the upper bound on the number of T-ULM's nec-
essary to realize a function of n variables. By Theorem 1, Mn =(rLn/kjk - 1)I(rk - 1). In (1), g is a function of u + n - p variables
and each ai is a function ofp variables. Therefore, the total upper
bound on the cost of the function in (1) can be expressed as
F = u Mp + Mu+n-p
= u- (rLP/kjk - 1)I(rk - 1) + (rL(u+n-P)/kik - 1)/(rk - 1).(2)
It is reasonable that Y and Z which minimize F in (2) are selected.
However, if the minimum value ofF is greater than Mn, then the
decomposition is not effective to the reduction of the number of
T-ULM's, because the decomposition makes the upper bound
on the cost of the given function increase more. From this point
of view, the decomposition is carried out ifF < Mn for the min-
imum F.
For an allowed decomposition, the functions al,a2, au,a, are
specified as follows. If the vectors of the rows are the same for
each other, then the same codes of length u are assigned into the
corresponding rows, that is, the same code of a, - - ,oau is assigned
into each compatible set.
Example 1: Consider the ternary function of Table I. Let the
function be synthesized with T-ULM's of one control variable.
If Y = (x1,x2) and Z = (X3), then IRo,R5,R71, 1R1,R3,R8I, and
JR2,R4,R61 are maximum compatible sets. Therefore, K(Y;f) =
3. In this case, the minimum value ofF is obtained as F = (32 -
1)/2 + (32 - 1)/2 = 8 associated with the partition Y = (x1,x2) and
Z = (X3). On the other hand, M3 = (33 - 1)/2 = 13. So, the de-
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Fig. 3. Block diagram of the decomposition.
TABLE I
TRUTH TABLE OF EXAMPLE 1
x3
21' -0 1 2
Ro 0 0 0 1 2
R, 0 1 1 2 0
R2 0 2 2 0 1
R3 1 0 1 2 0
R4 1 1 2 0 1
R5 1 2 0 1 2
R6 2 0 2 0 1
R7 2 1 0 1 2
R8 2 2 1 2 0
composition of Y = (x1,x2) and Z = (X3) is allowed. As a result,
the functions a1(x1,x2) and g(al,x3) are given as shown in Table
II.
Once such decomposition has been allowed, and (a1, * -
-,a,)
and g are specified, then the functions a1, ,cau and g are each
tested to determine if the decomposition is allowed. In this way,
the decomposition is carried out iteratively until the decompo-
sition is not allowed. These procedures are summarized in
Subalgorithm 1.
Subalgorithm 1:
Step 1: Divide the given n variables into two disjunctive sub-
sets Y and Z.
Step 2: Calculate "row multiplicity" K(Y;f) and u = Llogr
K(Y;f)I.
Step 3: Calculate F = u * Mp + Mu+n-p.
Step 4: After all the possible pairs of Y and Z are checked,
select Y and Z which minimize the value F.
Step 5: IfF < M,, go to Step 6. IfF > Mn, go to Subalgorithm
2.
Step 6: Assign the same code into the compatible set. Specify
the functions al, - - ,-au and g.
Step 7: The procedures from Step 1 and Step 6 is applied into
al, * * ,au and g, respectively.
B. Proper Order of Expansions
As the number of input variables increases, the number of
possible ways of expansion becomes enormously large. So, a
technique for the proper order of expansion must be found. In
order to get a minimum realization of a T-ULM network, a new
concept "dependency" is defined.
Definition 3: Let X' be a subset of a set of variables X =
(x1,x2, * ,xn). Xi has the number a of elements, where a < k.
Let X' be a set such that X' i = 0 and X' U Xc = X. For the
set X', there exist rn- a vertices. Given an arbitrary function of
n variables, f(X) = f(X',X ). Nf(X') is defined as the number
of vertices in X' such that f(X',X') # constant and f(X',X )
TABLE II
TRUTH TABLE OF al AND g
ac1(x1 x2)
X2
X1\ 0 1 2
0 0 1 2-
1 1 2 0
2 2 0 1
g (al, x3)
\X3
1\ 0 1 2
1 1 2 0
2 12 0 1
xj, where xj E Xi. Nf(X9) is called "dependency" of a functionf(X) for Xc.
Example 2-r = 2, k = 2: Consider the function f(x1,x2,x3,x4)
of Table III. Let X' and X2 be (x1,x2) and (X3,X4), respectively.
Since f(O,O,x3,x4) = 1, f(O,1,x3,x4) = X3, f(i,O,x3,x4) = X4 and
f(1,L,x3,X4) = 0, Nf(X2) = 0. Similarly, Nf(X ) = 4.
We shall present some properties of "dependency" whose
proofs have been given in [161.
Theorem 5: Let X be divided disjunctively to the number b
of subsets (Xl, - _,Xi, ,Xb), where b = n/k. Let f(X) be
expressed as
f(X) = U(fo(X'),fl(XI), * ,fj(X'), *fr** ki (X');Xi ).
In the total sum of "dependencies", the following relation is held
for any i.
b2fX)-fX) rk-~1 bfNf(X'I) = Nf(X) + Nfm(Xc,)
1=1 m=0 1=1
where 2' denotes the summation except i.
Theorem 5 assures that if subsets (X",* ,Xi, ... ,Xb} are
given, then the sum of "dependencies" of each residue function
and "dependency" of the output function f(X) for the subset Xl
is constant for any i.
Theorem 6: Let a function of n variables be expressed in a tree
structure, and let the number of levels be b. In one U1 of the lth
level, "dependency" of the value r(b- l)k can be admitted at its
maximum.
Theorem 7: Consider the case of r z8 2 or k # 1, and let a
function f(X) be completely specified. If "dependency" Nf(X')
for an arbitrary X' which is the subset of k elements in X be-
comes zero, then this function f(X) is realized only with a con-
stant function or a true input.
Lemma 6: Consider the case of b = Ln/k] = 2. Suppose that X',
is selected for which "dependency" Nf(X') becomes minimum.
If X' is assigned to the second level, and the other is assigned to
the first level, then it is the minimum realization (assume that
identical residue functions cannot be used as common inputs).
Example 3: Consider the synthesis of the function of Table III
using T-ULM's of two control variables. By Example 2,
X' = (x1,x2) is assigned to the first level. Therefore, f(X) =
U(1,x4,x3,0;x1,x2). If X2 = (X3,X4) is assigned to the first level,
then f(X) = U(U(1,0,0,0; X'), U(1,1,0,0; X'), U(1,0,1,0; X'),
U(1,1,1,0; X1); X2).
Based on the above theorems, we shall present the algorithm
for synthesizing an arbitrary function of n variables.
1) The Case of One Control Variable: First consider the
synthesis using T-ULM's of one control variable, i.e., k = 1, where
r P 2. If the variables for which "dependency" becomes maxi-
mum is assigned to the first level, then it is obvious by Theorem
1299
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TABLE III
TRUTH TABLE OF EXAMPLE 2
x x4
xj,x2 \ 00 01 10 11
00 1 1 1 1
01 0 0 1 1
10 0 1 0 1
11 0 0 0 0
5 that the total sum of "dependencies" for the other variables
becomes minimum. By Theorem 6, the smaller I is, the larger
value of "dependency" can be admitted in one Ul of the Rth level.
Therefore, it is considered that the number of T-ULM's neces-
sary to realize residue functions of the successive levels may be
smaller and that U1 is fully used.
Once the variable for the first level is determined, the number
r of the residue functions are decided. Similarly, at the next level,
this procedure is continued. If the total sum of "dependency" s
for the variables becomes zero, the successive T-ULM's are not
necessary because the function is realized only with a true input
or a constant function.
The above mentioned procedure is summarized in Subalgor-
ithm 2.
Subalgorithm 2 (the Case of One Control Variable):
Step 1: For one of the variables, "dependency" of the given
function f(X) is calculated.
Step 2: After all the variables are checked, the variable xi for
which "dependency" becomes maximum are selected. If there
exist some maximum ones, take one of them.
Step 3: This xi is assigned to the first level of the network of
T-ULM's. Each residue function is calculated as fj (X') = f(X',
xi 4j).
Step 4: The above procedure is applied to each residue function
up to the bth level, where b is equal to the number of vari-
ables.
Step 5: By Lemma 1 (the case where g(x) = x) and Lemma 2,
the reduction of the number of T-ULM's is carried out.
Example 4: Consider the synthesis of the ternary function of
Table IV using T-ULM's of one control variable, "Dependencies"
Nf(x1),Nf(x2), and Nf(x3) become 8, 2, and 5, respectively.
Therefore, the total sum of "dependencies" is 15. Since Nf(xi)
is maximum, xl is assigned to the first level. Similarly, in each
residue function the same procedure is continued. As a result,
f(X) is expressed as
f(X) = U(U(O, 1, U(2, 0, 1; X2); X3), X3,
8 2 1
U(1, 2, U(2, 1, 0; X2); X3); X1)
3 1
The total sum of "dependencies" 15 is decomposed as shown
below the arrow.
2) The Case of Multiple Control Variables: Next consider the
synthesis using T-ULM's of multiple control variables, i.e., k >
2. By Theorem 6, the smaller I is, the larger becomes the allowed
value of "dependency" in one Ul. Therefore, it is desirable that
to the higher levels the combinations of the variables with small
dependencies are assigned.
In order to obtain such a desirable solution, the following
technique is presented. First consider the case where the number
of input variables is greater than or equal to 2k. For each com-
bination of k variables from n variables, "dependency" is cal-
culated. This possible number of combinations is given as nCk.
Arrange the number nCk of control vectors according to the value
of "dependency" so that the maximum one is in the last. From
the variables for which "dependency" is minimum, pick up dif-
ferent (n - k) variables in order. So, the other k variables are
TABLE IV
TRUTH TABLE OF EXAMPLE 4
00
01
02
10
11
12
20
21
22
01 2
01 2
01 0
01 1
01 2
01 2
01 2
12 2
12 1
12 0
determined and they are assigned to the first level of a net-
work.
Next consider the case where the number of input variables
is less than 2k. By Lemma 6, if Xi for which "dependency" be-
comes minimum is selected and remaining other variables are
assigned to the first level, then the minimum realization is ob-
tained.
Once the control vector of the first level which has a elements
(a < k) is determined, then find the residue functions. As to each
residue function, replace the number of input variables n - a,
and the same procedure is continued.
Thus, the configuration of the control vectors can completely
be determined, and a suboptimal solution can be obtained. This
procedure is considered to be the extension of the case of k = 1,
and is summarized in Subalgorithm 2.
Subalgorithm 2 (the Case of Multiple Control Variables)
Step 1: If the number of the input variables is less than 2k, go
to Step 8.
Step 2: Pick up k variables from the given n variables. The
number of possible combinations is nCk.
Step 3: For one of these combinations, "dependency" of the
given function f(X) is calculated.
Step 4: After all the combinations are checked, arrange the
control vectors according to the value of "dependency."
Step 5: For the variables for which "dependency" is smaller,
pick up n - k variables.
Step 6: The remaining other variables Xi are assigned to the
first level of a T-ULM network.
Step 7: Each residue function is calculated as fj = f(X',X'j). Go to Step 11.
Step 8: Pick up k or n - k variables.
Step 9: For one of these combinations, "dependency" of the
given function f(X) is calculated.
Step 10: After all the combinations are checked, select the
variables for which "dependency" becomes minimum. Go to Step
6.
Step 11: The above procedure is applied to each residue
function up to the bth level.
Step 12: By Lemmas 1 and 2, the reduction of the number of
T-ULM's is carried out.
Example 5: Consider the synthesis of the binary function of
Table V using T-ULM's of two control variables. Each "depen-
dency" becomes such as below.
Nf(xl,x2) = 9, Nf(xl,x3) = 9, Nf(xl,x4) = 6, Nf(x1,x5) = 10,
Nf(xl,x6) = 7, Nf(x2,x3) = 9, Nf(x2,x4) = 7, Nf(x2,x5) = 10,
Nf(x2,x6) = 7, Nf(x3,x4) = 10, Nf(x3,x5) = 10, Nf(x3,x6) = 9,
Nf(x4,x5) = 7, Nf(x4,x6) = 7, Nf(x5,x6) = 4.
The smallest one is Nf(x5,x6). The next smallest one is Nf(x1,x4).
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TABLE V
TRUTH TABLE OF EXAMPLE 5
X6 0 0 1 11
x os o 1 1 o o 1 1X1X2X3 x5 0 1 0 1 0 1 0 1
000 0 0 0 0 0 1 0 1
001 0 0 0 0 0 0 0 0
010 1 1 0 0 1 1 0 0
011 0 1 1 0 0 0 1 1
100 0 1 1 1 0 1 1 1
1 01 I 1 1 1 1 1' 1 1
1 0 0 1 1 1 0 1 1 0
1 1 1 o0 1 0 1 1 1 1 1
Fig. 4. Flow chart of synthesizing a T-ULM network.
So, the remaining (x2,x3) is selected as the control vector of the
first level. Thus, the function f(X) is realized such as below.
f(X) = U( U(0,X5,X6, l;xb,x4), U(1,x4,0, U(1,1,1,O;x4,x6); xl,X5)
x1, U(U(O,1,i,O; X4,X5), x4,x5, 1; x1,x6);x2,x3).
Now, we can systematically synthesize an arbitrary function
of n variables by Subalgorithms as shown in the flow chart of Fig.
4.
IV. CONCLUSION
In this correspondence, we have presented the mathematical
properties of T-ULM's in the multiple-valued logic. On the basis
of these properties an algorithm for synthesizing a network of
T-ULM's with a smaller number of T-ULM's has been discussed.
The algorithm consists of the complex disjunctive decomposition
and the proper order of the expansion. In order to evaluate such
things, the decomposition is considered from the view point of
the upper bound of the number of T-ULM's. Moreover, the
proper order of the expansion is attributed to how to distribute
"dependencies." As a result, it becomes clear that especially in
the function of large variables, the algorithm becomes a useful
method for the reduction of the number of T-ULM's.
However, the algorithm does not always give the optimal so-
lution mainly because the method for using identical residue
functions is not taken into consideration. Furthermore, we must
consider the case where some unary functions of input variables
besides true inputs are allowed.
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Seniority Logic: A Logic for a Committee Machine
MARTIN OSBORNE
Abstract-A logic for a committee of perceptrons, called se-
niority logic, and a local adjustment algorithm for training a
seniority committee are described. Like a majority committee, a
seniority committee has the capacity to solve any two-class problem
in which the classes are disjoint. Unlike a majority committee, a
seniority committee may have members added during training, and
a seniority committee is free to attain a size needed to solve a
problem. In computer simulations on patterns with binary com-
ponents a seniority committee has a higher recognition rate and
needs fewer members than a majority committee. Solutions learned
during training have high recognition rates on the training set and
are reasonably free of bias.
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I. INTRODUCTION
Early successes in training a single perceptron [8] encouraged
the building of networks of perceptrons. Networks provide
greater classification power than a single perceptron, but methods
for building and training networks are not fully understood. Good
results have been obtained with a particularly simple class of
networks called a committee. Committees can be trained by ex-
tensions of the algorithms used to train a single perceptron. Of
the various types of committees, a majority committee is probably
the best known. Ablow and Kaylor [1] have shown that a majority
committee can be constructed to solve any two-class pattern
recognition problem in which the classes are disjoint; however,
the construction is not a useful training algorithm, because the
resulting committee may have as many members as there are
patterns to be classified. Kaylor [2] has conjectured that in a
two-class pattern recognition problem with disjoint classes and
binary pattern components, there is a majority committee among
the smallest committees capable of solving the problem. Kaylor's
conjecture is without practical significance because the size of
the smallest committee is not known in advance, and the algo-
rithms for training a majority committee require that the size be
fixed throughout training [3], [7]. Worse, it has been found that
training is most successful when a majority committee is larger
than necessary [5]. Finally, there are no convergence theorems
for committee training algorithms similar to the well-known
perceptron convergence theorem.
This correspondence introduces a new type of committee called
a seniority committee and a local adjustment algorithm for
training it. Like a majority committee, a seniority committee can
be constructed to solve any two-class problem in which the classes
are disjoint but with perhaps as many members as there are
patterns. The algorithm for training a majority committee is
designed for problems in which the pattern components are bi-
nary. Unlike a majority committee, the size of a seniority com-
mittee is not fixed throughout training; instead starting with a
single member, a seniority committee adds new members as
needed. As a result of Kaylor's conjective, in computer simula-
tions, seniority committees were compared to majority com-
mittees and were found to perform better than majority com-
mittees of the same size. A disadvantage of using a seniority
committee is that the training algorithm is sensitive to parame-
ters whose values are determined by trial and error. Not sur-
prisingly, we have failed to find a convergence theorem for a se-
niority committee's training algorithm.
II. SENIORITY COMMITTEE
This section begins with an informal definition of a seniority
committee. The members on a seniority committee are ranked
from one to the total number of members, and each member is
one of two types. When categorizing a pattern, members of the
first type vote -1 (Class A) or abstain, the members of the second
type vote +1 (Class B) or abstain. If all members abstain, the
committee decides Class B, otherwise the vote of the highest
ranking member prevails. This voting procedure suggests the
name seniority committee. Fig. 1 illustrates the decision
boundary of a five member seniority committee. The pattern
space is R2 and each member, being a perceptron, is defined by
a line. Beside each line is a number, an arrow, and either +1 or
-1. The number indicates a member's rank, the arrow points to
the region on which a member votes, and the +1 or -1 is a
member's vote. The region of the plane assigned by the com-
mittee to Class A is shaded.
A formal definition of a seniority committee follows. Let
MMBRi, i = 1, -*- ',p be the members of a seniority committee.
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