Metropolis-Hastings algorithms are slowed down by the computation of complex target distributions. To solve this problem, one can use the delayed acceptance Metropolis-Hastings algorithm (MHDA) of Christen and Fox (2005) . However, the acceptance rate of a proposed value will always be less than in the standard Metropolis-Hastings. We can x this problem by using the Metropolis-Hastings algorithm with delayed rejection (MHDR) proposed by . In this paper, we combine the ideas of MHDA and MHDR to propose a new MH algorithm, named the Metropolis-Hastings algorithm with delayed acceptance and rejection (MHDAR). The new algorithm reduces the computational cost by division of the prior or likelihood functions and increase the acceptance probability by delay rejection of the second stage. We illustrate those accelerating features by a realistic example.
Introduction
M H algorithm (Hastings, 1970; Metropolis, et al, 1953 ) has solved integral calculation in the complex posterior. [1, 2] However, one of the most important and challenging issues is to compute the rate of acceptance. The acceptance probability of the standard MH algorithm is expressed as Where represents the target density function (that is, the posterior distribution), represents the proposal distribution. In the acceptance and rejection of MH algorithm, we always need to calculate and thus need to calculate rations of . But it is a complex task with large amount of computation, e.g., the posterior distribution involves another integral.
To reduce the computational cost, the delayed acceptance MH algorithm of Christen and Fox (2005) is a twostage Metropolis-Hastings algorithm in which, typically, proposed parameter values are accepted or rejected at the rst stage based on a computationally cheap surrogate for the likelihood. [3] Detailed balance with respect to the true posterior is ensured by a second accept-reject step, based on the computationally expensive likelihood, for those parameter values which are accepted in the rst stage. Delayed acceptance algorithms thus provide draws from the posterior distribution of interest whilst potentially limiting the number of evaluations of the expensive likelihood. Although the amount of computation is reduced, the acceptance rate is also reduced compared to the standard MH algorithm. For the purpose of improving the acceptance of MH algorithm, we can use Metropolis-Hastings algorithm with delayed rejection (MHDA) as defined by . [4] In this paper we combine the ideas of MHDA with MHDR and propose a new MH method is the Metropolis-Hastings algorithm with delayed acceptance and rejection (MHDAR).
The new algorithm, involving two stages, reduces the computational cost by division the prior or likelihood function (that is, the rst stage) and increase acceptance ratio by the second stage. We illustrate those accelerating features by a realistic example of two-dimensional distribution.
Metropolis-Hastings Algorithm with Delayed Acceptance and Rejection
In this section, we recall the Metropolis-Hastings algorithm with delayed rejection and the Metropolis-Hastings algorithm with delayed acceptance, which are useful for our later discussions. And then we propose our new algorithm, the Metropolis-Hastings algorithm with delayed acceptance and rejection.
Metropolis-Hastings Algorithm with Delayed Rejection
The Metropolis-Hastings algorithm with delayed rejection (MHDR), proposed by Tierney and Mira (1999), achieve this goal: when making a rejection decision, we use a different proposal distribution to generate a second candidate state instead of obtaining a duplicate sample and accepting or rejecting it based on the probability of an appropriate calculation. [4] Therefore, the update process of the MHDR algorithm is as follows: Algorithm 2. 
Metropolis-Hastings Algorithm with Delayed Acceptance
The MH algorithm with delayed acceptance is aimed at reduce the amount of computation. The delayed acceptance MCMC algorithm of Christen and Fox (2005) is a twostage Metropolis-Hastings algorithm in which, typically, proposed parameter values are accepted or rejected at the rst stage based on a computationally cheap surrogate for the likelihood. [3] In the section, we reduce the computational cost by division the prior or likelihood function in the rst stage and increase acceptance ratio by the second stage. It is similar to Banterle et al. (2015) . The update process of the MHDA algorithm is as follows:
Algorithm 2. 
with probability a x y y y with probability a x y
So acceptance probability of MHDA is a(x 0 ,y)=a 1 (x 0 ,y) a 2 (x 0 ,y). If x 1 ≠ y go to step 6, otherwise stop and out put x 1 =y (6) Generate y 1 ~ q 1 (·|x 0 y) We assume that the target distribution π and the proposal density q(·|x) all admit densities with respect to the Lebesgue or counting measures. We also denote the target density by π. [5] Let (x n ) n≥1 be a Markov chain evolving on X with MH-DAR algorithm Markov transition kernel P associated wit q hand π .i.e. for A B(X), where B(X) is the Boreal σ-eld, on X.
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The transition kernel of the MHDAR update satis es the reversibility with respect to target distribution: [7] ( ) ( , ) ( ) ( , ) x P x dx x P x dx
To prove Theorem 2.1, we have the following two lemmas. ,
Then, (2.3) using the identity
, which is valid for any two positive numbers a and b, in (2.2) we have ( ) (1 ( , )) ( , ) ( , , ) x a x y a x y P x y x dx
This case only needs to exchange x 0 and x 1 .Just like the second one, you can prove it in the same way.
Combining Lemmas 2.1 and 2.2, we prove Theorem 2.1.
Expected Square Jumping Distance
In this section, when considering efficiency for MHDA, MHDR and MHDAR, we need to consider the execution time of the algorithm. So it measured ef ciency through Eff, de ned by Banterle et al.(2015) .
Sherlock and Roberts (2009) focus on unimodal elliptically symmetric targets and show that a proxy for the ACT in nite dimensions is the Expected Square Jumping Distance (ESJD), de ned as where X and X' are two successive points in the chain and ||·|| represent the norm on the principal axes of the ellipse rescaled by the coef cients β i so that every direction contributes equally. [5, 8] We measured ef ciency through following formula, it de ned by Banterle et al. (2015) . We generate samplers from target distribution using the three algorithms and calculate the acceptance rate of three algorithms in the following table. From the Table 1 and the Figure 1 , we can obtain that acceptance rate of the MHDAR algorithm outperforms the MHDA algorithm. Difference acceptance rate between MHDAR and MHDR is 0.00944. But computation time of MHDAR is just onethird of MHDR. ESJD the expected square jumping distance, a is the acceptance rate, time is the overall computation time.
Convergence Diagnostics
We use the Geweke(1992) and the Heidelberger-Welch (1983) combining with the coda R package to test chain that generated by the MHDAR algorithm. [9, 10] The geweke statistic value of each parameter (as shown in Table 2 ) and the Z-score scatter plot of each parameter are obtained (As shown in Figure 3 ). The absolute value of Z-Score of each parameter is less than 1.96, P value is greater than 0.05. So the Markov chain of generated by MHDAR is convergence. It can be seen from Table 3 that the Heidelberger-Welch stability is all passed and the interval half-width test of the parameter is failed (where the halfwidth test is failed that indicates the corresponding con dence interval does not satisfy the accuracy), which shows that the Markov chain generated by sampling is stable. 
Conclusion
We propose a new MH algorithm combining the ideas of MHDA and MHDR, called MHDAR. The new algorithm, with two stages, reduces the computational cost by division decomposes the prior or likelihood function (that is, the rst stage) and increase acceptance ratio by the second stage. We illustrate those accelerating features by a realistic example of two-dimensional distribution. The simulation validates the theoretic results.
