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bstract
We present a class of two stage iterative methods, called two stage mixed-type splitting (TMS) algorithm, and analyze the
onvergence of this method for solving large nonsingular system of equations Ax  =  b. Based on this new method, we establish
nother two stage models such as two stage (SOR, AOR, SSOR, SAOR) algorithms. The convergence of these algorithms is
iscussed, under the condition that A  is Z-matrix. Besides, convergence is further studied for splitting of M-matrix. Numerical
xample is also reported to confirm the convergence analysis.
 2013 Taibah University. Production and hosting by Elsevier B.V. All rights reserved.
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.  Introduction
Consider the following linear system
x  =  b,  (1.1)
here A ∈  Rn×n; b, x  ∈  Rn. For any splitting, A  =  M  −  N
ith det(M) /=  0, the basic iterative methods for solving
1.1) is
i =  M−1Nxi−1 +  M−1b,  i =  1,  2,  . . . (1.2)
This iterative process converges to the unique solution
 = A−1b for any initial vector value x0 ∈  Rn if and only
f the spectral radius ρ(M−1N) < 1, where T  = M−1N  is
alled the iteration matrix. There are some specifically
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iterative methods for solving a linear system (1.1) based
on (1.2), for instance Jacobi, Gauss–Seidel, SOR, etc.
For more details, see [1–10] and the references therein.
Li et al. [11], presented a new iterative method, based
on a mixed-type splitting of the matrix A, where A  is
large, sparse and nonsymmetric and AT + A  is symmet-
ric positive definite or equivalently A is positive real.
This method is called the mixed-type splitting iterative
method. Under these specifications they also proposed
some sufficient and necessary conditions of convergence
of (1.2). This iterative method contains an auxiliary
matrix D1, which should be symmetric. Furthermore,
these authors, by special choice of D1 (it is diago-
nal matrix), showed that, their new iterative method
becomes the well-known SOR method. In [12], the aux-
iliary matrix is allowed to be more general (combination
of diagonal and strictly lower matrices) and they have
shown that, by proper choice of D1, this method is still
convergent. These authors, with special choice of D1,
showed that, the method becomes the well-known AOR
method. Martins et al. [13], under same conditions, pre-
sented the generalized results given in [11,12]. Cheng
et al. [14], studied the mixed-type splitting iterative
method for (1.1), where A is a Z-matrix  .Their itera-
tive method contains an auxiliary matrix L1 (D1) that
is restricted to be nonnegative strictly lower triangular
(diagonal) matrix .This method is given by the following:
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(D  +  D1 +  L1 −  L)xi =  (D1 +  L1 +  U)xi−1 +  b,
i =  1,  2, . . . (1.3)
with the following iteration matrix,
T  =  (D  +  D1 +  L1 −  L)−1(D1 +  L1 +  U),
where D1 ≥  0 and 0 ≤  L1 ≤  L. Moreover, D, -L, -U  are
respectively diagonally, strictly lower and upper trian-
gular matrices of A  =  D-L-U.
The methods of models (1.2) and (1.3), at each step,
solve a simpler system. When this system is itself solved
by an inner iterative method, then the global method is
called a two stage iterative method .This method is one
of the drastic choices for getting the numerical solution
of the linear system, linear complementarity problems
(LCP), nonlinear system and preconditioning methods;
see [15–18]. Two stage iterative method was first pro-
posed for solving systems of linear equations by Nichols
[19], in 1973, then it has been extensively studied by
many authors (see [20–28] and the references therein).
This method, also is called inner/outer methods, consists
of approximating the linear system in (1.2) by using inner
iterations; i.e., let A  = M  −  N  and the splitting M  =  F  −  G,
perform, say (s(k)) inner iterations. Then two-stage iter-
ative method is as follows:
Algorithm  1.  Given an initial vector x0 and a sequence
of number of inner iterations, s  (k), k =  1, 2,.
for i = 1,2,.  .  ., until convergence
y0 =  xi−1,
for j = 1:s(k)
Fyj =  Gyj−1 +  Nxi−1 +  b,
xi =  ys(k).
When the number of inner iterations is fixed in each
outer step, i.e., s(k) = s, s  ≥  1, it is said that the method
is stationary, while a nonstationary two stage method is
such that the number of inner iterations may change with
the outer iterations. Throughout the paper, it is assumed
that s(k)=  s  and s  ≥  1.
By replacing the loop over j and by (1.2), two stage
iterative method for solving the system of linear equa-
tions (1.1) has the form;
xi =  (F−1G)Sxi−1+
S−1∑
j=0
(F−1G)jF−1(Nxi−1 +  b).  i  =  1, 2,  ....
(1.4)h University for Science 7 (2013) 35–43
Clearly, the iteration matrix corresponding to (1.4) is;
TS =  (F−1G)S +
S−1∑
j=0
(F−1G)jF−1N
= I  −  (I  −  (F−1G)S)(I  −  M−1N),  (1.5)
where I  denote the n  ×  n  identity matrix. If ρ(F−1G) < 1,
then (I  −  (F−1G)S) is nonsingular. Then, from [[20],
Lemma 2.3], there exists a unique pair of matrices BS
and CS such that M  = BS −  CS and (F−1G)S =  B−1S CS.
And,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
BS =  M(I  −  (F−1G)S)
−1
,  (1.6)
CS =  M(I  −  (F−1G)S)
−1(F−1G)S, (1.7)
⇒ TS =  B−1S (CS +  N). (1.8)
In this paper, we present a new iterative method based
on a mixed-type splitting and applying the philosophy
of two stage iterative method that is called the two
stage mixed-type splitting (TMS) iterative method. This
method contains auxiliary matrices D1 ≥  0, 0 ≤  L1 ≤  L
and 0 ≤  U1 ≤  U. The method is given by the following
models;
Algorithm  2.  Given an initial vector x0
for i = 1,2,.  .  ., until convergence
y0 =  xi−1,
for j = 1:s
(D + D1 + U1)yj = (L − L1)yj−1 + (U + L1 + U1)xi−1 + b,
xi =  ys.
Algorithm  3.  Given an initial vector x0
for i = 1,2,.  . ., until convergence
y0 =  xi−1,
for j = 1:s
(D  +  D1 −(L  −  L1))yj =  (D1 +  L1
+  (U  −  U1))yj−1 +  (U1)xi−1 +  b,
xi =  ys.Remark  1.1.  For comparison with well known two
stage iterative method, it is assumed that TMS algorithm
is only, Algorithm 3.
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.  Prerequisite
We begin with some basic notation and preliminary
esults which we refer to later.
eﬁnition  2.1  ([1–10]). A real n ×  n  matrix A  = (aij) is
alled
i. a Z-matrix  if and only if for any i  /=  j, aij ≤  0;
ii. an M-matrix  if and only if it is a Z-matrix, nonsin-
gular and A−1 ≥  0;
ii. an H-matrix  if and only if 〈A  〉  = (mij) ∈ Rn×n is an
M-matrix, where;
iv. mii = |aii| , mij =  −|aij|,  i  /=  j  1 ≤  i,  j  ≤  n;
v. a strictly diagonally dominant Matrix (SDDM) if and
only if
|aii| > ri(A):=
∑
i /=  j
∣∣aij∣∣ , i =  1,  . . . ,  n;
i. a generalized diagonally dominant matrix(GDDM)
if and only if, there exists a positive diagonal matrix
W such that AW  is an SDDM.
eﬁnition  2.2  ([1–10]). Let A  be a real matrix. The
plitting A  = M  −  N  is called;
(i) convergent if ρ (M−1N) < 1;
(ii) regular if M−1 ≥  0 and N  ≥  0;
iii) weak regular if M−1 ≥  0 and M−1N  ≥  0.
Clearly, a regular splitting is weak regular.
emma  2.1  ([3, (2.4.10; pp. 54)]). Let  A  and B  are  Z-
atrix and  A  is  an  M-matrix, if  A  ≤  B  then  B  is  also  an
-matrix.
emma 2.2  ([1,4]). Let  A  =  M  −  N  is  regular  or  weak
egular splitting  of  A.  Then  ρ(M−1N) < 1 if  and  only  if
−1 ≥ 0.
emma  2.3  ([[20], Theorem 4.2]). Let  A  = M  −  N  be  a
onvergent regular  splitting,  and  let  R  ≥  0, ρ(R) < 1. If
he unique  splitting  M  = BS −  CS such  that  R  =  B−1s Cs
s  weak  regular  splitting.  Then  two  stage  iterative  method
or any  nonnegative  (S)  of  inner  iterations  is  convergent.emma  2.4  ([2,(Theorem 5.14,PP.185)]). Matrix  A  is  a
DDM matrix  if  and  only  if A  is  an  H-matrix.h University for Science 7 (2013) 35–43 37
Lemma  2.5  ([[1],Theorem 3.36]). Let
A =  M1 −  N1 = M2 −  N2 be  two  regular  split-
tings of  A,  where  A−1 ≥  0.  If  M−11 ≥  M−12 , then
ρ(M−11 N1) ≤  ρ(M−12 N2) <  1.
Lemma 2.6  ([[29],Theorem 7]). Let
A = M1 −  N1 = M2 −  N2 be  two  weak  regular  split-
tings  of  A,  where  A−1 ≥  0.  If  M−11 ≥  M−12 , then
ρ(M−11 N1) ≤  ρ(M−12 N2) <  1.
Lemma 2.7  ([1,4]). If  A  ≥  0, then;
(i) A has a nonnegative real eigenvalue equal to its
spectral radius;
(ii) for ρ(A) > 0, there corresponds an eigenvector
x ≥  0;
(iii) ρ(A) does not decrease when any entry of A  is
increased.
Lemma 2.8  ([2]). Let  T  ≥  0. If  there  exist  x ≥  0 and  a
scalar α  > 0 such  that
Tx ≤  αx, then ρ(T) ≤  α. Moreover, if Tx  < αx, then
ρ(T) < α.
Tx  ≥  αx, then ρ(T) ≥  α. Moreover, if Tx  > αx, then
ρ(T) > α.
3.  Theoretical  analysis
In this section, first we will study the convergence of
TMS iterative method, when the coefficient matrix A  is
an M-matrix  or H-matrix.
Theorem  3.1.  Let  A  = D  −  L  −  U  is  an  M-
matrix and  D1 ≥  0, 0 ≤  L1 ≤  L  and  0 ≤  U1 ≤  U.
Furthermore, let  S  be  a  nonnegative  inte-
ger. If  M1 =
{
F =  D  +  D1 +  U1,
G  =  L  −  L1,
or M2 ={
F =  D  +  D1 −  (L  −  L1),
G =  D1 +  L1 +  (U  −  U1).
, then, two  stage
mixed-type  splitting  iterative  method  for  any  initial
vector x0 converges  to  the  exact  solution  of  Ax  = b.
Proof. We only prove M1; M2 can be similarly verified.
By Algorithm TMS (2) we have;{
M1 = D +  D1 −  L  +  L1 +  U1,A  =  M1 −  N  =
N1 = U +  D1 +  L1 +  U1.
Since A  is an M-matrix  and 0  ≤  L1 ≤  L, 0 ≤  U1 ≤  U,
then A  ≤  M1. Therefore by Lemma 2.1; M1 = F1 −  G1 is
f Taiba
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also an M-matrix. Then by Lemma 2.2, F−11 ≥  0, G1 ≥  0
and ρ(F−11 G1) <  1.
By definition of TMS iterative method we have;
M1 =  F1 −  G1 =  BS −  CS ;
such that;⎧⎪⎪⎨
⎪⎪⎩
BS =  M1(I  −  R)−1,
CS =  M1(I  −  R)−1R  +  N,
R =  (F−11 G1)
S =  B−1S CS.
And this means that R  ≥  0, ρ(R) < 1. Furthermore,
M1 = BS −  CS is weak regular splitting. Then according
to Lemma 2.3 we obtain the result of theorem. 
Theorem 3.2.  Let  A  = D  −  L  −  U be  an  H-matrix  and
conditions  of Theorem  3.1  are  satisﬁed. Then,  two  stage
mixed-type splitting  iterative  method  for  any  initial  vec-
tor x0 converges  to  the  exact  solution  of  Ax  = b.
Proof. Let A  be an H-matrix, then by Definition 2.1(v)
and Lemma 2.4 there exists a positive diagonal matrix W
such that AW  is an SDDM. On the other hand, we have;
BS =  M(I  −  (F−1G)S) −  1
M =  BS −  CS.
Then,
TS(AW) =  BS−1(AW)(CS(AW)
+W) =  [M(I  −  (F−1G)S)−1W]
−1
×  [(BS −  M  +  N)W] =  W−1
×  [M(I  −  (F−1G)S)−1]−1
×  [(BS −  M  +  N)]W  =  W−1TS(A)W.
And this means that, two iteration matrices are similar.
Therefore ρ(TS(AW)) = ρ(TS(A)) < 1 and the proof is
completed. 
Some comparison theorems for splittings
A =F1 −  G1 −  N  =  F2 −  G2 −  N  have been proposed
[19–28].
We also in [30] proposed the following comparison
theorems for two stage iterative method when both inner
and outer iterations are different splitting.
Theorem  3.3.  Let  A−1 ≥  0, A  =  M −  N −  M −  N1 1 2 2
are  regular  splittings  and  let  M1 =  F1 −  G1,
M2 =  F2 −  G2 be  weak  regular  splittings. If
M−12 ≥  αM−11 where;h University for Science 7 (2013) 35–43
α  = 1 −  ρ1
1 −  ρ2 ; ρi(Fi
−1Gi) i  =  1,  2
Then;
ρ(TS(M2 −  N2)) ≤  ρ(TS(M1 −  N1))
Proof.  [30] 
Theorem  3.4.  Let  A−1 ≥  0 and  for  i  = 1,2;
A = Mi −  Ni, Mi =  Fi − Gi, are  regular  splittings. Then
α = (1 −  ρ1)/(1 −  ρ2) ≤  1 if  and  only  if  F−12 ≥  F−11 and
M−12 ≤  M−11 .
Proof.  Since M2 = F2 −  G2 is regular splitting then by
Lemma 2.7 there exist a positive vector x  such that
(F2−1G2)x  = ρ(F2−1G2)x.
F2x  = 1
ρ(F2−1G2)
G2x  ≥  0.
⇒M2x =  F2(I−F−12 G2)x  =
1 −  ρ(F−12 G2)
ρ(F−12 G2)
G2x  ≥  0.
Similarly it can be shown that M1x  ≥  0.
Now we have; If α  ≤  1;
ρ(F−12 G2) ≤  ρ(F−11 G1) <  1.
Then;
ρ(F−12 G2)x  ≤  ρ(F−11 G1)x,
⇒ F−12 G2x ≤  F−11 G1x,
⇒ F−12 G2x ≤  F−11 G1x,
⇒ x  − F−12 M2x  ≤  x −  F−11 M1x,
⇒ F−12 M2x ≥  F−11 M1x,
Thus, since Mix  ≥  0 (for i =  1,2); we have;
F−12 ≥  F−11 , M−12 ≤  M−11 .
Conversely, if M−12 ≤  M−11 ,
then, we have;
M2x =  M2x  +  (M1 −  M1)x  =  (M2 −  M1)x
+ (M1)x  ≥  M1x ≥  0.
And by F−1 ≥  F−1, we get;
ρ(F−12 G2)x  =  F−12 G2x =  x  −  F−12 M2x  ≤  x
− F−12 M1x ≤  x −  F−11 M1x =  F−11 G1x.
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Then by Lemma 2.8;
(F−12 G2) ≤  ρ(F−11 G1) <  1.
Therefore α  ≤  1 and the proof is completed. 
Next, we will compare TMS iterative method with
ther well known two stage methods such as two stage
OR and two stage AOR method (AOR method defined
n [31]).
Two stage AOR iterative method is as follows;
lgorithm  4.  Given an initial vector x0, 0 ≤  r  ≤  w  ≤
, w  /=  0,  r  /=  1
for i = 1,2,.  . ., until convergence
0 =  xi−1,
for j = 1:s
1
w
(D − rL)
 ︷︷  ︸
F
yj = 1
w
((1 − w)D + (w − r)L + wU)︸  ︷︷  ︸
G
yj−1 + b,
i =  ys.
If w  =  r, then we can obtain SOR two stage iterative
ethod.
Our demonstrations show that the proper choice of
he D1, L1, U1 can lead to the convergence rate of the
MS iterative method faster than of the above methods.
For this purpose, Let A  be an M-matrix. Since TS =
F−1G)S +∑S−1j=0 (F−1G)jF−1N  then, inner and outer
plitting in Algorithms 3 and 4 are regular splitting.
herefore by Theorem 3.3, if the speed of conver-
ence of the TMS Iterative Method is faster than
he speed of convergence of Algorithm 4, we should
ave;
−1(TMS) ≥  ±M−1(Algorithm 4),
(D  −  L −  U) ≥  α(D  −  L  −  U  +  U1),⎧⎪⎨⇒ (D  −  L) ≥  α(D  −  L) →  α  ≤  1,
⎪⎩⇒ U1 ≤  (1 − 1
α
)U.
Therefore by Theorem 3.4 we have;
(a) F−1(TMS) ≥  F−1(Algorithm 4),
(b) M−1(TMS) ≤  M−1(Algorithm 4).h University for Science 7 (2013) 35–43 39
For (a) and since Fi is an M-matrix, we have;
[D  +  D1 −  (L  −  L1)] ≤ 1
w
(D  −  rL),⎧⎪⎪⎨
⎪⎪⎩
⇒ D1 ≤  ( 1
w
−  1)D,
⇒ L1 ≤  (1 − r
w
)L.
And for (b);
(D  −  L  −  U) ≤  (D  −  L  −  U  +  U1) ⇒  U1 ≥  0.
Thus, by Theorems 3.1, 3.3, 3.4 and above demon-
stration we have proved the following theorems.
Theorem  3.5.  Let  A  be  an  M-matrix  and  T,  Tr,w, are
iteration matrices  of  TMS  (Algorithm  3) and  Algorithm
4, respectively. If  0 ≤  D1 ≤  ((1/w)/  −  1)D, 0 ≤ L1 ≤
(1 −  (r/w))L  and 0 ≤  U1 ≤  (1 −  (1/α))U, then we have:
ρ(T  ) ≤  ρ(Tr,w) <  1.
Theorem  3.6.  Let  A  be  an  M-matrix  and T,
Tw, are  iteration  matrices  of  TMS  (Algorithm  3),
two-stage SOR  iterative  method  (for 0 ≤  w  ≤  1),
respectively. If  0 ≤  D1 ≤  ((1/w) −  1)D, L1 = 0 and
0 ≤  U1 ≤  (1 −  (1/)U,then we have;
ρ(T  ) ≤  ρ(Tw) < 1.
Remark  3.1.  For approximating solution of α, let U1
in Algorithm 3 be zero.
Remark  3.2.  If in (Algorithm4), F  =  (1/w)(D),  G  =
(r/w)L, N  =  (1/w)((1 −  w)D  +  (w  −  r)L  +  wU) and
TMS be Algorithm 2, then Theorems 3.5 and 3.6 is still
satisfied.
Now, similar to proof of Theorems 3.5 and 3.6 we
may give the following general theorem
Theorem 3.7.  Suppose  A  = M  −  N  be  an  M-matrix.
And M  = DM −  LM −  UM, where  DM, −LM and −UM are
diagonally,  strictly  lower  and  upper  triangular  matrices
of M, respectively. Furthermore,  let  Algorithm  TMS  and
two-stage  AOR  iterative  method  is  as  follows;
Algorithm  5  ((TMS)). Given an initial vector x0for i  = 1,2,.  .  ., until convergence
y0 =  xi−1,
f Taiba
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for j = 1:s
(DM +  D1 −  (LM −  L1))yj =  (D1 +  L1
+  (UM −  U1))yj−1 +  (U1 +  N)xi−1 +  b,
xi =  ys.
Algorithm  6  ((two  stage  AOR)). Given an initial vector
x0, 0 ≤  r  ≤  w  ≤  1, w  /=  0,  r  /=  1
for i = 1,2,.  .  ., until convergence
y0 =  xi−1,
for j = 1:s
1
w
(DM −  rLM)yj = 1
w
((1 −  w)DM +  (w  −  r)LM
+  wUM)yj−1 +  (N)xi−1 +  b,
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1
w
(D  −  rL)︸  ︷︷  ︸
M1
xi−1/2
1
w
(D  −  rU)︸  ︷︷  ︸
M2
xi =
w︸xi =  ys.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(D  +  D1 −  (L  −  L1)︸ ︷︷  
ˆM1
(D +  D1 −  (U  −  U1︸ ︷︷  
ˆM2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
xi =  TSMIXxi−1 + ¯b,  i  =  1,  2,  .
TSMIX =  (D  +  D1 −  U  +  U1)−1(
⇒ A =  MSMIX −  NSMIX.
MSMIX =  [(D  +  D1) −  (L  −  L1)
NSMIX =  MSMIX −  A =  (D1 +  Lh University for Science 7 (2013) 35–43
If T, Tr,w are iteration matrices of TMS
(Algorithm 5), Algorithm 6, respectively
and 0 ≤  D1 ≤  ((1/w) −  1)DM, 0 ≤  L1 ≤
(1 −  (r/w))LM and 0 ≤  U1 ≤  (1 − (1/)U, then we
have;
ρ(T  ) ≤  ρ(Tr,w) <  1
In the following, first, we will present symmetric
mixed-type splitting and show that the convergence rate
of this new method is faster than the convergence rate
of the classical SAOR, SSOR method, when A  is an
M-matrix.
The SAOR method [32] is given by;
((1 −  w)D  +  (w  −  r)L  +  wU)︷︷  ︸
N1
xi−1 +  b,
 w)D  +  (w  −  r)U  +  wL)︷︷ ︸
N2
xi−1/2 +  b.
i  =  1,  2,  ..
With iteration matrix, TSAOR =  (D  −  rU)−1((1 −
w)D +  (w  −  r)U  +  wL) ×  (D  −  rL)−1((1 −  w)D  +
(w − r)L  +  wU).
If w = r, then we can obtain SSOR method
[4].
Notice that, if A  be M-matrix  and 0 ≤  r ≤  w  ≤  1,
w /= 0,  r  /=  1 then SAOR method converges to exact
solution of (1.1) (since, M−1i ≥  0,  Ni ≥  0 and Lemma
2.2).
Now, we establish symmetric mixed-type splitting
that is given by the following model
)︸xi−1/2 =  (D1 +  U  +  L1)︸ ︷︷  ︸
ˆN1
xi−1 + b,
))︸xi =  (D1 +  L  +  U1)︸ ︷︷ ︸
ˆN2
xi−1/2 +  b. i  =  1,  2,  ...
This given the recurrence;
 .  .
L  +  D1 +  U1)(D  +  D1 −  (L  −  L1))−1(U  +  D1 +  L1),](D  +  2D1 +  L1 +  U1)−1[(D  +  D1) −  (U  −  U1)],
 +  U1)[(D  +  2D1 +  L1 +  U1)−1](D1 +  U +  L1).
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Table 1
(n = 6; L1 = 0.01(1 − r/w)L).
Method TMS iterative method Two stage AOR iterative method
r w ρ1 ρ2 ρ3 ρ4 ρ1 ρ2 ρ3 ρ4
0.1 0.7 0.7993 0.6390 0.5107 0.4083 0.9217 0.8495 0.7829 0.7216
0.3 0.8 0.7989 0.6382 0.5099 0.4073 0.9011 0.8120 0.7317 0.6593
0.6 0.9 0.7983 0.6373 0.5087 0.4061 0.8675 0.7525 0.6527 0.5662
0.9 0.9 0.7976 0.6362 0.5075 0.4048 0.8341 0.6957 0.5803 0.4840
Table 2
(n = 9; D1 = 0.01(−1 + 1/w)D;L1 = 0.01(1 − r/w)L; U1 = 0.01(1 − r/w)U).
Method STMS iterative method Two stage SAOR iterative method
r w ρ1 ρ2 ρ3 ρ4 ρ1 ρ2 ρ3 ρ4
0.1 0.7 0.8045 0.6473 0.5208 0.4190 0.9117 0.8421 0.7728 0.7091
0.3 0.8 0.8036 0.6458 0.5190 0.4171 0.8963 0.8033 0.7200 0.6453
0 0.4153
0 0.4143
t
f
M
n
w(
T
T.6 0.9 0.8028 0.6445 0.5179 
.9 0.9 0.8023 0.6437 0.5169 
Now, for choice of the auxiliary matrices, such that
he new iterative method be faster than to SAOR method,
rom the point of view of convergence rate, since
i, Ni, ˆMi, ˆNi(i  =  1,  2) are regular splittings, then by
ote of iteration matrices and Lemma 2.5 or Lemma 2.6,
e should have;
(a) ˆM1 ≥  M1,
(b) ˆM2 ≥  M2.
For (a):
[(D  +  D1) −  (L  −  L1)] ≤ 1
w
(D  −  rL),
⇒ D1 ≤
(
1
w
−  1
)
D, L1 ≤
(
1 − r
w
)
L.
For (b):
[(D  +  D1) −  (U  −  U1)] ≤ 1
w
(D  −  rU),
⇒ D1 ≤
(
1
w
−  1
)
D, U1 ≤
(
1 − r
w
)
U.Therefore, we have proved the following theorems:
heorem 3.8.  Let  A  be  an  M-matrix  and  TSMIX,
SAOR are  iteration  matrices  of  symmetric  mixed-type
[(DM +  D1) −  (LM −  L1)](DM +
(D1 +  LM +  U1)[(DM +  2D1 + 0.8624 0.7438 0.6414 0.5532
 0.8329 0.6938 0.5779 0.4813
splitting  method, SAOR  method,  respectively. If 0 ≤
D1 ≤  ((1/w) −  1)D,  0 ≤  L1 ≤  (1 −  (r/w))L  and 0 ≤
U1 ≤  (1 −  (r/w))U, then we have;
ρ(TSMIX) ≤  ρ(TSAOR) <  1
Theorem  3.9.  Let  A be  an  M-matrix  and  TSMIX, TSSOR
are  iteration  matrices  of  symmetric  mixed-type  split-
ting method, SSOR method, respectively. If  0 ≤  D1 ≤
((1/w) −  1)D,  L1 =  0 and U1 = 0, then we have;
ρ(TSMIX) ≤  ρ(TSSOR) <  1.
Similar to proof of Theorems 3.5 and 3.6 and based on
Theorem 3.8 we may give the following general theorem
for symmetric TMS.
Theorem  3.10.  Suppose A = M  −  N  be an M-matrix
and M  = DM −  LM −  UM. Furthermore, let the symmetric
TMS Algorithm and two-stage SAOR iterative method
are as follows;
Algorithm7  (STMS).  Given an initial vector x0
for i  = 1,2,.  . ., until convergence
y0 =  xi−1,
for j  = 1:s 2D1 +  L1 +  U1)−1[(DM +  D1) −  (UM −  U1)]yj =
 L1 +  U1)−1](D1 +  UM +  L1)yj−1 +  (N)xi−1 +  b,
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xi =  ys.
Algorithm  8  (two  stage  SAOR).  Given an initial x0
for i = 1,2,.  . ., until convergence
y0 =  xi−1,
for j = 1:s
1
w(2 − w) (DM − rLM )
(
DM +
(
w − r
2 − w
)
(LM + UM )
)−1
(DM − rUM )yj = 1
w(2 − w) ((1 − w)DM + (w − r)UM + wLM )
×
(
DM +
(
w − r
2 − w
)
(LM + UM )
)−1
× ((1 − w)DM
+ (w − r)LM + wUM )yj−1 + (N)xi−1 + b,
xi =  ys.
If 0 ≤  D1 ≤  ((1/w) −  1)DM, 0 ≤  L1 ≤
(1 −  (r/w))LM,  0 ≤  U1 ≤  (1 −  (r/w))U  and TSTMS,
TTSAOR are iteration matrices of STMS (Algorithm 7),
Algorithm 8, respectively, then we have;
ρ(TSTMS) ≤  ρ(TTSAOR) <  1.
4.  A numerical  example  (application  to  the
convection-diffusion  equation)
In this section, we give an example to illustrate the
results obtained in previous sections.
We consider the two-dimensional convection-
diffusion equation
−(uxx +  uyy)︸  ︷︷  ︸
Δu
+  δ  ux +  τ  uy =  f  (x,  y)
on the unit square domain Ω  = [0, 1] × [0,  1], with
constant coefficients δ, τ  and subject to Dirichlet bound-
ary conditions. Discretization by a five-point finite
difference operator leads to a linear system Ax  = b  where
x now denotes a vector in a finite-dimensional space.
With discretization on a uniform n ×  n  grid, using
standard second-order differences for the Laplacian, and
either centered or upwind differences for the first deriva-
tives, the coefficient matrix has the form,
A = tridiagonal[bI, tridiagonal[c, a, d], eI],
b = −(1 + ∂); c = −(1 + γ); a = 4; d = −(1 − γ); e = −(1 − ∂),
where ∂  = ⊗  h/2, ≥  = ×  h/2 are Reynolds numbers. Fur-
thermore, the equidistant step-size h  = 1/n  + 1 is used inh University for Science 7 (2013) 35–43
the discretization and the natural lexicographic ordering
is employed to the unknowns and the right-hand side
satisfies bi,j = h2fi,j(x,y). For details, we refer to [33,34].
If δ = 1, τ  = 2, then;
A  =  tridiagonal
[
−
(
1 +  h
4
)
I,  tridiagonal
×
[
−
(
2 +  h
8
)
,  1,  −
(
2 −  h
8
)]
,  −
(
1 −  h
4
)
I
]
,
where A is an M-matrix. In this experiment, we denote
spectral radius of iteration matrix with S inner iter-
ation, by ρS. From the following tables, we can see
that the TMS, STMS Methods are superior to the two
stage (SOR, AOR, SSOR, SAOR) iterative methods.
This example computed with MATLAB7 on a personal
computer Pentium 4-256 MHZ.
Tables 1 and 2
5.  Conclusion
In this paper, we have proposed a new class of two
stage iterative methods, called two stage mixed-type
splitting (TMS) iterative methods, that contains aux-
iliary matrices D1, L1, U1. We establish convergence
conditions for this iterative method under certain con-
ditions. We have established and proved comparison
theorems for two-stage iterative method when both inner
and outer iterations are different splittings. Furthermore,
our method with well known classical two stage itera-
tive methods is compared and it is shown that by proper
choice of these auxiliary matrices, the new iterative
method is faster than of the classical two stage (SOR,
SSOR, AOR, SAOR) methods, from point of view of the
convergence speed. Finally the validity of this method is
shown with numerical examples.
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