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3Abstract
This dissertation examines the existing literature on set systems (or hyper-
graphs) and conducts an investigation of their (k−1)-overlapping diameters.
In the general case of set systems of given diameter, some bounds on the
possible sizes are given. We then restrict our focus to acyclic set systems
and provide a full classification for simple, connected, acyclic, uniform set
systems of each positive diameter, extending some results on trees.
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5Part I. Preliminaries
1 Definitions and Concepts
We begin by defining set systems and a few basic properties. Let V be a set
and E a collection of subsets of V . Then, if
⋃
e∈E
= V , the pair G = (V,E)
is said to be a set system (or hypergraph) on V . The elements of V are
called vertices of G while the elements of E are called edges. A set system
H = (V,E ′) is said to be a set subsystem of G = (V,E) if E ′ ⊂ E. As with
graphs, the order of G is the cardinality of V , while the size of G is the
cardinality of E.
A set system G = (V,E) is said to be simple (or Spernerian), if for each
e, f ∈ E, e 6⊆ f . That is, a set system is simple if no edge is contained in
another edge. If for each e ∈ E, |e| = k, then G is said to be k-uniform. Note
that graphs are just 2-uniform set systems. Throughout this dissertation all
set systems will be assumed to be simple and uniform.
For the purpose of this dissertation, we will use the definition from [12] of a
vertex v ∈ V being isolated if it contained in exactly one edge e ∈ E. Similar
definitions and some further discussions around properties of set systems can
be found in [3, 4, 12].
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We now define the geodesics we will be using and some properties based
on them, including our primary focus: diameter.
Let G = (V,E) be a set system. In [11], Tomasta defines a path of length
q connecting vertices u and v to be a sequence of distinct edges e1, e2, ..., eq,
such that u ∈ e1, v ∈ eq, and for each i = 1, 2, ..., q− 1, ei ∩ ei+1 6= ∅. A path
in which the first and last edges also have non-empty intersection is called a
cycle.
Research has recently been done (especially into Hamiltonian cycles in set
systems, see [7, 8]) where paths (and cycles) were specified to be `-overlapping
paths (respectively `-overlapping cycles) if each pair of consecutive edges
in the path intersects in precisely ` vertices, that is if |ei ∩ ei+1| = ` for
all i = 1, .., q − 1 (and for `-overlapping cycles, the additional constraint
|e1 ∩ eq| = `). Note that in k-uniform set systems, successive vertices in the
tracing of (k− 1)-overlapping paths are uniquely defined by the list of edges.
As with graphs, we define the following concepts in terms of paths:
• G is said to be `-overlap connected if for each u, v ∈ V there exists an
`-overlapping path connecting u and v.
• A shortest `-overlapping path connecting u and v is said to be an `-
overlapping geodesic.
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• The length of such a path is defined to be the (geodesic) `-overlapping
distance between u and v, denoted d`(u, v).
• The `-overlapping eccentricity of a vertex v, `(v), is the greatest `-
overlapping distance between v and any other vertex in the set system.
• The `-overlapping radius of G, r`(G), is the minimum `-overlapping
eccentricity of any vertex.
• The `-overlapping diameter of G, d`(G), is the maximum `-overlapping
eccentricity of any vertex, or equivalently the maximum `-overlapping
distance between any two vertices in G.
Note that traditional paths and cycles in graphs are simply 1-overlapping
paths in 2-uniform set systems and these concepts all correspond with their
graph theoretic definitions.
Now, we define the concept of acyclicity of set systems, as thoroughly
investigated by Wang in [12]. To do this we first define the two types of
Graham reductions that can be applied to a set system G = (V,E):
(i) If there exists e1, e2 ∈ E, with e1 ⊆ e2, remove e1. That is,
E ← E\{e1}, V ← V .
(ii) If v ∈ V is an isolated vertex of G, contained in e ∈ E, delete it. That
is, E ← E\{e} ∪ {e\{v}}, V ← V \{v}.
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Fig. 1: G = (V,E) and G′ = (V,E ′)
A set system G is said to be acyclic if there exists a sequence of Graham
reductions on G resulting in the empty set. A set system which is not acyclic
is said to be cyclic.
An edge e ∈ E is said to be an ear of G if there exists another edge
f ∈ E such that all the vertices of e\f are isolated, and a set system can
equivalently be defined to be acyclic if there exists a sequence of ear removals
(E ← E\{e}, V ← V \(e\f)) resulting in the empty set. (Observe that for
ear reductions, the edge f may be the empty set, so that the last edge is
removable).
Note that unlike traditional graphs, acyclic set systems may contain cyclic
set subsystems. Fig. 1 shows an example of this, provided by Wang in [12].
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In this example,
V = {1, 2, 3, 4, 5, 6},
E = {{1, 2, 3}, {3, 4, 5}, {5, 6, 1}, {1, 3, 5}}, and
E ′ = {{1, 2, 3}, {3, 4, 5}, {5, 6, 1}}.
Clearly, G′ = (V,E ′) is a set subsystem of G = (V,E). Note that G is
acyclic as its edges can be removed as ears in the order they are written. G′,
however, contains no ears and is therefore cyclic.
We now define some other objects that can be defined from set systems
and some properties that they can give us, which will be consolidated in
Theorem 2.1. First, for a general set system G = (V,E), we may define a
k-uniform set system G(k) = (V,E(k)) by setting E(k) = {S ⊂ V : |S| =
k, S ⊂ e for some e ∈ E}. We will consider the case of k = 2, where G(2) is a
graph such that two vertices are adjacent if they appear together in an edge
of G.
A set system G = (V,E) is said to be chordal if G(2) is chordal in the
usual graph theoretic sense (namely that any cycle of length at least 4 must
have a chord. A chord of a cycle is an edge connecting two non-successive
vertices in the cycle).
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We may also use G(2) to define the notion of conformality: G is said to
be conformal if for every clique (complete subgraph) U of G(2) there exists
an edge e ∈ E such that U ⊂ e.
Now, we define another object that can be generated from G, namely the
intersection closure semilattice, G∗, to be the smallest set containing E(G)
and closed under set intersection ([12]).
We then define the Hassen digraph of G∗ to be the digraph with G∗ as
its vertex set and x, y ∈ G∗ adjacent if and only if x ( y and there is no
z ∈ G∗ such that x ( z ( y. The Hassen graph of G∗, denoted H(G∗), is
the underlying undirected graph of the Hassen digraph.
Now, for each x ∈ G∗, we denote by c+(x) the number of components of
H(G∗) when restricted to the vertex set {y ∈ G∗ : x ( y}. In [9], Lee defines
a generalization of the graph theoretic concept of cyclomatic number to set
systems by
l(G) = 1 +
∑
x∈G∗
(c+(x)− 1).
For any vertex x ∈ G∗, denote by G[x] the set of edges of G that contain
x.
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Finally, the Line graph of a set system G, denoted L(G), is defined in
[12] to be graph with
V (L(G)) = E(G) and E(L(G)) = {(e, f) : e, f ∈ E(G) and e ∩ f 6= ∅},
where (e, f) has weight |e∩f |. In [1], another generalization of the cyclomatic
number is given:
µ(G) =
∑
e∈E(G)
|e| −
∣∣∣∣∣∣
⋃
e∈E(G)
e
∣∣∣∣∣∣− w(G),
where w(G) denotes the maximum weight of a forest of L(G).
In [13] and [6], Wang collaborated on papers that proved that both the
cyclomatic numbers l and µ take value zero if and only if the set system is
acyclic as defined by Graham reductions, and hence they certainly agree for
zero values. This forms part of Theorem 2.1.
However, we now provide an example to that show that these two cyclo-
matic numbers are not necessarily equal for cyclic set systems:
Consider any set V of order n, and set E =
(
V
k
)
, the set of all subsets of
V of order k, for some positive integer k. We call G = (V,E) the complete
k-uniform set system of order n.
Let k ≥ 3, n ≥ k + 1 and let G be the complete k-uniform set system of
order n.
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Then G∗ = {x ⊂ V : |x| ≤ k}. Clearly, there are (n
k
)
edges of G and
c+(e) = 0 for each edge e ∈ G. There are ( n
k−1
)
nodes x with |x| = k−1, and
for each of these we have c+(x) = k − 1. For all other nodes x, c+(x) = 1.
Hence
l(G) = 1−
(
n
k
)
+ (k − 2)
(
n
k − 1
)
= 1 +
(
n
k
)
k2 − k − n− 1
n− k + 1 .
On the other hand, the maximum forest in the Line Graph of G will be
a tree containing exactly
(
n
k
) − 1 edges, each of weight k − 1 so w(G) =
(k − 1)((n
k
)− 1), giving
µ(G) = k
(
n
k
)
− n− (k − 1)
((
n
k
)
− 1
)
=
(
n
k
)
− n+ k − 1.
Clearly, these do not coincide in general. As a particular example, for
n = 4 and k = 3 we get l(G) = 3 and µ(G) = 2. These can be calculated
from the Hassen graph and the Line graph of G depicted in Figures 2 and
3 respectively. Observe, though, that when restricted to graphs, these two
cyclomatic numbers do agree and are equal to the traditional cyclomatic
number of graphs.
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{1,2,3} {1,2,4} {1,3,4} {2,3,4}
{1,3}{1,2} {1,4} {2,3} {2,4} {3,4}
{1} {2} {3} {4}
∅
Fig. 2: Hasse graph of the complete 3-uniform set system of order 4
{1,2,3} {1,2,4}
{1,3,4} {2,3,4}
2
2
2
2
2
2
Fig. 3: Line graph of the complete 3-uniform set system of order 4, with a
maximum spanning forest in bold
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2 Literature Review
Work in [3, 4, 12] provides a thorough introduction to the concepts of set
systems and their properties. In addition to wide discussions of the theory of
set systems, Berge and Duchet ([3, 4]) conduct investigations around colour-
ing set systems and prove results on chromatic numbers. In section 4.1 of
[12], Wang provides a discussion of the acyclicity of set systems and proves
four characterizations of acyclic set systems, summarized in the following
theorem.
Theorem 2.1 ([12], p57). Let G be a set system. Then the following are
equivalent:
1. G is acyclic as defined by Graham reductions,
2. G is chordal and conformal
3. l(G) = 0,
4. µ(G) = 0, and
5. For any x ∈ G∗, G(x) is acyclic.
Summary of Proof. In [12], Wang provides proofs for each equivalence. We
shall provide a summary of these results.
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1. ⇔ 2.) (proved first in [2]. We cite it from [12], p50) Assume G is acyclic,
i.e. there exists a sequence of Graham reductions on G leading to the
empty set.
Let C be a cycle in G(2) of length at least 4, and let v be the first
vertex of C to be removed during this sequence. Since v is isolated
before removal, and adjacent to both the preceding and succeeding
vertices in C, these two vertices must be contained in the single edge
containing v and so they must be adjacent in G(2), giving that C has a
chord.
Now, let U be a clique of G(2) and let v be the first vertex of U to
be removed during the sequence of Graham reductions. As before,
immediately before removal, v is isolated and adjacent to all of U hence
U must be wholly contained in an edge of the set system in its present
state. Clearly, this this edge containing U is contained in some edge of
the original set system.
Now, assume G is chordal and conformal. A classical result by Fulker-
son and Gross in [5] states that since G(2) is a chordal graph, it contains
a simplicial vertex u, i.e. a vertex u such that G(2)|N(u), the subgraph
obtained by restricting G(2) to the neighbourhood of u, is a clique.
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Since G is conformal, we have that there exists an edge e ∈ E(G) such
that N(u)∪{u} ⊂ e. Suppose u is contained in another edge f ∈ E(G).
Then f ⊂ N(u) ⊂ e so f can be removed by a Graham reduction (i).
Hence we can assume e is the only edge containing u, and so u can be
removed by a Graham reduction (ii).
Note that the removal of a simplicial vertex will preserve chordality
and conformality and hence this can be repeated until G is empty.
1. ⇔ 3.) In [13], Wang and Lee proved that the removal of an ear from a
set system preserves the parameter l, by use of an algorithm. In [12],
Wang then proved that a set system, G, with the property l(G) = 0
will contain an ear. Together these two results prove the equivalence.
1. ⇔ 4.) (proved first in [6]. We cite it from [12], p55) As above, Haizhu
and Wang proved that the removal of an ear from a set system also
preserves the parameter µ, this time by considering a few cases. They
then proved that a set system, G, with the property µ(G) = 0 will
contain an ear.
3. ⇒ 5.) (proved first in [13]. We cite it from [12], p54) Assume 3. and
suppose 5. does not hold, i.e. there exists x ∈ G∗ such that G(x) is
cyclic. By 1.⇔ 3. we know that l(G(x)) ≥ 1.
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We may choose x to be minimal, i.e. a node such that G(x) is cyclic
but G(y) is acyclic for any y < x. But then G(x) would be obtainable
from G by the removal of ears, and hence l(G(x)) = l(G) = 0, a
contradiction.
5. ⇒ 1. is clear by letting x = ∅.
In the remainder of [12], Wang also introduces the idea of Hamiltonian
cycles and proves some results on the decomposition of complete set systems
into Hamiltonian cycles.
In [11], Tomasta extends to the case of complete regular set systems some
results by Palumb´ıny ([10]) on the existence and size of decompositions of
complete graphs into isomorphic factors with equal diameter.
As stated in Section 1, research done on `-geodesics in set systems has
focused on Hamiltonian cycles. In [7], Ha`n and Schacht define the minimum
(k−1)-degree of a set system to be the minimum number of edges containing
a fixed set of k−1 vertices. They then prove a Dirac-type condition on this for
the existence of Hamiltonian `-cycles. In particular, they show that for each
` < k/2, every k-uniform set system of order n and minimum (k− 1)-degree
n/(2(k − `)) + o(n) contains an Hamiltonian `-cycle.
2 Literature Review 18
In [8], Ku¨hn, Mycroft and Osthus prove a conjecture by Ha´n and Schacht
by showing that for each ` < k with k−` not a factor of k, any k-uniform set
system of order n and minimum degree at least (n/dk/(k− `)e(k− `)) + o(n)
contains an Hamiltonian `-cycle.
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Part II. The Size of Uniform Set
Systems of Given Diameter
In this part, we prove a few simple results on the possible sizes that simple,
`-overlap connected uniform set systems can take for each possible diameter.
3 Lower Bounds
Let G be an `-overlap connected, k-uniform set system of order n > k, where
1 ≤ ` ≤ k − 1. Consider any edge and label its vertices e = {1, ..., k}. There
must exist some other edge, f , which intersects with e in exactly ` vertices.
In turn, there must be an edge which intersects with either e or f in exactly
` vertices.
We may continue to trace the edges in this way, connecting at most k− `
new vertices to the system with each edge. Hence there must be at least⌈
1 + n−k
k−`
⌉
=
⌈
n−`
k−`
⌉
edges.
We now show that for k-uniform set systems with diameter greater than
1, this bound is attained.
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Lemma 3.1. Let n,k,` and d be positive integers satisfying k ≥ 2, n ≥ k+1,
1 ≤ ` ≤ k − 1 and 2 ≤ d ≤ ⌈n−`
k−`
⌉
. Then there exists a k-uniform set system
of order n and `-overlapping diameter d with size exactly
⌈
n−`
k−`
⌉
.
Proof. Consider the set system, G, with vertex set V (G) = {1, ..., n} and
edge set, E(G) consisting of a single `-overlapping path of length d− 1 and
all other vertices connected to the last edge in the path with `-overlapping
edges, as follows:
E(G) =
{
{a(k − `) + 1, a(k − `) + 2, ..., a(k − `) + k} : 0 ≤ a ≤ d− 2
}
∪
{
{(d− 1)(k − `) + 1, (d− 1)(k − `) + 2, ..., (d− 1)(k − `) + `}
∪ {bk − (b− 1)`+ 1, bk − (b− 1)`+ 2, ..., bk − (b− 1)`+ k − `}
: d− 1 ≤ b ≤ c
}
∪
{
{(d− 1)(k − `) + 1, (d− 1)(k − `) + 2, ..., (d− 1)(k − `) + `}
∪ {(c+ 1)k − c`+ 1, (c+ 1)k − c`+ 2, ..., n}
∪ {(d− 1)k − (d− 2)`+ 1, ..., (d+ c+ 1)(k − `)− n}
}
where c =
⌊
n−k
k−`
⌋
, and the last edge is omitted if (and only if) (c+1)k−c` = n
i.e. if k− ` divides n− k exactly. Clearly, then, we have exactly 1 + ⌈n−k
k−`
⌉
=⌈
n−`
k−`
⌉
edges, and an `-overlapping diameter d.
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Example 3.2. Figure 4 illustrates the above construction for the case of
n = 13, k = 4, d = 4 and ` = 1, 2, 3.
It now remains to consider k-uniform set systems of `-diameter 1. Note
that in this case ` does not matter. To have `-diameter 1 is equivalent to
saying G(2) is complete, for any `. We will hence just refer to these set
systems as having diameter 1. In fact, in this case we can find a much better
lower bound on the size of the set system.
Lemma 3.3. Every k-uniform set system of order n and diameter 1 must
have size at least ⌈
n
⌈
n−1
k−1
⌉
k
⌉
.
Proof. In order for a k-uniform set system of order n to have diameter 1, every
vertex must appear in an edge with every other vertex. But each vertex can
only be paired with k − 1 other vertices per edge, and so each vertex must
appear in at least d(n−1)/(k−1)e edges. Therefore, the edges must contain
at least nd(n− 1)/(k − 1)e vertices in total, proving the result.
Remark. Lemma 3.3 can equivalently be stated as: We require at least⌈
n
⌈
n−1
k−1
⌉
k
⌉
k-cliques to cover the complete graph Kn.
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` = 1:
` = 2 :
` = 3:
Fig. 4: Minimal 4-uniform set systems of order 13 and `-overlapping diameter
4 for ` = 1, 2, 3
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The tightness of Lemma 3.3 remains an open problem. It appears to be
tight for the case of k = 2, 3 :
Example 3.4. In the case of k = 2, this bound is simply
(
n
2
)
. This indicates
that for a graph to have diameter 1, it must be complete - a well-known fact.
Clearly, this graph exists and is unique.
In the case of k = 3 this bound can be expressed as
⌈
n
⌈
n−1
2
⌉
3
⌉
=

n2
6
, n ≡ 0 (mod 6)
n(n−1)
6
, n ≡ 1 (mod 6) or n ≡ 3 (mod 6)
n2+2
6
, n ≡ 2 (mod 6) or n ≡ 4 (mod 6)
n(n−1)+4
6
, n ≡ 5 (mod 6)
Table 1 motivates the conjecture that for each n ≥ 3, there exists a
3-uniform set system of order n, diameter 1, and size exactly⌈
n
⌈
n−1
2
⌉
3
⌉
.
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n
⌈
ndn−12 e
3
⌉ Example of an edge set for a set system with
vertex set {1, ..., n}, size
⌈
ndn−12 e
3
⌉
and diameter 1
3 1
{
{1, 2, 3}
}
4 3
{
{1, 2, 3}, {1, 2, 4}, {2, 3, 4}
}
5 4
{
{1, 2, 3}, {1, 4, 5}, {2, 3, 4}, {2, 4, 5}
}
6 6
{
{1, 2, 3}, {1, 4, 5}, {1, 2, 6}, {2, 4, 5}, {3, 4, 5}, {3, 4, 6}
}
7 7
{
{1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {2, 4, 6}, {2, 5, 7}, {3, 4, 7},
{3, 5, 6}
}
8 11
{
{1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {1, 2, 8}, {2, 4, 6}, {2, 5, 7},
{3, 4, 7}, {3, 5, 6}, {3, 5, 8}, {4, 5, 8}, {6, 7, 8}
}
9 12
{
{1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {1, 8, 9}, {2, 4, 7}, {2, 5, 9},
{2, 6, 8}, {3, 4, 8}, {3, 5, 6}, {3, 7, 9}, {4, 6, 9}, {5, 7, 8}
}
Tab. 1: Examples of minimal 3-uniform set systems of diameter 1
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In general, we know that the bound in Lemma 3.3 is not tight for k ≥ 4.
Consider, for example, the case of n = 7, k = 4. A 4-uniform set system of
order n and size d7d6
3
e/4e = 4 cannot have diameter 1.
Proof. Let V = {1, 2, 3, 4, 5, 6, 7}. Suppose e1, e2, e3, e4 are all 4-subsets of V
such that G = (V, {e1, e2, e3, e4}) is a set system of diameter 1. Without loss
of generality, assume e1 = {1, 2, 3, 4}. Since each vertex must be adjacent to
five other vertices, it must be contained in at least two edges. Since in total
the edges contain 16 vertices, there must be at least five vertices that appear
in exactly two edges. Without loss of generality assume vertex 1 is such a
vertex, with 1 ∈ e1 ∩ e2. Then since vertex 1 must be adjacent to all other
vertices, we must have e2 = {1, 5, 6, 7}. Assume without loss of generality
that vertex 2 is also only contained in two edges, with 2 ∈ e1 ∩ e3. Then
similarly we must have e3 = {2, 5, 6, 7}. Now, we know vertices 3 and 4 must
be contained in at least two edges, so we must have 3, 4 ∈ e1 ∩ e4. But we
also know that vertex 3 must be adjacent to all other vertices, so we would
need 5, 6, 7 ∈ e4, a contradiction.
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4 Upper Bounds
Clearly, the complete k-uniform set system of order n has diameter 1 and so
we cannot find a better upper bound for the size of k-uniform set systems of
diameter 1 than the trivial one
(
n
k
)
.
It remains to determine tight upper bounds on the sizes of k-uniform set
systems of `-overlapping diameter greater than 1. Finding a general tight
upper remains an open problem but we provide here a few special cases.
For the case of k = 2, it is clear that a graph of diameter d can have at
most
(
n
2
)−(d
2
)
edges since it must contain a path of length d containing d+1
vertices that are otherwise non-adjacent, i.e. there are
(
d+1
2
)− d = (d
2
)
edges
that cannot be in the graph.
We now consider the case of k = 3. For a 3-uniform set system of order
n ≥ 4 to have `-overlapping diameter 2, it must contain two vertices x and y
which are an `-overlapping distance of 2 apart. This means that the system
cannot contain any edge that includes both vertex x and vertex y, since
otherwise x and y would only be an `-distance of 1 apart. That is, the set
system cannot contain any of the n− 2 edges of the form {x, y, z}, i.e. it can
have size at most
(
n
3
)− (n− 2) = 1
6
(n− 2)(n+ 2)(n− 3).
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We now show that this bound is tight by providing a construction of a
3-uniform set system of order n, size exactly
(
n
3
)− (n− 2) and 1-overlapping
and 2-overlapping diameter both equal to 2.
For each n ≥ 5, consider the 3-uniform set system, G, with vertex set
V (G) = {1, ..., n} and edge set
E(G) =
{
{x, y, z} : x, y, z ∈ Z, 1 ≤ x < y < z ≤ n
}
\
{
{1, 2, a} : a = 3, ..., n
}
.
Clearly this system has order n, 2-overlapping diameter 2 (vertices 1 and
2 are a 1-overlapping distance and a 2-overlapping distance apart) and size
exactly
(
n
3
)− (n− 2).
Similarly, for a 3-uniform set system of order n ≥ 5 to have `-diameter 3,
it must contain two vertices x and y which are an `-distance of 3 apart. For
this example, we will just consider the case of ` = 2.
Certainly, we also cannot have any of the n− 2 edges containing x and y
since then they would be a distance of 1 apart. But we also cannot have x
and y being 2 apart, so for each pair of distinct vertices z1, z2 ∈ V we cannot
have both {x, z1, z2} ∈ E and {y, z1, z2} ∈ E, so for each of these
(
n−2
2
)
pairs
of vertices there is at least one edge that cannot be in the system.
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Hence the set system can have size at most
(
n
3
)
− (n− 2)−
(
n− 2
2
)
=
1
6
(n− 1)(n− 2)(n− 3).
We provide an example to show that this bound is tight. For each n ≥ 5,
consider the 3-uniform set system, G = (V,E), with vertex set V = {1, ..., n}
and edge set
E =
{{x, y, z} : x, y, z ∈ Z, 1 ≤ x < y < z ≤ n}
∪ {{n− 3, n− 2, n}}
\
({{a, n− 1, n} : a ∈ Z, 1 ≤ a ≤ n− 2}
∪ {{a, b, n} : a, b ∈ Z, 1 ≤ a < b ≤ n− 2}
∪ {{n− 3, n− 2, n− 1}}).
Clearly this system has order n, 2-overlapping diameter 3 (vertices n−1 and
n are a 2-overlapping distance of 3 apart) and size exactly
(
n
3
)−(n−2)−(n−2
2
)
.
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Part III. Diameters of Acyclic, Uniform
Set Systems
5 Cycles in Acyclic Set Systems
We now discuss the existence of different types of cycles in acyclic set systems.
First, we define a union covered cycle as one in which every edge is contained
in the union of the preceding edge and the succeeding edge in the cycle. That
is, a cycle e1, e2, ..., eq is union covered if for each i = 1..., q, ei ⊂ ei−1 ∪ ei+1
(where indices are taken modulo q). Clearly, in k-uniform set systems, `-
overlapping cycles are union covered for all integers ` ≥ k/2. Our first result
shows that simple acyclic set systems cannot contain union covered cycles.
Lemma 5.1. Let G = (V,E) be a simple set system containing a union
covered cycle C = e1, e2, ..., eq for some q ≥ 3. Then G is cyclic.
Proof. Observe that none of the vertices contained in the edges of C are
isolated since they are all contained in at least two edges of C. Hence no
Graham reduction (i) can take place on any of these vertices unless one of
the edges of C is removed first by a Graham reduction (ii).
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Moreover, since G is simple, none of the edges of C will be contained in
another edge of G. Hence no Graham reduction (ii) can take place on any
of the edges of C unless one of their vertices is removed first by a Graham
reduction (i). Hence any sequence of Graham reductions will preserve all the
vertices and edges of C.
Corollary 5.2. Let G = (V,E) be a simple, k-uniform set system. For
` ≥ k/2, if G contains an `-overlapping cycle, then G is cyclic.
Example 5.3. We can, however, have k-uniform, simple, acyclic set systems
containing `-overlapping cycles for ` < k/2. As a straightforward example,
consider ` = 1. Let k, c ≥ 3 and consider the set system G = (V,E) with
V = {1, ..., c(k − 1)} and
E =
{
{1, ..., k}, {k, ..., 2k − 1}, ..., {(c− 1)(k − 1) + 1, ..., c(k − 1), 1}
}
∪
{
{1, k, 2k − 1, ..., k(k − 1)− (k − 2)}
}
∪
{
{k2 − (k − 1), k(k + 1)− k, ..., k(2k − 1)− (2k − 2)}
}
...
∪
{
{
⌈ c
k
⌉
k2 − (
⌈ c
k
⌉
k − 1), ..., k
((⌈ c
k
⌉
+ 1
)
k − 1
)
−
((⌈ c
k
⌉
+ 1
)
k − 2
)}
The first line of this edge set describes a 1-overlapping cycle in the system.
The edges can be removed as leaves sequentially as written above.
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We now restrict our focus to (k − 1)-overlapping geodesics. As noted in
Section 1, successive vertices in the tracing of (k − 1)-overlapping paths are
uniquely defined by the list of edges, making these paths an intuitive field of
study. Moreover, for k = 2, 3, we have shown that (k− 1)-overlapping cycles
are the only types of cycles that correspond to our notion of acyclicity. We
will now generalize the relationship between the order and the size of trees
to the case of (k − 1)-overlap connected, acyclic, k-uniform set systems.
Theorem 5.4. Let G = (V,E) be a simple, (k − 1)-overlap connected, k-
uniform set system of order n. Then G is acyclic if and only if it has size
n− k + 1.
Proof. Suppose G is acyclic. Then G contains an ear, e ∈ E and another
edge f ∈ E such that all the vertices of e\f are isolated. Since G is simple,
(k − 1)-overlap connected and k-uniform, we must have that |e ∩ f | = k − 1
and |e\f | = 1. Hence removing this ear will remove exactly one vertex and
one edge. Clearly, removal of this ear will result in another simple, (k − 1)-
overlap connected, k-uniform set system, this time of order n−1. Inductively,
we may remove ears in this way until we obtain a single edge containing k
vertices. At this point we will have removed n− k vertices and n− k edges.
Hence G must have originally contained n vertices and n− k + 1 edges.
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Now, suppose G has size n− k + 1. Since G is (k − 1)-overlap connected
and k-uniform, by counting we get that G must contain at least one isolated
vertex v, contained in exactly one edge, say e. Now, since G is (k−1)-overlap
connected and k-uniform, we also get that there must exist an edge f so that
|e ∩ f | = k − 1 and hence e\f = {v}. Thus e is an ear so we can remove it,
and v, to obtain a simple, (k − 1)-overlap connected, k-uniform set system
of order n − 1 and size n − k. Inductively, we may remove ears in this way
until we obtain a single edge containing k vertices. All the vertices of this
edge will then be isolated so the edge can be removed.
Example 5.5. Observe that if ` < k − 1, we may have acyclic, `-overlap
connected, k-uniform set systems of various sizes. Indeed, consider the k-
uniform `-overlapping path with edge set:
{1, 2, ..., k}, {k−`+1, k−`+2, ..., 2k−`}, {2k−2`+1, 2k−2`+2, ..., 3k−2`}, ...
Clearly this set system is acyclic. But we may also successively add edges of
the form {a, a+ 1, ..., a+ k− 1} and preserve acyclicity since removing edges
in lexicographic order from such a set system will provide a sequence of ear
reductions leading to the empty set. Observe that for ` = k − 1, all such
edges are already in the set system so this cannot be done.
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6 Classifications of Acyclic, Uniform Set Systems of fixed
Diameter
In this section, we classify those k-uniform sets systems of each positive
(k − 1)-overlap diameter that are acyclic. Our first result shows that (for
sufficiently large n) no such set systems exist for d = 1.
Proposition 6.1. Let G = (V,E) be a simple, k-uniform set system of order
n ≥ k + 1 and `-overlap diameter d = 1 for any ` = 1, ..., k − 1. Then G is
cyclic.
Proof. Let v ∈ V . For each of the n − 1 vertices u ∈ V \{v}, we have
d`(v, u) = 1, so there must exist some eu ∈ E such that u, v ∈ eu. But
each eu contains only k vertices so there must be at least two such edges
containing v. Hence G has no isolated vertices (and is simple) and hence no
ears.
Note that for n = k, we have the trivial k-uniform set system of size 1
which is acyclic and has diameter 1.
We now consider the case of d = 2. In this case we restrict our focus to
` = k − 1 and show that under this assumption there is a unique acyclic set
system for each n and k.
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Proposition 6.2. Let G = (V,E) be a simple, k-uniform set system of
order n ≥ k + 2 and (k − 1)-overlapping diameter d = 2. Then G is either
cyclic or isomorphic to Gn,k where V (Gn,k) = {1, 2, ...n} and E(Gn,k) =
{{1, 2, ..., k − 1, j} : j = k, ..., n}.
Proof. Suppose G is acyclic. Then there exists a pair e, f ∈ E such that
all the vertices of e\f are isolated. Since G is (k − 1)-overlap connected,
we must have |e\f | = 1 and |e ∩ f | = k − 1. Label the vertices of e ∩ f
by v1, ..., vk−1 and the vertex in e\f by vk. Label the remaining vertices
vk+1, ..., vn. Now, since vk is isolated in e and G has (k − 1)-diameter 2,
we must have dk−1(vk, vj) = 2 for each j = k + 1, ..., n, so there must exist
ej = {v1, v2, ..., vk−1, vj} ∈ E for each j = k + 1, ..., n, i.e.
{ej = {v1, v2, ..., vk−1, vj} : j = k, ..., n} ⊂ E(G).
By Theorem 5.4, we get that E(G) cannot contain any other edges.
Corollary 6.3. By setting k = 2, we confirm that trees of diameter 2 have
exactly one internal node that appears in every edge, with the remaining
vertices all leaves.
We now turn our attention to the case of d ≥ 3.
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Theorem 6.4. Let G = (V,E) be a simple, k-uniform set system of order
n > k + 2 and (k − 1)-overlap diameter d ≥ 3. Then G is acyclic if and only
if there exists a (k − 1)-overlapping path e1, ..., ed ∈ E such that:
(i) For every f ∈ E\{e1, ..., ed}, there exists some j ∈ {2, ..., d − 1} such
that |f ∩ ej| = k − 1; and
(ii) All the vertices of V \
(
d−1⋃
j=2
ej
)
are isolated.
Proof. Suppose G is acyclic. Since G has (k − 1)-overlap diameter d, it
must contain an a (k − 1)-overlapping path e1, ..., ed ∈ E. Clearly this path
contains k + d− 1 vertices. Thus
|V \
(
d−1⋃
j=2
ej
)
| = n− k − d+ 1.
Moreover, by 5.4 we have that E contains n− k + 1 vertices. Hence
|E\{e1, ..., ed}| = n− k − d+ 1.
Since G is (k − 1)-overlap connected, (i) and (ii) follow. The converse is
clearly true.
Corollary 6.5. By setting k = 2, we obtain that trees of diameter d ≥ 3
contain a path connecting exactly d + 1 vertices such that the middle d− 1
vertices of this path are the only internal nodes of the tree (all others are
leaves) and every edge contains at least one of these d− 1 vertices.
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Remark. While Proposition 6.1 holds for all values of ` = 1, ..., k − 1,
Proposition 6.2 and Theorem 6.4 cannot be generalized for lower values of `-
overlapping connectivity since the set systems may contain many other edges
and fewer isolated vertices.
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