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Consider a polynomial 
A(P) = 1 AxPU 
lorIG@ 
with coefficients A, which are m x m Hermitian matrices over the complex 
number field C. [Here p = (pl ,p, ,..., p,J E R”, oi = (aI, LYE ,..., a,) is a 
multi-index, 1 cr 1 = a1 + o(~ + 1.. + czll and pa = pP;lp;e *.. ~$1 Let E be 
an m x m Hermitian positive definite matrix over C and consider the relative 
eigenvalue problem 
A(p)x = AEX, XEP. 
If the (real) repeated eigenvalues are numbered 
UP) > UP) z ... > UP) 
it is shown that each h,(p) is continuous on RR”, and corresponding eigenvectors 
q(p) are defined in such a way that they are Lebesgue measurable and ortho- 
normal in the sense 
x,(P)*JwP) = &, for almost all p E R”. 
1. STATEMENT OF THE PROBLEM 
Consider a polynomial 
whose coefficients A, are m x m Hermitian matrices over the field C of 
complex number9 
A,* = A, for / 011 < q. (1.2) 
* This research was supported by the Office of Naval Research, Grant No. N00014- 
67-A-0394-0002, and by the Swiss National Fund for Scientific Research. Reproduction 
in whole or part is permitted for any purpose of the United States Government. 
t Visiting Professor, Institute of Theoretical Physics, Geneva, Switzerland, 1970-71. 
1 If M is a matrix then M* denotes the Hermitian adjoint (conjugate transpose) 
of M. 
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Here p = (p, , p, ,..., ~5%) E Rn, 01 = (01~ , o~a ,..., a,) is a multi-index with 
nonnegative integer components, 
p” = pP;‘pt . ..p2. j a: 1 = a1 + 01~ + -a. + CL, 
and 4 is a positive integer. Let E be an m x m Hermitian positive definite 
matrix over C and consider the relative eigenvalue problem2 
A(p) x = hEx, XEC”. (1.3) 
This is equivalent to the standard eigenvalue problem 
A(P) x = b, A(p) = E-lA(p). (14 
It is well known [2] that for each fixed p E R* the m repeated eigenvalues 
UP)? h?(P)YV UP) of (1.4) are real and there exist complete sets of corres- 
ponding eigenvectors xl(p), x2(p),..., x,(p) which are orthonormal with 
respect to the inner product on Cm defined by 
(x, y) = x*Ey. (1.5) 
The numbering of the eigenvalues &(p) and the selection of the eigenvectors 
xi(p) can be made independently for each p E R”. The purpose of this paper 
is to show that these choices can be made in such a way that the functions 
h,(p) and xi(p) are Lebesgue measurable functions on Ii”. 
2. MOTIVATION FOR STUDYING THE PROBLEM 
A need for measurability results of this kind arises in the study of systems 
of partial differential equations of the form 
EDp + c A,(- iD)a u = 0, 
IMGl 
(2.1) 
where u = u(x, t), x E R”, t E RI, D, = a/at, D = (Dl , D, ,..., D,) and 
Dj = a/h, (j = 1, 2,..., n). Fourier transformation of (2.1) with respect to x 
reduces it to a system of ordinary differential equations in t with constant 
coefficients. This system can be integrated completely in terms of the eigen- 
values and eigenvectors of (1.3) and corresponding solutions of (2.1) can be 
constructed by inverse Fourier transformation provided that the Xj(p) and 
xj(p) are measurable. This method was used by Lax and Phillips [6, 71 as a 
basis for their theory of scattering for hyperbolic systems. They consider 
perturbations of systems of the form (2.1) with n odd, 4 = 1 and A(- iD) an 
elliptic operator. The same method was also used by LaVita, Schulenberger 
e C” is used to denote the vector space of m x 1 (column) matrices over C. 
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and the author [5] in a generalization of the Lax-Phillips theory to a class of 
systems for which A(- iD) is not elliptic. Recently, the method was used by 
Avila [I] to construct the spectral family for the self-adjoint operator defined 
by A(- ;D) with 4 = 1. This result of Avila has been used by Schulenberger 
and the author [S] in a proof of the completeness of the wave operators for 
perturbations of systems of the form (2.1) with 4 = 1 and n arbitrary. 
No construction of the functions xi(p) is given in the papers of Lax and 
Phillips or Avila, and the possibility of constructing measurable families of 
eigenvectors is not proved in their work. This gap in the theory needs to be 
filled because the measurability of the ~~(9) is essential for the applications 
mentioned above. The well-known sensitivity of the eigenvectors of a matrix 
to small perturbations, described by Kato in his book [4, Chapter 21, suggests 
that the problem is not entirely trivial. The difficulty is due to the enormous 
range of choice that is available in defining the X,(P). Even if the eigenvalues 
h,(pj are simple for all p E Rn the phase of each X&J) can be chosen arbitrarily 
from point to point. If the X,(p) are degenerate and their multiplicities vary 
with p the range of choice is much wider. The axiom of choice is not adequate 
to produce measurable functions xi(p) and a construction of the X&J) must be 
invented which demonstrably leads to measurable functions. 
3. STATEMENT OF RESULTS 
In the remainder of this paper the repeated eigenvalues of cl(p) are num- 
bered in order of decreasing magnitude 
UP) 2 UP) >, ... 3 UP) for allp E R”. (3.1) 
With this convention the results of this paper can be stated as follows: 
THEOREM 1. The m real-valued functions h,(p) dejined by (1.4) and (3.1) 
are continuous on R”. 
THEOREM 2. There exist m functions xj : R” + C” such that 
x,(p) is Lebesgue measurable on R” for1 <j<m; 
A(p) xi(p) = Xj(p) x,(p) for aZZp E R” and 1 <j < m; 
and 
xj(P)* J%(P) = %lc for almost all p E R” and 1 < j, k < m. 
(3.2) 
(3.3) 
(3.4) 
HERMITIAN MATRIX-VALUED POLYNOMIALS 15 
4. PROOFS OF THE THEOREMS 
A proof of Theorem 1 has in essence been given by Kato in [4, pp. 106- 
1091. His discussion deals with the case where cl(p) is a continuous function 
on a domain in the complex plane. However, it is clear that the same argument 
is applicable when A(p) is a continuous function on any topological space. 
Both Theorem 1 and additional information concerning the h,(p) are used 
below in the proof of Theorem 2. The X&I) are the roots of the characteristic 
polynomial 
P(p, A) = det(h - /l(p)). (4.1) 
P(p, h) is a polynomial in p and X with coefficients in C. Let 
P(P, 4 = Q?(P, 4 Q~““(P, 4 .-a QGN(p> A) (4.2) 
be the factorization of P(p, h) into powers of distinct factors Q&, h) which 
are irreducible over C. P(p, h) is moni? as a polynomial in h and the Qj(p, h) 
may be uniquely defined, apart from their order, by requiring that they also 
be manic in h. Let 
Q(P, 4 = Q,(P> 4 Q~P, 4 ... Q~P, 4 (4.3) 
denote the corresponding polynomial with simple irreducible factors. The 
degree of Q(p, h) is denoted by 1. Thus4 
Q(P, 4 = AZ + Q,(P) AZ-l + ..+ + Q,(P). (4.4) 
It is clear from (4.2) and (4.3) that the h,(p) are also the roots of the poly- 
nomial Q(p, h), but with different multiplicities if E < m. The repeated roots 
of Q(p, h), numbered in order of decreasing magnitude, are denoted below by 
CLAP)* Thus 
Pi(P) 2 PcLz(P) 3 ... 3 /-k(P) for all p E R”. (4.5) 
The following property of the &p) was proved by Hcrmander [3, p. 2771. 
LEMMA 1. There exists a polynomial O(p), not identically zero, with the 
property that the roots of Q(p, A) are distinct for all p E Rn such that O(p) # 0. 
Thus if 
2 = R” n {p : O(p) = 0}, (4.6) 
3 A polynomial is manic if its leading coefficient is one. 
* Note that the coefficients Q,(p) in (4.4) are different from the factors Qi(p, X) 
in (4.3). 
4091401 l-2 
16 WILCOX 
then 
k(P) > /+2(P) > ... > PL(P) forallpEP - 2. (4.7) 
The following corollary is an immediate consequence of Lemma 1 and the 
definition of Q(p, A). 
COROLLARY 1. The multiplicities of the roots h,(p) of P(p, A) are constant on 
each component of the set R” - Z. 
Proof. Let dk denote the multiplicity of&p) as a root of P(p, A). It must 
be shown that dk = d,(p) is constant on each component of R” - Z. Consider 
first 4 = d,(p’) and d: = d,(p”) wherep’ andp” are in the same component of 
Rn - Z. Suppose that d,’ < d; . Then pr(p’) = A&‘) > &+,(p’) = p&p’) 
and pr(p”) = &+r(p”). Let p = f (t), 0 < t < 1, define a continuous curve 
joining p’ to p” in the component to which p’ and p” belong, and let p’ = f (0) 
and p” = f (1). Then there must be a to , 0 < to < 1, such that 
and 
bl( f (4) > h+d f (9 for 0 < t < t, 
h$( f (4J) = &+d f (to>)* 
If p, = f (to) then it follows by continuity that &+,) = pa, which contra- 
dicts Lemma 1 because p, E Rn - Z. The case d,’ > d; and the other d, 
can be treated by the same method. 
The set Z is a closed set in Rn and has Lebesgue measure zero [I]. The 
functions xi(p) of Th eorem 2 will be constructed on the set R” - Z by means 
of the following 
LEMMA 2. Let p, E R” - Z. Then there exists a ball 
Bo = B(P, , ~0) = {P : I P - PO I G ro5 
and a set of m functions xi : B, -+ Cm which are continuous on B, and satisfy 
(3.3) and (3.4) there. 
Proof. Each pk(p) is continuous for all p E Rn by (4.8) and Theorem 1. 
Given p, E R” - Z define 
(4.9) 
Then A > 0 by (4.7). Hence, there exists an rl > 0 such that 
I kc(P) - t4Po)l G A/4 for 1 < k < I and p E B, = B(p, , rl). 
(4.10) 
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Let r, be the positively oriented circle in the complex plane with center 
~&Q,) and radius A/2, and define 
P&) = - & f (4~) - 5)-’ d5, PE%. 
l-k 
Then Pk(p) is the orthogonal projection5 in Cm onto the d,-dimensional 
eigenspace for the eigenvalue p,(p) [4, pp. 39 and 591. Moreover, p&) is 
continuous on B, [4, p. 1071. 
Let Mko be an m x d, matrix whose dk columns are linearly independent 
eigenvectors for A&,) with eigenvalue &+,) and define 
J&(P) = PAPI Mzs”> P E 4 - (4.12) 
Then M,(p,) = MkO and hence rank M,(p) = dk in B, = B(po , ro) for Y, 
sufficiently small, because M,(p) is continuous in Bl and M,(p,) has a 
dk x dk subdeterminant which is not zero. The dk columns of M*(p) define 
dk continuous linearly independent eigenvectors for A(p) with eigenvalue 
CL&) in the set B, . They are not necessarily orthonormal, but orthonor- 
malization by the Gram-Schmidt process produces a complete orthonormal 
set of vectors 
which are continuous in B, . The set B, and functions x,“(p),..., x,“(p) satisfy 
all the conditions of Lemma 2. 
Proof of Theorem 2. Define 
GN=(p:Ipl~NandIp--ZI~l/N), N = 1, 2,..., (4.13) 
where 1 p - 2 ) denotes the distance from p to the set 2. Then each GN is 
compact, Gr C Ga C ... C Rn - 2, and it follows easily that 
R”-Z= fi GN. (4.14) 
N=l 
Define Nr > 1 by the conditions GN+ = m (the empty set) and GN, # ,B 
(Nl = 1 if Gr # a). N ow Lemma 2 is applicable to each point p, E GN, . 
Hence, since GN, is compact there exists a finite covering 
G, c ;j B(P, 9 yi) 
i=l 
6 The inner product in c” is assumed to be given by (1.5). 
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and associated sets of continuous orthonormal eigenvectors x,“(p),..., x,“(p), 
defined on B(p, , ri). Define Xj,N1(P) for 1 < j < m and p E G,,,l by 
for P E GNl n B(P, , r,), 
for P E GNU n (B(P~ j y2) - B(P, , 4, 
i 
K,-1 
forp E G+ n WPK,, TKJ - u B(P,, ri) . 
i=l 
The functions ~r,~~(p),..., x,,~~(P) so e ne are complete orthonormal sets of d fi d 
eigenfunctions for A(p) and are piecewise continuous in G,,, . Exactly the 
same construction can be carried out in the sets G, - Gwel fo: M 3 N1 + I 
to produce complete orthonormal sets of eigenfunctions which are piecewise 
continuous in G, - G,,-r . 
Now (4.14) implies that Rn can be represented as a disjoint union 
Rn = G, u fi (G, - G,,) u Z. 
‘w=Iv1+1 
(4.16) 
Thus single-valued functions on R” are defined by 
forpEGw--GM-r, M>Nr+l, (4.17) 
forpEZ. 
These functions satisfy conditions (3.2)-(3.4) of Theorem 2. Indeed, if 
y/f(p) = 
I 
forpEGM, 
forpe R” - GM, 
(4.18) 
then each rj”(p) is measurable because it is piecewise continuous in R”. 
Moreover, 
&flmYjM(P) = %(P) for each p E R”. (4.19) 
This proves (3.2). Equations (3.3) and (3.4) follow immediately from the 
definitions, and (3.4) fails only on the nullset Z. This completes the proof of 
Theorem 2. 
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