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Abstract
K. Mahler introduced the concept of perfect systems in the theory of simultaneous Hermite–Pade´
approximation of analytic functions. Recently, we proved that Nikishin systems, generated by measures
with bounded support and non-intersecting consecutive supports contained on the real line, are perfect.
Here, we prove that they are also perfect when the supports of the generating measures are unbounded
or touch at one point. As an application, we give a version of the Stieltjes theorem in the context of
simultaneous Hermite–Pade´ approximation.
c⃝ 2011 Elsevier Inc. All rights reserved.
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1. Introduction
This paper complements [14] where we solved a long standing problem proving that Nikishin
systems (generated by measures whose supports are bounded and consecutive supports do not
intersect) are perfect. Here, we consider Nikishin systems whose generating measures may have
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unbounded support or consecutive supports touch at one point. A detailed account on the history
of the problem is contained in the introduction of [14], so we will go directly to the subject
matter.
1.1. Perfect systems
The concept of perfect systems was introduced and developed by Mahler in lectures delivered
at the University of Groningen in 1934–35 which were published much later in [22] (see also [6,
20]). This notion plays a central role in the general theory of simultaneous approximation of
systems of analytic functions. Systems of exponential functions are perfect and the corresponding
properties were used by Hermite in [19] to prove the transcendence of e. This may have inspired
Mahler to introduce the general concept and study its properties.
Mahler’s general approach to the simultaneous approximation of finite systems of analytic
functions may be reformulated in the following terms.
Let f = ( f0, . . . , fm) be a system of formal power expansions at ∞ of the form
f j (z) =
∞−
n=0
f j,n
zn
, j = 0, . . . ,m.
Fix a non-zero multi-index n = (n0, . . . , nm) ∈ Zm+1+ , |n| = n0 + · · · , nm . There exist
polynomials an,0, . . . , an,m , not all identically equal to zero, such that
(i) deg an, j ≤ n j − 1, j = 0, . . . ,m (deg an, j ≤ −1 means that an, j ≡ 0),
(ii)
∑m
j=0 an, j (z) f j (z)− bn(z) = Anz|n| + · · ·,
for some polynomial bn. Analogously, there exists a polynomial Qn, not identically equal to
zero, such that
(i) deg Qn ≤ |n|,
(ii) Qn(z) f j (z)− Pn, j (z) = An, j
zn j+1
+ · · · , j = 0, . . . ,m,
for some polynomials Pn, j , j = 0, . . . ,m.
The right hand of (ii) must be understood as a formal expansion in decreasing powers of z
obtained after carrying out arithmetically the operations of the left hand. Certainly, if the left
hand is analytic at ∞ the right hand will be convergent in some neighborhood of ∞ and equality
is in the usual sense in that neighborhood.
The polynomials bn and Pn, j , j = 0, . . . ,m, are uniquely determined from (ii) once their
partners an, j , j = 0, . . . ,m, and Qn are found. The two constructions are called type I and
type II polynomials (approximants) of the system ( f0, . . . , fm), respectively. When m = 0 both
definitions reduce to the well-known Pade´ approximation in its linear presentation.
In applications (number theory, convergence of simultaneous rational approximation, asymp-
totic properties of type I and type II polynomials, non-intersecting Brownian motions, and ran-
dom matrix theory) it is important that the polynomials appearing in the construction have no
defect; that is, that they have full degree. For one, this guarantees uniqueness up to a constant
factor. Here, the following concept steps in.
Definition 1.1. A multi-index n = (n0, . . . , nm) is said to be normal for the system f for type
I approximation (respectively, for type II) if deg an, j = n j − 1, j = 0, . . . ,m (respectively,
deg Qn = |n|). A system of functions f is said to be perfect if all multi-indices are normal.
It is easy to see that normality implies that all solutions are collinear.
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1.2. Nikishin systems
Let s be a finite Borel measure with constant sign whose support consists of infinitely many
points contained in the real line. By ∆ = Co(supp s) we denote the smallest interval which
contains supp s, the support of s. We denote this class of measures by M(∆). Let
s(z) = ∫ ds(x)
z − x
denote the Cauchy transform of s. Obviously,s ∈ H(C \∆); that is, it is analytic in C \∆.
Assume that all the moments of s are finite; that is,
cν =
∫
xνds(x) ∈ R, ν ∈ Z+.
When s is finite and supp s is bounded this is automatically fulfilled. If we construct the Pade´
approximation tos, for some index n ∈ Z+, Qn turns out to be the nth orthogonal polynomial
with respect to s. Consequently, deg Qn = n, all its zeros are simple and lie in the open convex
hull of supp s. Therefore,s is a perfect system of one function.
In an attempt to construct general systems with abundant normal indices, Nikishin introduced
in [23] the concept of MT system. Such systems are now named after him.
Let ∆α,∆β be two intervals contained in the real line which do not intersect, or have at most
a common end point, and σα ∈ M(∆α), σβ ∈ M(∆β). Assume that σβ ∈ L1(σα). With these
two measures we define a third one as follows (using the differential notation)
d⟨σα, σβ⟩(x) =σβ(x)dσα(x) ∈M(∆α).
Above, σβ denotes the Cauchy transform of the measure σβ . The more appropriate notation σβ
causes space consumption and aesthetic inconveniences. We need to take consecutive products
of measures; for example,
⟨σγ , σα, σβ⟩ := ⟨σγ , ⟨σα, σβ⟩⟩.
Here, we assume not only that σβ ∈ L1(σα) but also ⟨σα, σβ⟩ ∈ L1(σγ ) where ⟨σα, σβ⟩
denotes the Cauchy transform of ⟨σα, σβ⟩. Inductively, one defines products of a finite number
of measures.
Definition 1.2. Take a collection, ∆ j , j = 0, . . . ,m, of intervals such that, for each j =
0, . . . ,m − 1
∆ j ∩∆ j+1 = ∅, or ∆ j ∩∆ j+1 = {x j, j+1},
where x j, j+1 is a single point. Let (σ0, . . . , σm) be a system of measures such that Co(supp
σ j ) = ∆ j , σ j ∈M(∆ j ), j = 0, . . . ,m, and
⟨σ j , . . . , σk⟩ := ⟨σ j , ⟨σ j+1, . . . , σk⟩⟩ ∈M(∆ j ), 0 ≤ j < k ≤ m. (1)
When∆ j ∩∆ j+1 = {x j, j+1} we also assume that x j, j+1 is not a mass point of either σ j or σ j+1.
We say that (s0, . . . , sm) = N (σ0, . . . , σm), where
s0 = σ0, s1 = ⟨σ0, σ1⟩, . . . , sm = ⟨σ0, σ1, . . . , σm⟩
is the Nikishin system of measures generated by (σ0, . . . , σm).
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When we refer to a Nikishin system it is to be understood that all the assumptions made in
Definition 1.2 are satisfied. Condition (1) is automatically fulfilled if ∆ j ∩∆ j+1 = ∅, provided
⟨σ j+1, . . . , σk⟩ ∈ M(∆ j+1). In particular, when ∆ j ∩ ∆ j+1 = ∅, j = 0, . . . ,m − 1, (1) is
superfluous and we have the type of system originally defined by Nikishin.
Take (s0, . . . , sm) = N (σ0, . . . , σm), where the moments of s0 = σ0 are finite. Then, the
moments of all s j , j = 1, . . . ,m, are finite since limx→∞,x∈∆0⟨σ1, . . . , σ j⟩(x) = 0 and
⟨σ1, . . . , σ j⟩ ∈ L1(σ0). Fix n ∈ Zm+1+ and consider the type II approximation of the Nikishin
system of functions (s0, . . . ,sm) relative to n. It is easy to prove that∫
xνQn(x)ds j (x) = 0, ν = 0, . . . , n j − 1, j = 0, . . . ,m.
If we denote
s j,k = ⟨σ j , σ j+1, . . . , σk⟩, j < k, s j, j = ⟨σ j ⟩ = σ j ,
the previous orthogonality relations may be rewritten as follows∫ 
p0(x)+
m−
k=1
p j (x)s1,k(x) Qn(x)dσ0(x) = 0, (2)
where p0, . . . , pm are arbitrary polynomials such that deg pk ≤ nk − 1, k = 0, . . . ,m.
Definition 1.3. A system of real continuous functions u0, . . . , um defined on an interval ∆ is
called an AT system on ∆ for the multi-index n ∈ Zm+1+ if for any choice of real polynomials
(that is, with real coefficients) p0, . . . , pm, deg pk ≤ nk − 1, not all identically zero, the function
m−
k=0
pk(x)uk(x)
has at most |n| − 1 zeros on ∆. If this is true for all n ∈ Zm+1+ we have an AT system on ∆.
In [14] we proved that (1,s1,1, . . . ,s1,m) forms an AT system on any interval disjoint from
∆1 when the intervals ∆ j , j = 1, . . . ,m, are bounded and ∆ j ∩∆ j+1 = ∅, j = 1, . . . ,m − 1.
(For previous partial results, see also [4,11,15,12,18,23].) Then, it easily follows from (2) that
deg Qn = |n|, all its zeros are simple, and lie in the open convex hull of supp σ0 (even if supp σ0
is unbounded or touches supp σ1). Thus, such Nikishin systems are type II perfect. Moreover,
we proved perfectness for mixed type Nikishin systems, having type I and type II as particular
cases.
1.3. Mixed type Nikishin systems
Consider an (m2+1)×(m1+1) dimensional matrix of formal power expansions at∞ (m2+1
rows and m1 + 1 columns)
F = ( f j.k), f j,k(z) =
∞−
n=0
f j,k,n
zn
, j = 0, . . . ,m2, k = 0, . . . ,m1.
Fix a multi-index n = (n1;n2) ∈ Zm1+1+ × Zm2+1+ , such that |n1| = |n2| + 1. We denote
ni = (ni,0, . . . , ni,mi ), i = 1, 2. There exists a vector polynomial An = (an,0, . . . , an,m1), such
that
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(a) An ≢ 0, deg an,k ≤ n1,k − 1, k = 0, . . . ,m1,
(b) (FAtn − Btn)(z) = ( An,0zn2,0+1 + · · · , . . . ,
An,m2
z
n2,m2
+1 + · · ·)t
for some m2 + 1 dimensional vector polynomial Bn (the super-index t means taking transpose
and 0 denotes the zero vector). Finding An reduces to solving a linear homogeneous system of
|n2| equations determined by condition (b) on |n1| unknowns (the total number of coefficients of
the polynomials an,k, k = 0, . . . ,m1). Since |n2| + 1 = |n1| a nontrivial solution exists.
Definition 1.4. A non-zero vector An satisfying (a)–(b) is called a mixed type vector polynomial
relative to F and n = (n1;n2) ∈ Zm1+1+ × Zm2+1+ , |n1| = |n2| + 1. If deg an,k = n1,k − 1, k =
0, . . . ,m1, the multi-index n is called mixed type normal. F is mixed type perfect when all multi-
indices in Zm1+1+ × Zm2+1+ such that |n1| = |n2| + 1 are normal.
Mixed type systems were first introduced in [24]. This construction has as particular cases
type I (m2 = 0) and type II (m1 = 0) polynomials.
Let S1 = (s10,0, . . . , s10,m1) = N (σ 10 , . . . , σ 1m1), S2 = (s20,0, . . . , s20,m2) = N (σ 20 , . . . , σ 2m2),
σ 10 = σ 20 , be two given Nikishin systems generated by m1+1 and m2+1 measures, respectively.
We underline that both Nikishin systems stem from the same root measure σ 10 = σ 20 . Let us
introduce the row vectors
U = (1,s21,1, . . . ,s21,m2), V = (1,s11,1, . . . ,s11,m1)
and the (m2 + 1)× (m1 + 1) dimensional matrix function
W = UtV.
We say that the S1, S2 are compatible if aside from σ 10 = σ 20 we also have that
W ∈ L1(σ 20 );
that is, each entry in W is integrable with respect to σ 20 . In this case, we define the Markov
(Stieltjes) type matrix function
S(z) = ∫ W(x)dσ 20 (x)
z − x
understanding that integration is carried out entry by entry on the matrix W. We say thatS is a
mixed type Nikishin system of functions. We will study mixed type Nikishin systems.
For type II (m1 = 0) we reduce the notation. Then, n = (n0, . . . , nm), the vector function
will be f = (s0, . . . ,sm), where m = m2, and (s0, . . . , sm) = N (σ0, . . . , σm). The mixed type
polynomials An will then be denoted by Qn.
1.4. Statement of the main results
Passing to the case of touching or unbounded supports in the generating measures of the
Nikishin systems creates substantial technical difficulties. The importance of the extended
definition lies in the interesting examples it allows one to consider. For example, takeN (σ0, σ1),
where
dσ0(x) = e−xλ1 dx, x ∈ [0,+∞), dσ1(x) = exλ2 dx, x ∈ (−∞, 0], λ1, λ2 > 0,
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or
dσ0(x) = dx√
x(1− x) , x ∈ [0, 1], dσ1(x) = dx, x ∈ [−1, 0].
These examples with classical weights, and their generalizations, have received considerable
attention in Brownian motion and random matrix theories (see, for example, [2,3,7–10]) because
of their use in describing important models. We would also like to mention here the recent
paper [25] dedicated to the study of the logarithmic asymptotic of type II multiple orthogonal
polynomials for a Nikishin system of two unbounded measures which generalize Pollaczek
polynomials.
In the results below, we have tried to keep the assumptions to a minimum. For example, the
proofs can be substantially simplified if one requires that the generating measures satisfy that
whenever ∆ j ∩ ∆ j+1 = {x j, j+1} then σ j (x j, j+1) ∈ R and σ j+1(x j, j+1) ∈ R. Unfortunately,
that condition is violated in the previous examples.
Theorem 1.1. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm) be such that the first 2k + 1 moments
of σk, k = 1, . . . ,m, are finite. Then, the system (1,s1,1, . . . ,s1,m) forms an AT system
on any interval ∆ disjoint from ∆1 = Co(supp σ1). Moreover, for each n ∈ Zm+1+ , and
arbitrary polynomials with real coefficients pk, deg pk ≤ nk − 1, k = 0, . . . ,m, the linear form
p0 +∑mk=1 pks1,k, has at most |n| − 1 zeros in C \∆1, if it is not identically equal to zero.
We wish to underline that in the previous theorem the interval ∆ may be open so that its
closure can have a common end point with ∆1 (see the last statement of the result).
Definition 1.4 can be expressed in terms of orthogonality relations. For that purpose, set
An := an,0 +
m1−
k=1
an,ks11,k .
Theorem 1.2. Let S1, S2 be two compatible Nikishin systems, such that the first 2k+1 moments
of σ ik , k = 1, . . . ,mi , i = 1, 2, are finite and all the moments of σ 20 (=σ 10 ) are finite. Given
n ∈ Zm1+1+ × Zm2+1+ such that |n1| = |n2| + 1, we have∫
Ln2(x)An(x)dσ 20 (x) = 0, (3)
for any linear form
Ln2(x) = p0(x)+
m2−
j=1
p j (x)s21, j (x),
where the p j , j = 0, . . . ,m2 denote arbitrary polynomials such that deg p j ≤ n2, j − 1.An has
exactly |n2| zeros in C \ Co(supp σ 11 ), they are simple, and lie in the interior of Co(supp σ 10 ).
Because of (3), An or An are called mixed type orthogonal polynomials. An immediate
consequence of Theorems 1.1 and 1.2 is the following theorem.
Theorem 1.3. Let S1, S2 be two compatible Nikishin systems, such that the first 2k+1 moments
of σ ik , k = 1, . . . ,mi , i = 1, 2, are finite and all the moments of σ 20 (=σ 10 ) are finite. The matrixS is mixed type perfect. For each n ∈ Zm1+1+ ×Zm2+1+ , |n1| = |n2|+ 1, the vector polynomial An
is uniquely determined up to a constant factor.
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We say that a sequence of multi-indices Λ ⊂ Zm+1, m ≥ 0, is complete when it is totally
ordered (componentwise) and | · | establishes a bijection between Λ and N the set of natural
numbers. From the previous results one has the following corollary.
Corollary 1.1. Let S1, S2 be two compatible Nikishin systems, such that the first 2k+1 moments
of σ ik , k = 1, . . . ,mi , i = 1, 2 are finite and all the moments of σ 20 (=σ 10 ) are finite. Let
Λ1 ⊂ Zm1+1 and Λ2 ⊂ Zm2+1 be two complete sequences of multi-indices. Then, there exist two
sequences of linear forms {Qn1}n1∈Λ1 and {Pn2}n2∈Λ2 such that
Qn1 = qn1,0 +
m1−
k=1
qn1,ks11,k, deg qn1,k = n1,k − 1, k = 0, . . . ,m1,
Pn2 = pn2,0 +
m2−
k=1
pn2,ks21,k, deg pn2,k = n2,k − 1, k = 0, . . . ,m2,
each Qn1 and Pn2 is uniquely determined except for a constant factor,∫
Qn1(x)Pn2(x)dσ 20 (x) = 0, |n1| ≠ |n2|, (4)
and ∫
Qn1(x)Pn2(x)dσ 20 (x) ≠ 0, |n1| = |n2|. (5)
Qn1 has exactly |n1| − 1 zeros in C \Co(supp (σ 11 )), they are all simple, and lie in the interior of
Co(supp (σ 10 )). Likewise, Pn2 has exactly |n2|−1 zeros in C\Co(supp (σ 21 )), they are all simple,
and lie in the interior of Co(supp (σ 20 )).
A very general treatment on the construction and algebraic properties of general bi-orthogonal
sequences of generalized polynomials such as ({Qn1}n1∈Λ1 , {Pn2}n2∈Λ2) may be found in [1]. In
particular, their recursion and Christoffel–Darboux type formulas are derived as well as their
connection to the multi-component 2D Toda lattice hierarchy is studied. Christoffel–Darboux
type formulas are essential in the description of the correlation function in Brownian motion and
random matrix models (see [2,3,7–10]).
If we restrict our attention to type II approximation, the location of the zeros of Qn (=An) on
the support of σ0 together with [5, Theorem 1] allows us to obtain an analogue of the Stieltjes
theorem (see [26]) on the convergence of diagonal Pade´ approximation.
Corollary 1.2. Let (s0, . . . , sm) = N (σ0, . . . , σm) be such that all the moments of σ0 are finite,
and for each k = 1, . . . ,m, the first 2k+1 moments of σk are finite. Let Λ ⊂ Zm+1+ be a sequence
of distinct multi-indices such that
n j ≥ |n|m + 1 − c, j = 0, . . . ,m,
for some constant c > 0. Assume that one of the following conditions is verified:
(a) ∆0 ∩∆1 = ∅ and either ∆0 or ∆1 is bounded.
(b) ∆0 is unbounded and
∞−
n=0
1
|cn|1/2n = ∞, cn =
∫
xndσ0(x).
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(c) ∆0 ∩∆1 = {x0,1} and
∞−
n=0
1
|dn|1/2n = ∞, dn =
∫
dσ0(x)
(x − x0,1)n .
Then,
lim
n∈Λ
Pn,k
Qn
=s0,k, k = 0, . . . ,m
uniformly on each compact K ⊂ C \∆0. When (a) occurs, the convergence has geometric rate.
For measures with unbounded support, this result extends [5, Corollary 1] to a more general
class of multi-indices allowing also touching supports. When the supports are bounded and non-
intersecting, [14, Corollary 1.1] gives more information.
2. Auxiliary results
Generally speaking, the underlying arguments in the proofs of the theorems stated above are
the same as for similar ones contained in [14]. Justifying that they are feasible in the present
setting is technically more difficult and that is our task in this section. Whenever needed, we will
rely on [14] to avoid unnecessary repetitions.
The following result, similar to [14, Lemma 2.2], covers any system satisfying Definition 1.2.
Lemma 2.1. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm) and n ∈ Zm+1+ be given. Consider the linear
form
Ln = p0 +
m−
k=1
pks1,k, deg pk ≤ nk − 1, k = 0, . . . ,m,
where the polynomials pk have real coefficients. Assume that n0 = max{n0, n1−1, . . . , nm −1}.
If Ln had at least |n| zeros in C \ ∆1 the reduced form p1 +∑mk=2 pks2,k would have at least|n| − n0 zeros in ∆1 ⊂ C \∆2.
Proof. The function Ln is symmetric with respect to the real line, Ln(z) = Ln(z); therefore,
its zeros come in conjugate pairs. Thus, if Ln has at least |n| zeros in C \ ∆1, there exists a
polynomial wn, degwn ≥ |n|, with real coefficients and zeros contained in C \ ∆1 such that
Ln/wn ∈ H(C \∆1). This function has a zero of order ≥ |n| − n0 + 1 at ∞. Consequently,
zνLn
wn
∈ H(C \∆1),
and, for all ν = 0, . . . , |n| − n0 − 1,
deg zν pk ≤ |n| − n0 − 1+ nk − 1
=|n| − 2, k = 0
≤|n| − 1, k = 1, . . . ,m.
Let Γ be a closed simple curve which surrounds all the zeros of wn and leaves ∆1 outside.
Since z
νLn
wn
is analytic inside Γ and the functions z
ν pk
wn
are analytic outside, with a zero of second
order at infinity if k = 0 and order 1 when k = 1, . . . ,m, integrating along Γ we have ( s2,1 ≡ 1)
0 =
∫
Γ
zνLn(z)dz
wn(z)
=
m−
k=1
∫
Γ
zν pk(z)
wn(z)
∫
ds1,k(x)
z − x dz
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=
m−
k=1
∫ s2,k(x) ∫
Γ
zν pk(z)
wn(z)(z − x)dzdσ1(x)
= −2π i
∫
xν

p1(x)+
m−
k=2
pk(x)s2,k(x) dσ1(x)
wn(x)
, ν = 0, . . . , |n| − n0 − 1.
These orthogonality relations imply that p1 +∑mk=2 pks2,k has at least |n| − n0 sign changes in
the interior of∆1. In fact, if there were at most |n|−n0−1 sign changes one can easily construct
a polynomial p of degree ≤ |n| − n0 − 1 such that p(p1 +∑mk=2 pks2,k) does not change sign
on ∆1 which contradicts the orthogonality relations. Therefore, in the interior of ∆1 ⊂ C \∆2,
the reduced form would have the number of zeros claimed. 
Lemma 2.2. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm) be given. Then (1,s1,1, . . . ,s1,m) forms an
AT system with respect to any multi-index n ∈ Zm+1+ (•), where
Zm+1+ (•) = {n ∈ Zm+1+ : n0 ≥ · · · ≥ nm},
on any interval ∆ disjoint from ∆1 = Co(supp σ1). Moreover, the linear form
Ln = p0 +
m−
k=1
pks1,k, deg pk ≤ nk − 1, k = 0, . . . ,m,
has at most |n| − 1 zeros in C \∆1 if it is not identically equal to zero.
Proof. Take n ∈ Zm+1+ (•) and some Ln not identically zero. Suppose that p j is the poly-
nomial in the form Ln with largest subindex which is not identically zero. Assume that Ln
has at least |n| zeros in C \ ∆1. Applying j times Lemma 2.1, it follows that p j has at least
|n| − (n0 + · · · + n j−1) ≥ n j zeros in ∆ j . This is absurd because deg p j ≤ n j − 1. 
Lemma 2.2 settles Theorem 1.1 if we restrict our attention to multi-indices with decreasing
components. For multi-indices with decreasing components we have only needed the existence
of the first moment; that is, that the measures be finite. The proof of the general result reduces
to that of multi-indices with decreasing components after carrying out intricate transformations
of the generating system of measures which do require the existence of some moments of higher
order.
An important ingredient in these transformations consists in an appropriate representation for
the reciprocal of the Cauchy transform of measures. For measures with bounded support, this is
known and was used in [14]. In the unbounded case, we could not find a proper reference of the
results and properties needed, though they are known to the specialists. For completeness, we
include a brief account.
Let s be a measure with constant sign, supported on an interval ∆ ⊂ R, and finite moments
cn =
∫
xnds(x), n ∈ Z+.
It is well known that
s(z) ∼ ∞−
n=0
cn
zn+1
.
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If supp s is bounded, we can write = instead of ∼ for all z in a neighborhood of ∞. By ∼ we
mean that for each n ∈ Z+
lim
z→∞ z
n+1
s(z)− n−1
k=0
ck
zk+1

= cn . (6)
The limit is taken along any sector which does not intersect ∆ and limiting rays not parallel to
∆.
When the moments c0, . . . , cn−1 of s are finite, we have∫
ds(x)
z − x =
c0
z
+ · · · + cn−1
zn
+
∫
xnds(x)
zn(z − x) , (7)
which is valid in the complement of supp s. Consequently,
zn+1
s(z)− n−1
k=0
ck
zk+1

=
∫
z
z − x x
nds(x).
(
∑−1
k=0 denotes an empty sum). Due to the Lebesgue dominated convergence theorem it follows
that cn is finite if and only if the limit in (6) is finite, coinciding the value of the limit and the
moment.
Lemma 2.3. Let s ∈ M(∆), where ∆ is a half line of R, and its first two moments c0, c1 are
finite. Then, there exists a measure τ with sign opposite to that of s and support contained in ∆
such that

(1+ |x |)−1d|τ |(x) <∞ and
1s(z) = 1c0 z − c1c20 +τ(z). (8)
If a denotes the finite end point of ∆, then |τ(a)| <∞; in particular, a is not a mass point of τ .
When the first n + 3, n ≥ 0, moments of s are finite then the first n + 1 moments of τ are finite.
Thus, τ is finite if the first three moments of s are finite.
Proof. Without loss of generality, we can assume that s is a positive measure and∆ = [0,+∞).
Notice that 1/(zs(z)) is analytic in C \ [0,∞). Writing z = t + iy, t, y ∈ R, we have
ℑ 1
zs(z) = ℑ zs(z)|zs(z)|2 = y|zs(z)|2
∫
xds(x)
|z − x |2 > 0 for y > 0, and
1
ts(t) > 0
for t < 0,
where ℑ denotes the imaginary part. Thus, by Krein and Nudel’man [21, Theorem A.4], there
exists a positive measure τ1 supported in [0,+∞)with

(1+x)−1dτ1(x) <∞ and a nonnegative
constant d−2 such that
1
zs(z) = d−2 +
∫
dτ1(x)
x − z = d−2 +
∫
1+ x
x − z
dτ1(x)
1+ x .
Since limt→−∞ ts(t) = c0, using the Lebesgue dominated convergence theorem, we have
d−2 = 1/c0.
From (7) with n = 1, we obtain
1s(z) − d−2z = z(1− d−2zs(z))zs(z) = −d−2
 z
z−x xds(x)
zs(z) = −
∫
zdτ1(x)
z − x ,
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and by the Lebesgue monotone convergence theorem, it follows that
lim
t→−∞
1s(t) − d−2t = −c1c20 := d−1 = −
∫
dτ1(x) ∈ R.
Consequently,
1s(z) = zc0 − c1c20 +
∫
dτ(x)
z − x ,
where dτ(x) = −xdτ1(x). Therefore, (8) holds since∫
d|τ |(x)
1+ x <
∫
dτ1(x) <∞.
Notice that the functions(t) is negative and decreasing for t < 0. Therefore, limt→0− 1/s(t)
exists and is either 0 or some finite negative number. Consequently, limt→0−τ(t) exists and it is
a finite number. Using the Lebesgue monotone convergence theorem it follows that 1/x ∈ L1(τ ),
or what is the same, |τ(0)| <∞ as we needed to prove.
Now, let us assume that c0, . . . , cn+2 are finite. Define consecutively numbers dk ∈ R, k =
−2,−1, . . . , n, through the following triangular system of equations (later we prove that they
are moments of τ )
1 = d−2c0
0 = d−2c1 + d−1c0
0 = d−2c2 + d−1c1 + d0c0
... = ...
0 = d−2cn+2 + d−1cn+1 + · · · + dnc0.
(9)
In particular, we have
d−2 = 1c0 , d−1 =
−c1
c20
, d0 = −c2
c20
+ c
2
1
c30
,
and so on. The first two values coincide with the definition given above for d−2, d−1.
We will show that
lim
z→∞ z
k+1
τ(z)− k−1
j=0
d j
z j+1

= dk, k = 0, . . . , n.
As noted above, this implies that dk =

xkdτ(x), k = 0, . . . , n.
Let us prove that
lim
z→∞ zτ(z) = limz→∞ z

1s(z) − (d−2z + d−1)

= d0.
In fact, using (7), the first three equations in (9), and the Lebesgue dominated convergence
theorem, it follows that
z

1s(z) − (d−2z + d−1)

= z2 1− (d−2z + d−1)s(z)
zs(z)
= z2
1− (d−2z + d−1)

c0
z + c1z2 + c2z3 +
 x3ds(x)
z3(z−x)

zs(z)
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= d0c0 −
d−1c2
z − d−2z−d−1z
 x3ds(x)
z−x
zs(z)
= d0c0 +O(1/z)+O(1)
 x3ds(x)
z−x
zs(z) −→z→∞ d0.
In general, for k = 1, . . . , n, on account of (7), the first k + 3 equation in (9), and the Lebesgue
dominated convergence theorem, we obtain
zk+1

1s(z) −

d−2z + d−1 +
k−1
j=0
d j
z j+1

= zk+2
1−

k−1∑
j=−2
d j
z j+1

k+2∑
i=0
ci
zi+1 +
 xk+3ds(x)
zk+3(z−x)

zs(z)
= dkc0 +O(1/z)+O(1)
 xk+3ds(x)
z−x
zs(z) −→z→∞ dk,
as we needed to prove. 
In what follows, we write
1/s(z) = ℓ(z)+τ(z),
where ℓ denotes the first degree polynomial in the decomposition (8). For convenience, we call
τ the inverse measure of s. Such measures will appear frequently in our reasonings, so we will
fix a notation to distinguish them. They will always refer to inverses of measures denoted with s
and will carry over to them the corresponding sub-indices. The same goes for the polynomials ℓ.
For instance, if sα,β = ⟨σα, σβ⟩, then
1/sα,β(z) = ℓα,β(z)+τα,β(z).
Sometimes we write ⟨σα, σβ⟩ in place ofsα,β . This is specially useful later on where we need
the Cauchy transforms of complicated expressions of products of measures for which we do not
have a short hand notation. Since sα,α = σα , we also write
1/σα(z) = ℓα,α(z)+τα,α(z).
Remark 2.1. Notice that from Lemma 2.3 the inversion of τ requires the existence of its first two
moments, if we wish to obtain for 1/τ a formula like (8). By the same lemma this is guaranteed
if the first 4 moments of s are finite. In general, k consecutive inversions of a measure s requires
that its first 2k moments be finite. On the other hand, the inversion of sα,β requires two moments
of sα,β , but this is true if the first two moments of σα are finite since limz→∞σβ(z) = 0 andσβ ∈ L1(σα). Therefore, sα,β may be inverted k times if the first 2k moments of σα exist (or
2k + 1 moments if we want that the final measure be finite).
To deduce the reduction formulas, we need to apply Cauchy’s theorem, Cauchy’s integral
formula, and Fubini’s theorem, integrating along curves which surround intervals ∆ j and pass
between consecutive intervals ∆ j ,∆ j+1. When these intervals are unbounded and/or touch,
the curve has to go through infinity and the intersection point producing singularities in the
integrands. We overcome these difficulties considering principal values of improper integrals.
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Fix θ ∈ (0, π), a ∈ R, and ε, R > 0. Set
Γθ = {z = a + teiθ , t ≥ 0} ∪ {z = a + te−iθ , t ≥ 0},
and
Γϵ,R,θ = {z = a + teiθ : t ∈ [ε, R]} ∪ {z = a + te−iθ : t ∈ [ε, R]}.
We consider that Γθ is oriented so that (a,+∞) is to the right of Γθ as we walk along Γθ . Γϵ,R,θ
has the orientation induced by Γθ . Let f : Γθ \ {a} −→ C. We denote∫
Γθ
f (z)dz = lim
ε→0,R→∞
∫
Γϵ,R,θ
f (z)dz
whenever the limit on the right hand exists and is finite. Set
CR,θ,1 = {z = a + Reit : θ ≤ t ≤ 2π − θ}, CR,θ,2 = {z = a + Reit : −θ ≤ t ≤ θ}.
Analogously,
Cε,θ,1 = {z = a + εeit : θ ≤ t ≤ 2π − θ}, Cε,θ,2 = {z = a + εeit : −θ ≤ t ≤ θ}.
We assume that Cε,θ,1 ∪ Γε,R,θ ∪ CR,θ,1 is oriented positively and Cε,θ,2 ∪ Γε,R,θ ∪ CR,θ,2
negatively.
The next result substitutes Lemma 2.1 of [14].
Lemma 2.4. Fix θ, 0 < θ < π . Let h ∈ H(C \ (−∞, a]) be such that
(a) supz∈CR,θ,2 |h(z)| = O(1/R2), R →∞,
(b) supz∈Cε,θ,2 |(z − a)h(z)| = o(1), ε→ 0,
then
0 =
∫
Γθ
h(ζ )dζ. (10)
Let w ∈ H(C \ [a,+∞)) be such that
(c) supz∈CR,θ,1 |w(z)| = O(1/R), R →∞,
(d) supz∈Cε,θ,1 |(z − a)w(z)| = o(1), ε→ 0,
then, for any compact set K ⊂ C \ [a,+∞) to the left of Γθ ,
w(z) = 1
2π i
∫
Γθ
w(ζ )dζ
ζ − z , z ∈ K. (11)
Assume that s ∈M[a,+∞) is such that |s(a)| < ∞, and g ∈ H(C \ (−∞, a]) with constant
sign on (a,+∞) verifies
(e) supz∈CR,θ,2 |g(z)| = O(1), R →∞,
(f) supz∈Cε,θ,2 |(z − a)g(z)| = o(1), ε→ 0,
then, g(x)ds(x) ∈M[a,+∞) and
1
2π i
∫
Γθ
g(ζ )s(ζ )
ζ − z dζ =
∫
g(x)ds(x)
z − x (12)
if the integral on the left hand is finite.
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Proof. Without loss of generality, we assume that a = 0. By Cauchy’s theorem
0 =
∫
Cε,θ,2∪Γε,R,θ∪CR,θ,2
h(ζ )dζ.
Since 
∫
Cε,θ,2
h(ζ )dζ
 ≤ 2π supζ∈Cε,θ,2 |ζh(ζ )| and

∫
CR,θ,2
h(ζ )dζ
 ≤ 2πR supζ∈CR,θ,2 |h(ζ )|,
formula (10) follows using (a) and (b).
Next, given a compact set K ⊂ C \ [0,+∞) to the left of Γθ for all ε sufficiently small and R
sufficiently large, the closed curve Cε,θ,1 ∪ Γε,R,θ ∪ CR,θ,1 has winding number 1 with respect
to all points in K. From Cauchy’s integral formula, we have that
w(z) = 1
2π i
∫
Cε,θ,1∪Γε,R,θ∪CR,θ,1
w(ζ )dζ
ζ − z .
But  12π i
∫
Cε,θ,1
w(ζ )dζ
ζ − z
 ≤ 1||z| − ε| supζ∈Cε,θ,1 |ζw(ζ )|
and  12π i
∫
CR,θ,1
w(ζ )dζ
ζ − z
 ≤ R|R − |z|| supζ∈CR,θ,1 |w(ζ )|.
Therefore, (11) follows from (c) and (d).
That g(x)ds(x) ∈ M[a,+∞) follows easily from (e), (f), and |s(0)| < ∞ (1/x ∈ L1(s)).
Let us prove (12). By definition∫
Γθ
g(ζ )s(ζ )
ζ − z dζ = limε→0,R→∞
∫
Γε,R,θ
g(ζ )s(ζ )
ζ − z dζ,
and ∫
Γε,R,θ
g(ζ )s(ζ )
ζ − z dζ =
∫
Γε,R,θ
∫
[0,2ε)∪[2ε,R/2]∪(R/2,+∞)
ds(x)
ζ − x
g(ζ )dζ
ζ − z .
Let us study the different integrals.
Notice that∫
Γε,R,θ
∫
[0,2ε)∪(R/2,+∞)
ds(x)
ζ − x
g(ζ )dζ
ζ − z =
∫
Γε,1,θ
∫
[0,2ε)∪(R/2,+∞)
ds(x)
ζ − x
g(ζ )dζ
ζ − z
+
∫
Γ1,R,θ
∫
[0,2ε)∪(R/2,+∞)
ds(x)
ζ − x
g(ζ )dζ
ζ − z .
We have
∫
Γ1,R,θ
∫
[0,2ε)∪(R/2,+∞)
ds(x)
ζ − x
g(ζ )dζ
ζ − z

≤ sup
ζ∈Γ1,R,θ
|g(ζ )|
∫
Γ1,R,θ
∫
[0,2ε)∪(R/2,+∞)
|ζ |
|ζ − x |d|s|(x)
|ζ |
|ζ − z|
|dζ |
|ζ |2
U. Fidalgo Prieto, G. Lo´pez Lagomasino / Journal of Approximation Theory 163 (2011) 779–811 793
≤ M
sin θ
|s|([0, 2ε) ∪ (R/2,+∞)) −→ 0, ε→ 0, R →∞.
Here, we used that supζ∈Γ1,R,θ |g(ζ )| is uniformly bounded with respect to R, |ζ |/|ζ − x |
≤ 1/ sin θ , supz∈K,ζ∈Γθ |ζ ||ζ−z| is finite,
∞
1 dt/t
2 = 1, and limε→0,R→∞ |s|([0, 2ε) ∪ (R/2,
+∞)) = 0 because s is a finite Borel measure on [0,+∞) with no mass point at zero (since
|s(0)| <∞). On the other hand,
∫
Γε,1,θ
∫
[0,2ε)
ds(x)
ζ − x
g(ζ )dζ
ζ − z
 ≤
∫
Γε,1,θ
∫
[0,2ε)
|ζ x |
|ζ − x |
d|s|(x)
|x |
|ζg(ζ )|
|ζ − z|
|dζ |
|ζ |2
≤ 2ε
sin θ
sup
ζ∈Γε,1,θ ,z∈K
|ζg(ζ )|
|ζ − z|
∫ 1
ε
dt
t2
∫
[0,2ε)
d|s|(x)
x
−→ 0,
ε→ 0,
because from (f) it follows that supζ∈Γε,1,θ ,z∈K
|ζg(ζ )|
|ζ−z| is uniformly bounded for 0 < ε < 1,
and

[0,2ε)
d|s|(x)
x tends to zero when ε → 0 since |s(0)| < ∞ (use the Lebesgue dominated
convergence theorem). We also have
∫
Γε,1,θ
∫
(R/2,+∞)
ds(x)
ζ − x
g(ζ )dζ
ζ − z
 ≤

∫
Γε,1,θ
∫
(R/2,+∞)
ds(x)
ζ − x
ζg(ζ )
ζ − z
dζ
ζ

≤ 2
R sin θ
sup
ζ∈Γε,1,θ ,z∈K
|ζg(ζ )|
|ζ − z|
∫ 1
ε
dt
t
∫
(R/2,+∞)
d|s|(x) −→ 0, R = 1/ε→∞.
Finally, from Fubini’s theorem and Cauchy’s integral formula, we have that∫
Γε,R,θ
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z
=
∫
Cε,θ,2∪Γε,R,θ∪CR,θ,2
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z −
∫
Cε,θ,2∪CR,θ,2
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z
=
∫
[2ε,R/2]
∫
Cε,θ,2∪Γε,R,θ∪CR,θ,2
g(ζ )dζ
ζ − z
ds(x)
ζ − x −
∫
Cε,θ,2∪CR,θ,2
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z
= 2π i
∫
[2ε,R/2]
g(x)ds(x)
z − x −
∫
Cε,θ,2∪CR,θ,2
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z .
The assumptions on g and s together with the Lebesgue dominated convergence theorem imply
that the first integral on the last line tends to
 g(x)ds(x)
z−x when ε → 0, R → ∞. It rests to show
that the other term tends to zero as ε→ 0, R →∞.
In fact, using (e), we obtain
∫
CR,θ,2
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z
 ≤ O(1)4π |s|([0,+∞))|R − |z|| −→ 0, R → 0,
and, on account of (f),
∫
Cε,θ,2
∫
[2ε,R/2]
ds(x)
ζ − x
g(ζ )dζ
ζ − z
 ≤ 2πo(1)||z| − ε|
∫
[2ε,R/2]
d|s|(x)
x − ε −→ 0, ε→ 0,
since x − ε ≥ x/2 for x ≥ 2ε and |s(0)| <∞. We are done. 
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We will be applying the previous lemma on products and quotients of Cauchy transforms so
it is convenient to point out some properties of these functions.
Lemma 2.5. Let s ∈M([a,+∞)). Then, for each θ > 0
sup
z∈CR,θ,1
|s(z)| = O(1/R), R →∞,
and, if a is not a mass point of s,
sup
z∈Cε,θ,1
|(z − a)s(z)| = o(1), ε→ 0.
Proof. Without loss of generality we can assume that a = 0. Then
sup
z∈CR,θ,1
∫ ds(x)z − x
 ≤ |s|[0,+∞)R supz∈CR,θ,1
 zz − x
 ≤ |s|[0,+∞)R sin θ ,
giving the first relation. On the other hand,
sup
z∈Cε,θ,1
∫ zds(x)z − x
 ≤ ∫ sup
z∈Cε,θ,1
 zz − x
 d|s|(x) ≤ ∫  zε(x)zε(x)− x
 d|s|(x),
where zε(x) ∈ Cε,θ,1. Since | zε(x)zε(x)−x | ≤ 1sin θ for zε(x) ∈ Cε,θ,1, the Lebesgue dominated
convergence theorem implies that
lim
ε→0 supz∈Cε,θ,1
∫ zds(x)z − x
 = ∫ g(x)d|s|(x) = 0
where g(0) = 1 and g(x) = 0, x ∈ (0,+∞). 
Lemma 2.6. Let σα ∈ M(∆α), σβ ∈ M(∆β), and ⟨σα, σβ⟩ ∈ M(∆α). Then, ⟨σβ , σα⟩ ∈
M(∆β) and
σα(z)σβ(z) = ⟨σα, σβ⟩(z)+ ⟨σβ , σα⟩(z), z ∈ C \ (∆α ∪∆β). (13)
Proof. In fact,
σα(z)σβ(z) = ∫∫ dσα(xα)dσβ(xβ)
(z − xα)(z − xβ) =
∫∫ 
1
z − xα −
1
z − xβ

dσα(xα)dσβ(xβ)
xα − xβ .
Therefore, the right hand is finite because σα ∈M(∆α) and σβ ∈M(∆β). We also have that∫∫
dσα(xα)dσβ(xβ)
(z − xα)(xα − xβ) =
∫ σβ(xα)dσα(xα)
z − xα
is finite, sinceσβ ∈ L1(σα). Consequently,∫∫ 
1
z − xα −
1
z − xβ

dσα(xα)dσβ(xβ)
xα − xβ
can be separated into two integrals obtaining (13). From (13) it follows that
|⟨σα, σβ⟩| = lim
z→∞ z⟨σα, σβ⟩(z) = limz→∞ zσα(z)σβ(z)− limz→∞ z⟨σβ , σα⟩(z) = −|⟨σβ , σα⟩|
is finite and we conclude the proof (|s| denotes the total mass of the measure s). 
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Lemma 2.7. Let σα ∈ M(∆α), σβ ∈ M(∆β), ∆α ∩ ∆β = {xα,β} and σβ(xα,β) ∈ R. Then,
⟨σα, σβ⟩ ∈M(∆α) and ⟨σβ , σα⟩ ∈M(∆β).
Proof. By monotonicity, we have that
|⟨σα, σβ⟩| =
∫ σβ(xα)dσα(xα) = ∫ |σβ(xα)|d|σα|(xα) ≤ |σβ(xα,β)||σα|
is finite. Thus, ⟨σα, σβ⟩ ∈M(∆α) and the previous lemma implies that ⟨σβ , σα⟩ ∈M(∆β). 
The following result is similar to [14, Lemma 3.1].
Lemma 2.8. Suppose that ∆α,∆β , are two intervals which have at most a common end point.
Let σα ∈M(∆α), σβ ∈M(∆β), and ⟨σα, σβ⟩ ∈M(∆α). Assume that the first three moments
of σα are finite. If ∆α ∩ ∆β = {xα,β}, the point xα,β is not a mass point of σα or σβ . Then,
⟨σβ , σα⟩/σβ ∈ L1(τα,β), ⟨σβ , σα⟩ ∈ L1(τα,α), and
σα(z)
⟨σα, σβ⟩(z) = |σα||⟨σασβ⟩| +
∫ ⟨σβ , σα⟩(xα)σβ(xα) dτα,β(xα)z − xα
= |σα||⟨σα, σβ⟩| + ⟨
τα,βσβ , σβ , σα⟩(z), (14)
⟨σα, σβ⟩(z)σα(z) = |⟨σα, σβ⟩||σα| −
∫ ⟨σβ , σα⟩(xα)dτα,α(xα)
z − xα
= |⟨σα, σβ⟩||σα| − ⟨τα,α, σβ , σα
⟩(z). (15)
Consequently,
lim
x→xα,β ,x∈R\∆α
σα(x)
⟨σα, σβ⟩(x) ∈ R and limx→∞,x∈R\∆α ⟨σα, σβ
⟩(x)σα(x) ∈ R. (16)
Proof. For the proof of (14)–(15) we restrict our attention to the most complicated case when
∆α and ∆β are both unbounded and have a common end point. Without loss of generality we
can assume that ∆α = R+ = [0,+∞),∆β = R− = (−∞, 0] and thus xα,β = 0. Set
w(z) = σα(z)⟨σα, σβ⟩(z) − |σα||⟨σασβ⟩| ∈ H(C \ R+).
From (8) and (13) (see also the last statement of Lemma 2.3 and Remark 2.1), there exists
τα,β ∈M(∆α) such that
σα(z)
⟨σα, σβ⟩(z) = σβ(z)σα(z)σβ(z)⟨σα, σβ⟩(z) = ⟨σα, σβ
⟩(z)+ ⟨σβ , σα⟩(z)σβ(z)⟨σα, σβ⟩(z)
= 1σβ(z) + ⟨σβ , σα⟩(z)σβ(z) ℓα,β + ⟨σβ , σα⟩(z)σβ(z) τα,β(z).
Consequently,
w(z) = h1(z)+ g(z)τα,β(z), z ∈ C \ R,
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where
h1(z) = − |σα||⟨σασβ⟩| +
1σβ(z) + ⟨σβ , σα⟩(z)σβ(z) ℓα,β , g(z) = ⟨σβ , σα⟩(z)σβ(z)
h1 ∈ H(C \ R−), g ∈ H(C \ R−).
Given a compact set K ⊂ C \ [0,+∞), fix θ > 0 sufficiently small so that K lies to the
left of Γθ . The independent term of the asymptotic expansion at ∞ of σα(z)/⟨σα, σβ⟩ equals
|σα|/|⟨σασβ⟩|. It readily follows that w satisfies (c) of Lemma 2.4. On the other hand, using the
second part of Lemma 2.5 we have that w also verifies (d) of Lemma 2.4. By (11)
w(z) = 1
2π i
∫
Γθ
w(ζ )dζ
ζ − z =
1
2π i
∫
Γθ
(h1(ζ )+ g(ζ )τα,β(ζ ))dζ
ζ − z .
For each z ∈ K , the function h(ζ ) = h1(ζ )/(ζ − z) as a function of ζ satisfies (a) and (b) of
Lemma 2.4, g(z) satisfies (e) and (f), and |τα,β(0)| <∞. So, (14) holds true on account of (10)
and (12).
Owing to the right hand in (14), we have that σα(t)/⟨σα, σβ⟩(t) is monotonic for t ∈ R−
as t approaches 0. Therefore, limt→0−σα(t)/⟨σα, σβ⟩(t) exists if the function is bounded above
in absolute value on the negative real axis when t is sufficiently close to zero. Fix A > 0.
There exist positive constants C1,C2,C3, such that |σβ(x)| > C1, x ∈ [0, A],  +∞A d|σα |(x)|t−x | ≤ +∞
A
d|σα |(x)
x ≤ C2, and
 A
0
d|σα |(x)|t−x | ≥ C3, t ∈ [−1, 0); consequently,
|σα(t)|
|⟨σα, σβ⟩(t)| =
 d|σα |(x)|t−x | |σβ (x)|d|σα |(x)
|t−x |
≤
 A
0
d|σα |(x)|t−x | + C2
C1
 A
0
d|σα |(x)|t−x |
≤ 1
C1
+ C2
C1C3
, t ∈ [−1, 0),
as we needed to prove. This settles the first part of the last statement.
The proof of (15) is similar to that of (14). It is based on the fact that
⟨σα, σβ⟩(z)σα(z) − |⟨σα, σβ⟩||σα| ∈ H(C \ R+),
and that (8) and (13) imply the formula
⟨σα, σβ⟩(z)σα(z) = σα(z)σβ(z)− ⟨σβ , σα⟩(z)σα(z)
= σβ(z)− ⟨σβ , σα⟩(z)ℓα,α(z)− ⟨σβ , σα⟩(z)τα,α(z).
Take w(z) = ⟨σα,σβ⟩(z)σα(z) − |⟨σα,σβ ⟩||σα | , h1(z) = σβ(z) − ⟨σβ , σα⟩(z)ℓα,α(z) − |⟨σα,σβ ⟩||σα | , g(z) =
−⟨σβ , σα⟩(z), s = τα,α , and proceed as in the previous case.
The second limit in (16) is derived using arguments similar to those employed in proving the
first limit. We leave it to the reader. 
Let us extend Lemma 2.6.
Lemma 2.9. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm),m ≥ 2, be given. Then, all the measures
appearing in the formula below are finite and for all z ∈ C \ (∆1 ∪∆m)
⟨σm, . . . , σ1⟩(z)+ m−1−
k=1
(−1)k⟨σm, . . . , σk+1⟩(z)⟨σ1, . . . , σk⟩(z)
+ (−1)m⟨σ1, . . . , σm⟩(z) ≡ 0. (17)
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In particular, |⟨σm, . . . , σ1⟩| = (−1)m−1|⟨σ1, . . . , σm⟩|. Moreover, (σm, . . . , σ1) is a generator
of a Nikishin system.
Proof. This result reduces to Lemma 2.6 when m = 2. The general case follows by induction.
Let us assume that the lemma is true for any Nikishin system with m − 1,m ≥ 3, generating
measures and let us show that it also holds when the number of generating measures is m.
We have
1
(x2 − x1) · · · (xm − xm−1)(z − xm) −
(−1)m−1
(z − x1)(x1 − x2) · · · (xm−2 − xm−1)(xm−1 − xm)
= xm − x1
(z − x1)(x2 − x1) · · · (xm − xm−1)(z − xm)
=
m−1−
k=1
xk+1 − xk
(z − x1)(x2 − x1) · · · (xm − xm−1)(z − xm) .
For z ∈ C \∆1∫
· · ·
∫
dσ1(x1) · · · dσm(xm)
(z − x1)(x1 − x2) · · · (xm−2 − xm−1)(xm−1 − xm) = ⟨σ1, . . . , σm
⟩(z)
is finite. By hypothesis and induction hypothesis, for k = 1, . . . ,m − 1, and z ∈ C \ (∆1 ∪∆m)∫
· · ·
∫
(xk+1 − xk)dσ1(x1) · · · dσm(xm)
(z − x1)(x2 − x1) · · · (xm − xm−1)(z − xm)
= (−1)k−1⟨σm, . . . , σk+1⟩(z)⟨σ1, . . . , σk⟩(z)
is also finite. Integrating term by term, it follows that for z ∈ C \ (∆1 ∪∆m)∫
· · ·
∫
dσ1(x1) · · · dσm(xm)
(x2 − x1) · · · (xm − xm−1)(z − xm) = ⟨σm, . . . , σ1
⟩(z)
is finite and satisfies (17).
Using (17) and the Lebesgue dominated convergence theorem, we obtain that
|⟨σm, . . . , σ1⟩| = lim
t→∞ it⟨σm, . . . , σ1⟩(it)
= (−1)m−1 lim
t→∞ it⟨σ1, . . . , σm⟩(it) = (−1)m−1|⟨σ1, . . . , σm⟩|.
Consequently, ⟨σm, . . . , σ1⟩ ∈M(∆m) and the relation between the total variation of ⟨σm, . . . ,
σ1⟩ and ⟨σ1, . . . , σm⟩ has been established.
We have proved that ⟨σk, σk−1, . . . , σ j ⟩ ∈ M(∆k) for all 1 ≤ j ≤ k ≤ m. The assumption
that common end points of consecutive intervals ∆ j are not mass points of the corresponding
measures remains valid. Therefore, (σm, . . . , σ1) is a generator of a Nikishin system. 
An iterated application of (14)–(15) allows one to derive important formulas which we present
in the next result analogous to [14, Lemma 3.2].
Lemma 2.10. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm) be given. Assume that the first three
moments of all the generating measures are finite. Then, all the measures appearing in the
formulas below are finite, ands1,ks1,1 = |s1,k ||s1,1| − ⟨τ1,1, ⟨s2,k, σ1⟩⟩, 1 = j < k ≤ m, (18)
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s1,ks1, j = |s1,k ||s1, j | + (−1) j ⟨τ1, j , ⟨τ2, j , s1, j ⟩, . . . , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1,k, σ j ⟩⟩,
2 ≤ j < k ≤ m, (19)s1,1s1, j = |s1,1||s1, j | + ⟨τ1, js2, j , ⟨s2, j , σ1⟩⟩
= |s1,1||s1, j | +
|⟨s2, j , σ1⟩|
|s2, j | τ1, j − ⟨τ1, j , ⟨τ2, j , s1, j ⟩⟩, 1 = k < j ≤ m, (20)s1,2s1, j = |s1,2||s1, j | − ⟨τ1, j , ⟨τ2, j , s1, j ⟩s3, j , ⟨s3, j , σ2⟩⟩
= |s1,2||s1, j | −
|⟨s3, j , σ2⟩|
|s3, j | ⟨τ1, j , ⟨τ2, j , s1, j ⟩
⟩ + ⟨τ1, j , ⟨τ2, j , s1, j ⟩, ⟨τ3, j , s2, j ⟩⟩,
2 = k < j ≤ m, (21)s1,ks1, j = |s1,k ||s1, j | + (−1)k−1⟨τ1, j , ⟨τ2, j , s1, j ⟩, . . . , ⟨τk−1, j , sk−2, j ⟩,⟨τk, j , sk−1, j ⟩sk+1, j , ⟨sk+1, j , σk⟩⟩
= |s1,k ||s1, j | + (−1)
k−1 |⟨sk+1, j , σk⟩|
|sk+1, j | ⟨τ1, j , ⟨τ2, j , s1, j ⟩, . . . ,
⟨τk−1, j , sk−2, j ⟩, ⟨τk, j , sk−1, j ⟩⟩ + (−1)k⟨τ1, j , ⟨τ2, j , s1, j ⟩, . . . ,
⟨τk, j , sk−1, j ⟩, ⟨τk+1, j , sk, j ⟩⟩, 3 = k < j ≤ m. (22)
Proof. The main difference in the proof of this lemma with respect to that of [14, Lemma 3.2]
is that one must verify that the new assumptions allow one to apply formulas (14)–(15) as many
times as required. We begin by pointing out that Lemmas 2.6 and 2.8 guarantee that the measures
between commas in formulas (18)–(22) are finite. That their products, as indicated, give rise to
finite measures is proved step by step.
The independent term of the asymptotic expansion at ∞ of the ratios of Cauchy transforms
appearing on the left of (18)–(22) is the constant appearing on the right. If we prove that those
ratios of Cauchy transforms may be expressed as a constant plus a Cauchy transform of a finite
measure (whose asymptotic expansion at infinity have independent term equal to zero) we have
that the constant has to be the one given. Consequently, we will not pay attention to the constants
coming out of the consecutive transformations that we make in our deduction and simply denote
them with consecutive constants C j .
Obviously, (18) is deduced from (15) taking σα = σ1 = s1,1 and σβ = ⟨σ2, . . . , σk⟩ = s2,k .
Formula (19) is obtained by applying (15) inside out several times as we show.
Let 2 ≤ j < k ≤ m. Using (15) ons j,k/s j, j , we have that
⟨σ j−1, σ j , . . . , σk⟩ = ⟨ s j−1, js j, j , s j,k⟩ = ⟨s j,ks j, j s j−1, j⟩
= C1s j−1, j − ⟨s j−1, j , τ j, j , ⟨s j+1,k, σ j ⟩⟩. (23)
The last equality is due to the fact that ⟨σ j−1, σ j , . . . , σk⟩ and s j−1, j are finite so we can
integrate term by term. Multiply (23) by z and make z tend to infinity conveniently, to deduce
that ⟨s j−1, j , τ j, j , ⟨s j+1,k, σ j ⟩⟩ is finite. In particular, if j = 2 we get
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⟨σ1, σ2, . . . , σk⟩ = ⟨ s1,2s2,2 , s2,k⟩ = ⟨s2,ks2,2 s1,2⟩ = C1s1,2 − ⟨s1,2, τ2,2, ⟨s3,k, σ2⟩⟩,
and applying (15) on ⟨s1,2, τ2,2, ⟨s3,k, σ2⟩⟩/s1,2, it follows thats1,ks1,2 = C1 − 1s1,2 ⟨s1,2, τ2,2, ⟨s3,k, σ2⟩⟩ = |s1,k ||s1,2| + ⟨τ1,2, ⟨τ2,2, s1,2⟩, ⟨s3,k, σ2⟩⟩
which is (19) for j = 2.
Assume that j ≥ 3. Using (23), we can write
s j−2,k = ⟨σ j−2,s j,ks j, j s j−1, j⟩ = C1s j−2, j − ⟨σ j−2, s j−1, j , τ j, j , ⟨s j+1, j , σ j ⟩⟩
= C1s j−2, j − ⟨ s j−2, js j−1, j , s j−1, j , τ j, j , ⟨s j+1, j , σ j ⟩⟩.
Applying (15) on ⟨s j−1, j , τ j, j , ⟨s j+1, j , σ j ⟩⟩/s j−1, j and integrating term by term, it follows
s j−2,k = C2s j−2, j + ⟨s j−2, j , τ j−1, j , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1, j , σ j ⟩⟩. (24)
Term by term integration is legal because s j−2,k and s j−2, j are finite. Multiplying (24) by z and
making z tend to infinity conveniently, we obtain that ⟨s j−2, j , τ j−1, j , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1, j , σ j ⟩⟩
is finite. If j = 3, (24) reduces tos1,ks1,3 = C2 + ⟨s1,3, τ2,3, ⟨τ3,3, s2,3⟩, ⟨s4,3, σ3⟩⟩/s1,3
and making use of (15) on the second term on the right-hand side we get (19) for j = 3. For an
arbitrary j, 1 ≤ j < k ≤ m, after j − 1 steps we arrive at (19).
Regarding (20)–(22), assuming that the first equalities are true, the second equalities follow
directly from (15) since we get
⟨sk+1, j , σk⟩sk+1, j = |⟨sk+1, j , σk⟩||sk+1, j | − ⟨τk+1, j , sk, j⟩. (25)
When k = 1 formula (20) follows directly from (14) taking σα = σ1 = s1,1 and σβ = s2, j .
In order to prove the first equalities in (21)–(22), assume that 2 ≤ k < j ≤ m. Using (14) and
that ⟨σk−1, σk⟩, sk−1, j , are finite, it follows that
⟨σk−1, σk⟩ = ⟨ sk−1, jsk, j , sk,k⟩ = ⟨sk,ksk, j sk−1, j⟩
= C5sk−1, j + ⟨sk−1, j , τk, jsk+1, j , ⟨sk+1, j , σk⟩⟩. (26)
Multiplying (26) by z and making z →∞ we conclude that ⟨sk−1, j , τk, jsk+1, j , ⟨sk+1, j , σk⟩⟩ is finite.
Consequently, when k = 2s1,2s1, j = C5 + 1s1, j ⟨s1, j , τ2, js3, j , ⟨s3, j , σ2⟩⟩,
and applying (15) we obtain (21). To complete the proof of (22), starting out from (26) proceed
using (15) repeatedly as in proving (19). For more details, see the proof of [14, Lemma 3.2]. 
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Let τα,β;γ,γ denote the inverse measure of ⟨⟨σα, σβ⟩, σγ ⟩. That is,
1/⟨⟨σα, σβ⟩, σγ⟩(z) = ℓα,β;γ,γ (z)+τα,β;γ,γ (z)
where ℓα,β;γ,γ denotes a first degree polynomial. This notation seems unnecessarily complicated.
It is consistent with the one used later for more general inverse measures which will be needed.
The next result is analogous to [14, Lemma 3.3].
Lemma 2.11. Suppose that∆γ ,∆α , and ∆β are three intervals such that∆γ ,∆α , and ∆β ,∆α ,
have at most a common end point. Assume also that the measures intervening in the left-hand
sides of the two subsequent formulas are finite, where f denotes a measurable function, and the
first three moments of σα are finite. If ∆α ∩∆β = {xα,β}, the point xα,β is not a mass point of
σα or σβ ; likewise if ∆α ∩∆γ = {xα,γ }. Then, the measures on the right hand are also finite andσα(z)
⟨σα, σβ⟩(z) ⟨⟨τα,α, σβ , σα⟩, f σγ , σα⟩(z) = ⟨⟨σβ , σα
⟩σβ τα,β , f σγ , σα, σβ⟩(z), (27)
⟨σα, σβ⟩(z)
⟨⟨σα, σβ⟩, σγ⟩(z) ⟨ ⟨σβ , σα
⟩σβ τα,β , σγ , σα, σβ⟩(z)
= ⟨⟨σβ , σα, σγ
⟩σβ ⟨σγ , σα, σβ⟩σγ τα,β;γ,γ⟩(z). (28)
Proof. There is some redundancy in assuming that all the measures on the left hand are finite.
The finiteness of some may be deduced from the rest using previous results. In the proof of (27),
the function f is irrelevant. We may have written σγ in place f σγ . Nevertheless, the notation
is convenient when the formula is used to prove Lemma 2.12 below and f plays the role of a
wildcard which takes different expressions depending on the situation considered.
Let us prove (27). Taking into account (13) and (15), we have that
⟨⟨τα,α, σβ , σα⟩, ⟨ f σγ , σα⟩⟩(z)
= ⟨ f σγ , σα⟩(z)⟨τα,α, σβ , σα⟩(z)− ⟨⟨ f σγ , σα⟩, τα,α, σβ , σα⟩(z)
= ⟨ f σγ , σα⟩(z) |⟨σα, σβ⟩||σα| − ⟨σα, σβ⟩(z)σα(z)

−
∫  |⟨σα, σβ⟩|
|σα| −
⟨σα, σβ⟩(xγ )σα(xγ )

f (xγ )d⟨σγ , σα⟩(xγ )
z − xγ
=
∫
⟨σα, σβ⟩(xγ ) f (xγ )dσγ (xγ )z − xγ − ⟨ f σγ , σα⟩(z) ⟨σα, σβ⟩(z)σα(z) .
This and (14) renderσα(z)
⟨σα, σβ⟩(z) ⟨⟨τα,α, σβ , σα⟩, f σγ , σα⟩(z)
= σα(z)⟨σα, σβ⟩(z)
∫
⟨σα, σβ⟩(xγ ) f (xγ )dσγ (xγ )z − xγ − ⟨ f σγ , σα⟩(z)
= −⟨ f σγ , σα⟩(z)+ |σα||⟨σα, σβ⟩| ⟨ f σγ , σα, σβ⟩(z)
+⟨ f σγ , σα, σβ⟩(z)⟨τα,βσβ , ⟨σβ , σα⟩⟩(z).
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Fix a compact set K ⊂ C \∆α . As in the proof of Lemma 2.8 take θ > 0 sufficiently small
so that the curve Γθ separates K and ∆α . (We are considering the most complicated case when
∆α,∆β , and ∆γ are unbounded.)
Set w(z) = σα(z)⟨σα,σβ⟩(z) ⟨⟨τα,α, σβ , σα⟩, f σγ , σα⟩(z). Obviously this function satisfies (c) in
Lemma 2.4. That it also fulfills (d) is a consequence of the second part of Lemma 2.5, applied
on ⟨⟨τα,α, σβ , σα⟩, f σγ , σα⟩(z), and the first part of (16), employed on σα(z)⟨σα,σβ⟩(z) (use the
Lebesgue dominated convergence theorem, taking into consideration equality (14), to show that
the function is uniformly bounded on a sector near xα,β ). From (11) it follows that
w(z) = 1
2π i
∫
Γθ
w(ζ )
ζ − z dζ =
1
2π i
∫
Γθ
(h1(ζ )+ g(ζ )s(ζ ))dζ
ζ − z ,
where h1(ζ ) = −⟨ f σγ , σα⟩(ζ ) + |σα ||⟨σα,σβ ⟩| ⟨ f σγ , σα, σβ⟩(ζ ), g(ζ ) = ⟨ f σγ , σα, σβ⟩(ζ ) and
s = ⟨σβ ,σα⟩τα,βσβ . Using (13) on h(ζ ) = h1(ζ )/(ζ − z) and (15) on g(ζ )s(ζ ), (27) readily follows.
That h, g and s satisfy the assumptions imposed in Lemma 2.4 is a consequence of Lemma 2.5
and the first limit in (16) (notice that s is the measure on the right hand of (14)).
In order to prove (28), first one must derive the identity (for details see [14, Lemma 3.3])
⟨σα, σβ⟩(z)
⟨⟨σα, σβ⟩, σγ⟩(z) ⟨ ⟨σβ , σα
⟩σβ τα,β , σγ , σα, σβ⟩(z)
= −⟨σβ , σα
⟩(z)σβ(z) + ⟨σβ , σα, σγ⟩(z)σβ(z) |⟨σα, σβ⟩||⟨⟨σα, σβ⟩, σγ ⟩|
+ ⟨σβ , σα, σγ
⟩(z)σβ(z) ⟨τα,β;γ,γσγ , σγ , σα, σβ⟩(z).
Then one uses (13)–(15), as we did above, with
w(ζ ) = ⟨σα, σβ
⟩(z)
⟨⟨σα, σβ⟩, σγ⟩(ζ ) ⟨ ⟨σβ , σα
⟩σβ τα,β , σγ , σα, σβ⟩(ζ )
h1(ζ ) = −⟨σβ , σα
⟩(ζ )σβ(ζ ) + ⟨σβ , σα, σγ⟩(ζ )σβ(ζ ) |⟨σα, σβ⟩||⟨⟨σα, σβ⟩, σγ ⟩| , h(ζ ) = h1(ζ )ζ − z
g(ζ ) = ⟨σβ , σα, σγ
⟩(ζ )σβ(ζ ) , and s = ⟨σγ , σα, σβ⟩σγ τα,β;γ,γ ,
to conclude the proof. To justify the conditions on w, g, h, and s one uses arguments similar to
the previous case. For example, from (14) we have
⟨σα, σβ⟩(z)
⟨⟨σα, σβ⟩, σγ⟩(z) = |⟨σα, σβ⟩||⟨⟨σα, σβ⟩, σγ ⟩| + ⟨τα,β;γ,γσγ , σγ , σα, σβ⟩(z),
and due to the first limit in (16) it follows thats(xα,β) ∈ R. We are done. 
The proof of Theorem 1.1 is based on reducing the problem to the case of multi-indices
with decreasing components. We need to learn how to transpose components of the multi-index
obtaining systems with the same zeros. The next result comes to our aid, whose proof is based
on (18)–(22) and (27)–(28).
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Lemma 2.12. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm),m ≥ 1, be such that the first three
moments of σk, k = 1, . . . ,m are finite. Given n ∈ Zm+1+ , consider the linear form Ln defined
in Lemma 2.1. Assume that n j = max{n0 + 1, n1, . . . , nm}. Then, there exist a Nikishin system
(s∗1,1, . . . , s∗1,m) = N (σ ∗1 , . . . , σ ∗m), a multi-index n∗ = (n∗0, . . . , n∗m) ∈ Zm+1+ which is a
permutation of n with n∗0 = n j , and polynomials with real coefficients p∗k , deg p∗k ≤ n∗k − 1, k =
0, . . . ,m, such that
Ln = p0 +
m−
k=1
pks1,k = p∗0 + m−
k=1
p∗ks∗1,k
s1, j = L∗ns1, j .
If for some k, 1 ≤ k ≤ m, the first n+3, n ≥ 0, moments of σk exist, then the first n+1 moments
of σ ∗k also exist.
Proof. We will only sketch the proof to give an idea of the procedure to be used making emphasis
on the new ingredients with respect to [14, Lemma 2.3] where the case of bounded and non-
intersecting supports was treated.
Assume that j = 1. From (8) and (18), we have
L∗n =
Lns1,1 = p0s1,1 + p1 +
m−
k=2
pk
s1,ks1,1
=

ℓ1,1 p0 + p1 +
m−
k=2
|s1,k |
|s1,1| pk

+ p0τ1,1 − m−
k=2
pk⟨τ1,1, s2,k, σ1⟩.
We are done taking n∗ = (n1, n0, n2, . . . , nm) and
N (σ ∗1 , . . . , σ ∗m) = N (τ1,1, ⟨σ2, σ1⟩, σ3, . . . , σm)
since ⟨s2,k, σ1⟩ = ⟨⟨σ2, σ1⟩, σ3, . . . , σk⟩ when k ≥ 3.
Concerning the last statement, due to Lemma 2.3, σ ∗1 would have n+1 moments when k = 1,
according to Remark 2.1, σ ∗2 would have n + 3 moments for k = 2 and, trivially σ ∗k , k ≥ 3, has
as many finite moments as σk since they are equal.
In what follows 2 ≤ j ≤ m. From (8), (19), and the first equalities in (20)–(22), one has
L∗n :=
Lns1, j = p0s1, j + p j +
m−
k≠ j,k=1
pk
s1,ks1, j = p∗0 + p0τ1, j + p1⟨τ1, js2, j , ⟨s2, j , σ1⟩⟩
+
j−1
k=2
(−1)k−1 pk⟨τ1, j , ⟨τ2, j , s1, j ⟩, . . . , ⟨τk−1, j , sk−2, j ⟩, ⟨τk, j , sk−1, j ⟩sk+1, j , ⟨sk+1, j , σk⟩⟩
+ (−1) j
m−
k= j+1
pk⟨τ1, j , ⟨τ2, j , s1, j ⟩, . . . , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1,k, σ j ⟩⟩, (29)
where
p∗0 = ℓ1, j p0 + p j +
m−
k≠ j,k=1
|s1,k |
|s1, j | , deg p
∗
0 ≤ n∗0 − 1, n∗0 := n j .
We point out that Lemma 2.10 guarantees that all the measures appearing on the right-hand
side of (29) are finite (individually as well as the products indicated). Moreover, from their
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finiteness, because of Remark 2.1 and (16), it follows that when several measures are multiplied
the resulting one has as many finite moments as the first one appearing in the product.
The final forms of L∗n, N (σ ∗1 , . . . , σ ∗m), and n∗ depend on the relative values of the compo-
nents n0, . . . , n j−1 in n. We will discuss the first group of transformations to be made which
contain all the basic ingredients.
Case when n∗1 := max{n0, n1} = n0. In (29), set σ ∗1 = τ1, j , decompose ⟨s2, j ,σ1
⟩s2, j using (15). If
j = 2, (29) transforms into
L∗n = p∗0 + p∗1τ1,2 − p1⟨τ1,2, ⟨τ2,2, s1,2⟩⟩ + m−
k=3
pk⟨τ1,2, ⟨τ2,2, s1,2⟩, ⟨s3,k, σ2⟩⟩
where p∗1 := p0 + |⟨s2, j ,σ1⟩||s2, j | p1, satisfies deg p∗1 ≤ n∗1 − 1 (=n0 − 1). Then, the proof is complete
taking n∗ = (n2, n0, n1, n3 . . . , nm) and
N (σ ∗1 , . . . , σ ∗m) = N (τ1,2, ⟨τ2,2, s1,2⟩, ⟨σ3, σ2⟩, σ4, . . . , σm).
Arguing as above, σ ∗1 and σ ∗2 , have n + 1 finite moments should σ1 or σ2 have n + 3 finite
moments, respectively, and the σ ∗k , k ≥ 3, have as many finite moments as the corresponding σk .
Case when n∗1 := max{n0, n1} = n1. In (29), set σ ∗1 = ⟨s2, j ,σ1
⟩s2, j τ1, j and rewrite (29) as follows
L∗n = p∗0 + p1σ ∗1 + p0⟨ s2, j⟨s2, j , σ1⟩σ ∗1⟩
+
j−1
k=2
(−1)k−1 pk⟨ s2, j⟨s2, j , σ1⟩σ ∗1 , ⟨τ2, j , s1, j ⟩, . . . , ⟨τk−1, j , sk−2, j ⟩,
⟨τk, j , sk−1, j ⟩sk+1, j , ⟨sk+1, j , σk⟩⟩ + (−1) j
m−
k= j+1
pk⟨ s2, j⟨s2, j , σ1⟩σ ∗1 , ⟨τ2, j , s1, j ⟩, . . . ,
⟨τ j, j , s j−1, j ⟩, ⟨s j+1,k, σ j ⟩⟩, (30)
Decompose
s2, j
⟨s2, j ,σ1⟩ using (14). Then, the first three terms of L∗n in (30) adopt the form
p∗0 + p1σ ∗1 + p0⟨ s2, j⟨s2, j , σ1⟩σ ∗1⟩ = p∗0 + (p1 + |s2, j ||⟨s2, j , σ1⟩| p0)σ ∗1 + p0⟨σ ∗1 ,s1, jσ1 τ2, j;1,1⟩.
Taking p∗1 = p1 + |s2, j ||⟨s2, j ,σ1⟩| p0, we have that deg p∗1 ≤ n∗1 − 1 (=n1 − 1).
Let j = 2. Formula (27) of Lemma 2.11 can be applied to deduces2,2
⟨s2,2, σ1⟩ ⟨⟨τ2,2, s1,2⟩, ⟨s3,k, σ2⟩⟩ = σ2⟨σ2, σ1⟩ ⟨⟨τ2,2, s1,2⟩,s4,kσ3, σ2⟩
= ⟨⟨σ1, σ2
⟩σ1 τ2,2;1,1,s4,kσ3, σ2, σ1⟩
= ⟨⟨σ1, σ2
⟩σ1 τ2,2;1,1, ⟨σ3, σ2, σ1⟩, s4,k⟩
(here,s4,k ≡ 1 if k = 3). In fact, all the measures in the first expression are finite, f = s4,k is
measurable, and if∆1,∆2, or∆2,∆3 have a common end point, the point is not a mass point of
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the corresponding measures according to our definition of a Nikishin system. Consequently,
L∗n = p∗0 + p∗1σ ∗1 + p0⟨σ ∗1 ,s1,2σ1 τ2,2;1,1⟩ +
m−
k=3
pk⟨σ ∗1 ,
s1,2σ1 τ2,2;1,1, ⟨σ3, σ2, σ1⟩, s4,k⟩.
In this situation, we are done taking n∗ = (n2, n1, n0, n3, . . . , nm) and the system
N (σ ∗1 , . . . , σ ∗m) = N

⟨σ2, σ1⟩σ2 τ1,2, ⟨σ1, σ2⟩σ1 τ2,2;1,1, ⟨σ3, σ2, σ1⟩, σ4, . . . , σm

.
Again Lemma 2.3, Remark 2.1, and (16) give that σ ∗1 and σ ∗2 have n + 1 finite moments should
σ1 or σ2 have n+3 finite moments, respectively, and the σ ∗k , k ≥ 3, have as many finite moments
as the corresponding σk .
Assume that j ≥ 3. We have used the notation sk,l only with k ≤ l. Now also
sk,l := ⟨σk, σk−1, . . . , σl⟩, k > l.
By Lemma 2.9 we know that such measures are finite. The inverse measure of ⟨sk, j , sk−1,l⟩ we
denote by τk, j;k−1,l ; that is,
1/⟨sk, j , sk−1,l⟩ = ℓk, j;k−1,l +τk, j;k−1,l .
Let us transform the measures in the rest of the terms of (30) using Lemma 2.11. In each use,
the assumption in Lemma 2.11 that the measures on the left-hand side of the formulas be finite
is guaranteed by Lemma 2.10 as explained above.
We start with the terms in
∑ j−1
k=2 . For the one containing p2, using (28) with σα = σ2, σβ =
s3, j and σγ = σ1, we obtain
s2, j
⟨s2, j , σ1⟩ ⟨ ⟨τ2, j , s1, j ⟩s3, j , ⟨s3, j , σ2⟩⟩ = ⟨⟨s3, j , σ2, σ1
⟩s3, j s1, jσ1 τ2, j;1,1⟩.
For j = 3, ∑ j−1k=3 is empty, so here the formulas make sense when j ≥ 4. Using (27), with
σα = s2, j , σβ = σ1, σγ = τ3, j , and
f = f1, j,k
:=

⟨s4, j , σ3⟩s4, j , 3 = k < j ≤ m,
⟨ ⟨τ4, j , s3, j ⟩s5, j , ⟨s5, j , σ4⟩⟩, 4 = k < j ≤ m,
⟨⟨τ4, j , s3, j ⟩, . . . , ⟨τk−1, j , sk−2, j ⟩, ⟨τk, j , sk−1, j ⟩sk+1, j , ⟨sk+1, j , σk⟩⟩, 5 ≤ k < j ≤ m,
we obtains2, j
⟨s2, j , σ1⟩ ⟨⟨τ2, j , s1, j ⟩, . . . , ⟨τk−1, j , sk−2, j ⟩, ⟨τk, j , sk−1, j ⟩sk+1, j , ⟨sk+1, j , σk⟩⟩
= ⟨s1, jσ1 τ2, j;1,1, f1, j,kτ3, j , s2, j , σ1⟩
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=

⟨s1, jσ1 τ2, j;1,1, ⟨τ3, j , s2, j , σ1⟩s4, j , ⟨s4, j , σ3⟩⟩, 3 = k < j ≤ m,
⟨s1, jσ1 τ2, j;1,1, ⟨τ3, j , s2, j , σ1⟩, ⟨τ4, j , s3, j ⟩s5, j , ⟨s5, j , σ4⟩⟩, 4 = k < j ≤ m,
⟨s1, jσ1 τ2, j;1,1, ⟨σ1s2, j⟩τ3, j ,s3, jτ4, j , . . . ,sk−2, jτk−1, j , ⟨σksk+1, j⟩sk−1, jsk+1, j τk, j⟩,
5 ≤ k < j ≤ m.
As for the terms in
∑m
k= j+1, applying (27) with σα = s2, j , σβ = σ1, σγ = τ3, j , and
f = f1, j,k :=
⟨s4,k, σ3⟩, 3 = j < k ≤ m,
⟨⟨τ4, j , s3, j ⟩, . . . , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1,k, σ j ⟩⟩, 4 ≤ j < k ≤ m,
it follows thats2, j
⟨s2, j , σ1⟩ ⟨⟨τ2, j , s1, j ⟩, . . . , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1,k, σ j ⟩⟩
= ⟨s1, jσ1 τ2, j;1,1, f1, j,kτ3, j , s2, j , σ1⟩
=

⟨s1,3σ1 τ2,3;1,1, ⟨τ3,3, s2,3, σ1⟩, ⟨s4,k, σ3⟩⟩, 3 = j < k ≤ m,
⟨s1, jσ1 τ2, j;1,1, ⟨τ3, j , s2, j , σ1⟩, ⟨τ4, j , s3, j ⟩, . . . , ⟨τ j, j , s j−1, j ⟩, ⟨s j+1,k, σ j ⟩⟩,
4 ≤ j < k ≤ m.
When j = m no such terms exist.
Taking into consideration the notation introduced, when j ≥ 3 we have transformed (29) into
L∗n = p∗0 + p∗1σ ∗1 + p0⟨σ ∗1 ,s1, jσ1 τ2, j;1,1⟩ − p2⟨σ ∗1 , ⟨s3, j , σ2, σ1⟩s3, j s1, jσ1 τ2, j;1,1⟩
+
j−1
k=3
(−1)k−1 pk⟨σ ∗1 ,
s1, jσ1 τ2, j;1,1, f1, j,kτ3, j , s2, j , σ1⟩
+ (−1) j
m−
k= j+1
pk⟨σ ∗1 ,
s1, jσ1 τ2, j;1,1, f1, j,kτ3, j , s2, j , σ1⟩.
The new measures appearing in this formula (in comparison with (29)) are also finite because
Lemma 2.11 asserts that the measures resulting on the right side of (27) and (28) are finite.
Returning momentarily to the case when n∗1 = n0, using the notation for f1, j,k defined previ-
ously, when j ≥ 3, (29) may be rewritten as
L∗n = p∗0 + p∗1σ ∗1 − p1⟨σ ∗1 , ⟨τ2, j , s1, j ⟩⟩ − p2⟨σ ∗1 , ⟨s3, j , σ2⟩s3, j ⟨τ2, j , s1, j ⟩⟩
+
j−1
k=3
(−1)k−1 pk⟨σ ∗1 , ⟨τ2, j , s1, j ⟩, f1, j,kτ3, j , s2, j⟩
+ (−1) j
m−
k= j+1
pk⟨σ ∗1 , ⟨τ2, j , s1, j ⟩, f1, j,kτ3, j , s2, j⟩
whose measures are all finite by Lemma 2.10.
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The last two formulas have a lot in common. We can unify them with little effort introducing
some new notation. Set
l1 =

1, if min{n0, n1} = n1,
0, if min{n0, n1} = n0.
In other words, the value of l1 equals the subindex of that n from which the minimum is taken.
This is particularly relevant when n0 = n1 in which case we may have proceeded either way.
Denote
σ
(l1)
2 =
s1, jτ2, j , l1 = 1,s1, jσ1 τ2, j;1,1, l1 = 0.
We get
L∗n = p∗0 + p∗1σ ∗1 + (−1)l1 pl1⟨σ ∗1 , σ (l1)2 ⟩ − p2⟨σ ∗1 , ⟨s3, j , s2,l1+1⟩s3, j σ (l1)2 ⟩
+
m−
k=3,k≠ j
δk, j pk⟨σ ∗1 , σ (l1)2 , f1, j,kτ3, j , s2,l1+1, s3, j⟩, nl1 = min{n0, n1}, (31)
where
δk, j =

(−1)k−1, k < j,
(−1) j , k > j.
Notice that
deg p∗0 ≤ n j − 1 = n∗0 − 1, deg p∗1 ≤ max{n0, n1} − 1 = n∗1 − 1.
We have seen that the measures intervening in (31), and their products in the order established
are finite. Regarding the products, we explained in the sentence just after (29) that they have the
same number of moments as the first one being multiplied. Lemma 2.3 ensures that σ ∗1 and σ
(l1)
2
have the same number of moments as σ1 and σ2, respectively, minus 2.
Formula (31) is the model to follow to make an induction proof. For details concerning the
induction hypothesis and the general arguments to be used see [14, Lemma 2.3]. To the induction
hypotheses made in [14, Lemma 2.3] one must add that the measures which appear in formula
(28) of that paper, which are denoted by σ ∗k , k = 1, . . . , j∗, and σ
(l j∗ )
j∗+1, have the same number of
moments as the corresponding σk minus 2.
The transformations needed to complete the induction are based on (14) and (15) and the two
formulas in Lemma 2.11 (as it occurred in the two cases discussed above where we compared n0
and n1). In each application of those formulas, an inverse measure appears. The corresponding
direct measure happens to be of the form sk, j , 1 ≤ j, k ≤ m, or ⟨sk, j , sk−1,l⟩, l < k ≤ j . Thus
the inverse measure has as many moments as σk minus 2. The assumptions that allow one to
apply Lemmas 2.8 and 2.11 are verifiable either from the fact that we start out from a Nikishin
system or the induction hypotheses. The details are left to the reader. 
3. Proof of main results and other consequences
Proof of Theorem 1.1. Obviously, the first statement of the theorem follows from the second.
We prove the second one using induction on m. For m = 0 the linear form reduces to a
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polynomial of degree ≤ n0 − 1 and thus has at most n0 − 1 zeros in the complex plane as
claimed.
Assume that the result is true for any Nikishin system with m − 1 (≥0) measures satisfying
the assumptions of Theorem 1.1 and let us show that it is also valid for Nikishin systems with m
measures. To the contrary, let us suppose that Ln has at least |n| zeros on C \∆1.
Should n0 = max{n0, n1, . . . , nm}, by Lemma 2.1 the linear form p1 + ∑mk=2 pks2,k
would have at least |n| − n0 zeros in C \ ∆2. Now, |n| − n0 is the norm of the multi-index
(n1, . . . , nm) which together with the Nikishin systemN (σ2, . . . , σm) defines the reduced form.
This contradicts the induction hypothesis.
Suppose that n j = max{n0 + 1, n1, . . . , nm}. According to Lemma 2.12, the linear form L∗n
has the same zeros as Ln in C \ ∆1, sinces1, j is never zero on that region. The multi-index n∗
which determines L∗n has the same norm as n and its first component satisfies the assumptions of
Lemma 2.1. Thus, the reduced form (p∗1+
∑m
k=2 p∗ks∗2,k) has at least |n|−n j = |n∗|−n∗0 zeros in
∆1 ⊂ C \∆2 contradicting the induction hypothesis. In fact, L∗n is generated by the multi-index
(n∗1, . . . , n∗m) and N (σ ∗2 , . . . , σ ∗m) whose m − 1 generating measures have the required number
of finite moments according to the last statement of Lemma 2.12. We are done. 
Proof of Theorem 1.2. Obviously, by linearity, (3) is equivalent to showing that for each j =
0, . . . ,m2 and each ν = 0, . . . , n2, j − 1∫
xνs21, j (x) m1−
k=0
an,k(x)s11,k(x)dσ 20 (x) = 0,
wheres21,0 ≡ 1. According to (b) of Definition 1.4, we know that
zν

m1−
k=0
an,k(z)
∫ s21, j (x)s11,k(x)dσ 20 (x)
z − x − dn, j (z)

= O

1
z2

, z →∞.
In particular, this implies that the coefficient corresponding to 1/zν+1 in the asymptotic expan-
sion at ∞ of the function in parenthesis on the left-hand side equals zero.
For each fixed j and k denote
c j,k,n =
∫
xns21, j (x)s11,k(x)dσ 20 (x)
and let
an,k(z) = an,k,0 + an,k,1z + · · · + an,k,n1,k−1zn1,k−1.
Taking the asymptotic expansion at ∞ of the integrals inside the parentheses above, it is easy to
verify that the coefficient of 1/zν+1 equals
m1−
k=0
n1,k−1−
r=0
an,k,r c j,k,ν+r =
m1−
k=0
n1,k−1−
r=0
an,k,r
∫
xν+rs21, j (x)s11,k(x)dσ 20 (x)
=
∫
xνs21, j (x) m1−
k=0
an,k(x)s11,k(x)dσ 20 (x) = 0,
as we needed to prove.
From Theorem 1.1, we know that An has at most |n1| − 1 = |n2| zeros on C \ Co(supp σ 11 ).
From (3) it follows that this form has at least |n2| sign changes in the interior of Co(supp σ 20 ).
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In fact, assume that An has exactly N ≤ |n2| − 1 sign changes in the indicated set at the points
x1, . . . , xN . According to Theorem 1.1, (1,s21,1, . . . ,s21,m2) is also an AT system. Using the prop-
erties of Chebyshev systems (see [21, Theorem 1.3]), we can find polynomials p0, . . . , pm2 , with
deg p j ≤ n2, j − 1, such that Ln(x) = p0(x)+∑m2j=1 p j (x)s21, j (x) changes sign at x1, . . . , xN ,
and has no other points where it changes sign in the interior of Co(supp σ 20 ). Thus, the function
Ln(x)An(x) has constant sign on Co(supp σ 20 ). This contradicts (3) since σ 20 is a measure with
constant sign whose support contains infinitely many points. So the number of sign changes is
|n2| as claimed. 
Proof of Theorem 1.3. Suppose that for some n,An is not normal. That is, some component
an,k of An has deg an,k ≤ n1,k − 2. Then, according to Theorem 1.1,An can have on the interval
Co(supp σ 20 ) at most |n1| − 2 = |n2| − 1 zeros, but we know from Theorem 1.2 that this is not
the case, so An must be normal and perfectness has been established.
Let us assume that there are two noncollinear solutions An,A∗n, to (a)–(b). Then, there exists
a real constant C ≠ 0 such that An −CA∗n ≢ 0 and at least one of the components of An −CA∗n
satisfies deg(an,k − Ca∗n,k) ≤ n1,k − 2. This is not possible since An − CA∗n also solves
(a)–(b) and according to what was proved above all its components must have maximum possible
degree. 
Remark 3.1. In Theorems 1.1–1.3 we have imposed the smallest number of moments on the
generating measures which guarantees the results (using the method we have devised) regardless
the multi-index under consideration. For example, if the multi-index is strictly increasing then
that amount is necessary to completely carry out the inversion process on the measures. But, as
we saw, for example in Lemma 2.2, for specific multi-indices a smaller amount of moments may
be sufficient. In any case, this is not a matter of utmost importance since in applications the usual
situation is that the measures have all their moments finite.
Proof of Corollary 1.1. Given n1 ∈ Λ1, take Qn1 = An where n = (n1;n2) and n2 is the
unique element in Λ2 such that |n1| = |n2| + 1. Interchange the roles of S1 and S2 and for each
n2 ∈ Λ2 take Pn2 = An where n = (n2;n1) and n1 is the unique element in Λ1 such that|n2| = |n1|+1. Since the sequences of multi-indices Λ1 and Λ2 are ordered (4) is a consequence
of (3). The statement about the location of the zeros of the bi-orthogonal forms is contained
in the last statement of Theorem 1.2. The assertions concerning the degrees of the polynomials
qn1,k, pn2,k , the uniqueness of the forms except for a constant factor, and (5) follow from the
perfectness proved in Theorem 1.3. 
A repeated use of Lemma 2.12 allows one to give that result a more conclusive form. The
proof is exactly the same as that of [14, Theorem 1.3] so we limit ourselves to the statement.
Theorem 3.2. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm) be such that the first 2k + 1 moments of
σk, k = 1, . . . ,m are finite, and n = (n0, . . . , nm) ∈ Zm+1+ . Then, there exists a permutation
λ of (0, . . . ,m) which reorders the components of n decreasingly, nλ(0) ≥ · · · ≥ nλ(m), and
an associated Nikishin system S(λ) = (r1,1, . . . , r1,m) = N (ρ1, . . . , ρm) such that for any real
polynomials pk, deg pk ≤ nk − 1, there exist real polynomials qk such that
p0 +
m−
k=1
pks1,k = q0 + m−
k=1
qkr1,ks1,λ(0), deg qk ≤ nλ(k) − 1, k = 0, . . . ,m.
U. Fidalgo Prieto, G. Lo´pez Lagomasino / Journal of Approximation Theory 163 (2011) 779–811 809
Heres1,0 denotes the function identically equal to 1; this is relevant when λ(0) = 0. We do
not know if there is an S(λ) for each λ which reorders the components of n decreasingly. We can
say that there exists S(λ) (but not exclusively) for that λ which additionally verifies that for all
0 ≤ j < k ≤ n with n j = nk then also λ( j) < λ(k).
Likewise, following the proof of [14, Theorem 1.4] one obtains.
Theorem 3.3. Let S1 = N (σ 10 , . . . , σ 1m1), S2 = N (σ 20 , . . . , σ 2m2), be two compatible Nikishin
systems such that the first 2k + 1 moments of σ ik , k = 1, . . . ,mi , i = 1, 2, are finite and
all the moments of σ 20 (=σ 10 ) are finite. Let n ∈ Zm1+1+ × Zm2+1+ , |n1| = |n2| + 1, be
given. Denote by λ2 and S(λ2) = N (ρ21 , . . . , ρ2m2) a permutation and a Nikishin system
associated with N (σ 21 , . . . , σ 2m2) and n2 by Theorem 3.2 with the reordering effect. Construct
(r20,0, . . . , r
2
0,m2
) = N (ρ20 , . . . , ρ2m2), where ρ20 =s21,λ2(0)σ 20 . Then∫
xνAn(x)dr20,k(x) = 0, ν = 0, . . . , n2,λ2(k) − 1, k = 0, . . . ,m2.
Let l = (l1, l2), 0 ≤ l1 ≤ m1, 0 ≤ l2 ≤ m2, be a pair of integers and n = (n1;n2) ∈
Zm1+1+ ×Zm2+1+ , |n1| = |n2|+1, be given. By nl = (nl11 ;nl22 ) we denote the multi-index obtained
by adding one to the li + 1 component of ni , i = 1, 2.
The zeros of “consecutive” linear forms An interlace. Theorems 3.2 and 3.3 allow one to
reduce the proof to the case when the components of n1 and n2 are decreasing. In that situation,
the proof is similar to that of [13, Theorem 3.5] for bounded and non-intersecting supports in the
generating measures.
Corollary 3.1. Let S1 = N (σ 10 , . . . , σ 1m1), S2 = N (σ 20 , . . . , σ 2m2) be two compatible Nikishin
systems such that the first 2k + 1 moments of σ ik , k = 1, . . . ,mi , i = 1, 2 are finite and all
the moments of σ 20 (=σ 10 ) are finite. Let n ∈ Zm1+1+ × Zm2+1+ , |n1| = |n2| + 1. By λi and
S(λi ) = N (ρi1, . . . , ρimi ), i = 1, 2, denote permutations and Nikishin systems associated with
N (σ i1, . . . , σ imi ) and ni through Theorem 3.2, respectively, with the reordering effect. Let l be
such that the same permutations and systems work if we replace ni by n
li
i . Then, between two
consecutive zeros of Anl in the interior of Co(supp σ 10 ) lies exactly one zero of An.
Remark 3.4. It is easy to construct complete sequences of multi-indices Λ1,Λ2, for which
Corollary 3.1 is applicable to any two consecutive multi-indices in Λ1 and Λ2. In this situation,
the zeros of any two consecutive formsQn1 interlace as do the zeros of any two consecutive Pn2 .
Let us restrict our attention to type II approximation and the proof of Corollary 1.2.
Definition 3.1. Let E be a subset of the complex plane and U the class of all coverings of E by
disks Un . The radius of Un is denoted by |Un|. The (one-dimensional) Hausdorff content of E is
h(E) = inf
−
|Un| : {Un} ∈ U

.
Let { fn}n∈Λ be a sequence of functions defined on a region D ⊂ C. We say that { fn}n∈Λ
converges to f in Hausdorff content on D if for every compact set K ⊂ D and any ε > 0
lim
n∈Λ
h({z ∈ K : | fn(z)− f (z)| > ε}) = 0.
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We denote this by
H− lim
n→∞ fn = f, K ⊂ D.
In [17, Lemma 1], A.A. Gonchar proved that if the functions fn are holomorphic in D and
they converge in Hausdorff content to f in D, then f is in fact holomorphic in D (more precisely,
differs from a holomorphic function on a set of zero Hausdorff content) and the convergence (to
the equivalent holomorphic function) is uniform on each compact subset of D.
Proof of Corollary 1.2. In [16, Theorem 1] it was proved (see also Remark 3 at the end of that
paper) that under the assumptions of the corollary, for each k = 0, . . . ,m,
H− lim
n∈Λ
Rn,k =sk, K ⊂ C \ Co(supp σ0).
Due to Gonchar’s lemma and the last assertion of Theorem 1.2, it follows that convergence
is uniform on each compact subset of C \ Co(supp σ0). Regarding the proof of the rate of
convergence, we refer to [16, Corollary 1] and the last sentence on page 104 of the same
paper. 
Acknowledgments
Both authors were supported by MICINN of Spain under grants MTM2009-12740-C03-01
and Acciones Integradas Portugal. GL acknowledges that his work was completed while visiting
Vanderbilt University on sabbatical from Universidad Carlos III de Madrid. UF acknowledges
support from SFRH/BPD/62947/2009, Fundacao para a Cieˆncia e a Tecnologı´a of Portugal,
PT2009-0031.
References
[1] C. Alvarez-Fernandez, U. Fidalgo, M. Man˜as, Multiple orthogonal polynomials of mixed type: Gauss–Borel
factorization and the multi-component 2D Toda hierarchy, Adv. Math. (2011) 75. doi:10.1016/j.aim.2011.03.08.
[2] M. Bertola, M Gekhtman, J. Szmigielski, Cauchy biorthogonal polynomials, J. Approx. Theory 162 (2010)
832–867.
[3] A. Borodin, Biorthogonal ensembles, Nuclear Phys. B 536 (1999) 704–732. [PM].
[4] A. Branquinho, J. Bustamante, A. Foulquie´, G. Lo´pez Lagomasino, Normal indices in Nikishin systems, J. Approx.
Theory 124 (2003) 254–263.
[5] Z.H. Bustamante, G. Lo´pez Lagomasino, Hermite–Pade´ approximation for Nikishin systems of analytic functions,
Russian Acad. Sci. Sb. Math. 77 (1994) 367–384.
[6] J. Coates, On the algebraic approximation of functions. I, II, III, Indag. Math. 28 (1966) 421–461.
[7] E. Daems, A.B.J. Kuijlaars, A Christoffel Darboux fomula for multiple orthogonal polynomials, J. Approx. Theory
130 (2004) 188–200.
[8] E. Daems, A.B.J. Kuijlaars, W. Veys, Asymptotics of non-intersecting brownian motions and a 4 × 4
Riemann–Hilbert problem, J. Approx. Theory 150 (2008) 225–256.
[9] S. Delvaux, Average characteristic polynomials for multiple orthogonal polynomials, J. Approx. Theory 162 (2010)
1033–1067.
[10] P. Desrosiers, P.J. Forrester, A note on biorthogonal polynomial ensembles, J. Approx. Theory 152 (2008) 167–187.
[11] K. Driver, H. Stahl, Normality in Nikishin systems, Indag. Math. N.S. 5 (1994) 161–187.
[12] U. Fidalgo, J. Illa´n, G. Lo´pez Lagomasino, Hermite–Pade´ approximants and simultaneous quadrature formulas, J.
Approx. Theory 126 (2004) 171–197.
[13] U. Fidalgo, A. Lo´pez Garcı´a, G. Lo´pez Lagomasino, V.N. Sorokin, Mixed type multiple orthogonal polynomials
for two Nikishin systems, Constr. Approx. 32 (2010) 255–306.
[14] U. Fidalgo, G. Lo´pez Lagomasino, Nikishin systems are perfect, arXiv:1001.0554v.
U. Fidalgo Prieto, G. Lo´pez Lagomasino / Journal of Approximation Theory 163 (2011) 779–811 811
[15] U. Fidalgo, G. Lo´pez Lagomasino, On perfect Nikishin systems, Comput. Methods Funct. Theory 2 (2002)
415–426.
[16] U. Fidalgo, G. Lo´pez Lagomasino, General results on the convergence of multipoint-Pade´ approximants of Nikishin
systems, Constr. Approx. 25 (2007) 89–107.
[17] A.A. Gonchar, On the convergence of generalized Pade´ approximants of meromorphic functions, Math. USSR Sb.
27 (1975) 503–514.
[18] A.A. Gonchar, E.A. Rakhmanov, V.N. Sorokin, Hermite–Pade´ approximants for systems of Markov-type functions,
Sb. Math. 188 (1997) 33–58.
[19] Ch. Hermite, Sur la fonction exponentielle, C. R. Acad. Sci. Paris 77 (1873) 18–24, 74–79, 226–233, 285–293;
reprinted in his Oeuvres, Tome III, Gauthier-Villars, Paris, 1912, 150–181.
[20] H. Jager, A simultaneous generalization of the Pade´ table. I–VI, Indag. Math. 26 (1964) 193–249.
[21] M.G. Krein, A.A. Nudel’man, The Markov Moment Problem and Extremal Problems, in: Transl. Math. Monogr.,
vol. 50, Amer. Math. Soc., Providence, RI, 1977.
[22] K. Mahler, Perfect systems, Compos. Math. 19 (1968) 95–166.
[23] E.M. Nikishin, On simultaneous Pade´ approximants, Math. USSR Sb. 41 (1982) 409–425.
[24] V.N. Sorokin, Hermite–Pade´ approximants for polylogarithms, Russian Math. (Iz. VUZ) 38 (1994) 47–57.
[25] V.N. Sorokin, Generalized Pollaczek polynomials, Sb. Math. 200 (2009) 577–595.
[26] T.J. Stieltjes, Recherches sur les fractions continues, Ann. Fac. Sci. Univ. Toulouse 8 (1894) J1–J122. 9 (1895)
A1–A47; reprinted in his Oeuvres compleˆtes, Tome 2, Nordhoff, 1918, 402–566.
