Object-Relational and Object-Oriented DBMSS allow users to invoke time-consuming ("expensive") methods in their queries. When queries containing these expensive methods are run on data with duplicate values, time is wasted redundantly computing methods on the same value. This problem has been studied in the context of programming languages, where "memoization" is the standard solution.
Introduction
Object-Relational and Object-Oriented Database Management Systems allow users to register their own functions or "methods", and invoke these methods in declarative queries. User-defined methods can be arbitrarily time-consuming, so minimizing the amount of time spent in these methods is an important factor in improving the efficiency of query processing.
In previous work we have focused on query optimization techniques to appropriately place time-consuming ("expensive") predicate methods in a query plan [HS93, He194] . However, query optimization is only part of the problem; query execution techniques must also be enhanced to handle expensive methods, whether they appear in predicates (SQL's WHERE and HAVING clauses), or in other parts of a query (e.g. the SELECT, GROUP BY, and ORDER BY clauses.) In this paper we consider query execution techniques to minimize the impact of expensive methods wherever they appear *Current address: University of California, Berkeley, EECS Computer Science Division, 387 Soda Hall #1776, Berkeley CA 94720-1776. This work was fonded by NSF grant IRI-91 57357.
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As an example of the problem, consider the following SQL query, which displays a thumbnail sketch of photos used in advertisements:
SELECT thumbnai 1 ( product_ image ) FROM advert i sements WHERE product_name = ' Brownie' ;
The product.hage field is a reference to a multi-megabyte image object. The thumbnai 1 method reads in this object, and produces a small version of the image.
Reading and processing the object can be quite time-consuming, and hence thumbnail can be very expensive. Since a given product may have many different advertisement layouts with the same photo, thumbnai 1 may need to be computed many times on the same image object. It would be wasteful to actually invoke thwnbnai 1 on each reference to an image. Instead, we would like to cache the result of thumbnai 1 the first time it is called on a reference to an image, Then each subsequent time that thurnlmai 1 is called on a reference to the image, we could use the cached result instead of re-reading and re-processing the image.
The problem of redundant method invocation can even arise in queries where the method is invoked on a duplicate-free input, such as the key of a relation. This is because optimization techniques such as Predicate Migration [HS93] can postpone expensive predicate methods until after joins are performed. The join operation often produces duplicate copies of its input values; this is even possible if there are no duplicate values in either input. As a result, intelligent optimization of queries with expensive predicates further motivates intelligent execution techniques for such queries. This paper explores query execution techniques to do method caching efficiently.
We begin by considering algorithms to do caching for a single expensive method over relations of arbitrary size. We review two well-known caching algorithms -memorization and sorting -and present a third approach based on hybrid hashing, which we call Hybrid Cache. Hybrid Cache includes some modifications to traditional unary hybrid hashing, which can be applied to grouping and duplicate elimination as well as caching. We also discuss the interaction between these modifications and hybrid hash join techniques.
We implemented all three caching algorithms in the Illustra Object-Relational DBMS [11194] , and we present a perfor-mance study of our implementation. 3. There are tradeoffs between Hybrid Cache and sorting for non-predicate methods.
In our analysis of the tradeoffs between Hybrid Cache and sorting, we demonstrate that the cost of hashing is based on the number of distinct values in the input relation, while the cost of sorting is based on the number of tuples in the input relation. This makes hashing more attractive than sorting in many cases. However, we also find that the performance of hashing is dependent on the size of the method output, while the performance of sorting is not, which is why sorting can outperform hashing in some situations involving non-predicate methods. Although the similarities between sorting and hashing have been studied previously in some detail (particularly for joins), the results presented here highlight tradeoffs that had not been noted before, We also present techniques to further accelerate queries with multiple expensive methods.
This leads to a number of questions relating to the challenge of integrating method caching with query optimization.
Although this paper focuses on query execution techniques only, we outline directions for further research in query optimization for caches. avoids redundant computation by first computing the (duplicate-free) set of all input values to a correlated subquery, then feeding all the distinct input values into the subquery at once, and finally joining the result of all the subquery computations to the outer query block. This technique also allows the input to be handled in a set-oriented fashion, as opposed to the standard "tuple-at-a-time"
invocation of a correlated subquery. Note however, that unlike subqueries, user-defined methods are necessmily invoked a tuple at a time. As a result, magic rewriting is not as effective for expensive methods as the techniques presented in this paper: the cost of forming the duplicate-free input set is equivalent to the cost of building a method cache, and on top of this cost magic rewriting requires an additional join and possibly also an additional materialization of the "supplementary" input [MFPR90] .
For expensive subqueries, there are tradeoffs between magic and caching. Seshadri et al. propose new techniques for cost-based optimization of magic [SHP+96], which can be extended to the problem of choosing whether to use magic or caching for subqueries in a query plan. Discussion of using magic sets techniques for queries with multiple expensive functions appears in Section 6.3.
Background:
To Cache or Not to Cache?
Methods with duplicate-free inputs derive no benefit from caching, and one should not pay for the overhead of caching in such scenarios. In some cases a query optimizer can ascertain that the input to a method in a plan is duplicate-free, and the optimizer can avoid caching, e.g., when the input column(s) to a method form a primary key for the input relation. But there can also be scenarios that can go undetected by an optimizer, in which an input happens to have zero or very few duplicates, and the cost of caching outweighs its benefit. We will see in this paper that an appropriately chosen caching technique always has a cost that is at most a fraction of an I/O per tuple. This is a small overhead to incur, especially as compared to the risk of recomputing an expensive method that may take the time of many I/Os. For this reason we do not consider cache replacement heuristics commonly used in operating systems and buffer managers (e.g., LRU, clock, etc.) Instead, we always keep items in the cache long enough to ensure that we never recompute a previously cached value.
We will also see below that while an appropriately chosen caching technique is always relatively cheap, a poorly chosen caching technique can make caching extremely expensive. So, to summarize, we recommend method caching in any situation where one cannot guarantee a duplicate-free input, but we also recommend that the technique used for caching be chosen carefully based on the analyses in this paper, We will return to these points in Section 7. 3.2 Sorting: The System R Approach
In [HS93] it was pointed out that SQL subqueries are a form of expensive method, The authors of the pioneering System R optimization paper [SAC+ 79 ] proposed a scheme to avoid redundant computation of correlated subqueries on identical inputs; their idea is directly applicable to expensive methods in general. They noted that if the referenced relation is ordered on the referenced column, the re-evaluation [of the subquery] can be made conditional, depending on a test of whether or not the current referenced value is the same as the one in the previous candidate tuple. If they are the same, the previous evaluation result can be used again. In some cases, it might even pay to sort the referenced relation on the referenced column in order to avoid re-evaluating subqueries unnecessarily [SAC+79].
In essence, the System R solution is to sort the input relation on the input columns (if it is not already so sorted), and then maintain a cache of only the last input/output pair for the method. This prevents redundant computation: after processing tuples with value Zo, if a new value z 1 appears there is no need to maintain the result of the method on Zo, since it is guaranteed that no more Xos will appear. This is illustrated in Figure 2 .
Hybrid Cache
The third technique we consider is unary hybrid hashing.
Unary hybrid hashing has been used in the past to perform grouping for aggregation or duplicate elimination [Bra84] , but to our knowledge this paper represents the first application of the technique to the problem of caching. Unary hybrid hashing is 'based on the hybrid hash join algorithm [DKO+84]. We introduce some minor modifications to unary hybrid hashing, and since we are applying it to the problem of caching we call our variant Hybrid Cache. We begin by outlining table never exceeds a maximum size. This is accomplished by staging tuples with previously unseen input values to disk, and rescanning them later. The Hybrid Cache algorithm has three phases. In the first or "growing" phase, tuples of the input relation are streamed in from some source (a base relation, a relational expression, etc.) As the tuples stream in, a main-memory hash table is developed and utilized exactly as in memorization. However, when the main memory hash table reaches a maximum size h (to be discussed in the next section), the algorithm enters its second phase, the "staging" phase. In this phase, each tuple of the input relation is considered as it arrives. If a match is found in the hash table, it is used just as in memorization. However, if no match is found, the input tuple is hashed again -via a different hash function than that used for the in-memory than sorting can, which makes hashing faster than sorting for inputs with many duplicates. This is more apparent in Section 5, in which we present a performance study comparing the three techniques proposed so far.
Hybrid Cache provides one major advantage over traditional unary hybrid hash algorithms.
In most hybrid hash algorithms, the first hashtable in memory is populated with all values which hash to partition O. If there is skew in the parition-hash function, or if the number of values in the input is incorrectly estimated, partition O may be too large for memory. If this is the case, then the first hashtable will require paging. By contrast, in Hybrid Cache we grow the first hashtable so that it exactly fits in memory, while all hash partitions (including partition O) are sent to disk. This modification guarantees that the first hashtable in memory will not grow too large. We will see in Section 5 that the cost of paging can be devastating; as a result, this minor modification to hybrid hashing can have major performance benefits. This technique can be directly applied to other applications of hybrid hashing as well, including grouping and duplicate elimination.
Memory During Growing and Staging
Two questions remain from the above description of Hybrid Cache:
1. How many partitions b should be allocated on disk?
2. How many pages of memory h can be used for the hashtable during the growing and staging phases?
The answer to the second question is actually a corollary to the answer to the first. During growing and staging, one page of memory must be allocated as a buffer for each partition; hence his the memory left over after this allocation, i.e. if there are M total memory pages available, then h = M -b. This section presents derivations to choose b and h appropriately, so that they sum to M. Given the (average) width of the input values and the output of the method, we can compute N, the number of hashtable entries that fit on a page. Ideally, each hash partition staged 'to disk should have as many values as make a hashtable that just fits in memory; i.e., MN values. During the growing and staging phases, hN input values can be handled in the mainmemory hashtable. Given v input values total, there should thus be v-hiV b=-partitions on disk; each partitio~%l hold MN of the v -hN values that are not placed in the main-memory hash table during the growing phase. If we want to fill memory while scanning the input, we let h + b = M. Then by using some simple algebra, we can calculate h as a function of v:
To ensure that the buffers fit in memory, we require the constraint that b $ M, which leads us via some additional algebra to the constraint that v/N < M2. That is, the number of pages required to place all input values in a hashtable (with their outputs) must be less than the square of the size of memory. This is a well-known constraint on hashing; a similar constraint applies to sorting. These constraints can be overcome by recursive application of either partitioning (for hashing) or merging (for sorting) [DKO+ 84, Knu73] .
Our implementation of Hybrid Cache in Illustraincludes recursive partitioning to handle this situation.
The number of input values v can be estimated by using stored statistics [SAC+ 79] or via sampling [HOT88, HNSS95] . Unfortunately this estimation is subject to error, so we must consider how the algorithm will behave if estimates are imperfect, If v is estimated too high, h will be underestimated -i.e., memory will be underutilized during the first two phases of Hybrid Cache by wasting memory on an excess of buffers. If v is estimated too low, the partitions on disk may contain too many values, and will require recursive partitioning on rescan. But note that if we have an upper bound on the number of input values (which is typical in most database statistics), v and the hash function can be chosen to ensure that repartitioning will never be required for relations within the memory constraints, since the number of values per partition can easily be capped. Thus the worst behavior of Hybrid Cache is that it may under-utilize memory during the first phase. Although this can cause unnecessary staging and rescanning of some tuples, it does not cause paging, nor does it require any tuple to be staged/rescanned more than once (as is required by recursive partitioning).
The Memorization Wkdow:
A Pathological Case
This section points out an additional optimization for unary hashing, which arose from our comparison of memorization and Hybrid Cache, Given the descriptions above of Hybrid Cache and memorization, there is an unusual scenario in which memorization is preferable to Hybrid Cache. We present a modification to Hybrid Cache which makes it match the behavior of memorization in this scenario.
Consider the situation in which the input relation has exactly enough values so that the memorization hashtable fills but does not overflow physical memory (i.e. v = MN).
In this case, memorization performs no 1/0, and is very efficient. Hybrid Cache is not as efficient in this scenario, since it must use b pages of memory for output buffers. As a result, Hybrid Cache cannot fit the entire set of input values into its hashtable during the growing phase, and some fraction of the values must be sent to partitions on disk. If there are many tuples with these values, Hybrid Cache can be noticeably slower than memorization. There is thus a small window where memorization is preferable to Hybrid Cache.
The Hybrid Cache algorithm can be modified to correctly handle this "memoization window". In the growing phase we allow Hybrid Cache to fill all of physical memory with the hashtable, rather than just filling h pages. When the hashtable is M pages big and a new input value is seen, we isolate b pages of the hashtable. For each input/output pair in this portion of the hashtable, we use the hash function to compute the partition on disk to which the input corresponds. Having computed the appropriate partitions for all such pairs, we sort the pairs by partition and then write the pairs to special cache regions of their associated partitions on disk. We then deallocate those b pages of the hashtable and begin the staging phase, using those pages for output buffers. Later, during the rescanning phase, we initialize the main-memory hashtable for each partition with the contents of its cache region before beginning to scan tuples from the partition.
In fact, this modification can provide performance benefits even for inputs that do not fall in the memorization window. Consider any input relation that requires staging to disk. During the growing phase, some input value i and its corresponding output is stored in one of the last b pages of the hashtable. Until the growing phase completes, any tuple with input value i can be passed to the output without staging. This is in contrast to the unmodified version of Hybrid Cache, which would have staged all tuples of input value i to disk. Note that this optimization comes at a low execution overhead, namely writing b pages of memory to disk, and later reading them back. It does requires a somewhat more complicated implementation, however, and as a result we did not implement it in Illustra.
Hybrid Cache and Hybrid Hash Join
Hybrid Cache treats its input in much the same way that hybrid hash join treats its "probing" relation.
In fact, our implementation of Hybrid Cache in Illustra reused much of the existing hybrid hash join code for the probing relation. The main-memory hashtable of Hybrid Cache is analogous to the "building" relation in hybrid hash join, but note that Hybrid Cache does not suffer from the "well-known" problems of hybrid hash join: 1, 2.
In hybrid hash join, if some join value has duplicates in the building relation, then all tuples containing this value must be brought into main memory at once, possibly resulting in paging. In Hybrid Cache, even if some input value has duplicates it only requires one entry in the main-memory hashtable. The distinction is that hash join requires materializing tuples from the building relation in main memory, while Hybrid Cache material izes only distinct values.
Hybrid hash ioin is very sensitive to optimizer estimation e~ors. If it underestimates the number of values in the building relation, or chooses a poor hash function. the first partition of the building relation is likely to be too large and have to be paged, resulting in as much as a random 1/0 operation (seek and write) per tuple of the first partition of the probing relation [NKT88] . By contrast, Hybrid Cache never over-utilizes memory, since its first partition is dynamical] y grown to the appropriate size. Both algorithms can under-utilize memory for the first partition if estimates are incorrect, but this is less dangerous than over-utilizing memory, which results in paging.
Hybrid hash join can be modified to have the first partition of its building relation be grown dynamically, as we do for Hybrid Cache. This addresses the second problem above, but does not always solve the first problem, since duplicate tuples in the building relation need to be inserted into the hashtable even after memory has filled. Note however that duplicatefree inputs are common for primary-key joins and semi-joins, and hence the optimizations of Hybrid Cache may frequently be useful in hybrid hash join. More general (though somewhat complex) solutions to the problems of hybrid hash join have been proposed by Nakayama, et al. [NKT88] .
Sort vs. Hash Revisited
In analyzing hashing and sorting, Graefe presents the interesting result that hash-based algorithms typically have "dual" sorting algorithms that perform comparably [Gra93] . However, we observe in this section that one of his dualities is based on an assumption that does not apply to the problem of caching. This highlights an advantage of using Hybrid Cache for caching, and also exposes an important distinction between hashing and sorting that was not noted previously.
Graefe distinguishes between hashing and sorting by observing that hashing utilizes an amount of main memory proportional to the number of tuples in the output, while sorting utilizes an amount proportional to the number of tuples in the input, which is likely to be larger. This is analogous tobut significantly different from -our earlier observation that hashing is value-based, while sorting is tuple-based.
(Note that in the cases of grouping and duplicate elimination, these two analyses are identical, since the number of tuples in the output is equal to the number of values in the input). Graefe's analysis of the situation leads him to a modification of sorting via replacement selection [Knu73], which allows sort-based grouping and duplicate elimination to utilize an amount of memory closer to the number of tuples in its output rather than that in its input.
However, note that the number of tuples in the input and output are identical for caching: one output tuple is produced for every input tuple. Graefe attempts to make sorting competitive with hashing by getting the sort cost to be proportional to the number of tuples of the output. In the case of caching, this does not improve the performance of sort. Thus the operative distinction between sorting and hybrid hashing is not based on the number of input vs. output tuples; rather, the distinction is that hashing is value-based, while sorting is tuple-based. As a result, hashing is often preferable to sorting for the purpose of caching, as we proceed to demonstrate.
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Performance Study
We implemented memorization and Hybrid Cache in our version of Illustra. Sorting code was already provided in the system to support sort-merge join and SQL's ORDER BY clause, so to use sorting for method caching we simply added code for a one-tuple cache over the sort node. We ran experiments using a synthetic table T of 2 million tuples, each having 14 integer-valued fields (56 bytes of user data per tuple).
Experiment 1: Effects of Duplicates
Our first set of experiments explore the behavior of memorization, sorting, and Hybrid Cache as the percentage of duplicate values in the input is increased. We consider queries of the form SELECT * FROM T WHERE xfalse (T. c) ; where xfalse is an expensive method that always returns FALSE. We use xfalse so that no tuples satisfy the selection predicate, and hence no time is spent propagating output, We ran this query 7 times per algorithm, and each time varied the column referenced by xf al se. The first column referenced had no duplicate values (i.e. 2 million distinct values), the second column had 10 copies of each value (i.e. 200,000 values), the third column had 100 copies per value (20,000 values), the fourth column had 1,000 copies per value (2,000 values), the fifth column had 10,OOOcopies per value (200 values), the sixth column 100,000 copies per value (20 values), and the final column had 1,000,000 copies per value (2 values). The table was sorted randomly so that duplicate copies were interspersed throughout each column. As in [He194], the "expensive" method we used did not actually do any timeconsuming computation; however, its results were cached as if it were truly expensive. Each algorithm that we tested caused the method to be computed exactly once per value. Since the time spent in the method is the same across all algorithms, we do not include method computation time in the graphs below.
The results of the experiments are shown in Figure 5 , which presents the running time of the query minus the time spent in xfalse. Figure 5 does not include a curve for memoization, since its performance was unacceptable when the hashtable did not fit in memory; operating system control over paging results in thrashing.
In the case of 1 copy per value, the memorization technique ran for well over half a day, while the other techniques each took under a half an hour.z From 100 duplicates onward, memoization and Hybrid Cache behaved identically, since Hybrid Cache did not stage any tuples to disk, and memoization did not cause paging. In subsequent experiments we ignore memoization, since it is clearly not a general-purpose technique, and can never out-perform Hybrid Cache. Figure 5 demonstrates that the performance of sorting is not competitive with that of Hybrid Cache. The main reason for this is illustrated in Figure 6 , which shows the number of temporary-file I/Os that sorting and hashing require to stage and rescan tuples. This depicts what we expect from the preceding discussion: the 1/0 behavior of sorting is a function of the nurrtber of tuples in the input, while the 1/0 performance of Hybrid Cache -a hash-based algorithm -is a function 2Actual~y, this performance result of memorization for the case of 1 copy per tuple is a lower bound on the running time, since the system eventually ran out of paging space and crashed. If our machine had been configured with more paging space, the query would have run for even longer before "completing". of the number of values in the input. The running time of sorting does improve somewhat as the number of duplicates is increased, but this is due to speedups in the sorting of runs in memory. Even if the in-memory cost of sorting were always minimized (as it is for the lM experiment), sorting would be about as efficient as the worst-case performance of Hybrid Cache (1 copy). As a result, even if sorting performed optimally in memory, Hybrid Cache would be the algorithm of choice for these experiments because of its 1/0 behavior. Like memoization, Hybrid Cache is optimized for inputs of few values, and like sorting it scales well to inputs with many values.
Effects of Output Size
The previous experiment shows Hybrid Cache out-performing sorting for an expensive predicate method.
One important property of predicate methods is that their outputs are of Boolean type, and hence require only a few bits to represent. What if the output of a method is large? In the remaining experiments, we examine how this issue affects the performance of sorting and Hybrid Cache.
Expensive methods can appear outside of predicates. For example, they can be used in the SELECT, ORDER BY and GROUP BY lists of SQL queries.
In such scenarios, the method outputs can be large. A typical example of such a method is decompress, which takes as input a reference to a large object, and produces as output an even larger object. Note that the output of decompress is a value, not a reference. As a result, the output is materialized in memory, and does not have an associated objector tuple identifier.
Our second set of experiments explores the performance of Hybrid Cache and sorting for methods producing outputs of various sizes. We consider queries of the form:
where false is an inexpensive method that always returns FALSE, and xbig is an expensive method that returns an object that is 2 Kbytes big. The column T. c is varied among the differing numbers of copies, as in the previous set of experiments. We use false to prevent any tuples from needing to be passed to the output, and we disable Illustra's standard optimization of "flattening" the view into the outer query. As a result, xbig needs to be produced for every tuple of T. Figure 7 presents the performance of sorting and Hybrid Cache for outputs of size 2 Kbytes. Unlike in our previous experiments, Hybrid Cache is no longer always superior to sorting; in fact, sorting is effective until the number of duplicates becomes quite high. Once again, the performance can largely be explained in terms of the 1/0 to temporary files, as shown in Figure 8 . These graphs illustrate a second important distinction between sorting and Hybrid Cache: the I/O behavior of sorting is insensitive to the size of the output, but the I/O behavior of Hybrid Cache degrades when the output size is increased. This is because of the different ways that sorting and Hybrid Cache manage main memory. As illustrated in Figure 2 , sorting with a one-tuple cache can utilize almost all of main memory for its input tuples, leaving just a single input/output value pair in memory. By contrast, Figures 3 and 4 illustrate that Hybrid Cache must share main memory among both inputs and outputs of the method. As output size is increased, Hybrid Cache can fit fewer and fewer ent~ies into main memorv. This means that more and more mu-titions are .
. required to partition the input. One aspect of this problem is that very few values are placed in the hashtable during the growing phase, and as a result almost all tuples of the input must be staged to disk and subsequently rescanned.
A more significant aspect of this problem is that as output size is increased, the number of values per page (factor N of section 4.1) becomes smaller. As a result, the number of pages required for hashing more quickly approaches the limit of the square of the size of memory. When this limit is exceeded, recursive partitioning is required to avoid overflowing memory, and this requires extra I/O for recursively staging and rescanning the contents of partitions. This is illustrated in Figure 8 , which shows the temporary-file I/Os required to stage and rescan tuples in both Hybrid Cache and sorting. In the case of one copy per value, Hybrid Cache is forced to do recursive partitioning, and must stage and restage tuples to disk multiple times. As the number of duplicates increases, Hybrid Cache no longer needs to do recursive partitioning, and can pass more and more tuples to the output during the growing phase, until at 10,000 copies per tuple every value fits in the hashtable during the growing phase (i.e., Hybrid Cache behaves just like memoization).
The curve for Hybrid Cache in Figure 8 is curious, in that it levels off between 10 and 100 copies. This is explained by examining the number of tuples passed to the output during the growing phase of each query, as shown in Table 2 . In the case of 10 copies, the number of tuples passed to the output (and hence never staged) represents just .55% of the input relation, and in the case of 100 copies, the number of tuples passed to the output represents only 5 .45% of the input relation. In both cases, the fraction of the input that is not staged to the output is negligible, which explains why the two data points are approximately at the same height. However, since this percentage grows by a factor of 10 as we move right in Table 2 , it quickly reaches 100% and prevents any input tuples from being staged, Another curious point is that while Hybrid Cache and sorting do about the same number of temporary-file I/Os for 10 and 100 copies per value, sorting out-performs Hybrid Cache in terms of elapsed time for these inputs (Figure 7) . The reason for this is that sorting requires fewer temporary files on disk then Hybrid Cache, since the Hybrid Cache partition size (MN) is small due to the large output size of the method (which causes N to be small). The time difference between Hybrid Cache and sorting is largely due to the cost incurred by Hybrid Cache in maintaining all its temporary files. Illustra allocates temporary files from the operating system, which places a limit on the number of open tiles allowed per process, As a result, when there are more temporay files than the operating system's open-file limit, Illustra must close and re-open tempormy files to keep the number of open files below the limit. The difference in performance between Hybrid Cache and sorting at 10 and 100 copies is due to this overhead of closing and opening temporary files. Hybrid Cache could possibly be improved in this regard by having the DBMS manage its temporary files without using the file system.
Summary of Experimental Results
Our experiments demonstrate that there are two basic factors that affect Hybrid Cache and Sorting: the percentage of distinct input values, and the size of method outputs. Hybrid Cache handles duplicates well and large outputs poorly; sorting handles duplicates poorly and large outputs well. This tradeoff is illustrated in Figure 9 . An input relation is shown, along with a "virtual" column representing the result of the method computation. (For purposes of illustration, the input is depicted as if it were sorted on the inputs to the method.) The differently shaded areas represent the portions of the input materialized together in main memory by sorting and Hybrid Cache. Sorting materializes a large batch of input tuples and only one row of the virtual output col- Figure 9 : the performance of the two algorithms varies with the size of the regions that they must materialize at once in memory. Whichever algorithm uses less memory at once can pass more tuples to the output without staging, and is less likely to require recursive 1/0 routines (partitioning or merging) to handle main-memory limitations.
One more factor in performance is illustrated in Figure 9 advanced optimization schemes will order the methods arbitrarily.
Yet there is often a choice of how to order cache nodes in a query plan. For example, methods from different SELECT ]ist expressions can be ordered arbitrmily amongst themselves, as can methods that are at the same level of nesting in a nested expression (e.g., g and h in the expression~(g(x), h(y))). A poor choice of ordering can be dangerous, even though no selection is involved, since cache nodes pass the outputs of their methods to the next operator in the pipeline. These outputs can be quite large, and the next cache node in the pipeline -whether it uses sorting or Hybrid Cache -may need to stage some of these large outputs to disk. It is therefore beneficial to order these cache nodes in increasing width of their output tuples. As an additional optimization, if the output of some cache node is very wide and multiple cache nodes follow it in the output, these outputs can be staged to disk once, referenced via pointers during the rest of the query plan, and rescanned only when they are next required.
Benefits of Magic for Cache Chains
A further, somewhat complex optimization is possible when a long chain of method caches appears in a query, and it is not advisable to merge the chain into fewer caches. Recall that the I/O cost of both sorting and Hybrid Cache results ffom staging tuples to disk and then rescanning them. To minimize this cost, we can first project the input to the caches so that only the columns referenced by the methods are passed into the caches; additionally, duplicates can be removed from this projection. The chain of caches can then be used to compute the methods for the distinct inputs, and the result of this chain can be rejoined with the original input relation to regenerate the projected columns and the correct number of duplicates. This is depicted in Figure 12 for the query of Figure 10 . This technique is analogous to magic sets rewriting.
The reason magic sets is beneficial in this scenario and not in the case of a single method (see Section 1.1) is that the cost of removing duplicates and joining can be amortized over the savings in staging and rescanning for multiple caches. A significant number of caches are required to recoup the cost of duplicate elimination and join, however, Choosing whether or not to perform this optimization is something that can be determined by a cost-based optimizer for magic [SHP+96] .
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Conclusions and Future Work
This paper studies the problem of avoiding redundant method invocation during query processing. Three algorithms are considered for caching method results: memorization, sorting, and a variant of unary hybrid hashing which we call Hybrid Cache. A performance study in Illustra demonstrates that memorization is ineffective in general, while Hybrid Cache dominates both of the other algorithms for expensive predicate methods. Non-predicate expensive methods can have arbitrary-sized outputs, and the study demonstrates that for methods with large outputs sorting is often preferable to Hybrid Cache. The variations we develop on hybrid hashing apply not only to caching, but also to other applications of unary hybrid hashing such as grouping for aggregation and duplicate elimination. We recommend that both sorting and Hybrid Cache be implemented in extensible Object-Relation and Object-Oriented database systems. It is attractive to simply use sorting for all expensive methods, since code for sorting is typically already present in most systems. We discourage this decision, however, since sorting is out-performed by Hybrid Cache for the common case of expensive predicates. If methods are always extremely expensive, then the difference between sorting and Hybrid Cache may often be overshadowed by method processing costs, But for methods which are only moderately expensive, appropriate use of Hybrid Cache will provide noticeable improvements in performance for inputs with many duplicates.
We also present a number of additional techniques for handling multiple methods in a query, which are designed to streamline the solution of chaining multiple Hybrid Cache andlor sort nodes together. Implementing these techniques is a second-order issue, since they are applicable only to complex queries with multiple expensive methods.
For a high-performance extensible system, however, handling such queries as efficiently as possible may prove to be very important. As a first step, it is relatively simple to identify that multiple methods on the same input variables can be cached by a single operator. Further optimization, especially those involving magic sets, require significantly more work and are much less generally applicable; as a result, they may only be appropriate for high performance systems. If necessary, database users can achieve these optimization in more basic systems by rewriting their queries or methods.
Additional work is needed to clarify the relative importance of the techniques for multiple methods, and to capture the costs of caching appropriately in a query optimizer. A careful treatment of optimization and caching will require solutions to at least three new problems. First, the cost of caching needs to be captured in the optimizer and integrated with the predicate placement algorithm.
The only previous optimization work which captured the presence of caching assumed that the cost of caching was negligible [He194]; this assumption may be acceptable in most cases, but this has yet to be determined. Second, the optimizer must be enhanced to choose which caching algorithm to use (if any) for different method inputs and outputs, taking into account issues of "interesting orders" [SAC+79] . Third, the optimizer must consider cache sharing, cache ordering, and magic sets techniques.
As an additional challenge, it would be interesting to integrate the caching ideas in this paper with previous work on persistent caches, function indices, and common subexpression identification.
