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ON CONSERVATIVE SEQUENCES AND THEIR
APPLICATION TO ERGODIC MULTIPLIER
PROBLEMS
MADELEINE ELYZE, ALEXANDER KASTNER, JUAN ORTIZ RHOTON,
VADIM SEMENOV, AND CESAR E. SILVA
Abstract. The conservative sequence of a set A under a trans-
formation T is the set of all n ∈ Z such that T nA ∩ A 6= ∅.
By studying these sequences, we prove that given any countable
collection of nonsingular transformations with no finite invariant
measure {Ti}, there exists a rank-one transformation S such that
Ti × S is not ergodic for all i. Moreover, S can be chosen to be
rigid or have infinite ergodic index. We establish similar results for
Z
d actions and flows. Then, we find sufficient conditions on rank-
one transformations T that guarantee the existence of a rank-one
transformation S such that T ×S is ergodic, or, alternatively, con-
ditions that guarantee that T × S is conservative but not ergodic.
In particular, the infinite Chaco´n transformation satisfies both con-
ditions. Finally, for a given ergodic transformation T , we study the
Baire categories of the sets E(T ), E¯C(T ) and C¯(T ) of transforma-
tions S such that T × S is ergodic, ergodic but not conservative,
and conservative, respectively.
1. Introduction
In [8], Furstenberg and Weiss proved that a finite measure-preserving
transformation T satisfies the mild mixing property if and only if for
all finite or infinite measure-preserving ergodic transformations S, the
cartesian product T × S is ergodic. In this case we say that mild
mixing is an ergodic multiplier property. The situation in infinite mea-
sure is quite different. It was shown in [5], [2] that if T is an infinite
measure-preserving ergodic transformation, or a nonsingular ergodic
transformation with no equivalent finite invariant measure, then there
always exists an ergodic Markov shift S so that the product T×S is not
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conservative, hence not ergodic. Thus, there is no ergodic multiplier
property for infinite measure-preserving transformations.
The conservative sequence of a set A under a transformation T is
defined as CT (A) := {n ∈ Z : µ(T
nA ∩ A) > 0}. In this paper, we
analyze the combinatorics of these sequences and use them to give an
alternative proof of the aforementioned result of [5], [2]. In addition,
our methods allow us to extend the result in the following way. Given
any countable collection of nonsingular transformation {Tn} with no
finite invariant measure, we construct a single rank-one transformation
S such that Tn × S is not conservative, hence not ergodic, for each
n. Moreover, S can be chosen to be rigid or to have infinite ergodic
index. We also study related questions for infinite measure-preserving
Z
d-actions and flows. In this context we note that Schmidt and Wal-
ters [14] showed a similar result to the one in [5], [2] for nonsingular
actions of locally compact abelian groups, but again we are interested
in the multiplier being rank-one, and our methods construct the rank-
one action using conservative sets. Section 2 covers the preliminary
definitions and Section 3 has our main results.
In Section 4, we employ conservative sequences to establish a suf-
ficient condition on rank-one transformations T that guarantees the
existence of a rank-one transformation S such that T × S is conserva-
tive but not ergodic. This condition will be general enough to include
many infinite rank-one transformations of interest such as the infinite
Chaco´n and Hajian-Kakutani transformations. We also discuss in this
section that one cannot hope that for all infinite measure-preserving
ergodic T there is an ergodic S such that T ×S is conservative but not
ergodic.
In Section 5, we show that if T is a rank-one transformation with
bounded cuts, then there is another rank-one transformation S such
that T × S is ergodic. In Section 6, for a given ergodic transformation
T , we study the Baire categories of the sets E(T ), E¯C(T ) and C¯(T )
of transformations S such that T × S is ergodic, ergodic but not con-
servative, and conservative, respectively. In particular, we show that
for a generic transformation T , the set E(T ) is a generic subset of the
measure-preserving transformations.
Acknowledgments: This paper is based on research by the er-
godic theory group of the 2016 SMALL undergraduate research project
at Williams College. Support for the project was provided by Na-
tional Science Foundation grant DMS-1347804, the Science Center of
Williams College, the Williams College Finnerty Fund, and the Clare
Boothe Luce Program of the Henry Luce Foundation. We would like to
thank Johann Gaebler, Xiaoyu Xu and Zirui Zhou, the other members
ON CONSERVATIVE SEQUENCES AND ERGODIC MULTIPLIERS 3
of the SMALL 2016 ergodic theory group, for useful discussions and
their continuing support. Finally, we would like to thank Isaac Loh for
his help in getting the project started.
2. Preliminaries
2.1. Main definitions. Let (X,B, µ) be a σ-finite, nonatomic Lebesgue
measure space. A transformation T : X → X is said to be measurable
if for all A ∈ B, T−1(A) ∈ B. An invertible measurable transformation
is an invertible transformation T such that both T and T−1 are mea-
surable. A measurable transformation T is called measure-preserving if
for all A ∈ B, we have µ(T−1(A)) = µ(A); it is called nonsingular if for
all A ∈ B, µ(T−1(A)) = 0 if and only if µ(A) = 0. All transformations
we consider are assumed to be invertible measurable transformations
unless stated otherwise. Moreover, equalities are always assumed to
hold up to sets of measure zero.
Let G be a locally compact Polish topological group. A measurable
action T ofG onX consists of a family of transformations {T g}g∈G such
that the map G×X → X given by (g, x) 7→ T g(x) is Borel measurable,
and such that for a.e. x ∈ X we have T g(T h(x)) = T gh(x) and T e(x) =
x, where g, h ∈ G and e is the identity of G. An action T = {T g} is
said to be measure-preserving if every transformation T g is measure-
preserving, and is said to be nonsingular if every transformation T g is
nonsingular. For our purposes, G will be either Zd or R. If G = R,
the action is called a flow, and when G = Z, the action is simply a
transformation.
An action T is called ergodic if whenever A ∈ B satisfies T g(A) = A
for all g ∈ G, we have µ(A) = 0 or µ(X\A) = 0; T is called conservative
if for all sets A of positive measure, there exists g ∈ G such that
µ(T g(A) ∩ A) > 0. One can show that if µ is σ-finite and non-atomic,
and T is an ergodic action, then T is also conservative. In the case of
transformations, or Z-actions, ergodicity is equivalent to the condition
that for all sets A and B of positive measure, there exists n > 0 such
that µ(T nA ∩B) > 0.
Given two G-actions T = {T g}g∈G and S = {S
g}g∈G on spacesX and
Y , respectively, we define their product action T × S = {(T × S)g}g∈G
on X × Y by
(T × S)g(x, y) := (T gx, Sgy).
We note that if T × S is ergodic, then both T and S are ergodic.
For a nonsingular transformation T , a set W ∈ B with µ(W ) > 0
is called wandering if all the images T n(W ) (n ∈ Z) are disjoint. Let
D(T ) denote the union of all wandering sets, called the dissipative part
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of T . We call C(T ) := X \ D(T ) the conservative part of T , and the
partition X = D ⊔ C is called the Hopf decomposition of T . It is easy
to see that T is conservative if and only if it admits no wandering set,
or alternatively X = C(T ). If we have X = D(T ) instead, then we
say that T is totally dissipative. It is well known that if T and S are
conservative and ergodic, then either T × S is conservative or T × S is
totally dissipative (see Proposition 1.2.4 in [1]).
A transformation T is called partially rigid if there exists 0 < α ≤ 1
and an increasing sequence {ni} such that for all sets A, 0 < µ(A) <∞,
we have
lim inf
i→∞
µ(T niA ∩ A) ≥ αµ(A).
If α = 1, we say that T is rigid. We say that a transformation T has
ergodic index k if T ×· · ·×T (k times) is ergodic but T ×· · ·×T (k+1
times) is not ergodic; T has infinite ergodic index if T × · · · × T (k
times) is ergodic for every k.
The notion of density for subsets of N will arise frequently. Given a
set E ⊂ N, its upper density is defined as
Dens(E) := lim sup
n→∞
|E ∩ {1, . . . , n}|
n
.
If the limit exists we simply call Dens(E) the density of the set E. We
remark that finite intersections of sets of density 1 also have density
1 (which is analogous to saying that finite unions of sets of density 0
have density 0).
Given E, F ⊂ R, we define their sumset to be
E ⊕ F = {x+ y : x ∈ E, y ∈ F},
and their difference set to be
E − F = {x− y : x ∈ E, y ∈ F}.
As mentioned in the introduction, the notion of conservative se-
quences is of fundamental importance to our methods of proof. Since
the more general notion of a conservative set under an action also comes
up, the next definition is stated in this context.
Definition 2.1. Let T be a nonsingular action of a group G, and let
A be a set of positive measure. We define the conservative set of A
under T as
CT (A) := {g ∈ G : µ(T
g(A) ∩A) > 0}.
In the case where G = Z, we call CT (A) a conservative sequence.
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We note that if g ∈ CT (A), then its inverse −g ∈ CT (A) as well.
Thus, for the case of Z-actions and R-actions, conservative sets are
“symmetric” about 0, and therefore it is enough to study the positive
numbers in CT (A). A similar remark holds for conservative sets of
Z
d-actions.
2.2. Rank-one actions.
2.2.1. Rank-one transformations. Many of our constructions will be
rank-one cutting-and-stacking transformations defined on [0,∞). One
constructs inductively a sequence of columns. A column Cn consists
of a finite sequence of hn disjoint intervals In,0, . . . , In,hn−1 of the same
length, where we think of In,i+1 as sitting above In,i. The intervals
composing Cn are called levels and hn is called the height of Cn. When
the context is clear, we may use Cn to refer to the union of the levels
in Cn. If In,k is a level of Cn, its height is h(I) = k. Moreover, if I and
J are two levels in the same column, we define the distance between I
and J to be d(I, J) := |h(I)− h(J)|.
We will start with C0 = {[0, 1)}. Suppose Cn is defined. To ob-
tain Cn+1 from Cn, we cut Cn into rn subcolumns and add sn,i (i =
0, . . . , rn − 1) spacers to the i-th subcolumn. We then obtain column
Cn+1 by stacking each subcolumn on top of the subcolumn to its left.
We choose each spacer interval so that it is disjoint from all previously
chosen spacers and from [0, 1), and so that it abuts the previously
chosen spacer (or, if it is the first spacer, so that it abuts [0, 1)).
Each column Cn is associated with a column map TCn that sends each
level in Cn to the level immediately above it via the unique orientation-
preserving translation. The rank-one transformation T is then defined
as the pointwise limit of the maps TCn . For our purposes, the number
of spacers we add will always be so large that the resulting space X
will be [0,∞).
Let A be a level of some column Cn of height h(A) (in Cn), and let
D(A,m), m ≥ n, be the set of heights of copies of A in Cm (called the
descendant set of A in column Cm). If we write hn,k := hn+sn,k (where
k = 0, 1, . . . , rn − 1), then it is easy to see that
D(A, n+ 1) = {h(A)} ∪
{
h(A) +
i∑
k=0
hn,k : i = 0, . . . , rn − 2
}
.
Define
Hn = {0} ∪
{
i∑
k=0
hn,k : i = 0, . . . , rn − 2
}
,
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which is just equal to D(J, n+1) where J is the base level of Cn. Then
for m > n we obtain
D(A,m) = h(A) +Hn ⊕Hn+1 ⊕ · · · ⊕Hm−1.
We let
CmT (A) := D(A,m)−D(A,m),
which corresponds to the “return times of A” within column Cm. We
note that CmT (A) ⊂ C
m+1
T (A) for all m and CT (A) =
⋃∞
m=n C
m
T (A).
We now consider a special class of infinite rank-one transformations,
which we call skyscraper transformations. At stage n, we cut column
Cn into 2 subcolumns and we only add spacers to the right subcolumn
and also
CmT (A) = {cnhn + cn+1hn+1 + · · ·+ cm−1hm−1 : ci = −1, 0 or + 1}.
right subcolumn. In this case, if A is a level of Cn, then for all m > n,
we have
D(A,m) = h(A) + {0, hn} ⊕ {0, hn+1} ⊕ · · · ⊕ {0, hm−1}
0 C0 1 0 1
C0 → C1
C1
0 1/2
1/2 1
Figure 1. Construction of column C1 from column C0
for a skyscraper transformation
2.2.2. Skyscraper Zd-actions. We present the analogue of skyscraper
transformations for Zd-actions. The reader should note that when d =
1, the following description agrees with the one given in the previous
section.
We follow the notation and terminology used in [10]. Given positive
integers ℓ1, . . . , ℓd, let SQ(ℓ1, . . . , ℓd) := {(x1, . . . , xd) ∈ Z
d : 0 ≤ xi <
ℓi for each i = 1, . . . , d}, and define a grid G of dimensions ℓ1×· · ·×ℓd
to be a bijection between SQ(ℓ1, . . . , ℓd) and a collection of intervals of
equal length. We call an interval I in the range of G a level. When the
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context is clear, we may use G to denote the union of the intervals in
its range. We define the location of I ∈ G to be Loc(I) := G−1(I).
Fix positive integers a1, . . . , ad and positive integers hn (n ∈ N)
such that hn+1 ≥ 2hn. We describe the construction of a skyscraper
Z
d-action with parameters a1, . . . , ad. Let G0 consist of the inter-
val [0, 1) (or more precisely G0 is the map which sends the origin
in Zd to [0, 1)). Now suppose Gn has been defined and has domain
SQ(hn,0, . . . , hn,d−1). To obtain Gn+1, cut each interval in Gn into 2
d
subintervals of equal length. We now define Gn+1, which will be a bi-
jection between SQ(a1hn+1, . . . , adhn+1) and the collection of subinter-
vals coming from the cuts together with new spacer intervals. Suppose
an interval I in Gn has location (x1, . . . , xd). Enumerate the subin-
tervals of I coming from the cuts as I0, . . . , I2d−1, and express each
j ∈ {0, . . . , 2d − 1} by its binary representation
j = bj,0 + bj,1 · 2 + bj,2 · 2
2 + · · ·+ bj,d−1 · 2
d−1,
where bj,k ∈ {0, 1} for each k. Then assign the subinterval Ij to the lo-
cation (x1, . . . , xd)+ (bj,0hn,0, . . . , bj,d−1hn,d−1). Finally, we assign spac-
ers to the elements of SQ(a1hn+1, . . . , adhn+1) that have not yet been
assigned intervals.
To each grid Gn we associate grid maps T
(1,...,0)
Gn
, . . . , T
(0,...,1)
Gn
. Given
an interval I with location (x1, x2, . . . , xd), we define T
(1,...,0)
Gn
on I to
be the translation that maps I to the interval with location (x1 +
1, x2, . . . , xd). If no such interval exists, then T
(1,...,0)
Gn
remains undefined.
We define the other grid maps in an analogous manner. Finally, the
basis transformations T (1,...,0), . . . , T (0,...,1) are defined as the pointwise
limits of the respective grid maps. It is easy to see that all these
basis transformations then commute, so they define a valid action of
Z
d on
⋃∞
n=0Gn, which we call a skyscraper Z
d-action (with parameters
a1, . . . , ad).
2.2.3. Rank-one flows. Since the construction of rank-one flows is sim-
ilar to that of rank-one transformations, we omit certain details in the
description that follows. Again, one constructs a sequence of columns
Cn, where now a column consists of a finite sequence of blocks of
the form Bi = [ai, bi) × [ci, di) having the same width bi − ai (where
ai, bi, ci, di ∈ R). The height of Cn is defined as
hn :=
∑
i
(di − ci).
Again, when the context is clear, we may use Cn to refer to the union
of the blocks composing it. Further one can think of a column as
8 ELYZE, KASTNER, ORTIZ RHOTON, SEMENOV, AND SILVA
occupying the space of a rectangle Rn = [0, αn) × [0, βn). One then
obtains a natural bijection between the column Cn (thought of as a
union of blocks) and the rectangle Rn which we can denote Loc. Given
(x, y) ∈ Cn, we call Loc(x, y) the location of (x, y). We use Loc1(x, y)
to denote the x-coordinate of Loc(x, y) and Loc2(x, y) to denote the
y-coordinate of Loc(x, y).
Let C0 = [0, 1) × [0, 1). If Cn has been defined, we cut Cn into rn
subcolumns and possibly add spacer blocks Sn,i (i = 0, . . . , rn − 1) to
the subcolumns. Then Cn+1 is obtained by stacking each subcolumn
on top of the subcolumn to its left. If the measure of the spacer blocks
is large enough, then the union of the columns Cn will be a subset
X of [0,∞) × [0,∞) of infinite measure (so we may as well choose
X = [0,∞)× [0,∞)).
Each column Cn is associated to a so-called column flow T = {T
s
Cn
}s∈R
defined by
T sCn(x, y) := Loc
−1(Loc1(x, y),Loc2(x, y) + s),
where (x, y) ∈ Cn. Of course, for any s 6= 0, T
s
Cn
is not defined on all of
Cn. Our rank-one flow is obtained by letting T
s be the pointwise limit
of the column maps T sCn .
If we always cut into 2, and only add spacer blocks to the right
subcolumn, then we call the resulting flow a skyscraper flow.
3. Non-conservativity of product actions
3.1. Zd-actions.
Definition 3.1. Let T = {T v}
v∈Zd be a nonsingular action of Z
d on
X , and let a1, . . . , ad > 0. Let
E = {(c1a1, . . . , cdad) : ci = −1, 0 or 1 for each i}.
If for all v = (v1, . . . , vd) ∈ E, the vector uv :=
1
gcd(v1,...,vd)
v is such that
T uv is ergodic, then we say that T is squarely ergodic w.r.t. a1, . . . , ad.
We say that T is squarely ergodic if there exist a1, . . . , ad > 0 such that
T is squarely ergodic w.r.t. a1, . . . , ad.
In this section we prove the following theorem. As mentioned in the
introduction, Schmidt and Walters [14] prove a more general result in
the sense that T is assumed to be a properly ergodic action of a lo-
cally compact second countable abelian group without a finite invariant
measure, but they do not obtain that § is rank-one.
Theorem 3.2. Let T be an infinite measure-preserving action of Zd
on X such that T is squarely ergodic. Then there exists a rank-one
skyscraper Zd-action S such that T × S is not conservative.
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We first show that if T = {T v}
v∈Zd admits a set A of positive mea-
sure whose conservative set CT (A) has certain gaps, then one can in-
ductively construct a skyscraper Zd-action S such that if I is a level of
the first grid G1, then CT (A) ∩ CS(I) = {(0, . . . , 0)}. In other words,
CT ×S(A× I) = {(0, . . . , 0)}, and thus T ×S is not conservative. After
that, we show that every Zd-action T that satisfies the conditions of
Theorem 3.2 admits such a set A.
Definition 3.3. Let C ⊂ Zd, and let a1, . . . , ad > 0. We say that
C has adequate gaps w.r.t. a1, . . . , ad if for every n ∈ N, there exists
ℓn ∈ N such that
[{(c1a1ℓn, . . . , cdadℓn) : ci ∈ {−1, 0, 1} for all i} ⊕ [−n, n]
d] ∩ C = ∅.
If d = 1, we may use the expression long gaps instead. In this case, C
has long gaps if and only if C is not a syndetic set.
As for the case of transformations (see the end of section 2.2.1), if I
is a level of grid Gn, then we can define the sets C
m
S (I) as the set of
times at which I returns to itself within grid Gm (where m ≥ n). More
precisely, if we let D(I,m) (called the descendant set of I in column
Cm) denote the set of locations of copies of I in Gm, then we define
CmT (I) := D(I,m)−D(I,m). Once again, we have C
m
S (I) ⊂ C
m+1
S (I)
for all m ≥ n, and CS(I) =
⋃∞
m=n C
m
S (I). The skyscraper Z
d-actions
S mentioned in the next lemma will have parameters a1, . . . , ad. That
is, each grid Gn will be a d-dimensional rectangle with dimensions
a1hn × · · · × adhn for some hn ∈ N.
For these transformations, we have
CmS (I) = C1 × · · · × Cd,
where Ci denotes the conservative sequence of I under the basis trans-
formation T (0,...,1,...,0), where the 1 is at the i-th position. In other
words,
Ci = {c1aih1 + · · ·+ cmaihm : ci ∈ {−1, 0, 1} for all i}.
Hence, we can write
(1) Cm+1S (I) = C
m
S (I)⊕ {(c1a1hm, . . . , cdadhm) : ci ∈ {−1, 0, 1}}.
Lemma 3.4. Let T be a Zd-action on X that admits a set A of pos-
itive measure whose conservative set CT (A) has adequate gaps w.r.t.
a1, . . . , ad. Then there exists a skyscraper Z
d-action S with parameters
a1, . . . , ad such that T × S is not conservative.
Proof. We construct the action S so that if I is the level of G1 located
at (0, . . . , 0), then CT ×S(A × I) = {(0, . . . , 0)}, which is equivalent to
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CT (A) ∩ CS(I) = {(0, . . . , 0)}. As mentioned, each grid of S will be a
d-dimensional rectangle with dimensions a1hn×· · ·×adhn, so to define
S it is enough to inductively specify each hn. We have G0 = {[0, 1)}
so h0 = 1. Suppose hn−1 has been defined so that C
n
S(I) ∩ CT (A) =
{(0, . . . , 0)}. Since
Cn+1S (I) = C
n
S(I)⊕ {(c1a1hn, . . . , cdadhn) : ci ∈ {−1, 0, 1}}
and CT (A) has adequate gaps w.r.t. a1, . . . , ad, we can choose hn to
ensure that Cn+1S (I)∩CT (A) = {(0, . . . , 0)}. This completes the proof
since
CS(I) =
∞⋃
m=1
CmS (I).

hn
hn
Gn
hn
SPACERS
G
(0,0)
n
G
(1,1)
nG
(0,1)
n
G
(0,1)
n
hn
Figure 2. The image on the left represents adequate
gaps w.r.t. a1 = a2 = 1 for a Z
2-action T . In the above
proof, we choose the numbers hn for S so that if C
n
S(I)
is contained in the central square, then Cn+1S (I) will be
contained in the union of the nine squares. The image on
the right illustrates the construction of grid Gn+1 from
grid Gn.
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Lemma 3.6 for the case of integer actions was proved by Hajian [9]
when giving a characterization of transformations not admitting a finite
invariant measure, see also [7]. Our proof generalizes their methods to
obtain an analogous result for squarely ergodic Zd actions. We let
E := {(c1a1, . . . , cdad) : ci ∈ {−1, 0, 1}}. The main tool we use is the
following corollary of the ergodic theorem:
Proposition 3.5. Let T be an infinite measure-preserving ergodic trans-
formation, and let A,B ⊂ X of finite measure. Then
lim
n→∞
1
n
n−1∑
k=0
µ(T kA ∩ B) = 0.
Since {µ(T kA ∩ B)}k∈N is bounded, it follows that for the sets A,B
above, µ(T nA∩B)→ 0 in density 1 (see [15] for example). Recall that
if v = (v1, . . . , vd) ∈ Z
d, then we let uv :=
1
gcd(v1,...,vd)
v.
Lemma 3.6 (Adequate Gaps). Let T be an infinite measure-preserving
Z
d-action that is squarely ergodic w.r.t. a1, . . . , ad, i.e. each transfor-
mation T uv , v ∈ E, is ergodic. Let A∗ ⊂ X with 0 < µ(A∗) <∞, and
fix 0 < ε < µ(A∗). Then there exists a set A ⊂ A∗, µ(A) > µ(A∗)− ε,
such that A has adequate gaps w.r.t. a1, . . . , ad.
Proof. Let A0 = A
∗ and ℓ0 = 0, and fix 0 < ε < µ(A
∗). We construct
A0 ⊃ A1 ⊃ A2 ⊃ . . .
ℓ0 < ℓ1 < ℓ2 < . . .
such that for every n ∈ N and for every v ∈ E, we have
T ℓnv+(k1,...,kd)(An) ∩An = ∅
for all k1, . . . , kd ∈ {−n, . . . , n}. Then we will take
A =
∞⋂
n=1
An.
Suppose An and ℓn are defined. Let
Bn :=
⋃
k1,...,kd∈{−n−1,...,n+1}
T (k1,...,kd)(An).
By the corollary of the infinite ergodic theorem, for each uv, v ∈ E,
we have
(2) lim
m→∞
µ(Tmuv(Bn) ∩An) = 0 in density 1.
It is not hard to see that this implies that
(3) lim
m→∞
µ(Tmv(Bn) ∩ An) = 0 in density 1.
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Since the intersection of finitely many sets of density 1 still has density
1, we conclude that there exists ℓn+1 > ℓn such that
µ(
⋃
v∈E
T ℓn+1v(Bn) ∩An) <
ε
2n+1
.
Now define
An+1 := An \
⋃
v∈E
T ℓn+1v(Bn).
For each v ∈ E and for each k1, . . . , kd ∈ {−n− 1, . . . , n+ 1}, we have
T ℓn+1v+(k1,...,kd)(An+1)∩An+1 ⊂ T
ℓn+1v+(k1,...,kd)(An)\
⋃
v∈E
T ℓn+1v(Bn) = ∅.
Moreover, the fact that µ(An+1) > µ(An)−
ε
2n+1
for each n ensures that
µ(A) = µ
(
∞⋂
n=0
An
)
> µ(A∗)− ε.

Remark 3.7. Since the proof of the Adequate Gaps Lemma remains
valid for non-invertible transformations, Theorem 3.2 is also true in the
non-invertible case. The same goes for certain actions of semigroups of
Z
d.
3.2. Extensions to d = 1, i.e. transformations. In this context we
can actually prove the following more general result.
Theorem 3.8. Let T be a nonsingular transformation with no finite
invariant measure. Then there exists a rank-one transformation S such
that T × S is not conservative. Moreover, S can be chosen to be rigid
or have infinite ergodic index.
For clarity, we will prove the following two results in turn.
(1) There exists a skyscraper transformation S such that T × S is
not conservative.
(2) The transformation S can be chosen to be rigid or have infinite
ergodic index.
Proof of (1). It suffices to show that there exists a set A of positive
measure for T such that CT (A) has long gaps. To guarantee this, we
use the following characterization of a transformation with no finite
invariant measure for which the reader can refer to [7]:
There exists a set A, µ(A) > 0, such that
1
n
n−1∑
k=0
µ(T kA)→ 0.
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Again, this implies that for this set A, µ(T kA)→ 0 in density 1 (since,
without loss of generality, we can assume that µ is a nonsingular prob-
ability measure). We can then proceed as in the proof of the Adequate
Gaps Lemma to obtain the desired gaps. 
For the proof of (2), we use the following easy lemma, whose proof
is left to the reader.
Lemma 3.9. Suppose A ⊂ N has density 1, and suppose B = {bm}m∈N ⊂
N has positive density, i.e.
lim
n→∞
|B ∩ {1, . . . , n}|
n
exists and is positive. Then the set of m ∈ N such that bm ∈ A forms
a set of density 1.
Proof of (2). We work with the assumption that T is an infinite measure-
preserving ergodic transformation. The same arguments work for non-
singular transformations with no finite invariant measure with only
minor modifications.
We first show that S can be chosen to be a rigid rank-one transfor-
mation. Let C0 = [0, 1). Suppose Cn is defined. To obtain Cn+1 cut
Cn into rn subcolumns and only add spacers on top of the right sub-
column. We impose that lim supn→∞ rn = ∞. The resulting rank-one
transformation S can be finite or infinite depending on the number of
spacers added at each stage. It is easy to see, though, that S is rigid
along the sequence ni = hi of heights. For simplicity, we will take
rn = n below.
Let I denote the base level of column C1. Then for m ≥ 1 we have
Cm+1S (I) = C
m
S (I)⊕ {cmhm : cm ∈ {−rm + 1, . . . , rm − 1}}.
We wish to inductively construct S (by defining the heights hi) such
that for some set A, CT (A)∩C
n
S (I) = {0} for all n. The idea is to find
the right notion of gaps for CT (A) and prove a suitable version of the
Adequate Gaps Lemma. More precisely, we require the following gaps:
for every n > 0, there exists ℓn > 0 such that
[kℓn − n, kℓn + n] ∩ CT (A) = ∅ for all k = 1, 2, . . . , n.
Now if we have defined h1, . . . , hn−1 in such a way that CT (A)∩C
n
S(I) =
{0}, then we can choose hn (amongst the ℓn) such that
CT (A)∩C
n+1
S (I) = CT (A)∩[C
n
S (I)⊕{(−rn+1)hn, . . . , (rn−1)hn}] = ∅
using the existence of the gaps.
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We give a sketch of the appropriate version of the Adequate Gaps
Lemma, using the same setup and notation. We have
Bn :=
⋃
j∈{0,1,...,n+1}
T j(An).
By the corollary of the ergodic theorem,
lim
m→∞
µ(TmBn ∩ An) = 0 in density 1.
But by Lemma 3.9, and the fact that kZ has positive density, we even
have that for all k ∈ N,
lim
m→∞
µ(T kmBn ∩ An) = 0 in density 1.
Using that the intersection of finitely many sets of density 1 has density
1, we can therefore find ℓn+1 > ℓn such that µ(T
kℓnBn∩An) is arbitrarily
small for all k = 1, . . . , r. The remainder of the proof is the same as
for the Adequate Gaps Lemma
Similarly, S can be chosen to be a rank-one transformation with
infinite ergodic index. We refer the reader to [3] for a more detailed
discussion of the construction. Let C0 = {[0, 1)}. If Cn is defined,
we obtain Cn+1 by cutting Cn into 4 subcolumns and adding a certain
number of spacers to each subcolumn. We require the following for
each n ∈ N:
• hn,0 = hn,2 + 1
• hn,1 > n · (hn,0 + hn,2 + 2hn − 2sn−1,3)
• sn,3 must be sufficiently large, i.e. hn,3 > n · (hn,0+hn,1+hn,2+
hn) and
lim
n→∞
hn
hn − sn−1,3
=∞.
To simplify our analysis, we will replace the second condition with
hn,1 = 5nhn,0. Let I denote the base level of C1 for S. Again, the
idea is to find the right notion of gaps for CT (A) and prove a suitable
version of the Adequate Gaps Lemma. Note that for all n ≥ 1, we have
Cn+1S (I) = C
n
S(I)⊕
{
c
j∑
k=i
hn,k : 0 ≤ i ≤ j ≤ 2, c ∈ {−1, 0, 1}
}
.
It is not difficult to see that we require the following gaps: for every
m > 0 there exists ℓm > 0 such that
[ℓm −m, ℓm +m] ∩ CT (A) = ∅;
[5mℓm −m, 5mℓm +m] ∩ CT (A) = ∅;
[6mℓm −m, 6mℓm +m] ∩ CT (A) = ∅;
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[(6m+ 1)ℓm −m, (6m+ 1)ℓm +m] ∩ CT (A) = ∅.
Then we can use the existence of these gaps to inductively choose
hn,0, hn,1, hn,2 to be some ℓm, 5mℓm and ℓm + 1, respectively, so that
CT (A) ∩ C
n
S(I) = {0} (and we also need hn,3 to be sufficiently large).
We leave the details to the reader. 
Theorem 3.10. Let {Ti}i∈N be a countable collection of nonsingular
transformations with no finite invariant measure. Then there exists
a rank-one transformation S such that Ti × S is not conservative for
every i ∈ N.
Proof. Using a modification of the Adequate Gaps Lemma, we can
prove that there exist sets Ai of positive measure (for each Ti) such
that for any n > 0, the conservative sequences CT1(A1), . . . , CTn(An)
share arbitrarily long gaps (i.e. for any k > 0, there exists ℓk > 0 such
that CTi(Ai) ∩ [ℓk − k, ℓk + k] = ∅ for all i = 1, . . . , n). To show this,
we can proceed by induction and guarantee that at the n-th stage the
sets CT1(A1), . . . , CTn(An) all share a gap of length n.
We now give the inductive construction of the skyscraper transforma-
tion S by specifying the heights hi. Let Ji denote the base level of Ci.
Suppose h1, . . . , hn−1 have been defined so that for each i = 1, . . . , n−1,
we have
CTi(Ai) ∩ C
n
S(Ji) = ∅.
Using that for any level J in a column Ci (i = 1, . . . , n), we have
Cn+1S (J) = C
n
S(J)⊕ {−hn, 0, hn},
and the existence of the gaps described above, we can choose hn from
ℓk so that for each i = 1, . . . , n, we have
CTi(Ai) ∩ C
n+1
S (Ji) = ∅.
It then follows that for the S we construct, the conservativity condition
fails for Ti × S for the rectangle Ai × Ji (for each i). 
Remark 3.11. The transformation S can be chosen to be a rank-one
transformation that is rigid or has infinite ergodic index.
Remark 3.12. Every time one of the products T × S is not conserva-
tive, we know it must be totally dissipative.
3.3. Flows. Observe that measure-preserving flows T = {T r}r∈R are
always conservative under our definition. Indeed, by the continuity of
flows, given a set A of positive measure, there exists δ > 0 such that if
0 < r < δ, then µ(T rA ∩ A) > 0. Thus to extend our result to flows,
we need to introduce the following notion. We say that a measure-
preserving flow (or transformation) is strongly conservative if for all
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sets A of positive measure, the conservative set CT (A) is unbounded.
We note that in the case of transformations, conservativity is equivalent
to strong conservativity. On the other hand, there exist flows that are
conservative but not strongly conservative (e.g. consider a shift on the
real line T s(x) = x + s). It is also clear that for measure-preserving
flows, ergodicity implies strong conservativity.
We prove the following theorem, which will be an immediate conse-
quence of Lemmas 3.14 and 3.17.
Theorem 3.13. Let T = {T r}r∈R be an infinite measure-preserving
ergodic flow. Then there exists a rank-one skyscraper flow S = {Sr}r∈R
such that the product T ×S is not strongly conservative (and therefore
not ergodic).
Suppose B denotes the lowest block of column C1 of a skyscraper
flow S (so B = [0, 1
2
) × [0, 1)). As for skyscraper transformations, we
can derive a useful expression for CmS (B), the return times of B within
column Cm:
CmS (B) = [0, 1)⊕ {c1h1 + · · ·+ cm−1hm−1 : ci ∈ {−1, 0, 1} for all i}.
We say that a set E ⊂ R has long gaps if for every n > 0, there exists
ℓn > 0 such that E ∩ [ℓn − n, ℓn + n] = ∅. Then the following lemma
is clear based on our previous work for transformations:
Lemma 3.14. Let T = {T r}r∈R be a flow that admits a set A of posi-
tive measure whose conservative set CT (A) has long gaps. Then there
exists a skyscraper flow S such that T ×S is not strongly conservative.
Proof. We construct a skyscraper flow S so that if B is the lowest block
of C1, then CT (A) ∩ CS(B) ⊂ (−1, 1). The procedure is so similar to
that in Lemma 3.4 that we leave it to the reader. 
Finally, we show that every infinite measure-preserving ergodic flow
admits a set A of positive measure with long gaps in CT (A). To estab-
lish the Adequate Gaps Lemma for transformations, the key step was
deriving (2):
lim
m→∞
µ(TmBn ∩An) = 0.
To do so, we used:
(1) the ergodic theorem in the form of Proposition 3.5.
(2) the fact that finite unions of sets of the form T k(A) have finite
measure provided that A has finite measure.
Now for flows we have the following infinite ergodic theorem:
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Proposition 3.15 ([1]). Let T = {T r}r∈R be an infinite measure-
preserving ergodic flow. Then for all sets A and B of finite measure,
lim
T→∞
1
T
∫ T
0
µ(T rA ∩ B) dr = 0.
In particular,
lim inf
r→∞
µ(T rA ∩ B) = 0.
It is slightly more difficult to obtain an analogue of (2). We would
like to guarantee that a union of the form
⋃
r∈[0,α) T
r(A) has finite
measure if A has finite measure. In general, though, such a union need
not even be measurable, and even if it is measurable, it is not clear
that it must be of finite measure.
We will need the following:
Proposition 3.16. Let T = {T r}r∈R be an ergodic measure-preserving
flow. Then it is isomorphic to a flow built under a function. In partic-
ular, there exists A∗ ⊂ X, 0 < µ(A∗) <∞, such that
µ

 ⋃
r∈[0,α)
T r(A∗)

 <∞
for some α > 0 (and therefore for any α > 0 using the measure-
preserving property).
The first part is a version of the Ambrose-Kakutani representation
theorem which appears in [13] as Theorem A, and the second part is
an easy corollary. We refer the reader to [13] for the definition of flows
built under a function and further discussion.
Lemma 3.17. Let T = {T r}r∈R be an infinite measure-preserving er-
godic flow. Then there exists a set A of positive measure whose con-
servative set CT (A) has long gaps.
Proof. Choose A∗ so that µ
(⋃
r∈[0,α) T
r(A∗)
)
< ∞ for every α > 0.
Let A0 = A
∗ and ℓ0 = 0. Fix 0 < ε < µ(A
∗). We construct
A0 ⊃ A1 ⊃ A2 ⊃ . . .
ℓ0 < ℓ1 < ℓ2 < . . .
such that for every n ∈ N and for all r ∈ [0, n), we have
T ℓn+r(An) ∩ An = ∅.
Then we will take A =
⋂∞
n=1An. Suppose An and ℓn are defined. Let
Bn :=
⋃
r∈[0,n+1) T
r(An). By assumption Bn has finite measure. Thus
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the infinite ergodic theorem for flows yields the existence of ℓn+1 > ℓn
such that
µ(T ℓn+1(Bn) ∩ An) <
ε
2n+1
.
Now define An+1 := An \ T
ℓn+1(Bn). The remainder of the proof is
similar enough to the proof for Zd-actions that we leave it to the reader.

4. Conservative non-ergodic products
Say that a transformation T satisfies the strict conservative multi-
plier property if there exists an infinite conservative ergodic measure-
preserving transformation S such that T ×S is conservative but not er-
godic. When that if T is an infinite measure-preserving K-automorphism
(see [11] for the definition) and S is ergodic, then whenever T × S is
conservative, the product must also be ergodic (see [16, Proposition
4.8b]). Thus K-automorphisms do not satisfy the strict conservative
multiplier property. In Theorem 4.1 we give a condition on rank-one
transformations so that it satisfies the strict conservative multiplier
property; Corollary refC:Vcor gives a simpler to verify condition for
this property. It would be interesting to know what the largest class of
transformations is that satisfy this property.
Theorem 4.1. Let T be a rank-one transformation with bounded cuts,
and satisfying
(4) hn < 2(h1 + s1,r1−1 + · · ·+ sn−1,rn−1−1) + min
0≤j≤rn−2
sn,j − 1
for all n ≥ 2. Then there exists a rank-one skyscraper transformation
S such that T × S is conservative but not ergodic.
Corollary 4.2. If T is an (infinite) rank-one transformation such that
sn−1,rn−1−1 ≥
hn
2
for all n ∈ N, then there exists a skyscraper transfor-
mation S such that T × S is conservative but not ergodic.
Remark 4.3. The corollary covers many important examples of infi-
nite rank-one transformations such as the infinite Chaco´n transforma-
tion and the Hajian-Kakutani skyscraper transformation.
Before proceeding to the proof, we make a couple of observations.
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(1) If T is a rank-one transformation and I is the base level of
column C1, then for all m ≥ 2,
(5) CmT (I) = C
m−1
T (I)
⊕ {c
j∑
k=i
hm,k : c ∈ {−1, 0, 1}, 0 ≤ i ≤ j < rm − 1}.
Thus,
maxCmT (I) = (h2 − h1,r1−1) + · · ·+ (hm − hm−1,rm−1−1)
= (h2 − h1 − s1,r1−1) + · · ·+ (hm − hm−1 − sm−1,rm−1−1)
= hm − h1 − (s1,r1−1 + · · ·+ sm−1,rm−1−1).
(2) Rank-one transformations with bounded cuts, i.e. sup rn <∞,
are partially rigid with α = 1
sup rn
and sequence ni consisting of
infinitely many terms of the form
∑j
k=i hn,k, where n ∈ N and
0 ≤ i ≤ j ≤ rn − 2. We note that if T and S are both partially
rigid along sequences that intersect in an infinite subsequence,
then T × S is also partially rigid and thus conservative.
Proof of Theorem 4.1. Let T be as in the statement of the theorem,
and let S be the skyscraper transformation where the heights Hi are
given by
Hi := hni+1 − hni,rni−1,
where ni is an increasing sequence in N chosen so that Hi ≥ 2Hi−1 for
all i. Then since both T and S are partially rigid along the sequence
ni = Hi, their product T × S is conservative.
Let J be the base level of column C1 for S. Then if m ≥ 1,
Cm+1S (J) = C
m
S (J)⊕ {−Hi, 0, Hi}.
Letting I be the base level of column C1 for T , we show that
[CS(J) + 1] ∩ CT (I) = ∅.
This will give us that (T × S)n(I × J) ∩ (I × S(J)) = ∅ for all n ∈ Z,
and therefore that T × S is not ergodic.
Claim: If [CS(J) + 1] ∩ CT (I) 6= ∅, then there must exist n ∈ N such
that
[CnS(J) + 1] ∩ C
n
T (I) 6= ∅.
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CnS(J)−Hn C
n
S(J) C
n
S(J) +Hn
CnT (I)−Hn
CnT (I)−Hn +min(hn,0, hn,rn−2)
0
CnT (I)
0
CnT (I) +Hn −min(hn,0, hn,rn−2)
CnT (I) +Hn
Figure 3. The top and bottom images represent col-
lections of intervals, the union of which contain Cn+1S (J)
and Cn+1T (I), respectively.
Proof of claim. Note that one can rewrite (4) as
(6) hn − h1 − (s1,r1−1 + . . . sn−1,rn−1−1) + 1
< [ min
0≤j≤rn−2
hn,j]− (hn − h1 − (s1,r1−1 + · · ·+ sn−1,rn−1−1),
which just says that the maximum of CnS(J) + 1 (which is equal to
the maximum of CnT (J) + 1) is strictly less than the minimum positive
element of Cn+1T (I) that is not in C
n
T (I). Since the sets C
n
S(A) are
always symmetric about 0, this is enough to conclude that
(7) [CnS(J) + 1] ∩ [C
n+1
T (I) \ C
n
T (I)] = ∅.
for all n ∈ N. By repeating this argument, one can even conclude that
for all m > n,
(8) [CnS(J) + 1] ∩ [C
m
T (I) \ C
n
T (I)] = ∅.

We now prove by induction that for all n ∈ N,
(9) [CnS(J) + 1] ∩ C
n
T (I) = ∅,
which would complete the proof based on the Claim. The base case is
clear since C1S(J) + 1 = {1} and C
1
T (I) = {0}. Assume that (9) holds
for some n ∈ N. Recall that
Cn+1S (J) = C
n
S(J)⊕ {−Hn, 0, Hn}.
We prove each of the following:
(1) [CnS(J) + 1] ∩ C
n+1
T (I) = ∅
(2) [CnS(J)−Hn + 1] ∩ C
n+1
T (I) = ∅
(3) [CnS(J) +Hn + 1] ∩ C
n+1
T (I) = ∅
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Case 1: By (7) and the inductive hypothesis, [CnS(J)+1]∩C
n+1
T (I) = ∅.
Case 2: By Case 1, we have
(10) [CnS(J)−Hn + 1] ∩ [C
n
T (I)−Hn] = ∅.
Thus, to prove case 2, it suffices to show
(11) maxCnS(J)−Hn + 1 < minC
n
T (I)− [Hn −min(hn,0, hn,rn−2)].
This follows from (5) and the observation that Hn −min(hn,0, hn,rn−2)
is the second largest element of the form
∑j
k=i hm,k. Now (11) can be
rewritten as
H1+· · ·+Hn−1−Hn+1 < −(H1+· · ·+Hn−1)−[Hn−min(hn,0, hn,rn−2)].
But this in turn is equivalent to
2(hn−h1−[s1,r1−1+s2,r2−1+· · ·+sn−1,rn−1])+1 < hn+min(sn,0, sn,rn−2),
which follows from (4).
Case 3: This follows from the inductive hypothesis and the fact that
maxCnT (I) + [Hn −min(hn,0, hn,rn−2)] ≤ minC
n
S(J) +Hn,
which can be proven by repeating the argument used in Case 2. 
Corollary 4.4. Let T be a rank-one transformation with bounded cuts,
and satisfying for all n ≥ 1,
(12) hn+1 − hn < 2sn,rn−1 + min
0≤j≤rn+1−2
sn+1,j − min
0≤j≤rn−2
sn,j.
Proof. We prove by induction that (4) holds for every n ≥ 2. For the
base case, note that
h1 < 2h1 + min
0≤j≤r1−2
s1,j − 1.
Then by adding the inequality (12) for n = 1 to both sides, we obtain
h2 < 2(h1 + s1,r1−1) + min
0≤j≤r2−2
s2,j − 1.
For the inductive step, suppose that (4) holds for some n ≥ 2. Then
by adding (12) to both sides again, we are done. 
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5. Ergodic products of rank-one transformations
We recall that in [2] it is shown that for every conservative ergodic
infinite measure-preserving transformation there exists a conservative
ergodic Markov shift S so that T × S is ergodic. In this section we
show that we can choose S to be rank-one, but T has to be restricted
to be a rank-one transformation with bounded cuts.
In the previous section, we observed that rank-one transformations
with bounded cuts are partially rigid. A slight generalization of this
observation, which we use below, is that if I and J are levels in the same
column, then there exist infinitely many n > 0 such that µ(T n(I)∩J) ≥
αµ(I). In the proof below, we use µ to denote Lebesgue measure on
the real line.
Theorem 5.1. Suppose T is a rank-one transformation with bounded
cuts defined on X = [0, 1) or [0,∞). Then there exists a rank-one
skyscraper transformation S such that T × S is ergodic.
Proof. We can inductively find an increasing sequence ni such that
ni > 2ni−1 for each i, and such that for each ordered pair of levels
(Im, Jm) coming from the same column (where we consider pairs of
levels from all columns) there exists an infinite subsequence {nik} such
that for each k,
µ(T nik Im ∩ Jm) ≥ αµ(Im) = αµ(Jm).
Now define S to be the skyscraper transformation with heights hi = ni
(we therefore need to require ni ≥ 2ni−1 so that S is well-defined).
Take A,B ⊂ X × Y with µ × µ(A) > 0 and µ × µ(B) > 0. We show
that there exists k > 0 such that µ× µ((T × S)k(A) ∩B) > 0.
Fix 0 < ε < α
4
. We can choose levels I and L in column CTm and
levels J and M in column CSℓ such that
µ× µ(A ∩ (I × J)) > (1− ε)µ(I)µ(J)
µ× µ(B ∩ (L×M)) > (1− ε)µ(L)µ(M).
Without loss of generality, we can assume thatM is above J in column
CSℓ . It is also not difficult to see that one can find a copy L
∗ of L in
CTm+j (for some j) such that
µ× µ(B ∩ (L∗ ×M)) > (1− ε)µ(L∗)µ(M)
while having that L∗ is at least d(J,M) above the bottom level of CTm+j.
One can find a copy I1 of I in C
T
m+j such that I1 × J is still (1− ε)-
full of A. Let I∗ denote the level in CTm+j that is a distance of d(J,M)
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below L∗. By construction, ni is a partial rigidity sequence for S so
there exists some ni such that
µ(T niI1 ∩ I
∗) ≥ αµ(I∗)
µ(SniJ ∩ J) ≥
1
2
µ(J).
Hence, for this ni, we have
µ× µ((T × S)ni(I1 × J) ∩ (I
∗ × J)) ≥
α
2
µ(I∗)µ(J),
and hence
µ× µ((T × S)niA ∩ (I∗ × J)) ≥
(α
2
− ε
)
µ(I∗)µ(J)
>
α
4
µ(I∗)µ(J).
We then obtain
µ× µ((T × S)ni+d(J,M)A ∩B) >
(α
4
− ε
)
µ(I∗)µ(J) > 0.

Remark 5.2. For completeness, we remark that the transformation S
above can be chosen to be rigid or have infinite ergodic index.
6. Category results concerning product transformations
Let (X,B, µ) be an infinite Lebesgue space (for simplicity, we will
think of X as R and µ as Lebesgue measure). We write M(µ) for
the set of all invertible transformations on X that preserve µ, and
write E(µ) ⊂M(µ) for the set of all ergodic transformations. One can
define a topology on M(µ) called the weak topology, which we briefly
review. A dyadic interval refers to an interval of the form [ k
2j
, k+1
2j
),
where k ∈ Z and j ∈ N, and by a dyadic set we mean a finite union
of dyadic intervals. We note that the collection of dyadic sets {Di}i∈N
forms a dense algebra of (R,B, µ), and define the distance between two
transformations T and S in M(µ) to be
d(T, S) :=
∞∑
i=1
µ(T−1(Di)△S
−1(Di))
2iµ(Di)
.
It can be shown that d is a complete, separable metric, and the topology
one obtains is called the weak topology on M(µ). In [12], Sachdeva
shows that E(T ) is a dense Gδ set inM(T ) (i.e. ergodicity is a generic
property).
Definition 6.1. Given T ∈ E(µ), we define the following subsets of
E(µ):
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(1) E(T ) := {S ∈ E(µ) : T × S is ergodic}
(2) E¯C(T ) := {S ∈ E(µ) : T × S is conservative but not ergodic}
(3) C¯(T ) := {S ∈ E(µ) : T × S is not conservative}
For a given transformation T ∈M(µ), we study the Baire categories
of the sets E(T ), E¯C(T ) and C¯(T ). We first introduce a few notions.
A transformation T ∈ M(µ) is called anti-periodic if for every n ∈ N
and for all sets A ⊂ X , there exists B ⊂ A such that T−n(B) \B 6= ∅
and B \ T−n(B) 6= ∅. Given a transformation T ∈ M(µ) and ρ ∈ R,
the transformations T · ρ and ρ · T are defined by (T · ρ)(x) = T (ρ · x)
and (ρ · T )(x) = ρ · (Tx). For us, the conjugacy class of T will be the
set
C (T ) := {ρ−1 ·R−1 ◦ T ◦R · ρ : R ∈M(µ), ρ ∈ (0,∞)}.
Theorem 6.2. Let T ∈M(µ), and let S be an anti-periodic transfor-
mation. Then:
(1) If S ∈ E(T ), then E(T ) is a dense Gδ set in M(µ).
(2) If S ∈ E¯C(T ), then E¯C(T ) is dense in M(µ).
(3) If S ∈ C¯(T ), then C¯(T ) is dense in M(µ).
Proof. It is easy to check that if S ∈ E(T ), S ∈ E¯C(T ) or S ∈ C¯(T ),
then we respectively have C (S) ⊂ E(T ), C (S) ⊂ E¯C(T ) or C (S) ⊂
C¯(T ). In [12], Sachdeva shows that if S is an anti-periodic transforma-
tion, then its conjugacy class C (S) is dense in M(µ).
It remains to show that the existence of an S in E(T ) implies that
E(T ) is a Gδ set. Consider the space M(µ× µ) of invertible measure-
preserving transformations on the product space (X×X,B⊗B, µ×µ),
and let A := {T} × M(µ). Note that one can identify the set A
(considered with the subspace topology) with the space M(µ). Since
the intersection of a Gδ set with a subspace is also a Gδ set (in that
subspace), the set A∩E(µ×µ) is a Gδ set. But A∩E(X ×X) exactly
corresponds to E(T ) under the identification, so E(T ) is itself a Gδ
set. 
One can check that rank-one transformations are anti-periodic. Thus
our results have the following interesting corollaries:
(1) For any rank-one transformation T with bounded cuts, E(T ) is
a dense Gδ set in M(µ).
(2) For any rank-one transformation T satisfying condition (4),
E¯C(T ) is dense in M(µ).
(3) For any T ∈ E(µ), C¯(T ) is dense in M(µ).
Further, it is that the property of having ergodic cartesian square
T ×T is a generic property [12]. The reader may refer to the survey [6]
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for other properties. Since rank-one transformations also form a generic
set (see [4]), we conclude that for a generic transformation T ∈M(µ),
the set E(T ) is a dense Gδ set.
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