Abstract-Attacks cyber-based have already seriously threaten the security of network environment and network application with the rapid development and wide application of network services. Intrusion detection plays a vital role in the network security. The machine learning methods have been utilized in Intrusion Detection. Because the network intrusion system has to deal with a huge amount of data, its consumption is too large in the space and time. We present an algorithm that learns from probability measures instead of the specific samples in the traditional support vector machine (SVM).The novel algorithm can increase efficiency by the scale down dataset. The simulation test results on the KDD cup99 dataset show that our method is faster than traditional SVM algorithm at the premise of recognition accuracy.
INTRODUCTION
With the development of electronic technology, especially the level of integrated circuit technology progress, the computer has become an indispensable tool for human life. Services network-based have been extended to various fields including politics, military, economy, science and technology, become an indispensable part for modern society. It is no exaggeration to say, the level of computer network technology has been an important symbol to measure a nation's comprehensive strength. At the same time, the network security becomes a relevant and challenging area of research. Intrusion detection is one of the crucial problems in computer science. Dorothy E. Denning [1] introduced the concept of detecting cyber-based attacks on computer networks in 1987. Many types of machine learning methods are used to find anomalies or improve the performance of intrusion detection system, such as artificial neural network (ANN), the self-organizing map (SOM), support vector machine (SVM), K nearest neighbor (KNN), the decision tree (DTs), the bayesian (Bayes theorem), extreme learning machine (ELM) and fuzzy logic, and the combination of two or more methods [2] . Especially the introduction of the SVM with better sparsity as well as stronger extensive ability performs better than other in network intrusion detection systems. However, SVM has some limitations, when the training set of the sample is very large it produces a lot of support vectors and the training time is longer, it is very difficult to deal with the high speed of the network.
Learning from the probability distribution instead of the sample to improve the efficiency of machine learning methods is not a new idea. T. Jebara et al [3] proposed the probability product kernel (PPK) as a generalized inner product between two inputs in order to build the positive definite kernel based on probability distribution in 2004. Matthias Hein et al [4] put forward the combination of support vector machine and probability measure, and use to digit recognition and image classification problems, and achieved good effect. Nishant A. Mehta [5] presented the GMMK (generative mean map kernel). By learning from samples, GMMK got probability estimation and of x and y, and were used as a surrogate to construct the kernel between those examples, and proved GMMK, PPK ( 1 ρ = ), and linear kernels are equivalent. Using the expected kernels can enhance the robustness of the SVM when the input data is uncertain or incomplete. H.S. Anderson et al [6] improved the SVM by expected kernels for missing features, and proved the algorithm comparable to the standard SVM with expected kernels. Eskin et al [7] put forward that learning from the probability distribution of the sample and applied to anomaly detection. Rocha et al [8] calculated the probability density by the distance between the sample and K neighbor and achieved good results with intrusion detection.
We put forward a novel intrusion detection approach combining SVM and probability distribution, inspired by classic support vector. In the proposed methods, we attempt to make a connection to the kernels on corresponding input spaces, that is, our novel SVM uses probability distribution as training data to improve the efficiency of classification by the two level kernels. The rest of this paper is organized as follows. In Section 2, the classic SVM is presented. In Section 3, based on the concept and theory of regularization over the input space on which the distributions are de fined, we proposed positive definite kernels on distributions and pointed the relations between SVM sample-based and SVM distribution-based. Then, the classic SVM, and our algorithm are implemented in KDD cup99 dataset, and experimental results are discussed in Section 4. Section 5 presents conclusion and future work.
II. CLASSIC SVM
Support vector machine which is a machine learning method of analyzing data and recognizing patterns, is used for classification and regression analysis. The basic SVM takes a set of input data, maps to a high dimensional space, and finds an optimal hyper plane that maximize margin between two classes in the high dimensional feature space and predicts, so as to categorize the original data. In the classical SVM, for each given input, one of two possible classes is presented in the output. .If a kernel function ( )
, then the corresponding classification function is:
In the process of training and decision of support vector machine, use the kernel function instead of inner product operation of the sample vector, there is no need to know the specific expression of ϕ.
Given a non-empty compact set X , H is the complete inner product spaces of function family F (i.e., Hilbert space), and : 
III. FRAMEWORK OF OPTIMIZED SVM

A. problem description and Definition
p is the probability measures on a measurable space ( ) , X A , where A is a σ-algebra of subsets of X, P is the set of i p ,and y is the label of binary classification [9] . According to the basic idea of classic SVM, we replace X of classic SVM with the distribution P as a mean function in an RKHS, in order to find the best rule ( ) : P Y I x → that show the relationship between the input probability i p and output classification i y .
Suppose the function f : X→R in a feature space H exist a reproducing kernel : X X R k × → , then the mean map form P to H is:
Suppose for all of X 
Replace inner product with kernel function, the kernel function of p µ is the following form:
where p,q is probability measures (3) Because of
From (3) and (4) 
In RKHS, the function f that make (5) minimum can be represent as The demonstration can be obtained from basic principle of support vector machine, and we won't reiterate them here in consideration of references [12] . Thus, classification problems based on the probability distribution can be expressed as a finite linear combination of p µ .If we limit P to Diracmeasure on X and training set { } 
B. The determination of kernel function
The classic SVM feature map ( ) x φ generally is nonlinear, however p µ is linear. So in the different stages of the modeling, we employ two kernel functions: the first level embedding kernel function k used to obtain measurement vectors, the second level kernel functions K use to allow for the nonlinear algorithm on distributions.
We , where k is a positive definite kernel. So, provided that the kernel computation depends only on the inner product, we can use some standard nonlinear kernels on X to define nonlinear kernels on P. A. Christmann and I. Steinwart [14] had proved that the RBF kernel function ( )
is universal kernels for any , p q ∈ Ρ , where X is compact set and µ is injective.
In general, we can use the expected kernel . Alternatively, if enough of examples are trained, a simple probability model can be chosen to approximate the true probability distribution.
IV. EXPERIMENTS AND ANALYSIS
A. data set KDD cup99 intrusion detection data set is built by DARPA (Defense Advanced Research Projects Agency) for the Knowledge Discovery and Data Mining competition in 1999. The original KDD dataset consists of nearly 5,000,000 labeled records each having 41 attributes [15] . At present, the KDD cup99 dataset is still the most commonly used in evaluation on intrusion detection algorithm; many researchers use this data to validate their algorithms.
In the experiments, we evaluate the performance of the algorithm that learns from the probability distribution and the classic SVM on 10% KDD cup99 dataset in intrusion detection. The 10% KDD cup 99 data sets contains the original 494, 021 records, and 145, 585 samples after deleted duplicate data. The data record belongs to either the "Normal Class" or the "Attack" that is divided into four types (DOS, U2R, Probing and R2L). The sets are given in Table 1 . Although KDD cup99 data set has been pretreated, it still need to be handled in the following two aspects [16] : 1) Continuous: There are several characteristic values are discrete, and even the symbol model, in the KDD cup 99 data set. However our classifier can only accept numeric data, it is necessary to make the discrete data become continuous before training. In this article, we map the symbols into discrete numerical data, and then the discrete numerical data are transformed to [0, l] continuous data by dividing the value by the number of symbols in a row. For example, the character service has a total of 64 label values, convert the labels to integer m between l and 64, and divide m by 64 as the corresponding values of attributes. In order to test the ability to process large data processing ability and the scalability of the algorithm, we retain all the characteristics of the KDD cup99, and we have the 41 dimension continuous and standardized feature vector data.
B. Software and hardware equipment
We carried out experiments using MATLAB R2010b merging into libSVM3.20 on Windows XP SP3 platforms. The results reported here are from a machine with Intel Core i3,3.40GHz CPU,4GB RAM.
C. selection of parameters
In order to evaluate the algorithm comprehensively and accurately, we employ several metrics to characterize the performance. They are the time for train or predicts and the detection accuracy, detection precision and false positive rate.
We compare the performance of the classic SVM and our algorithm. For SVM [17] , we employ a Gaussian RBF kernel }. We computed the accuracy of every class in table 2 and calculated overall value of each metric on KDD cup99 in Table 3 . Moreover, we present several algorithms of other publications. Table 2 and table 3 indicate that the proposed algorithm can keep high generalization of SVM, and has high detection efficiency compared with all kinds of intrusion detection scheme, which is due to embedding distributions into RKHS. Our algorithm outperforms SVM in terms of training speed as the size of the training set increases, and has the optimal compromise in detection rate and detection efficiency.
V. CONCLUSIONS AND FUTURE RESEARCH
Although intrusion detection has been studied extensively and intensively, most algorithms rely on supervised classification. Support vector machine (SVM) has better generalization performance, so we put forward an improved learning algorithm based on probability distribution to speed up this algorithm. The simulation experiment on KDD Cup 99 data sets confirmed that our algorithm is superior to classical SVM algorithm in computational time cost at the premise of recognition accuracy. The proposed algorithm obtained the best balance in efficiency and effectiveness.
Future research will include multi-kernel combination, feature filtering, application to other intrusion detection data, online processing and combining with other intelligent algorithms.
