Abstract. This paper presents Classified Cloning, a novel QoS provisioning mechanism for OBS networks carrying real-time applications (such as video on demand, Voice over IP, online gaming and Grid computing). It provides such applications with a minimum loss rate while minimizing end-to-end delay and jitter. ns-2 has been used as the simulation tool, with new OBS modules having been developed for performance evaluation purposes. Ingress node performance has been investigated, as well as the overall performance of the suggested scheme. The results obtained showed that new scheme has superior performance to classical cloning. In particular, QoS provisioning offers a guaranteed burst loss rate, and delay unlike existing proposals for QoS implementation in OBS which use the burst offset time to provide such differentiation. Indeed, classical schemes increase both end-to-end delay and jitter. It is shown that the burst loss rate is reduced by 50% reduced over classical cloning.
Introduction
Optical Burst Switching (OBS) is an effective technology for the next generation optical Internet that aims to address the increasing bandwidth required by Internet users [1] . OBS is a good tradeoff between traditional Optical Circuit Switching (OCS), which is relatively easy to implement but suffers from poor bandwidth utilization and coarse granularity, and Optical Packet Switching (OPS) [2] , which has a good bandwidth utilization and fine granularity but is difficult to implement because of the immaturity of current optical technologies [3] . In OBS networks, the basic switching entity is a burst. Prior to transmission of a burst, a control packet is created and immediately sent toward the destination in order to set up a buffer-less optical path for the corresponding burst. After an offset delay time, the data burst is transmitted without waiting for an acknowledgement from the destination node. The optical path exists only for the duration of a burst [4] . There has been a rapid increase in the volume of traffic from new applications (such as video on demand, Voice over IP, online gaming or Grid computing) which have real-time and/or bandwidth constraints. Hence, service differentiation must be provided for such applications in order to reduce the loss rate while maintaining the lowest possible end-to-end delay. Accordingly, the high burst loss probability evident in OBS networks has become a critical issue that must be addressed in order to enable real deployment of OBS networks [5] [6] [7] . Most existing research in this area can be categorized into one of the mechanism shown in Fig. 1 .
Fig. 1. OBS Mechanisms for loss reduction
The mechanisms shown in Fig. 1 are used for loss reduction in OBS networksthey are categorized into loss recovery and loss minimization techniques. Loss recovery mechanisms can be divided into sub-categories -reactive and proactive mechanisms -while loss minimization approaches are subdivided into contention resolution and contention avoidance schemes. In fact, each of these techniques has its advantages as well as its disadvantages, but all of them seek to reduce the loss rate in OBS networks. Contention avoidance aims at preventing the occurrence of contention, while contention resolution focuses on resolving contention that already exists. The most well-known contention resolution schemes are wavelength conversion [8, 9] , fiber delay line (FDL) buffering [10] and deflection routing [11, 12] . Another technique called burst segmentation proposes segmentation of contended bursts [13, 14] , and dropping only part of each one.
Contention resolution appears to be a very tempting solution to the problem of contention in OBS networks, however there are a number of implementation problems: 1) wavelength conversion is an immature technique which is still very expensive to implement, 2) FDL's are bulky and they merely offer fixed delays which generally reduce channel utilization because they generate voids between scheduled bursts, 3) deflection routing suffers from the problem of endless loops as well as the possibility of insufficient offset time for rerouted bursts, 4) burst segmentation is still very complicated to implement. Reactive loss recovery is a retransmission scheme where burst retransmission is possible in the event of contention [15, 16] . Many factors hinder its implementation; firstly, very large buffers are required in ingress nodes in order to implement retransmission. Also, although retransmission may be practical in LAN's, it is not useful in MAN's or WAN's because of their higher latency, which also requires larger buffers in order to
