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1. Introduction
This paper discusses the existence of multiple positive solutions for singular semipositone boundary value problems{
y′′(t)+ µq(t)f (y(t)) = 0, 0 < t < 1,
y(0) = 0, y(1) = αy(η). (1.1)
Here, µ > 0 is a constant, 0 < α < 1, and 0 < η < 1. Also, our nonlinearity f may be singular at y = 0 and f may take on
negative values.
In recent years, boundary problems for second-order three-point differential equations have been studied extensively
by many authors, see [1–4] and the references therein. For example, by applying the fixed point theorem in cones, Xu [1]
shows multiplicity results for positive solutions of some semi-position three-point boundary value problems.
For the case of α = 0, problem (1.1) is related to two point boundary value problem for ODE, see [5–12]. Daqing Jiang [5],
Agarwal and O’Regan [6] have applied the upper and lower solutions method and a fixed point index theorem in cones to
establish the existence of multiple positive solutions to the semipositone singular problem (1.1) when α = 0.
Motivated by the literature in this paper we shall extend the results of [5,6] to second order three-point differential
equations.
∗ Corresponding author at: School of Science, Changchun University, Changchun 130022, PR China.
E-mail address: zhangqm1110@yahoo.com.cn (Q. Zhang).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.12.036
Q. Zhang, D. Jiang / Computers and Mathematics with Applications 59 (2010) 2516–2527 2517
2. Main results
In this section we state existence results for the problem{
y′′(t)+ µq(t)f (y(t)) = 0, 0 < t < 1,
y(0) = 0, y(1) = αy(η), (2.1)
here, µ > 0 is a constant, nonlinearity f may be singular at y = 0.
Before we prove our main result we first state three well known results.
Lemma 2.1 ([2]). If y ∈ C[0, 1] ∩ C2(0, 1) is a nonnegative concave function on [0, 1], and y(0) = 0, y(1) = αy(η), then
y(t) ≥ αη(1− η)
1− αη t|y|0, for t ∈ [0, 1],
here |y|0 = supt∈[0,1] |y(t)|.
Lemma 2.2. Suppose q ∈ L1[0, 1] with q > 0 on (0, 1]. Then the boundary value problem{
y′′(t)+ q(t) = 0, 0 < t < 1,
y(0) = 0, y(1) = αy(η),
has a solutionw with
w(t) ≤ αη(1− η)
1− αη tC0, for t ∈ [0, 1],
here
C0 = max
t∈[0,1]
{
1
αη(1− η)
∫ 1
0
(1− x)q(x)dx− 1− αη
αη(1− η)t
∫ t
0
(t − x)q(x)dx− 1
η(1− η)
∫ η
0
(η − x)q(x)dx
}
.
Lemma 2.3 ([7]). Let E = (E, ‖ · ‖) be a Banach space, K ⊂ E a cone and let ‖ · ‖ be increasing with respect to K . Also r, R are
constants with 0 < r < R. Suppose A : ΩR ∩ K → K (hereΩR = {x ∈ E : ‖x‖ < R}) is a continuous, compact map and assume
the following conditions hold:
x 6= λA(x) for λ ∈ [0, 1) and x ∈ ∂EΩr ∩ K
and
‖Ax‖ > ‖x‖ for x ∈ ∂EΩR ∩ K .
Then A has a fixed point in K ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}.
Theorem 2.1. Suppose the following conditions are satisfied{f : (0,∞) −→ R is continuous and there exists
a constant M > 0 with f (u)+M ≥ 0
for u ∈ (0,∞);
(2.2)

f (u)+M = g(u)+ h(u) on (0,∞) with g > 0
continuous and nonincreasing on (0,∞), h ≥ 0
continuous on [0,∞) and h
g
nondecreasing on (0,∞);
(2.3)
q ∈ C(0, 1) ∩ L1[0, 1] with q > 0 on (0, 1]; (2.4)
∃K0 with g(ab) ≤ K0g(a)g(b) ∀a > 0, b > 0; (2.5)
∃r > µMC0 with
∫ r
0
du
g(u)
> µK0b0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
,
here b0 =
∫ 1
0
tq(t)dt;
(2.6)
{
there exist constants L > M and ε0 > 0
such that g(u) > L, forall 0 < u < ε0.
(2.7)
Then (2.1) has a solution y ∈ C[0, 1] ∩ C2(0, 1)with y(t) > 0 for t ∈ (0, 1), |y+ φ|0 < r, here φ(t) = µMw(t) (w is as in
Lemma 2.2).
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Proof. Choose δ > 0 and δ < r with∫ r
δ
du
g(u)
> µK0 b0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
. (2.8)
Letm0 ∈ {1, 2, . . .} be chosen so that 1m0 < min
{
δ
2 , ε0
}
,N0 = {m0,m0 + 1, . . .}.
To show that (2.1) has a nonnegative solution y ∈ C[0, 1] ∩ C2(0, 1)with |y+ φ|0 < r , we will show that{
y′′(t)+ µq(t)f ∗(y(t)− φ(t)) = 0, 0 < t < 1,
y(0) = 0, y(1) = αy(η), (2.9)
has a solution y1 ∈ C[0, 1] ∩ C2(0, 1) with y1(t) > φ(t) for t ∈ (0, 1) and |y1|0 < r , here φ(t) = µMw(t) (ω is as in
Lemma 2.2), and
f ∗(v) = f (v)+M = g(v)+ h(v), v > 0.
If this is true, then u(t) = y1(t)− φ(t) is a nonnegative solution (positive on (0, 1)) of (2.1) and |u+ φ|0 < r , since
u′′(t) = y′′1(t)− φ′′(t) = −µq(t)f ∗(y1(t)− φ(t))+ µMq(t)
= −µq(t)[f (y1(t)− φ(t))+M] + µMq(t)
= −µq(t)f (y1(t)− φ(t)) = −µq(t)f (u(t)), t ∈ (0, 1).
As a result we will concentrate our study on (2.9). 
The idea is to first show that{
y′′(t)+ µq(t)f ∗m(y(t)− φ(t)) = 0, 0 < t < 1,
y(0) = 1
m
, y(1)− αy(η) = 1− α
m
, m ∈ N0, (2.10
m)
has a solution ym for each m ∈ N0 with ym(t) ≥ 1m , ym(t) ≥ φ(t) for t ∈ [0, 1] and |ym|0 < r; here f ∗m(v) = g∗m(v) + h(v),
and
g∗m(v) =

g(v), v ≥ 1
m
,
g
(
1
m
)
, 0 ≤ v ≤ 1
m
.
We have the following claim
Claim 1. αm(t) = 1m + lw(t) + φ(t) = 1m + (l + µM)w(t) is a (strict) lower solution for problem (2.10m), here 0 < l <
min
{
µ(L−M), ε0−
1
m0
|w|0
}
, m ∈ N0.
Proof. Notice αm(0) = 1m , αm(1)− ααm(η) = 1−αm , and
α′′m(t)+ µq(t)f ∗m(αm(t)− φ(t)) = lw′′(t)+ φ′′(t)+ µq(t)f ∗
(
lw(t)+ 1
m
)
= −lq(t)− µMq(t)+ µq(t)
[
g
(
lw(t)+ 1
m
)
+ h
(
lw(t)+ 1
m
)]
= µq(t)
[
g
(
lw(t)+ 1
m
)
+ h
(
lw(t)+ 1
m
)
−M − l
µ
]
≥ µq(t)
[
g
(
lw(t)+ 1
m
)
−M − l
µ
]
≥ µq(t)
[
L−M − l
µ
]
> 0, 0 < t < 1,
since lw(t)+ 1m ≤ l|w|0 + 1m0 < ε0, and l < µ(L−M). 
In order to seek the upper solutions of (2.10m), we consider the following boundary value problem
y′′(t)+ µq(t)g∗m(y(t)− φ(t))
{
1+ h(r)
g(r)
}
= 0, 0 < t < 1,
y(0) = 1
m
, y(1)− αy(η) = 1− α
m
, m ∈ N0.
(2.11m)
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In the same way as Claim 1, we can easily prove αm(t) = 1m + lw(t)+ φ(t) = 1m + (l+ µM)w(t) is also a (strict) lower
solution of (2.11m).
Let β0m ∈ C[0, 1] ∩ C2(0, 1) be the unique solution of the boundary value problem
y′′(t)+ µq(t)g(αm(t)− φ(t))
{
1+ h(r)
g(r)
}
= 0, 0 < t < 1,
y(0) = 1
m
, y(1)− αy(η) = 1− α
m
, m ∈ N0,
(2.12m)
then we have
β0m(t) =
1
m
+ µ
∫ 1
0
G(t, s)q(s)g(αm(s)− φ(s))
{
1+ h(r)
g(r)
}
ds
where G(t, s) is the Green’s function to the Dirichlet boundary value problem −x′′ = 0, x(0) = 0, x(1) = αx(η). We can
easily prove (as above) αm(t) is also a lower solution of (2.12m). Then we have
β0m(t) =
1
m
+ µ
∫ 1
0
G(t, s)q(s)g(αm(s)− φ(s))
{
1+ h(r)
g(r)
}
ds
= 1
m
+ µ
∫ 1
0
G(t, s)q(s)g
(
1
m
+ lw(s)
){
1+ h(r)
g(r)
}
ds
≥ 1
m
+ µL
{
1+ h(r)
g(r)
}∫ 1
0
G(t, s)q(s)ds = 1
m
+ µL
{
1+ h(r)
g(r)
}
w(t) ≥ 1
m
+ µLw(t)
≥ 1
m
+ lw(t)+ φ(t)
= αm(t).
Thus we obtain that
(β0m(t))
′′ + µq(t)g∗m(β0m(t)− φ(t))
{
1+ h(r)
g(r)
}
= µq(t)
{
1+ h(r)
g(r)
}
[g(β0m(t)− φ(t))− g(αm(t)− φ(t))] ≤ 0, 0 < t < 1,
so that β0m is an upper solution for problem (2.11
m).
If we now take α0m ≡ αm, we have that α0m and β0m are, respectively, a lower and an upper solution for problem (2.11m)
with α0m(t) ≤ β0m(t), for all t ∈ [0, 1]. Thus we know that there exists a solution βm ∈ C[0, 1] ∩ C2(0, 1) of (2.11m) such
that
αm(t) = α0m(t) ≤ βm(t) ≤ β0m(t), ∀t ∈ [0, 1].
Since g∗m is nonincreasing on [0,∞), a standard argument guarantees that βm is the unique solution of (2.11m).
Now we claim that |βm|0 < r . Suppose this is false, i.e., suppose |βm|0 ≥ r . Since (βm)′′ ≤ 0 on (0, 1), then
βm(t) ≥ αη(1−η)1−αη t|βm|0 = αη(1−η)1−αη tr (from Lemma 2.1) and there exists σm ∈ (0, 1) with β ′m ≥ 0 on (0, σm], β ′m ≤ 0 on
[σm, 1) and βm(σm) = |βm|0 ≥ r . Notice also for t ∈ [0, 1] that
βm(t)− φ(t) = βm(t)
(
1− µMw(t)
βm(t)
)
≥ βm(t)
(
1− µMC0
r
)
,
since βm(t) ≥ αη(1−η)1−αη t|βm|0 = αη(1−η)1−αη tr , andw(t) ≤ αη(1−η)1−αη tC0 for t ∈ [0, 1]. Thus
βm(t)− φ(t) ≥ βm(t)
(
1− µMC0
r
)
> 0, for t ∈ [0, 1], (2.13)
since r > µMC0. Also notice βm(t)− φ(t) ≥ αm(t)− φ(t) ≥ 1m , so we have g∗m(βm(t)− φ(t)) = g(βm(t)− φ(t)). Thus for
x ∈ (0, 1), we have
−β ′′m(x) = µq(x)g(βm(x)− φ(x))
{
1+ h(r)
g(r)
}
and this together with (2.13) yields
− β ′′m(x) ≤ µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
g(βm(x))q(x) (2.14)
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for x ∈ (0, 1). Integrate from t (t ≤ σm) to σm to obtain
β ′m(t) ≤ g(βm(t))µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}∫ σm
t
q(x) dx,
and then integrate from 0 to σm to obtain∫ r
1
m
du
g(u)
≤
∫ βm(σm)
1
m
du
g(u)
≤ µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}∫ σm
0
xq(x) dx,
since βm(σm) ≥ r . Consequently,∫ r
δ
du
g(u)
≤ µK0b0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
(2.15)
where b0 is as defined in (2.6). This contradicts (2.8) and consequently |βm|0 < r .
Observe that
f ∗m(βm(t)− φ(t)) = f ∗(βm(t)− φ(t)) = g(βm(t)− φ(t))+ h(βm(t)− φ(t))
= g(βm(t)− φ(t))
(
1+ h(βm(t)− φ(t))
g(βm(t)− φ(t))
)
≤ g(βm(t)− φ(t))
{
1+ h(r)
g(r)
}
, t ∈ (0, 1).
Thus we have
β ′′m(t)+ µq(t)f ∗m(βm(t)− φ(t)) = −µq(t)g∗m(βm(t)− φ(t))
{
1+ h(r)
g(r)
}
+ µq(t)f ∗m(βm(t)− φ(t))
≤ 0, t ∈ (0, 1),
so that βm is an upper solution for (2.10m). This together with Claim 1, yields that αm and βm are, respectively, a lower and
an upper solution for problem (2.10m) with αm(t) ≤ βm(t), for all t ∈ [0, 1]. So we conclude that (2.10m) has a solution
ym ∈ C[0, 1] ∩ C2(0, 1) such that
αm(t) ≤ ym(t) ≤ βm(t), t ∈ [0, 1].
Thus we have
|ym|0 < r, ym(t)− φ(t) ≥ 1m + lw(t) > lw(t), t ∈ [0, 1].
Next we show
{ym}m∈N0 is a bounded, equicontinuous family on [0, 1]. (2.16)
Now since
f ∗(ym(t)− φ(t)) = g(ym(t)− φ(t))+ h(ym(t)− φ(t))
for t ∈ (0, 1)we have
−y′′m(x) ≤ µq(x)g(ym(x)− φ(x))
{
1+ h(ym(x)− φ(x))
g(ym(x)− φ(x))
}
.
As a result,
− y′′m(x) ≤ µK0g
(
1− µM
µM + l
){
1+ h(r)
g(r)
}
q(x)g(ym(x)), (2.17)
since ym(x) ≥ φ(x)+ lw(x) = (µM + l)w(x), |ym|0 < r and
ym(x)− φ(x) = ym(x)
(
1− µMw(x)
ym(x)
)
≥ ym(x)
(
1− µM
µM + l
)
for x ∈ [0, 1]. Also, as before, there exists tm ∈ (0, 1) with y′m ≥ 0 on (0, tm) and y′m ≤ 0 on (tm, 1). Integrate (2.17) from
t(t < tm) to tm to obtain
y′m(t)
g(ym(t))
≤ µK0g
(
1− µM
µM + l
){
1+ h(r)
g(r)
}∫ tm
t
q(x)dx. (2.18)
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On the other hand integrate (2.17) from tm to t(t > tm) to obtain
−y′m(t)
g(ym(t))
≤ µK0g
(
1− µM
µM + l
){
1+ h(r)
g(r)
}∫ t
tm
q(x)dx. (2.19)
We now claim that there exists a0 and a1 with a0 > 0, a1 < 1, a0 < a1 with
a0 < inf{tm : m ∈ N0} ≤ sup{tm : m ∈ N0} < a1. (2.20)
Remark 2.1. Here tm (as before) is the unique point in (0, 1)with y′m(tm) = 0.
We now show inf{tm : m ∈ N0} > 0. If this is not true then there is a subsequence S of N0 with tm → 0 asm→∞ in S.
Now integrate (2.18) from 0 to tm to obtain∫ ym(tm)
0
du
g(u)
≤ µK0g
(
1− µM
µM + l
){
1+ h(r)
g(r)
}∫ tm
0
xq(x)dx+
∫ 1
m
0
du
g(u)
(2.21)
form ∈ S. Since tm → 0 asm→∞ in S, we have from (2.21) that ym(tm)→ 0 asm→∞ in S. However since themaximum
of ym on [0, 1] occurs at tm we have ym → 0 in C[0, 1] as m→∞ in S. This contradicts the fact that ym(t) ≥ φ(t)+ lw(t)
for t ∈ [0, 1]. Consequently inf{tm : m ∈ N0} > 0. A similar argument shows sup{tm : m ∈ N0} < 1. Let a0 and a1 be chosen
as in (2.20). Now (2.18), (2.19) and (2.20) imply
|y′m(t)|
g(ym(t))
≤ µK0g
(
1− µM
µM + l
){
1+ h(r)
g(r)
}
v(t) for t ∈ (0, 1), (2.22)
where
v(t) =
∫ max{t,a1}
min{t,a0}
q(x)dx.
Notice v ∈ L1[0, 1]. Let B : [0,∞)→ [0,∞) be defined by
B(z) =
∫ z
0
du
g(u)
.
Note B is an increasing map from [0,∞) onto [0,∞) (notice B(∞) = ∞ since g > 0 is nonincreasing on (0,∞)) with B
continuous on [0, A] for any A > 0. Notice
{B(ym)}m∈N0 is a bounded, equicontinuous family on [0, 1]. (2.23)
The equicontinuity follows from (here t, s ∈ [0, 1])
|B(ym(t))− B(ym(s))| =
∣∣∣∣∫ t
s
y′m(x)
g(ym(x))
dx
∣∣∣∣
≤ µK0g
(
1− µM
µM + l
){
1+ h(r)
g(r)
} ∣∣∣∣∫ t
s
v(x)dx
∣∣∣∣ .
This inequality, the uniform continuity of B−1 on [0, B(r)], and
|ym(t)− ym(s)| = |B−1(B(ym(t)))− B−1(B(ym(s)))|
now establishes (2.16).
The Arzela–Ascoli Theorem guarantees the existence of a subsequence N of N0 and a function y ∈ C[0, 1] with ym
converging uniformly on [0, 1] to y as m → ∞ through N . Also y(0) = 0, y(1) = αy(η), φ(t) + lw(t) ≤ y(t) < r for
t ∈ [0, 1], that is y(t) > φ(t) for t ∈ (0, 1).
Fix t ∈ (0, 1). Without loss of generality assume t > η. Fix x ∈ (0, 1)with x > t . For s ∈ [η, x] notice
y(s)− φ(s) ≥ lw(s) ≥ lmin{w(η),w(x)}.
Choose n1 ∈ N with
1
n1
< lmin{w(η),w(x)}.
Let N1 = {m ∈ N, m ≥ n1}. Now ym (m ∈ N1) satisfies the integral equation
ym(x) = ym(η)+ y′m(η)(x− η)+ µ
∫ x
η
(s− x)q(s)[g(ym(s)− φ(s))+ h(ym(s)− φ(s))]ds.
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Notice {y′m(η)},m ∈ N1, is a bounded sequence since φ(s) + lw(s) ≤ ym(s) < r for s ∈ [0, 1]. Thus {y′m(η)}m∈N1 has
a convergent subsequence; for convenience let {y′m(η)}m∈N1 denote this subsequence also and let r0 ∈ R be its limit. Let
m→∞ through N1 to obtain
y(x) = y(η)+ r0(x− η)+ µ
∫ x
η
(s− x)q(s)[g(y(s)− φ(s))+ h(y(s)− φ(s))]ds.
In particular y′′(t) + µq(t)[g(y(t) − φ(t)) + h(y(t) − φ(t))] = 0. We can do this argument for each t ∈ (0, 1) and so
y′′(t)+µq(t)f ∗(y(t)− φ(t)) = 0 for t ∈ (0, 1). Thus y is a solution of (2.9) with y(t) > φ(t) for t ∈ (0, 1). Finally it is easy
to see that |y|0 < r (note if |y|0 = r then following essentially the argument from (2.13)–(2.15) will yield a contradiction).
Theorem 2.2. Assume the conditions (2.2)–(2.6) hold, and suppose
there exists a ∈
(
0,
1
2
)
(choose and fix it) and ∃R > r with
R < µg(R)
{
1+ h(ε
αη(1−η)
1−αη aR)
g(ε αη(1−η)1−αη aR)
}∫ 1
a
q(s)G(σ , s)ds,
(2.24)
here ε > 0 is any constant (choose and fix it) so that 1− µMC0R ≥ ε (note ε exists since R > r > µMC0) and G(t, s) is the Green’s
function for{
y′′ = 0 on (0, 1),
y(0) = 0, y(1) = αy(η)
and 0 ≤ σ ≤ 1 is such that∫ 1
a
q(s)G(σ , s)ds = sup
t∈[0,1]
∫ 1
a
q(s)G(t, s)ds.
Then (2.1) has a solution y ∈ C[0, 1] ∩ C2(0, 1) with y(t) > 0 for t ∈ (0, 1), and 0 < r < |y+ φ|0, here φ(t) = µMw(t) (w
is as in Lemma 2.2).
Proof. Choose δ > 0 and δ < r with∫ r
δ
du
g(u)
> µK0b0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
. (2.25)
Letm0 ∈ {1, 2, . . .} be chosen so that 1m0 < δ2 , 1m0 < ε
αη(1−η)
1−αη aR, and N0 = {m0,m0 + 1, . . .}.
To show (2.1) has a nonnegative solution y ∈ C[0, 1] ∩ C2(0, 1)with |y+ φ|0 < r , we will show{
y′′ + µq(t)f ∗(y(t)− φ(t)) = 0, 0 < t < 1,
y(0) = 0, y(1) = αy(η), (2.26)
has a solution y1 ∈ C[0, 1] ∩ C2(0, 1) with y1(t) > φ(t) for t ∈ (0, 1) and |y1|0 < r , here φ(t) = µMw(t) (ω is as in
Lemma 2.2), and
f ∗(v) = f (v)+M = g(v)+ h(v), v > 0.
If this is true, then u(t) = y1(t)− φ(t) is a nonnegative solution (positive on (0, 1)) of (2.1) and |u+ φ|0 < r , since
u′′(t) = y′′1(t)− φ′′(t) = −µq(t)f ∗(y1(t)− φ(t))+ µMq(t)
= −µq(t)[f (y1(t)− φ(t))+M] + µMq(t)
= −µq(t)f (y1(t)− φ(t))
= −µq(t)f (u(t)), t ∈ (0, 1).
As a result we will concentrate our study on (2.26).
The idea is to first show that
y′′(t)+ µq(t)fm(y(t)− φ(t)) = 0, 0 < t < 1,
y(0) = 1
m
, y(1)− αy(η) = 1− α
m
, m ∈ N0,
(2.27m)
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has a solution ym for eachm ∈ N0 with ym(t) ≥ 1m , ym(t) ≥ φ(t) for t ∈ [0, 1] and r ≤ |ym|0 ≤ R; here
fm(v) =

f (v)+M = g(v)+ h(v), v ≥ 1
m
,
g
(
1
m
)
+ h(v), 0 ≤ v ≤ 1
m
.
To show that (2.27m) has a solution for eachm ∈ N0 we will look at
y′′(t)+ µq(t)f ∗m(y(t)− φ(t)) = 0, 0 < t < 1,
y(0) = 1
m
, y(1)− αy(η) = 1− α
m
, m ∈ N0,
(2.28m)
with
f ∗m(v) =

f (v)+M = g(v)+ h(v), v ≥ 1
m
,
g
(
1
m
)
+ h(v), 0 ≤ v ≤ 1
m
,
g
(
1
m
)
+ h(0), v < 0.
Note f ∗m ≥ 0 for v ∈ (−∞,+∞).
Fixm ∈ N0. Let E = (C[0, 1], | · |0) and
K =
{
u ∈ C[0, 1] : u(t) ≥ 0, t ∈ [0, 1] and u(t) ≥ αη(1− η)
1− αη t|u|0 on [0, 1]
}
.
Clearly K is a cone of E. Let A : K → C[0, 1] be defined by
Ay(t) = 1
m
+ µ
∫ 1
0
q(s)G(t, s)f ∗m(y(s)− φ(s))ds.
A standard argument [3] implies that A : K → C[0, 1] is continuous and completely continuous. Next we show A : K → K .
If u ∈ K then clearly Au(t) ≥ 0 for t ∈ [0, 1], since f ∗m(v) ≥ 0 for v ∈ (−∞,+∞). Also notice that
(Au)′′(t) ≤ 0, on (0, 1),
Au(0) = 1
m
, Au(1)− αAu(η) = 1− α
m
,
so Au(t) is concave on [0, 1]. Consequently Au ∈ K , so A : K → K . Let
Ω1 = {u ∈ C[0, 1] : |u|0 < r} and Ω2 = {u ∈ C[0, 1] : |u|0 < R}.
We first show
y 6= λAy for λ ∈ [0, 1) and y ∈ K ∩Ω1. (2.29)
Suppose this is false i.e. suppose there exists y ∈ K ∩ Ω1 and λ ∈ [0, 1) with y = λAy. We can assume λ 6= 0. Now since
y = λAy, we have
y′′ + λµq(t)f ∗m(y(t)− φ(t)) = 0, t ∈ (0, 1),
y(0) = 1
m
, y(1)− αy(η) = 1− α
m
, m ∈ N0,
(2.30mλ )
with y(t) ≥ αη(1−η)1−αη tr for t ∈ [0, 1] (from Lemma 2.1). Since y′′ ≤ 0 on (0, 1) and y ≥ 1m on [0, 1], there exists t0 ∈ (0, 1)
with y′(t) ≥ 0 on (0, t0), y′(t) ≤ 0 on (t0, 1) and y(t0) = |y|0 = r . Notice also for t ∈ [0, 1] that
y(t)− φ(t) = y(t)
[
1− µMw(t)
y(t)
]
≥ y(t)
[
1− µMC0
r
]
since y(t) ≥ αη(1−η)1−αη tr andw(t) ≤ αη(1−η)1−αη tC0 for t ∈ [0, 1]. Thus
y(t)− φ(t) ≥ y(t)
[
1− µMC0
r
]
> 0, for t ∈ [0, 1] (2.31)
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since r > µMC0. Also notice
f ∗m(y(t)− φ(t)) ≤ g(y(t)− φ(t))+ h(y(t)− φ(t))
for t ∈ [0, 1], since if 0 ≤ y(t)− φ(t) ≤ 1m we have
f ∗m(y(t)− φ(t)) = g
(
1
m
)
+ h(y(t)− φ(t)) ≤ g(y(t)− φ(t))+ h(y(t)− φ(t)),
since g is nonincreasing on (0,∞). Thus for x ∈ (0, 1)we have
−y′′(x) ≤ µq(x)g(y(x)− φ(x))
{
1+ h(y(x)− φ(x))
g(y(x)− φ(x))
}
,
and this together with (2.31) yields
− y′′(x) ≤ µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
g(y(x))q(x) for x ∈ (0, 1). (2.32)
Integrate from t (t ≤ t0) to t0 to obtain
y′(t) ≤ g(y(t))µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}∫ t0
t
q(x) dx,
and then integrate from 0 to t0 to obtain∫ r
1
m
du
g(u)
=
∫ y(t0)
1
m
du
g(u)
≤ µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}∫ t0
0
xq(x) dx.
Consequently∫ r
δ
du
g(u)
≤ µK0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}∫ 1
0
xq(x) dx (2.33)
imply ∫ r
δ
du
g(u)
≤ µK0b0g
(
1− µMC0
r
){
1+ h(r)
g(r)
}
,
where b0 is as defined in (2.6). This contradicts (2.25) and consequently (2.29) is true.
Next we show
|Ay|0 > |y|0 for y ∈ K ∩ ∂Ω2. (2.34)
To see this let y ∈ K ∩ ∂Ω2 so that
y(t) ≥ αη(1− η)
1− αη t|y|0 =
αη(1− η)
1− αη tR, for t ∈ [0, 1].
Also for t ∈ (0, 1)we have
y(t)− φ(t) ≥ y(t)− µMC0 αη(1− η)1− αη t ≥ y(t)
[
1− µMC0
R
]
≥ εy(t) ≥ ε αη(1− η)
1− αη tR.
Thus for t ∈ [a, 1]we have
y(t)− φ(t) ≥ ε αη(1− η)
1− αη aR,
and so
f ∗m(y(t)− φ(t)) = g(y(t)− φ(t))+ h(y(t)− φ(t)) for t ∈ [a, 1],
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since y(t)− φ(t) ≥ ε αη(1−η)1−αη aR > 1m0 for t ∈ [a, 1]. As a result we have
Ay(σ ) = 1
m
+ µ
∫ 1
0
G(σ , s)q(s)f ∗m(y(s)− φ(s)) ds
> µ
∫ 1
a
G(σ , s)q(s)f ∗m(y(s)− φ(s)) ds
= µ
∫ 1
a
G(σ , s)q(s)g(y(s)− φ(s))
{
1+ h(y(s)− φ(s))
g(y(s)− φ(s))
}
ds
≥ µg(R)
1+ h
(
ε
αη(1−η)
1−αη aR
)
g
(
ε
αη(1−η)
1−αη aR
)

∫ 1
a
G(σ , s)q(s) ds
> R = |y|0,
using (2.24). Thus |Ay|0 > |y|0, so (2.34) is true. Now Lemma 2.3 implies that A has a fixed point ym ∈ K ∩ (Ω2 \ Ω1) i.e.
r ≤ |ym|0 ≤ R and ym ≥ αη(1−η)1−αη tr for t ∈ [0, 1]. In addition ym ≥ φ(t) for t ∈ (0, 1) since
ym ≥ αη(1− η)1− αη tr ≥ µMC0
αη(1− η)
1− αη t ≥ µMw(t) = φ(t).
Thus ym is a solution of (2.27m). Next we show that
{ym}m∈N0 is a bounded, equicontinuous family on [0, 1]. (2.35)
Returning to (2.32) (with y replaced by ym) we have
− y′′m(x) ≤ µK0g
(
1− µMC0
r
){
1+ h(R)
g(R)
}
g(ym(x))q(x) for x ∈ (0, 1), (2.36)
since r ≤ |ym|0 ≤ R and
ym(s)− φ(s) = ym(s)
[
1− µMw(s)
ym(s)
]
≥ ym(s)
[
1− µMC0
r
]
for s ∈ [0, 1].
Now since y′′m ≤ 0 on (0, 1) and ym ≥ 1m on (0, 1), there exists tm ∈ (0, 1) with y′m ≥ 0 on (0, tm) and y′m ≤ 0 on (tm, 1).
Integrate (2.36) from t (t < tm) to tm to obtain
y′m(t)
g(ym(t))
≤ µK0g
(
1− µMC0
r
){
1+ h(R)
g(R)
}∫ tm
t
q(x) dx. (2.37)
On the other hand integrate (2.36) from tm to t (t > tm) to obtain
−y′m(t)
g(ym(t))
≤ µK0g
(
1− µMC0
r
){
1+ h(R)
g(R)
}∫ t
tm
q(x) dx.  (2.38)
We now claim that there exists a0 and a1 with a0 > 0, a1 < 1, a0 < a1 with
a0 < inf{tm : m ∈ N0} ≤ sup{tm : m ∈ N0} < a1. (2.39)
Remark 2.2. Here tm (as before) is the unique point in (0, 1)with ym(tm) = maxt∈[0,1]{ym(t)}.
We now show inf{tm : m ∈ N0} > 0. If this is not true then there is a subsequence S of N0 with tm → 0 as n→∞ in S.
Now integrate (2.37) from 0 to tm to obtain∫ ym(tm)
0
du
g(u)
≤ µK0g
(
1− µMC0
r
){
1+ h(R)
g(R)
}∫ tm
0
xq(x)dx+
∫ 1
m
0
du
g(u)
(2.40)
for m ∈ S. Since tm → 0 as m → ∞ in S, we have from (2.40) that ym(tm) → 0 as m → ∞ in S. However since the
maximum of ym on [0, 1]occurs at tm we have ym → 0 as m → ∞ in S. This contradicts ym(t) ≥ αη(1−η)1−αη tr for t ∈ [0, 1].
Consequently inf{tm : m ∈ N0} > 0. A similar argument shows sup{tm : n ∈ N0} < 1. Let a0 and a1 be chosen as in (2.39).
Now (2.37), (2.38) and (2.39) imply
|y′m(t)|
g(ym(t))
≤ µK0b0g
(
1− µMC0
r
){
1+ h(R)
g(R)
}
v(t), t ∈ (0, 1), (2.41)
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where
v(t) =
∫ max{t,a1}
min{t,a0}
q(x) dx.
It is easy to see that v ∈ L1[0, 1]. Let B : [0,∞)→ [0,∞) be defined by
B(z) =
∫ z
0
du
g(u)
.
Note B is an increasing map from [0,∞) onto [0,∞) (notice B(∞) = ∞ since g > 0 is nonincreasing on (0,∞)) with B
continuous on [0, A] for any A > 0. Notice that
{B(ym)}m∈N0 is a bounded, equicontinuous family on [0, 1]. (2.42)
The equicontinuity follows from (here t, s ∈ [0, 1])
|B(ym(t))− B(ym(s))| =
∣∣∣∣∫ t
s
d(ym(x))
g(ym(x))
∣∣∣∣
≤ µK0g
(
1− µMC0
r
){
1+ h(R)
g(R)
} ∣∣∣∣∫ t
s
v(x)dx
∣∣∣∣ .
This inequality, the uniform continuity of B−1 on [0, B(R)], and
|ym(t)− ym(s)| = |B−1(B(ym(t)))− B−1(B(ym(s)))|
now establishes (2.35).
The Arzela–Ascoli Theorem guarantees the existence of a subsequence N of N0 and a function y ∈ C[0, 1] ∩ C2(0, 1)
with ym converging uniformly on [0, 1] to y as m → ∞ through N . Also y(0) = 0, y(1) − αy(η) = 0, r ≤ |y|0 ≤ R and
y(t) ≥ αη(1−η)1−αη tr for t ∈ [0, 1]. In particular y > 0 on (0, 1).
In the same way as in Theorem 2.1, we can prove y′′(t) + q(t) [g(y(t) − φ(t)) + h(y(t) − φ(t))] = 0 for t ∈ (0, 1).
Finally it is easy to see that |y|0 > r (note if |y|0 = r then following essentially the argument from (2.31)–(2.33) will yield a
contradiction). 
Theorem 2.3. Assume the conditions (2.2)–(2.7) and (2.24) hold. Then (2.1) has two solutions y1, y2 ∈ C[0, 1] ∩ C2(0, 1) with
y1(t) > 0, y2(t) > 0 for t ∈ (0, 1), and 0 < |y1 + φ|0 < r < |y2 + φ|0 ≤ R, here φ(t) = µMw(t) (w is as in Lemma 2.2).
Proof. The existence of y1 follows from Theorem 2.1 and the existence of y2 follows from Theorem 2.2. 
Example 2.1. Consider the boundary value problem{
y′′ + µ(y−γ + yβ − 1) = 0, t ∈ (0, 1),
y(0) = 0, y(1) = αy(η), γ > 0, β > 1, (2.43)
where µ ∈ (0, µ0) is such that
(µ0(γ + 1)) 1γ + µ0(1− αη
2)
2αη(1− η) ≤ 1. (2.44)
Then (2.43) has two solutions y1, y2 with y1(t) > 0, y2(t) > 0 for t ∈ (0, 1), and 0 < |y1 + φ|0 < 1 < |y2 + φ|0, here
φ(t) = 1−αη22(1−αη)µt .
To see this we will apply Theorem 2.3 with (here R > 1 will be chosen later; we choose R > 1 so thatM = 1, ε = 12 , a =
1
4 , C0 = 1−αη
2
2αη(1−η) works i.e. we choose R so that 1− µ(1−αη
2)
2αη(1−η)R ≥ 12 )
M = 1, w(t) = 1− αη
2
2(1− αη) t, φ(t) =
1− αη2
2(1− αη)µt,
and
g(y) = y−γ , h(y) = yβ , ε = 1
2
, a = 1
4
, C0 = 1− αη
2
2αη(1− η) , K0 = 1.
Clearly, (2.2), (2.3), (2.4), (2.5) and (2.7) hold. Also note that
b0 =
∫ 1
0
tdt = 1
2
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and ∫ r
0
du
g(u)
g
(
1− µMC0r
) {
1+ h(r)g(r)
} = rγ+1γ+1
(1+ rγ+β) ·
(
1− µ(1− αη
2)
2αη(1− η)r
)γ
.
Now (2.6) holds with r = 1 since µMC0 = µ(1−αη2)2αη(1−η) < µ0(1−αη
2)
2αη(1−η) ≤ 1 = r and
µK0b0 = µ2 <
µ0
2
≤ 1
2(γ + 1)
(
1− µ0(1− αη
2)
2αη(1− η)
)γ
≤ 1
2(γ + 1)
(
1− µ(1− αη
2)
2αη(1− η)
)γ
=
∫ r
0
du
g(u)
g
(
1− µMC0r
) {
1+ h(r)g(r)
} .
Finally notice that (2.24) is satisfied for R large since
Rg
(
ε
αη(1−η)
1−αη aR
)
g(R)g
(
ε
αη(1−η)
1−αη aR
)
+ g(R)h
(
ε
αη(1−η)
1−αη aR
) = R1+γ
(
αη(1−η)
8(1−αη)
)−γ
(
αη(1−η)
8(1−αη)
)β
Rγ+β +
(
αη(1−η)
8(1−αη)
)−γ → 0
as R → ∞, since β > 1. Thus all the conditions of Theorem 2.3 are satisfied, so the existence of two positive solutions is
guaranteed.
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