Abstract. We study the Cholesky factorization of certain biin nite matrices and related nite matrices. These results are applied to show that if the uniform translates of a suitably decaying multivariate function are orthonormalized by the Gram-Schmidt process over certain increasing nite sets, then the resulting functions converge to translates of a xed function which is obtained by a global orthonormalization procedure. This convergence is also illustrated numerically.
Introduction
Motivated by the use of orthogonal spline functions in various applications, e.g. 7] and 6], the authors showed in 3] that when uniform translates of a compactly supported function are orthonormalized by the Gram-Schmidt process over increasing nite intervals, then the resulting functions converge exponentially to translates of a xed function which is obtained by an orthonormalization procedure over the whole line. This global orthonormalization is derived from the Cholesky factorization of the biin nite Gram matrix of the translates of the original function, while the Gram-Schmidt process is derived from the Cholesky factorization of nite Gram matrices which approximate sections of the biin nite matrix. The convergence result is then derived from a more general result about convergence of Cholesky factors of positive de nite matrices whose elements decay exponentially away from the diagonal. In 5] these results were extended to the case where the original function need not have compact support but decays exponentially.
In this paper we shall extend the above results in two directions: to functions in more than one dimension which may decay at a slower rate than exponential. The extensions both in dimension and in decay rate require signi cant changes in technique and lead to a much richer theory. In Section 2 we consider the Cholesky factorization of the biin nite Gram matrix which, since the matrix is Toeplitz, is equivalent to the spectral factorization of its symbol. This factorization is gained by writing the logarithm of the symbol as an appropriate sum of two terms and then taking the exponential, a procedure justi ed by applying a technique of Newman 8] . In electrical engineering this is called the cepstral method 1, 9] . In 1991 Mathematics Subject Classi cation. Primary 15A23, 41A63, 42C05. Key words and phrases. Cholesky factorization, Gram-Schmidt process, orthonormal, multivariate.
The rst and the second authors were partially supported by NATO grant CRG 950849. The third and the fourth authors were partially supported by the Italian Ministry of University and Scienti c and Technological Research and a University of Cagliari coordinated research project. 1 this section we also study the connection between the biin nite Gram matrix and the nite Gram matrices for certain subsets of functions restricted to certain nite domains. Section 3 then considers in greater generality the connection between Cholesky factors of certain biin nite and related nite matrices. Specializing these results to the situation of Section 2, Section 4 gives the required results on convergence of orthonormal functions on increasing nite sets to translates of a globally orthonormalized function.
The convergence results are illustrated numerically in Section 5 for the case of a linear bivariate box spline. The numerical procedure for the spectral factorization of the symbol follows the method of splitting the logarithm of the symbol as used theoretically in Section 2 and is a generalization of one of the algorithms for spectral factorization of Laurent polynomials studied by the authors in 4]. The GramSchmidt orthonormalization depends on the ordering of the functions and numerical results are given both for the ordering considered theoretically in the previous sections and also for another ordering. For both orderings the exponential rate of convergence is clearly demonstrated.
Spectral factorization and limiting profile
Take an integer d 1 and let be a decreasing, positive function in 0; 1) and the symbol denotes the order speci ed before.
Theorem 2.1 may be applied to show that the function h := exp f + has a trigonometric series (2.7) where j 2 R, j 0, and
which gives (2.6). For x 2 R d , t (x) > 0 and so h(x) 6 = 0. Thus we can apply and is bounded and integrable on R d . It follows that is bounded and integrable
and so for j; k 2 Z d ,
Therefore the set of functions f j : j 2 Z d g are orthonormal.
We shall now consider orthonormalizing a nite subset of the functions f j : j 2 Z d g restricted to a bounded subset of R d . With this aim we now de ne the ordering We construct orthonormal functions n j , j 2 J n , on n by the Gram-Schmidt process applied to n j , j 2 J n , with respect to the pre xed ordering . Thus for j 2 J n , n j = X k2Jn L n jk n k for a non-singular lower triangular matrix L n = (L n jk ) j;k2Jn .
Let G n denote the Gram matrix (G n jk ) j;k2Jn :
We shall show at the end of x3 that, under certain conditions on , for all large enough n and j in J n with j` n,`= 1; : : : ; d, with a convergence rate depending on . Let us begin the demonstration by recording some matrix theoretic facts. To this end, take j in J n with j` n, for some c 1 > 0.
In summary, we have considered the decay of the second term in (2.12) and it remains to consider the rst term in (2.12). We recall that L is the Cholesky factor of the biin nite Gram matrix T, while L n is the Cholesky factor of the nite Gram matrix G n . In the next section we shall consider in more generality the connection between Cholesky factors of biin nite and related nite matrices. In order to apply these results we shall need to examine the connection between the matrices T; G n and the matrix G = (G jk ) j; for all i; j in J n .
Proof. The other inequality follows similarly.
To prove our next result we shall need the following theorem.
Theorem A (Sun 10] Now, the Cholesky factor of A n;m is L n;m , obtained from L n by the same process as we obtained A n;m from A n . Since kA n ? Ik H;1 is uniformly bounded, we see from (3.2) that kA n ? Ik 2 is uniformly bounded and hence so is kA n k 2 . We can apply Theorem A to obtain kL n ? L n;m k F C 2 kE n;m k F C 3 m d (m); for constants C 2 ; C 3 0, by (3.7). Thus we conclude that Now, for j; Since kA n k 2 is uniformly bounded, it follows that kL n k 2 is also uniformly bounded. Also, kV ?1 n k 2 is uniformly bounded by Lemma 3.1 and so kV ?1 n L n ? Ik 2 is uniformly bounded. Thus for some C > 0, we obtain that j(L n ? L) jk j Cm d m 4 :
Now, take j, k in I Kn with j i m, i = 1; : : : ; d. Then for constants C; C 1 ; C 2 0. Proof. We apply Corollary 3.1 with A n = G n . By Lemma 2.7 and the assumption on G, k(G n ) ?1 k 2 is uniformly bounded. Recalling Lemma 2.6 we see that all the conditions of Corollary 3.1 are satis ed with replaced by (k) for some k > 0. Then (3.11) follows from Corollary 3.1 and (3.12) follows from (3.11) on recalling that K n m.
Gram-Schmidt asymptotics
We are now ready to use the material developed in the previous two sections to state conditions under which the Gram-Schmidt process described in Section 2 converges when n ! 1.
It is convenient to consider two cases. First take p > d and suppose that for all q < p, there is a constant c 1 > 0 with j (x)j c 1 (1 + jxj) ?q , x 2 R d . Then, from Theorem 2.2 we see that for all r < p?d, there exists c 2 with j j j; j j j c 2 (1+jjj) ?r , j 0. In Corollary 3.2 we choose (t) = (1 + t) ?r , t > 0, for any r < p ? d with r > d. Then (3.12) gives, for any s < p ? 3d a constant c 3 The next case we consider is a function which decays exponentially. We have seen in this case in Theorem 2.2 that the sequences f j : 0g, f j : 0g also decay exponentially. Recalling (2.14), we can apply Corollary 3.2 with (t) = c t , t > 0, for some c > 0 and in (0; 1) to give the following result. Now, let n = fx 2 R 2 + : x 1 + x 2 ng and let n j be the restriction to n of the box spline j . We then construct a sequence of orthonormal splines n j , j 2 J n , on n by the Gram-Schmidt process applied to n j , j 2 J n , with respect to the pre xed ordering. Thus, for j 2 J n , A graph of the limiting pro le (x; y) related to the rst ordering is depicted in Figure 8 . This graph is hardly distinguishable from the one obtained by the second ordering. For ordering (a), Theorem 4.2 states that for xed in (0; 1 2 ) and jjj (1 ? )n, j 1 ; j 2 > n, (x; y) in n , j n j (x; y) ? j (x; y)j decays exponentially as n ! 1.
Numerically, we consider the quantity n = max (x;y)2 n n jn (x; y) ? jn (x; y) ;
which we approximate on a nite grid. Here j n is chosen to make n close to minimum. According to our experience, a good value of j n is ? d n 2 e ? 1; d n 2 e ? 1 .
For ordering (b) we have no theoretical convergence result, but we shall also consider n as de ned above. From experience, n is close to minimum when j n = ? d n 3 e; d n 3 e . As n ! 1, n gives a measure of the distance of n jn from the appropriate translate of the limiting pro le . We found out that, in both cases, n decays exponentially, but the two decay rates are quite di erent. Figure 9 , where dots and squares indicate the values of n with respect to the rst and the second ordering, highlights this property.
This result is due to the fact that the sequence of domains n that we use in the orthonormalization process favors the rst ordering. In order to justify this statement, we consider n = 20 and, for each of the two orderings, we take j n as above speci ed, that is j 20 = (9; 9) for the rst ordering and (7,7) for the second. Then we consider the coe cients (L n ) ?1 jnk of n jn and we depict the magnitude of their modulus, in grayscale, in Figures 10 and 11 respectively. Note the di erent level of gray on the edges of n in the two gures. The lighter shade of Figure 11 indicates that in the second ordering we ignore substantial coe cients and, as a result, for moderately high values of n the approximation of jn by n jn is worse in this case than in the other one.
