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KHINTCHINE’S THEOREM WITH RATIONALS COMING FROM
NEIGHBORHOODS IN DIFFERENT PLACES
ANDRE P. OLIVEIRA
Abstract. The Duffin–Schaeffer Conjecture answers a question on how well one can ap-
proximate irrationals by rational numbers in reduced form (an imposed condition) where
the accuracy of the approximation depends on the rational number. It can be viewed as an
analogue to Khintchine’s Theorem with the added restriction of only allowing rationals in
reduced form. Other conditions such as numerator or denominator a prime, a square-free
integer, or an element of a particular arithmetic progression, etc. have also been imposed
and analogues of Khintchine’s Theorem studied. We prove versions of Khintchine’s Theorem
where the rational numbers are sourced from a ball in some completion of Q (i.e. Euclidean
or p-adic), while the approximations are carried out in a distinct second completion. Finally,
by using a mass transference principle for Hausdorff measures, we are able to extend our re-
sults to their corresponding analogues with Haar measures replaced by Hausdorff measures,
thereby establishing an analogue of Jarník’s Theorem.
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1. Introduction
Loosely speaking, the field of metric Diophantine approximations is concerned with ap-
proximating elements of a metric space by a specified dense subset, where the accuracy of
approximation is measured against the particular element in the dense subset. Classically,
this is posed as: given a real number x, how small can |x − a
n
| be, as a function of n, with
a
n
∈ Q. One potential answer to this question is to investigate the convergence or divergence
of a particular sum concerning the rate of approximation:
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Theorem 1.1 (Khintchine’s Theorem, [Khi24]). If ψ : N → R>0 is a monotonic function,
then
λ(W (ψ)) =

0
∞∑
n=1
nψ(n) <∞
1
∞∑
n=1
nψ(n) =∞,
where λ is Lebesgue measure and
W (ψ) =
{
x ∈ [0, 1] :
∣∣∣x− a
n
∣∣∣ < ψ(n), a ≤ n, for i.m. n ∈ N} ,
where i.m. stands for “infinitely many.”
An analogous statement is known for higher dimensions, Rd, where one simultaneously
approximates d real numbers by d rationals with a common denominator. In the one-
dimensional case, it is known that one cannot remove the monotonicity assumption on ψ
and obtain the same result; a counter-example may be found in [DS41]. The Duffin–Schaeffer
Conjecture shows that if one removes monotonicity and restricts to only consider reduced
fractions one can obtain a modified Khintchine’s Theorem [BV06a].
Other restrictions have also been studied. For example, an analogue of Khintchine’s theo-
rem where one restricts to rationals with prime numerator and denominator was established
by Harman [Har88]. A discussion of this as well as the more general setup where numerator
and denominator come from more general infinite subsets of N is covered in [Har98, Chap-
ter 6]. Similar higher-dimensional “primality constraints” have been investigated by Baier
and Ghosh in [BG14, BG17]. Akin to the “primality constraints” work has also been done
where the numerator and denominator come from predetermined arithmetic progressions. A
reasonably complete theory of this may be found in [Adi15]. Recently there have also been
probabilistic approaches, where one considers random numerators for a given denominator,
by Ramírez [Ram20].
The results listed thus far pertain to Q (or a subset of Q) sitting densely in the metric
space, R. What about other metric spaces; for example, Qp, the p-adic numbers.
Recall that for any prime p we may define a norm, |·|p, called the p-adic norm on Q by∣∣∣a
b
∣∣∣
p
=
∣∣∣∣a′pkb′
∣∣∣∣
p
= p−k,
where p ∤ a′, b′. The p-adic numbers are the completion of Q with respect to this p-adic norm.
This space is a locally compact and totally disconnected field. It has as its ring of integers
Zp :=
{
α ∈ Qp : |α|p ≤ 1
}
,
a compact group under addition. Thus Zp may be endowed with a unique Haar probability
measure, which will be denoted by µp(·).
Since Qp is the completion of Q under this norm, the rationals sit inside of Qp as a proper
dense subset and are thus a viable set to do Diophantine approximations. In 1940, Mahler
[Mah40] studied p-adic Diophantine approximations from a continued fraction perspective.
This was followed by Jarník, in 1945, with an analogue to Khintchine’s Theorem in the p-adic
setting [Jar45]. In her 1955 thesis, Lutz showed an analogous higher dimensional Khintchine’s
Theorem holds for systems of linear forms [Lut55]. In a sense, our Theorem 1.3 Case 1, where
p1 =∞ and p2 = p, falls into this category.
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These two directions in Diophantine approximations (i.e. in R or Qp) are not disjoint.
Palmer in [Pal15] shows multiple analogues of theorems in Diophantine approximations (and
metric number theory) hold in the setting of “diagonal Diophantine approximation.” That
is, approximating elements of
X = R×Qp1 ×Qp2 × · · · ×Qpk ,
by elements of the diagonal embedding of Q into the space X, where pi is a prime for each
i = 1, 2, . . . , k.
Further, Haynes in [Hay09] showed that if a certain variance method from probability
theory (quasi-independence on average) can be used to solve the p-adic Duffin–Schaeffer
conjecture for even one prime p, then almost the entire classical Duffin–Schaeffer conjecture
would follow. Conversely, if the variance method can be used to prove the classical conjecture,
then the p-adic conjecture is true for all primes.
1.1. The Setup. In this article, we take the “restricted rationals” approach. The goal is to
show when one can approximate the elements of one completion of Q (a target) by rationals
coming from a ball in a distinct other completion of Q (a source), where the ability to
approximate, or not approximate, elements depends solely on the approximating function
and not the completions.
Informally our result says the following: Consider two distinct completions of Q, Q̂ and Q˜.
Take a ball, B̂ ⊆ Q̂, in one completion and consider only the rationals, Q = Q ∩ B̂, in that
ball. It then follows that almost every (resp. almost no) element of Q˜ may be approximated
well (i.e. with respect to a function ψ) by rationals in Q if the sum
∞∑
n=1
nψ(n)
diverges (resp. converges).
To be more precise, instead of considering the full completions of Q (i.e. R and Qp) as our
sources we focus on natural compact subsets associated with both. Specifically, we consider
approximations between Zp and [0, 1], R/Z and Zp, as well as between two distinct p-adic
completions.
1.2. Definitions and Result. As a viability check, it is known that a ball in one completion
of Q is dense in any other completion of Q. Moreover, we know that every ball in R/Z is the
projection of a ball in R; so, the rationals in a ball in R/Z are also dense in Zp.
With that, we consider the following definitions of ψ-approximability in the p-adic, Eu-
clidean, and mixed cases.
Definition 1.2. Let p1, p2 be two distinct places. Fix a ball Bp1 ⊆ Zp1 . A p2-adic number
α ∈ Zp2 is ψ-approximable by rationals in Bp1 if there exist infinitely many rationals
a
n
∈ Bp1 such that
(1)
∣∣∣α− a
n
∣∣∣
p2
< ψ(max{|a|, |n|});
where Z∞ = R/Z
The p2-adic ψ-approximables by rationals in Bp1 are denoted by
Wp2(ψ,Bp1) :=
{
α ∈ Zp2 :
∣∣∣α− a
n
∣∣∣
p2
< ψ(max{|a|, |n|}) for i.m.
a
n
∈ Bp1
}
.
4 A. P. OLIVEIRA
Before continuing we clarify a few points of potential issues with notation. Given a ball
B ⊂ R/Z and a coset
[
a
n
]
∈ B, a rational a
n
∈ Q, will at times be written a
n
∈ B ⊆ R/Z as
shorthand for [a
n
]
:=
a
n
+ Z ∈ B ⊆ R/Z,
since B ⊆ R/Z is by definition the set of equivalence classes of a
n
∈ Q. However, when we
say the coset α ∈ Z∞ = R/Z is ψ-approximable (e.g. p1 = p, p2 = ∞), we mean that the
coset representative of α lying in the unit interval [0, 1) is ψ-approximable. That is, when
Z∞ = R/Z our set Wp2(ψ,Bp1) ⊆ R/Z should be viewed as a subset of the interval [0, 1),
the canonical fundamental domain of R/Z. Then, the inequality in (1), becomes the more
familiar ∣∣∣α− a
n
∣∣∣
∞
< ψ(n),
since a ≤ n. In fact, this viewpoint is at the crux of the proof in this mixed case.
Remark. While there have been numerous approaches to studying Diophantine approxima-
tions in the p-adics, the approach above, where the “height” of a
n
is max{|a|, |n|}, is taken
from the convention used in [Jar45, Lut55].
With our notation and definitions set, we state the main result of our paper:
Theorem 1.3. Given two distinct places, p1, p2, fix a ball Bp1 ⊆ Zp1; we take Z∞ = R/Z.
If ψ : R>0 → R>0 is monotonically decreasing and for all s > 1, there exists c > 0, so that
ψ(sn) > cψ(n) for all sufficiently large n, then
µp2(Wp2(ψ,Bp1)) =

1
∞∑
n=1
nψ(n) =∞
0
∞∑
n=1
nψ(n) <∞.
Remark. The proofs of the above yield slightly stronger results; the rationals used in the
approximations are reduced (i.e. relatively prime numerator and denominator). To emphasize
the connection with Khintchine’s Theorem we have stated the results in this form.
We divide the theorem into three cases and prove them separately in Sections 3, 4, and 5,
respectively:
Case 1: p1 =∞, p2 a prime,
Case 2: p1 a prime, p2 =∞,
Case 3: p1, p2 both primes.
Remark. As we will see shortly the proofs of Case 2 and Case 3 are, unsurprisingly, very
similar; They both reduce to Diophantine approximations occurring in Zp2 with a counting
problem involving rationals coming from some source. The nature of these sources poses
a technical difficulty in the counting, but the gist of both arguments is the same. To that
end, and for a clearer presentation, we prove Case 2 on its own and then clarify the changes
needed for Case 3 afterward.
Lastly, we include a generalization of Khintchine’s Theorem to a broader class of Hausdorff
measures. See Section 6 for the definitions and details.
NEIGHBORHOODS IN DIFFERENT PLACES 5
Theorem 1.4 (Jarník Theorem). Suppose ψ : N→ R>0 is monotonically decreasing and for
all s > 1, there exists some c > 0 such that ψ(sb) > cψ(b). Let f be a dimension function
satisfying the same condition. Then
Hf (Wp2(ψ,Bp1)) =

Hf(Zp2)
∞∑
n=1
nf(ψ(n)) =∞
0
∞∑
n=1
nf(ψ(n)) <∞,
where Zp1 is the p1-adic integers, when p1 is prime, and is the interval [0, 1] otherwise.
From this an analogue of the classic Jarník–Besicovitch Theorem also follows. Higher
dimensional versions of a p-adic Jarník–Besicovitch Theorem have previously been studied
in [Abe95, DDY99].
Corollary 1.5 (Jarník–Besicovitch Theorem,). Given two distinct places, p1, p2, fix a ball
Bp1 ⊆ Zp1; we take Z∞ = R/Z. Then, for τ ≥ 2,
dimH(Wp2(τ, Bp1)) =
2
τ
where Wp2(τ, Bp1) := Wp2(q 7→ q
−τ , Bp1).
Remark. As we will see, the proof of this theorem is stronger than merely a dimension result.
The method of proof tells us that Wp2(τ, Bp1) has infinite Hausdorff s-measure at the critical
exponent, s = 2
τ
.
2. Some useful Lemmas
We recall here some classical and elementary results that will be of use later. The following
Lemma is used throughout the paper to consider p-free series.
Lemma 2.1. Suppose ψ : R>0 → R>0 is a monotonically decreasing function. Then,
∞∑
n=1
nψ(n) =∞ if and only if
∞∑
n=1
p∤n
nψ(n) =∞
The following is a well known and classical result used in metric Diophantine approxima-
tions. It may be found in [Har98, Lemma 2.1].
Lemma 2.2 (Cassel’s Lemma). Let Ik be a sequence of intervals and Ek be a sequence of
measurable sets such that, for some δ ∈ (0, 1),
Ek ⊆ Ik, µ(Ek) ≥ δµ(Ik), µ(Ik)→ 0.
Then the set of points which belong to infinitely many of the Ik has the same measure as
the set of points which belong to infinitely many of the Ek.
In a related direction, we recall the following Lemma of Lutz which will be useful in
showing a Zero-One Law in Case 2 of Theorem 1.1. In Section 5, Case 3 of Theorem 1.1,
we will make use of a new modified version of this Lemma, the proof of which is based on
Lutz’s work. For completeness, we include both proofs in Section 5.
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Lemma 2.3. [Lut55, Lemma 1.1] Suppose A ⊆ Zp is a positive measure set. Given any
ε > 0, there exists a positive integer c1 = c1(ε), such that the set
{α = α′ + z : α′ ∈ A, z ∈ Z, |z| < c1}
has measure at least 1− ε.
Our modified version restricts to certain translations, by integers with a particularly useful
divisibility condition, but yields an analogous measure statement.
Lemma 2.4 (A modification of Lemma 2.3). Let p1, p2 be distinct primes and k ∈ N be any
positive integer. Suppose A ⊆ Zp2 is a positive measure set. Given any ε > 0, there exists
c = c(ε) > 0 such that the set{
α = α′ + z : α′ ∈ A, z ∈ pk1Z, |z| < c
}
has measure at least 1− ε.
3. Proof of Theorem 1.3, Case 1
Fix some ball Bp ⊆ Zp. As in the classical case, the convergence half of the Theorem may
be shown directly by a Borel–Cantelli covering argument. More directly, one has
W(ψ,Bp) ⊆W (ψ),
whereW (ψ) is again the classical collection of ψ-approximables. Thus, with the sum converg-
ing we have µ(W (ψ)) = 0, by the classical Khintchine Theorem 1.1 and so µ(W(ψ,Bp)) = 0
as well.
Towards the divergence case, one can further restrict to only considering source balls
centered at the origin in Zp. Then, applying Cassel’s lemma yields the desired result.
Proposition 3.1 (Reduction to neighborhoods of zero). Let ψ : R>0 → R>0 be a mono-
tonically decreasing function. Suppose that for all s > 1, there exists some c > 0 such that
ψ(sb) > cψ(b), for all sufficiently large b, then
µ(W(ψ,Bp)) = µ
(
W
(
ψ,B0p
))
,
where B0p is the ball Bp translated to be centered at the origin.
Proof. Recall that every ball in Zp can be expressed as
Bp = Bp
(r
s
, p−k
)
=
{
α ∈ Zp :
∣∣∣r
s
− α
∣∣∣
p
< p−k
}
,
for some r
s
∈ Q and k ≥ 0; that is, it is the p-adic ball of radius p−k centered at the rational
r
s
. We then have
Bp ∩Q =
{
r
s
+
apk
b
: a, b ∈ Z, p ∤ b
}
and so
B0p ∩Q =
{
apk
b
: a, b ∈ Z, p ∤ b
}
.
Given x ∈ W(ψ,Bp) we have infinitely many solutions to∣∣∣x− a
n
∣∣∣ < ψ(n),
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with a
n
∈ Bp. Since every rational in Bp ∩Q is of the form
r
s
+ ap
k
b
, with p ∤ b the above has
the form ∣∣∣∣x−(rs + apkb
)∣∣∣∣ < ψ(sb).
Then, since ψ(n) is monotonic we have ψ(sb) ≤ ψ(b) for any s > 1, and by rearranging the
terms we have infinitely many solutions to∣∣∣∣(x− rs)− apkb
∣∣∣∣ < ψ(sb) < ψ(b);
that is,
(
x− r
s
)
∈ W
(
ψ,B0p
)
. It then follows that
µ(W(ψ,Bp)) ≤ µ
(
W
(
ψ,B0p
))
since translations (i.e. the map x 7→
(
x− r
s
)
) are measure-preserving and invertible.
Now, taking x ∈ W
(
ψ,B0p
)
we have infinitely many solutions, a ∈ Z, b ∈ Z \ pZ, to∣∣∣∣x− apkb
∣∣∣∣ < ψ(b)∣∣∣∣(x+ rs)−
(
r
s
+
apk
b
)∣∣∣∣ < ψ(b)
and since ψ(b) < 1
c
ψ(sb) for all sufficiently large b we have infinitely many solutions to∣∣∣∣(x+ rs)−
(
r
s
+
apk
b
)∣∣∣∣ < ψ(b) < 1cψ(sb);
that is,
(
x+ r
s
)
∈ W
(
1
c
ψ,Bp
)
. Again, because this map is a translation we have
µ
(
W
(
ψ,B0p
))
≤ µ
(
W
(
1
c
ψ,Bp
))
.
So, we have the following chain of inequalities
µ(W(ψ,Bp)) ≤ µ
(
W
(
ψ,B0p
))
≤ µ
(
W
(
1
c
ψ,Bp
))
.
However, by Cassel’s Lemma, Lemma 2.2 above, we have
µ(W(ψ,Bp)) = µ
(
W
(
1
c
ψ,Bp
))
and so
µ(W(ψ,Bp)) = µ
(
W
(
ψ,B0p
))
,
as needed. 
With the problem reduced to only considering those sources which are neighborhoods of
the origin, it remains to show that the theorem holds for these neighborhoods.
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Proposition 3.2. Let ψ(n) be a function satisfying the conditions in Theorem 1.3, then
µ
(
W
(
ψ,B0p
))
=

1
∞∑
n=1
p∤n
nψ(n) =∞,
0
∞∑
n=1
p∤n
nψ(n) <∞.
Proof. The convergence case is once again a direct Corollary of the classical Khintchine
Theorem. Moreover, we are concerned with the divergence case.
Recall that we are investigating solutions to∣∣∣∣x− apkb
∣∣∣∣ < ψ(b),
where p−k is the radius of B0p , p ∤ b, and a ∈ Z (i.e. b is p-free and a has no other restrictions).
Rephrasing this, we have a solution to the above if and only if we have a solution to
(2)
∣∣∣∣ xpk − ab
∣∣∣∣ < 1pkψ(b).
Again, since p and k are fixed, by the Cassel’s Lemma the measure of the set of x satisfying
(2) is equal to the measure of the set of x satisfying
(3)
∣∣∣∣ xpk − ab
∣∣∣∣ < ψ(b).
Recall the following Corollary of the Duffin–Schaeffer Theorem, which can be found in [Har98,
pg. 41]; the following is rearranged to match the notation used in the present article.
Corollary 3.3 ([Har98], Corollary 3). Let ψ(n) be a positive-valued function which is non-
increasing on a set A ⊂ N with positive lower asymptotic density. Then for almost every
x ∈ R there are infinitely many solutions to∣∣∣x− m
n
∣∣∣ < ψ(n), (n,m) = 1, n ∈ A,
if and only if ∑
n∈A
nψ(n) =∞.
Where the lower asymptotic density of a set A ⊆ N is defined to be
lim inf
N→∞
1
N
N∑
n=1
n∈A
1.
In our case we have A = N \ pN, the set of p-free positive integers, which has lower
asymptotic density p−1
p
. So, almost every real number, x, has infinitely many solutions to∣∣∣x− a
b
∣∣∣ < ψ(b),
where a, b ∈ Z \ pZ. Thus, almost every real number, x, has infinitely many solutions to (3).
Hence, µ
(
W
(
ψ,B0p
))
= 1, as needed. 
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4. Proof of Theorem 1.3, Case 2
As in the classical setting, the convergence case will follow by a standard Borel–Cantelli
covering argument. Moreover, sets of the form Wp(ψ,B) will satisfy a Zero-One Law (Theo-
rem 4.2). The rest of the argument relies on showing that under the divergence assumption
Wp(ψ,B) has positive measure. We do this by showing a certain subset has positive measure
(Proposition 4.5). For clarity and ease of navigation, the key steps in the argument have
been separated into their own sections and subsections.
Here and throughout, we fix a ball B ⊆ R/Z. It will also at times be helpful to use the
following notation:
Notation 4.1. Define the set
F
B
n :=
{
(a, n) ∈ N2 : (a, n) = 1, p ∤ n,
[a
n
]
∈ B
}
to be those pairs where the second coordinate is the fixed number n.
Notice that with this notation we can also refer to the ψ-approximables by B as
Wp(ψ,B) :=
{
α ∈ Zp : |nα− a|p < ψ(max{|a|, |n|}) for i.m. (a, n) ∈ F
B
n
}
.
4.1. Convergence. Suppose
∞∑
n=1
nψ(n) <∞. As was the case in Theorem 1.3 Case 1, one
may appeal to an established Khintchine’s Theorem to determine the convergence case. More
directly, one can show this using a Borel–Cantelli covering argument. Define the sets
Un =
n⋃
a=1
Bp
(a
n
, ψ(n)
)
and Vn =
n⋃
a=1
Bp
(n
a
, ψ(n)
)
and consider their limsup set, lim supn→∞(Un ∪ Vn). For each n ∈ N we have
µp(Un ∪ Vn) ≤ 2nψ(n).
Moreover, it’s clear that
Wp(ψ,B) ⊆ lim sup
n→∞
(Un ∪ Vn).
By our assumption,
∞∑
n=1
2nψ(n) =
∞∑
n=1
nψ(n) <∞
and so applying the Borel–Cantelli Lemma we conclude µp(Wp(ψ,B)) = 0.
4.2. Zero-One Law.
Theorem 4.2. Suppose ψ : R>0 → R>0 is a monotonically decreasing function such that for
all s > 1, there exists some c > 0 so that for all n sufficiently large ψ(sn) > cψ(n). Then
µp(Wp(ψ,B)) = 0 or 1.
We follow Lutz’s argument here. The proof consists of 2 steps. First, we show that the
measure of the set of approximables is either zero or one. Then we will show that under the
divergence assumption the set of approximables has positive measure and thus must have
full measure.
As in the classical case, it will be helpful to first show that the measure of the set is
unchanged by scaling the approximating function.
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4.2.1. µp(Wp(cψ,B)) is independent of c.
Proposition 4.3. Given the assumptions of Theorem 4.2, we have
µp(Wp(cψ,B)) = µp(Wp(ψ,B)),
for all c > 0.
Proof. We show
µp(Wp(ψ,B)−Wp(cψ,B)) = 0,
for all 0 < c < 1; note that if c ≥ 1 this follows trivially. We can express Wp(cψ,B) as
Wp(cψ,B) =
∞⋂
N=1
Wp(c, N)
where
Wp(c, N) :=
{
α ∈ Zp : ∃(a, n) ∈ F
B
n ,max{|a|, |n|} ≥ N, |nα− a|p ≤ c · ψ(max{|a|, |n|})
}
=
⋃
(a,n)∈FBn
max{|a|,|n|}≥N
{
α ∈ Zp : |nα− a|p ≤ cψ(max{|a|, |n|})
}
.
By definition, Wp(c, N) and Wp(cψ,B) are measurable. Since Zp is a finite measure space,
by the Downward Monotone Convergence Theorem, for any ε > 0 there exists an N(ε) such
that for all N ≥ N(ε) we have
µp(Wp(c, N)−Wp(cψ,B)) ≤ ε.
Now, towards a contradiction, suppose that µp(Wp(ψ,B)−Wp(cψ,B)) > 0. Then we may
find an N so that µp(Wp(ψ,B)−Wp(c, N)) > 0. Moreover, by a p-adic analogue to the
Lebesgue Density Theorem (see [PT46] for details), almost every point in Qp is a density
point. Let α′ ∈ Wp(ψ,B)−Wp(c, N) be such a point. It then follows that
µp
(
Bp(α
′, p−l) ∩Wp(c, N)
)
µp(Bp(α′, p−l))
→ 0 as l →∞,
or, equivalently, p−l → 0. So, there exists l0 ∈ N such that for all l ≥ l0
(4) µp
(
Bp(α
′, p−l) ∩Wp(c, N)
)
< p−l−l
′
where l′ ∈ N is such that p−l
′
≤ c < p−l
′+1 ≤ 1. Now, since we have such an element α′ there
must exist (a′, n′) ∈ FBn′ with ψ(max{|a
′|, |n′|}) ≤ pl0 and an l1 > l0 so that
|n′α′ − a′|p ≤ p
−l1 ≤ ψ(max{|a′|, |n′|}),
with max{|a′|, |n′|} > N .
Consider the set
U(a′,n′)(l1) :=
{
α ∈ Zp : |n
′α− a′|p ≤ cp
−l1 ≤ cψ(max{|a′|, |n′|})
}
.
Notice that this set can also be expressed as the ball about a
′
n′
of radius cp−l1 = p−l
′
p−l1 =
p−l1−l
′
(because p−l
′
≤ c < p−l
′+1). Also, note that since we have U(a′,n′)(l1) ⊆ Wp(c, N) we
also have
U(a′,n′)(l1) ∩Bp(α
′, p−l1) ⊆Wp(c, N) ∩ Bp(α
′, p−l1).
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Since both sets on the left-hand side are p-adic balls and they intersect (because |n′α′ − a′|p ≤
p−l1), the intersection is exactly the smaller ball; This is a particular property for balls in
Qp. Specifically, because p
−l1−l′ ≤ p−l1 we have
µp
(
U(a′,n′)(l1) ∩Bp(α
′, p−l1)
)
= p−l1−l
′
This immediately contradicts (4) since it implies
p−l−l
′
> µp
(
Wp(c, N) ∩ Bp(α
′, p−l1)
)
≥ µp
(
U(a′,n′)(l1) ∩Bp(α
′, p−l1)
)
= p−l1−l
′
holds for all l ≥ l0; which it certainly cannot when l > l1.
Thus, µp(Wp(ψ,B)−Wp(cψ,B)) = 0; that is, the measure is independent of the scaling
constant c. 
4.2.2. µp(Wp(ψ,B)) is either 0 or 1. With the above in our toolbelt, we proceed to showing
Proposition 4.4. Given the assumptions of Theorem 4.2, we have
µp(Wp(ψ,B)) ∈ {0, 1}.
Proof. If µp(Wp(cψ,B)) = 0, we are done. Suppose instead that µp(Wp(cψ,B)) > 0. Given
any ε > 0, define the auxiliary set
W ′(ε) := {α = α′ + s ∈ Zp : α
′ ∈ Wp(ψ,B), s ∈ Z, |s| ≤ c1}
where c1 = c1(ε) > 0 is chosen using Lutz’s Lemma 1.1, see Lemma 2.3 above, to guarantee
µp(W
′(ε)) ≥ 1− ε.
To conclude the argument, we show that W ′(ε) ⊆ Wp(dψ,B), for some d. Then, by our
previous work, Proposition 4.3, we have
µp(Wp(ψ,B)) = µp(Wp(dψ,B)) ≥ 1− ε,
for all ε > 0, and thus µp(Wp(ψ,B)) = 1, as needed.
Let α = α′+s ∈ W ′(ε) be given; that is, α′ ∈ Wp(ψ,B) and |s| ≤ c1. By rearranging these
quantities we have
nα′ − a = n(α− s)− a = nα− (a+ sn).
Then, by defining a′ = a + sn and n′ = n we have
(5) |nα′ − a|p = |n
′α− a′|p.
Moreover, we have
max{|a′|, |n′|} = max{|a− sn|, |n|}
≤ max{||a|+ |sn||, |n|}
≤ max{|a|, |n|}+ c1 max{|a|, |n|}
= (1 + c1)max{|a|, |n|} = kmax{|a|, |n|}
by taking k = 1 + c1; that is,
max{|a′|,|n′|}
k
≤ max{|a|, |n|}.
Now, since α′ ∈ Wp(ψ,B) there exist infinitely many solutions (a, n) ∈ F
B
n to
(6) |nα′ − a|p ≤ ψ(max{|a|, |n|}).
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However, by our definition of (a′, n′) and our assumption that ψ(n) is decreasing we have
|n′α− a′|p
(5)
= |nα′ − a|p
(6)
≤ ψ(max{|a|, |n|}) ≤ ψ
(
max{|a′|, |n′|}
k
)
.
Moreover, since we have a bijection between the pairs (a, n) and (a′, n′) there are infinitely
many solutions to the above inequality. Note that
a′
n′
=
a− sn
n
=
a
n
− s,
is an integer translate of a
n
, so [
a′
n′
]
=
[a
n
]
∈ B.
Recall our regularity condition on ψ(n), by a change of variables it is equivalent to: for
all s < 1, there exists c1 > 0 so that for all sufficiently large n we have ψ(sn) < c1ψ(n).
With this reformulation, we conclude that there exists some d = d(k) > 0 so that we have
infinitely many solutions (a′, n′) ∈ FBn′ to
|n′α− a′|p ≤ ψ
(
max{|a′|, |n′|}
k
)
≤ d · ψ(max{|a′|, |n′|}).
That is α ∈ Wp(dψ,B), and so W
′(ε) ⊆Wp(dψ,B). Thus,
µp(Wp(ψ,B)) = µp(Wp(dψ,B)) ≥ µp(W
′(ε)) ≥ 1− ε,
for all ε > 0. 
This concludes the proof of Proposition 4.4; that is, the measure of the ψ-approximables
can only be zero or one.
4.3. Wp(ψ,B) has positive measure. We show that a proper subset of Wp(ψ,B) has
positive measure, since this smaller set has positive measure, it follows immediately that
Wp(ψ,B) must also have positive measure.
Proposition 4.5. If
∞∑
n=1
p∤n
nψ(n) =∞, then the set Wp(ψ,B) has positive measure.
Proof. Since
Wp
(
ψ,B[0,1]
)
⊆Wp(ψ,B),
it suffices to show that
µp
(
Wp
(
ψ,B[0,1]
))
> 0
For our convenience, we will write Ψ(N) =
N∑
n=1
nψ(n) and define ∆N := ∆N (α) to be the
number of solutions to |nα− a|p < ψ(max{|a|, |n|}) where (a, n) ∈ F
B[0,1]
n and n ≤ N . Also,
we define
δ(a,n),ψ(α) := χ{α′∈Zp:|nα′−a|p<ψ(max{|a|,|n|})}(α),
as the characteristic function for the ball Bp
(
a
n
, ψ(max{|a|, |n|})
)
. Then, we can rewrite the
number of solutions as
∆N =
N∑
n=1
(a,n)∈FB
[0,1]
n
δ(a,n),ψ.
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Lastly, we define the following two quantities:
M1 = M1(N) :=
∫
Zp
∆N(α) dα,
and
M22 = M
2
2 (N) :=
∫
Zp
∆2N (α) dα.
With this setup, the proof is now reduced, in essence, to satisfying the conditions of the
Paley–Zygmund Lemma.
Lemma 4.6. (Paley–Zygmund Lemma) Suppose f : Qp → R is a non-negative, integrable
function. Define
M1 :=
∫
Zp
f(α) dα and M22 :=
∫
Zp
f 2(α) dα.
If there exists c1 > 0 such that c1M2 ≤ M1 then for all 0 ≤ c2 ≤ c1, the set of points for
which f(α) ≥ c2M2 has measure at least (c1 − c2)
2; that is,
µp({α ∈ Zp : f(α) ≥ c2M2}) ≥ (c1 − c2)
2.
In particular, we show that there is a constant N0 = N0(B), depending solely on B, so that
the Paley–Zygmund Lemma may be applied to all M1(N), M2(N) such that N ≥ N0(B);
This constant is defined in Lemma 4.7. With that, we have that there exists a c1 (depending
only on B) such that c1M2(N) ≤M1(N), for all N ≥ N0(B). To conclude that Wp(ψ,B) has
positive measure, take any c2 ∈ (0, c1), by the Paley–Zygmund Lemma, there is a positive
measure set in Zp so that every α in that set satisfies
∆N(α) ≥ c2M2(N),
for all N ≥ N0(B). Moreover, by Cauchy’s Inequality, we have that M2(N) ≥ M1(N) for
all N ≥ N0(B). Lastly, we show in the next section that M1(N) ≥ Ψ(N), again, for all
N ≥ N0(B). All together, we have the chain of inequalities
∆N (α) ≥ c2M2(N) ≥ c2M1(N) ≥ c2Ψ(N),
for a positive measure set of α ∈ Zp. Since we are assuming that Ψ(N) =
∞∑
n=1
ψ(n) diverges,
we have ∆N (α) → ∞ as N → ∞, on this positive measure set of α ∈ Zp. Thus, each α in
this positive measure set has an infinite number of solutions of the desired form.
We now produce the respective lower and upper bounds.
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4.3.1. Bounding M1. Consider the following chain of equalities
M1 =
∫
Zp
∆N dα
=
∫
Zp
N∑
n=1
(a,n)∈FB
[0,1]
n
δ(a,n),ψ dα
=
N∑
n=1
(a,n)∈FB
[0,1]
n
∫
Zp
δ(a,n),ψ dα
=
N∑′
n=1
∑
(a,n)∈FB
[0,1]
n
∫
Zp
δ(a,n),ψ dα,
where
∑′
is the sum restricted to values not divisible by p,
=
N∑′
n=1
∑
(a,n)∈FB
[0,1]
n
ψ∗(n)
where t∗ is the unique power of p such that t
p
< t∗ ≤ t,
=
N∑′
n=1
ϕB(n)ψ∗(n),
and ϕB(n) = #
{
a ∈ N : (a, n) = 1, a
n
∈ [0, 1], a
n
∈ B
}
. That is, ϕB(n) is a modified version of
the standard Euler totient function; specifically ϕ[0,1](n) is exactly the standard Euler totient
function, ϕ(n). With this notation, the last equality follows from the observation that by
definition we have |FB
[0,1]
n | = ϕ
B(n), when p ∤ n; in sum, the above calculation yields
(7) M1 =
N∑′
n=1
ϕB(n)ψ∗(n).
Following a similar result for the classical Euler totient function, we have the generalization
Lemma 4.7. There exists N0(B) ∈ N and a constant C = C(B), such that for all N ≥
N0(B)
N∑
n=1
ϕB(n) ≥ CN2
for all N ≥ N0(B).
Proof. By equidistribution of the Farey sequence we have ϕ
B(n)
ϕ(n)
→ µ(B) as n→∞. So, we
can choose some c1 > 0 and n0(B) sufficiently large so that
ϕB(n) ≥ c1m(B)ϕ(n),
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for n ≥ n0(B). Then, there exists some c2 > 0 and N0(B) sufficiently large so that
N∑
n=1
ϕB(n) ≥ c2
N∑
n=1
ϕ(n),
for N ≥ N0(B). Lastly, it is well known that∑N
n=1 ϕ(n)
N2
→
3
pi2
;
and so there exists some c3 > 0 and N1(B) also sufficiently large so that
N∑
n=1
ϕ(n) ≥ c3N
2
for N ≥ N1(B). Thus, for C = c2c3 and N ≥ max{N0(B), N1(B)} we have
N∑
n=1
ϕB(n) ≥ CN2,
as needed. 
We now recall a result of Lutz’s which relates p-free sums to their full counterparts.
Corollary 4.8 ([Lut55, Corollary to Lutz’s Lemma 4.17]). Suppose f, g : Z>0 → R>0 are
such that f is decreasing and there exists a constant C > 0 and an integer ρ > 0 such that
for all N ≥ N0(B),
N∑′
n=1
g(n) > Cnρ+1,
again
∑′
is still the sum restricted to values not divisble by p. Then, for all N ≥ N0(B) we
have
N∑′
n=1
f(n)g(n) > C
N∑
n=1
nρf(n).
Remark. Note there is a minor difference between our statement of the Corollary and the
original statement in [Lut55]. In the original, one requires the inequality to hold for all N ≥ 1
but one may just as well loosen that restriction to merely holding for all N ≥ N0(B). The
proof of this generalization follows immediately on repeating the argument in [Lut55].
From these two lemmas, taking f = ψ(n), g(n) = ϕB(n), and ρ = 1, we get a constant
C > 0 so that for all N ≥ N0(B), we have
N∑′
n=1
ϕB(n)ψ(n) ≥ C
N∑
n=1
nψ(n) = CΨ(N).
Combining this with (7) we get
(8) M1 =
N∑′
n=1
ϕB(n)ψ∗(n) ≥
1
p
C
N∑
n=1
nψ(n) ≥
(
C
p
)
Ψ(N).
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4.3.2. Bounding M22 . To bound the quantity M
2
2 we first decompose it into more manage-
able components:
M22 =
∫
Zp
∆2N dα
=
∫
Zp
 N∑
n=1
(a,n)∈FB
[0,1]
n
δ(a,n),ψ

2
dα
since δ(a,n),ψ is a characteristic function we have
=
∫
Zp
N∑
n,m=1
∑
(a,n)∈FB
[0,1]
n
(b,m)∈FB
[0,1]
m
δ(a,n),ψ · δ(b,m),ψ dα
=
N∑
n,m=1
∑
(a,n)∈FB
[0,1]
n
(b,m)∈FB
[0,1]
m
∫
Zp
δ(a,n),ψδ(b,m),ψ dα
=
N∑
n=1
∑
(a,n)∈FB
[0,1]
n
∫
Zp
δ(a,n),ψ dα
︸ ︷︷ ︸
(a,n)=(b,m)
+
N∑
n,m=1
∑
(a,n)∈FB
[0,1]
n
(b,m)∈FB
[0,1]
m
(a,n)6=(b,m)
∫
Zp
δ(a,n),ψδ(b,m),ψ dα
︸ ︷︷ ︸
(a,n)6=(b,m)
.
In the case of equality, we have as a natural upperbound
(9)
N∑
n=1
∑
(a,n)∈FB
[0,1]
n
∫
Zp
δ(a,n),ψ dα ≤
N∑
n=1
nψ(n) = Ψ(N).
Recall that in Qp exactly one of the following occurs for any pair of balls: the balls are
disjoint or one of the balls is contained in the other. Thus, we have
(10)
∫
Zp
δ(a,n),ψδ(b,m),ψ dα =
{
min{ψ∗(n), ψ∗(m)}
∣∣ a
n
− b
m
∣∣
p
< max{ψ∗(n), ψ∗(m)}
0
∣∣ a
n
− b
m
∣∣
p
≥ max{ψ∗(n), ψ∗(m)}.
That is, the measure of the ball is either 0 or the measure of the smaller ball depending on
whether the balls intersect or not. One must then ask how many such intersections exist; that
is, given the conditions on a, b, n,m above, how often is
∣∣ a
n
− b
m
∣∣
p
< max{ψ∗(n), ψ∗(m)}? The
following Lemma, due to Lutz [Lut55] gives us an upper bound. Notice that the collection
of pairs, (a, b), considered in the below contains the collection of pairs we are interested in
as a subset.
Lemma 4.9. [Lut55, Lemma 4.14] If n 6= m and p ∤ n,m then the number of (a, b) ∈ N2
such that ∣∣∣∣an − bm
∣∣∣∣
p
< max{ψ∗(n), ψ∗(m)}
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is bounded above by 4nmmax{ψ∗(n), ψ∗(m)}.
On combining this with (10) and our bound in (9) we have
M22 =
N∑
n=1
∑
(a,n)∈FB
[0,1]
n
∫
Zp
δ(a,n),ψ dα +
N∑
n,m=1
∑
(a,n)∈FB
[0,1]
n
(b,m)∈FB
[0,1]
m
(a,n)6=(b,m)
∫
Zp
δ(a,n),ψδ(b,m),ψ dα
≤ Ψ(N) +
N∑
n,m=1
4nmmax{ψ∗(n), ψ∗(m)} ·min{ψ∗(n), ψ∗(m)}
= Ψ(N) + 4
N∑
n,m=1
nmψ∗(n)ψ∗(m)
≤ Ψ(N) + 4
N∑
n,m=1
nmψ(n)ψ(m)
≤ Ψ(N) + 4Ψ(N)2
=
(
1
Ψ(N)
+ 4
)
Ψ(N)2
More succinctly, we have
M2 ≤ 3Ψ(N).
Lastly, observe that this implies
M1 ≥
C
p
Ψ(N) =
C
2p
· 2Ψ(N) ≥
C
2p
·M2,
which concludes the proof by taking c1 =
C
2p
in the Paley–Zygmund Lemma. 
5. Proof of Theorem 1.3, Case 3
As in the previous cases, the convergence case follows from a standard Borel–Cantelli
covering argument. Moreover, almost all of the results for Case 2, from Section 3, follow
directly in this new case, except for Lemma 2.3, which is crucial in establishing our zero-one
law. We provide Lutz’s argument for Lemma 2.3 and then prove the modified statement that
we require. Using this modified lemma (in place of Lemma 2.3) in the zero-one law argument
concludes the divergence case, on inspection. More specifically, after we apply Lemma 2.3 in
Section 3, we proceed as laid out, but restrict to integers, z, which are multiples of pl1; where
pl1 is the radius of the source ball of rationals.
Lastly, we note that a minor change is needed in the use of the modified Euler totient func-
tion ϕB(n), and thus also FBn , in Section 4.3. Namely, using the notation from that section,
we use the set B
[0,1]
p1 in place of Bp1 from the onset; that is, we’ll use ϕ
B
[0,1]
p1 (n) = ϕBp1 (n) and
F
B
[0,1]
p1
n . This of course limits our choice of rationals, but gives us more manageable functions
to perform our calculations with.
Proof. (of Lemma 2.3, [Lut55, Lemma 1.1]) Let A ⊆ Zp, a positive measure set, and ε > 0
be given. By a p-adic analogue to the Lebesgue Density Theorem (again, see [PT46] for
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details) almost every element of A is a density point. Let α ∈ A be such an element. It then
follows that
µp
(
B(α, p−l) ∩Ac
)
µp(B(α, p−l))
→ 0
as l → ∞ (i.e. as the radius p−l tends to zero) where Ac is the complement of the set A.
Letting Uα = Uα,l = B(α, p
−l)∩Ac, we get that there exists some integer l0 = l0(ε) such that
µp(Uα)
µp(B(α, p−l))
≤ ε
for l ≥ l0 and so
(11) µp(Uα) ≤ εµp
(
B(α, p−l)
)
.
Fix such an l ≥ l0. With l now fixed we use the shorthand Uα for this fixed value. Recall
that in Zp, there are exactly p
l disjoint balls of radius p−l which partition Zp. With that,
the collection of translates {B(α+ z, p−l)}, for z = 0, 1, 2, · · · , pl− 1, form a partition of Zp.
Thus, the set of elements in Zp that are not contained in the set of translates⋃
0≤z<pl
A+ z
is exactly the set ⋃
0≤z<pl
Uα+z.
However, the measure of this set (i.e. the set of points not contained in the translates of A)
is
µp
 ⋃
0≤z<pl
Uα+z
 ≤ ∑
0≤z<pl
µp(Uα+z)
=
∑
0≤z<pl
µp(Uα),
since translations are measure-preserving,
= pl · µp(Uα)
≤ pl · εµp
(
B(α, p−l)
)
by (11)
= ε.
Thus, on taking c = pl, we conclude that
µp
 ⋃
0≤z<pl
A+ z
 ≥ 1− ε,
as needed. 
Before proving our modification, we highlight the issue with attempting to apply the
original Lemma in this new context. Namely, in the real to p-adic case the source of rationals
is closed under integer translations (recall it is a ball in R/Z). However, in the mixed p-adic
case, that is false. As an example, take a small ball about the origin. Certainly the origin
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is in this ball, however, a large collection of integers are not contained in this ball (e.g. any
other prime). Our solution is to restrict our integer translates to a proper subset.
For our modification, recall our setup; We have two primes p1 and p2 and a fixed ball
Bp1 ⊆ Zp1 . We show that the collection of translates of the given set by integers in p
k
1Z (as
opposed to Z) can be made arbitrarily large in Zp2
Proof. (of Lemma 2.4) Let A ⊆ Zp2 and ε > 0 be given. Applying Lemma 2.3 with the
given ε we get some c = c(ε) = pl2 > 0, such that
{α = α′ + z ∈ Zp2 : α
′ ∈ A, z ∈ Z, |z| < c.}
has measure greater than 1 − ε. Setting c′ = pk1 · c(ε) = p
k
1 · p
l
2, we show that the desired
result follows.
To see this, look at the balls with radius p−l2 , centered at 0, 1, 2, . . . , c = p
l
2; as in Lutz’s
proof, these balls partition Zp2 . In this case, we will consider the images of these balls under
the map α → pk1α. That is, the centers of the balls are now 0, p
k
1, 2p
k
1, 3p
k
1, . . . , cp
k
1 = p
k
1p
l
2.
Moreover, these balls are all disjoint and still partition the space.
To see this, we show that any pair of centers of the new balls are exactly the same distance
as they were before. Take any 2 centers of the original balls 0 ≤ i ≤ j ≤ c = pl2. The distance
between the new centers ipk1 and jp
k
1 has not changed:∣∣ipk1 − jpk1∣∣p2 = ∣∣(i− j) · pk1∣∣p2 = |i− j|p2.
Since this is true for every pair of centers, and (in Zp2) any element in a ball is also the
center of that ball, all of the balls must still be disjoint.
The rest of the proof now follows as before. The set of points not contained in the union
of these translates is (borrowing the notation from above)
µp2
 c
′⋃
z=0
pk1 |z
Uα+z
 = µp2
p
k
1 ·p
l
2⋃
z=0
pk1 |z
Uα+z

= µp2
 pl2⋃
z=0
Uα+pk1z

≤
∑
0≤z<pl2
µp2
(
Uα+pk1z
)
=
∑
0≤z<pl
µp2(Uα),
since translations are measure-preserving,
= pl2 · µp2(Uα)
≤ pl2 · εµp2
(
B(α, p−l2 )
)
by (11)
= pl2 · ε · p
−l
2
= ε.
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Thus, by taking c′ = pk1 · p
l
2, we conclude that
µp2
 ⋃
0≤z<pk1 ·p
l
2
A+ z
 ≥ 1− ε,
as needed. 
6. Hausdorff Measure Generalizations
For completeness, we define the preliminaries needed in stating the Mass Transference
Principle, Theorem 6.1. We do not need the full force of the Mass Transference Principle. In
our application, we only consider the the case g(x) = x, so Hg = H1 using the notation in
[BV06b]. We will see shortly that H1 is exactly the standard Haar measure on Zp as well as
the standard Lebesgue measure on R (when defined for the respective spaces).
6.1. Mass Transference Principle. Throughout, (X, d) is a locally compact metric space
such that for every ρ > 0 the space can be covered by a countable collection of balls with
diameters less than ρ.
A dimension function f : R>0 → R>0 is a continuous, nondecreasing function such that
f(r) → 0 as r → 0. A function is doubling if there exists a constant λ > 1 such that for
x > 0
f(2x) ≤ λf(x).
Given a doubling dimension function g, a dimension function f , and a ball B = B(x, r) we
define
Bf := B
(
x, g−1(f(r))
)
.
Note that for the case g(x) = x, we have Bf = B(x, f(r)). Given a ball B = B(x, r) in X
and a dimension f , we define the f -volume of B to be
V f(B) := f(r).
The Hausdorff f -measure with respect to the dimension function f is defined as follows.
Suppose F ⊆ X, let f be a dimension function and let ρ > 0. A ρ-cover for F is any
countable collection of balls {Bi}i∈N with radius(Bi) < ρ for every i ∈ N and F ⊆
⋃
i∈NBi.
We define
Hfρ(F ) := inf
{∑
i
V f(Bi) : {Bi} is a ρ-cover for F
}
.
The Hausdorff f -measure of F with respect to the dimension function f is then defined as
Hf(F ) := lim
ρ→0
Hfρ(F ).
When f(r) = rs, for some s ≥ 0, the measure Hf is the familiar s-dimensional Hausdorff
measure, which we denote by Hs. The Hausdorff dimension, dimH(F ) of a set F is defined
as
dimH(F ) := inf {s ≥ 0 : H
s(F ) = 0} .
With these definition in place, we recall
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Theorem 6.1 (The Mass Transference Principle, [BV06b, Theorem 3]). Let (X, d) be as
above and let {Bi}i∈N be a sequence of balls in X with rad(Bi) → 0 as i → ∞. Let f be
dimension function and g be a doubling dimension function such that f(x)
g(x)
is monotonic and
suppose that for any ball B ∈ X
Hg
(
B ∩ lim sup
i→∞
Bfi
)
= Hg(B).
Then for any ball B in X
Hf
(
B ∩ lim sup
i→∞
Bgi
)
= Hf (B).
6.2. Proof of Theorem 1.4. The proof of Theorem 1.4 naturally comes in two parts.
Either p2 is prime, or infinite; that is, we are either approximating in a p-adic space or the
Euclidean space, respectively. We take care of both in one fell swoop.
In both cases, the convergence cases follows by an application of a covering argument
and using the the Hausdorff-Cantelli Lemma; as in the classical case with the Borel–Cantelli
Lemma. The divergence case relies on the Mass Transference Principle and our Khintchine’s
Theorem above. To do so, we must first reformulate the problem so as to apply Theorem
1.3.
Proof. Suppose f is a dimension function satisfying the conditions above, Bp1 ⊆ Zp1 be
given; here we take Zp1 to be either the p-adic integers or, R/Z, depending on if p1 is prime
or infinite, respectively.
Recall that we can express the ψ-approximables as a lim sup set
Wp2(ψ,Bp1) = lim sup
n→∞
(Un ∪ Vn) = ∩
∞
N=1 ∪n≥N (Un ∪ Vn)
where
(12) Un =
n⋃
a=1
(a,n)=1
a
n
∈Bp1
Bp2
(a
n
, ψ(n)
)
and Vn =
n⋃
a=1
(a,n)=1
n
a
∈Bp1
Bp2
(n
a
, ψ(n)
)
.
To prove the convergence part, let ρ > 0 and let N(ρ) ∈ N by such that ψ(n) < ρ, for all
n ≥ N(ρ). Then,⋃
n≥N
(Un ∪ Vn) =
⋃
n≥N
n⋃
a=1
(a,n)=1
a
n
∈Bp1
Bp2
(a
n
, ψ(n)
)
∪
n⋃
a=1
(a,n)=1
n
a
∈Bp1
Bp2
(n
a
, ψ(n)
)
is a ρ-cover of Wp2(ψ,Bp1). We then have
Hfρ(Wp2(ψ,Bp1)) ≤
∑
n≥N

n∑
a=1
(a,n)=1
a
n
∈Bp1
V f
(
Bp2
(a
n
, ψ(n)
))
+
n∑
a=1
(a,n)=1
n
a
∈Bp1
V f
(
Bp2
(n
a
, ψ(n)
))

≤
∑
n≥N
2nf(ψ(n)).(13)
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Since we have assumed
∑
n≥N
nf(ψ(n)) converges, we can make the sum on the right-hand side
of (13) as small as we like by choosing ρ sufficiently small. From the definition of Hausdorff
measure we have Hf (Wp2(ψ,Bp1)) = 0.
We now proceed to show the divergence case. For the sake of notation, enumerate the sets
in (12) into a single sequence, {Ai}. Given a ball Ai = Bp2
(
a
n
, ψ(n)
)
, we have
Afi := Bp2
(a
n
, f(ψ(n))
)
.
Observe that
Wp2(θ, Bp1) = lim sup
i→∞
Afi ,
where θ = f ◦ ψ. Then, in the divergence case, we have
∞∑
n=1
nθ(n) =
∞∑
n=1
nf(ψ(n)) =∞.
One may easily check that since both f and ψ satisfy the required regularity condition for
Theorem 1.3, so too does θ. On applying Theorem 1.3, we have
µp2(Wp2(θ, Bp1)) = 1.
Moreover, it is known that H1(·) = µp2(·) for p2 = ∞ (i.e. in R). This follows from our
use of the radius, as opposed to diameter, in our definition of Hausdorff Measure. Similarly,
when p2 is a prime, we have H
1(·) = µp2(·). By comparing the definitions of Haar measure
in Qp and the definition of H
g above, we immediately have equality of the two measures.
Returning to our proof, we have
H1(Wp2(θ, Bp1)) = µp2(Wp2(θ, Bp1)) = 1
Which in turn implies
H1
(
Zp2 ∩ lim sup
i→∞
Afi
)
= H1(Wp2(θ, Bp1)) = 1 = H
1(Zp2).
So, we may apply the Mass Transference Principle with B = Zp2 and Bi = Ai to get
Hf (Wp2(ψ,Bp1)) = H
f
(
Zp2 ∩ lim sup
i→∞
Ai
)
= Hf(Zp2),
which concludes the proof. 
6.3. Proof of Theorem 1.5. The result follows from applying Theorem 1.4 with ψ(q) =
q−τ and f(r) = rs. We include the details below.
Proof. Recall that, by definition, we have
dimH(Wp2(τ, Bp1)) := inf {s ≥ 0 : H
s(Wp2(τ, Bp1)) = 0} .
On applying Theorem 1.4 we have
(14) Hs(Wp2(τ, Bp1)) =
{
Hs(Zp2)
∑∞
n=1 n(n
−τ )
s
=∞
0
∑∞
n=1 n(n
−τ )
s
<∞.
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Note that this can be rephrased as investigating the convergence/divergence of the series
∞∑
n=1
n1−sτ .
We know that this series converges if and only if 1 − sτ < −1; Equivalently, the series
converges if and only if s > 2
τ
. From this, we can rewrite (14) as
Hs(Wp2(τ, Bp1)) =
{
Hs(Zp2) s ≤
2
τ
0 s > 2
τ
.
Which in turn implies dimH(Wp2(τ, Bp1)) =
2
τ
, as Hs(Zp2) = ∞ for s < 1. Note that this
last step uses our requirement that τ > 2. In particular, since τ > 2, we have 2
τ
< 1. 
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