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ABSTRACT
Fast and accurate prediction of the arrival time of Coronal Mass Ejections (CMEs) at the Earth is
vital to minimize hazards caused by CMEs. In this paper, we use a deep learning framework, i.e. a
convolutional neural network (CNN) regression model, to analyze transit times from the Sun to the
Earth of 223 geo-effective CME events observed in the past 30 years. 90% of them were used to build
the prediction model, and the rest 10% have been used for test purpose. Unlike previous studies on
this topic, our proposed CNN regression model does not require manually selected features for model
training, does not need time spent on feature collection, and can deliver predictions without deeper
expert knowledge. The only input to our CNN regression model is the instances of the white-light
observations of CMEs. The mean absolute error of the constructed CNN regression model is about
12.4 hours, which is comparable to the average performance of the previous studies on this subject.
As more CME data are available, we expect the CNN regression model will reveal better results.
Keywords: Sun: coronal mass ejections (CMEs) — solar–terrestrial relations — Convolution Neural
Network
1. INTRODUCTION
Coronal Mass Ejections (CMEs) are ejects of mass
and magnetic flux from the Sun into the interplane-
tary space (Lin and Forbes 2000). Generally, it takes
CMEs one to five days to propagate from the Sun onto
the Earth, which enables the prediction of their arrival
times in advance become theoretically feasible. Once ar-
riving at Earth, CMEs could cause severe disturbances
to the terrestrial upper atmosphere, such as the magne-
tosphere, and lead to violent geomagnetic storms (e.g.,
Gosling et al. (1991); Webb et al. (2000); Wang et al.
(2002); Zhang et al. (2007); Chi et al. (2016)). These
magnetic storms could cause potentially serious dam-
ages to spacecrafts, modern communication systems,
high-voltage power grids and oil or gas pipelines. Thus,
fast, accurate and reliable prediction of CME arrival
time at Earth is highly demanded by a range of indus-
tries and other stakeholders, e.g. in security and defense
sectors.
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Zhao and Dryer (2014) reviewed the CME tran-
sit time prediction models including empirical mod-
els (Vandas et al. (1996); Brueckner et al. (1998);
Gopalswamy et al. (2000); Gopalswamy et al. (2001);
Wang et al. (2002); Zhang et al. (2003); Manoharan et al.
(2004); Kim et al. (2007); Michalek et al. (2008)), ex-
pansion speed model (Schwenn et al. 2005), drag-based
models (Vrsˇnak (2001); Song (2010); Subramanian et al.
(2012); Vrsˇnak et al. (2013)), physics-based models
(Moon et al. (2002); Feng et al. (2009); Qin et al.
(2009); Liu and Qin (2012)), and time-dependent MHD
models (To´th et al. (2012); Riley et al. (2013)), and
claimed that no great gaps are found between their
prediction capabilities and accuracies. The predictions
yield in general about 10 hours of mean absolute error
(MAE) for a large number of events.
In the past few years, machine learning meth-
ods such as the Support Vector Machine (SVM)
(Cortes and Vapnik 1995), fully-connected neural net-
work (FCNN) (Hinton et al. 2006) and convolutional
neural network (CNN) (Lecun et al. 1998) have been
successfully applied to the analyses of several space
weather forecasting problems. Li and Zhu (2013) used
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FCNN for solar flare forecasting. Bobra and Ilonidis
(2016) employed features derived from photospheric
vector magnetic field data and X-ray flux data as the
input to a SVM machine learning model to forecast
whether an active region that produces large solar flares
will also produce a CME, without considering CME
transit times. McGregor et al. (2017) applied CNN to
solar flare predictions. Yang et al. (2018) used FCNN to
predict solar wind speeds at 1 AU. Huang et al. (2018)
applied CNN to automatically extract forecasting pat-
terns from magnetograms of active regions to predict
C-, M- and X-class flares.
Despite applying machine learning techniques to solar
flare predictions, not much effort has been devoted to
applying machine learning to CME arrival/transit time
predictions. Sudar et al. (2016) used a FCNN to analyze
the CME transit time as a function of CME initial speed
and central meridian distance that resulted in the MAE
of about 11.6 hours. This 11.6-hour MAE is the average
over ten MAEs with each MAE calculated from a ran-
domly sampled testing dataset. Further, as the first step
of our series of efforts in making space weather predic-
tions, Liu et al. (2018) used 182 geo-effective (partial-
)halo CMEs and built an SVM model to predict the
CME arrival time, and obtained the MAE of 5.9 hours.
This 5.9 hours is the best MAE of 100,000 MAEs with
each MAE computed from a randomly sampled testing
dataset. The above models used manually selected pa-
rameters to form the input to the models, which: 1)
usually is quite time-consuming to obtain from original
observations, 2) could be biased because of the possi-
bility of missed important parameters, and 3) requires
specific CME-related expert knowledge for manual fea-
ture selection. It is also worth noting that, here in
this work, we will use k-fold cross validation approach
(Mosteller and Tukey 1968) to examine the model per-
formance, that obtains the average MAE of the predic-
tion around 12.4 hours, which is the most popular way to
be used in data mining. Compared with the validation
methods in Sudar et al. (2016) and Liu et al. (2018), the
k-fold cross validation can result in a less optimistic or
less biased estimate of the model performance, espe-
cially when there is a limited number of samples (Kohavi
(1995); Zhang and Yang (2015)). Further details about
the k-fold cross validation are given in Section 2.2
To this end, we use a CNN regression model to pre-
dict the CME transit times. Our main contributions are
that:
• This is the first time that the CNN method is ap-
plied to the problem of CME arrival time predic-
tion.
• The only input to train the model and deliver pre-
dictions are directly observed images.
• Our proposed model eases the laborious dealing of
manual features selection.
• The proposed model allows the lack of a deeper
specific expert knowledge to perform the predic-
tions.
• No matter what stage the evolution of a CME
event is observed by the LASCO C2 coronagraph,
once a new CME image is taken, its transit time to
the Earth can be predicted immediately, and the
prediction result can be obtained within a second.
The rest of the paper is organized as follows. In Sec-
tion 2, we introduce the data source used in this study,
and discuss the dataset prepared for the training and
validation of our model. In Section 3, we describe the
CNN algorithm, the configurations of our proposed CNN
regression model, and the details of the model train-
ing and validation. The validation results are then pre-
sented in Section 4, and the configurations of our model
are compared with a baseline model and the pretrained
Inception-ResNet-v2 model. Section 5 concludes the pa-
per.
2. DATA
2.1. Data source
We have employed an approach analogue to the one in
CAT-PUMA (Liu et al. 2018) in order to construct the
dataset to be used in this research. In this section, let
us now briefly recap the data extraction process for the
built-up of the database to be used here.
A catalogue of all observed geo-effective CMEs since
the beginning of the SOHO era, i.e. from 1996 to
early 2018 was established by combining the following
four CME databases: the Richardson and Cane list1
(Richardson and Cane 2010), the full halo CME list pro-
vided by the University of Science and Technology of
China2 (Shen et al. 2013), the George Mason Univer-
sity CME/ICME list3 (Hess and Zhang 2017), and the
CME Scoreboard by NASA4. After removing duplicates,
276 geo-effective events were obtained. Different from
Liu et al. (2018), where CMEs with angular width less
than 90◦ were removed, in this research, all CMEs with
no matter what their angular widths are now kept.
1 http://www.srl.caltech. edu/ACE/ASC/DATA/level3/icmetable2.htm
2 http://space.ustc.edu.cn/dreams/fhcmes/ index.php
3 http://solar.gmu.edu/heliophysics/index.php/GMU CME/ICME List
4 https://kauai.ccmc.gsfc.nasa.gov/CMEscoreboard/
CNN for CME Prediction 3
After obtaining a combined catalogue of geo-effective
CMEs observed in the past two decades, the SOHO
LASCO (Brueckner et al. 1995b) C2 white-light corona
observations, from 10 minutes before up to 2 hours
after the onset times of the events, were acquired.
The LASCO C2 coronagraph measures the white-light
corona from 1.5 to 5 solar radii, usually allowing the
detection of CMEs in their early stages before travel-
ling into the interplanetary space. For each CME event,
we used the “lasco readfits.pro” module of the SSWIDL
package to enquire the downloaded fits files. Next, from
each image file, the first downloaded image of the cor-
responding event was subtracted to generate a series of
“base-difference” images to be rescaled to a range of 0 to
255 with a data range of -1000 to 1000 DN. All images
were further manually checked and images with no or
poor CME observations were then removed.
After carrying out all the above procedures, one ob-
tains 1122 base-difference images of 223 geo-effective
CMEs detected in the period of 1997 to 2017.
2.2. Data preprocessing
In the dataset described above, the number of images
that are contained in one event ranges from one to ten.
All the images from an event are categorized into one iso-
lated folder, thus there are 223 folders. For each event,
the CME arrival time to the Earth is saved as a text
file. Each image file name is the time of its observation.
Therefore, the transit time of a CME can be calculated
by subtracting the arrival time by the time of observa-
tion of its corresponding image file name. In order to
alleviate the computational cost, the images, which are
originally 1024 × 1024 pix2, are re-scaled to a smaller
resolution: 256 × 256 pix2. The image pixels are then
scaled down by a factor of 255, i.e. they are transformed
from the range [0, 255] to [0, 1]. This normalization
step is to make the images contribute more evenly to
the total loss function of the model. The CME images,
although saved in a three-channel color mode, i.e. in
RGB format, are actually grayscale images. Therefore,
all the obtained images are then converted from RGB
to grayscale.
Next, a validation method is used to estimate the per-
formance of a model on unseen data. That is, we esti-
mate how the model performs when used to make pre-
dictions on a testing dataset that are not used during
the training of the model. There are various ways to
separate a dataset into training and testing sets. A com-
mon way is to simply divide the dataset into two groups
and assign a smaller portion, typically 20%, to the test-
ing set, and use the remaining data for the training set.
Another popular approach is the k-fold cross-validation
(Mosteller and Tukey 1968). The general procedure is
as follows: 1) shuﬄe the dataset randomly, 2) split the
dataset into k groups, 3) for each unique group, take it as
a hold out or a testing dataset, and take the remaining
groups as a training dataset, and 4) fit a model with the
training dataset and validate it with the testing dataset.
Therefore, the validation method of dividing the entire
dataset into two groups is simply an equivalent of one
fold of the k-fold cross validation. In Section 1, we have
already mentioned that k-fold cross validation can result
in a less optimistic or less biased estimate of the model
performance. This is because, with k-fold cross valida-
tion, each sample of the entire dataset is used in the
testing set, which avoids easily to be biased by lucky or
unlucky selection or cherry-picked testing set as in an-
other validation methods. Kohavi (1995) recommended
that the 10-fold cross validation is better at reducing
variance and bias, and is thus commonly used in ma-
chine learning. For applying the 10-fold cross validation
method in this work, we need to guarantee that images
belonging to the same event are given to one group only,
i.e. they must not be separated, otherwise there will
be correlated images between the training and testing
datasets. To this end, we shuﬄe all the 223 events ran-
domly, which are then splitted into ten groups with each
group containing approximately 22 events, i.e. 10% of
all the 1122 images.
3. CONVOLUTIONAL NEURAL NETWORK
The area of neural networks is inspired by the goal
of modelling the connectivity of neurons in the human
brain. These networks turn out to be well-suited to
model high level abstractions across a wide range of dis-
ciplines. Figure 1 shows the first standard CNN archi-
tecture, namely the LeNet-5 (Lecun et al. 1998).
3.1. Basic CNN components
A simple CNN is a sequence of layers, where each layer
transforms one volume of tensor or activation to another
through a differentiable function. Different layer types
used in a typical CNN primarily include:
• Convolutional Layer: The convolutional layer acts as
a filter for feature extraction from images. Figure 1
shows the first CNN, LeNet-5, that consists of sev-
eral feature maps, which are responses to the filters
in the presence of certain kinds of features with each
filter learning to look for different features from the
input. As we go deeper through the network, i.e. go
through more convolutional layers, we obtain feature
maps that represent more and more abstract features.
• Pooling Layer: The extracted feature maps are then
passed to the pooling layer, which sub-samples its in-
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Figure 1. The architecture of LeNet-5. Each plane is a feature map, and a neuron is a set of units whose weights are constrained
to be identical for a feature map (Lecun et al. 1998).
puts while preserving the most important information
in them. The pooling layer can reduce the dimensions
of the feature maps and increase robustness of the
feature extraction. Two typical pooling schemes are
average pooling (Wang et al. 2012) and max pooling
(Boureau et al. 2010).
• Fully-connected Layer (also called dense layer): The
fully-connected layer takes the high-level features
from the previous layer and translates them into pre-
dicted values in terms of regression problems. Since
each input sample can only be formatted onto one-
dimensional data for feeding into the fully-connected
layer, there is no spatial information preserved in this
layer.
Figure 2 depicts the information flow through a neu-
ron. The training dataset is given in pairs of (xi, yi).
CNN acquires an image (xi) through a small window,
e.g. 3 × 3 pix2, which is a 3 × 3 weights matrix
(W ), called a filter or neuron or kernel. The weights
W = (w0, w1, w2, ...) are initialized as random numbers
and are the learnable parameters. During forward prop-
agation, a feature map or activation map, which is a
matrix, is formed by sliding the filter (W ) over an im-
age (xi) for computing the dot product, adding the bias
(b), and applying the non-linearity or activation function
f :
y = f(Wx+ b). (1)
Here, x and y represent the input and output tensors,
respectively. The input tensor could be an input image
or a feature map from a previous layer. The activation
function, f , enables the neurons to represent a com-
plex non-linear dynamic system. Without the activation
function, the result of a neural network is just linear
combinations of input parameters. By a similar mecha-
nism, the dense layer computes the predicted value yˆi,
though its associated filter (W ) is a one-dimensional vec-
tor for each feature instead of a two-dimensional win-
dow. The loss function L is the compatibility between
the predicted value yˆi and the label yi. The regulariza-
tion loss is just a function of the weights that is used to
control over-fitting. At this point, the gradient descent
optimization algorithm is used to minimize the loss via
updating the NN weights and bias through backprop-
agation based on the training dataset. This training
process continues iteratively until it converges.
Figure 2. The information flow of a neuron (Li 2018)
3.2. The configuration of our proposed CNN regression
model
The schematic diagram of our proposed CNN regres-
sion model is shown in Figure 3. Parameters of the CNN
can be learned automatically from the input data during
the training process. However, some hyperparameters
need to be set up before training (Bengio 2012). One
type of such hyperparameters is called the model hy-
perparameters, which specify the structure of the CNN
model. The other type, the so-called training hyperpa-
rameters, determine how the model is trained.
Observations show that, the expression ability of a NN
is enhanced as the size of it increases, which includes the
depth and width of the network. While as the size of a
NN increases, more training data is required to optimize
the parameters of the model, and the memory consump-
tion increases as well. Therefore, in our experiments,
we increase the model size until the performance of the
model does not improve anymore, or the computational
cost is too high to afford.
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Figure 3. The schematic diagram of our CNN regression model. We determined the configurations through trial and error and
tailored them to minimize the MSEs.
A number of experiments have been conducted for de-
termining the structure of the CNN regression model.
Several typical configurations of CNNs are introduced
for aiding to explain how the proposed structure is de-
veloped: 1) a convolutional layer is normally followed by
a batch normalization (BN), an activation function and
a max pooling; 2) the number of neurons in a layer is
in powers of 2, starting from 32; 3) the typical numbers
of window size are 3, 5, 7, 11. These typical config-
urations are used mainly for effectively finding a good
hyperparameter choice compared to try the sizes with
a unit increment each time. In the 10-fold cross vali-
dation, for each individual testing set, we evaluate the
performance of the model by calculating the MAE of
each CME image. For the testing set, with a total num-
ber of M images, the MAE is calculated as follows:
MAE =
1
M
M∑
m=1
|ym − yˆm|. (2)
Here, ym is the true target value, and yˆm is the predicted
target value. The subscript m represents the mth input
sample.
Convolutional layers are used to automatically extract
features from input data, of which the depth and width
directly affect the prediction accuracy. For determin-
ing the appropriate number of convolutional layers, five
main steps are taken. At each step, the depth and width
of dense layers are also experimented in a similar man-
ner. The five steps are shown as follows:
1. Models are composed of only one convolutional
layer, stacked by dense layers. The numbers of
neurons for the convolutional layer are 32 or 64.
Going beyond 64 neurons for the first layer costs
too much computational resources. All the models
from the first stage result in the MAEs 13.2-13.5
hours.
2. One more convolutional layer is added. Several
combinations of numbers of neuron for these two
convolutional layers are evaluated, e.g. 32 or 64
neurons for both convolutional layers, or 64 for
the first convolutional layer and 128 for the sec-
ond one. The MAEs of the two-convolutional-layer
model decreased to 13.0-13.2 hours, with an ex-
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ception when the window size is 11×11 pix2, the
MAE achieves 12.5 hours. It seems the 11×11 pix2
window size is more suitable for manipulating the
CME images.
3. There are three convolutional layers followed by
dense layers at this step. When the window size
is 11×11 pix2, the MAEs varied between 12.4-12.6
hours. The model structure that reaches the best
performance is shown in Figure 3. For other win-
dow sizes, the MAEs are between 12.5-12.8 hours.
A larger window size of 15×15 pix2 is also ex-
amined, and it produces the MAE of 12.8 hours,
which is not as good as the 11×11 pix2 one. These
experiments further confirm that 11×11 pix2 is
more suitable for the CME dataset.
4. When the number of convolutional layers increases
to four and five, the MAEs are always stuck at
12.7-13.1 hours, implying that noise may be intro-
duced due to insufficient training data for these
depths of the network.
5. After taking the best CNN model from step 3,
CNN structures with/without BN and max pool-
ing layers, and positions of BN before/after the
activation functions are then evaluated. Training
hyperparameters are also explored for the chosen
model, which includes batch size, activation func-
tion, and learning rate etc. Finally, the CNN re-
gression model is determined as shown in Figure
3
The activation function employed in our CNN re-
gression model is the rectified linear unit (ReLU)
(Nair and Hinton 2010), and a linear function is ap-
plied only to the last layer, which is able to output the
full range of values of the target variable. For a better
generalization, BN (Ioffe and Szegedy 2015) is applied
after the convolutional layers, which is a regularization
technique used to convert the distributions of all input
features to have zero mean and one standard deviation.
In this way, the later layer can treat all features equally,
and thus reduce the oscillations of the optimizer when
approaching the minimum point. The model is trained
to minimize the mean-squared error (MSE) loss func-
tion using Adam optimizer (Kingma and Ba 2014) with
a learning rate of 0.001. For the training set with a total
number of N images, MSE is calculated as follows:
MSE =
1
N
N∑
n=1
(yn − yˆn)
2, (3)
where yn is the true target value, and yˆn is the pre-
dicted target value. The subscript n represents the nth
input sample. MSE is commonly used in solving regres-
sion problems because it can deliver better result than
other loss functions tested while developing our CNN
regression model. In the training process, each of the
10-fold is trained 500 epochs and the model weights of
each fold is determined from the epoch that generates
the minimal MSE. The model error is then obtained by
averaging the 10-fold MSEs. We determined the con-
figurations through trial and error and tailored them to
minimize the MSEs. The batch size used in the training
process is 64.
The number of trainable parameters of a two-
dimensional convolutional layer (Conv2D) is calculated
by the filter height times the filter width times num-
ber of feature maps (or channels) from the previous
layer as the number of weights of one filter, plus one
bias for this filter, and then times the number of filters
for all filters. For example, assuming that the input
image has 256 pixels in height, 256 pixels in width
and 1 channel since it has been converted to grayscale.
The Conv2D in the first layer of our CNN regression
model has 64 filters with each filter 11 × 11 weights.
The number of trainable parameters of this Conv2D is
(11 × 11 × 1 + 1) × 64 = 7808. A BN computes two
trainable parameters and two non-trainable parameters
per feature map on the previous layer, which makes the
BN in the first layer having 4 × 64 = 256 parameters
with 128 trainable and 128 non-trainable parameters,
respectively. ReLU and max pooling do not have any
parameters. Therefore, in total, the first layer contains
7808 + 256 = 8064 parameters. The number of train-
able parameters of a dense layer is computed by the
number of input plus one bias, and then times the num-
ber of neurons. For example, the first dense layer in
our model has 256 neurons, and its number of input is
32 × 32 × 256 = 262, 144, which makes its number of
trainable parameters (262, 144+1)× 256 = 67, 109, 120.
The code is available at https://github.com/
yiminking/CME-CNN. The implementation of our
CNN regressionmodel is built using Keras (Chollet et al.
2015), which is a high-level API of TensorFlow (Abadi et al.
2015). TensorFlow is an open source software library
developed by Google Brain team 5, and it is one of
the most popular infrastructure for running machine
learning algorithms.
4. EXPERIMENTAL RESULT AND ANALYSIS
A deep learning approach is proposed for CME
arrival time prediction, which is able to automat-
ically extract predicting features from the white-
5 https://ai.google/research/teams/brain
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light observations of CMEs. The average MAE over
ten testing sets is 12.4 hours varying between 10.1 hours
and 16.2 hours.
During the training process, weights in the convolu-
tional layers are iteratively adjusted to minimize the er-
ror between the predicted and the true arrival time of a
CME. Taking the first convolutional layer in the CNN
model for example, we aim to understand how the model
comprehends the CME images, and how different model
structures affect the prediction accuracy. The weights
of 64 neurons are initialized by random numbers at the
start of the training process as shown in Figure 4(a),
and the averaged MAE of the 10-fold cross validation is
65.8 hours ranging from 55.2 to 80.5 hours before the
training. In Figure 4(b), the weights are adjusted to the
patterns after the model is trained for 500 epochs, which
look at a CME image from different aspects.
In order to understand how the model structures af-
fect the prediction accuracy, the feature maps from four
different models are compared as shown in Figure 5.
The training hyperparameters and dense layer scheme
are kept the same for these four models. Figure 5(a)
is the original input CME image. This image contains
at least 4 different features: the black disk as the Sun,
the white structure as the CME, the black structure
between the CME and the Sun as the CME when it ap-
peared in the LASCO C2 FOV for the first time, and
the vast black background with noises. Figure 5(b) is
generated by a model with only one convolutional layer
with 32 neurons and window size 3×3 pix2. This model
produced the worst performance across all of our ex-
periments, of which the averaged 10-fold MAE is 13.5
hours. This could be expected as we can see from Fig-
ure 5(b) that, not a single filter successfully distinguish
between the above four features. The Sun, the CME
and the background were almost mixed together with
similar brightness in all filters. Figure 5(c) is generated
by a two-convolutional-layer model with an improved
MAE of around 13.0 hours. Filters in this model start
to look at the desired locations, but with only one filter
(at the second row and second column) makes the CME
brighter enough than the solar disk and the background.
Figure 5(d) is from a three-convolutional-layer model
with halved number of neurons compared with the pro-
posed model and the window size 3×3 pix2. Com-
pared to the two-convolutional-layer model, more filters
in this three-convolutional-layer model successfully dis-
tinguish the desired features. Figure 5(e) is generated
by the proposed CNN regression model, which shows
clear concentration on the CME. Interestingly, for fil-
ters that successfully distinguish between the CME and
the background, the contrasts between the CME and
the background are higher in the proposed model than
in the three-convolutional-layer model. Meanwhile, the
background is also less noisy. These findings mean that
proposed model performs better in separating the CME
from the background and ignoring the background noise.
Figure 6 depicts the distribution of CME transit times
against their corresponding MAEs for all the testing
data. The bins are ten-hour wide. We can see that
the more the image samples fall in a transit time range,
the smaller the MAE, i.e. the more accurate its pre-
diction. When the transit times are in the range of 60
to 70 hours, there are the most numbers of images, i.e.
215, and its MAE is just 7.3 hours. It needs to be noted
that, 1122 images are considered to be a small dataset
for deep learning methods. Due to their intrinsic prop-
erties, deep learning approaches can learn the features
of training data better when there is a sufficient amount
of them. If more training data are available, the CNN
regression model would yield much better results.
Figure 7 depicts the distribution of the MAEs for all
the testing samples. The bins are four-hour wide. The
figure shows that 60% of the images are contained in the
first three bins, i.e. of which the predicted transit times
are smaller than 12 hours.
In the ideal case, the correlation coefficients between
the predicted and the actual transit times should be
equal to 1, i.e. as marked by the blue dashed line in
Figure 8. The black dots demonstrate the transit times
from all the testing samples. Despite several outliers,
the agreement with the mean correlation coefficient (cor-
rcoef) over the ten folds of 0.58 ranging between 0.35 to
0.83 looks satisfactory for the majority of the dots.
Out of the studied 223 events, the arrival times of
59 events have been predicted by various earlier mod-
els available via the NASA CME Scoreboard. Figure 9
shows a comparison of the prediction error between our
model and these alternative models on these 59 events.
The prediction error of our model on an event is the
MAE of predictions made on all images used for one
event, and the prediction error of the earlier models is
the MAE of all available predictions at the NASA CME
Scoreboard on the same event. It turns out that, in 38
(∼64.4%) events, our model gives a smaller prediction
error than that of the average of the traditional models.
For all these 59 events, the average prediction error of
our model is about 12.6 hours, while the average pre-
diction error of the studied traditional models is about
15.4 hours.
In our experiments, we also compared the proposed
CNN regression model with an FCNN and the state-
of-the-arts Inception-ResNet-v2 (Szegedy et al. 2016)
models as shown in Figure 10. We trained and validated
8 Wang et al.
(a) Random initialization of weights (b) Trained weights after 500 epochs
Figure 4. Variation of the weights of the first convolutional layer before and after training.
Figure 5. Feature maps of the first convolutional layer of four model architectures.
the CME dataset using an FCNN model with eight
layers as a baseline. The pretrained Inception-ResNet-
v2 model was trained using the well-known ImageNet
dataset 6, meaning a reasonable number of features be-
ing extracted from the ImageNet dataset that are then
6 http://www.image-net.org/
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Figure 6. The distribution of CME transit times and their
corresponding MAEs for all the testing samples.
Figure 7. The distribution of MAEs for all the testing sam-
ples.
Methods MAE corrcoef TP
FCNN 26.03 -0.01 279,625,729
Inception-ResNet-v2 13.10 0.55 56,440,673
CNN regression 12.42 0.58 72,074,652
Table 1. Comparison of the proposed CNN regression model
with other commonly used approaches. MAE - Mean Abso-
lute Error, corrcoef - correlation coefficient, TP - number of
Trainable Parameters.
saved in the kernels of the Inception-ResNet-v2 model.
In order to use the Inception-ResNet-v2 model in regres-
sion tasks, we removed its top fully-connect layer which
is used for classification problems, and attached another
four fully-connected layers tailored for regression tasks.
Figure 8. Observed and predicted transit times of each
image in the testing set. The blue dashed line depicts the
case when the predicted transit hours equal the real ones,
and the red dashed lines show the deviation from the blue
line.
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Figure 9. The prediction error calculated by our CNN re-
gression model versus the average of the traditional methods.
The blue dashed line indicates when the prediction error from
our model is the same with that of the average of the tradi-
tional models.
The comparison of the results is demonstrated in Ta-
ble 1. The FCNN model has a testing MAE of 26.0
hours varying between 20.0-34.4 hours, and its correla-
tion coefficient is only -0.01. This much worse result
10 Wang et al.
Figure 10. The structure of the FCNN model (left) and the Inception-ResNet-v2 regression model (right). We determined the
configurations of these two models through trial and error and tailored them to minimize the MSEs.
of FCNN compared with the CNN regression model is
expected, because FCNN is not capable of extracting
features from images. We have already mentioned in
Section 3.1 that any dimension of input data has to
be flattened to one-dimension before feeding to a fully-
connected layer, therefore, no spatial information can
be preserved. FCNN has trainable parameters about
4 times of the CNN regression model. The ImageNet
dataset is composed of 1000 classes that are commonly
seen in human life, e.g. animals and electronics, but it
does not contain images similar to that of the CMEs.
Therefore, even though the Inception-ResNet-v2 model
has been pretrained, it does not defeat the CNN regres-
sion model.
5. CONCLUSION
In this work, we have applied a CNN regression
model to predict CME transit times using 1122 CME
images observed by the SOHO LASCO C2 corograph
(Brueckner et al. 1995a) from 223 events as the input
data. The output is their corresponding transit times
estimated to be needed to propagate from the Sun to
the Earth. The MAE over the entire sample is about
12.4 hours, which is very similar to that of the average
performance of previous studies on the same subject.
Due to the intrinsic properties of CNNs, more training
samples can result in much better results, whereas 1122
images are considered to be a small size of dataset for
the method of deep learning.
The most important benefit of our proposed CNN
model is that it is not necessary to select features man-
ually, which is usually rather time consuming, requires
specific expertise, and can lead to failure of tasks if in-
appropriate features are selected. Secondly, feature data
collection, which is a redundant work and normally costs
tens of hours of running time, is not necessary in our
work. On the contrary, the only input to our CNN re-
gression model is the instances of the white-light obser-
vations of CMEs. Another benefit is, similar to FCNNs,
that in our model it is not necessary to specify the empir-
ical function or hyper-surface of mapping between input
and output data.
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The employed CNN regression model, as demon-
strated in this work, only predicts the transit time
for a CME that can finally arrive at the Earth, and
it does not predict whether a CME will actually hit
the Earth or not. The latter is another very important
research task in space weather prediction. Therefore,
the first follow-up step of our future work, would be to
predict whether a CME can indeed arrive at the Earth
using a much wider range of CME dataset, i.e. using
all the CME events listed in the SOHO LASCO CME
Catalog (Gopalswamy et al. 2009). Next, one needs to
be reminded that, although CNN models are good at
extracting features from images, they are not capable of
dealing with time sequence data, i.e. CNN models treat
images as isolated individuals without considering inter-
relationships of the images. As the second step of our
future work, we will therefore apply the deep learning
approaches that can take evolutionary properties of the
CMEs image sequences into account, which may further
improve the accuracy of CME arrival predictions.
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