Abstract. Let F be a holomorphic map whose components satisfy some polynomial relations. We present an algorithm for constructing Nash maps locally approximating F, whose components satisfy the same relations.
Introduction
Let Q 1 , . . . , Q q be polynomials inm complex variables and let F : U → Cm be a holomorphic map such that Q 1 (F (x)) = . . . = Q q (F (x)) = 0 for every x ∈ U, where U is a domain in C n . Let us fix any point x 0 ∈ U. The aim of this paper is to present an algorithm for constructing a Nash map F ν uniformly approximating F, in some neighborhood U 0 of x 0 , such that Q 1 (F ν (x)) = . . . = Q q (F ν (x)) = 0
for every x ∈ U 0 . The correctness of the algorithm will follow from the proof of the fact that such approximations always exist, presented in Section 3.1 (see Theorem 3.1). The existence of local approximation of the solutions of algebraic or analytic equations was investigated in [1] , [2] and [3] , and Theorem 3.1 can be derived from the results of these papers. However, in order to obtain an effective procedure for constructing the approximating functions it is more convenient to base a proof on a combination of some of the ideas of [1] , [35] and [5] . This allows us to perform an effective reduction to the case where q = 1 and Q 1 is of the form ∂ym (F (x)) is a non-zero function. Then we can use the fact that in order to find Nash approximations F ν : U 0 → Cm of F | U0 such that Q 1 (F ν (x)) = 0 it is sufficient to find Nash approximationsF ν of F | U0 such that
where d(x) is a holomorphic function with sufficiently small norm. This fact was proved and applied in a similar context in [35] to (global) maps depending on one variable. If the number n (of the variables F depends on) is greater than 1, then we decrease it using the Weierstrass Division Theorem in the spirit of [1] , see also [14] pp. 295-298 or [30] pp. 97-98.
To perform an algorithm we need to represent holomorphic functions in such a way that they can constitute its input. This will be done similarly to [37] , [39] . More precisely, every component f of F will be defined by the following data:
(a) a procedure computing the coefficients of the Taylor expansion of f at x 0 , (b) the polyradius of a polydisc U f centered at x 0 on which the Taylor expansion of f is convergent, (c) a constant M f such that sup U f |f | < M f .
The class of functions represented in this way is large and it contains important transcendental functions (such as exp, log, sin, cos and many others). Moreover, it is closed under algebraic operations and differentiation which can be performed effectively. Furthermore, one can use computer algebra procedures [16] to obtain effective versions of the Weierstrass Preparation and Division Theorems. Using basic facts from complex analysis (Cauchy's integral formula), it is also possible to control accuracy of polynomial approximations of such functions (and, consequently, accuracy of Nash approximations of F ; see Section 3.2 below for details).
In Section 3.2 we present algorithms for computing approximating maps. The algorithms rely on effective versions of the Weierstrass Preparation and Division Theorems and on some techniques from computational algebraic geometry (equidimensional decomposition [16] , [19] , [20] , [24] , elimination theory [13] , [15] , [16] , description of factors of iterated discriminants [23] ).
This paper is related to [5] where also a method for approximation of holomorphic solutions of polynomial equations is presented. However, the method of [5] contains steps which are not computable in the data structure described above. More precisely, it relies on the zero-test and on factorization of monic polynomials with holomorphic coefficients into the product of powers of reduced monic and pairwise relatively prime polynomials with holomorphic coefficients.
(The zero-test is only semi-decidable, and computability of the factorization would imply decidability of the zero-test, cf. Remark 3.7 below.) The approach proposed in the present paper allows us to avoid these steps. First, in Section 3.2, we give a partial algorithm which does not rely on the factorization of polynomials with holomorphic coefficients, but still uses the zero-test. Next after refining this partial algorithm, we obtain a complete one.
Our work is motivated by the natural question whether every purely dimensional analytic set can be (locally) approximated by algebraic or Nash ones of the same pure dimension. This question is related to the classical problem of characterizing those analytic sets which are analytically equivalent to algebraic ones (see e.g. [1] , [2] , [9] , [10] , [25] ). As for algebraic approximation, the problem is interesting especially for non-complete intersections, i.e. for analytic sets for which the number of defining equations is greater than their codimensions. Then one cannot simply replace the defining functions by approximating polynomials as this gives sets of strictly smaller dimensions. Nevertheless, algebraic approximations do exist for a large subclass of the class of non-complete intersections (see [5] , [6] , [8] ). In particular, every analytic set admits local algebraic approximations which in many cases can be effectively constructed. One of the main tools used in the construction is Theorem 3.1 discussed in the present paper (cf. [6] , p. 284) and the algorithm following from its proof.
Finally, let us mention that both in the real case [12] and in the complex case [25] global versions of Theorem 3.1 are known to be true. The original proofs of these theorems are elegant and relatively short, but rely on the affirmative solution to Artin's conjecture-a deep and difficult result of commutative algebra (cf. [12] , [25] ). For a geometric approach the reader is referred to [7] . However, these proofs do not indicate any simple constructive procedures of approximation.
The present paper is organized as follows. Sections 3.1 and 3.2 are devoted to Theorem 3.1 and the algorithms, respectively. Preliminary material concerning Nash mappings and sets as well as analytic sets with proper projection is gathered in Section 2 below.
Preliminaries

Nash mappings and sets
Let Ω be an open subset of C n and let f be a holomorphic function on Ω. We say that f is a Nash function at x 0 ∈ Ω if there exist an open neighborhood U of x 0 and a polynomial P : C n × C → C, P = 0, such that P (x, f (x)) = 0 for x ∈ U. A holomorphic function defined on Ω is said to be a Nash function if it is a Nash function at every point of Ω. A holomorphic mapping defined on Ω with values in C N is said to be a Nash mapping if each of its components is a Nash function.
The following lemma is well known. Here we recall the proof to emphasize its algorithmic nature.
Proof. Let ⋄ denote either multiplication or addition in C. Let π : C n x × C u × C y × C z → C n x × C u denote the natural projection. Consider the algebraic set V = {(x, u, y, z) ∈ C n × C × C × C : P (x, y) = Q(x, z) = 0, u = y ⋄ z}.
Since P, Q are monic in y, z, and u − y ⋄ z is monic in u we see that the map π| V : V → C n x × C u is proper and also the projection of π(V ) onto C n x is proper. Consequently π(V ) is an algebraic hypersurface described by a single polynomial denoted by S (if ⋄ = +) or R (if ⋄ = ·). Clearly, S(x, (f + g)(x)) = 0 and R(x, (f · g)(x)) = 0. Observe that, by properness of the projection of π(V ) onto C n x , the polynomials S, R are monic in u. Also observe that S, R can be effectively computed because the projection of V to C n x × C u corresponds to the elimination of y, z from P, Q, u − y ⋄ z, which is algorithmic (cf. [4] , [13] , Chapter 3, or [16] , pp. 69-73). Moreover, the degrees in u of S, R obtained by the elimination procedure are bounded by a constant depending only on the degrees of P, Q in y, z, respectively.
n is said to be a Nash subset of Ω if and only if for every y 0 ∈ Ω there exists a neighborhood U of y 0 in Ω and there exist Nash functions f 1 , . . . , f s on U such that
We will use the following fact from [33] , p. 239. Let π : Ω × C k → Ω denote the natural projection. Theorem 2.2 Let X be a Nash subset of Ω × C k such that π| X : X → Ω is a proper mapping. Then π(X) is a Nash subset of Ω and dim(X) = dim(π(X)).
The fact from [33] stated below explains the relation between Nash and algebraic sets. Theorem 2.3 Let X be a Nash subset of an open set Ω ⊂ C n . Then every analytic irreducible component of X is an irreducible Nash subset of Ω. Moreover, if X is irreducible then there exists an algebraic subset Y of C n such that X is an analytic irreducible component of Y ∩ Ω.
Corollary 2.4 Let U be an open subset of C n . Let f : U → C be a holomorphic function and let N ⊂ U × C be a Nash hypersurface such that graph(f ) ⊂ N. Then f is a Nash function.
Proof. One may assume that U is connected (because each of its connected components can be considered separately). If N is reducible, then replace it by its analytic irreducible component containing graph(f ) which, by Theorem 2.3, is a Nash set. Again by Theorem 2.3, there is an algebraic hypersurface M ⊂ C n × C such that N ⊂ M. Let P ∈ C[x 1 , . . . , x n , z] be a (non-zero) polynomial such that {P = 0} = M. Then P (x, f (x)) = 0 for every x ∈ U.
Analytic sets
Let U, U ′ be domains in C n , C k , respectively, and let π : C n × C k → C n denote the natural projection. For any purely n-dimensional analytic subset Y of U ×U ′ such that π| Y : Y → U is a proper mapping, we denote by S(Y, π) the set of singular points of π| Y :
is not an isomorphism}.
We often write S(Y ) instead of S(Y, π) when it is clear which projection is taken into consideration. It is well known that S(Y ) is an analytic subset of U × U ′ , dim(Y ) < n (cf. [11] , p. 50), hence, by the Remmert Theorem π(S(Y )) is also analytic. Moreover, the following holds. The mapping π| Y is surjective and open and there exists an integer s = s(π| Y ) such that:
Let E be a purely n-dimensional analytic subset of U × U ′ with proper projection onto a domain U ⊂ C n , where U ′ is a domain in C. Then there is a monic polynomial p ∈ O(U )[z] (i.e. a polynomial in z whose leading coefficient is 1) such that E = {(x, z) ∈ U × C : p(x, z) = 0} and the discriminant ∆ p of p is not identically zero. p will be called the optimal polynomial for E. We haveπ(S(E)) = {x ∈ U : ∆ p (x) = 0}, whereπ : U × C → U is the natural projection. If E is algebraic and U = C n , U ′ = C, then the coefficients of the optimal polynomial p are polynomials.
Let V be an analytic subset of
Finally, for any analytic subset X of an open setŨ ⊂ C m let X (k) ⊂Ũ denote the union of all analytic irreducible components of X of dimension k.
Approximation
The main theorem
Theorem 3.1 Let U be an open subset of C n and let F : U → Cm be a holomorphic map that satisfies a system of equations Q(F (x)) = 0 for x ∈ U, where Q : Cm → C q is a polynomial map. Then for every x 0 ∈ U there are an open neighborhood U 0 ⊂ U and a sequence {F ν : U 0 → Cm} of Nash maps converging uniformly to F | U0 such that Q(F ν (x)) = 0 for every x ∈ U 0 and ν ∈ N.
As said in Section 1, this theorem is known. The proof given in the present paper is simpler than the previous ones and it allows us to design an algorithm for computing the approximating maps.
The proof will be divided into two parts. In part 1, we shall show how to reduce the problem to the case (c1) specified as follows:
is the discriminant of Q, whereas f 1 , . . . , f m are the first m components of F.
In part 2, we shall show that given Q, F (as in Theorem 3.1) such that (c1) holds, we can produce a holomorphic map g depending on n − 1 variables and a polynomial map T with T • g = 0 such that if g can be locally approximated by Nash maps g ν with T • g ν = 0, then F can be locally approximated by Nash maps F ν with Q • F ν = 0. For n = 1, g will be a constant vector and we shall take g ν = g. Once parts 1, 2 are completed, the proof of Theorem 3.1 will be completed as well (by induction on n).
The following lemma will be useful in part 1 of the proof. Let U be a domain in C n . (For the notion of an optimal polynomial see Section 2.2.)
Lemma 3.2 Assume we are given:
ν } of functions, holomorphic on U, converging locally uniformly to f 1 , . . . , f m , L(f m+1 , . . . , f m+s ), respectively, such that
the following holds. There exist sequences {f ν m+1 }, . . . , {f ν m+s } of functions, holomorphic on U, converging locally uniformly to f m+1 , . . . , f m+s , respectively, such that the image of the map (f
Proof of Lemma 3.2. Recall that Φ L (V ) is algebraic (cf. Section 2.2). Since V has proper projection onto C m , Φ L (V ) also has proper projection onto C m . For any holomorphic mapping H : E → C m , where E is an open subset of C n , and any algebraic subvariety X of C m × C s , consider the analytic set
If X has pure dimension m and proper projection onto C m , then V(X, H) has pure dimension n and proper projection onto E. Indeed, fix any compact K ⊂ E. Then H(K) ⊂ C m is also compact. Since X has proper projection onto C m , the fibers in X over H(K) are uniformly bounded. Consequently, by definition of V(X, H), the fibers in V(X, H) over K are also uniformly bounded. Thus V(X, H) has proper projection onto E. Now V(X, H) has dimension n because its projection onto open E ⊂ C n is proper and surjective (the latter because the projection of X onto C m is surjective). It remains to check that V(X, H) is of pure dimension (i.e. none of its analytic irreducible components has dimension strictly smaller than n).
Suppose that this is not true. Then there is an open polydisc
is proper. Since X has pure dimension m and H(B) ⊂ C m , the latter projection is surjective. Consequently, by definition of V(X, H), the projection of V(X, H) ∩ (B × C) onto B is surjective which contradicts the fact
Assume the notation of Section 2.2. Then we have the following Remark 3.3 Let Z ⊂ E × C s be an analytic subset of pure dimension n with proper projection onto a domain E ⊂ C n such that the generic fiber in Z and the generic fiber in Ψ L (Z) over E have the same cardinality. Then, for every analytic irreducible component Σ of Ψ L (Z) there exists an analytic irreducible component Γ of Z with Ψ L (Γ) = Σ such that the generic fiber in Γ and the generic fiber in Σ over E have the same cardinality.
, we have ν 1 + . . . + ν l ≥ ν. Now, by the hypothesis, ν = µ. Hence, ν j = µ j for every j, as required.
The remark allows us to complete the proof of Lemma 3.
) and in V(V,F ν ) over U are equal for large ν. Moreover, by the second and the third paragraph of the proof, V(V,F ν ) has pure dimension n and proper projection onto U, so we may apply Remark 3.3 with Z = V(V,F ν ) (for large ν). In view of (3.1), we have
Let us show that {G
ν } converges to G locally uniformly. This will be done in two steps. First, we will show that {G ν } is locally uniformly bounded. Next we will prove that {G ν } converges to G pointwise. It is well known that these two facts imply local uniform convergence (cf. [41] ).
Observe that {G ν } is locally uniformly bounded. Indeed, by
is contained in V. Now, on one hand, {F ν } is locally uniformly bounded (because it is a convergent sequence of holomorphic functions). On the other hand, G ν (x) is contained in the fiber of V overF ν (x), for every x ∈ U. Since V has proper projection onto C m , the sequence {G ν } is also locally uniformly bounded. Now suppose that there is [21] , p. 17) and by the choice of x 0 we may assume that {G νi } converges uniformly on
s ) have equal cardinality for generic x ∈ U, so we can pick x = x 1 for which these sets do have equal cardinality and moreover,Ḡ(x 1 ) = G(x 1 ). On one hand,
is injective, because it is surjective and its domain and range are finite and have equal cardinality. On the other hand,
Thus {G ν } indeed converges to G pointwise and, consequently, also locally uniformly. Now we can define f ν m+i to be the i'th component of the map G ν , for i = 1, . . . , s.
Proof of Theorem 3.1. Part 1. First, following [5] , we carry out some preparations. Since the problem is local, it is sufficient to consider the case where U is connected. Then F (U ) is contained in an irreducible component of the algebraic variety V = {y ∈ Cm : Q(y) = 0}, so we may assume that V is of pure dimension, say m. We may also assume that V ⊂ Cm ≈ C m × C s is with proper projection onto C m . Indeed, for a generic C-linear isomorphism J : C m+s → C m+s the image J(V ) is with proper projection onto C m . Thus if there exists a sequence H ν : U 0 → J(V ) of Nash mappings converging to J • F | U0 then the sequence {J −1 • H ν } satisfies the assertion of the proposition.
Now the problem will be reduced to the case where V is a hypersurface (see [5] , compare also [35] , p. 394). Let L : C s → C be any C-linear form such that the generic fibers in Φ L (V ) and in V over C m have the same cardinality, where
By f 1 , . . . , f m , f m+1 , . . . , f m+s denote the coordinates of F and observe that we may assume R L (f 1 , . . . , f m ) = 0. Indeed, otherwise we return to the very beginning of part 1 and repeat the whole construction with V replaced by V ∩ {R L = 0}. Since the latter variety is of pure dimension m − 1, we eventually reach the required condition. (The image of the projection of V ∩{R L = 0} onto C m is {R L = 0}. For more information on discriminant hypersurfaces cf. [23] .) If, in a neighborhood of some point, there exist Nash approximations f
. . , f m+s ), respectively, such that
then there exists a Nash approximation F ν of F with image contained in V . This is because, by Lemma 3.2, there exist holomorphic functions f 
Since R L (f 1 , . . . , f m ) = 0, we have completed part 1, i.e. we have reduced the problem to the case where it is sufficient to consider Q = P L and approximate the map (f 1 , . . . , f m , L(f m+1 , . . . , f m+s )).
Part 2. Assume that Q, F satisfy (c1) and fix x 0 ∈ U. Without loss of generality we assume that x 0 is the origin in C n . We shall produce a holomorphic map g depending on n − 1 variables and a polynomial map T with T • g = 0 such that if g can be locally approximated by Nash maps g ν with T • g ν = 0, then, in some neighborhood of the origin, F can be approximated by Nash maps F ν with Q • F ν = 0. (For n = 1, g will be a constant vector, and then we take g ν = g.) Once this is completed, the proof of Theorem 3.1 will be completed as well (by induction on n).
The reduction from n to n − 1 will be carried out in a similar way to [1] (by applying the Weierstrass Preparation Theorem). The Tougeron Implicit Functions Theorem, which often appears in the context, is replaced here, as in [35] , by the following lemma.
Let B n (r) denote a compact ball of radius r in C n centered at the origin. 
Remark 3.5 The constant ε in Lemma 3.4 depends only on M, d and can be effectively calculated (see [35] , the proofs of Lemma 1.5 and Lemma 1.6, pp 392-393).
It is more convenient for us to keep the notation of part 1. Hence, instead of Q we write P L . The discriminant of P L will be denoted by R L , and the components of F will be denoted by
Let us turn to constructing g, T.
Since
be the tuples of the coordinates in
) has a zero of finite order, say d, at x n = 0, where o denotes the origin in C n−1 . (Otherwise we apply a linear change of the coordinates in C n .) By the Weierstrass Preparation Theorem,
in some neighborhood of the origin, whereĤ is a non-vanishing holomorphic function, and
is the Weierstrass polynomial. (For every l = 1, . . . , d, the function a l is holomorphic in some neighborhood of o, and a l (o) = 0.) Dividing f j ,f by W 2 , one obtains, for j = 1, . . . , m:
in some neighborhood of the origin, where H j ,H are holomorphic functions, and
are polynomials with coefficients holomorphic in some neighborhood of o.
Replacing the coefficients
for all j, in W, r j ,r by new variables denoted by the same letters we obtain polynomials ω, ρ j ,ρ. Define:
by ω 2 (treated as a polynomial in x n with polynomial coefficients) and divide
for j = 1, . . . , m, now denote the holomorphic coefficients of W, r 1 , . . . , r m ,r.
The tuple consisting of all these coefficients will be denoted by g, and this is the map announced in the first paragraph of part 2. Set T = (T 1 , . . . , T 3d ). By uniqueness of the Weierstrass Division Theorem we have T • g = 0. It remains to check that if g can be locally approximated by a Nash map g ν with T • g ν = 0, then, in some neighborhood of the origin, F can be approximated by a Nash map F ν with P L • F ν = 0. Let {g ν } be a sequence of Nash maps approximating g uniformly in some neighborhood of o with T • g ν = 0. The components of g ν will be denoted by Define:
and, for j = 1, . . . , m, define
Here {H ν j }, {H ν } are any sequences of polynomials converging uniformly to H j ,H, respectively, in some neighborhood of the origin. Now it is easy to see that by (3.2), (3.3) and the way f ν 1 , . . . , f ν m ,f ν are defined, there is a neighborhood of 0 ∈ C n in which, for sufficiently large ν, the following holds:
where {C ν } is a sequence of holomorphic functions converging to zero uniformly. Uniform convergence of {C ν } requires a brief explanation. First, there is a closed polydisc
Then {C ν } converges to 0 uniformly on E ′ ×∂E ′′ so, by the Maximum Principle, it converges to 0 uniformly on E ′ × E ′′ . In view of the previous paragraph, it suffices to apply Lemma 3.4 with A =
in some neighborhood U 0 of the origin, where {f ν } is a sequence of holomorphic functions converging tof in
ν is a Nash function as well (because its graph is contained in a Nash hypersurface
Algorithms
Computing with holomorphic functions
In Section 3.2, we work under the assumption that given a complex number z we can tell whether z = 0 or not. The assumption is justified by the fact that in practice C is replaced by a computable subfield K such that for z ∈ K one can decide whether z = 0 or not.
In this subsection the model of computation for our algorithms is described. It is clear that not every holomorphic function can constitute (a part of) input data. Only objects which can be encoded as finite sequences of symbols can be considered. Therefore, we assume (cf. [37] , [39] ) that every function f depending on x 1 , . . . , x n is given by a finite procedure Expand f which for every tuple (k 1 , . . . , k n ) ∈ N n returns the coefficient of the monomial x k1 1 · . . . · x kn n of the Taylor expansion of f around zero. The input data corresponding to the function f consist of the procedure Expand f , the size of a polydisc U f centered at zero and a constant M f such that: sup x∈U f |f (x)| < M f and the Taylor series of f is convergent on (some domain containing) U f . Then we can control accuracy of polynomial approximation of f. More precisely, the Cauchy integral formula yields estimates (majorants) for the coefficients of the Taylor expansion of f. Using these estimates we can compute, for a given polydiscŨ ⊂⊂ U f centered at zero and for ε > 0, an integer N such that sup x∈Ũ |f (x) − f (x)| < ε, wheref is the Taylor polynomial of f at zero of order N. (For more information on Taylor models, majorant series and accuracy control in various settings see [18] , [27] , [28] , [29] , [39] , [40] and references therein.)
Observe that for functions represented in this way, it is possible to perform ring operations and compute differentials (cf. [36] , [37] and references therein). Namely, having input data for two functions f, g one can recover Expand f +g , Expand f ·g , Expand ∂f ∂x i
, for every i ∈ {1, . . . , n}, and Expand 1
, for every θ ∈ (0, 1), where θU f is the polydisc centered at the origin of polyradius (θr 1 , . . . , θr n ), where (r 1 , . . . , r n ) is the polyradius of U f . So one can define U ∂f ∂x i = θU f and M ∂f ∂x i = M f ri(1−θ) for some θ. Finally, once we know the bounds for the derivatives of f, we can compute a polydiscŨ ⊂ U f such that |f (x)| > 1 2 |f (0)|, for every x in the closure ofŨ , provided that f (0) = 0. Therefore we can set U 1
Let us recall that in this model we have effective versions of the Weierstrass Preparation and Division Theorems (which will be used in the algorithms). Since the former is a consequence of the latter (see [16] , p. 319), it is sufficient to discuss the Division Theorem. Let f, g be functions (depending on
where u is holomorphic, u(0) = 0, and o is the origin in C n−1 . Then, according to the Division Theorem, there are a holomorphic function q and a polynomial r in x n with deg(r) < d and with holomorphic coefficients such that, in some neighborhood of the origin, g = qf + r. We need to show that given data representing f, g, we can recover the data representing q, r. The existence of the procedures Expand q , Expand r is a consequence of the proof of the Division Theorem (see [16] , pp. 318-319; such procedures are in fact written, cf. [16] p. 544).
It remains to compute
x1,...,xn−1 × C xn centered at the origin and a constant c with inf A×∂B |f | > c. Such A, B, c can be computed by means of Expand f , U f , M f . Observe that A × B may be additionally assumed to be contained in U f ∩ U g . Let C ⊂⊂ B ⊂ C be another disc centered at zero of radius, say, 1 2 of the radius of B, and let U q = U r = A × C. Then the Taylor series of q, r at zero are convergent on U q . Now, by the integral representations of q, r (see [26] 
Since |g|, |f | are bounded from above on A × B by M g , M f , and |f | is bounded from below on A×∂B by c, and |s−x n | is bounded from below for x n ∈ C, s ∈ ∂B by 1 2 of the radius of B, we easily obtain
. In the next subsection, we will present a partial algorithm which relies on testing whether a given analytic functionR equals zero (identically). In such a general model as the one considered in the present paper, the zero-test is only semi-computable. (It is computable for certain subclasses of our class of functions. For details see [38] and references therein.) Here the problem can be partially handled as follows. Given θ ∈ (0, 1), for every ε > 0 we can compute an integer N (θ, ε,R) such that the following holds. If the coefficients of the monomials of order smaller than N (θ, ε,R) (of the Taylor expansion ofR) all equal zero, then sup θUR |R| < ε. (Recall that we have assumed that for z ∈ C we can decide whether z = 0 or not.) This implies that after computing a finite number of the coefficients of the Taylor expansion ofR we can decide whether:
(i)R = 0 (if at least one of these coefficients is non-zero) (ii) sup θUR |R| < ε (else).
Therefore we assumeR = 0 if the coefficients of the monomials of order smaller than N (θ, ε,R) all equal zero (i.e. we assumeR = 0 if (ii) holds), where ε is some fixed very small positive real number. It may happen that (ii) holds and R = 0, and then the assumptionR = 0 may give rise to a non-correct output of the algorithm.
Partial algorithm
This subsection is devoted to a recursive algorithm of Nash approximation of a holomorphic mapping F : U → V ⊂ Cm, where U is a neighborhood of zero in C n , for any n ∈ N, and V is an algebraic variety. We will first state the algorithm and then comment on the main steps. The algorithm relies on zerotest, which is semi-computable in our model of computation. For this reason, for some input it may not return correct output data. This occurs when the image of F is very close to the singular locus Sing(V ) of the target variety but not contained in Sing(V ). If every zero-test returns the negative answer, which is usually the case, then the output we obtain is correct. In Section 3.2.3 we will show how to avoid the zero-test, which will be done by refining the algorithm discussed below.
Components of F will be represented as described in Section 3.2.1.
Input: a positive integer ν, an algebraic variety V, and a holomorphic mapping
is a monic polynomial in z i of degree in z i bounded by a constant independent of ν.
Before discussing the problem in general, let us look at the special case where V is of pure dimension m for some m > 0 (if m = 0, then F is constant) and F (0) ∈ Reg(V ). Then, after generic linear change of the coordinates, V ⊂ Cm ≈ C m × C s has proper projection onto C m . Moreover, generic fibers in V and in
has the same number of elements as the generic fiber in Φ(V ) over C m . Now calculate the optimal polynomial P ∈ (C[z 1 
m × C and the discriminant R of P. By the previous paragraph, R(f 1 , . . . , f m ) and such that the image of (f
(The polynomials Q 2 , . . . , Q s can be effectively computed, cf. [20] p. 233, [17] , [22] .) Consequently, the functions f Since the functions f 1 , . . . , f m+s also satisfy these equations, we can estimate (given Q j , R) how close f ν 1 , . . . , f ν m+1 to f 1 , . . . , f m+1 should be to ensure that f ν m+2 , . . . , f ν m+s approximate f m+2 , . . . , f m+s with the required precision. When we know that the approximation exists, the polynomials P ν i , can be computed as follows.
where z = (z 1 , . . . , z m , z m+1 , . . . , z m+s ). Finally, for i = 1, . . . , s, take P In the general case we have the following (partial) algorithm.
Algorithm 1: where Φ(z 1 , . . . , z m , z m+1 , . . . , z m+s ) = (z 1 , . . . , z m , z m+1 ). Apply such a change of the coordinates. 3. Calculate the optimal polynomial P ∈ (C[z 1 , . . . . . , f m+1 )(0) = 0, then apply a linear change of the coordinates in C n after which the following holds:
After a generic linear change of the coordinates in
n , whereĤ is a holomorphic function,Ĥ(0) = 0 and W is a monic polynomial in x n with holomorphic coefficients vanishing at 0 ∈ C n−1 , depending on
Here H i are holomorphic functions and r i are polynomials in x n with holomorphic coefficients depending on x ′ such that deg(r i ) < 2d. 7. Treating H i , i = 1, . . . , m + 1, and all the coefficients of W, r 1 , . . . , r m+1 as new variables (except for the leading coefficient 1 of W ) apply the division procedure for polynomials to obtain:
n T 2d+2 + . . . + T 3d . Here T 1 , . . . , T 3d are polynomials depending only on the variables standing for the coefficients of W, r 1 , . . . , r m+1 . Moreover,
where g is the mapping whose components are all these coefficients (cf. Section 3.1). 8. If n > 1, then apply Algorithm 1 recursively with ν, F, V replaced by µ(ν), g,{T 1 = . . . = T 3d = 0}, respectively. (How to choose µ(ν) is described below.) As a result, for every component c(x In the remaining part of this section we comment on the main ideas of the algorithm. Then we prove that one can effectively control the error of approximation of F by F ν . Finally, we show that the degree of P ν i in z i is bounded by a constant independent of ν (i.e. independent of accuracy of approximation). The latter fact is important if one considers efficiency of performing ring operations for functions f ν i in their implicit representation. The aim of Step 1 is to reduce the problem to the case where V is of pure dimension. Since a generic algebraic variety is irreducible, V is almost always purely dimensional, and Step 1 need not be performed. If V is not purely dimensional, then we proceed as follows. Since U is connected, there is an integer m such that F (U ) ⊂ V (m) . To compute V (m) we first decompose V into equidimensional parts. (For algorithmic equidimensional decomposition see [15] , p. 104, [16] , p. 258, [19] , [20] , [24] and references therein, see also [31] , [32] .) Then it remains to check for a fixed m, whether F (U ) is contained in V (m) . This is equivalent to testing whether u m,l • F is identically zero, for l = 1, . . . , j m , where u m,1 , . . . , u m,jm are polynomials describing V (m) . (Here is the first appearance of the zero-test discussed in Section 3.2.1.) If we have the extra knowledge that F (U ) is not contained in Sing(V ), then the problem is decidable because there is precisely one m such that F (U ) ⊂ V (m) . (Then m can be found in a finite number of steps by excluding the other equidimensional components.) As for Step 2, the set of linear isomorphismsĴ :
m is dense and open in the set of all linear maps. Moreover, givenĴ, one can test algorithmically whetherĴ (V ) does have proper projection onto C m . Thus, we can simply chooseĴ at random with very high probability and then check whether it is suitable. (This is discussed in detail in [20] , p. 235.) Now if V has proper projection onto C m , then one can choose a linear form L : C s → C such that generic fibers in Φ L (V ) and in V over C m have the same finite number of elements, where Φ L (z 1 , . . . , z m , z m+1 , . . . , z m+s ) = (z 1 , . . . , z m , L(z m+1 , . . . , z m+s )). For the problem of choosing L effectively, see [20] , p. 233 or [17] , Section 3.4.7, or [22] , Proposition 27. For simplicity of notation we assume L(z m+1 , . . . , z m+s ) = z m+1 , which can be achieved by a linear change of coordinates in C m × C s .
Once we haveĴ :
, (y) are satisfied with V replaced byĴ (V ), we also replace F byĴ • F. One thing, which requires explanation, concerns the fact that the output of the algorithm consists of hypersurfaces containing the graphs of approximating maps. Thus the question is how to recover the output for our original F : U → V if we proceed witĥ J • F : U →Ĵ(V ) instead of F and obtainF ν : U 0 →Ĵ(V ). Observe that the components of the Nash map F ν =Ĵ −1 •F ν : U 0 → V approximating F | U0 are linear combinations of the components of the mapF ν : U 0 →Ĵ(V ) approximatingĴ • F. This easily implies that the output for F can be recovered from the output obtained forĴ • F by following the proof of Lemma 2.1.
Set
. Now the idea is to approximate the map F * : U → Φ(V ) and then recover the output data for F having such data for F * . To do this, we first need to calculate (Step 3) the optimal polynomial P for Φ(V ) and the discriminant R of P. Computing the optimal polynomial P for Φ(V ) (given V ) is discussed in [20] , p. 240-241 (where P is called the minimal polynomial). Let us note that the problem of effective elimination of variables (an instance of which is computing Φ(V )) has been discussed in several works (cf. [4] , [13] , Chapter 3, or [16] , pp. 69-73).
We need R(f 1 , . . . , f m ) = 0, which can be achieved by repeating Steps 2-4 in a loop. More precisely, if in Step 4 R(f 1 , . . . , f m ) = 0, then we can repeat Steps 2, 3 with m, s, V replaced by m − 1, s + 1, V 1 = V ∩ {R = 0} (the new variety is purely (m − 1)-dimensional) and check the condition again. In this process, the dimension of the target variety drops, so finally the required condition is satisfied. (In Step 4 we have the zero-test discussed in Section 3.2.1.) Note that if R and the discriminant R * of R vanish identically on the images of the corresponding maps, then after Steps 2, 3, 4 performed with m − 1, s + 1, V 1 , the algorithm will return to Step 2 again. For such R, instead of performing Steps 2, 3 with m − 1, s + 1, V 1 (to obtain some new variety V 2 in Step 4) we can alternatively define
* is reducible, then we can reduce the complexity of V 2 by taking (instead of R * ) a factor of R * whose zero-set contains the image of the map. Here it is important that there are direct methods of computing factors of iterated discriminants (such as R * ) which in many cases are much more efficient than computing and factorizing iterated discriminants (for details see [23] ). Let us make the alternative construction of V 2 more precise.
First observe that V R = {(z 1 , . . . , z m ) ∈ C m : R(z 1 , . . . , z m ) = 0} may be assumed to have proper projection onto C
is the set of points over which the fiber in V R has not the maximal cardinality. If the discriminant of R is non-zero, then define R * to be the discriminant of R. It is clear that if R * (f 1 , . . . , f m−1 ) = 0, then the fibers in V 1 over the image of (f 1 , . . . , f m−1 ) have smaller cardinality than generic fiber in V 1 over C m−1 . Hence, the discriminant R 1 that would be obtained if we performed Step 3 with V 1 (R 1 is related to V 1 in the same way as R is related to V ) would vanish identically on the image of (f 1 , . . . , f m−1 ). In this case, replace V 1 by V 1 ∩ {S = 0} (of strictly smaller dimension), where S is a reduced factor of R * vanishing on the image of (f 1 , . . . , f m−1 ). Finally note that if we know that the image of F is not contained in Sing(V ), then we need not replace V by a smaller variety in order to achieve R(f 1 , . . . , f m ) = 0, because the generic linear change of variables in Step 2 gives this condition. Now to approximate the map F * | U0 by some Nash map F * ,ν : U 0 → Φ(V ), where U 0 is some neighborhood of zero, we use Lemma 3.4 which implies that it is sufficient to find Nash functions f
for some holomorphic function C ν with small norm. To find such functions we need to handle the zero-set of
. . , f m , f m+1 ) = 0.) For that reason we change the coordinates in a neighborhood of zero in C n (Step 5) after which the Weierstrass Preparation Theorem can be applied to
More precisely, (f 1 , . . . , f m+1 ) may have to be replaced by (f 1 • J, . . . , f m+1 • J), where J : C n → C n is generic linear isomorphism. Since the coordinates are changed in the domain of the approximated map (and not in its range), the difficulties which we discussed in Step 2 do not appear here. In view of the Weierstrass Preparation Theorem (the effective version of which is discussed in Section 3.2.1), we assume that in some neighborhood of 0 ∈ C n , the zero-set of the function ∂P ∂zm+1 (f 1 , . . . , f m+1 ) is given by the zero-set of a monic polynomial W in x n with holomorphic coefficients depending on x ′ = (x 1 , . . . , x n−1 ), where x 1 , . . . , x n are the coordinates in C n . The problem of finding f ν 1 , . . . , f ν m ,f ν satisfying the equation (3.4) can be solved using recursion. The aim of Steps 6 and 7 is to prepare the setup for this recursion. More precisely, we define a new map g depending only on the variables x 1 , . . . , x n−1 whose image is contained in some algebraic variety and whose approximation enables us to obtain the solution to (3.4). To define g, we need the effective version of the Division Theorem (see Section 3.2.1).
Step 8 is devoted to the recursive application of the algorithm.
The aim of Step 9 is to recover the solution to (3.4) from the data obtained by the recursive application of the algorithm. More precisely, we recover the functions f It remains to prove that one can effectively control the error of approximation of F by F ν on U 0 and that the degree of P ν i in z i is bounded by a constant independent of ν. Let us begin with accuracy of approximation. We will assume in Step 5 that ∂P ∂zm+1 (f 1 , . . . , f m+1 )(0) = 0, since otherwise we have F (0) ∈ Reg(V ), which has been discussed already. It is sufficient to show that we can compute µ(ν) (Step 8) and estimate the distance between H As for f m+1 , observe that, by the formulas in Step 7 and by Steps 8, 9 we have: Observe that the distance between g µ , H µ i and g, H i can be estimated in another (slightly different) way (without usingW ,S). More precisely, in Step 5 we apply the effective Weierstrass Preparation Theorem (see Section 3.2.1), so after Step 5 we may assume to have polydiscs E 1 ⊂ C n−1 , E 2 ⊂ C, centered at zero, and a real numberc > 0 such that E 1 × E 2 is contained in an open neighborhood of the origin in which we can perform the algorithm, and 
and by the Rouché Theorem,
has d roots (counted with multiplicities) in E 2 for every x ′ ∈ E 1 (and no root in ∂E 2 ). Therefore in view of Steps 7, 8, 9 all these roots are contained in {W µ (x ′ , ·) = 0} so 
If both inequalities of the previous paragraph hold, then we get
This implies ||C ν || E1×∂E2 < δ so, by the Maximum Principle, ||C ν || E1×E2 < δ. Now by Lemma 3.4 and Remark 3.5, for every δ > 0, we know how close H 
where
Step 4,R = 0, so we may assume thatR(o, ·) has a zero of finite order at x n = 0, where o ∈ C n−1 is the origin. Now we can compute polydiscs A ⊂ C n−1 , B ⊂ C, centered at zero, and a real number c > 0 such that A × B is contained in an open neighborhood of the origin in which we can perform the algorithm, and inf A×∂B |R| > c. We know how close g µ , H On (some neighborhood of) A × ∂B we have, for j = 2, . . . , s,
.
Consequently, (f Finally, let us prove the claim: there is a bound for the degree of P ν i in z i independent of ν. For any Nash function h(x) defined in some open neighborhood of 0 ∈ C n , by an implicit form of h we mean a non-zero polynomial P h (x, z i ) with P h (x, h(x)) = 0 in some neighborhood of 0 ∈ C n . By the degree of the implicit form P h (x, z i ) we mean the degree of the polynomial P h in z i .
We proceed by induction on n. If n = 0, then F is constant and there is nothing to prove. Let n > 0. Assume that the claim holds for n − 1. First let us consider P ν i for i = 1, . . . , m. Since H µ i , for i = 1, . . . , m, are polynomials, they have implicit forms of degree 1. The same is true for x j n , for j ∈ N. By induction hypothesis, the coefficients of W µ , r 1,µ , . . . , r m,µ have implicit forms of degrees bounded by a constant independent of µ. Now recall that to calculate P ν i , for i = 1, . . . , m, we perform the ring operations in the construction of f
µ + r i,µ in their implicit representation. By Lemma 2.1, for Nash functions f, g with implicit forms P f , P g , we obtain implicit forms P f +g , P f ·g whose degrees are bounded by a constant depending only on the degrees of implicit forms P f , P g . This shows our claim for i = 1, . . . , m.
By Step 10, for i = 1, . . . , s, P ν m+i is the optimal polynomial describing the image V ν,i of the projection of V ν to C n x × C zm+i . So the degree of P ν m+i in z i equals the cardinality of generic fiber in V ν,i over C n x . By definition of V ν , the latter number is bounded by a constant depending only on the cardinality of generic fiber in V over C m and on the degree of P ν i in z i , for i = 1, . . . , m. In view of the previous paragraph, we obtain a bound independent of ν.
Remark 3.7
The main difference between Algorithm 1 and the method of approximation presented in [5] is that Algorithm 1 does not rely on factorization of polynomials with holomorphic coefficients which appears in Step 7 of the method of [5] . The factorization is not computable in the model considered in the present paper. To see this, take any holomorphic function a(x) and W (x, y) = y(y − a(x)). Then either W = W 2 1 , where W 1 (x, y, ) = y (which occurs iff a = 0) or W = W 1 · W 2 , where W 1 (x, y) = y and W 2 (x, y) = y − a(x) (which occurs iff a = 0), hence, computability of the factorization would imply the decidability of the zero-test for a. In other words, given two very close (possibly equal) factors of W it is not possible to distinguish whether they are equal or not.
Step 7 (of the method of [5] ) could be effectively performed if we knew that W (obtained in Step 5) does not have multiple factors. But W can have multiple factors (even if R obtained in Step 4 is replaced by a reduced polynomial). Indeed, let us consider any algebraic hypersurface V ⊂ Cm with Sing(V ) = {0} and any non-constant holomorphic map f = (f 1 , . . . , fm) : C 2 ⊃ U → V, where U is an open connected neighborhood of (0, 0) and, for j = 1, . . . ,m,
for some holomorphic g j , u with u(0, 0) = 0. With these data let us try the method of [5] to compute approximation for f.
First we apply generic linear change of the coordinates after which V ⊂ C m y × C has proper projection onto C m y . After this change we also have that the discriminant R(y) of the optimal polynomial for V satisfies R(f 1 , . . . , f m ) = 0 (because f (U ) Sing(V )). Clearly, R (f 1 (x 1 , x 2 ), . . . , f m (x 1 , x 2 )) = G(x 1 , x 2 )u(x 1 , x 2 ) , where G = 0 is holomorphic. (The latter formula remains true, maybe with some other G, after replacing R by the reduced polynomial having the same zero-set as R). Therefore, W obtained in Step 5 has multiple factors if u has multiple factors.
Complete algorithm
Here we improve Algorithm 1 to obtain a complete algorithm of approximation (without semi-computable steps). Every component of the approximated map will be represented as described in Section 3.2.1.
Input: a positive integer ν, an algebraic variety V ⊂ Cm, and a holomorphic mapping F = (f 1 , . . . , fm) : U → Cm, where U is an open connected neighborhood of 0 ∈ C n x . The algorithm either detects that the image of F is not contained in V and then returns "F (U )
V " or computes a Nash map
Note that the problem of testing whether F (U ) V is not decidable (it is semi-decidable), but one can perform at least one of two tasks stated above. In other words, an approximation of F into V may be computable even if F (U ) V (but F (U ) is very close to V ). The idea to give the algorithm the choice "either detect or approximate" comes from the fact that the existence of a non-exact solution (f 1 , . . . , f m+1 ) of the equation P (z 1 , . . . , z m+1 ) = 0 satisfying (3.4) (with small C ν ) implies the existence of an exact solution (cf. Lemma 3.4). If F (U ) ⊂ V, then the algorithm necessarily computes an approximation.
with the following properties:
Let us first discuss two simple cases to which the algorithm reduces the problem by recursive calls. Recall that we work under the assumption that the zero test can be performed in C (cf. Section 3.2.1).
If n = 0 (i.e. F is a constant map), then we obtain output data immediately. Now observe that if V is zero-dimensional, then, for any n, we obtain output data almost immediately. Indeed, the algorithm works as follows: check whether
Otherwise compute U 0 and κ ∈ N such that if all the coefficients (except for the terms of order zero) of the Taylor expansion of F at 0 up to order κ vanish, then ||F − F (0)|| U0 < 1 ν . Check whether these coefficients vanish. If this is true, then the constant map x → F (0) is the required approximation. Otherwise, F is a non-constant map defined on an open connected set so its image is not contained in any zerodimensional variety (return "F (U ) V ").
Denote m = dim(V ). As mentioned above, the problem will be reduced to the case where n · m = 0. More precisely, running with V, F, the algorithm will be called recursively either with the same map but with a target variety of strictly smaller dimension than m, or it will be called with some map depending on strictly fewer variables (and then the dimension of the target variety may even increase).
Before discussing the problem in general let us look at one more special case (where no recursive calls are necessary). Namely, assume that V is of pure dimension m > 0 and F (0) ∈ Reg(V ). Then, after generic linear change of the coordinates, V ⊂ Cm ≈ C m × C s has proper projection onto C m . Moreover, generic fibers in V and in Φ(V ) over C m have the same cardinalities, where
m has the same number of elements as the generic fiber in Φ(V ) over C m . Now calculate the optimal polynomial P ∈ (C[z 1 
m × C and the discriminant R of P. By the previous paragraph, R(f 1 , . . . , f m ) and f 1 (x) , . . . , f m+1 (x))) 2 is a holomorphic function in E. Consequently, if the coefficients of the Taylor expansion of P (f 1 , . . . , f m+1 ) at zero up to sufficiently high order κ vanish then (applying Lemma 3.4 and Remark 3.5) we have the following. For Taylor polynomials f 
Consequently, the functions f to f 1 , . . . , f m+1 should be to ensure that f ν m+2 , . . . , f ν m+s approximate f m+2 , . . . , f m+s with the required precision. When we know that the approximation exists, the polynomials P ν i , can be computed as follows.
where z = (z 1 , . . . , z m , z m+1 , . . . , z m+s ). Finally, for i = 1, . . . , s, take P Apply such a change of the coordinates.
Calculate the optimal polynomial
Call the algorithm recursively with ν, V (m) ∩ {R = 0}, F. If it returns an approximation, then stop. Otherwise one has F (U ) V (m) ∩ {R = 0}, and we can detect that either
. . , f m+1 )(0) = 0, then apply a linear change of the coordinates in C n after which the following holds:
whereĤ is a holomorphic function,Ĥ(0) = 0 and W is a monic polynomial in x n with holomorphic coefficients vanishing at 0 ∈ C n−1 , depending on x ′ = (x 1 , . . . , x n−1 ). Put d = deg(W ). 8. Choose polydiscs E 1 ⊂ C n−1 , E 2 ⊂ C, centered at zero, and a real number c > 0 such that E 1 × E 2 is contained in the open neighborhood of the origin in which Step 7 has been performed, inf E1×E2 |Ĥ| > 0, inf E1×∂E2 |R(f 1 , . . . , f m )| > c, and
Compute κ ∈ N such that: (u) if all the coefficients of the Taylor expansion of P (f 1 , . . . , f m+1 ) at zero up to order κ vanish, then ||P (f 1 , . . . , f m+1 )|| E1×E2 < θ(ν,c), (v) if all the coefficients of the Taylor expansion of
. . , f m+1 )|| E1×E2 < η(ν,c), for j = 2, . . . , s. (How to choose θ(ν,c), η(ν,c) is described below, where accuracy of approximation is discussed.) Check whether all coefficients of the expansions vanish. If not, then return "F (U ) V ", otherwise goto Step 10.
Here H i are holomorphic functions and r i are polynomials in x n with holomorphic coefficients depending on x ′ such that deg(r i ) < 2d. 11. Treating H i , i = 1, . . . , m + 1, and all the coefficients of W, r 1 , . . . , r m+1 as new variables (except for the leading coefficient 1 of W ) apply the division procedure for polynomials to obtain:
n T 2d+2 + . . . + T 3d . Here T 1 , . . . , T 3d are polynomials depending only on the variables standing for the coefficients of W, r 1 , . . . , r m+1 . Let g be the mapping (in n − 1 variables) whose components are all these coefficients. 12. Call the algorithm recursively with ν, V, F replaced by µ(ν),{T 1 = . . . = T 3d = 0}, g, respectively. (How to choose µ(ν) is described below.) If the algorithm detects that the image of g is not contained in
] which put in place of P Moreover, in
Step 9 of Algorithm 2 we compute κ, θ(ν,c), η(ν,c) (depending onc obtained in Step 8) because there is still possibility that P (f 1 , . . . , f m , f m+1 ) = 0 or f m+j R(f 1 , . . . , f m ) − Q j (f 1 , . . . , f m+1 ) = 0, for some j, which implies F (U ) V. This does not appear in Algorithm 1, where we know that F (U ) ⊂ V.
Let us explain how to control accuracy of approximation of F by F ν on
Step 7, we assume that ∂P ∂zm+1 (f 1 , . . . , f m+1 )(0) = 0, since in the other case we have either F (U ) V or F (0) ∈ Reg(V (m) ) which has already been discussed.
We will check that if θ(ν,c), η(ν,c) chosen in Step 9 are sufficiently small and f ||
If the last two conditions hold, then, by the fact that
has d roots (counted with multiplicities) in E 2 for every x ′ ∈ E ′ 1 (and no root in ∂E 2 ). Therefore in view of Steps 11, 12, 13 all these roots are contained in {W µ (x ′ , ·) = 0} so
where C ν is a holomorphic function. For every δ > 0, we can estimate how close H µ i , g µ to H i , g should be, and how small θ(ν,c) (see Step 9) should be to ensure that
2 . By Step 9 we have ||P (f 1 , . . . , f m , f m+1 )|| E1×E2 < θ(ν,c) and we can estimate the distance between H µ i , g µ and H i , g, respectively, to
If both inequalities of the previous paragraph hold, then we get 
On (some neighborhood of) E ′ 1 × E 2 we have, for j = 2, . . . , s,
Therefore (f ν m+2 , . . . , f ν m+s are Nash and) we can compute ε > 0 and choose η(ν,c) in Step 9 in such a way that the following holds. If
. . . , s. But, as shown above, we know how large µ(ν) should be, how small θ(ν,c) should be, and how close H µ i to H i should be to ensure that ||f i − f ν i || E ′ 1 ×E2 < ε, for i = 1, . . . , m + 1. This means that we can control the error of approximation of
Remark 3.8 Suppose that R computed in Step 5 is reducible, i.e.
k , where R 1 , . . . , R k are some relatively prime non-constant polynomials. Observe that instead of calling the algorithm with V (m) ∩ {R = 0} in Step 6, we may call it simultaneously (i.e. in parallel) with every V (m) ∩ {R j = 0} (each of which is simpler than the original V (m) ∩ {R = 0}) and recover the output for V (m) ∩ {R = 0} from the output for V (m) ∩ {R j = 0}, for j = 1, . . . , k. To do this, we need to compute non-trivial factors of R. Let us discuss this problem when V (m) is of the form V (m) =Ṽ (m+1) ∩ {R = 0} wherẽ V (m+1) ⊂ C m+1 × C s−1 has pure dimension m + 1 and has proper projection onto C m+1 andR is the discriminant of the optimal polynomial forΦ(Ṽ (m+1) ), andΦ(z 1 , . . . , z m+1 , z m+2 , . . . , z m+s ) = (z 1 , . . . , z m+1 , z m+2 ); we deal with such V (m) after calling Algorithm 2 recursively withṼ (m+1) . We may assume (changing the coordinates in
is the set of points over which the fiber in VR has not the maximal cardinality. If the discriminant ofR is non-zero, then define R * to be the discriminant ofR.
It is clear that (after generic change of the coordinates in C s zm+1,...,zm+s ), V (m) =Ṽ (m+1) ∩ {R = 0} satisfies (x), (y) of Step 4 and that {R * = 0} ⊂ {R = 0}. Therefore (reduced) factors of R * are also factors of R. But R * is an iterated discriminant and there are direct methods for computing factors of iterated discriminants (cf. [23] ) which in many cases are much faster than computing and then factorizing R * .
Remark 3.9
The proof of the fact that the degree of P ν i in z i is bounded by a constant independent of ν is very similar to the proof of this fact for Algorithm 1.
Example
Let P (z 1 , z 2 , z 3 , z 4 , z 5 , z 6 ) = z . Define F (x 1 , x 2 ) = (f 1 (x 1 , x 2 ), f 2 (x 1 , x 2 ), f 3 (x 1 , x 2 ), f 4 (x 1 , x 2 ), f 5 (x 1 , x 2 ), f 6 (x 1 , x 2 )) by setting f 6 = m It is easy to verify that the image of F is contained in V (but not in Sing(V )). We will illustrate Algorithm 1 by computing Nash approximation of F. Given the formulas above we know much more about F than just the input data described in Section 3.2.1. This extra information could be used to simplify the computations, but our aim is to show how to compute approximations when we have nothing but P, Expand fj , M fj , U fj (cf. Section 3. , for every j, where D r ⊂ C is the disc of radius r centered at 0.) Therefore, when performing the algorithm, we are allowed to use formulas defining the components of F only to compute the coefficients of the Taylor expansion of these components (i.e. the output of the procedure Expand). Note that in practice explicit formulas might not exist, and when exist, they might not be easy to guess. Here the formulas are given for clarity of exposition.
Note also that if P, V are fixed as above, then for any holomorphic map F (x 1 , x 2 ) = (f 1 (x 1 , x 2 ), . . . , f 6 (x 1 , x 2 )) into V with ∂P ∂z6 (f 5 (x 1 , x 2 ), f 6 (x 1 , x 2 )) = H(x 1 , x 2 )(x 2 − A(x 1 )) (for some A,Ĥ holomorphic in a neighborhood of zero, H(0, 0) = 0) and such that one of f 1 , . . . , f 4 does not vanish identically on the graph of A, the computations would be similar to those presented below. Hence, in fact, we discuss here the whole class of examples.
We will slightly relax our requirements regarding the output. Namely, to simplify the computations we will let some of the output polynomials P Step 1: there is nothing to do because V is a hypersurface (i.e. m = 5).
Step 2: no change of the coordinates is necessary as P is monic in z 6 , so V has proper projection onto C 5 z1...z5 . Here Φ = id C 6 . (Projecting along C zj , where j is one of 1, 2, 3, 4, instead of projecting along C z6 leads to a large system of equations in Step 7. This is because all partial derivatives of ∂P ∂zj (f j (x 1 , x 2 )), for j = 1, . . . , 4, up to order at least 2 vanish at 0, so the monic polynomial W obtained in Step 5 would be of degree at least 3.)
Step 3: here P is already optimal and R = 5 5 (z Step 4': confirm that the partial derivative of ∂P ∂z6 (f 5 (x 1 , x 2 ), f 6 (x 1 , x 2 )) (of order 1) with respect to x 2 at 0 is non-zero.
Step 5: since the partial derivative of ∂P ∂z6 (f 5 (x 1 , x 2 ), f 6 (x 1 , x 2 )) with respect to x 2 at 0 is non-zero, we have d = 1 and (by the Weierstrass Preparation Theorem) ∂P ∂z 6 (f 5 (x 1 , x 2 ), f 6 (x 1 , x 2 )) =Ĥ(x 1 , x 2 )(x 2 − A(x 1 )), Let us compute M ai , M bi . Set r i (x 1 , x 2 ) = a i (x 1 )x 2 + b i (x 1 ). We have (cf. Section 3.2.1) ) we compute: ||f 6 || D1×D1 ≤ 0.2, ||f 5 || D1×D1 ≤ 0.7, ||f 1 || D1×D1 ≤ 0.7, ||f 2 || D1×D1 ≤ 1, ||f 3 || D1×D1 ≤ 1.5, ||f 4 || D1×D1 ≤ 1.5.
Step 7: we obtain T 1 = Q 1 + 2Aa (In particular, Q 1 , Q 2 , T 3 do not depend on a 1 , b 1 .)
Step 8: we could call Algorithm 1 recursively to obtain the output satisfying all the requirements. However, T 1 , T 2 are of degree 2 in a 1 , b 1 and T 3 is linear with respect to b 5 , therefore, it is easier to compute Nash approximations of a i , b i , A by a different direct method, after slight relaxing the requirements regarding the output. Namely, the output polynomials for the approximations of a 1 , b 1 (cf. (b)) will not be monic. Consequently, P for j = 1, . . . , 6.
