Abstract-A sparse kernel density estimator is derived based on the zero-norm constraint, in which the zero-norm of the kern � 1 weights is incorporated to enhance model sparsity. The claSSical Parzen window estimate is adopted as the desired response for density estimation, and an approximate function of the z�ro-n � rm is .
I. INTRODUCTION
A fundamental principle in data modelling is the parsi monious principle of ensuring the smallest possible model with the best model generalisation performance from ob servational data. In linear-in-the-parameters modelling, the number of terms in the model is referred to as the zero-norm of the parameters. Minimising this zero norm is related to variable and feature selection, which ensures model sparsity and enhances model generalisation [1] , [2] . Because of the intractability in the minimisation of the zero-norm, consider able research efforts have been focused on the approximation schemes on the zero-norm [1] , [2] and their associated computational complexities.
The estimation of probability density function (PDF) from observed data samples is a fundamental problem in all the fields of engineering [3] - [7] . The Parzen window (PW) estimate is a simple yet remarkably accurate nonparametric density estimation technique [8] . A general and powerful approach to the problem of PDF estimation is the finite mixture model (FMM) [9] . The FMM includes the PW estimate as a special case in that the number of mixtures is set to the number of training data samples and equal weights are adopted in the PW estimator. A disadvantage associated with the PW estimate is its high computational cost of the point density estimate for a future data sample in the case where the training data set is very large. Clearly by taking a much smaller number of mixture components, the FMM can be regarded as a condensed representation of data [9] . Note that the mixing weights and the parameters of mixing X. .
Hong is with School of Systems Engineering, University of Reading, Readmg RG6 6AY, UK. E-mail: x.hong@reading.ac.uk S. Chen and C.J. Harris are with School of Electronics and Computer Science, University of Southampton, Southampton S017 lBJ, UK. E-mails: {sqc, cjh}@ecs.soton.ac.uk 978-1-4244-8126-2/10/$26.00 ©2010 IEEE components in the FMM need to be determined through parametric optimisation using for example the expectation maximisation (EM) algorithm, which is an ill-posed and costly nonlinear optimisation problem. For the Gaussian mixture model (GMM), the EM algorithm can be derived in an explicit and simple iterative form [10] .
The high test cost of the PW estimator has motivated a considerable interest in the research into the sparse PDF estimate, including th support vector machine (SVM) den sity estimation technique [11] , [12] and the reduced set density estimator (RSDE) [13] . Alternatively, a regression based PDF estimation method was introduced [14] , in which the empirical cumulative distribution function is constructed as the desired response, similar to the SVM method of [11] . With the aid of the sparse modelling technique [15] , [16] , the regression-based idea of [14] has been extended to yield sparse density estimation algorithm based on an orthogonal forward regression (OFR) algorithm [17] , which is capable of automatically constructing very sparse kernel density estimate with excellent generalisation performance. Alternatively, a simple and viable alternative approach has been proposed to use the kernels directly as regressors and the PW estimate as the target response [18] .
Following the idea of using PW estimate as the target function [18], we introduce a new sparse kernel PDF es timator based on the zero-norm constraint. For mathemtical tractability and algorithmic efficiency, an approximate func tion of the zero-norm of the kernel weights is minimised. We show that, within the constrained kernel density estimation, it is the maximisation, not minimisation, of the two-norm of the kernel weights which leads to model sparsity. We further show that, when the zero-norm constrained design matrix is positive definite, the kernel weights of the proposed PDF estimator based on the zero-norm approximation can be updated using the multiplicative nonnegative quadratic programming (MNQP) algorithm of [19] . Thus it is highly desirable to apply a preprocessing for selecting a small significant subset design matrix, and we propose to use the efficient D-optimality based method [20] for this prepro cessing. Numerical examples included demonstrate that the proposed estimator based on the zero-norm constraint offers a highly efficient means for selecting very sparse kernel density estimates with excellent generalisation performance.
II. THE KERNEL DENSITY ESTIMATION
Let a finite data set consisting of N data samples, D N = {xdf=l' be drawn from a density p(x), where Xk E nm.
The problem under study is to infer the unknown p(x) based on D N using the kernel density estimate of the form subject to
,Bk :::: 0, 1:::; k :::; N, (2) (3'JvIN = 1, In this study, we use the Gaussian kernel
where c E R m is the kernel centre vector. But any kernel function, satisfying K p (x, c) :::: ° '<Ix E R m and r K p (x,c)dx=l
can also be is used in the density estimate (1). We point out that the kernel width p is assumed to be provided, for example, via cross validation.
Let the PW estimator be denoted by p(x; (3r;. ar, pPar), where the elements of (3r;. ar are all equal, namely, ,Bfar = -k , 1 :::; i :::; N. The log-likelihood for (3 N can be formed using the observed data D N as � t, lagfl (x , ; f3N , p) � � t,l ag (t, fi; K p ( X; , x ; ) ) .
(6) By the law of large numbers the log-likelihood (6) tends to r p(x) l o g p(x; (3N' p) dx (7) in'"
as N ---t 00 with probability one. The measure (7) is simply the negative cross-entropy or divergence between the true density p( x) and the estimate p( x; (3 N, p). It can be shown that the PW estimator ,Bfar = -k , 1 :::; i :::; N, is obtained by maximising the log-likelihood (6) with respective to (3N subject to the constraints (2) and (3) . Note that the choice of pPar is crucial in density estimation using the PW estimate [5] . Based on the principle of minimising the mean integrated square error [5] , pPar can be fo und by minimising the following the least squares criterion evaluated on DN
where K;( Xi , Xj ) = K vI2 p (xi,x j )-2K p (xi,x j ). Ty pically, pPar is found by a grid search.
With the PW estimator, the associated computational cost for evaluating the PDF estimate for a future sample scales directly with the sample size N. Therefore it is desirable to devise a sparse representation of p( x; (3 N, p), in which most of the elements in (3 N are zero. Because the PW estimator has the above-mentioned "optimal" property, it was suggested [18] that the PW estimator can be used as the desired response for the sparse kernel density estimator.
Specifically, a regression model linking p(x; (3N' p) and p(x; (3r;. ar, pPar) can be written as N p(x; (3r;. ar, pPar) = L ,BiK p ( X , Xi ) + c(x) (9) i=1 where c(x) denotes the modelling error at x. Define Yk = P( X k; (3r;. ar, pPar), ¢N(k) = [Kk, 1 Kk, 2 ··· Kk,N]T with Kk,i = K p ( X k, Xi ) and c(k) = c( X k). Then the model (9) at the data point X k E D N can be expressed as
The objective is to obtain (3 N via minimising some modelling error criterion, such as the mean square error E[c 2 (k)], and simultaneously to achieve a sparse representation of p( x; (3 N, CT ) with most of the elements in (3 N being zeros, subject to the constraints (2) and (3).
Over the training data set D N, the model (9) Provided that B N is positive definite, the solution can readily be obtained using the MNQP algorithm [13] , [18] , [19] .
III. SPARSE ESTIMATION WITH ZERO-NORM CONSTRAINT
The quantity II(3Nllo that counts the number of non-zero entries in (3 N is referred to as the zero-norm of (3 N. In order to improve the sparsity of the model (9), II(3Nllo can be utilised as an additional constraint [1] , [2] . It is a very hard problem to directly minimise the zero-norm of (3N [1] , [21] , and the work of [2] proposed an approximation with (13) in which 0: > ° is a chosen parameter. Following the idea in [2] , the objective function in (12) can be modified to yield
(3'JvIN = 1 and ,Bi :::: 0,1 :::; i :::; N, (14) where >. > 0 is a small parameter that regulates the tradeoff between the two objectives. We propose a further approximation by using the Taylor series expansion up to the second order for e-al ,8i I such that a 2 f3 2 e-al,8,r R:
Applying the constraints (2) and (3) to (16), we obtain N 2
Based upon (17), the constrained optimisation (14) can be approximately reformulated as Again assume that B N is full rank. Provided that c5 is set in a manner such that AN is a positive definite matrix, the problem (18) is a constrained nonnegative quadratic programming whose solution can readily be solved using the MNQP algorithm [13] , [18] , [19] , as for (12) . In fact, let the N eigenvalues of B N be arranged in the order 0"
Then the condition for AN to be a positive definite matrix is obvious: c5 < O"min. e l ' ) fi l ' ) (t, "" fi j ' ) ) , 1 " i " N, (21) he') (t,cl ' ) )
, (22) f3} t + 1 ) c� t) (Vi + h(t)).
The initial condition can be set as f3}O ) = it, 1 :::; i :::; N. It is easy to verify that the constraints (2) and (3) are maintained during the iterative procedure. Over the iterations, some of the kernel weights are driven to near zero, and the corresponding kernels can be removed from the model (9). Remark 1: From (17), it is seen that the minimisation of the proposed zero-norm approximation, combined with the convexity constraint of the kernel parameter vector, (2) and (3), is equivalent to the maximisation of the two-norm of the parameters. The fact that the maximisation of the two norm of the parameters, subject to the convexity constraint of the parameters, encourages model sparsity is explained as follows. Under the convexity condition (2) and (3), the model sparsity is equivalent to the unevenness in the distribution of the parameter magnitudes. For example, the two-norm of the parameters is maximised as 1 when f3k = 1 and f3j = 0 for \:jj -I-k, which corresponds to the smallest zero-norm of 1. In this case, the parameters are the most unevenly distributed. On the other hand, the two-norm of the parameters is minimised as it when f3i = it, 1 :::; i :::; N, which corresponds to the largest zero-norm of N. In this case, the parameters are uniformly distributed, leading to a non-sparse estimate.
Remark 1 is interesting as it shows that the maximisation, not the minimisation, of the two-norm of the parameters leads to model sparsity. The strength of the zero norm constraint is represented by the value of c5 which is upper bounded by the smallest eigenvalue of the design matrix. This implies that the proposed algorithm is most effective when it is applied following some model subset selection preprocessing. This is because it is common for the design matrix of a large data set to be ill-conditioned. We use the D-optimality based OFR algorithm [20] for this preprocessing.
IV. D-OPTIMALITY BASED SUBSET SELECTION
Consider the model (11) in the generic data modelling context. The least squares estimate of f3 N is given by The condition number of the design matrix is given by Moreover, the design matrix does not depend on y explicitly.
Hence, the D-optimality design is an unsupervised learning, making it particularly suitable for determining the structure of kernel density estimate.
Let an orthogonal decomposition of the regression matrix 
i=l Recall the notation BN = [bi,j] E n N x N . The fast algorithm for the modified Gram-Schmidt orthogonalisation procedure [23] can readily be used to orthogonalise B N and to calculate RN. For convenience, the same notation B N is used to denote the design matrix after its first n x n block has been orthogonalised. The n-th stage of the D-optimality based OFR selection procedure is given as follows.
Begin: For n :::; j :::; N, calculate JA j ) = -log (bj,j) and
where e is a threshold value that determines the size of the subset model, goto Stop.
• Otherwise, the jn-th column of BN is interchanged from the n-th row upwards with the n-th column of B N, and then the jn -th row of B N is interchanged from the n-th column upwards with the n-th row of B N. The jn th column of RN is interchanged up to the (n -l)-th row with the n-th column of RN.
This effectively selects the jn-th candidate as the n-th regressor in the subset model.
• For n + 1 :::; j :::; N, compute rn,j = bn,j/bn,n, and for n + 1 :::; j :::; N and j :::; I :::; N, compute { bj,1 =-bj,1 -rn,jrn,lbn,n, bl,j -bj,l.
Set n = n + 1 and go to Begin.
Stop: This selects n -1 most significant kernels according to the D-optimality criterion to form the subset model.
As the D-optimality based OFR algorithm is only used for preprocessing, the termination test (30) can be replaced by simply setting a maximum number Ns for the selected kernels, where Ns « N. It does not matter if Ns is set too large, as the MNQP algorithm will automatically make some of the kernel weights to (near) zero, and thus reduces the model size to an appropriate level. It can be shown that the computational complexity of this D-optimality based OFR algorithm is no more than O(N 2 ) [23] .
After this preprocessing, the kernel weights are determined by solving the resulting subset nonnegative quadratic programming lJi in Of3�sANsf3Ns -Vksf3Ns } , tJN s 
V. NUMERICAL EXAMPLES
Two two-dimensional (2-D) and one 6-D PDF examples were used to test the proposed zero-norm constraint enhanced sparse kernel density (SKD) estimator and to compare its performance with the three kernel estimators, namely, the nonsparse PW estimator, our previous SKD estimator [18] and the RSDE estimator of [13] , as well as the GMM estima tor. For each case, a data set of N randomly drawn samples was used to construct density estimate, and a separate test data set of Ntest = 10, 000 samples was used to calculate the L 1 test error between the true density p( x ) and the resulting estimate P(Xk; f3N, p) according to For the two 2-D examples, the Kullback-Leibler divergence (KLD), defined as where �x = (X1,max -X1,min)/Npar = (X2,max X2,min)/Npar , p(k, I) = P(X1,min + k�x, X2,min + l�x) and f;(k,l) = f;(X1,min + k�X,X2,min + l�x;{3N'P). To ensure the accuracy of the approximation, Npar > 100 was chosen.
The experiment was repeated by Nrun different random runs for each example.
The optimal values of the kernel widths, p P ar for the PW estimator and p for the other three SKD estimators, were found empirically via cross validation. For the GMM, the number of mixing Gaussian components, Nm, must be determined. Instead of exhaustedly trying different values for the number of mixing components based on cross validation, we simply set Nm to the average model size obtained by the proposed zero-norm constraint enhanced SKD estimator. The parameters of the GMM were determined using the EM algorithm of [10] . The estimation data set contained N = 500 samples, and the experiment was repeated Nrun = 100 times. For the propose SKD estimator, we simply set Ns = 16 for the D-optimality based OFR preprocessing. Because we had an average model size of 11.0 for the proposed SKD estimate, Nm = 11 was used for the GMM. Ta ble I lists the L1 test errors and the KLD values as well as the numbers of kernels required for the five density estimates compared. For this example, the GMM estimator achieved the best test performance. The proposed SKD estimator and the RSDE estimator also did well, but the former achieved a smaller average model size. 
The estimation data set was set to N = 600, and the experiment was repeated Nrun = 100 times. The results obtained by the five density estimators are summarised in Ta ble III. For this example, it can be seen that the GMM esti mator achieved the best test performance. The proposed SKD estimator and the RSDE estimator also did well, in terms of test performance. The proposed zero-norm constraint aided estimator was seen to achieve a much sparser PDF estimate than the RSDE estimator.
VI. CONCLUSIONS
We have proposed the idea of integrating the zero-norm constraint into the construction of a sparse kernel density estimator that uses the classical Parzen window estimate as the desired response. By making use of the convexity constraint for the kernel parameters and the proposed ap proximation function of the zero-norm, this hard problem be comes mathematically tractable and can be solved effectively using the multiplicative nonnegative quadratic programming algorithm. It is interesting to see that within the convexity constraint of kernel density estimation, the maximisation, not minimisation, of the two-norm of the kernel weights leads to model sparsity. It has been shown that the proposed approach can be benefited from preprocessing procedures to improve the condition of the kernel design matrix, and we have proposed to apply the efficient D-optimality based method for selecting a small significant subset kernel matrix. Computational complexity of the proposed sparse kernel density estimator compares favourably with other existing sparse kernel density estimators. Numerical results obtained have demonstrated that the proposed zero-norm constraint aided estimator offers an efficient means for selecting very sparse kernel density estimates with excellent generalisation performance.
