being carried out in Cambridge at that time. Collaboration with the Oxford Genetics Department who ran one of the international workshops introduced him to Walter and Julia Bodmer.
During this time, James attended classes in the then Computer Laboratory, where he first learnt about Turing machines. This interest in computation resulted in publication of an algorithm for updating a minimum spanning tree. A joint focus on sound statistical methods and their computational implementation has been a core of James' career.
Anthony Edwards joined the Department of Human Ecology just as it became part of the Department of Medicine. He introduced James to the work of Ian Hacking, and they had many discussions in the tea room on the crucial importance of likelihood in the whole of inferential logic. That core idea stuck throughout his career and was reflected in his teaching. As an MSc student, James inculcated me with the need to look carefully at the inferential foundations of what we do. One consequence, among many, has been a shared dissatisfaction with significance testing.
On completion of his PhD in 1973, James moved to Reading University to take up a post as lecturer in statistics in the Applied Statistics Department. Over the subsequent years, he taught every course in the Biometry MSc except quantitative genetics, giving him a wide breadth of experience. Walter Bodmer introduced him to Hans Balner which led to collaboration with TNO in Delft on the HLA equivalent in chimpanzees and Rhesus monkey which provided rich material for further publication.
While a member of the UK Department of Health's Data Advisory Committee for Transplantation, the chair Michael Healy recruited James for an overseas development post in the Kenya Ministry of Health. James arrived in Kenya in 1978, the week after Jomo Kenyatta died, to work on the health aspects of the Bura Irrigation Scheme, which was wildly behind schedule with little for an epidemiologist to do. So, he spent his time between nursing an early Digico micro computer (part of British aid) to store project data, while also extracting National Health Statistics using SPSS from the one and only government computer in the Statistics Bureau, and supervising field work for the second National Nutrition Survey. The latter was done in collaboration with the project's nutritionist David Alnwick who went to become the UNICEF expert on HIV.
During this period, he met his second wife Caroline on a Mombasa beach and found that she had gone to school on the other side of Bateman street in Cambridge where he used to live.
In 1980, James returned to Reading after two years leave of absence, James's career veered further towards computation as a member of the GLIM Working Party and Genstat Subroutine Library Committee. He was part of a band of statisticians who would go to ludicrous ends to compute things within GLIM that did not really belong there (e.g. composite link functions).
My own long-term friendship and later collaboration with James started in these days when I was first an MSc and later a PhD student in the department and spent a short part of 1981 living in James' home, which was particularly memorable for the excellent home-made beer.
As chairman of the university computer users group, he helped negotiate the replacement of an ailing ICL 1900 with an Amhdal running CMS. This heralded in a new era of Statistical computing as Reading became only the second UK University after Leeds to licence SAS. This personal link with SAS remains throughout the rest of his career.
Motivated by likelihood, James tried taking the basic REML concept and widening it to the general modelling case. But lacking the mathematical rigour of Barndorf Nielson, he lost the Jacobian term in the derivation of modified profile likelihood. With John Whitehead on board, the department took a stronger medical focus and James became involved in several of activities with the emerging society for statisticians in the pharmaceutical industry, PSI. Along with Ian Wilson, Roger Stern, Tony Woods and Dave Collett, they set up an eight-week summer school (MASD) in Statistics and Computing aimed uniquely at Statisticians from developing countries, based on each person's personal experience of working for several years in the developing world. His overseas experience led to short-term contracts with UNICEF and WHO in Sudan, Botswana and Indonesia.
With the diagnosis of his son Ashley with severe autism and realising world travel was going to become less and less possible, the family moved to Kenya again with James working in the International Council for Agroforestry. Rather than give him leave of absence again, the university required his resignation in exchange for the offer of a new contract in two years time, an offer he never took up. This move introduced him to Peter Murya, a brilliant young Kenyan, who introduced him to Prolog to add to his collection of programming languages such as Pascal and Algol68. With help from Emlyn Williams, they designed and implemented a database Datachain for agroforestry data with direct transfer into both Genstat and SAS. It had a flexible design allowing interrelationships between observations made on differing parts of the experimental plot (trees, crop, soil, etc.) at different times and timings in a structured way.
The family returned to England and James stopped working for a couple of years and then slowly built up a business providing training in statistics to commercial clients including pharmaceutical companies. Following this, he set up, with Clive Bowman, a small independent CRO analysing and reporting small and unusual trials.
During this period, in 1993, James and I attended the eighth Workshop on Statistical Modelling at the Catholic University of Leuven in Belgium and became intrigued by the question of how to adjust confidence intervals for contrasts of fixed effects in a multivariate Gaussian linear model to allow for estimating the variance and covariance parameters. After a couple of beers, the answer seemed relatively easy, then on the plane home it was 'solved' again but, yet again, was of course wrong. After several years, the problem grew to encompass F-tests for higher dimensional problems as well as simple t-tests. This is a considerably more complex problem as the notional degrees of freedom can be different for different contrasts within the space of the F-test. This led to the joint Biometrics paper. 2 James' major input was to code the approach up as a monster SAS macro that enabled the calculation of adjusted standard errors, t-tests and F-tests and effective degrees of freedom for most of the different models that could be fitted using the MIXED procedure in SAS. This was used by SAS Institute to check their own implementation of the approach, known in the industry as DDFM ¼ KR. By implementing the approach and collaborating closely with the SAS Institute, the method has become widely accepted as standard practice.
In 2000, James started working within the pharmaceutical industry in when he joined Johnson & Johnson in a novel early phase group. Here he learnt much about the detail of industry practice allowing him to later combine statistical methodology with appropriate insight into industry needs and practices.
In 2005, James moved from J&J to the Research Statistics Unit at GlaxoSmithKline (GSK) and has had a growing impact there up to and after his nominal retirement in 2011. Here he provided input into many different statistical questions within the company and continued providing training courses at his unmatched high level, both within the company and for PSI. We were in especially close contact during this period at GSK, often on the phone several times a week, sometimes several times a day. One particular question that arose out of some trial findings led to the other Kenward and Roger 3 seminal paper on period level baselines in crossover studies. During this time, we also took a couple of windsurfing holidays together in the Mediterranean, combining relaxation on the water during the day, with study sessions in the bar in the evening around books such as Royall 4 and Pawitan. 5 In the years following the publication of the Biometrics paper on the KR adjustment, it became apparent that the approach behaved better for linear than nonlinear parameterizations of the covariance matrix, as predicted in the original paper. Indeed, this was a limitation for using the approach with the R lme function as there the covariance matrix is parameterized in terms of variances and correlations. Extensive algebra was revisited every year which led, finally, to an improved approximation 6 which is guaranteed to give the same answer as the linearized version for any parameterization of a covariance matrix that can be re-expressed in a linear form. For example, a fully parameterized unstructured model gives exactly the same approximation as the same matrix expressed as variances and correlations. Credit is due to Oliver Schabenberger of SAS for challenging us several times to solve this riddle. In return, SAS have implemented the improved approach as DDFM ¼ KR2 in the GLIMMIX procedure. Interestingly, the work uses a result from an RSS paper published by Cox and Snell 7 in James' diploma year (1968).
Until 2008, James was a visiting professor at Reading University, after which he became an honorary professor at the London School of Hygiene and Tropical Medicine. We continue to collaborate, most significantly on the problem of dropout. Here the circle from James' beginnings under Robert Carpenter finds a natural completion with close collaboration with Robert's son James, who combines a chair of Medical Statistics at the School, with Programme Leader in Methodology at the MRC Clinical Trials Unit. The three of us have done extensive work on missing data in clinical trials, e.g. Carpenter et al., 8 with James (R) developing an ingenious SAS macro that is becoming widely used. He describes the collaboration as '. . .[a] match made in heaven combining an understanding of the changing needs of the pharmaceutical industry with a very solid background in theory'. James still plays an active role in this work as part of a Drug Information Association (DIA) Working Party that is developing and disseminating the methodology. As part of this work, James coined the terms de jure and de facto to allow important distinctions to be made between different classes of estimand in clinical trials. These are increasingly used in practice, e.g. Mallinckrodt. 9 James has never been a true Bayesian but does see likelihood and conditioning on the data as central. He learnt Winbugs mainly as a way to check some of the more ludicrous conclusions that were being published using it. After falling in love with it, he more recently promotes the merits of the MCMC procedure in SAS, using it among other things to fit a range of missing not at random models via data augmentation.
In 2010, James was made a honorary member of PSI for his support for the organization over many years. Although notionally retired, he continues to work in a variety of statistical problems with his ever-present energy and enthusiasm, and he still gives memorable courses and workshops. When he does finally decide to call a halt, his contributions and inspiration will be sorely missed.
