Doped Mott insulators have a strong propensity to form patterns of holes and spins often referred to as stripes [1] [2] [3] [4] [5] . In copper oxides, doping also gives rise to the pseudogap state 6 , which can be transformed into a high-temperature superconducting state with sufficient doping or by reducing the temperature. A long-standing issue has been the interplay between the pseudogap, which is generic to all hole-doped copper oxide superconductors, and stripes, whose static form occurs in only one family of copper oxides over a narrow range of the phase diagram 2, 7 . Here we report observations of the spatial reorganization of electronic states with the onset of the pseudogap state in the high-temperature superconductor Bi 2 Sr 2 CaCu 2 O 81x , using spectroscopic mapping with a scanning tunnelling microscope. We find that the onset of the pseudogap phase coincides with the appearance of electronic patterns that have the predicted characteristics of fluctuating stripes 8 . As expected, the stripe patterns are strongest when the hole concentration in the CuO 2 planes is close to 1/8 (per copper atom) [2] [3] [4] [5] 8 . Although they demonstrate that the fluctuating stripes emerge with the onset of the pseudogap state and occur over a large part of the phase diagram, our experiments indicate that the stripes are a consequence of pseudogap behaviour rather than its cause.
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Spectroscopic mapping with scanning tunnelling microscopy (STM) probes the spatial structure of electronic states, which reflects band structure effects 9 as well as the propensity of the system to forming ordering such as stripes or other charge-ordered states 8, [10] [11] [12] [13] [14] [15] . Static order manifests itself as bias-independent modulations in the STM conductance maps 16 , but detection of fluctuating order is more difficult as it requires the effects of band structure to be disentangled from those associated with proximity to an ordered phase. Previous STM studies of Bi 2 Sr 2 CaCu 2 O 81x have shown two types of feature: those associated with the interference of quasiparticles from the superconducting state's band structure, caused by scattering from impurities 9, 15, 17, 18 ; and electronic modulations that could be due to charge organization 10, 11, 13, 14, 19 . However, there is a lack of evidence from other experimental probes for any static order in the same compound 20, 21 , but some experiments and theory suggest that fluctuating stripes may be responsible for the formation of the pseudogap 19, [22] [23] [24] . Moreover, the relation between the STM features and the pseudogap, whether due to pairing, pairing fluctuations or charge organization has remained unclear because experiments have been limited to temperatures below or just above the superconducting transition temperature, T c (refs [10] [11] [12] [13] [14] 25) . Extending these experiments above the region of fluctuating superconductivity 26, 27 , which spans the temperature range between T c and T o , to the onset of the pseudogap 6 , at temperature T*, has been technically challenging. Figure 1 shows examples of real-space mapping of the low-energy conductance (G(r, V) 5 dI/dV(r, V); see Supplementary Information, section A) using STM on an underdoped Bi 2 Sr 2 (Ca,Dy)Cu 2 O 81x sample (UD35), carried out at three temperatures corresponding to the superconducting state (T , T c ), the fluctuating paired state with weak diamagnetic response 26, 27 (T c , T , T o ) and the pseudogap state (T o , T , T*). Discrete Fourier transforms (DFTs) of the conductance maps have strong peaks at wavevectors marked Q* (Fig. 1d-f ) along the Cu-O bond direction in all three temperature ranges. Similar strong features appear at a larger wavevector, marked Q**, also along the Cu-O bond direction. At temperatures below T c , the DFTs of the conductance maps show additional peaks that have been previously associated with the interference of Bogoliubov-de Gennes quasiparticles (BdG-QPI) in the superconducting state 9, 15, 17, 25 . The contribution to the spatial variation of the density of states with superconducting origin can be further enhanced by the use of a ratio of conductance maps 17 Z(r, V) 5 G(r, 1V)/G(r, 2V) (owing to particle-hole symmetry), measured at the same energy, as demonstrated in Figs 1g-i (peaks marked q2-q4, q6 and q7).
All the modulations in the density of states in our measurements, including those corresponding to Q* and Q**, have energy-dependent wavelengths near the Fermi energy (650 mV) throughout the entire temperature range and hence are not due to the formation of static charge ordering (Supplementary Information, section B). However, a distinction between Q* and Q** and the other wavevectors at which peaks occur owing to impurity-induced interference becomes evident when analysing their properties across a range of energies. It has been proposed that signatures of incipient order appear in STM conductance maps with similar phases across a range of energies, whereas modulations of the density of states due to impurity-induced quasiparticle interference are phase incoherent 8, 12 . To distinguish which features are associated with incipient order, we compute the quantity
is the DFT of the conductance map measured at energy V and V 0 defines the limits of the energy range over which we examine the phase of the modulations. This quantity measures the phase matching of modulations between different energies, and is independent of whether or not the features are dispersive (Supplementary Information, section C). Figure 2 shows that integration over a range of energies near the Fermi level results in the suppression of the features at the wavevectors labelled q2-q4, q6 and q7, indicating that they are due to impurityinduced interference phenomena. In contrast, the features at Q* and Q** are not suppressed by this integration, even above T c and T o (Fig. 2c) . In Fig. 2d , we also show the detailed behaviour of all the wavevectors in S with increasing integration window, as measured by V 0 . This analysis establishes the phase-coherent properties of the modulations at Q* and Q** and shows that their behaviour is consistent with that expected from an incipient charge organization phenomenon. There is the possibility that the Fermi surface of Bi 2 Sr 2 CaCu 2 O 81x gives rise to impurity-induced bond-oriented interference wavevectors near Q* and Q** 17, 28 , but the analysis above establishes that the majority of the contribution to our signal near these wavevectors is associated with an incipient order. As a function of energy, the intensity of the feature at Q* also shows a strong enhancement near a specific wavevector, which is another predicted feature of incipient order ( Supplementary Information, section B) . Although there have been indications from previous studies 8, 10, 11, 14 that the modulations at Q* and Q** are not simply due to quasiparticle interference phenomena, the measurements and analysis presented here firmly establish that these modulations are due not to static order but to fluctuating order.
The features at Q* and Q** behave similarly in the S maps, as shown in Fig. 2b-d ; however, their energy dependences are different. The feature at Q* dominates at lower energies (below 50 mV) whereas that at Q** is strongest at higher energies (Supplementary Information, section D). Because only an incipient order that influences electrons 
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near the Fermi level is relevant to the low-energy properties of our system, such as its transport properties, we focus our attention on the modulations at Q*.
We find further distinction between the fluctuating-order-induced feature at Q* and the impurity-induced features at other wavevectors, which allows us to establish separate connections to different regions of the copper oxide phase diagram when we study their temperature dependences. As seen in Fig. 1 , the features at the BdG-QPI wavevectors (q 2 -q 4 , q 6 and q 7 ) are strongly suppressed above T c , whereas that at Q* remains robust at all temperatures below T*. By examining conductance maps over the entire phase diagram, we have measured the power spectral density of the feature at Q* at 10 meV (Supplementary Information, section D) over a wide range of temperatures and dopings. Figure 3a shows that the onset of the feature at Q* coincides with the onset of pseudogap behaviour, at T*, the value of which has been determined for our samples by temperature-dependent spectroscopic measurements of pseudogap disappearance 29 . In strong contrast, the intensity (power spectral density) of superconducting BdG-QPI modulations across the phase diagram, such as that at q 7 ( Fig. 3b) , is strongly suppressed when the superconducting phase coherence in the sample is lost, above T c . This behaviour is consistent with recent theoretical modelling of BdG-QPI as a function of temperature 30 . In contrast to the pseudogap, we find that the intensity of the feature at Q* has a non-monotonic doping dependence (Fig. 3a) . Plotting the intensity of this feature in DFTs at an intermediate temperature as a function of doping (Fig. 3c ), we find a remarkable peak when the nominal hole concentration of the sample is close to 1/8. In contrast, the intensity of the feature at the BdG-QPI wavevector q 7 seems to peak near optimal doping. The hole concentration of 1/8 corresponds to the ideal doping for formation of half-filled stripes, as has been well established by neutron scattering experiments on La-based compounds 2 and in model calculations of copper oxide properties 1, 4, 5, 8 . The distinctive doping dependence shown in Fig. 3c suggests that Fermi surface nesting near the anti-node cannot be responsible for the robust feature at Q* but rather identifies fluctuating half-filled stripes as the origin of these modulations. Moreover, because the Bi 2 Sr 2 CaCu 2 O 81x system does not undergo a structural distortion near 1/8 doping, we conclude that local Mott and antiferromagnetic correlations, as opposed to structural distortion as in the La-based systems, are stabilizing fluctuating stripe patterns near this hole concentration. Nevertheless, distinguishing whether the observed patterns are strictly one-dimensional (fluctuating stripes) or two-dimensional (chequerboards) is complicated by the presence of doping inhomogeneities that locally pin these modulations 31 .
The connection between the appearance of the incipient fluctuating stripe order and T* is further corroborated by measurements of the local disappearance of modulations at Q*. In Fig. 4 , we contrast real-space STM conductance maps with spatial maps of the pseudogap energy measured at the same atomic location at a temperature above T c near optimal doping. At this temperature and above, consistent with our previous studies, we find regions of the sample in which the pseudogap has collapsed 29 . Such spatially inhomogeneous suppression of the pseudogap is strongly correlated with the disappearance of the feature at Q*. This behaviour is evident when comparing the conductance map in Fig. 4a with the pseudogap map in Fig. 4b . The regions that show modulations also show the strongest pseudogap. This can also be seen in Fig. 4c , where we plot a local measure of the modulation strength related to smoothed and normalized products of the data and sinusoidal functions, a real-space intensity map of the modulation at Q* ( Supplementary Information, section E) . We see that regions where the pseudogap is enhanced nucleate modulations at Q*at higher temperatures.
Examining the strength of incipient fluctuating stripe order and pseudogap phenomena as a function of doping points to disparate behaviour between these two important phenomena and provides important clues to how they are related. As shown in Fig. 3c , below 1/8 doping the strength of fluctuating stripes is diminished. Furthermore, by examining the local correlation between the modulations at Q* and the pseudogap, we find that the cross-correlation between these two phenomena switches sign from positive to negative near the nominal doping of 1/8 (Fig. 4d) . Approaching the Mott insulating state by lowering the doping results in a stronger pseudogap, whereas propensity to stripe formation is suppressed. Considering these facts together, we conclude that the pseudogap is not caused by stripe correlations, but rather that the pseudogap is required to nucleate fluctuating stripes. Given that stripe formation is believed to occur through phase separation of mobile holes and antiferromagnetically correlated regions, it seems logical that the pseudogap is associated with local spin correlations that make the formation of such spatial patterns possible. RESEARCH LETTER
