Abstract. In the Compressed Sensing community, it is well known that given a matrix X ∈ R n×p with ℓ2 normalized columns, the Restricted Isometry Property (RIP) implies the Null Space Property (NSP). It is also well known that a small Coherence µ implies a weak RIP, i.e. the singular values of XT lie between 1 − δ and 1 + δ for "most" index subsets T ⊂ {1, . . . , p} with size governed by µ and δ. In this short note, we show that a small Coherence implies a weak Null Space Property, i.e. hT 2 ≤ C hT c 1/ √ s for most T ⊂ {1, . . . , p} with cardinality |T | ≤ s. We moreover prove some singular value perturbation bounds that may also prove useful for other applications.
1. Introduction 1.1. Motivations. Compressed Sensing is a new paradigm for data acquisition which was discovered in [6] and [12] and has had a paramount impact on modern Signal Processing, Statistics, Applied Harmonic Analysis, Machine Learning, to name just a few. The whole field started after it was discovered that if β is sufficiently sparse, one could recover the support and sign pattern of a high dimensional vector β ∈ R p from just a few linear measurements
where X ∈ R n×p , with n ≪ p, by solving a simple convex programming problem of the form In the remainder of this paper, we will assume that the columns of X are ℓ 2 normalized.
One condition implying that both support and sign pattern can be recovered is called the Restricted Isometry Property (RIP) [4] . More precisely, RIP is the property that for all index subset T 0 ⊂ {1, . . . , p} with |T 0 | = s 0 , all the singular values of the submatrix X T 0 whose columns are the columns of X indexed by T 0 , lie in the interval (1 − δ, 1 + δ).
One key result relating RIP and recovery of the basic features of a sparse vector is the fact that RIP implies the so-called Null Space Property, which says that the kernel of X does not contain any sparse vector. More precisely, the NSP is the property that for all T 0 ⊂ {1, . . . , p} with |T 0 | = s 0 , and for all h ∈ Ker(X),
with C ∈ (0, 1). It is well known that the NSP is the key property behind sparse recovery using Basis Pursuit type of methods, whereas RIP is not. The main reason for introducing the RIP is that it provides a pedagogical step for proving the NSP in the case of random matrices. It was recently shown that the NSP can also be derived without the RIP for random design [1] . Thus, understanding more precisely what are the conditions on the design matrix for which we can obtain a kind of NSP is quite an important question in this field.
Some very interesting work has been published recently in order to test if the NSP or weaker version of this property hold for a given matrix using convex programming; see e.g. [11] . On the other hand, one of the main drawbacks of the Restricted Isometry Property is that one cannot in general check if a given matrix X satisfies it in polynomial time. Therefore, RIP is usually not considered of practical interest. Another property often used in many sparse recovery problems is the property of small coherence.
The coherence of a matrix is an important quantity in the study of designs for sparse recovery is the coherence. It will be denoted by µ, will be defined as
If the columns are almost orthogonal, then, one usually expects that the performance of Basis Pursuit should be almost as good as in the orthogonal case. This have been rigorously studied in e.g. [5] . The main motivation for using the coherence is that it is conceptually intuitive and also very easy to compute.
On the other hand, it was also proved in [18] , [5, Theorem 3.2 and following comments] that if a matrix X has small coherence, then for most index subsets T 0 with cardinal |T 0 | = s 0 , the singular values of X T 0 lie in the interval (1 − δ, 1 + δ) * . In other words, small coherence implies a kind of weak RIP where the singular value concentration property holds for most instead of all submatrices with s 0 columns from X. However, such results, although conceptually very interesting do not address the main problem of proving NSP type properties.
1.2.
Goal of the paper. Our aim in the present paper is to understand better the role of the coherence for Compressed Sensing by understanding how a small coherence implies a weaker version of the Null Space Property. The main result of the present work is the following. We prove that if a matrix X has small coherence, then, for most index subsets T 0 ⊂ {1, . . . , p} with cardinal |T 0 | = s 0 , and for all h ∈ Ker(X), (1.1) holds for some positive C µ . In other words, small coherence implies a kind of weak Null Space Property which holds for most, instead of all, T 0 with |T 0 | = s 0 .
1.3. Additional notation. For T ⊂ {1, . . . , p}, we denote by |T | the cardinal of T . Given a vector x ∈ R p , we set x T = (x j ) j∈T ∈ R |T | . The canonical scalar product in R p is denoted by ·, · .
For any matrix A ∈ R d 1 ×d 2 , we denote by A t its transpose. The set of symmetric real matrices is denoted by S n . We denote by A the operator norm of A. We use the Loewner ordering on symmetric real matrices: if A ∈ S n , 0 A denotes positive semi-definiteness of A, and A B stands for 0 B − A. The singular values of A will be denoted by
Background
In this section, we recall some well known previous results relating coherence, singular value concentration, RIP and NSP. We begin with some definitions.
2.1. Weak NSP and weak RIP. 
Notice that when π = 1, we recover the definition of the standard Restricted Isometry Property. The main consequence of the weak Null Space Property is that exact recovery holds for the basis pursuit problem. Since the work [10] , this can be proved swiftly as follows. Let us first recall the framework: we assume that y = Xβ, i.e. we are in the noise free setting and β has support T 0 with |T 0 | ≤ s 0 . Then, we solve
Letβ denote a minimizer. Then, we have
which gives
and thus, by the Cauchy-Schwartz inequality
Since β has support T 0 , we obtain that β T c 0 = 0. Using the fact thatβ − β lies in the kernel of X and using (2.6), we obtain from (3.21) that β T c 0 − β T c 0 1 = 0. Using (2.6) again, we conclude that β − β 1 = 0, i.e. exact recovery holds. More results of this type can be found in [4] and [13] . 
Weak Restricted Isometry
Notice that when π = 1, we recover the definition of the standard Restricted Isometry Property.
2.2.
On the relationship between RIP and NSP. One of the cornerstones of Compressed Sensing is the Null Space Property. It is well known that RIP implies NSP as stated in the next theorem. We will use the standard notations RIP(s 0 ,ρ) for RIP(s 0 ,ρ,1) and NSP(s 0 ,C) for NSP( 0 s,C,1).
2.3.
On the relationship between the Coherence and weak-RIP. The first result relating small coherence with weak-RIP was established by [5] based on a result about column selection due to Tropp [18] . A refinement of this result is recalled in the next theorem. [7] Let r ∈ (0, 1), α 1. Let us be given a full rank matrix X ∈ R n×p and a positive integer s 0 , such that
Theorem 2.4. Chrétien and Darses
µ ≤ r (1 + α) log p (2.7) s 0 ≤ r 2 (1 + α)e 2 p X 2 log p . (2.8) Let T 0 ⊂ {1, . . . ,
p} be a random support with uniform distribution on index sets satisfying
Then the following bound holds:
This theorem was used in, e.g.
[9] for a study of the LASSO when the variance is unknown. It has been also used in remote sensing [15] , in the study of Gaussian erasure channels [17] , Kaczmarcz type methods for least squares [16] , extentions of RIP [3] ; see also [14] .
2.4. The Gershgorin bound. The Gershgorin theorem gives a bound on the operator norm as a function of the coherence. More precisely, as discussed e.g. in [2] , for each index subset T ⊂ {1, . . . , p} with cardinal |T 0 | = s 0 ,
Clearly, this result starts being useful when µ is much smaller than s 0 . In the application for the LASSO, it is often assumed that this indeed the case as in e.g. [5] .
Main results: small coherence implies weak-NSP
In this section, we state and prove the main result of this paper, namely that small coherence implies weak-NSP. Our main theorem is the following.
Then, the matrix X verifies the weak-NSP(s 0 ,C,π) with π = 1 − 1944/p α and
In particular, if with probability larger that π, an index subset T 0 with cardinality s 0
where
Let h ∈ Ker(X) and let T 0 be a subset of {1, . . . , p} with cardinality |T 0 | = s 0 verifying (3.16), (3.17) and (3.18) . Define 
Moreover, since h belongs to the kernel of X,
On the other hand, by Lemma A.6, we have for j = 2, . . . , J,
Therefore,
and we can deduce that
Combined (3.21) with (3.19) gives
The bound (3.13) on C in this Theorem can be made arbitrarily small by taking c 0 accordingly sufficiently small. † The last set contains the remaining smallest terms in absolute value and may not contain s terms
Conclusion
In this paper, we established a relationship between the coherence and a weak version of the Null Space Property for design matrices in Compressed Sensing. Our approach is based on perturbation theory and no randomness assumption on the design matrix is used to establish this property. We expect that this result will be helpful to study a larger class of designs than usually done in the literature. In a future paper, we will show that such bounds can be fruitfully applied to simplify the analysis of Robust PCA.
Appendix A. Technical lemmae A.1. Some perturbation results. Perturbation after appending a column to a given matrix is a special type of perturbation. A survey on this topic is [8] .
A.1.1. Background. Recall that for a matrix A in R n×n , p A denotes the characteristic polynomial of A.
Lemma A.1. Cauchy's Interlacing theorem. If A ∈ R n×n is a symmetric matrix with eigenvalues λ 1 · · · λ n and associated eigenvectors v 1 ,. . . ,v n , and v ∈ R n , then
The previous lemma states in particular that the eigenvalues of A interlace those of A + vv t .
A.1.2. Appending one vector: perturbation of the smallest non zero eigenvalue.
If we consider a subset T 0 of {1, . . . , p} and a submatrix X T 0 of X, the problem of studying the eigenvalue perturbations resulting from appending a column X j to X T 0 , with j ∈ T 0 can be studied using Cauchy's Interlacing Lemma as in the following result. 
we obtain that the smallest nonzero eigenvalue of
Therefore, ρ min is larger than the smallest positive root of
for any upper bound γ to v, u i 2 for i = 1, . . . , s 0 . Thus, we find that
Moreover
Let us now find out a reasonable value of γ. Let X T 0 = U 0 Σ 0 V t 0 denote the singular value decomposition of X T 0 . We have
Therefore we can take . Letλ 1 ≥ λ 1 , withλ 1 > 1. Then, we have
we obtain that the largest nonzero eigenvalue of
Therefore, ρ max is smaller than the largest positive root of
for any upper bound γ to v, u i 2 for i = 1, . . . , s 0 . Hence, we find that
Since the columns of X have unit ℓ 2 -norm, we have 1 < λ 1 , and thus one obtains from (A.25) that
which gives ρ max ≤λ 1 + ε s 0 ,max with ε s 0 ,max = 1 2
We finally plug in the value of γ found earlier in the proof of Lemma A.2 to get the desired result.
A.1.4. Successive perturbations. If we append s 0 columns successively, we obtain the following result.
; with ε min = 1 4
Proof. The proof relies on induction. First of all, note that from assumption (3)
with j 1 ∈ T 1 . We have
with ε defined in A.2. Since ε s 0 ,min ε min , we get
Thus, the induction hypothesis is verified and we can apply Lemma A.2 for the next step of the induction. This leads to (A.26).
For the lower bound (A.27), we have from lemma A.1.3
Since ε s 0 ,max ε max , we have by (ii) that 
