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ABSTRACT 
We propose a method of solving large sparse systems of linear equations over 
GF(2), the field with two elements. We use the Lanczos algorithm, modified in two 
ways. A lookahead Lanczos algorithm is needed for the problem of dividing by an 
inner product whose value happens to be 0. A block version of the algorithm allows us 
to perform 32 matrix-vector operations for the cost of one. The resulting algorithm is 
competitive with structured Gaussian elimination in terms of time, and has much 
lower space requirements. It may be useful in the last stage of integer factorization. 
1. INTRODUCTION 
We address here the problem of solving a large sparse system of linear 
equations over GF(2), the field with two elements. One important applica- 
tion, which motivates the present work, arises in integer factorization. During 
the last stage of most integer factorization algorithms, we are presented with 
a large sparse matrix and asked to find linear combinations of the columns of 
this matrix which vanish modulo 2. For example [6], the matrix may have 
100,000 columns, with an average of 15 nonzero entries per column. 
Structured Gaussian elimination can be used [6], but as problems get 
larger it may become infeasible to store the matrices obtained in the 
*This is an updated version of IBM Research Report 16997, 1 July 1991. Copies of the 
original research report may be requested from IBM Thomas J. Watson Research Center, 
Distribution Services F-11 Stormytown, Post Office Box 218, Yorktown Heights, NY 10598. 
LINEAR ALGEBRA AND ITS APPLICATIONS 192:33-60 (1993) 33 
0 Elsevier Science Publishing Co., Inc., 1993 
655 Avenue of the Americas, New York, NY 10010 0024.3795/93/$6.00 
34 DON COPPERSMITH 
intermediate stages of Gaussian elimination. The Lanczos algorithm [4, 3, 61 
has smaller storage requirements (one need only store vectors, not matrices), 
and may have fewer computational steps (since one takes advantage of the 
sparseness of the matrix), but has certain problems when applied over small 
fields. One problem is that the algorithm involves division by a dot product 
which might have a value of 0. In the past 12, 61 this has been avoided by 
embedding GF(2) into a larger field GF(2k) and randomizing, so that the 
probability of obtaining a 0 dot product becomes negligible. A second 
problem is that indexing operations are fairly expensive. 
In the present paper we overcome the first problem (division by 0 when a 
dot product vanishes) by adapting the lookahead Lanczos algorithm [7]. This 
allows us to work in GF(2) instead of GF(2k). We also work with blocks of 
vectors at a single time. By treating 32 vectors at a time (on a machine with 
32-bit words), we can perform 32 matrix-vector products at once, thus 
considerably decreasing the cost of indexing. This can be viewed as a block 
Lanczos algorithm. 
The main contribution of the present paper is in the interaction between 
the lookahead Lanczos algorithm and the block Lanczos algorithm. 
If we have N equations in N unknowns, with a total of T nonzero 
coefficients (nonzero matrix elements), the present method requires 2 N/32 
sparse matrix operations (sparse matrix times block of vectors), about 5N/32 
inner products (inner product of two blocks of vectors, i.e. multiplication of 
two matrices of sizes 32 X N and N X 32, respectively), and about lON/32 
vector-scalar multiplications (block of vectors times small matrix, i.e. multipli- 
cation of two matrices of size N X 32 and 32 X 32, respectively). Each of 
these major computational steps can be parallelized. The space requirements: 
we need to store the sparse matrix (in its sparse representation, requiring 
T + N words), and 12 blocks of vectors. For N = 100,000, T = 1500,000, 
we require 2,700,OOO words or 11 megabytes of storage. These estimates are 
approximate. 
The algorithm will solve some, but not all, systems of linear equations. If 
we are solving A y = b, where b is a collection of 32 linearly independent 
vectors, it will find 32 linearly independent vectors y such that Ay is 
contained in the space spanned by b. If A is not of full rank, the images Ay 
need not be independent and need not span the space spanned by b. In the 
symmetric case A = BBT, we may find fewer than 32 linearly independent 
solutions to Bz = b. 
In the integer factorization case, this is enough. Each linearly indepen- 
dent answer gives us a 50% chance of factoring the given integer, so that we 
have an overwhelming probability of success. 
The remainder of the paper is organized as follows. Section 2 reviews 
notation. In Section 3, we mention the difference between symmetric and 
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asymmetric matrices A, and the difference between homogeneous and 
inhomogeneous equations, and mention how these differences are handled. A 
review of the ordinary Lanczos algorithm follows in Section 4. Section 5 
discusses the problem of self-orthogonality. In Section 6 we introduce the 
improvement that comes from operating on 32 vectors at a time. Section 7 
outlines the various subspaces of GF(2jN that arise in computation. In 
Section 8 we prove the lemma that leads to the vital statement that the 
subspaces xi, x are orthogonal. Section 9 gives techniques for avoiding the 
use of large su b spaces during computation. Section 10 shows how to handle 
the linear dependences that arise towards the end of the procedure. In 
Section 11 we show how solutions are constructed. Section 12 shows why it is 
necessary to eliminate each row with a single nonzero entry and the corre- 
sponding column before running the algorithm. Section 13 gives reason to 
hope that the subspaces we are using remain small. In Section I4 we give the 
algorithm itself. Section I5 mentions the present implementation and experi- 
mental results, and Section 16 summarizes. 
After the present work was done, the author 111 (at the suggestion of 
Andrew Odlyzko) developed a similar block version for the Wiedemann 
algorithm [8] for sparse systems of linear equations over GF(2). The theory 
behind the block Wiedemann algorithm is more easily understood than that 
of the present paper, and the computational requirements are similar to those 
of the present paper. 
2. NOTATION 
The underlying field is GF(2) = Z/2. 
The transpose of a matrix C is denoted by CT. 
The size of the matrix A is N X N. The number of nonzero elements of 
A is T. 
A boldface letter, subscripted or not (w or w,), will denote either a 
column vector or a block of column vectors (i.e. an N X k matrix where k is 
small, say 32). The size of w is the dimension k. The corresponding italic 
letter u; or w, denotes the subspace of GF(2)” spanned by those vectors. 
The space spanned by two subspaces will be denoted by t @ u, as 
distinguished from the componentwise sum of two vectors or blocks of 
vectors t + u. With one exception (to be noted), the notation t @ u will be 
used only when the two subspaces have 0 intersection. As a shorthand, we 
define 
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with similar definitions for V,, X,. 
Greek letters (Y, j3 will denote small matrices (size no more than about 
32 x 32). 
Orthogonality is defined with respect to the ordinary inner product. 
Vectors t, LI are orthogonal if 
tTu = 0. 
The definition extends to blocks of vectors and to subspaces. The orthogonal 
complement t ’ is the space of vectors in GF(2jN which are orthogonal to t. 
This will always arise as an intersection, such as u n t ’ , so that one only 
computes that subspace of u which is orthogonal to t. 
Horizontal concatenation 
vertical bar: tju. 
of blocks of iectors will be denoted with a 
3. SYMMETRIC MATRIX 
The algorithm works with a symmetric matrix A, and attempts to solve 
as mentioned above. 
asymmetric matrix B^, 
The application to integer factorization involves an 
and tries to find nonzero solutions to 
Ay = b, 
Bli = 0. 
Our first step is to c?nvert the homogeneous equation to an inhomogeneous 
equation. We split B into the right-hand 32 columns, b, and the remainder, 
B. Then we try to find solutions to 
We then find that 
Bz = b. 
where I is an identity matrix, solves our given equation: 
&=(Blb)( TI)= Bz-bl=b-b=O. 
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To take care of symmetry, we set 
A = BBT, 
which is symmetric. We never actually compute the matrix product A, since 
it would probably be much less sparse than B. Instead, we note that we only 
require A as a “black box”: we need to be able to apply A to a vector or 
block of vectors. So whenever we need to apply A, we apply BT and then 
apply B. 
When we have solved 
Ay = b 
we set 
z = BTy 
and find that 
Bz = BBTy = Ay = b. 
So the asymmetry of B and the homogeneity of the original equations need 
not concern us. 
4. REVIEW OF THE LANCZOS ALGORITHM 
In the ordinary Lanczos algorithm, one solves the equation 
Ay = b, 
where A is symmetric, b is a nonzero vector, and y is an unknown vector. 
One develops two sequences of vectors u,, w,, as follows: 
w0 = b, 
V 7L+1 = Aw,,, 
Wn+l = V n + 1 - Wnffn - wn-1 h-l> 
where (Y,, p,, _ 1 are scalars chosen to make the wi orthogonal to each other: 
w,‘w) = 0 if i #j. 
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ffn = (w,Tw,,)-l(+,,+l), 
It-1 = (w~-lw,,-l)-l(w,T_lu,+l). 
With this choice of (Y,, p,, _ r, and the inductive hypothesis that wi, wj are 
orthogonal for i + j < n, we find that w,, + 1 is orthogonal to both wn and 
wn- 1. 
We also have that wn+ 1 is orthogonal to wi, 0 < i < n - 2. The proof of 
this fact will be important to our subsequent work, so we review it here. We 
have 
wn’, lwi = UT+ lwi - a,‘w,‘wj - p,‘_ 1w,‘_ lWi. 
(Since CY, is a scalar, we have (II,’ = cr,. The transpose is explicitly indicated 
in order to be consistent with the rest of the paper.) By the inductive 
hypothesis of orthogonality of w, and the fact that i < n - 2 we have 
T w, WE = wn’_lwi = 0, 
so the last two terms vanish. Continuing, 
w,‘+~w~ = u;+~w~ = w,TAwi = w,T"i+l 
= w,‘(wi+l + wjq + wj-1 pj-1). 
Since i + 1 < n, w,, is orthogonal to all three times in parentheses. Finally 
this yields 
wn’, lwj = 0, O<i<n-2, 
and with the previous results, 
w,‘tlwi = 0, O<i<n. 
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This orthogonality allows us to build up a matrix W whose columns are 
wi, and a tridiagonal matrix S, satisfying 
WTW = I, 
AW=WS. 
These in turn are useful in developing eigenvalues and eigenvectors of A. 
5. SELF-ORTHOGONALITY 
One problem with the Lanczos algorithm in the present context is that in 
a finite field it very often happens that 
w,‘w, = 0. 
This is troublesome because we need to divide by this quantity often. 
Previous researchers [2, 61 have tried to avoid this problem by embedding 
GF(2) into a larger field GF(2k), and inserting a random diagonal matrix 
between B and BT in the definition of A. If 2k > N, we stand a good 
chance of avoiding self-orthogonality. But the finite-field arithmetic becomes 
cumbersome. 
In the case of the Lanczos algorithm over the reals, a similar problem is 
solved by using the lookahead Lancsos method [7]. This method acknowl- 
edges the presence of inner products which are 0 (or are small enough to 
cause numerical instability if used as denominators), and it allows one to 
compute w, + i from several vectors, not just u,, w,, w,, _ I) but also 
W n-2,...,Wn-k, where k depends on the number of self-orthogonal rows 
encountered nearby, and is never very large in practice. Our present solution 
will use a similar idea. 
6. PACKING SEVERAL VECTORS TO A BLOCK 
The Lanczos method requires us to take N matrix-vector products Aw. 
Each involves T indexing steps, and each indexing step only picks up a single 
bit for us. In the present work, we will modify the method so that it can take 
32 matrix-vector products simultaneously, where 32 is the word size of the 
machine we are using. Then each indexing step will operate on 32 bits. This 
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allows us to do N/32 matrix-vector products instead of N, which gives the 
principal savings of the new method. The algebra is similar to the block 
Lanczos method [5, 31, which is used when a real matrix has repeated 
eigenvalues. 
7. THE SUBSPACES INVOLVED 
The traditional Lanczos method maintains two vectors w,, and u, (and 
their recent history). 
We maintain blocks of vectors (for efficiency), and because of the 
complications introduced by zero dot products, we need to maintain several 
such blocks: w,, u,, x,, rn, d,, Ai”“( Ai”“( Ain”( and Ai”“( 
[The block w, _ 1 is also known as A”‘“( u,).] At any time we need at most two 
versions of each vector block (for example, u, and u,+ ,I; we do not maintain 
older versions. We also have in mind, but do not compute, spaces c,, f,. 
As before, u,+ i is obtained from w,, by application of A: 
Un+l = Aw,,. 
W n + 1 is obtained from u, + i by subtracting various blocks of vectors: 
W n+l = U n+1 - x,(Y, - X,-l h-1 - d,-ix-z, 
in order to maintain orthogonality: 
w,‘,lxi = 0, O<i<n. 
The blocks x,, d, _ 2, f, _ 2 will be described later. The choice of CX, and 
P,-1 is similar to that in the traditional Lanczos algorithm, but using x, 
instead of w,: 
a, = (x:%-l(+“+l)~ 
R-1 = (x~-l~~-l)-‘(x~-lu,+,). 
A similar definition holds for y,_ 2: 
Yn-2 = (f~-,d,-,)-l(f~-,v,,l) 
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In fact fT_2d,_2 = I, and ff_,u,+, will be computed by a nonobvious 
method. 
The blocks x, and r, are introduced to address the problem of zero dot 
products. x, satisfies a nonorthogonality condition, 
x:x,, is singular, 
as well as being orthogonal to previous blocks: 
x;xi = 0, O<i<n. 
This makes it computationally useful; it replaces wn in the procedure for 
computing w,, i from u, + i. 
The block r, is orthogonal to everything seen so far: 
r,‘wi = 0, O<i,<n, 
r,‘xi = 0, O<i<n, 
r,Tr, = 0. 
All the problems with orthogonahty are swept into this subspace r,. 
As subspaces, we have 
or, using the shorthand defined above, 
v, = w, = x, 03 r,. 
We define r,, as that subspace of W,, which is orthogonal to all of the space 
W,: 
rn = w,, n w,’ . 
We can let x, be any complement to rfl in W,, n X,: i. It turns out that any 
such choice of x, will suffice. 
The computation of ( 1c,, rn,) is straightforward, and does not involve the 
historical values x0,x1,. . . We have 
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We define rn as 
r, = (r--1 CD wn) 17 (r,-1 63 wn)’ 
We let x, be any complement to r” in r;, _ 1 CD w,. We select bases of x,, r,, 
to be the blocks x,, r,. So we maintain the properties 
rn_1 @w, =x, @ r, 
r,'xj = 0, O<i<n, 
rzr, = 0, 
xTx, is nonsingular, 
XfXj = 0, Ofi<n-1. 
The space d, 2 is defined as 
d n-2 = x,_, n [x,_, n -4-1GLdlL j 
and fn_2 is any complement of X,_, n A-‘(X,-i) in X,_,. 
Because of the faithfulness of the inner product on X, _ s, we know that 
4-Z and fn_s have the same size, no larger than r*_ i, and we know that 
ff_ ,d, _ 2 is nonsingular. In fact we will arrange things so that 
f,T,d,_, = 1. 
These definitions do not give a computationally effective means to compute 
f n _ 2, d, _ 2, because the definitions involve the large subspaces X, _ 2, X, _ I. 
Later we will describe an efficient way to compute f, _ 2, d, _ 2. 
The vector blocks Ai”“( Ai”“( Ai”“( A’““(d,), and Ain” 
maintain the property that 
A x Ai”” - u c b. 
They will be used when we compute the solutions. 
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8. PROOF OF ORTHOGONALITY 
We show here that wn+ 1 is orthogonal to the previous xi, 0 < i < n. 
LEMMA 1. With the spaces as defined above, 
XTWn+l = 0, Ogi<n, 
assuming the inductive hypotheses 
XTXj = 0, O<i#j<n, 
xTxi is nonsingular, O<ign, 
wn’xj = 0, 0 -<j <n - 1, 
r;xj = 0, 0 <j <n. 
Proof. We have 
T 
x,w71+1 = x;u,+l - x;sx,cY, - x5-1 4-1 - x:4-,x-z 
= x;fu”+l - X~X,(X~X,)-l(xTun+l) - 0 - 0
= x;u”+l - x;u,+l = 0, 
using the inductive hypotheses and the fact that 
d,_, c X,_, = x0 CB ... CD xnpp. 
Similarly we have 
x:-lwn+l = 0. 
To show that 
fT n-2 Wn+l = 0, 
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we note that 
so that 
Thus 
fT w n-2 ,,+l = f,T-,u,+, - f,T_2v, - f,T-2x,-, P,-1 - f,T-24-2x-2 
= fnT-2%+1 - 0 - 0 - f~_2d,_2(f~_,d,_,)-1(f~-2vn+~) 
= f,T_2u,+1 - f,Tp2u,+1 = 0. 
If 
u E X,_, n A-‘( X,_,), 
then 
UTWn+ 1 = UTun+l - uTx,a, - uTx,el Pn-1 - uT4-nx-v 
Since u E X, _ 2, we have 
UTX, = 0, uTx,_1 = 0. 
Since d,_, _ c [x,_, n ~~~(x,_,)l’, we have 
uTd,_2 = 0. 
The remaining term is 
UTU*+l = uTAwn = ( Au)~ wn E X,‘- 1w,, = 0. 
This shows that 
UTW,,, = 0. 
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Since 
X n-2 =f,-2 @ [X,-z C-J A-‘( X,-J]> 
we have shown that w,,+ i is orthogonal to all of 
With the earlier proof that w, + 1 is orthogonal to x n _ 1 and x,, this completes 
the proof of the lemma. n 
9. AVOIDING LARGE SUBSPACES 
The blocks d,_,, f n_2 are defined in terms of the large subspaces X,_,, 
but we cannot afford to use these large subspaces when we actually compute 
d,-,, fn-2; both the time and space requirements are infeasible. 
With this in mind, we introduce a projection operator. When it is known 
that a block of vectors u is contained in W,, = r, CB X,, we define 
Proj(r,; u) 
to be the matrix mapping r, to the projection of u onto r, away from X,. 
That is, 
u - r, Proj(r,; u) G X,. 
Then testing whether u c X,, is replaced by the simpler task of testing 
whether Proj(r,; u) = 0. 
When we calculate the breakup 
we will keep track of the matrix T, effecting this breakup: 
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Two submatrices of ~;r are 
Proj(r,; r,-l) 
and 
Proj(r,; w”) = Proj(r”; un) = Proj(r,; Awn_,), 
the latter equalities holding because the terms subtracted from u, to from w, 
are all contained within X,. 
For any vector block u 5 W,_ r, we have 
Proj(r,; u) = Proj( r,;r,_l)Proj(r,_l;u). 
Weuse7,_, to maintain the projections Projcr,; Ax,- r), Projh-,; Ar,- 11, 
namely 
Proj(r,,; (Ax,-,b-,-I)) 
= Proj(r,;(Ar,_,(Aw,~,))T,-1 
= Proj(r,; rnel ) Proj(r,_r; (Ar,-,IAw,-r))rn-r. 
This method of computing Projcr,; Ax,_,) and Projcr,; Ar,_,) from 
Proj(r,_,; Ar,_,), T~_~, and T,, involves only operations with small matrices. 
No large vectors come into play. 
For convenience, we define the space C, _ 2 (which we will never actually 
compute): 
C,_, = X,_, n A-‘( X,-J. 
We use the fact that 
C,,-, = X,_, n A-‘( X,) 
= [x,_, @ x,_l] n A-‘( X,) 
= [C,_, @fn-e @ x,-~] n A-l(X,) 
= C,-, @ [(fn-e @ ~1) nA-‘(Xn)] 
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because 
C,_, 5 A-‘( X,-r> c A-‘(X,). 
Denote by c, _ i the new part of C, _ 1: 
c,-, = C,_, @ c,_i 
c,_1 = (fn-z @ X,-l) n A-‘(X,). 
and let the matrix a;, _ r be defined by 
c,-1 = (f,-,I%-1)%-l. 
We deduce, upon multiplication by A, that 
This implies that Proj(r,; AC,_ r) = 0, and in fact AC,_ 1 is the largest 
subspace of Af,_, 83 Ax,_ i whose projection onto r, is 0. This gives a 
method to compute q_ i; it is a largest matrix of full rank such that 
Proj(r,; (Af,_,lAx,_i)) a,-, - 0. 
Any subspace of fn _ 2 CB x, _ I complementary to c,_ i can be used as f, _ 1, 
and using 7, (T, we compute Projcr,; Af, _ i) for use on the next iteration. 
We also update d,_ ,, as follows: 
d,,_2 = X,_, n C:__,, 
d n-l = cd,_, @x,-~) n c,‘_~. 
Here we have used the fact that C,_ 2 c X, _ 1, so that x, _ r c C,‘_, 
So we compute 
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f,‘-2d,-2 = I, 
so that this can be written as 
Let p,_ 1 be a largest matrix of full rank such that 
Then 
d n-l = (4-2kl)Pn-l. 
One can show that 
f,‘_ ,d,_ I is nonsingular, 
and by proper choice of pa_ 1 one can arrange that 
f,T_,d,_, = I, 
the identity matrix. 
Thus we have computed d,_ 1 and Proj(r,, Af,_ 1) without using the 
large subspaces X,, C,. 
We have not actually computed f,_ r. In fact we use f only once, in the 
inner product 
We will compute this as 
fT n-2Un+1 = [Proj(r,_r, Af._2)]T(r~-rw~), 
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the product of two small matrices previously computed. We can do this 
because 
Af,_, = r,_, Pmj(r,_,, Af,-,) + X,-IK, 
for some matrix K,, so that 
fT v n-2 n+l = f,T_2Aw,, = ( Af,_2)Tw, 
= [Rroj(r,_,, Af,_,)]Trz_,w, + K:x~_~w, 
The second term vanishes by orthogonality. 
10. TERMINATION 
Towards the end of the procedure, it will happen that the vectors in 
r,_ i, w, are linearly dependent. (This is the only time when the symbol “CD ” 
in r-,-i CB w,, fails to indicate disjoint subspaces.) To detect this condition, 
after we compute 7, effecting the breakup 
(r,- llwn)c = (XJ-,): 
we will test whether the vectors in r, are linearly dependent. When they are, 
we will delete redundant vectors from wn and from v,, which has already 
been computed from w,, then recompute the breakup 
with the new value of wn. After the recomputation, the vectors in r, will again 
be independent. 
Note: we know that each linear dependence involves w,, nontrivially, since 
by induction the vectors of r,_ i are linearly independent. Further, we know 
that the dependence will be made evident as a linear dependence among the 
vectors of r* alone, by the nonsingularity of x:x,. 
For subsequent values n’ > n, the subspaces wn, will all have the new, 
smaller size, because of the way they are obtained (eventually) from w,. 
The process stops when we reach the point where w,, is empty. The space 
W,, then is the Krylov space obtained from b, and we expect it to have size 
close to N. 
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11. CONSTRUCTING THE SOLUTIONS 
We use the linear dependence discovered in the previous section to find a 
solution to Ay E b or Ay = 0. We will define a linear operator Ain” on the 
vector blocks u,, x,, w,,, r‘,, d,, which will have the property 
u - A x Ai”” c b. 
We define 
Ai”” = 0, 
Ai”“( u,+J = w,, n > 0, 
and whenever x,, w,,, r,, d, are computed as linear combinations of 
u, x, w, r, d (with various subscripts), we will simultaneously compute 
Ai”“( Ai”“( Ai”“( Ai”” as the same linear combinations of 
Ai”“( Ai”“( Ai”“( Ai”“( A’““(d). Then when we find a nontrivial 
linear combination of the vectors in r,, which vanishes: 
the same linear combination of Ain” will give a vector 
y = Ainv(r,)$fi 
such that 
Ay E b. 
Furthermore, y will be nonzero. As noted above, the linear dependence 
arises from a vanishing linear combination of r,_ i, wn, involving wn nontriv- 
ially. So y is a linear combination of Ai”“(r,_ i), Ai”” involving Ai”’ 
nontrivially. In turn Ai”” involves Ai”” = wnPl nontrivially, while 
Ai”“(r,_ 1) 5 W,_ s does not. By induction, the blocks wa, , w,_ 1 are 
linearly independent. These facts combine to show that y # 0. 
This procedure will be of particular interest when B has more columns 
than rows. This will often be the case in integer factorization. We are 
guaranteed to find solutions to Ay c b; in fact we find 32 linearly indepen- 
dent solutions. (It is likely that these solutions are forced to be of the form 
Ay = 0.) 
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Given 
Ay=i&b 
and recalling 
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we see that 
A = BBT, 
B( BTy) = &I = bA 
for some matrix A, and 
Defining 
SC 
i I BTY -A ’ 
we have found a solution to the original homogeneous equation 
If B has more columns than_rows, then it is likely that 5 # 0, since it is more 
plausible to suppose that B would take a nonzero vector to zero than to 
suppose that BT would do so; if this is the case, then we have found the 
desired nonzero solution. 
12. PREPROCESSING TO ELIMINATE SINGLETONS 
In real examples drawn from integer factorization, an important phe- 
nomenon surfaced. If a row of B contains a single nonzero element, call that 
element a singleton. The column containing a singleton cannot participate in 
any linear dependence; if Bz = 0, then the corresponding bit of z must be 
zero. So this column and row can be eliminated from B; this is usually done 
in a preprocessing step before any sparse matrix computations, to aid 
efficiency. 
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For our routine, it is necessary to perform such elimination. The reason: 
suppose column j of B contains two singletons, corresponding to rows i,, i,, 
and suppose we fail to eliminate column j in preprocessing. Consider the 
vector e with exactly two l’s, in locations i,, i,. We find that BTe = 0. Put 
another way, e is orthogonal to the image of B. This means that if e is ever 
produced in the span of wO, wi, . . , w,,, then e will become part of the space 
r,; then, since Ae = 0, the next interaction will find the “solution” e to 
Ae = 0, which gives rise to the trivial solution z = 0 to Bz = 0. Then w,, i 
is decreased in size, with only a trivial solution gained. This is called an 
“incurable breakdown” in [7]. In one test case, there were 32 such vectors e. 
This meant that the space r, grew too large for our routines to handle it, and 
the program aborted. When we reran the program with a smaller initial size 
of wa (16 columns instead of 24), it ran to completion but gave only the trivial 
answer z = 0 to Bz = 0. The reason was that in the solutions to 
Ay = 0, 
BBTy=O, 
Bz=O 
(the space b was irrelevant in this instance; it happened that b = 0 E b) the 
vectors y were all linear combinations of the special vectors e, so that 
z = BTy= 0. 
When, instead, we preprocessed this same test case to eliminate single- 
tons, thus discarding 2474 of the 65,518 columns and 2511 of the 64,918 
rows, the program ran to completion without difficulty, and gave 24 linearly 
independent solutions z to the equation Bz = 0. 
13. SIZES OF SUBSPACES 
Suppose that A is nonsingular. Then we expect the subspaces r,, to be 
small, in fact to be empty half of the time, have dimension 1 one quarter of 
the time, and have dimension k with probability about l/2k+1. This is due to 
a heuristic argument, in which we consider the new subspaces wn to be 
generated at random (subject to the orthogonality constraints), and evaluate 
the rank of a random symmetric (32 + k) X (32 + k) matrix with a k X k 
block of zeros: 
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We know that f, _ i, d, _ i have size bounded by that of r,, _ 1, so we expect 
them to be small too. The size of x, fluctuates around 32, bounded by 
32 + size(r,_ i), and in any case bounded by 64 = 2 X 32, that being an 
;;rz;opnd on the rank of a (32 + k) X (32 + k) matrix with a k X k block 
Even in the case that A is singular, the sizes of r, have been observed to 
be well behaved in randomly generated examples. See the previous section, 
however, for an important precaution to prevent singletons from enlarging 
the size of r,. 
14. OUTLINE OF COMPUTATION 
We present here the order of computation, annotated to show when 
critical quantities are being computed or reused. 
Given a large sparse symmetric matrix A and a block of vectors b, we 
wish to find a solution y such that Ay = b. (When A is not symmetric or 
b = 0, see Section 3, “Symmetric Matrix.“) Augment b to have size 32. 
Preprocessing. El iminate any columns containing singletons. (See Sec- 
tion 12.) 
Step 0. Set 
u. = b. 
Consider any blocks of vectors with negative subscripts (x_ 1 > to be empty 
(dimension N X 01, and matrices with negative subscripts (7-i) to have 
dimension 0 X 0. 
Step 1. Set 
Ainv( u,,) = 0. 
For n = - IO, 1,. . until termination (about n = N/32), perform the 
following steps. 
step 2. 
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where (x:x,)-l = 5;’ has been computed in a previous iteration. The 
present step involves computing the inner product 
Step 3. 
x;u n+l. 
P,_l = (x~-lx,-l)-‘(x~-lu~+l)~ 
where again (xz_ rx,_ 1)-1 has been precomputed. The major computational 
step here is the inner product 
Step 4. 
yn_2 = [Proj(r,_,, Af,-2)]T(r~-lw,,)~ 
This is the product of two small matrices, both of which were previously 
computed. See the discussion at the end of Section 9. 
Step 5. 
wn+1= U ntl - x,ff, - x,- 1 R-1 - 4-2x-2. 
This involves three products of the form (vector block) X (small matrix). 
Step 6. 
Ai”“(wn+l) = A’““(u,,+~) - Ainv(xn)an 
- Ai”v(x,_l)j3,-1 - Ai""(d._2)yn-2. 
Step 7. 
Un+2 = Aw,+~. 
This is the application of the sparse matrix A to a block of vectors (of size no 
more than 32). It is the only use of the sparse matrix A. As discussed above, 
in the asymmetric case it will mean an application of BT, followed by an 
application of B. 
Step 8. 
Ai”“( u,,+~) = wn+r. 
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Step 9. Perform the two inner products 
Step 10. 
4+1L 
WnT+Pn+1. 
rl ntl = (r,k+l)T(rnk+l) = ( (wz:lr., (($+lrnjT) . wn+lwn+l I 
This just puts together small matrices computed on the previous step. 
Step 11. Compute r,+ 1 satisfying 
5 0 
7n+1 T ?1 n+lTn+l = n+l 
i i 0 0 
where &+ 1 is nonsingular. We have 
5 X;s+lXn+I. n+l = 
Step 12. Using r,, + r, compute the spaces x, + 1, r, + 1 by 
(xn+llrn+l) = (mJwn+l)7n+1. 
Here we have multiplied a vector block by a small matrix. 
Step 13. Compute the spaces Ai”“(x,+ 1>, Ai”“(r,+ r) by 
( Ai”“(xn+,)lAi”“(r,+l)) = ( Ai”“(r n )IA’““(w,+~))~,,+~. 
Step 14. Compute the inverse 
(Xf+lX,+J1 = 42, 
by inverting a small matrix; this will be used in steps 2,3 of subsequent 
iterations. 
Step 15. 
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is the inverse of a small matrix; as a by-product we obtain 
Proj(r,+ 1; r,), Proj(r,+l;wn+l) = Proj(r,+,; Aw,) 
Now we check whether the vectors of r,, 1 are linearly independent. When 
they are independent, this should be a quick check. When they are depen- 
dent 
(r,+,k+, = 0 for some nonzero matrix *n+ r) , 
the check takes longer, but then we have reduced the size of w,,+ r, so this 
happens at most 32 times. 
When the vectors are dependent, operations on T,,+ I and I,!I~ + r allow us 
to find the extraneous vectors among wn+r. We delete these extraneous 
vectors from w,,+ r and u, + 2, and redo the computations in steps 9 through 
15. (Some recomputation can be avoided by attention to detail.) Warning: the 
quantity 
Proj(r,+ l; Aw,,) 
has to be computed with the new value of r,+ 1 and the old value of w,; we 
will now have 
because the right-hand quantity has smaller size. 
Step 16. If a linear dependence + has been found in the previous step, 
then compute 
Y = Ai”“k+ 1) +k+ 1’ 
We have that 
Ay=bhcb. 
Compute 
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as a solution to the original homogeneous equation 
The next series of steps updates d, and our information on f,. 
Step 17. 
Proj(r,+,; Ar,,_I) = Proj(r,+,;r,) Proj(r,; Ar,-,), 
(Proj(r,,+,; Ax.)lProj(r,+,; Ar,)) 
= (Proj(r,+,; Ar,_,)b’roj(r,+l; Aw,))%+I, 
Proj(r,+ 1; Af,_,) = Proj(r,l+,;r,) Proj(r,,; Af,_,). 
These are small-matrix operations only. 
Step 18. Next compute a largest full-rank matrix a;, such that 
(Proj(r, + I ; Af,,_,)IProj(r,,+l; Ax,))q, = 0 
Complete a,, to a basis of GF(2)k. Let the remaining columns form a matrix 
%. 
Step 19. Compute 
Proj(r,+,; Af,) = (Proj(r,+l; Af,_,)IProj(r,+,; Ax.))o,. 
Step 20. Compute the matrix p, satisfying 
That is, 
Step 21. Compute 
d, = (dn-k&n. 
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By the choices in step 20 we will maintain the condition that 
f,Td, = Z 
Step 22. Compute 
Ain” = ( Ai”“(d,_JIAi”“(x,,))pn. 
Step 23. If w, + 1 is nonempty, increase n and return to step 2. If w, + i is 
empty, stop. 
15. IMPLEMENTATION AND EXPERIMENTAL DATA 
We have implemented the algorithm in FORTRAN and run it on the IBM 
3090. 
The matrix B is stored as two lists, BIA and BJA, such that column j has 1 
in each position BIA(~),BJA(~) < i < BJA(~ + 1). 
This machine has a 32-bit word. We allow the initial size of wa to be 
specified by the user, but if the sum size(m) + size(w,) ever exceeds 32, then 
the program will abort. We run with size(w,) = 24, and of course size(w,,) < 
size(w,), and find that size(r,) never exceeds 5 in practice, as long as the 
singletons have been eliminated as in Section 12. 
Our first test case has 10,000 rows (N = 10,000) and 11,000 columns, 
with an average of 10 nonzero entries per column. The columns are gener- 
ated at random, with the number of nonzeros varying uniformly between 1 
and 19. The routine delivers 24 solutions (vanishing linear combinations of 
columns). The total running time is 55 seconds, of which 16 seconds is 
application of the matrices B and BT (proportional to N times the total 
number of nonzeros) and 39 seconds is the rest (proportional to iV’>. The 
space requirements: 4 bytes for each nonzero matrix element, plus about 80 
bytes for each row. (In this case, 4 X 11,000 X 10 + 80 X 10,000 = 
1,240,OOO bytes.) N o re p p recessing was done in this case. 
In a second test case, drawn from integer factorization data, B has 
dimension 64,918 X 65,518, with 1,338,623 nonzeros, before preprocessing. 
This is the example discussed in Section 12. Without preprocessing, our 
routine fails to find the solutions. Preprocessing to eliminate singletons, we 
reduce the size to 62,407 X 63,044, with 1,287,209 nonzeros (averaging 20 
per column). Then with the size of w0 set at 24, the routine finds 24 linearly 
independent solutions to Bz = 0, taking 66 minutes of CPU time. To fit into 
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a la-megabyte virtual machine, we changed to half-word (16-bit) indices for 
the nonzero elements of B, which adversely affected the CPU consumption 
slightly. 
A third test case, also drawn from integer factorization, has B of size 
80,014 X 82,469 with 3,904,286 nonzeros (47 nonzeros per column) before 
preprocessing, and 79,869 X 82,348 with 3,896,604 nonzeros after prepro- 
cessing. We restored the full-word (32-bit) d in ices for nonzero elements of 
B. The size of w0 was again fixed at 24. The program and data occupied 24 
megabytes of a 4O-megabyte virtual machine, and the equations were solved 
in 2.5 hours. 
Victor Miller has ported the routines to the IBM RISC System/6000 
workstation. Space requirements are the same as for the 3090. Time require- 
ments are comparable: the third test case required 4.8 hours total time on the 
workstation as compared to 2.5 hours of CPU time on the mainframe. We 
have not yet attempted to optimize the routine for the workstation; in 
particular, we could save substantial time by making better use of the cache. 
Even a matrix of size 400,000 X 400,000, with 70 nonzeros per column, 
could be done in a matter of days on a large (256-megabyte) workstation. 
This is the sort of matrix envisioned for factoring the RSA challenge number 
(129 decimal digits) [6]. 
16. CONCLUSION 
We have proposed an adaptation of the Lanczos algorithm to the solution 
of sparse systems of linear equations over GF(2). Our approach has been 
influenced by the application to integer factorization, where we have a large 
sparse asymmetric matrix B with more columns than rows and we wish to 
find nontrivial linear combinations of the columns that vanish. For large 
problems this approach should have smaller space requirements than struc- 
tured Gaussian elimination, and smaller time requirements than the Lanczos 
algorithm over GF(2’ ) as proposed in [2, 61. We are hopeful that it will 
enable one to solve a larger problem than was previously possible. 
Similar results have been achieved with a block version of the Wiedemann 
algorithm [8], reported in [l]. 
The author gratefully acknowledges the insight gained from conversations 
with Larry Carter, Jafae Cullum, Victor Miller, and Andrew Odlyzko. In 
addition, Victor Miller ran experiments on the RISC System / 6000, and 
Andrew Odlyzko supplied the author with test data from integer factoriza- 
tion; this testing led to the discovery of the necessity of the preprocessing 
described in Section 12. 
60 DON COPPERSMITH 
REFERENCES 
Don Coppersmith, Solving Linear Equations over GF(2) II: Block Wiedemann 
Algorithm, Research Report RC 17293, IBM T. J. Watson Research Center, 
Yorktown Heights, NY 10598, 17 October 1991; to appear, Math. Camp. 
Don Coppersmith, Andrew M. Odlyzko, and Richard Schroeppel, Discrete 
logarithms in GF( p>, Algorithmica I:]-15 (1986). 
Jane K. Cullum and Ralph A. Willoughby, Lanczos Algorithms for Large Sym- 
metric Eigenvalue Computations. Vol. I: Theory, Birkhauser, 1985. 
C. Lanczos, An iterative method for the solution of the eigenvalue problem of 
linear differential and integral operators, J. Res. Nut. Bur. Standards Sec. B 
45:255-282. 
J. G. Lewis, Algorithms for Sparse Matrix Eigenvalue Problems, Ph.D. Thesis 
and Report CS-77-595, Stanford Univ. 
B. A. LaMacchia and A. M. Odlyzko, Solving large sparse linear systems over 
finite fields, in Advances in Cryptology-CRYPT0 ‘90, A. J. Menezes and S. A. 
Vanstone (Eds.), Springer LNCS 537: 109-133. 
B. N. Parlett, D. R. Taylor, and Z. A. Liu, A look-ahead Lanczos algorithm for 
unsymmetric matrices, Math. Comp. 44:105-124 (1985). 
D. H. Wiedemann, Solving sparse linear equations over finite fields, IEEE Trans. 
Inform. Theory, IT-32:54-62 (1986). 
Received 18 August 1992: final munuscrint accented 19 December 1992 
