Abstract-Encryption algorithms are used for security over wireless communications, but securing data also consumes resources. Major important factors to consider when designing a cryptographic system are performance, speed, size, and security. Tiny Encryption Algorithm (TEA), and the Extension of TEA (XTEA) are examples of cryptographic algorithms. There is a requirement to specify cryptographic strength in an objective manner rather than describing it using subjective descriptors such as weak, strong, acceptable etc. This paper proposes the Study on a Tiny Encryption Algorithm. The Tiny Encryption Algorithm (TEA) is a cryptographic algorithm designed to minimize memory footprint and maximize speed. It is a Feistel type cipher that uses operations from mixed (orthogonal) algebraic groups. In this Paper, we propose Tiny Encryption Algorithm (TEA) to some standard for random number generator tests.
INTRODUCTION
As computer systems become more pervasive and complex, security is increasingly important. Cryptographic algorithms and protocols constitute the central component of systems that protect network transmissions and store data. The security of such systems greatly depends on the methods used to manage, establish, and distribute the keys employed by the cryptographic techniques. Even if a cryptographic algorithm is ideal in both theory and implementation, the strength of the algorithm will be rendered useless if the relevant keys are poorly managed. Cryptography is the art and science behind the principles, means, and methods for keeping messages secure. Cryptanalysis is a study of how to compromise (defeat) cryptographic mechanism. There are two classes of key-based encryption algorithms: symmetric (or secret-key) and asymmetric (or public-key) algorithms. Symmetric algorithms use the same key for encryption and decryption, whereas asymmetric algorithms use different keys for encryption and decryption. [1] Ideally it is infeasible to compute the decryption key from the encryption key. Feistel ciphers (see Feistel, 1973 ) are a special class of iterated block ciphers where the cipher text is calculated from the plain text by repeated application of the same transformation or round function. In a Feistel cipher, the text being encrypted is split into Two halves. The round function, F, is applied to one half using a sub key and the output of F is (exclusive-or-ed (XORed)) with the other half. The two halves are then swapped. Each round follows the same pattern except for the last round where there is often no swap. The focus of this project is the TEA Feistel Cipher. [4] The Tiny Encryption Algorithm (TEA) is a symmetric (private) key encryption algorithm created by David Wheeler and Roger Needham of Cambridge University and published in 1994. It was designed for simplicity and performance, while seeking encryption strength on par with more complicated and resource-intensive algorithms such as DES (Data Encryption Standard). Wheeler and Needham summarize this as follows: "it is hoped that it can easily be translated into most languages in a compatible way… it uses little set up time and does enough rounds to make it secure… it can replace DES in Software, and is short enough to write into almost any program on any computer." [6] 
RESEARCH STUDY
The Tiny Encryption Algorithm (TEA) is a cryptographic algorithm designed by Wheeler and Needham (1994) . It is designed to minimize memory footprint and maximize speed. This research presents the cryptanalysis of the Tiny Encryption Algorithm based on the differential cryptanalysis proposed by Biham and Shamir (1992) and related-key cryptanalysis proposed by Kelsey, Schneier, and Wagner (1997 (Feistel, 1973 ) that uses operations from mixed (orthogonal) algebraic groups. A dual shift causes all bits of the data and key to be mixed repeatedly. The key schedule algorithm is simple; the 128-bit key K is split into four 32-bit blocks K = (
. TEA seems to be highly resistant to differential cryptanalysis (Biham et al., 1992) and achieves complete diffusion (where a one bit difference in the plaintext will cause approximately 32 bit differences in the cipher text). Time performance on a workstation is very impressive. TEA was initially designed to be an extremely small algorithm when implemented in terms of the memory foot print required to store the algorithm. This was accomplished by making the basic operations very simple and weak; security is achieved by repeating these simple operations many times. As the basic operations are very simple TEA is also regarded as a very high speed encryption algorithm. These properties have made TEA a choice for both weak hardware or software encryption implementations in the past as TEA can be operated in all modes as specified by DES as outlined in the specification. [12] There are many notable fallbacks of TEA and it is considered broken. The first issue of note is that TEA uses "equivalent keys" thus weakening the effectiveness of its key length and requires only complexity O(2^32) using a related key attack to break. This is much less than the intended key brute force strength of 2^128. Two revisions of TEA have since been published including XTEA and XXTEA which boast enhanced security and the ability to support arbitrary block sizes making TEA obsolete as a secure cryptographic method. The specification for TEA states a 128-bit key is to be divided into four 32-bit key words and the block size of each encryption is 64 bits, of which is to be divided into two 32-bit words. TEA utilizes a Feistel scheme for its encryption rounds in which 1 round of TEA includes 2 Feistel operations and a number of additions and bitwise XOR operations as shown below in figure 1.
Figure 1 TEA encryption
The specification simply "suggests" that 32 TEA rounds be completed for each 64-bit block encrypted, all online resources appear to follow this suggestion. This means a full encryption of a block is simply 32 TEA rounds which involve 64 Fiestel rounds. TEA utilizes a value denoted as DELTA in the specification which is defined as 5−1 * 231 which is "derived from the golden ratio" is used in multiples for each round to prevent symmetry based exploits on the Feistel operations as shown in figure 1 . The key schedule simply exists as exclusive OR'ing the key words with a shifted value of the last state of each of the block words, this operation "causes all bits of the key and data to be mixed repeatedly". A Decryption simply involves the inverse operations in reserve order; that is 32 rounds of subtract and XOR operations in the opposite order of the encryption. TEA is considered a high speed algorithm as there is virtually no set up or complex key schedule for the encryption and decryption algorithm. A second serious shortcoming of the TEA algorithm is the lack of official test vectors in the specification and proof as to why the operations were chosen and considered secure other than stating a number of other algorithms were tested. The specification also does not explicitly state bit ordering. [15] International 
NOTATION
The following notation is necessary in TEA..  Hexadecimal numbers: It will be subscripted with "h," e.g., 10 = 16. h  Bitwise Shifts: The logical shift of x by y bits is denoted by x << y. The logical right Shift of x by y bits is denoted by x >> y.  Bitwise Rotations: A left rotation of x by y bits is denoted by x <<< y. A right rotation of x by y bits is denoted by x >>> y.  Exclusive-OR: The operation of addition of n-tuples over the field (also known as 2F Exclusive-or) is denoted by x⊕y.  Integer Addition: The operation of integer addition modulo is denoted by x 2n y. (where x, y ∈). The value of n should be clear from the context. 2nZ
 Integer Subtraction: The operation of integer subtraction modulo is denoted by 2n. x y (where x, y ∈ ).
Software Implementation
In the original presentation of TEA, David Wheeler and Roger Needham also included some source code for software implementation. The designer's state that the particular algorithm used in the source code for the software implementation of TEA was chosen because it was thought to be a compromise between security and simplicity of design. [6] This algorithm was neither the fastest nor the slowest of those tested prior to the final down selection to one algorithm. As a part of the original presentation of TEA, Wheeler and Needham published the following source code. In the software implementation, the source code separates the 64-bit block into two 32-bit numbers labeled y and z. rounds, or 32 cycles, are also recommended for the algorithm. The vulnerabilities of TEA were discovered using differential related-key attacks [4] . Therefore, XTEA attempts to correct the weaknesses by improving some aspects of the algorithm. The first change that was introduced in XTEA was a correction to the key schedule algorithm. In the updated XTEA, the introduction of subkeys is added more slowly. Also, the subkeys are selected by using two bits of the variable 'sum'. In addition, a shift of 11 is also introduced in the key schedule to help create an irregular sequence of the subkeys. Some other changes introduced in XTEA is a rearrangement of the addition, shifts, and XOR operations. The following diagram shows XTEA. Instead of defined placement of the subkeys, now subkeys are introduced as subkey 'A' and subkey 'B'. 
Similar to the publication for TEA, when XTEA was published in 1997, Wheeler and Needham also included Source code for XTEA. As previously stated, XTEA contains two rounds for one cycle of encryption or decryption. Round one (and subsequent odd rounds) operates on y. The sub key selection in this round depends on the value of 'sum&3', which is the variable sum logic AND with 3,0x03h, or 0011b. Round two (and subsequent even rounds) operates on z. The subkey selection in this round depends on the value of sum>>11 & 3, which is SUM shifted by 11 and then a logic AND with 3, 0x03h, or 0011b.
XTEA ( 
EXPERIMENTAL RESULTS

Strict Plaintext Avalanche Criterion (SPAC):
SPAC relates to bit changes in ciphertext corresponding to a single bit change in the plaintext. During experiments, a block of plaintext P was taken. For a key K, ciphertext C was obtained by applying the TEA algorithm. Now, plaintext P' was obtained by complementing the first bit of the original plaintext P. This new plaintext block P' is now encrypted using the same key K to obtain the new cipher text C'. Now the number of bits at which C and C' differ is calculated. This number is further divided by 64 (each block is of 64-bit length) to obtain the probability of bit-change. Let's call this probability as bit-change probability. The above experiment is repeated for different P'. There are 64 possible combinations of P', each obtained by flipping one of the 64 bits of the original plaintext block P. The experiment was performed for all the 64 possibilities of P'. The average of all the 64 bit-change probabilities was obtained. The expected value of this probability for a secure algorithm is 0.5. These entire experiments were repeated for 1 to 32 rounds of TEA. The X-axis corresponds to the number of rounds used for encryption and decryption. The Y-axis shows the bit-changeprobability deviation from the expected value of 0.5. As expected, the avalanche effect goes closer to the expected value of 0.5 as the number of rounds increases. SPAC seems to be a fair metric though it is difficult to say that it is the best metric. As can be seen from the graph, for rounds 0, 1, 2 and 3, TEA does not produce enough avalanche effect. After four rounds, the avalanche effect approaches the expected value of 0.5 and there is no significant change in the avalanche effect. [11] 
CONCLUSION
Tiny encryption algorithm is one of the simplest algorithms to implement in hardware. It can be employed, where time is a constraint, i.e. a tradeoff can be made between the levels of security desired and the time to encrypt or decrypt, in terms of number of cycles. Testing the random numbers is very important in all cryptographic applications. In the absence of generally accepted norms to be used to measure and specify cryptographic strength, it is desirable to carry out a number of tests on different ciphers to get an exposure to their strength and weakness. With this objective, we carried out a variety of randomness and security strength tests which are presented in this paper. The strength of TEA and DES emerges quite significantly. Also as a heuristic technique to be used in cryptanalysis, Tabu search performs better than genetic algorithm and simulated annealing, based on the randomness of the numbers generated from these algorithms .
