Gosper's summation algorithm nds a hypergeometric closed form of an inde nite sum of hypergeometric terms, if such a closed form exists. We extend his algorithm to the case when the terms are simultaneously hypergeometric and multibasic hypergeometric. We also provide algorithms for nding polynomial as well as hypergeometric solutions of recurrences in the mixed case. We do not require the bases to be transcendental, but only that q k 1 1 q km m 6 = 1 unless k1 = = km = 0. Finally, we generalize the concept of greatest factorial factorization to the mixed hypergeometric case.
Introduction and notation
Let F be a eld of characteristic zero and htni 1 n=0 a sequence of elements from F which is eventually non-zero. Call tn:
hypergeometric, if there are polynomials p1; p2 2 F x] such that p1(n)tn+1 = p2(n)tn for all n; q-hypergeometric or basic hypergeometric, if there are polynomials p1; p2 2 F x] such that p1(q n )tn+1 = p2(q n )tn for all n, where q 2 F n f0g is the base; multibasic hypergeometric, if there are polynomials p1; p2 2 F y1; : : : ; ym] such that p1(q n 1 ; : : : ; q n m )tn+1 = p2(q n 1 ; : : : ; q n m )tn for all n, where q1; : : : ; qm 2 F n f0g are the bases; mixed hypergeometric, if there are polynomials p1; p2 2 F x; y1; : : : ; ym] such that p1(n; q n 1 ; : : : ; q n m )tn+1 = p2(n; q n 1 ; : : : ; q n m )tn for all n. The well-known Gosper's algorithm 8, 9] nds hypergeometric solutions fn of the nonhomogeneous rst-order recurrence fn+1 ? fn = tn where tn is a given hypergeometric sequence. Besides its obvious use for inde nite hypergeometric summation, it also plays a crucial role in the algorithms for de nite hypergeometric summation, construction of annihilating recurrences, and automated veri cation of identities 25, 26, 23] . Therefore it is not surprising that analogous algorithms have been designed for many other settings, e.g., integration of hyperexponential functions 4], basic 24, 13, 17] and bibasic 20] hypergeometric summation. We generalize Gosper's algorithm, as well as some related ones, to the mixed hypergeometric case. The algebraic setting of the paper (with the exception of Section 8) is the rational-function eld F(x; y) where F is an arbitrary eld of characteristic zero, together with an F-automorphism E which acts by Ex = x + 1 and Eyi = qiyi. This is discussed in detail in Section 2. Some auxiliary algorithms used later as subroutines are sketched in Section 3, while in Sections 4 and 5 the necessary ingredients for Gosper's algorithm are developed. Although there only rst-order recurrences are checked for polynomial solutions, we provide in Section 4 algorithm MixedPoly 1 which nds all polynomial solutions of a parametric nonhomogeneous polynomial-coe cient recurrence of any order. A mixed hypergeometric canonical corresponding author 1 available at http://www.cis.upenn.edu/~wilf/AeqB.html in the Mathematica package gosper.m as MixedPoly form of rational functions is described in Section 5. After these preparations, we present in Section 6 an analogue of Gosper's algorithm for the mixed hypergeometric case. Our algorithm MixedGosper 2 is a common generalization of the algorithms presented in 9, 24, 20] . When specialized to the bibasic case, it essentially agrees with the algorithm given in 20]. However, looking at the case analysis in the computation of the multiplicities and 20, pp. 7{8], it is not immediately clear how to extend that to the multibasic case. In Section 7 we provide algorithm MixedHyper which nds all mixed hypergeometric solutions of a homogeneous polynomial-coe cient recurrence of any order. This is a common generalization of the algorithms presented in 19] and 3]. In Section 8 we extend the concept of greatest factorial factorization 16] to an arbitrary automorphism of the multivariate polynomial ring.
Notation. The set of integers is denoted by Z, the set of nonnegative integers by N 0, and the eld of rational numbers by Q . If n; m 2 N 0 and a = (a1; a2; : : : ; am), b = (b1; b2; : : : ; bm) are m-tuples of elements of a ring, we write ab for the componentwise product (a1b1; a2b2; : : : ; ambm), and a n for the componentwise power (a n 1 ; a n 2 ; : : : ; a n m ). If = ( 1; 2; : : : ; m) 2 N m 0 then we write a for the power product a 1 1 a 2 2 a m m . We say that two multivariate polynomials over a eld are coprime if they do not have a non-constant common factor. When a and b are coprime, we write a ? b. When S is a set of polynomials and a ? b for all b 2 S, we write a ? S.
Algebraic preliminaries
Let F be a eld of characteristic zero. Let q1; : : : ; qm 2 F n f0g, and suppose that for any integers k1; : : : ; km 2 Z, On the other hand, q1 = 2 and q2 = 3 would be a legitimate choice in this case. We call qi's the bases, and write q = (q1; q2; : : : ; qm).
Let y = (y1; y2; : : : ; ym) be an m-tuple of variables, F x; y] the ring of polynomials over F in x and y, and F (x; y) the corresponding rational function eld. We de ne an F -automorphism E of F (x; y) (i.e., E is a eld automorphism of F (x; y) which xes each element of F F(x; y)) by stipulating further that Ex = x + 1 and Ey k = q k y k for k = 1; : : : ; m. Then F (x; y) together with E is a di erence eld and F x; y] is a di erence subring of F (x; y) (see 6] for the relevant de nitions).
Let M be the set of power products in y1; y2; : : : ; ym: M = fy k 1 Note that Eu = u(q)u for all u 2 M. As a multiplicative monoid, M is obviously isomorphic to N m 0 , the direct product of m copies of the additive monoid N 0. We denote by an admissible term order in N m 0 , which is a total order satisfying Note that the concepts of multidegree and mixed monicity are relative to the chosen term order . By convention, gcd(a; b) always denotes a mixed monic greatest common divisor of a; b 2 F x; y].
We need the following well-known result from the theory of linear recurrent sequences.
Lemma 2.1 Let F be a eld of characteristic zero and r1; : : : ; r k 2 F n f0g, with ri 6 = rj for i 6 = j. The main object of our interest is the ring of sequences N 0 ! F . To simplify notation, we denote the sequence h0; 1; 2; : : :i by n, and h1; qi; q 2 i ; : : :i by q n i , for i = 1; 2; : : : ; m. We write F n; q n ] for the subring of N 0 ! F generated by n, q n 1 ; : : : ; q n m and the constant sequences, and call its elements the polynomial sequences. This is justi ed by the following theorem. Theorem 2.2 Let : F x; y] ! F n; q n ] be the ring homomorphism mapping x 7 ! n and yi 7 ! q n i .
Then is an isomorphism between the ring of polynomials F x; y] and the ring of polynomial sequences F n; q n ]. Proof: It is obvious that is an epimorphism. We show that it is a monomorphism. Let f 2 F x; y].
piui; where p1; : : : ; p k 2 F x], u1; : : : ; u k 2 M, and ui 6 = uj for i 6 = j. Suppose f = 0:
Because q1; : : : ; qm satisfy condition (1), ui(q) 6 = uj(q) for i 6 = j. The result now follows from Lemma 2.1.
3 not to be confused with the notation for coprime polynomials introduced at the end of Section 1
As a consequence, F n; q n ] is an integral domain, and its eld of fractions F (n; q n ) whose elements we call the rational sequences is isomorphic to the rational function eld F (x; y). The map : F x; y] ! F n; q n ] de ned in Theorem 2.2 can be naturally extended to a map from F (x; y) to F(n; q n ).
We de ne a homomorphism S on N 0 ! F by setting (Sa)(n) = a(n + 1) for all a : N 0 ! F . This makes F (n; q n ) into a di erence eld and F n; q n ] into a di erence subring of F (n; q n ). As E = S , we see that extended to F (x; y) is a di erence isomorphism of the two elds F (x; y) and F(n; q n ), as well as of the two rings F x; y] and F n; q n ]. This allows us to work in F(x; y) resp. F x; y] instead of in F(n; q n ) resp. F n; q n ] whenever suitable. 
Hence, for i = 1; : : : ; n a pi(x) = ui(q) k pi(x + k): By comparing the leading coe cients in the above equation, we conclude that a = ui(q) k for i = 1; : : : ; n.
However, if it were the case that ui(q) k = uj(q) k for some i 6 = j, condition (1) would be violated. It follows that n = 1, and p(x; y) = r(x) u(y) for some r 2 F x] n f0g and u 2 M. From E k p = ap we get r(x + k) = r(x), which is only possible if r is a constant. 
Algorithmic preliminaries
The main algorithmic subproblems that we encounter are the following:
1. (disp) For polynomials a; b 2 F x; y] n f0g such that a; b ? M, compute the dispersion set D(a; b) = fn 2 N 0; a 6 ? E n bg containing all nonnegative integers n such that a and E n b have a non-constant common divisor. 2. (introot) Find the set of all nonnegative integer roots n of P(n; q n ) = 0 where P 2 F x; y] n f0g. 3. (qmon) Given a 2 F n f0g, nd integers k1; : : : ; km (if any) such that a = q k 1 1 q km m . Note that by (1) such integers are unique. In Section 3.1 we reduce disp to introot. In Sections 3.2 and 3.3 we show how to solve introot in two important special cases when F = Q (q1; : : : ; qm) is a purely transcendental extension of Q , and when F = Q (and hence q1; : : : ; qm 2 Q ), respectively. We do not elaborate on qmon, because in the two special cases of transcendental resp. rational bases it is rather obvious how to solve it.
Computing the dispersion set
De ne polynomials R1; R2; : : : ; Rm; R 2 F x; y] ; ] as polynomial resultants Ri( ; ) = Resy i (a(x; y); b(x + ; y)) (1 i m); R( ; ) = Resx(a(x; y); b(x + ; y)):
Here is a variable and = ( 1; 2; : : : ; m) is an m-tuple of variables. Let
The following lemma leads to an algorithm for computing D(a; b):
Lemma 3.1 D(a; b) = fn 2 N 0; P(n; q n ) = 0g. Proof: For n 2 N 0, let n : F x; y; ; ] ! F x; y] be the evaluation homomorphism which substitutes n for and q n for . It is easy to see that for any non-zero polynomial p 2 F x; y], the homomorphic image n(p(x + ; y)) = p(x + n; q n y) = E n p(x; y) is non-zero. Therefore, by the Homomorphism Lemma for resultants (see, e.g., 14, Lemma 7.3.1]), Ri(n; q n ) = n(Ri( ; )) = Resy i ( n(a(x; y)); n(b(x + ; y))) = Resy i (a; E n b)
(1 i m); R(n; q n ) = n(R( ; )) = Resx( n(a(x; y)); n(b(x + ; y))) = Resx(a; E n b):
Thus we have the following chain of equivalences:
n 2 D(a; b) () one of deg x gcd(a; E n b); deg y i gcd(a; E n b) is positive () one of Resx(a; E n b); Resy i (a; E n b) vanishes () one of R(n; q n ); Ri(n; q n ) vanishes () R(n; q n )
Ri(n; q n ) = 0 () P(n; q n ) = 0:
The second equivalence above follows from the well-known properties of polynomial resultants.
Next we show how to nd integral solutions n of equation (4) in two special cases.
Transcendental bases
Let F = Q (q1; : : : ; qm) where q1; : : : ; qm are algebraically independent over Q . Let p 2 F x; y] n f0g. We look for n 2 N 0 such that p(n; q n 1 ; : : : ; q n m ) = 0: (5) We present a recursive algorithm for nding an upper bound for n. Once the bound is known, all integers between zero and the bound can be checked.
In equation (5), the coe cients are elements of F , which are rational functions of q1; : : : ; qm. We can clear the denominators and obtain an equation in which qi occur polynomially: r(n; q1; : : : ; qm; q n 1 ; : : : ; q n m ) = 0;
where r 2 Q x; z1; : : : ; zm; y1; : : : ; ym] n f0g. We show how to reduce recursively the problem of nding an upper bound for solutions of (6) . Consider all terms of r with lowest degree of ym, and let that degree be j. Among these terms, consider the one with the lowest degree of zm, and let d be that degree. The term has the form sz d m y j m for some s 2 Q x; z1; : : : ; zm?1; y1; : : : ; ym?1] n f0g. Let M be an upper bound on natural solutions of equation s(n; q1; : : : ; qm?1; q n 1 ; : : : ; q n m?1 ) = 0; (7) which we can get recursively. Then max(M; d) is an upper bound for solutions of (6). Suppose n > max(M; d). Then n is not a solution of (7), and the lowest power of qm that occurs in (6) is d+nj. Since this power occurs only in the term s(n)q d m q nj m , the term does not cancel, and n is not a solution of (6).
The base case of the recursion is an equation r(n) = 0, where r 2 Q x] n f0g. This can be handled easily, since any natural solution of this equation must divide the constant term (after we have cleared the denominators).
Rational bases
Suppose q1; : : : ; qm 2 Q . Let p 2 Q x; y] n f0g. Again we consider the problem of nding n 2 N 0 such that p(n; q n 1 ; : : : ; q n m ) = 0:
piui; where p1; : : : ; p k 2 Q x] n f0g, u1; : : : ; u k 2 M, and ui 6 = uj for i 6 = j. Equation (8) can be written as
Because bases q1; : : : ; qm satisfy condition (1), jui(q)j 6 = juj(q)j for i 6 = j. Let si = ui(q) for i = 1; : : : ; k. We may assume that js1j < js2j < < js k j. Suppose p k (x) = a d x d + a d?1 x d?1 + + a0. Equation (9) is equivalent to
The rst term in (10) dominates the sum of the others. We only need a lower bound on n, such that the absolute value of the rst term is greater than the absolute value of the sum of the other terms. Then we can check all integers between zero and the lower bound. Let dom(a; b; k) be a function which gives an integer lower bound, such that for all n dom(a; b; k)
it is true that a n > bn k . (11) we mean a pair (f; ) with f 2 F x; y] and 2 F s such that (11) is satis ed.
As a special case, (11) includes nonhomogeneous equations without parameters (when all hj = 0) as well as homogeneous equations (when also g = 0). The ability to solve parametric nonhomogeneous equations is crucial if one wants to apply Zeilberger's Creative Telescoping algorithm 26] in the mixed hypergeometric case. Another reason for allowing linear parameters in the equation is the nature of our algorithm which nds the terms of the solution one by one, introducing new free parameters into the right-hand side at each step.
Let f(x; y) be a polynomial solution of (11) 
' = deg y f(x; y); (18) t(x) = y ' ] f(x; y); 
) where
If deg y Lf + ' then T = 0. This is an ordinary recurrence relation with non-zero polynomial solution t(x). As the coe cient of x d+deg x t in T(x) must vanish, 
When R is empty we take max R = ?. The following lemma gives rise to an algorithm for nding all polynomial solutions of equation (11).
Lemma 4.2 Let (f; 0 ) be a solution of (11) Proof: Let ' = deg y f. Let T be as in (23 ( 0 ) as claimed.
Based on Lemma 4.2, we can nd the general solution (f; ) of equation (11) 
2).
There are nitely many values h 2 N 0 such that a0 6 ? E h b0. These values are the elements of the dispersion set D(a0; b0) which can be found as described in Section 3. So let D(a0; b0) = fh1; h2; : : : ; hNg where 0 h1 < h2 < < hN.
Lemma 5.1 Consider the algorithm CanonicalForm in Appendix B. De ne hN+1 = 1, and let 0 k i; j N, h 2 N 0 and h < h k+1 . Then ai ? E h bj. Proof: Let S = fh1; : : : ; hNg. Suppose h 6 2 S. Since ai j a0 and bj j b0 and a0 ? E h b0, it follows that ai ? E h bj.
To prove the lemma for h 2 S, we use induction on k. When k = 0, there is nothing to prove because there is no h 2 S such that h < h1. Assume that the lemma holds for all h 2 S, h < h k . We show that it holds for h = h k . Since ai j a k and bj j b k , it follows that gcd(ai; E h k bj) divides gcd(a k ; E h k b k ). The factorization of non-zero rational functions described in Theorem 5.2 is thus a canonical form. We introduce special notation for it.
De nition 5.1 Let r 2 F (x; y) n f0g be a non-zero rational function. We write Conversely, if A=B = u(q) for some u 2 M, then f = u C is a non-zero solution of (29).
We remark that our canonical form di ers from the Paule/Riese/Strehl form (PRS, for short) described in 18, 17] for the basic and in 20] for the bibasic case, in the following three respects:
1. In the PRS form the monomial factors of the numerator and denominator of r are listed separately while in our form they are included with A resp. B. 2. In the PRS form all polynomials either have unit constant terms or else are primitive and the overall constant factor is listed separately, while in our form B and C have unit leading coe cients in the chosen term order and the overall constant factor is included with A.
3. In the PRS form the polynomial corresponding to our B is given by a constant multiple of E ?1 B.
6 Mixed Gosper's algorithm We conclude this section by giving some examples of sums which can be evaluated automatically by MixedGosper. We write (a; q)n = Q n?1 i=0 (1 ? aq i ).
Many bibasic examples can be found in 7] and 20]. An inde nite multibasic summation formula (too big to reproduce it here) is proved in 21]. The formula contains an arbitrary number, k, of bases. Such formul cannot be proved by our algorithm. However, any specialization of this formula in which k is replaced by a speci c natural number can be, at least in principle, not only proved, but also derived by MixedGosper. In 21] , it is shown that several well-known basic and bibasic summation formul can be obtained as specializations of this k-basic master formula.
The following two examples are due to Gosper 10] . 
As 'q;n(1; 1; 0) = n! and 'q;n(1; 0; ?a) = (a; q)n, both well-known summation formul turn out to be special cases of (39). { It is not hard to imagine how more complex mixed hypergeometric formul could be built using ' or similar functions.
Mixed hypergeometric solutions
In this section we derive algorithm MixedHyper for nding all mixed hypergeometric solutions f of Lf = 0 where L is as in (12) . Let Ef = rf where r 2 F(x; y), then E i f = Dividing by y ' we obtain nally
i Pi E i (c=y ' ) = 0:
Suppose that we know c = c=y ' . Then The bound bj can now be read o as the j-th component of ' j .
In summary, we nd the factors of r = (a=b)(E c= c) as follows: 1. a is a mixed monic factor of p0, 2. b is a mixed monic factor of E 1? p , 3. is a root of polynomial P(x) de ned in (42), 4. c is a non-zero Laurent polynomial solution of (43). Checking each admissible triple a; b; for Laurent polynomial solutions c of recurrence (43) constitutes algorithm MixedHyper which is given in appendix D.
Greatest factorial factorization
The concept of greatest factorial factorization of polynomials (GFF, for short) which is an analogue of the well-known square-free factorization (SFF), plays a fundamental role in symbolic summation. It has been introduced by Paule in 16] for the hypergeometric case, and subsequently extended to the basic 18, 17] as well as bibasic cases 20]. Here we sketch an extension of the GFF concept to an arbitrary polynomial ring with an automorphism , including the hypergeometric, basic, bibasic, multibasic, and mixed hypergeometric GFF, as well as SFF, as special cases.
Let F be a eld of characteristic zero and F x] = F x1; x2; : : : ; xn] the ring of n-variate polynomials over F . For p; q 2 F x], we write p q if there is an a 2 F n f0g such that p = aq. Such p and q are called associated.
Let be an F -automorphism of F x] (i.e., a ring automorphism of F x] which xes each element of F F x]). To specify it su ces to give the n polynomials x1; : : : ; xn. Note that preserves irreducibility of polynomials, and so for any irreducible p 2 F x] n F, either p p or p ? p.
In analogy to Moenck 15] Proof: Assume rst that q is irreducible. As is aperiodic, we distinguish two cases. j . If v?u+1 j p l ] l for some l < j then pj 6 ? p l ] l , contrary to (D1). Otherwise v?u+1 j pj] j and so v?u+1 j ?w pj for some w such that 0 w < j. Hence r; w+1 r j pj where r = v?u q. As 1 w + 1 j, it follows from b) that r ? w+1 r whence r w+1 r j pj, contrary to (D2 j and so v?u?j j ?w pj for some w such that 0 w < j. Hence r; j?w r j pj where r = w+v?u?j q. As 1 j ? w j, it follows from b) that r ? j?w r whence r j?w r j pj, contrary to (D2). So in case b) we must have u = v and j = k. It follows that q j p k .
Finally, if q is reducible write q = q1 qm where m > 1 and the qi's are irreducible. We remark that analogously to the hypergeometric, basic and bibasic cases, -GFF could be used to derive and explain Gosper's algorithm in the mixed hypergeometric case.
Concluding remarks
We have shown how to compute the hypergeometric canonical form of rational functions, how to perform Gosper's algorithm, and how to nd polynomial as well as hypergeometric solutions of recurrences, all in the mixed hypergeometric case. We have also indicated how to extend the concept of GFF to this case.
It remains to provide mixed hypergeometric generalizations of algorithms for nding rational solutions of recurrences 1, 11] and of algorithms for factorization of the corresponding operators 5]. The more e cient algorithm of van Hoeij for nding hypergeometric solutions 12] should also admit of a generalization to the mixed hypergeometric case.
if i(ab) = 0
