The scalar boundary value problem (BVP) for a nonlinear second order differential equation on the semiaxis is considered. Under some natural assumptions it is shown that on an arbitrary finite grid there exists a unique three-point exact difference scheme (EDS), i.e., a difference scheme whose solution coincides with the projection of the exact solution of the given differential equation onto the underlying grid. A constructive method is proposed to derive from the EDS a so-called truncated difference scheme (n-TDS) of rank n, where n is a freely selectable natural number. The n-TDS has the order of accuracyn = 2[(n + 1)/2], i.e., the global error is of the form O(|h|n), where |h| is the maximum step size and [·] denotes the entire part of the expression in brackets. The n-TDS is the basis for a new adaptive algorithm which has all the advantages known from the modern IVP-solvers. Numerical examples are given which illustrate the theorems presented in the paper and demonstrate the reliability of the new algorithm.
Introduction
In the present paper, we propose an exact difference scheme (EDS) for the numerical solution of the following scalar nonlinear BVP on the infinite interval [0, ∞):
where m = 0 is a real constant. For the implementation of the EDS on a computer a new adaptive algorithm has been developed which has all the advantages known from the modern IVP-solvers and represents the main objective of this paper. EDSs for miscellaneous mathematical problems modeled by ODEs were suggested and studied in [8-10, 13, 14, 19-23, 25-30, 36, 37, 39, 40] . The solutions of these schemes coincide with the projection of the exact solution of the given differential equation onto the underlying grid. An important property of EDSs is their compactness, i.e., two-point and three-point stencils are used for the first order and the second order BVPs, respectively.
A series of papers (see, e.g., [20, 21, 23, 36] ) deal with EDSs and their practical realization by truncated difference schemes for nonlinear second order differential equations
under two-point boundary conditions. It is assumed that the coefficient k(x) is piecewise continuous, the function f (x, u) is piecewise continuous and a uniform grid is used. These results have been generalized in [22] .
In the present paper, we develop (three-point) EDSs which are defined on nonuniform grids under the assumption that the function f (x, u) in (1.1) is sufficiently smooth between a finite number of discontinuity points with respect to the first variable. Moreover, a practical implementation of the EDS by so-called truncated difference schemes of the order of accuracȳ n = 2[(n + 1)/2] which we abbreviate as n-TDS is proposed. The freely selectable natural number n is called rank of the TDS. Here and in the following the symbol [ · ] denotes the entire part of the expression in the brackets.
Note that the idea of EDS and n-TDS is very close to that of shooting methods [16] . But the corresponding analysis and implementation techniques are entirely different. Unlike shooting methods where, in general, errors are studied by a posteriori error analysis, the EDS technique allows one not only to construct efficient numerical algorithms but also to carry out a rigorous a priori error analysis as well as to prove a variety of important qualitative statements (existence, uniqueness and convergence results, a priori estimates, etc.). EDS and n-TDS for systems of first order ODEs on a finite interval have been studied recently in [11] . These methods are based on Runge -Kutta solvers for the associated IVPs.
There are some strategies to solve BVPs on an infinite interval by standard numerical techniques such as finite difference methods, collocation methods or shooting methods. One possibility is to replace the boundary conditions formulated at infinity by conditions at a finite boundary point. However, it is difficult to find efficient a priori error estimates for the corresponding numerical solutions (see, e.g., [4, 7] ). In some cases, the BVP on an infinite interval can be replaced by a BVP on a finite interval with a free boundary (point) [6] . One can also change the variables of the problem and transform the BVP on the infinite interval into a singular BVP with strong singularity on a finite interval [2, 3, 17] . It is shown experimentally in [2, 3] that the collocation method applied to the problem with strong singularity provides satisfactory results.
A somewhat different approach is to investigate the asymptotic behavior of the solution at infinity and use this information to formulate asymptotic boundary conditions at a finite boundary point [18, 24, [31] [32] [33] 38] . In some cases, this strategy can be useful to obtain a priori estimates (see, e.g., [24] ).
For the numerical solution of the BVP (1.1) we present a new and rather universal approach. Here, a special EDS is constructed which is defined on a finite nonuniform grid ω N = {x j , j = 0, 1, . . . , N, x 0 = 0} with an exact boundary condition at the right end point x N of the grid. Along with the description of the EDS, we discuss its algorithmic realization by n-TDSs of rank n. For each node x j , j = 1, 2, . . . , N − 1, of the gridω N these n-TDSs require the solution of associated initial value problems (IVPs) on the (small) intervals [x j−1 , x j ] (forward) and [x j , x j+1 ] (backward) and one IVP on the last grid interval [x N , ∞).
The latter can be solved asymptotically or by the algorithm proposed in Section 4. Note that in [18, 24, [31] [32] [33] 38] cited above the boundary conditions at infinity are also replaced by some asymptotic conditions at a finite point. But these conditions are formulated for ODEs and differ from our conditions which are derived for EDS. The IVPs on the finite intervals can be solved by an arbitrary one-step method of the order of accuracyn, for example, by the Taylor series method (see [35] ) or the Runge -Kutta -Nystrom method (see [5, 15] ). We prove the existence and uniqueness for the new EDS and estimate the accuracy of the corresponding n-TDS. It is shown that the n-TDS of rank n converges with the rate O(N −n/2 ). For linear ODEs on the semiaxis EDS and n-TDS of variable order of accuracy have been studied in [26] .
The paper is organized as follows. Section 2 contains some new results on existence and uniqueness for problem (1.1). The corresponding assumptions (as usual for many nonlinear problems) are difficult to prove for an arbitrary nonlinear problem but some examples of how these results can be used are presented. In Section 3, we show the existence and uniqueness of the (three-point) EDS. Section 4 deals with the implementation of the EDS by n-TDS. An algorithm for the realization of truncated schemes of given rank n using IVP-solvers is proposed. The generation of an adaptive grid such that the algorithm produces a numerical solution whose error is smaller than a given tolerance ε is also discussed. The algorithm uses a posteriori estimates based on embedded methods for initial value problems. A posteriori estimates using a h−h/2-strategy by Runge are also discussed. Section 5 contains numerical examples by which our theoretical results and the efficiency of the adaptive algorithm are confirmed.
For convenience of readers and with the aim to focus the attention on the main aspects of our new algorithm, nearly all proofs are omitted. These proofs are given in our technical report [12] .
BVP: existence and uniqueness of solutions
In [1, p. 83] sufficient conditions for the existence of a solution of the (vector-) problem
are given. Below, we use Banach's fixed point theorem to find more constructive conditions guaranteeing not only the existence but also the uniqueness of solutions of the BVP (1.1). Let us introduce the function
and the class Q (0) [0, ∞) of piecewise continuous functions with a finite number of discontinuity points of the first kind.
The following theorem gives sufficient conditions under which problem (1.1) has a unique solution in the sphere Ω(D, r), i.e., r determines a constant (independent of x) bound for the solution. 
4)
and
defined by the starting function (2.1) and the fixed point iteration
In the following example we present an application of Theorem 2.1.
Example 2.1. Let us consider the BVP
In this case, the set
This implies the inequality
which together with the condition r = K 1 max{1/m 2 , 1/m} = K 1 /m determines the value of r depending on the input data μ 1 and m. Thus we have r = (μ 1 + r) 2 /m which implies
We choose the root
From the inequality 
Thus, the assumptions of Theorem 2.1 are satisfied and problem (2.7), (2.8), under assumptions (2.9), has a unique solution in Ω([0, ∞), r) which can be determined by fixed point iteration.
The determination of variable bounds on the solution can be more interesting. To this end, we introduce the tubular set
and postulate the following conditions on the function 12) and
where G(x, ξ) is the Green function of the homogeneous problem (1.1), i.e.,
Further assume that the function L(x) satisfies
14)
The following assertion gives sufficient conditions for the unique solvability of problem (
Proof. Under the assumptions formulated above the operator Since G(x, ξ) and the function f (x, u) are positive, we can choose p(x) ≡ 0 in (2.12). The second inequality in (2.12) implies the following condition with respect to the function r(x):
We look for a solution which can be represented in the form r(x) = c e −mx , where c is an unknown constant. Substituting this ansatz into the last inequality, we obtain
Note that to calculate the integral in (2.15), it suffices to solve the BVP
The second inequality in (2.15) yields c
The estimate
It can easily be seen that |f
3) can be checked in much the same manner as in Example 2.1. Condition (2.14) is fulfilled, since
Existence of an exact three-point difference scheme (EDS)
On the interval [0, ∞) we introduce the nonuniform closed grid
and the corresponding open gridω N =ω N \{x 0 , x N } such that the discontinuity points (with respect to the first argument) of the function f (x, u) coincide with the grid points. This means that N has to be chosen such that ρ ⊆ω N , where ρ denotes the set of all discontinuity points.
Let |h| = h max and h min denote the maximum and minimum step size, respectively. We assume that the step sizes h j and the gridω N satisfy
where c 1 and c 2 are real constants. To obtain the maximal order of convergence of our difference scheme (see Theorem 4.1), we set
Due to (3.2) we further obtain
We now introduce the set of grid functions
where 
Let the BVPs
on the interval [x N , ∞) be given. The following lemma shows that the exact solution of problem (1.1) can be expressed on each subinterval in terms of solutions of (3.5), (3.6).
Furthermore, the solution of problem (1.1) can be represented in the form
provided that condition (2.5) is satisfied.
We are now in the position to prove the first main result of this paper about the existence and the form of the EDS. 
where
The function u(ξ) on the right-hand side of (3.8), (3.9) is given by (3.7) and depends only  on u 0 , u 1 . . . , u N . Proof. It can easily be seen that
Applying the operatorsT u) we obtain the three-point EDS (3.8), (3.9) .
The following lemma proves uniqueness for the EDS (3.8), (3.9). 
Moreover, the error estimate
holds, where q 1 = q + M 1 |h| < 1 and M, M 1 are some constants.
Implementation of the EDS
First of all we remember that the right-hand side of the EDS is given by
In 
To solve problems (4.1), (4.2) (equivalent to (3.5)), we use a one-step method (e.g., the Taylor series method or the Runge -Kutta method) of the order n with the corresponding increment function Φ = (Φ 1 , Φ 2 )
T :
Thus, the quantity Z 
For the Taylor series method we have
and for the Runge -Kutta -Nystrom method (see, e.g., [15] )
holds. Now, let us find an approximation for the solution of problem (4.2). We make the following two assumptions: 1) f (x, u) is analytical in the neighborhood of the point (∞, 0); 2) lim x→∞ f u (x, 0) = 0.
We represent the exact solution of problem (4.2) in the form
, we obtain
We replace the variables by t = 1/x and denoteF (t, {A}) = F (1/t, {A}).
Taking into account our assumptions on the function f (x, u), for the coefficients A i , i = 1(1) . . ., we get the following recurrent system of equations
Note that if the differential equation in (1.1) is autonomous, then system (4.6) has only the trivial solution. A look at formula (4.5) suggests to use the following ansatz for the approximate solution of problem (4.2):
The unknown coefficients 
|f i | 2 = 0 and the solution is represented by (4.7). The method just described can be realized with a computer algebra program. Often however the coefficients A i are known from the given problem. Moreover, it is also possible to compute the coefficients numerically. For instance, in [35] a numerical algorithm is proposed by which the coefficients can be computed automatically.
The following lemma compares the approximate quantities Y 
that the assumptions 1), 2) are satisfied, and that there exist expansions (4.4) for the numerical method (4.3). Then
Proof. Due to (4.4) we have
We note that
. Let us substitute −h j+1 instead of h j into (4.12) and take into account that
which yields (4.8), (4.9) .
Relations (4.10), (4.11) are true due to expansions (4.5) and equalities (4.7). Thus, the proof is complete. Now, instead of the EDS (3.8), (3.9) we can use the n-TDS of rank n (ay
. (4.14)
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If at least one of the coefficients A 1 , A 2 , . . . , An −1 is not equal to zero, we have
holds. In order to obtain an error estimate for the n-TDS (4.13), we need the next lemma. 
hold, where the constant M is independent of |h|and 1/x N . The auxiliary results above provide the following second main result of this paper. 
holds, where
,
and the constant M is independent of |h| and 1/x N . The solution of the nonlinear n-TDS (4.13) -(4.16), (4.3) of the order of accuracyn can be found by the fixed point iteration. The following third main result of the present paper gives conditions for the convergence of the iteration process and shows the rate of convergence. 
holds, where for k = 1, 2, . . . we have
The constant M does not depend on |h|, n, k, and q 2 = q + M|h| < 1.
Proof. Theorem 4.1 yields
Besides, the sequence of the fixed point iterates
converges (see the proof of Theorem 4.1) with the rate given by
Thus, taking into account (4.17) we get
This implies
Inequalities (4.21) and (4.22) yield estimate (4.19) . Thus, the proof is complete. In order to construct an algorithm which automatically generates a grid providing a given tolerance ε of the approximate solution, one can use various strategies. We discuss shortly only the following two possibilities based on the theory developed above.
The first possibility is the classical technique proposed by Runge. Estimate (4.19) via standard considerations implies the following a posteriori h-h/2-strategy to arrive at a given tolerance ε (for fixedn). The tolerance ε is achieved if y
N is the solution of the n-TDS on the uniform grid
4N is the solution on the gridω 4N . The main drawback of this strategy is that the grid for the difference scheme (4.13) can only be uniform or quasi-uniform.
The second approach to the automatic grid generation is based on the following simple idea. Due to Theorem 4.1 the difference scheme (4.13)-(4.16) has the order of accuracyn, which is an even integer. To obtain TDS of ordersn andn + 2 by our method, one should solve the IVPs (4.9) by one-step methods (4.3) of corresponding orders. Here we use the embedded Runge-Kutta-Nystrom methods [5, 15] of ordersn andn +2 (RKN(n +2)(n)). An a posteriori error estimate for the difference scheme (4.13) is then given by y
, and we have
Thus, we can compute the approximate solution of problem (1.1) by the difference scheme (4.13) with a given tolerance provided that y
The following algorithm generates a non-uniform gridω N and computes an approximate solution of problems (4.1). Relations (4.4) and Theorem 4.1 guarantee that the error of the approximate solution of the BVP (1.1) is within a given tolerance ε, provided that for each j = 2 − α(1)N + 1 − α and α = 1, 2 the solutions of the IVPs ( 4.1) are given with tolerance h j−1+α ε. Using the well-known idea of embedded Runge -Kutta methods, we can construct a nonuniform gridω N such that the IVPs (4.1) are solved with tolerance h j−1+α ε and that conditions (3.2), (3.3) are fulfilled. Having in mind the IVPs (4.1), the error of the RungeKutta -Nystrom method of ordern is
), i.e., for embedded Runge -Kutta -Nystrom methods of ordersn andn + 2 we have the following a posteriori estimates (neglecting the terms of order O(hn
In step 4 of the algorithm AG, it is checked whether or not the solutions of the "left" and the "right" IVPs can be determined on the interval [x j−1 , x j ] within the prescribed tolerance. If not, then the previous stepsize is divided by two. Doubling of the stepsize h j−1+α changes the main terms of the error as follows:
.
are the numerical solutions of (4.1) solved by the Runge-Kutta -Nystrom method of the order of accuracy 4 (see [15, Table 13 .2]).
For this example we havẽ
Solving systems (4.6) exactly, we get
For experimental estimation of the convergence rate, let us introduce the computed error and the computed order of accuracy according to the Runge's h-h/2-strategy by
The numerical results for the n-TDS of the order of accuracy 4 on the uniform gridω N = {x j , j = 0, 1, . . . , N, h = 1/ √ N } are given in Tables 5.1 err between the approximate and the exact solutions and the number of ODE calls (NF UN) for Examples 5.1 and 5.2 with a given tolerance using the difference scheme (4.13) - (4.15) and the h-h/2-strategy. Tables 5.5 and 5.6 present the results for Algorithm A(·) using the embedded Runge -Kutta -Nystrom methods RKN6(4)(see [5, been generated automatically with Algorithm AG(·). For example, the generated grid in Indeed, it is easy to see from (4.14) -(4.16) that in the linear case (i.e., for f (x, u) = 0) we have ϕ (n) (x j , u) = 0, j = 1(1)N − 1, μ
2 (x N , u) = 0, i.e., scheme (4.13) is of the the form (ay with coefficients that can be computed by the explicit formulas (3.10). Due to ϕ(x j , u) = 0, j = 1(1)N − 1, μ 2 (x N , u) = 0 (see (3.11)), the EDS (3.8), (3.9) for (5.3) coincides with (5.4). Remark 5.2. EDS and n-TDS for BVPs on the whole axis (−∞, ∞) can be constructed in mush the same manner.
Remark 5.3. The solution of the system of nonlinear equations representing the n-TDS can also be determined by other iterative methods, for example, by the Newton method.
