On explicit $L^2$-convergence rate estimate for piecewise deterministic
  Markov processes by Lu, Jianfeng & Wang, Lihan
ar
X
iv
:2
00
7.
14
92
7v
1 
 [m
ath
.PR
]  
29
 Ju
l 2
02
0
ON EXPLICIT L2-CONVERGENCE RATE ESTIMATE FOR PIECEWISE
DETERMINISTIC MARKOV PROCESSES
JIANFENG LU AND LIHAN WANG
Abstract. We establish L2-exponential convergence rate for three popular piecewise deter-
ministic Markov processes for sampling: the randomized Hamiltonian Monte Carlo method,
the zigzag process, and the bouncy particle sampler. Our analysis is based on a variational
framework for hypocoercivity, which combines a Poincaré-type inequality in time-augmented
state space and a standard L2 energy estimate. Our analysis provides explicit convergence
rate estimates, which are more quantitative than existing results.
1. Introduction
Sampling approaches based on piecewise deterministic Markov processes (PDMPs) [16], which
involve random jumps and deterministic trajectories in between, have recently attracted a lot
of attention: several classes of Markov Chain Monte Carlo (MCMC) algorithms have been
developed based on PDMPs, including the randomized Hamiltonian Monte Carlo [12, 21], the
zigzag process [7] and the bouncy particle sampler [14, 33]. Compared with MCMC algorithms
based on diffusion, such as overdamped and underdamped Langevin Monte Carlo, the methods
based on PDMPs do not need time discretization for the random part and the deterministic
dynamics can either be explicitly integrated (for zigzag and bouncy particle) or be dealt with high
order numerical integration (for RHMC), which make them promising to have better numerical
performance [5, 6, 12, 13, 23, 37]. The zigzag and bouncy particle samplers are also suitable for
the big data situation, as they can be unbiased even if stochastic gradient is used [7, 14].
Typical PDMPs for sampling purpose introduce an auxiliary “velocity” variable v P Rd that
facilitates simulation, which is often chosen from a fixed distribution. For this paper, we will
only consider the case that the velocity variable satisfies the standard Gaussian distribution
dκpvq “ p2piq´ d2 e´ |v|
2
2 dv. In the PDMPs, the velocity variable is redrawn independently from
the fixed distribution at a certain rate, and between two redraws the trajectory of state variable
px, vq consists of deterministic routes and random bounces so that the spatial variable x will
explore the state space in all different directions with the help of v. The PDMPs are designed
so that the x samples the desired target distribution.
We now present the general mathematical formulation of PDMPs. Let f “ fpt, x, vq : R` ˆ
R
d ˆ Rd Ñ R be the expectation of some observable function f0px, vq at time t, and therefore
satisfies the backward equation
(1) Btf “ Lf, fpt “ 0, x, vq “ f0px, vq
where the infinitesimal generator L associated with PDMPs is given by
(2) L “ v ¨∇x ´ F0pxq ¨∇v `
Kÿ
k“1
pv ¨ Fkpxqq`pBk ´ Iq ` γpΠv ´ Iq.
Here the vector fields Fk : R
d Ñ Rd, k “ 0, 1, . . . ,K depend only on the position variable x
(examples will be discussed below). The jump operators Bk correspond to reflections of the
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velocity variable through the hyperplanes orthogonal to Fk, defined as
(3) Bkfpt, x, vq :“ f
`
t, x, v ´ 2pv ¨ nkpxqqnkpxq
˘
,
where
(4) nkpxq “
#
Fkpxq{|Fkpxq| if Fkpxq ‰ 0,
0 otherwise,
and Πv is the projection operator on Gaussian with respect to v variable
(5) pΠvfqpt, xq :“
ˆ
Rd
fpt, x, vqdκpvq.
In (2), γ ą 0 is the refreshment rate of the velocity variable, whose choice will impact the
convergence rate of the dynamics. Our analysis will provide optimal choices of γ.
Different PDMPs correspond to different choices of the vector fields Fk. While our framework
can be generalized to various situations, for definiteness, we will only focus on the three most
prominent examples:
‚ The randomized Hamiltonian Monte Carlo (RHMC) [12, 21] corresponds to the choice
K “ 0 and F0 “ ∇xU , where U is some potential function. The corresponding equation
(1) can be seen as a particular linear Boltzmann equation [4] with the collision operator
given by γpΠv ´ Iq;
‚ The zigzag process (ZZ) [7] corresponds to K “ d, F0 “ 0 and Fk “ BxkUek where
pekqkPt1,¨¨¨ ,du is the canonical basis of Rd;
‚ The bouncy particle sampler (BPS) corresponds to the choice K “ 1, F0 “ 0 and
F1 “ ∇xU . The BPS was first proposed in [33] and extended in [14].
All these PDMP processes above satisfy
řK
k“0 Fk “ ∇xU , and thus are designed so that they
admit a unique stationary distribution given by
ρ8px, vq “ µU pxqκpvq,(6)
where κ is the Gaussian distribution and
µU pxq “ 1
ZU
e´Upxq, ZU “
ˆ
Rd
e´Upxq dx.
Other PDMPs have been proposed for sampling purposes, including Hamiltonian BPS [38], the
Coordinate Sampler [34], the Gibbs zigzag sampler [36], the Boomerang sampler [8], and more
general bounces involving randomization [29, 38, 40]. While our framework can be generalized,
we will not consider these variants in this work.
Our goal is to derive explicit decay rate estimates in L2 for PDMPs, based on the variational
framework developed [2] and our previous work for the underdamped Langevin dynamics [15],
the idea of which originates from the pioneering work [28]. More precisely, we will obtain explicit
estimates for some ν ą 0 and a universal constant C ą 1 independent of U, γ and d such that
for f “ fpt, x, vq solving (2) and ´ f0 dρ8 “ 0, we have
(7) ‖fpt, ¨, ¨q‖L2ρ8 ď Ce
´νt‖f0‖L2ρ8 .
Geometric convergence for ZZ has been established in [11] and for BPS in [17, 22], however
without explicit convergence rate estimates. The work [1] established explicit convergence rate
for these processes, however only in terms of the dimension d; the comparison of their result
with ours will be further elaborated below after we present our main results.
Other theoretical studies of the PDMPs include scaling limits and spectral analysis: The
work [18] established the scaling limit of first coordinate for BPS, and [9] proved scaling limits
of ZZ and BPS for several statistical observables. Spectral analysis of PDMP were considered
in [10, 30] in one-dimension and [25] for the metastable regime.
More generally, convergence result of type (7) for hypocoercive equations was established
in H1pρ8q in [31, 39] for a class of kinetic equations. Hypocoercivity estimate in terms of a
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modified L2 space was developed in [19, 20, 26] and a series of works based on this framework
[3, 24, 35].
Notations. Throughout the paper we assume I to be the time interval p0, T q, and we use
dλptq “ χp0,T qptqdt to denote the Lebesgue measure on I. We define the Sobolev space
H1pµU q :“ tf : fpxq P L2pµU q and Bxkf P L2pµU q, @k “ 1, ¨ ¨ ¨ , du.
We also define
L2pλˆ µU q :“ tf “ fpt, xq :
ˆ
IˆRd
f2 dt dµU pxq ă 8u,
and its corresponding norm
‖f‖L2pλˆµU q :“
`ˆ
IˆRd
f2 dt dµU pxq
˘ 1
2 .
The space L2pλ ˆ ρ8q for functions on I ˆ Rd ˆ Rd and its corresponding norm is defined
similarly. We define the average of f : I ˆ Rd ˆ Rd Ñ R over λˆ ρ8 as
pfqλˆρ8 :“
1
T
ˆ
IˆRdˆRd
fpt, x, vqdt dρ8px, vq,
and for g : I ˆ Rd Ñ R we define its average over λˆ µU as
pgqλˆµU :“
1
T
ˆ
IˆRd
gpt, xqdt dµU pxq.
We use
∇˚xF :“ ´∇x ¨ F ` F ¨∇xU
to denote the L2pµU q-adjoint operator of ∇x. Throughout the paper, we use the notation
A “ ΘpBq to indicate that there exists universal constants c, C ą 0 independent of all parameters
such that cB ď A ď CB.
1.1. Assumptions and Main Results. Below are three fundamental assumptions that Upxq
must satisfy in our framework. The convergence rate gets better if we have stronger assumptions
on U .
Assumption 1 (Poincaré inequality for µU ). The measure µU corresponding to Upxq satisfies
a Poincaré inequality with constant m ą 0:
(8)
ˆ
Rd
ˆ
f ´
ˆ
Rd
f dµU
˙2
dµU ď 1
m
ˆ
Rd
|∇f |2 dµU , @f P H1pµU q.
Assumption 2. The potential U P C2pRdq, and the Hessian of U , ∇2U satisfies
(9) }∇2Upxq} ďMp1` |∇Upxq|q, @ x P Rd
for some constant M ě 1, where ‖¨‖ denotes the matrix operator norm
‖A‖ :“ sup
ξPRdzt0u
|Aξ|
|ξ| .
Assumption 3. The embedding H1pµU q ãÝÑ L2pµU q is compact.
The Assumption 2 is commonly used in the literature, see e.g., the books [32, 39] for under-
damped Langevin dynamics, and is satisfied when U grows at most exponentially fast as xÑ8.
Assumption 3 is satisfied as long as
lim
|x|Ñ8
Upxq
|x|α “ 8
for some α ą 1 (see [27] for a proof). While previous works on hypocoercivity [20] and works
following its framework [1, 3, 35] use elliptic regularity estimate in x for which Assumption 1
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suffices, our proof, in particular the construction of test functions in Lemma 2.1, relies on
spectral decomposition of the operator ∇˚x∇x, which is only guaranteed through the slightly
stronger Assumption 3.
Below we present the main result of this work.
Theorem 1. Under Assumptions 1, 2, and 3, there exist a constant ν ą 0 and universal
constants C0, c0 independent of all parameters such that, for any f satisfying f0 P L2pρ8q and
(10)
ˆ
RdˆRd
f0 dρ8px, vq “ 0,
and solving the PDMP equation (1), we have for every t ą 0,
(11) ‖fpt, ¨q‖L2pρ8q ď C0 expp´νtq}f0}L2pρ8q.
Moreover, let R be the parameter that describes the “convexity barrier” of U , defined as
(12) R “ RpUq :“
$’&
’%
0, if U is convex;?
L, if ∇2xUpxq ě ´LI, @x;
M
?
d, if only (9) is assumed.
Then, the convergence rate ν can be explicitly estimated for the three PDMPs as
(13) ν “
$’’’&
’’’’%
Θ
´ mγ
p?m`R` γq2
¯
, for RHMC;
Θ
´ mγ
p?m`RZZ ` γq2
¯
, for ZZ;
Θ
´ mγ
p?dm`R?d` γq2
¯
, for BPS.
Here RZZ “
?
L if ‖∇2xU‖ ď L,@x and RZZ “M
?
d otherwise.
This theorem will be proved in Section 2.
Given the expression of (13), we can choose the optimal γ to maximize the rate ν for the
three PDMPs:
(14) γ “
$’&
’%
Θp?m`Rq, for RHMC;
Θp?m`RZZq, for ZZ;
Θp?dm`R?dq, for BPS.
Therefore the optimal convergence rate is given by
(15) ν “
$’’’’&
’’’’%
Θp m?
m`R q, for RHMC;
Θp m?
m`RZZ q, for ZZ;
Θp m?
dm`R?d q, for BPS.
Table 1 summarizes the result under the assumption mI ď ∇2xU ď LI (and hence guarantee
Assumptions 1-3) in the most interesting regime m ! 1 ! L, with optimal choice of γ.
Compared to [1], we are able to derive an explicit scaling of ν not only on d, but also
explicitly on m,L as well. For RHMC, we obtain the optimal convergence rate Op?mq, which
is the same as for the underdamped Langevin dynamics [15]. The Op?mq rate is optimal as
can be checked for the Gaussian case Upxq “ m|x|2
2
. For zigzag process, we are able to derive
dimension independent convergence rate with the smoothness assumption }∇2xU} ď L, which is
more quantitative than the result in [1]. Finally, although we are unable to obtain a dimension
independent rate for BPS, our rate Opd´1{2q under the assumption ∇2xU ě ´LI is still an
improvement from the rate in [1], whose estimate provides a rate of Opd´p1`ωq{2q under the
assumption ∆xUpxq ď cd1`ω ` |∇xUpxq|2{2. As suggested in [9], a dimension independent
convergence rate might not be possible for BPS.
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convergence rate ν optimal γ
RHMC Θp?mq Θp?mq
ZZ Θp m?
L
q Θp?Lq
BPS Θp
c
m
d
q Θp?dmq
Table 1. Summary of the convergence rate ν and optimal choice of γ de-
pending on d,m,L under the assumption mI ď ∇2xU ď LI for the regime
m ! 1 ! L.
2. Proofs
We first state the following modified Poincaré type inequality that generalizes [2, Theorem
1.2] and [15, Theorem 2] to the PDMP dynamics under consideration.
Theorem 2. There exists a constant C independent of all parameters such that for all functions
f ,
(16) }f ´ pfqλˆρ8}L2pλˆρ8q ď
`
1` CJ
˘∥
∥f ´Πvf
∥
∥
L2pλˆρ8q
` Cp 1?
m
` T q∥∥Btf ´ v ¨∇xf ´
Kÿ
k“1
pv ¨ Fkq`pBk ´ Iqf `∇vf ¨ F0
∥
∥
L2pλˆρ8q.
Here CJ is a constant defined as
(17) CJ “
$’’’’’&
’’’’’%
Cp1 ` 1?
mT
` R?
m
`RT q, for RHMC;
Cp1 ` 1?
mT
` RZZ?
m
`RZZT q, for ZZ;
Cp?dp1` 1?
mT
` R?
m
`RT qq, for BPS,
where R and RZZ are the same quantities as defined in Theorem 1.
To prove Theorem 2, we need the following lemma, established in our previous work [15],
which provides crucial test functions that satisfy a divergence equation with Dirichlet boundary
conditions.
Lemma 2.1 ([15, Lemma 2.6]). For any function g “ gpt, xq P L2pλ ˆ µU q with pgqλˆµU “ 0,
there exist sφ “ pφ0, φ1, ¨ ¨ ¨ , φdqJ P H1pλˆ µU qd`1 solving
(18) ´ Btφ0 `
dÿ
i“1
B˚xiφi “ g, φpt “ 0, ¨q “ φpt “ T, ¨q “ 0,
with estimates
}sφ}L2pλˆµU q ď Cmax 1?m,T(}g}L2pλˆµU q(19) ´ dÿ
i,j“0
‖Bxiφj‖2L2pλˆµU q
¯1{2
ď C`1` 1?
mT
` R?
m
`RT ˘}g}L2pλˆµU q.(20)
Here we use the convention Bx0 :“ Bt, C is a universal constant and R is the “convexity barrier”
parameter for potential U defined in Theorem 1.
Before proceeding to the proof of Theorem 2, we present two elementary but useful lemmas:
one regarding the properties of reflections Bk, and the other on intergrating the v variable with
pv ¨ nq`.
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Lemma 2.2. The operators Bk defined in (3) satisfy the following properties:
(1) for any functions f, g,
Bkpfgq “ BkfBkg;
(2) B2k “ I;
(3) Bk is symmetric in L
2pκq: For any two functions f, g,
(21)
ˆ
Rd
Bkfg dκpvq “
ˆ
Rd
fBkg dκpvq;
as a direct consequence, letting g “ 1, we have for any function f ,ˆ
Rd
Bkf dκpvq “
ˆ
Rd
f dκpvq;
(4) for any function f ,
(22)
ˆ
Rd
pv ¨ Fkq`Bkf dκpvq “
ˆ
Rd
p´v ¨ Fkq`f dκpvq.
Proof. The first and second properties can be verified directly using definition (3). The third
property follows from a change of variable in v:ˆ
Rd
Bkfg dκpvq “
ˆ
Rd
fpv ´ 2pv ¨ nkqnkqgpvqdκpvq
“
ˆ
Rd
fpv˜qgpv˜ ´ 2pv˜ ¨ nkqnkqdκpv˜q “
ˆ
Rd
fBkg dκpvq.
Finally for the fourth property, we use a change of variables v˜ :“ v ´ 2pv ¨ nkqnk, so that
v ¨ Fk “ ´v˜ ¨ Fk, and κpv˜q “ κpvq:ˆ
Rd
pv ¨ Fkq`Bkf dκpvq “
ˆ
v¨Fkě0
pv ¨ Fkqfpv ´ 2pv ¨ nkqnkqdκpvq
“
ˆ
v˜¨Fkď0
´pv˜ ¨ Fkqfpv˜qdκpv˜q
“
ˆ
Rd
p´v ¨ Fkq`f dκpvq. 
Lemma 2.3. For any vector q P Rd and any two functions ϕpv¨qq and ψpvq such that ϕpv¨qqψpvq
is even in v, it holds
(23)
ˆ
Rd
ϕppv ¨ qq`qψpvqdκpvq “ 1
2
ˆ
Rd
ϕpv ¨ qqψpvqdκpvq.
Proof. The identity is obtained as follows, in which we use a change of variables v ÞÑ ´v in the
second line, and the symmetry of Gaussian κpvq in the sense that κpvq “ κp´vq in the third
line: ˆ
Rd
ϕpv ¨ qqψpvqdκpvq “
ˆ
Rd
ϕ
`pv ¨ qq`˘ψpvqdκpvq ` ˆ
v¨qď0
ϕpv ¨ qqψpvqdκpvq
“
ˆ
Rd
ϕ
`pv ¨ qq`˘ψpvqdκpvq ` ˆ
v¨qě0
ϕp´v ¨ qqψp´vqdκp´vq
“
ˆ
Rd
ϕ
`pv ¨ qq`˘ψpvqdκpvq ` ˆ
v¨qě0
ϕpv ¨ qqψpvqdκpvq
“ 2
ˆ
Rd
ϕ
`pv ¨ qq`˘ψpvqdκpvq. 
We are now ready to prove Theorem 2.
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Proof of Theorem 2. Without loss of generality we assume
pfqλˆρ8 “ 0.
We now take sφ “ pφ0, φ1, ¨ ¨ ¨ , φdqJ to be the test functions given by Lemma 2.1 with g “ Πvf .
Define (for simplicity of notation, we denote φ “ pφ1, ¨ ¨ ¨ , φdqJ and treat φ as a d-vector)
(24) J :“ ´Btφ0 ` v ¨∇xφ0 ` v ¨ Btφ´
dÿ
i“1
viv ¨ Bxiφ` F0 ¨ φ´ 2
Kÿ
k“1
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkq.
We claim the following estimate, the proof of which will be deferred:
Lemma 2.4. The quantity J can be controlled by Πvf in the sense of
(25) }J }L2pλˆρ8q ď CJ }Πvf}L2pλˆµU q.
Here CJ is the constant defined in Theorem 2.
Before proceeding with the proof of Theorem 2, let us provide a heuristic justification for
Lemma 2.4: if we calculate }J }2
L2pλˆρ8q, then its expression consists of terms that are up to
the fourth moment of v multiplied with φk, ∇xiφj or φk∇xU . Therefore, integrating out the v
component against Gaussian, and by Lemma 2.1 all terms can be controlled by }Πvf}2L2pλˆµU q.
The actual constants will be estimated separately for each PDMP in later part of the paper.
Now let us return to the proof of Theorem 2 assuming Lemma 2.4. To simplify notations, we
define the operator
(26) Af :“ Btf ´ v ¨∇xf ´
Kÿ
k“1
pv ¨ Fkq`pBk ´ Iqf ` F0 ¨∇vf.
We now estimate the L2 norm of Πvf . Using Lemma 2.3 for q “ ´Fk, ϕpv ¨ qq “ v ¨ q and
ψpvq “ pv ¨ nkqpφ ¨ nkq and then integrate out v, we have
(27)
2
ˆ
IˆRdˆRd
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkqdt dρ8 “ ´
ˆ
IˆRdˆRd
pv ¨ Fkqpv ¨ nkqpφ ¨ nkqdt dρ8
“ ´
ˆ
IˆRd
φ ¨ Fk dt dµU pxq.
Therefore, by the construction of the test functions φ¯, we have
(28)
}Πvf}2L2pλˆµU q “
ˆ
IˆRd
Πvfp´Btφ0 ´∇x ¨ φ` φ ¨
Kÿ
k“0
Fkqdt dµU pxq
(27)“
ˆ
IˆRdˆRd
Πvf
´
´Btφ0 ´∇x ¨ φ` φ ¨ F0
´ 2
Kÿ
k“1
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkq
¯
dt dρ8
“
ˆ
IˆRdˆRd
Πvf
´
´Btφ0 ` v ¨∇xφ0 ` v ¨ Btφ´
ÿ
i
viv ¨ Bxiφ` φ ¨ F0
´ 2
Kÿ
k“1
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkq
¯
dt dρ8
(24)“
ˆ
IˆRdˆRd
fJ dt dρ8 ´
ˆ
IˆRdˆRd
pf ´ΠvfqJ dt dρ8
(25)
ď
ˆ
IˆRdˆRd
fJ dt dρ8 ` CJ }Πvf}L2pλˆµU q}f ´Πvf}L2pλˆρ8q,
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where the third equality follows from introducing a dummy v variable and noting that by the
basic properties of Gaussian measure κ,
´
Rd
vi dκpvq “ 0,
´
Rd
vivj dκpvq “ δij , and
´
Rd
v4i dκpvq “
3.
To estimate the first term on the RHS of (28) we use integration by parts:
ˆ
IˆRdˆRd
fJ dt dρ8
(24)“
ˆ
IˆRdˆRd
´
Btfφ0 ´ v ¨∇xfφ0 ` fφ0v ¨
Kÿ
k“0
Fk ´ Btfv ¨ φ` pv ¨∇xfqpv ¨ φq
´ pv ¨∇xUqpv ¨ φqf ` fφ ¨ F0 ´ 2
Kÿ
k“1
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkqf
¯
dt dρ8
“
ˆ
IˆRdˆRd
´
pBtf ´ v ¨∇xfqpφ0 ´ v ¨ φq ` fφ0v ¨ F0 ` fφ ¨ F0 ´ pv ¨ F0qpv ¨ φqf
` pv ¨
Kÿ
k“1
Fkqpφ0 ´ v ¨ φqf ´ 2
Kÿ
k“1
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkqf
¯
dt dρ8
“
ˆ
IˆRdˆRd
´`Btf ´ v ¨∇xf ` Kÿ
k“1
pv ¨ Fkq`f
˘pφ0 ´ v ¨ φq ` φ0F0 ¨∇vf ´ pF0 ¨∇vfqpv ¨ φq
´
Kÿ
k“1
p´v ¨ Fkq`pφ0 ´ v ¨ φqf ´ 2
Kÿ
k“1
p´v ¨ Fkq`pv ¨ nkqpφ ¨ nkqf
¯
dt dρ8
“
ˆ
IˆRdˆRd
´`Btf ´ v ¨∇xf ` Kÿ
k“1
pv ¨ Fkq`f ` F0 ¨∇vf
˘pφ0 ´ v ¨ φq
´
Kÿ
k“1
p´v ¨ Fkq`Bkpφ0 ´ v ¨ φqB2kf
¯
dt dρ8
(21),(22)“
ˆ
IˆRdˆRd
´`Btf ´ v ¨∇xf ´ Kÿ
k“1
pv ¨ Fkq`pBk ´ Iqf ` F0 ¨∇vf
˘pφ0 ´ v ¨ φq¯ dt dρ8
(26)
ď }φ0 ´ v ¨ φ}L2pλˆρ8q}Af}L2pλˆρ8q.
Since sφ is independent of v, expanding and integrating out v with respect to κ, we obtain
}φ0 ´ v ¨ φ}2L2pλˆρ8q “ }sφ}2L2pλˆµU q(19)ď Cp 1?m ` T q2}Πvf}2L2pλˆµU q.
Thus
(29)
ˆ
IˆRdˆRd
fJ dt dρ8 ď Cp 1?
m
` T q}Πvf}L2pλˆµU q}Af}L2pλˆρ8q.
Combining (28) and (29) we arrive at
}Πvf}L2pλˆµU q ď Cp
1?
m
` T q}Af}L2pλˆρ8q ` CJ }f ´Πvf}L2pλˆρ8q,
and therefore by triangle inequality
}f}L2pλˆρ8q ď }f ´Πvf}L2pλˆρ8q ` }Πvf}L2pλˆµU q
ď Cp 1?
m
` T q}Af}L2pλˆρ8q ` p1` CJ q}f ´Πvf}L2pλˆρ8q. 
L2-CONVERGENCE RATE FOR PDMP 9
With Theorem 2, the proof of exponential convergence reduces to a standard energy estimate
with γpΠv ´ Iq playing the role of “diffusion”, in line with the moral “hypocoercivity is simply
coercivity with respect to the correct norm”, quoted from [2, Page 4].
Proof of Theorem 1. We first notice that
ˆ
RdˆRd
fpt, x, vqdρ8px, vq “ 0.
for all t ą 0. Indeed, this follows from (10) and
d
dt
ˆ
RdˆRd
fpt, x, vqdρ8px, vq “ 0,
which is a result of the PDE evolution (1) and
ˆ
RdˆRd
Lf dρ8px, vq “
ˆ
RdˆRd
fv ¨∇xU ´ fv ¨ F0 ´
Kÿ
k“1
pv ¨ Fkq`f `
Kÿ
k“1
Bkpv ¨ Fkq`f dρ8
“
ˆ
RdˆRd
fv ¨ p
Kÿ
k“1
Fkq ´
Kÿ
k“1
pv ¨ Fkq`f `
Kÿ
k“1
p´v ¨ Fkq`f dρ8 “ 0,
where the first equality follows from integration by parts and the second from the definition and
property of Bk, proved in Lemma 2.2.
Next we establish the energy decay properties of f . Take any two positive numbers 0 ă s ă t.
Following [1, Proposition 8], we denote the symmetric part of L by
(30) S “ 1
2
Kÿ
k“1
|v ¨ Fk|pBk ´ Iq ` γpΠv ´ Iq.
Using the properties of Bk in Lemma 2.2,
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|pBkfq2 dt dρ8 “
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|Bkf2 dt dρ8
(21)“
ˆ
ps,tqˆRdˆRd
Bk|v ¨ Fk|f2 dt dρ8
“
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|f2 dt dρ8.
Therefore
(31)
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|pf ´ Bkfq2 dt dρ8 “ 2
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|fpI ´ Bkqf dt dρ8.
On the other hand, since
ˆ
ps,tqˆRdˆRd
fΠvf dt dρ8 “
ˆ
ps,tqˆRdˆRd
pΠvfq2 dt dρ8 “
ˆ
ps,tqˆRd
pΠvfq2 dt dµU pxq,
we have
ˆ
ps,tqˆRdˆRd
pf ´Πvfq2 dt dρ8 “
ˆ
ps,tqˆRdˆRd
fpI ´Πvqf dt dρ8.
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Therefore we have an elementary energy estimate, noticing the anti-symmetric part of L does
not contribute to the integral
´
ps,tqˆRdˆRd fLf dt dρ8:
(32)
}fpt, ¨q}2L2pρ8q ´ }fps, ¨q}2L2pρ8q “ 2
ˆ
ps,tqˆRdˆRd
fBtf dt dρ8(30)“ 2
ˆ
ps,tqˆRdˆRd
fSf dt dρ8
“
Kÿ
k“1
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|fpBk ´ Iqf dt dρ8 ` 2γ
ˆ
ps,tqˆRdˆRd
fpΠv ´ Iqf dt dρ8
(31)“ ´1
2
Kÿ
k“1
ˆ
ps,tqˆRdˆRd
|v ¨ Fk|pf ´ Bkfq2 dt dρ8 ´ 2γ
ˆ
ps,tqˆRdˆRd
pf ´Πvfq2 dt dρ8
ď ´2γ}f ´Πvf}2L2pλps,tqˆρ8q,
where we use λps,tq to denote the Lebesgue measure on ps, tq. In particular,
(33) the mapping t ÞÑ }fpt, ¨q}2L2pρ8q is nonincreasing.
By equation (1) and definition of the operators (2) and (26),
(34) }Af}L2pλps,tqˆρ8q “ γ}f ´Πvf}L2pλps,tqˆρ8q.
Therefore, for any 0 ă s ă t,
}fpt, ¨q}2L2pρ8q ´ }fps, ¨q}2L2pρ8q
(32)
ď ´2γ‖f ´Πvf‖2L2pps,tqˆρ8q
(34)
ď ´ 2γp1` CJ ` Cγp 1?m ` t´ sqq2
`p1` CJ q‖f ´Πvf‖L2pλps,tqˆρ8q
` Cp 1?
m
` t´ sq}Af}L2pλps,tqˆρ8q
˘2
(16)
ď ´ 2γp1` CJ ` Cγp 1?m ` t´ sqq2
‖f‖2L2pλps,tqˆρ8q
(33)
ď ´ 2γpt´ sqp1` CJ ` Cγp 1?m ` t´ sqq2
‖fpt, ¨q‖2L2pρ8q.
Now fixing a T ą 0 to be optimized later, for any t ą 0, we pick the integer k satisfying
kT ď t ă pk ` 1qT . Applying above inequality iteratively and using the monoticity (33), we
obtain
}fpt, ¨q}2L2pρ8q ď
´
1` 2γTp1` CJ ` Cγp 1?m ` T qq2
¯´k
}f0}2L2pρ8q
ď
´
1` 2γTp1` CJ ` Cγp 1?m ` T qq2
¯´ t
T
`1
}f0}2L2pρ8q
ď
´
1` 2γTp1` CJ ` Cγp 1?m ` T qq2
¯
exp
´
´ t
T
log
`
1` 2γTp1 ` CJ ` Cγp 1?m ` T qq2
˘¯}f0}2L2pρ8q.
The prefactor
1` 2γTp1` CJ ` Cγp 1?m ` T qq2
ď 1` 2γTp1` CγT q2 ď 1`
1
C
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is bounded above by a universal constant. Therefore, using logp1`xq “ Θpxq for x P r0, 1` 1
C
s,
this yields (11) with the exponential decay rate
(35) ν “ sup
Tą0
1
2T
log
`
1` 2γTp1 ` CJ ` Cγp 1?m ` T qq2
˘ “ Θpsup
Tą0
γ
p1` CJ ` γp 1?m ` T qq2
q.
Substituting (17) into (35), we get
(36) ν “
$’’’’’’&
’’’’’’%
Θ
´ γ
p1` 1?
mT
` R?
m
`RT ` γ?
m
` γT q2
¯
, for RHMC;
Θ
´ γ
p1` 1?
mT
` RZZ?
m
`RZZT ` γ?m ` γT q2
¯
, for ZZ;
Θ
´ γ`?
dp1` 1?
mT
` R?
m
`RT q ` γp 1?
m
` T q˘2
¯
, for BPS.
We arrive at the rates (13) by optimizing the choice of T for each case. 
The rest of the work is to prove Lemma 2.4. For RHMC,
J “ ´Btφ0 ` v ¨∇xφ0 ` v ¨ Btφ´
ÿ
i
viv ¨ Bxiφ` φ ¨∇xU.
The norm }J }L2pλˆρ8q is already estimated in [15, Proof of Theorem 2], and the proof is
thus omitted here. In the two subsequent subsections we will estimate CJ for ZZ and BPS
respectively.
2.1. The zigzag process. In this case
J “ ´Btφ0 ` v ¨∇xφ0 ` v ¨ Btφ´
ÿ
i
viv ¨ Bxiφ´ 2
dÿ
k“1
p´vkBxkUq`vkφk.
Lemma 2.5. Let φi, i “ 0, ¨ ¨ ¨ , d be test functions as in Lemma 2.1. Then
(37)
dÿ
k“1
ˆ
IˆRd
pφkBxkUq2 dt dµU pxq ď C
`
1` 1?
mT
` RZZ?
m
`RZZT
˘2 ˆ
IˆRd
pΠvfq2 dt dµU pxq.
Here RZZ is defined as in Theorem 1.
Proof. Using integration by parts,
dÿ
k“1
ˆ
IˆRd
pφkBxkUq2 dt dµU pxq “
dÿ
k“1
ˆ
IˆRd
Bxkpφ2kBxkUqdt dµU pxq
“ 2
dÿ
k“1
ˆ
IˆRd
φkBxkφkBxkU dt dµU pxq `
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq
ď
dÿ
k“1
ˆ
IˆRd
`1
2
pφkBxkUq2 ` 2|Bxkφk|2
˘
dt dµU pxq `
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq.
After rearranging, we have
(38)
dÿ
k“1
ˆ
IˆRd
pφkBxkUq2 dt dµU pxq ď C
dÿ
k“1
ˆ
IˆRd
p|Bxkφk|2 ` φ2kBxkxkUqdt dµU pxq
(20)
ď Cp1` 1?
mT
` R?
m
`RT q2
ˆ
IˆRd
pΠvfq2 dt dµU pxq ` C
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq.
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We first discuss the easier case where ‖∇2xU‖ ď L:
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq ď L
dÿ
k“1
ˆ
IˆRd
φ2k dt dµU pxq
(19)
ď CLp 1?
m
` T q2
ˆ
IˆRd
pΠvfq2 dt dµU pxq.
In the general setting where only Assumption 2 is assumed, by [15, Lemma 2.2], we have
(39) }φk|∇xU |}L2pλˆµU q ď C
`}∇xφk}L2pλˆµU q `Md}φk}L2pλˆµU q˘.
Therefore, by Cauchy-Schwarz inequality,
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq
(9)
ď CM
dÿ
k“1
ˆ
IˆRd
p1 ` |∇xU |qφ2k dt dµU pxq
ď CM}φ}2L2pλˆµU q ` CM
dÿ
k“1
}φk}L2pλˆµU q}φk|∇xU |}L2pλˆµU q
(39)
ď CM
´
}φ}2L2pλˆµU q `
dÿ
k“1
}φk}L2pλˆµU q
`}∇xφk}L2pλˆµU q `Md}φk}L2pλˆµU q˘¯
(19)
ď CM
´
p
dÿ
k“1
}φk}2L2pλˆµU qq
1
2 p
dÿ
k“1
}∇xφk}2L2pλˆµU qq
1
2 `Md}φ}2L2pλˆµU q
¯
(19),(20)
ď Cp1` 1?
mT
` M
?
d?
m
`M
?
dT q2}Πvf}2L2pλˆµU q.
This proves the lemma with RZZ “M
?
d. 
Proof of Lemma 2.4 for zigzag process. To estimate }J }2
L2pλˆρ8q, we expand its terms, catego-
rize them according to its power on v and whether p´vkBxkUq` is contained, and integrate out
the v variable for each term.
We start with terms that do not contain p´vkBxkUq`, in which all terms with odd power of
v vanish:
Terms with 0-th power of v: ˆ
IˆRd
pBtφ0q2 dt dµU pxq.
Terms with 2-nd power of v:ˆ
IˆRdˆRd
´
pv ¨∇xφ0q2 ` pv ¨ Btφq2 ` 2pv ¨ Btφqpv ¨∇xφ0q ` 2
ÿ
i,j
vivjBtφ0Bxiφj
¯
dt dρ8
“
ˆ
IˆRd
´
p∇xφ0q2 ` pBtφq2 ` 2pBtφ ¨∇xφ0q ` 2Btφ0
dÿ
i“1
Bxiφi
¯
dt dµU pxq
ď
ˆ
IˆRd
´
2p∇xφ0q2 ` 2pBtφq2 ` 2Btφ0
dÿ
i“1
Bxiφi
¯
dt dµU pxq.
Terms with 4-th power on v:ˆ
IˆRdˆRd
ÿ
i,j,p,q
vivjvpvqBxiφjBxpφq dt dρ8
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“
ˆ
IˆRd
´
3
dÿ
i“1
pBxiφiq2 `
ÿ
i‰j
|Bxiφj |2 `
ÿ
i‰j
BxiφiBxjφj `
ÿ
i‰j
BxiφjBxjφi
¯
dt dµU pxq
ď
ˆ
IˆRd
´
p
dÿ
i“1
Bxiφiq2 ` 2
dÿ
i,j“1
|Bxiφj |2
¯
dt dµU pxq.
Now we look at the terms with “p´vkBxkUq`”.
Terms where p´vkBxkUq` appearing twice, in which case the overall power of v is even and thus
Lemma 2.3 is applicable:ˆ
IˆRdˆRd
4
ÿ
k,p
p´vkBxkUq`p´vpBxpUq`vkvpφkφp dt dρ8
“
ˆ
IˆRdˆRd
´
2
dÿ
k“1
p´vkBxkUq2v2kφ2k `
ÿ
k‰p
v2kv
2
pφkBxkUφpBxpU
¯
dt dρ8
“
ˆ
IˆRd
´
6
dÿ
k“1
φ2kpBxkUq2 `
ÿ
k‰p
φkBxkUφpBxpU
¯
dt dµU pxq
“
ˆ
IˆRd
´
p
dÿ
k“1
φkBxkUq2 ` 5
dÿ
k“1
φ2kpBxkUq2
¯
dt dµU pxq.
Cross terms with p´vkBxkUq` where we could still use Lemma 2.3 due to an overall even power
of v:ˆ
IˆRdˆRd
´
4Btφ0
ÿ
k
p´vkBxkUq`vkφk ` 4
ÿ
i,j,k
vivjBxiφjp´vkBxkUq`vkφk
¯
dt dρ8
“
ˆ
IˆRdˆRd
´
´2Btφ0
ÿ
k
v2kBxkUφk ´ 2
ÿ
i
v4i BxiφiBxiUφi
´ 2
ÿ
i‰j
v2i v
2
j BxiφiBxjUφj
¯
dt dρ8
“
ˆ
IˆRd
´
´2Btφ0
ÿ
k
BxkUφk ´ 6
ÿ
i
BxiφiBxiUφi ´ 2
ÿ
i‰j
BxiφiBxjUφj
¯
dt dµU pxq
ď
ˆ
IˆRd
´
´2pBtφ0 `
ÿ
i
Bxiφiqp
ÿ
k
φkBxkUq ` 2
dÿ
i“1
p|Bxiφi|2 ` |φiBxiU |2q
¯
dt dµU pxq.
Finally cross terms with p´vkBxkUq` where one cannot use Lemma 2.3 due to an overall odd
power of v. In this case, instead of calculating an exact integral (which we actually can, but it
does not yield a better bound), for simplicity we control these terms by what we have calculated
above:
´4
ˆ
IˆRdˆRd
v ¨ pBtφ`∇xφ0q
dÿ
k“1
p´vkBxkUq`vkφk dt dρ8
“ ´4
ˆ
IˆRdˆRd
dÿ
k“1
pBtφk ` Bxkφ0qp´vkBxkUq`v2kφk dt dρ8
ď
ˆ
IˆRdˆRd
´ dÿ
k“1
v4kpBtφk ` Bxkφ0q2 ` 4
dÿ
k“1
p´vkBxkUq2`φ2k
¯
dt dρ8
“
ˆ
IˆRdˆRd
´
3
dÿ
k“1
pBtφk ` Bxkφ0q2 ` 2
dÿ
k“1
pvkBxkUq2φ2k
¯
dt dρ8
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ď
ˆ
IˆRd
´
6
dÿ
k“1
`pBtφkq2 ` pBxkφ0q2˘` 2 dÿ
k“1
φ2kpBxkUq2
¯
dt dµU pxq.
Therefore, combining these calculations, we obtain finally
‖J ‖2L2pλˆρ8q ď
ˆ
IˆRd
´
|Btφ0 `
ÿ
i
Bxiφi ´
ÿ
i
φiBxiU |2 ` 8
dÿ
i,j“0
|Bxiφj |2
` 9
ÿ
k
pBxkUq2φ2k
¯
dt dµU pxq
(18),(20),(37)
ď Cp1 ` 1?
mT
` RZZ?
m
`RZZT q2}Πvf}2L2pλˆµU q. 
Remark 2.6. Our bound in Lemma 2.5 can be improved for some specific cases. For example, if
the potential has a separate form Upxq “ řdk“1 Ukpxkq with U2k pxq ě ´L for all k, we claim the
convergence rate ν is dimension independent, regardless of growth condition of U , recovering
the result in [1].
For the proof of this, we need to revisit the construction of the test functions φk in the proof
of [15, Lemma 2.6], and make a more refined estimate than that in Lemma 2.5. We will follow
the notations of the proof of [15, Lemma 2.6]. Let us decompose
Πvf “ fK ` c0pt´ T
2
q `
ÿ
α
pc`α eαt ` c´α eαpT´tqqwαpxq,
where c0, c
˘
α are numbers, f
K is perpendicular to all harmonic functions in λˆ µU , in the sense
that for any g P H2pλˆ µU q,
´Bttg `∇˚x∇xg “ 0 ñ
ˆ
IˆRd
fKg dt dµU pxq “ 0,
and α2, wα are corresponding eigenvalues and eigenfunctions of ∇
˚
x∇x:
∇˚x∇xwα “ α2wα, }wα}L2pµU q “ 1.
By linear combination, it suffices to prove in both cases Πvf “ fK and Πvf “ eαtwαpxq (note
in the case Πvf “ t´ T2 the corresponding φk “ 0 for k ě 1, and thus (40) trivially holds), the
corresponding functions φk satisfy
(40)
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq ď }Πvf}2L2pλˆµU q.
First consider the case Πvf “ fK, φk “ Bxku where u is the solution of the elliptic equation
(41)
#
´ Bttu`∇˚x∇xu “ fK in I ˆ Rd,
Btupt “ 0, ¨q “ Btupt “ T, ¨q “ 0 in Rd.
By Bochner’s formula, using the fact that Upxq “ řdk“1 Ukpxkq,
dÿ
i,j“0
}Bxi,xju}2L2pλˆµU q “ } ´ Bttu`∇˚x∇xu}2L2pλˆµU q ´
ˆ
IˆRd
∇xu
J∇2xU∇xu dt dµU pxq
“ }fK}2L2pλˆµU q ´
dÿ
k“1
ˆ
IˆRd
pBxkuq2U2k pxkqdt dµU pxq,
this yields (40) since φk “ Bxku.
For the case Πvf “ eαtwα for a particular α, φk “ ψptqBxkwαpxq, where
}ψptq}L2pIq ď
1
α2
}Πvf}L2pλˆµU q.
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Moreover, again by Bochner’s formula, using ‖∇˚x∇xwα‖L2pµU q “ α2‖wα‖L2pµU q “ α2,
dÿ
i,j“1
}Bxi,xjwα}2L2pIˆµU q “ }∇˚x∇xwα}2L2pλˆµU q ´
ˆ
IˆRd
∇xw
J
α∇
2
xU∇xwα dµU pxq
“ α4 ´
dÿ
k“1
ˆ
IˆRd
pBxkwαq2U2k pxkqdµU pxq.
Therefore
řd
k“1
´
IˆRdpBxkwαq2U2k pxkqdµU pxq ď α4 and hence
dÿ
k“1
ˆ
IˆRd
φ2kBxkxkU dt dµU pxq “ }ψptq}2L2pIq
dÿ
k“1
ˆ
IˆRd
pBxkwαq2U2k pxkqdµU pxq
ď }Πvf}2L2pλˆµU q.
The estimate (40) follows from linear combination. Substituting into (38) we obtain (37) with
RZZ “ R, so that we have a dimension-independent convergence rate assuming U2k pxkq ě ´L,
even without an upper bound on ∇2xU besides Assumption 2. Moreover, if we further assume
U2k pxkq ě 0 for all k, then we have convergence rate Op
?
mq after optimizing in γ.
2.2. Bouncy particle sampler. In this case K “ 1, and n1 “ ∇xU|∇xU | . In order to avoid
notation conflicts, in this section, we write n “ n1 and use
ni “ BxiU|∇xU |
to denote the i-th component of n. As n is normalized,
řd
i“1 n
2
i “ 1.
Recall that we want to estimate J , which for BPS is given by
J “ ´Btφ0 ` v ¨∇xφ0 ` v ¨ Btφ´
ÿ
i
viv ¨ Bxiφ´ 2p´v ¨ nq`pv ¨ nqpφ ¨∇xUq.
Lemma 2.7. Let φi, i “ 0, ¨ ¨ ¨ , d be the test functions as in Lemma 2.1. Then
(42)
ˆ
IˆRd
pφ ¨∇xUq2 dt dµU pxq ď Cd
`
1` 1?
mT
` R?
m
`RT ˘2 ˆ
IˆRd
pΠvfq2 dt dµU pxq.
Here R is defined as in Theorem 1.
Proof. By construction of the test functions (18), we have
φ ¨∇xU “ Πvf ` Btφ0 `
dÿ
i“1
Bxiφi.
Thusˆ
IˆRd
pφ ¨∇xUq2 dt dµU pxq “
ˆ
IˆRd
pΠvf ` Btφ0 `
dÿ
i“1
Bxiφiq2 dt dµU pxq
ď pd` 2q
ˆ
IˆRd
`pΠvfq2 ` pBtφ0q2 ` dÿ
i“1
pBxiφiq2
˘
dt dµU pxq
(20)
ď Cdp1 ` 1?
mT
` R?
m
`RT q2
ˆ
IˆRd
pΠvfq2 dt dµU pxq,
where the first inequality follows from Cauchy-Schwartz. 
Proof of Lemma 2.4 for bouncy particle sampler. Similar to the proof for ZZ, we will expand
}J }2
L2pλˆρ8q and organize its terms according to its power on v and whether p´v ¨ nq` appears
in the expression. Terms that do not contain p´v ¨ nq` are identical to those for ZZ and thus
calculations are omitted.
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Next we look at terms where p´v ¨ nq` appears twice, in which the overall power of v is even
so Lemma 2.3 can be applied:
(43)
ˆ
IˆRdˆRd
4p´v ¨ nq2`pv ¨ nq2pφ ¨∇xUq2 dt dρ8px, vq
“
ˆ
IˆRdˆRd
2pv ¨ nq4pφ ¨∇xUq2 dt dρ8px, vq
“
ˆ
IˆRdˆRd
2
ÿ
i,j,k,p
vivjvkvpninjnknppφ ¨∇xUq2 dt dρ8px, vq
“
ˆ
IˆRdˆRd
p2
ÿ
i
v4i n
4
i ` 6
ÿ
i‰j
v2i v
2
j n
2
i n
2
jqpφ ¨∇xUq2 dt dρ8px, vq
“
ˆ
IˆRd
p6
ÿ
i
n
4
i ` 6
ÿ
i‰j
n
2
in
2
jqpφ ¨∇xUq2 dt dµU pxq
“ 6
ˆ
IˆRd
p
ÿ
i
n
2
i q2pφ ¨∇xUq2 dt dµU pxq
“ 6
ˆ
IˆRd
pφ ¨∇xUq2 dt dµU pxq.
Cross terms with p´v ¨ nq` appearing once and the overall power of v is even:ˆ
IˆRdˆRd
´
4Btφ0p´v ¨ nq`pv ¨ nqpφ ¨∇xUq ` 4
ÿ
i,j
vivjBxiφjp´v ¨ nq`pv ¨ nqpφ ¨∇xUq
¯
dt dρ8
“ ´2
ˆ
IˆRdˆRd
´
Btφ0pv ¨ nq2 `
ÿ
i,j
vivjBxiφjpv ¨ nq2
¯
pφ ¨∇xUqdt dρ8
“ ´2
ˆ
IˆRdˆRd
´
Btφ0
ÿ
i
n
2
i `
ÿ
i,j,p,q
vivjvpvqnpnqBxiφj
¯
pφ ¨∇xUqdt dρ8
“ ´2
ˆ
IˆRdˆRd
´
Btφ0 `
ÿ
i
v4i n
2
i Bxiφi `
ÿ
i‰j
v2i v
2
jn
2
jBxiφi
` 2
ÿ
i‰j
v2i v
2
jninjBxiφj
¯
pφ ¨∇xUqdt dρ8
“ ´2
ˆ
IˆRd
´
Btφ0 ` 3
ÿ
i
n
2
i Bxiφi `
ÿ
i‰j
n
2
jBxiφi ` 2
ÿ
i‰j
ninjBxiφj
¯
pφ ¨∇xUqdt dµU pxq
“ ´2
ˆ
IˆRd
´
Btφ0 `
ÿ
i
Bxiφi ` 2
ÿ
i,j
ninjBxiφj
¯
pφ ¨∇xUqdt dµU pxq
ď 2
ˆ
IˆRd
´
´pBtφ0 `
ÿ
i
Bxiφiqpφ ¨∇xUq `
ÿ
i,j
pn2i n2jpφ ¨∇xUq2 ` pBxiφjq2q
¯
dt dµU pxq
“ 2
ˆ
IˆRd
´
´pBtφ0 `
ÿ
i
Bxiφiqpφ ¨∇xUq ` pφ ¨∇xUq2 `
dÿ
i,j“1
pBxiφjq2
¯
dt dµU pxq.
Finally the cross terms with p´v ¨ nq` appearing once and an odd overall power on v, in which
we again control by terms we have calculated above
´4
ˆ
IˆRdˆRd
v ¨ pBtφ`∇xφ0qp´v ¨ nq`pv ¨ nqpφ ¨∇xUqdt dρ8
ď 2
ˆ
IˆRdˆRd
´
|v ¨ pBtφ`∇xφ0q|2 ` p´v ¨ nq2`pv ¨ nq2pφ ¨∇xUq2
¯
dt dρ8
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(43)
ď
ˆ
IˆRd
´
4|Btφ|2 ` 4|∇xφ0|2 ` 9pφ ¨∇xUq2
¯
dt dµU pxq.
Therefore, combining these calculations, we obtain
}J }2L2pλˆρ8q ď
ˆ
IˆRd
´
pBtφ0 `
ÿ
i
Bxiφi ´ φ ¨∇xUq2 ` 6
dÿ
i,j“0
|Bxiφj |2
` 16pφ ¨∇xUq2
¯
dt dµU pxq
(18),(20),(42)
ď Cdp1` 1?
mT
` R?
m
`RT q2}Πvf}2L2pλˆµU q. 
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