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Abstract
In this paper we study a free boundary problem for the viscous, compressible, heat conducting, one-
dimensional real fluids. More precisely, the viscosity is assumed to be a power function of density, i.e.,
μ(ρ) = ρα , where ρ denotes the density of fluids and α is a positive constant. In addition, the equations
of state include and are more general than perfect flows which only depend linearly on temperature. The
global existence (uniqueness) of smooth solutions is established with α ∈ (0, 12 ] for general, large initial
data, which improves the previous results. Moreover, it is also shown that the solutions will not develop
vacuum, mass concentration or heat concentration in a finite time provided the initial data are bounded and
smooth, and do not contain vacuum.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are concerned with the evolution of the free boundary problem of Navier–
Stokes equations for the viscous, compressible, heat conducting, one-dimensional real gases with
density-dependent viscosity, which corresponds to many interesting physical models, such as the
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2042 X. Qin, Z. Yao / J. Differential Equations 244 (2008) 2041–2061gaseous gas in astrophysics, and which consists of three equations for mass, momentum and
energy of the following form:
⎧⎪⎨
⎪⎩
ρτ + (ρv)ξ = 0,
(ρv)τ +
(
ρv2 + P )
ξ
= (μ(ρ)vξ )ξ ,
(ρE)τ + (ρvE + vP )ξ =
(
μ(ρ)vvξ + kθξ
)
ξ
, a(τ ) < ξ < b(τ), τ > 0,
(1.1)
where ρ, v, θ denote the density, velocity and temperature of the flows, respectively, P = P(ρ, θ)
is the pressure, k = k(ρ, θ) is the thermal conductivity coefficient, μ(ρ) = ρα is the viscosity
coefficient, and
E = e + v
2
2
is the total energy of the fluids with e = e(ρ, θ) the specific internal energy. We emphasize that
the pressure P and the specific internal energy e are functions of density ρ and temperature θ ,
i.e.,
P = P(ρ, θ), e = e(ρ, θ). (1.2)
The relation between them is interrelated by
P = ρ2 ∂e
∂ρ
+ θ ∂P
∂θ
(1.3)
to comply with the second law of thermodynamics. The system (1.1) is supplemented with the
initial conditions
(ρ, v, θ)|τ=0 = (ρ0, v0, θ0)(ξ), a(0) ξ  b(0), (1.4)
and the boundary conditions
θξ (ξ, τ ) = 0, ξ = a(τ), b(τ ), (1.5)
and
(
μ(ρ)vξ − P
)(
a(τ), τ
)= (μ(ρ)vξ − P )(b(τ), τ)= 0, (1.6)
where a(τ) and b(τ) are free boundaries defined by
a′(τ ) = v(a(τ), τ), b′(τ ) = v(b(τ), τ).
We point out that under our consideration, the viscosity does not depend on the temperature.
This is certainly a restriction from the physical point of view, since the viscosity of a gas varies
with the temperature in general. Unfortunately, restricted by the mathematical techniques and
methods, we cannot deal with the case where the viscosity depends on the temperature.
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viscosity or the case of the perfect gases with equations of state
P = Rρθ, e = Cυθ, (1.7)
where R is the gas constant, Cυ = R/(γ − 1) is the heat capacity of the gas at constant vol-
ume, and γ is the adiabatic exponent. As it is well known, (1.7) is an ideal approximation of
the equations of state (1.2) of real physical compressible flows, and it becomes inadequate for
important physical regimes, such as gases with high densities and temperatures. For such gases,
the viscosity μ, pressure P and heat conducting coefficient k depend on density and temperature
while the internal energy e grows as θ1+r with r ≈ 0.5, the thermal conductivity k grows as θq
with q ∈ [4.5,5.5], see below (2.6)–(2.8). We refer the readers to [9,10] for extensive discussions
in this direction. When the viscosity depends on density, however, there are few results. In the
present article, we are interested in the viscous, compressible, heat-conducting real gases with
density-dependent viscosity and general equations of state.
As pointed out in [20] for the perfect gases, the temperature is the order of ργ−1 and the
pressure is the product of density and temperature when the viscosity is proportional to the square
of the temperature. This implies that P = Aργ and μ = Bρ(γ−1)/2 = Bρα , where A and B are
positive constants and may be normalized to be one without loss of generality. Especially, the
case of α = 13 corresponds to the hard sphere model. To the moment our result can describe the
model in the case of real compressible heat conducting fluids. In this direction, for the isentropic
barotropic fluids, there are some good results on the existence and uniqueness of weak solution
when the density function connects to vacuum with a jump, see for example [20] by Okada,
Matus˘u˙-Nec˘asová and Makino for 0 < α < 1/3, [14] by Yang, Yao and Zhu for α ∈ (0, 12 ) and
[21] by Jiang, Xin and Zhang for α ∈ (0,1). In particular, the case of α = 1 corresponds to the
shallow water system, which was handled in [26]. Other related studies can be found in [15,16,
22–24] and the references cited therein.
We notice that (1.2), the case what we are interested in, include and are more general than (1.7)
and cover many realistic models. This makes mathematical analysis much more difficult to yield
some crucial a priori estimates on density ρ, velocity v and temperature θ . The idea of Kazhikhov
and Shelukhin [6] for the perfect gases (1.7) could not be used to the general gases (1.2) due to
the loss of simpler structure as in the ideal flows. For the real gases, the earlier works focused
on the situation where the viscosity depends on density and is dominated by a positive constant
from below, i.e. μ(ρ)  μ0 > 0, see for example [4] by Kawohl for the global existence of
large solutions with extra conditions on the specific entropy, [2,3] by Jiang for the existence
and asymptotic behavior of smooth solutions and two recent papers [11,12] by Wang for the
higher regularity of the solutions with the initial data in H 1. In the case of constant viscosity and
discontinuous initial data, we refer the reader to [5,7,8,13] and the references cited therein. For
another important physical case where the viscosity depends only on the temperature, we refer
to [17] by Feireisl for the global existence of weak solutions for the Dirichlet problem when the
viscosity μ(θ) μ0 > 0.
To our best knowledge, it is Jiang [1] who first considered the global existence of the free
boundary problem for the system (1.1) with μ(ρ) = ρα for α ∈ (0, 14 ). In a very recent paper [27],
the authors improved the result by extending the scope of α to (0, 13 ]. We notice that the viscosity
decreases rapidly when the density tends to zero. Hence, the ideas of Kawohl, Jiang and Wang
could not be used to deal with our case since the viscosity might have no uniformly positive
lower bound. On the other hand, there is weaker dissipation and higher degeneracy on vacuum
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yield.
The main aim of the present paper is to improve Jiang’s work for α ∈ (0, 14 ) (see [1]) by
extending the scope of α to 0 < α  12 under no any extra assumptions on the initial data. It is
worth pointing out that our result also contains the case where the pressure is γ -type power of
density, which is an extension to [1–4,11,12,27] for γ = 1. As seen in the above mentioned papers
and the present paper, the positive lower bound of density plays an important role in establishing
the estimates of approximation solutions. This is an essential difficulty for our improvement.
To overcome it, we develop some new techniques and establish some more delicate estimates
on the free boundaries controlled by the temperature. We succeed in getting
∫ 1
0 udx  C(T )
in Lemma 3.9, which subsequently is used to show that the estimates in Lemmas 3.5–3.7 are
independent of the temperature and then, the uniformly positive lower bound of the density is
obtained. Thus the local existence of solutions can be established by the standard Banach theorem
and the contractivity of the operator defined by the linearization of the problem on a small time
interval. Then the existence of solutions is proved by extending the local solutions globally in
time based on the global a priori estimates of solutions.
In addition, we mention a recent progress by D. Bresch, B. Desjardins [19] on the Dirichlet
boundary problem for the multidimensional viscous compressible and heat conducting model
when the viscosity depends on the density. They considered the shear viscosity μ(ρ) and the bulk
viscosity λ(ρ) satisfying the assumption λ(ρ) = 2(ρμ′(ρ) − μ(ρ)) which is an essential one to
deduce the entropy inequality and other relations between the two viscosity coefficients when
the equations of state (1.2) are of ideal polytropic gas type. Obviously, we remove the restriction
imposed on the viscosity since the two viscosities are identical in one-dimensional case.
The article is organized as follows: In Section 2, we will introduce the Lagrangian coordinates
and transform the system (1.1) into fixed boundary problem of (2.1). The two problems are
equivalent under this consideration. The main result is also stated in this part. In Section 3, we
show some crucial a priori estimates to establish the global existence of solutions.
2. Main result
Following the ideas of [1–3,11,12] used to handle the similar problems, we introduce the
Lagrangian coordinates and transform the free boundary problem (1.1), (1.4)–(1.6) into the
equivalent, fixed boundary problem (2.1), (2.3)–(2.5). Let
x =
ξ∫
a(τ)
ρ(y, τ ) dy, t = τ,
and assume x = ∫ b(τ)
a(τ)
ρ(y, τ ) dy = ∫ b(0)
a(0) ρ0(y) dy = 1 by the conservation of mass without loss
of generality. Then we have
ut − vx = 0, (2.1a)
vt + Px(u, θ) =
(
μ(u)vx
u
)
x
, (2.1b)
(
e + v
2)
+ (vP (u, θ))
x
=
(
μ(u)vvx + kθx
)
, (2.1c)2 t u u x
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e = e(u, θ) and k = k(u, θ). Relation (1.2) between P and e becomes
eu(u, θ) + P(u, θ) = θPθ (u, θ). (2.2)
The initial conditions are
(u, v, θ)(x,0) = (u0(x), v0(x), θ0(x)) on [0,1]. (2.3)
The boundary conditions are
θx(d, t) = 0, (2.4)(
μ(u)u−1vx − P
)
(d, t) = 0, d = 0,1, t  0. (2.5)
As mentioned in introduction of this paper, some relations among the pressure P , the internal
energy e and the heat conducting k should comply with some physical laws. We assume that
P  0 and e 0 are continuously differentiable and k  0 is twice continuously differential. We
also suppose some physical growth conditions on P, e and k: There are constants ν,P1,P2, k0,
such that for any given C > 0, there exist positive constants N(C), k(C) and k1(C), such that for
u > 0, θ  0, the following conditions hold:
e(u,0) 0, ν
(
1 + θr) eθ (u, θ)N(C)(1 + θr), (2.6)
P(u, θ) 0, P (u, θ) → 0, as u → ∞, (2.7a)∣∣Pθ(u, θ)∣∣N(C)1 + θr
uγ
, (2.7b)
−P2(β + (1 − β)θ + θ
1+r )
uγ+1
 Pu(u, θ)−P1(β + (1 − β)θ + θ
1+r )
uγ+1
, (2.7c)
k0
(
1 + θq) k(u, θ) k1(C)(1 + θq), (2.8a)∣∣ku(u, θ)∣∣+ ∣∣kuu(u, θ)∣∣ k1(C)(1 + θq). (2.8b)
Here r ∈ [0,1], q  2 + 2r , γ  1, β = 0 or 1.
Remark 2.1. Integrating (2.7c) over (u,∞) and noticing (2.7a), we obtain
P1[β + (1 − β)θ + θ1+r ]
γ
 uγ P (u, θ) P2[β + (1 − β)θ + θ
1+r ]
γ
. (2.9)
Our main result is stated as follows:
Theorem 2.1. Let u0(x), u0x(x), v0(x), v0x(x), v0xx(x), θ0(x), θ0x(x), θ0xx(x) ∈ Cκ [0,1] for
some κ ∈ (0,1) and μ(u) = u−α with 0 < α  12 . Assume that the initial data are compatible
with boundary conditions (2.4)–(2.5), and that there exist positive constants C0 and C1, such
that
C0  u0(x)C1, C0  θ0(x) C1, x ∈ [0,1].
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lem (2.1), (2.3)–(2.5) such that
u(x, t) > 0, θ(x, t) > 0 on [0,1] × [0,∞),
and for any T > 0,
(u,ux,ut , uxt , v, vx, vt , vxx, θ, θx, θt , θxx) ∈
(
Cκ,
κ
2 (QT )
)12
,
and
(utt , vxt , θxt ) ∈
(
L2(QT )
)3
.
Here, as usual, Cκ [0,1] denotes the Hölder space on [0,1] with exponent k, Cκ, κ2 (QT ) the
Hölder space on QT = [0,1] × [0, T ] with exponent κ in x and κ/2 in t .
In the sequel, ||| · |||κ will stand for the norm of Cκ, κ2 (QT ). We also use the abbreviation
|||(f1, . . . , fn)|||κ := |||f1|||κ + · · · + |||fn|||κ .
Remark 2.2. As mentioned in [18], one of the best approximations to pressure in a real gas is
the Beattie–Bridgman state equation
P(ρ, θ) = R1ρθ + R2ρ2 + R3ρ3 + R4ρ4, (2.10)
where Ri (i = 1, . . . ,4) are generic positive constants. Obviously, each term on the right-hand
side of (2.10) is suitable to (2.9) for fixed β , r and γ . Therefore, the result of Theorem 2.1 is also
applicable to the linear combination of these terms.
Remark 2.3. We remark that if the initial data (u0(x), v0(x), θ0(x)) belongs to Sobolev spaces,
so is the solution. Wang [12] studied the higher regularity of the solutions with the initial data
in H 1. We can also describe the evolution of the free boundaries as [12].
Remark 2.4. Similarly, we may also consider the case where one boundary is fixed and the other
is free, i.e.,
v(0, t) = 0, (μ(u)u−1vx − P )(1, t) = 0.
Similar result may be obtained by some small modifications, see [27] for the details.
Remark 2.5. For the case of γ = 1, in particular, we obtain
1 +
1∫
0
u(x, t) dx  Ct, ∀t  0.
We refer to [1] for the proof.
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In this section, we will prove Theorem 2.1. For this, we need to establish some a priori es-
timates of the density, velocity, and temperature globally in time. Denote by C(C(T )) generic
constant which may depend on the parameters of the system (2.1) and the bounds of the initial
data (for fixed time T ) and may be different from line to line.
We can rewrite (2.1c) as follows
eθ (u, θ)θt + θPθ (u, θ)vx − μ(u)
u
v2x =
(
k(u, θ)
u
θx
)
x
. (3.1)
Applying the maximum principle to (3.1), we obtain
θ(x, t) > 0 on [0,1] × [0, T ].
The first lemma what we obtain is the following energy estimate.
Lemma 3.1. Under the conditions of (2.6) and Theorem 2.1, there holds
1∫
0
(
ν
(
θ + θ1+r)+ v2
2
)
(x, t) dx  C, t ∈ (0, T ]. (3.2)
Proof. We integrate (2.1c) over [0,1] × [0, t] and use the boundary conditions (2.4) and (2.5) to
obtain
1∫
0
(
e + v
2
2
)
dx =
1∫
0
(
e + v
2
2
)
(x,0) dx. (3.3)
This completes the proof of the lemma together with (2.6). 
The following lemma gives the upper bound of the density.
Lemma 3.2. Under the hypotheses of Theorem 2.1, it satisfies
u(x, t) C
(⇐⇒ ρ(x, t) 1/C), (3.4)
for 0 x  1 and 0 t  T .
Proof. We set the same auxiliary function as in [1]
M(u) =
u∫
inf[0,1] u0
μ(ξ)
ξ
dξ,
and trivially observe
2048 X. Qin, Z. Yao / J. Differential Equations 244 (2008) 2041–2061M(u)t = μ(u)
u
vx, M(u)x = μ(u)
u
ux. (3.5)
In addition, M(u) is strictly increasing and maps (0, inf[0,1] u0] onto (−∞,0].
Hence, (2.1b) can be rewritten
vt + Px(u, θ) = M(u)tx . (3.6)
Integrating (3.6) over [0, x] × [0, t], we obtain
M(u)(x, t) = M(u)(x,0) +
t∫
0
P(x, s) ds
+
x∫
0
(
v(y, t) − v0(y)
)
dy.
Noticing the positivity of P , we have
M(u)(x, t)M(u)(x,0) +
x∫
0
(
v(y, t) − v0(y)
)
dy.
Consequently, in virtue of Lemma 3.1 and the initial data, we get
M(u)(x, t)−C,
which finishes up the proof of the lemma by the property of the function M(·). 
The following lemma is concerned with the dissipative effects of viscosity and heat diffusion.
Lemma 3.3. Under the hypotheses of Theorem 2.1, we have
t∫
0
1∫
0
(
(1 + θq)θ2x
uθ2
+ ρ
αv2x
uθ
)
dx ds C(T ), ∀t ∈ (0, T ]. (3.7)
Proof. Let ψ(u, θ) = e(u, θ) − θη(u, θ) be the Helmholtz free energy function. We define
η(u, θ), such that eθ = θηθ , ηu = Pθ . Then eθ = −θψθθ , ψu = −P(u, θ). Using (2.1) and (2.2),
we get by direct computation
[
ψ(u, θ) − ψ(u,1) − ψθ(u, θ)(θ − 1) + v
2
2
]
t
+ kθ
2
x
uθ2
+ μ(u)v
2
x
uθ
= P(u,1)vx +
(
μ(u)vvx
u
+ kθx
u
− vP − kθx
uθ
)
x
, (3.8)
where ψ(u,1) and P(u,1) denote the value of ψ(u, θ) and P(u, θ) at θ = 1, respectively.
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1∫
0
[
ψ(u, θ) − ψ(u,1) − ψθ(u, θ)(θ − 1) + v
2
2
]
dx
+
t∫
0
1∫
0
(
kθ2x
uθ2
+ μ(u)v
2
x
uθ
)
dx ds
 C + 2P2
γ
t∫
0
1∫
0
|vx |
uγ
dx ds,
where we used (2.9). By Young’s inequality, we arrive at
1∫
0
[
ψ(u, θ) − ψ(u,1) − ψθ(u, θ)(θ − 1) + v
2
2
]
dx
+
t∫
0
1∫
0
(
kθ2x
uθ2
+ μ(u)v
2
x
uθ
)
dx ds
 C + 1
2
t∫
0
1∫
0
μ(u)v2x
uθ
dx ds + C
t∫
0
1∫
0
θ
u2γ−1−α
dx ds.
Using Lemmas 3.1–3.2 and noticing 0 < α  12 and γ  1, we have
1∫
0
[
ψ(u, θ) − ψ(u,1) − ψθ(u, θ)(θ − 1) + v
2
2
]
dx
+
t∫
0
1∫
0
(
kθ2x
uθ2
+ μ(u)v
2
x
uθ
)
dx ds
 C(T ) + 1
2
t∫
0
1∫
0
μ(u)v2x
uθ
dx ds,
which implies
1∫ [
ψ(u, θ) − ψ(u,1) − ψθ(u, θ)(θ − 1) + v
2
2
]
dx0
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2
t∫
0
1∫
0
(
kθ2x
uθ2
+ μ(u)v
2
x
uθ
)
dx ds
 C(T ). (3.9)
According to (2.6), one gets by Taylor’s expansion
ψ(u, θ) − ψ(u,1) − ψθ(u, θ)(θ − 1)
 ν(θ − 1)2
1∫
0
(1 − s)[1 + (θ + s(1 − θ))r ]
θ + s(1 − θ) ds  0.
This completes the proof of the lemma together with (2.8a) and (3.9). 
Lemma 3.4. Under the hypotheses of Theorem 2.1, the following inequality holds
1∫
0
u1−α(x, t) dx  C(T ), ∀t ∈ (0, T ]. (3.10)
Proof. We multiply u after integrating (3.6) over [0, x] to obtain
d
dt
u∫
0
μ(ξ)dξ = uP + u
x∫
0
vt dy.
Integrating this equality over [0,1] × [0, t] leads to
1
1 − α
( 1∫
0
u1−α dx −
1∫
0
u1−α0 dx
)
=
t∫
0
1∫
0
uP dx ds +
t∫
0
1∫
0
u
( x∫
0
vt dy
)
dx ds. (3.11)
By (2.9) and Lemmas 3.1–3.2, we have
t∫
0
1∫
0
uP dx ds  P2
γ
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ−1
dx ds
 C(T ). (3.12)
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[0,1] × [0, t] yields
1∫
0
v dx =
1∫
0
v0(x) dx.
Without loss of generality we may take
∫ 1
0 v dx = 0. The straightforward calculation leads to
t∫
0
1∫
0
u
( x∫
0
vt dy
)
dx ds
=
t∫
0
1∫
0
d
ds
(
u
x∫
0
v dy
)
dx ds −
t∫
0
1∫
0
ut
( x∫
0
v dy
)
dx ds
=
1∫
0
u
( x∫
0
v dy
)
dx −
1∫
0
u0(x)
( x∫
0
v0(y) dy
)
dx
−
t∫
0
1∫
0
vx
( x∫
0
v dy
)
dx ds
=
1∫
0
u
( x∫
0
v dy
)
dx −
1∫
0
u0(x)
( x∫
0
v0(y) dy
)
dx
+
t∫
0
1∫
0
v2 dx ds,
and by u(x, t) = u0(x) +
∫ t
0 vx(x, s) ds, we deduce
t∫
0
1∫
0
u
( x∫
0
vt dy
)
dx ds
=
1∫
0
u0(x)
( x∫
0
(
v − v0(y)
)
dy
)
dx +
1∫
0
( t∫
0
vx dτ
)( x∫
0
v dy
)
dx
+
t∫ 1∫
v2 dx ds0 0
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1∫
0
u0(x)
( x∫
0
(
v − v0(y)
)
dy
)
dx
−
1∫
0
v(x, t)
( t∫
0
v(x, τ ) dτ
)
dx +
t∫
0
1∫
0
v2 dx ds. (3.13)
Combining (3.11)–(3.13), we arrive at
1∫
0
u1−α dx  C(T ) + C
1∫
0
u1−α0 (x) dx +
1∫
0
u0(x)
( x∫
0
(
v − v0(y)
)
dy
)
dx
−
1∫
0
v(x, t)
t∫
0
v(x, τ ) dτ dx +
t∫
0
1∫
0
v2 dx ds
 C(T ) + C
1∫
0
u1−α0 (x) dx + C
1∫
0
u20(x) dx + C
1∫
0
v20(x) dx
+ C
1∫
0
v2 dx + C
t∫
0
1∫
0
v2 dx ds
 C(T ),
where we have used the initial conditions and Lemma 3.1. This completes the proof of the
lemma. 
In the sequel, we will give some estimates dominated by temperature (see Lemmas 3.5–3.8),
which are crucial ones to extend the scope of α.
Firstly, we obtain the estimate of the density on the boundaries.
Lemma 3.5. The following inequality is satisfied for 0 < α  12
uα(d, t)C(T ) + C
t∫
0
max
[0,1]
θ1+r ds, d = 0,1, ∀t ∈ (0, T ]. (3.14)
Proof. From (2.1a) and the boundary condition (2.4), we deduce
(
1 (
ρα−1
)
t
)
(d, t) = (uP )(d, t). (3.15)1 − α
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u1−α(d, t) u1−α0 (d) +
P2(1 − α)
γ
t∫
0
(β + (1 − β)θ + θ1+r )(d, s)
uγ−1(d, s)
ds,
hence, noticing 0 < α  12 and using Young’s inequality, we get
uα(d, t)
[
P2(1 − α)
γ
t∫
0
(β + (1 − β)θ + θ1+r )(d, s)
uγ−1(d, s)
ds + u1−α0 (d)
] α
1−α
 P2(1 − α)
γ
t∫
0
(β + (1 − β)θ + θ1+r )(d, s)
uγ−1(d, s)
ds + u1−α0 (d)
+ C. (3.16)
Recalling Lemma 3.2 and γ  1, we obtain
uα(d, t) C(T ) + C
t∫
0
max
[0,1]
θ1+r ds,
which ends the proof of the lemma. 
Secondly, we obtain the estimate of the derivative of the density.
Lemma 3.6. One has the following inequality for 0 < α  12
1∫
0
[(
ρα
)
x
]2
dx  C(T ) + C
t∫
0
max
[0,1]
θ1+r ds. (3.17)
Proof. Multiplying (3.6) by M(u)x − v and integrating it over [0,1] × [0, t], one has
1∫
0
(
M(u)x − v
)2
(x, t) dx C +
t∫
0
1∫
0
(Puux + Pθθx)
(
M(u)x − v
)
dx ds. (3.18)
Next we estimate the integral of the right-hand side of (3.18). By (3.5), we find
t∫
0
1∫
0
Puux
(
M(u)x − v
)
dx ds
=
t∫ 1∫
Pu
u
μ(u)
M(u)x
{
M(u)x − v
}
dx ds.0 0
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t∫
0
1∫
0
Puux
(
M(u)x − v
)
dx ds
−P1
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ P2
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
∣∣M(u)x∣∣|v|dx ds
−P1
2
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ C
t∫
0
1∫
0
(1 + θ1+r )
uγ μ(u)
v2 dx ds. (3.19)
By Lemmas 3.1–3.2 and noticing 0 < α  1/2, γ  1, we get
t∫
0
1∫
0
Puux
(
M(u)x − v
)
dx ds
−P1
2
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ C
t∫
0
1∫
0
v2
uγ−α
dx ds + C
t∫
0
max
[0,1]
θ1+r
( 1∫
0
v2
uγ−α
dx
)
ds
−P1
2
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ C
t∫
0
max
[0,1]
θ1+r ds + C(T ). (3.20)
Similarly, we make use of (2.7b) to obtain
t∫ 1∫
Pθθx
(
M(u)x − v
)
dx ds0 0
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t∫
0
1∫
0
(1 + θr)|θx |
uγ
(∣∣M(u)x∣∣+ |v|)dx ds
 P1
4
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ C
t∫
0
1∫
0
μ(u)(1 + θr)2
uγ (β + (1 − β)θ + θ1+r ) θ
2
x dx ds
+ C
t∫
0
1∫
0
(1 + θ1+r )
uγ μ(u)
v2 dx ds
 P1
4
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ C
t∫
0
1∫
0
θ(1 + θr)θ2x
uθ2
dx ds + C
t∫
0
1∫
0
v2
uγ−α
dx ds
+ C
t∫
0
max
[0,1]
θ1+r
( 1∫
0
v2
uγ−α
dx
)
ds, (3.21)
where we used the following inequality
(1 + θr)2
(β + (1 − β)θ + θ1+r )  C
1 + θr
θ
(β = 0,1).
Therefore, recalling q  2(1 + r) and Lemmas 3.1–3.2, one gets
t∫
0
1∫
0
Pθθx
(
M(u)x − v
)
dx ds
 P1
4
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
+ C
t∫
0
1∫
0
(1 + θq)θ2x
uθ2
dx ds + C(T ) + C
t∫
0
max
[0,1]
θ1+r ds
 P1
4
t∫ 1∫
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds0 0
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t∫
0
max
[0,1]
θ1+r ds + C(T ). (3.22)
Combining (3.18)–(3.22), we have
1∫
0
(
M(u)x − v
)2
(x, t) dx +
t∫
0
1∫
0
(β + (1 − β)θ + θ1+r )
uγ μ(u)
M(u)2x dx ds
 C(T ) + C
t∫
0
max
[0,1]
θ1+r ds.
Recalling (3.5) and Lemma 3.1, we obtain
1∫
0
[(
ρα
)
x
]2
dx  C(T ) + C
t∫
0
max
[0,1]
θ1+r ds,
which completes the proof. 
Thirdly, the product of density and velocity is estimated as follows.
Lemma 3.7. Under the hypotheses of Theorem 2.1, the following inequality holds
t∫
0
∥∥ραv∥∥
C[0,1] ds  C(T ) + C
t∫
0
max
[0,1]
θ1+r ds, ∀t ∈ (0, T ].
Proof. From the embedding theorem W 1,1([0,1]) ↪→ C([0,1]), we obtain
t∫
0
∥∥ραv∥∥
C[0,1] ds
C
t∫
0
1∫
0
∣∣ραv∣∣dx ds + C
t∫
0
1∫
0
∣∣(ραv)
x
∣∣dx ds
C
t∫
0
1∫
0
∣∣ραv∣∣dx ds + C
t∫
0
1∫
0
∣∣(ρα)
x
v
∣∣dx ds
+ C
t∫ 1∫
ρα|vx |dx ds.
0 0
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t∫
0
∥∥ραv∥∥
C[0,1] ds
 C
t∫
0
1∫
0
ρ2α dx ds + C
t∫
0
1∫
0
(
ρα
)2
x
dx ds + C
t∫
0
1∫
0
v2 dx ds
+ C
t∫
0
1∫
0
ραv2x
uθ
dx ds + C
t∫
0
1∫
0
ρα−1θ dx ds
 C(T ) + C
t∫
0
( s∫
0
max
[0,1]
θ1+r dτ
)
ds +
t∫
0
max
[0,1]
θ
( 1∫
0
ρα−1 dx
)
ds
 C(T ) + C
t∫
0
max
[0,1]
θ1+r ds,
where we used Lemmas 3.1–3.4 and 3.6. 
Lastly, we give the relation between density and temperature.
Lemma 3.8. One has the following inequality
t∫
0
max
[0,1]
θ2(1+r) ds
C(T ) + C
t∫
0
( 1∫
0
(1 + θq)θ2x
uθ2
dx
)
×
( 1∫
0
udx
)
ds, (3.23)
for 0 < t  T and 0 < α  12 .
Proof. By the embedding theorem and Hölder’s inequality, we arrive at
θ1+r 
1∫
0
θ1+r dx + (1 + r)
1∫
0
θr |θx |dx
 C + C
( 1∫
θ2+2r θ2x
uθ2
dx
) 1
2
( 1∫
udx
) 1
20 0
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( 1∫
0
(1 + θq)θ2x
uθ2
dx
) 1
2
( 1∫
0
udx
) 1
2
(q  2 + 2r). (3.24)
Taking square on both sides of (3.24) and integrating it over [0, t], we have
t∫
0
max
[0,1]
θ2(1+r) ds  C(T ) + C
t∫
0
( 1∫
0
(1 + θq)θ2x
uθ2
dx
)
×
( 1∫
0
udx
)
ds.
This completes the proof of the lemma. 
The next lemma is essential to extend the scope of α.
Lemma 3.9. One has the following inequality
1∫
0
u(x, t) dx C(T ), t ∈ (0, T ], (3.25)
where 0 < α  12 .
Proof. Integrating (2.1a) over [0,1] × [0, t] leads to
1∫
0
udx −
1∫
0
u0(x) dx =
t∫
0
[
v(1, s) − v(0, s)]ds
=
t∫
0
(
uαραv
)
(1, s) − (uαραv)(0, s) ds.
From Lemmas 3.5 and 3.7, we deduce
1∫
0
udx 
1∫
0
u0(x) dx +
t∫
0
(
uα(0, s) + uα(1, s))∥∥ραv∥∥
C[0,1] ds
C +
(
C(T ) + C
t∫
0
max
[0,1]
θ1+r ds
)2
C(T ) + C
( t∫
0
max
[0,1]
θ1+r ds
)2
C(T ) + C
t∫
max
[0,1]
θ2(1+r) ds. (3.26)
0
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1∫
0
udx  C(T ) + C
t∫
0
max
[0,1]
θ2(1+r) ds
 C(T ) + C
t∫
0
( 1∫
0
(1 + θq)θ2x
uθ2
dx
)
×
( 1∫
0
udx
)
ds, (3.27)
which implies the proof by the Gronwall’s inequality and Lemma 3.3. 
Based on Lemma 3.9, we can return to prove Lemmas 3.5–3.8. In particular, we obtain the
following estimates.
Lemma 3.10. One has the following inequalities
t∫
0
max
[0,1]
θ2(1+r) ds C(T ), (3.28)
1∫
0
[(
ρα
)
x
]2
dx  C(T ), (3.29)
u(d, t) C(T ), d = 0,1, (3.30)
for 0 < t  T and 0 < α  12 .
Proof. To show (3.28), collecting (3.23) and (3.25), we get
t∫
0
max
[0,1]
θ2(1+r) ds
 C(T ) + C
t∫
0
( 1∫
0
(1 + θq)θ2x
uθ2
dx
)
×
( 1∫
0
udx
)
ds
 C(T ) + C(T )
t∫
0
1∫
0
(1 + θq)θ2x
uθ2
dx ds
 C(T ),
where we have used Lemma 3.3.
The proof of (3.29) and (3.30) follows from (3.14), (3.17) and (3.28). 
The last lemma embodies the lower bound of density, which is important to obtain the global
existence of solutions.
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u(x, t) C(T )
(⇐⇒ ρ(x, t) 1/C(T )), (3.31)
for 0 x  1 and 0 < t  T .
Proof. Let U(t) = max[0,1]×[0,t] u(x, s). Then it follows from the Sobolev’s embedding theorem
W 1,1([0,1]) ↪→ L∞([0,1]) for any 0 < δ < 1
uδ 
1∫
0
uδ dx + δ
1∫
0
uδ−1|ux |dx.
From Hölder’s inequality, we deduce
uδ 
1∫
0
uδ dx + δ
1∫
0
uδ−1|ux |dx

( 1∫
0
udx
)δ
+ C(T )δ
( 1∫
0
[(
ρα
)
x
]2
dx
) 1
2
( 1∫
0
u2(δ+α) dx
) 1
2
.
Noticing (3.25) and (3.29), we have
uδ  C(T ) + C(T )δUδ
( 1∫
0
u2α dx
) 1
2
 C(T ) + C(T )δUδ since 0 < 2α  1.
Choosing sufficiently small δ > 0 such that C(T )δ < 1, we get u(x, t)  C(T ), which implies
the proof of the lemma together with (3.30). 
With the aid of the estimates (3.2), (3.4), (3.7) and (3.31) in hand, we can obtain by repeating
the same proof details as in [3] or [4,13]∣∣∣∣∣∣(u,ux,ut , uxt )∣∣∣∣∣∣κ + ∣∣∣∣∣∣(v, vx, vt , vxx)∣∣∣∣∣∣κ + ∣∣∣∣∣∣(θ, θx, θt , θxx)∣∣∣∣∣∣κ  C(T ) (3.32)
with some κ ∈ (0,1), and
0 < θ1  θ(x, t) θ2 on [0,1] × [0, T ], (3.33)
where θ1, θ2 are generic positive constants which may depend on min θ0(x) and other parameters
of the system (2.1). Based on a priori estimates (3.32) and (3.33), we can establish the local
existence of solutions (cf. [25]) by the standard Banach theorem and the contractivity of the
operator defined by the linearization of the problem on a small time interval, and extend the local
solutions globally in time (cf. [4] for a detailed operation). This ends the proof of Theorem 2.1.
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