The shortest width confidence interval (CI) for odds ratio (OR) in logistic regression is developed based on a theorem proved by Dahiya and Guttman (1982). When the variance of the logistic regression coefficient estimate is small, the shortest width CI is close to the regular Wald CI obtained by exponentiating the CI for the regression coefficient estimate. However, when the variance increases, the optimal CI may be up to 25% narrower. It is demonstrated that the shortest width CI is favorable because it has a smaller probability of covering the wrong OR value compared with the standard CI. The closed-form iterations based on the Newton's algorithm are provided, and the R function is supplied. A simulation study confirms the superior properties of the new CI for OR in small sample. Our method is illustrated with eight studies on parity as a preventive factor against bladder cancer in women.
Introduction
Odds ratio, as the exponentiated logistic regression coefficient, is a popular measure of association in medicine, epidemiology and biostatistics. Routinely, the confidence interval (CI) for odds ratio (OR) in logistic regression is computed by exponentiating the CI for the beta-coefficient (log OR, hereafter denoted as  ), [1, 2] . While it is true that if a CI for  has coverage probability 1   the exponentiated CI for OR has the same coverage probability, such CI does not have the shortest width and therefore can be improved. The goal of this note is to demonstrate how to compute the shortest CI for OR using a theorem proved in [3] . Previously, [4] suggested to find the shortest confidence interval for OR using the same approach but their procedure of minimization of the interval's width was just an approximate solution. In this paper, we find the exact minimum via Newton's iterations.
The Method
Let the coefficient of logistic regression  be estimated by maximum likelihood (ML) so that 
,
The idea of the shortest CI is to chose asymmetric z-values such that the coverage probability is the same,   but the length of the CI is minimum. Thus we seek CI for OR in the form
where are such that
Clearly, the standard CI has the form (1) with Since the width of interval (1) is OR   we
arrive at the following optimization problem:
under restriction (2) . As was shown by Dahiya and Guttman (1982) , this optimization problem reduces to the solution of the following system of equations for z 1 and z 2 :
In Figure 1 , we show the 95% lower ( 1 ) and upper limit ( 2 ) z-values as a function of the standard error of the log OR estimate, .  is the relative width of the optimal (shortest) CI. As one can see from the right plot, if the ML estimate has small variance the difference is not substantial. However, when  increases the optimal CI may be up to 25% narrower.
Why Shortest Confidence Interval?
When constructing a confidence interval, besides coverage probability which concerns the probability of covering the true parameter value (in our case OR), one has to take into account the probability of covering the "wrong" parameter value. In a way, this consideration is similar to computation of the type II error of a statistical test. We assert that the OR CI developed in this article has a smaller probability of covering of the wrong parameter value in the area of interest then the standard CI yet having the same coverage probability of the true OR. Since the distribution of the log OR is normal the probability of the coverage the wrong value wrong (shortly, wrong coverage) for any is computed as 
Simulations
In this section, we describe a statistical simulation study to confirm that CI for OR in logistic regression developed in the previous section has a shorter width on average in finite sample (n = 100 compared with the traditional Wald CI. We simulated 5000 normally distributed samples   probability was computed as the proportion of simulated samples for which CI covers the true OR; the CI width is computed as the median of 5000 widths (we prefer median over mean to reduce the unwanted effect of outliers in case of false convergence, especially in the case of large OR values). The results of our simulations are depicted in Figure 3 . The Shortest Width CI has the width con- delta2 = (d1 + d2*dnorm(z1))/den sistently smaller that the regular CI although for this particular simulation set up the gain is not very substantial.
if(abs(delta1) + abs(delta2) < eps) break
Example
z1 = z1 + delta1 z2 = z2 -delta2 We illustrate the computation of the shortest width CI for OR using a recently published article on the meta-analysis of preventive and risk factors for bladder cancer in women [5] . Table 1 presents the results of eight casecontrol studies where the bladder cancer occurrence was correlated with woman's parity. In most studies, it was found that child birth is a statistically significant preventive factor against bladder cancer. Traditional and shortest width CIs for OR are presented. The percent width reduction is in the range from 1.6 to 6.8. Note that the shortest width CI tends to reduce the upper limit. } return(c(z1,z2)) }
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