Introduction.
In a previous paper| in these Transactions the representation of real functions by generalized Taylor's series was discussed. The methods there employed are not applicable to the corresponding representation of functions of the complex variable. In the present paper new methods are developed, and the representation of an arbitrary function of the complex variable is obtained.
Let us denote the function to be represented by f(z) and the functions in terms of which the representation is to be made by (1) Wo(z), Mi(z),
As in the previous paper we begin by a sort of "normalization"! of this sequence, replacing it by a sequence (2) go«, *i(«),
where the function gn(z) is a linear combination of u0(z), Ui(z), • ■ ■ , un(z), and has a zero of order n exactly at the origin. The possibility of such a normalization imposes, of course, a restriction on the sequence (1) which we shall specify in §2. Indeed, a number of other conditions must be imposed, as one would expect, in order to insure the representation of an arbitrary analytic function f(z) by means of linear combinations of the functions (1). These conditions are most conveniently expressed in terms of the set (2), and amount briefly to demanding that they be analytic and that 11-nlgn(z)/zn\ should decrease at least as rapidly as 1/w when n becomes infinite. It is then found that the region of convergence of a series (3) Hc"gn(z) is circular, and that an analytic function f(z) can be represented in a series of this type inside a circle with center at the origin and reaching out to the nearest singularity of f(z), just as in the case of Taylor's series. These facts we shall prove in § §2 and 3.
In §4 we compare the result just stated with one of G. D. Birkhoff* on generalized Taylor's series. We show that the latter result demands implicitly that the functions vn(z) of Birkhoff* should have exactly n zeros inside the circle |z|<l.
In that respect the function is like the function gn(z) of the present paper, which has n zeros coincident at the origin and no others in the unit circle if n is sufficiently large. But it is found that the conditions imposed on the mode of decrease of \hn(z) | in the present paper are of such a nature that a class of expansions arise which can not be treated by. Birkhoff's theorem. When the expansion can be treated by both methods a comparison of the two methods of determining the coefficients ffor a common function f(z)) yields an interesting identity.
Finally, we cite several other papers concerned with problems related to our own, but which do not treat the case considered by us:
S We wish to emphasize the fact that the series of the present paper converge throughout the circular region of analyticity of the function f(z) and represent f(z) there, a property not shared by the series of Izumi and Graesser, for example. This property is retained from Taylor's series in the generalization, and is also shared by the series of Birkhoff and Walsh. 
is different from zero at z = 0. We assume that Wn(z) ¿¿0 for |z | ¿R and for all* n. The computations of the previous paper are evidently applicable here, so that sn(z) takes the form It is seen that the functions gn(z) have the properties enunciated in the introduction:
Since gn(z) is analytic for \z \ ¿R, it must have the form
where hn(z) is analytic in the same circle and vanishes at the center. We further restrict the sequence (2) by the One may show, just as for power series, that if (3) diverges for a value z = | with \%\<R, it diverges for |£|g \z\^R. It follows then that (3) converges nowhere except at z = 0, or converges for \z\<r<R and diverges for r< |z|^i?, or converges for |z|^i?.
It is easy to construct examples to show that all three possibilities actually arise. It should be pointed out that in the third case we have not proved that the true region of convergence is circular, for (3) may converge outside of the circle \z \ ¿R in which Conditions A hold. In case the region of convergence is a circle we define the circle as the circle of convergence and its radius as the radius of convergence.
Theorem II. The radius of convergence p of (3), if it is less than R, is given by the equation (4) -=lm( |c|/»!)»». for an infinite number of integers n. For these integers
and if \z\>p and (1 -e)/|z|>p the general term of (3) can not approach zero as n becomes infinite. Hence p must be the radius of convergence. A similar proof shows that if lim ( |c" |/»!)l/n= oo then p = 0, and we have the first case mentioned above. [January (5) ¿£»/(0)Sn(z) n-0 converges and represents/(z) in that circle provided that the functions gn(z) satisfy Conditions A in \z \ ^R. To prove this we first prove that (5) converges for \z | <p. This is done by use of the following formula:
(6) /(-)(0) = L0f (0) To establish this result we may assume it true for »=0, 1, 2, • • • , m -1, and show as a consequence that it is also true for n = m. By (7), (8), (9), and (10) m-1 / m\
It is easily verified that the expression on the right of this inequality is precisely
so that the induction is complete. We can now establish the convergence of (5) for \z \ <p. For, we have
Simple tests show that the dominant series converges for \z \ <r. Since r was arbitrary it follows that (5) converges absolutely for \z \ <p. It is equally evident that (5) converges uniformly for \z\^r if r<p. Consequently the sum of the series, which we denote by d>(z), must be an analytic function in the circle \z \ <p. Moreover, the series may be differentiated term by term as often as desired by a familiar theorem of Weierstrass. It will now be established that <p(z) =f(z) for \z \ <p. Setting z = 0 it is seen immediately that <p(0) =/(0). Differentiating Since/(z) and 0(z) are both analytic in the neighborhood of the origin, thev must coincide throughout their region of analyticity, so that 00 /(Z)= IX/(0)gn(z), |*| < P.
n-0
We have thus proved not only that the expansion is possible but also that it is unique (the functions gn(z) supposed given). We sum up the results in Theorem III. Let the functions gn(z) satisfy Conditions A in the circle \z\^R.
Then any function f(z) analytic in \z | <p£=R can be expanded in one and only one way by a series of the form CO /(z) = 11cngn(z) n-0 convergent in \z \ <p. Moreover, the coefficients cn are determined by the formula
or by the recursion formula
It is scarcely necessary to point out that (3) reduces to a Taylor's series if h"(z)=0, when Conditions A are surely satisfied. The existence of other functions gn(z) satisfying these conditions can not be held in question, so that (3) is a bona fide generalization of Taylor's series. We wish to point out the resemblance of series (12) to series (3) by showing that under the conditions imposed on (11) vn(z) must have exactly n zeros in the circle \z | <1. For, since the sum of the series (11) is less than unity on the unit circle, the general term must surely be less than unity there, By (13) | *(«)/*" | < 1, 1*1 -1, and hence the change in the argument of [l+^(z)/zn] must be zero as z traces the unit circle. The change in arc z" is 2nw, so that v"(z) must have just n zeros inside the unit circle. These zeros need not be coincident at the origin,* however, as is the case with g»(z). We shall show that for the case in which all the zeros of v"(z) are concentrated at the origin, Conditions A include cases not included in Birkhoff's Conditions. This may be done by the simple example hn(z) =z/(»+l). Then \n\gn(z) -z»\ = l/(»+l), |*|-1.
Hence series (11) diverges if v"(z) =n!g"(z). But Conditions A are satisfied. The expansion of f(z) in a series (3) is assured by Theorem III, whereas Birkhoff's theorem is not applicable.
