Abstract. We prove weighted Lp,q-estimates for divergence type higher order elliptic and parabolic systems with irregular coefficients on Reifenberg flat domains. In particular, in the parabolic case the coefficients do not have any regularity assumptions in the time variable. As functions of the spatial variables, the leading coefficients are permitted to have small mean oscillations. The weights are in the class of Muckenhoupt weights Ap. We also prove the solvability in weighted Sobolev spaces for the systems in the whole space, on a half space, and on bounded Reifenberg flat domains.
Introduction
We study weighted L p,q -estimates and the solvability of divergence type higher order parabolic systems d u. All the coefficients A αβ = A αβ (t, x) are n×n complex-valued matrices whose entries A αβ ij (t, x) are bounded measurable functions defined on the entire space R d+1 . We also consider elliptic systems with operators as L in (1.1). In this case all the coefficients and functions involved are independent of the time variable.
Throughout this paper, the leading coefficients A αβ , |α| = |β| = m, satisfy the Legendre-Hadamard ellipticity condition, which is more general than the uniform ellipticity condition. We assume that the coefficients of the parabolic systems are merely measurable in the time variable and have small mean oscillations with respect to the spatial variables (BMO x ). As mentioned in [20] , such type of coefficients with no regularity assumption in the time variable are necessary in the study of filtering theory.
In this paper, we prove a priori weighted (mixed) norm estimates for divergence type higher order parabolic systems (1.1) with BMO x coefficients in Ω T , where Ω is a Reifenberg flat domain (possibly unbounded). More precisely, we first establish a priori weighted L p -estimates with a Muckenhoupt weight w ∈ A p : |α|≤m D α u Lp,w(ΩT ) ≤ N |α|≤m f α Lp,w(ΩT ) , p ∈ (1, ∞).
The weight w is defined on a space of homogeneous type X in R d+1 such that Ω T ⊂ X . For more precise definition of weights defined on spaces of homogeneous type, see Section 2.2. With regard to L p -estimates with Muckenhoupt weights defined in the whole space, see [5, 6, 16, 18, 19] . Then, we obtain a priori weighted L p,q -estimates with a mixed weight: |α|≤m D α u Lp,q,w(ΩT ) ≤ N |α|≤m f α Lp,q,w(ΩT ) , p, q ∈ (1, ∞).
The L p,q -norm with the mixed weight w = w 1 w 2 is defined as where w 1 is an A p weight on a space of homogeneous type X 1 ⊂ R d1 and w 2 is an A q weight on a space of homogeneous type X 2 ⊂ R × R d2 , d 1 + d 2 = d. Here, Ω T ⊂ X 1 × X 2 and the mixed weight w is defined on X 1 × X 2 ⊂ R d+1 . For more discussions of mixed weights, see Section 2.2 in this paper and [10] . We also discuss the solvability in weighted Sobolev spaces for higher order parabolic systems (1.1) with BMO x coefficients when the domain is either the whole space, a half space, or bounded Reifenberg flat domains. The corresponding results for divergence type higher order elliptic systems with BMO (bounded mean oscillations) coefficients are also addressed.
In the study of divergence type higher order parabolic systems, to the best of the authors' knowledge, our results are completely new in the sense that Sobolev spaces with A p weights are considered, the coefficients are merely measurable in time, the domains are Reifenberg flat, and the solvability is explicitly addressed. Even in the case of L p -estimates (with unweighted and unmixed-norm) for higher order systems on Reifenberg flat domains, there are no such results in the literature. The only existing literature is a recent paper [14] , where the authors prove L pestimates for higher order systems with BMO x coefficients in the whole space, on a half space, and on bounded Lipschitz domains. Restricted to fourth-order parabolic systems with BMO x coefficients, unweighted L p -estimates on a bounded Reifenberg flat domain are obtained in [7] . With regard to the study of unweighted L p -estimates for second order parabolic systems with BMO x and VMO (vanishing mean oscillations) coefficients, see, for instance, [4, 11] and references therein. Note that the domains in this paper are not necessarily spaces of homogeneous type. In recent paper [10] , the authors proved weighted L p,q -estimates for non-divergence type higher order systems with BMO x coefficients in the whole space and on half spaces. As is well known, the whole space and half spaces are homogeneous type. See also [18] for weighted L p,q -estimates of non-divergence type higher order systems with time independent VMO x coefficients on the whole space. The authors in [10] also obtained weighted L p,q -estimates for divergence type higher order systems with partially BMO coefficients (measurable in one spatial direction and having small BMO semi norms in the other variables including the time variable) on bounded Reifenberg flat domains which are spaces of homogeneous type. See [10, Section 7] for more details.
Our argument on establishing weighted L p -estimates with unmixed-norm is based on techniques, we call it level set argument, used in [12] , where the authors proved unweighted L p -estimates for divergence type higher order systems with partially BMO coefficients on a Reifenberg flat domain. In [12] , the key for obtaining L pestimates lies in mean oscillation estimates, L ∞ -estimates, and level set estimates of solutions combined with the measure theory on the "crawling of ink spots" which can be found in [23] . In this paper, to establish weighted L p -estimates for arbitrary p ∈ (1, ∞), we refine the measure theory to spaces of homogeneous type with weighted measures. Moreover, we generalize the level set estimates from [12] , roughly speaking, to control the weighted measure of level sets of |D α u| by those of M(|f α | q ) 1/q with not only q = 2 but also for any q ∈ (1, ∞). Here, M is the Hardy-Littlewood maximal function operator. This type of level set estimate with q = 2 was used, for instance, in [5, 6 ] to obtain weighted L p -estimates for divergence type second order systems. A noteworthy difference is that in this paper, L p -estimates are established with A p weights, whereas in [5, 6 ] L p -estimates are obtained with A p/2 weights, the collection of which is strictly smaller than A p .
Using aforementioned weighted L p -estimates (unmixed norm), we prove weighted L p,q -estimates (1.2) (mixed norm) for the systems. The key ingredient is a refined version of Rubio de Francia extrapolation theorem used in [10] . We remark that such a refinement of the well-known extrapolation theorem (see, for instance, [9] ) is necessary in our setting where the coefficients and the boundaries are very rough. For more discussion, see the paragraph above Theorem 7.2 in this paper. We also refer to [18] , where the well-known version of the extrapolation theorem was employed to obtain the L p,q -estimates for non-divergence type parabolic systems with time-independent VMO coefficients in the whole space.
With unweighted Sobolev spaces, the solvability of the systems with irregular coefficients can be obtained from a priori estimates and the method of continuity because the solvability of systems with simple coefficients is known. In [19] , the authors also used the method of continuity for the solvability of higher order elliptic systems with VMO coefficients in weighted Sobolev spaces. However, we are not able to find any literature explicitly dealing with solvability in Sobolev spaces with weighted and mixed-norm for higher order parabolic systems (with simple coefficients). Here, we present the solvability results by using a priori weighted L p,q -estimates and the solvability in unweighted Sobolev spaces. For more details, see the proofs of Theorems 3.3 and 3.6. From the results on parabolic systems, we immediately obtain the corresponding results for higher order elliptic systems in divergence form with BMO coefficients.
Mixed-norm estimates for second order parabolic equations in divergence and non-divergence type with VMO x coefficients were studied by Krylov. In [21] , he proved L p,q -estimates with the norm (1.3), where
We note that in the non-divergence case, the L p,q -estimates were proved only for q ≥ p. Recently, this result was generalized by Dong-Kim [10] to the mixed-norm estimates with arbitrary p, q ∈ (1, ∞) for non-divergence type higher order systems with BMO x coefficients. For L p,q -estimates of systems with VMO x coefficients that are independent of t, we refer the reader to [18] . See also [15, 16, 25] for L p,qregularity of the evolution equation. In the divergence case, Dong-Kim [13] proved L p,q -estimates, p, q ∈ (1, ∞), for second order parabolic systems with either BMO x or partially BMO coefficients. When parabolic systems are defined on a bounded domain, they consider either the Dirichlet boundary condition or the conormal derivative boundary condition. We point out that L p,q -estimates for such boundary value problems play a significant role in the study of Green functions. In [8] , the authors obtained global Gaussian estimates of Green functions for second order parabolic systems satisfying a Robin-type boundary condition by using the L p,qestimates for the systems; see the proof of [8, Theorem 3.3] for more details. Based on our results regarding L p,q -estimates for higher order systems, the corresponding Green functions are discussed elsewhere in the future. The remainder of this paper is organized as follows. Section 2 contains some notation and definitions. In Section 3, we state our main theorems including the results of higher order elliptic systems. In Section 4, we present some auxiliary results, while in Section 5, we establish interior and boundary estimates for derivatives of solutions. Section 6 is devoted to the level set argument, and based on the results in Sections 4-6, we provide the proofs of the main theorems in Section 7. In the appendix, we provide the proofs of some technical lemmas.
Preliminaries

Basic notation. We use
We also write Y = (s, y) and
We use Ω to denote an open set in R d and Ω T = (−∞, T ) × Ω. We use the following notion for cylinders in R d+1 :
where B r (x) is the usual Euclidean ball of radius r centered at x ∈ R d . Here, if we define the parabolic distance between the points X and Y in R d+1 as
is an open ball in R d+1 equipped with the parabolic distance ρ. We abbreviate Q r = Q r (0) and B r = B r (0), etc. For a function f on Q, we use (f ) Q to denote the average of f in Q, that is,
2.2.
Weights on a space of homogeneous type. Let X be a set. A nonnegative symmetric function ρ on X ×X is called a quasi-metric on X if there exists a positive constant K 1 such that
for any x, y, z ∈ X . We denote balls in X by
We say that (X , ρ, µ) is a space of homogeneous type if ρ is a quasi-metric on X , µ is a Borel measure defined on a σ-algebra on X which contains all the balls in X , and the following doubling property holds: there exists a constant K 2 such that for any x ∈ X and r > 0,
Without loss of generality, we assume that balls B X r (x) are open in X . For any p ∈ (1, ∞) and a space of homogeneous type (X , ρ, µ), the space A p (X ) denotes the set of all nonnegative functions w(x) on X such that
One can easily check that [w] Ap ≥ 1 for all w ∈ A p (X ) and [w] Ap = 1 when w ≡ 1. We denote
Throughout this paper, whenever X is said to be a space of homogeneous type in R k for some positive integer k, we mean the triple (X , ρ, µ), where X is an open set in R k , the metric ρ is the usual Euclidean distance, and µ is the Lebesgue measure in R k . If X is assumed to be a space of homogeneous type in R × R k (or R k+1 ), then X is an open set in R k+1 , the metric ρ is the parabolic distance defined in (2.1), and µ is the Lebesgue measure in R k+1 . Thus, for example, when we consider weights of the type w(t, x) = w 1 (x ′ )w 2 (t, x ′′ ) in the mixed norm case for parabolic equations/systems, where w 1 is a weight on a space of homogeneous type X 1 ⊂ R d1 and w 2 is a weight on a space of homogeneous type
is equipped with the usual Euclidean distance and the d 1 -dimensional Lebesgue measure, and X 2 is equipped with the parabolic distance ρ and the (d 2 + 1)-dimensional Lebesgue measure.
Since we consider only the Lebesgue measures and the parabolic or Euclidean distances, the constant K 1 is always 1 in our case. However, the doubling constant K 2 may vary depending on the choice of X . For example, the doubling constants of the whole spaces R d and R d+1 are 2 d and 2 d+2m , respectively. When X ⊂ R d+1 and there exists a constant ε > 0 such that |B r (X) ∩ X | ≥ ε|B r (X)| for any X ∈ X and r > 0, X is a space of homogeneous type with a doubling constant
where Ω is a bounded Reifenberg flat domain in R d , then the doubling constant of X is determined by d, m, |Ω|, R 0 , and γ ∈ (0, 1/4), where R 0 and γ are constants in Assumption 3.1; see [10, Remark 7.3] . Moreover, if X is assumed to be 
where w 1 ∈ A p (X 1 ) and w 2 ∈ A q (X 2 ). For such w, we define L p,q,w ((S, T ) × Ω) as the set of all measurable functions u on (S, T ) × Ω having a finite norm
We use
equipped with the norm
We also set
We denote byH
For the elliptic case, we assume that Ω ⊂ X 1 × X 2 , where X 1 and X 2 are spaces of homogeneous type in R d1 and
where w 1 ∈ A p (X 1 ) and w 2 ∈ A q (X 2 ). For such w, we define L p,q,w (Ω) as the set consisting of all measurable functions u defined on Ω having a finite norm
We denote byW
Main results
Throughout this section, we assume that the coefficients of L are bounded:
and the leading coefficients satisfy the Legendre-Hadamard ellipticity condition:
for any X ∈ R d+1 , ξ ∈ R d , and η ∈ C n . Here, we use the notation ℜ(f ) to denote the real part of f .
To state our regularity assumption on the leading coefficients, we introduce the following notation. For a function g = (g 1 , . . . , g n ) tr on R d+1 , we define the mean oscillation of g in Q R (X 0 ) with respect to x as (g)
Assumption 3.1 (γ). There exists R 0 ∈ (0, 1] such that the following hold.
(
(ii) For any X 0 = (t 0 , x 0 ) ∈ R × ∂Ω and R ∈ (0, R 0 ], there is a spatial coordinate system depending on x 0 and R such that in this new coordinate system, we have
where x 01 is the first coordinate of x 0 in the new coordinate system.
and Ω T ⊆ X , where X is a space of homogeneous type in R d+1 with a doubling constant
where λ ≥ λ 0 and f α ∈ L p,w (Ω T ), we have 4) where
The next theorem is about the solvability of the system (3.3) in the weighted Sobolev spaceH m p,w (Ω T ).
Remark 3.4. In the case when Ω = R d , Assumption 3.1 (γ) in Theorem 3.3 is to be understood as Assumption 3.1 (γ) (i) because Ω has no boundary.
We prove the following weighted L p,q -estimates (mixed norms) for parabolic systems.
and Ω T ⊆ X 1 × X 2 , where X 1 and X 2 are spaces of homogeneous type with doubling constants K
where
where λ ≥ λ 0 and f α ∈ L p,q,w (Ω T ), we have 6) where
. We obtain the solvability of the system (3.5) inH m p,q,w (Ω T ) as follows. 
If unmixed norms are considered, the elliptic case as in the theorem below is covered by [12] . Here, we present the mixed norm case for elliptic systems, which follows easily from Theorem 3.5 and a standard argument in the proof of [ 
where λ ≥ λ 0 and f α ∈ L p,q,w (Ω), we have
where 
Some auxiliary results
The results in this section can be found, for instance, in [17, 24] . Here, we present those results in a form convenient for later use along with some of their proofs. In particular, we specify the parameters on which the constants N and µ in the results below depend. For example, we assume that [w] Ap ≤ K 0 , K 0 ≥ 1, and show that the constants N in the inequalities depend on K 0 rather than [w] Aq .
In this section, we assume that X is a space of homogeneous type in R d+1 (resp. R d ) with the distance ρ in (2.1) (resp. the usual Euclidean distance), the Lebesgue measure, and a doubling constant K 2 . In the case that X ⊂ R d+1 , as we recall,
Then there exist constants µ 0 > 1 and N > 0, depending only on p, K 0 , and
for any X ∈ X and r > 0. 
Then there exist constants p 0 ∈ (1, p) and N > 0, depending only on p, K 0 , and K 2 , such that w ∈ A p0 (X ) and
for any X ∈ X and r > 0.
. Indeed, for any X ∈ X and r > 0, we have
Therefore, by Lemma 4.1, we have
in the above inequality, we obtain (4.1).
Then there exist constants µ 1 ∈ (0, 1) and N 1 > 0, depending only on p, K 0 , and K 2 , such that for any measurable set E ⊂ X , we have
Proof. From Hölder's inequality and the definition of A p , it follows that
which gives the first inequality. For the second inequality, we observe that Hölder's inequality and Lemma 4.1 imply that
The lemma is proved.
The following Hardy-Littlewood maximal function theorem with A p weights was obtained in [1] . Below, we denote the maximal function of f defined on X by
where N = N (p, K 0 , K 2 ) > 0.
Interior and boundary estimates
In this section, we denote
where A αβ 0 = A αβ 0 (t) satisfy (3.1) and (3.2). In the lemma below, we provide L ∞ -estimates not only for a weak solution u but also for its derivatives D m u. In fact, the results in the lemma is proved by the standard iteration argument along with the Sobolev embedding theorem and the known L p -estimates for systems. Precisely, since the coefficients A αβ 0 are independent of the spatial variables, we view the operator L 0 as a non-divergence type operator and use the L p -estimates for non-divergence type systems proved in [14] . The proof is mostly standard, so we only describe the major steps.
For a given constant λ ≥ 0 and functions u and f α , |α| ≤ m, we write
where f α ≡ 0 for |α| < m whenever λ = 0.
then we have 2) where
then we have
Proof. We first prove the assertion (a) with λ = 0. As mentioned above, owing to the coefficients being independent of the spatial variables, u ∈ C ∞ loc ((−∞, 0] × R d ) satisfies the following non-divergence type system
By the L p -estimate for non-divergence type systems in [14, Theorem 2] and the localization argument as in the proof of [14, Lemma 1], we obtain
for any p ∈ (1, ∞) and 1 ≤ r < R ≤ 2, where N = N (d, m, n, δ, p, r, R). From the above inequality, the standard iteration argument, and Sobolev embedding type results (see Lemmas 8.1 and 8.2), we have 
. For a general λ > 0, we only prove (a). The other case is entirely analogous. We use an idea by S. Agmon. Let η = η λ (τ ) be a smooth function on R defined by
we see thatû satisfieŝ
By applying the result for λ = 0 toû, we obtain
We also obtain from (5.4) that
Notice that D m (x,τ )û is a linear combination of
. . , m. Therefore, by combining (5.6) and (5.7), and then, using the interpolation inequalities, we conclude (5.2).
In the following lemma, we consider the operator L without lower order terms, i.e.,
(a) Suppose that Assumption 3.1 (γ) (i) holds at 0 ∈ Ω with γ > 0. Then for R such that 0 < R ≤ min(R 0 , dist(0, ∂Ω)), u admits a decomposition
Here, the constant N depends on d, m, n, δ, ν, and q, and V and W are defined in the same way as U in (5.1) with u replaced by v and w, respectively.
Proof. The proof is an adaptation of that of [12, Lemma 8.3 ]. We may assume that A αβ and f α are infinitely differentiable. If not, we take the standard mollifications and prove the estimates for the mollifications. Then we can pass to the limit because the constants N in the estimates are independent of the regularity of A αβ and f α . We further assume λ > 0. Otherwise, we add the term εu, ε > 0, to both sides of (5.8) and obtain the estimates for the modified system. Then we let ε → 0 + . To prove the assertion (a), we define 
0 , where as we recall R d 0 = (−∞, 0) × R d , and
where N = N (d, m, n, δ, q). This together with Hölder's inequality gives (5.9). Since all functions and coefficients involved are infinitely differentiable, by the classical parabolic theory, w is infinitely differentiable. Therefore, the function v = u − w is also infinitely differentiable, and it satisfies
By Lemma 5.1 (a) with scaling, we obtain
QR . Thus, we obtain (5.10) by using the above inequality and (5.9).
Next, we prove the assertion (b). Without loss of generality, we may assume that Assumption 3.1 (γ) holds at 0 in the original (t, x)-coordinates. Define L 0 and ϕ as above. Consider a smooth function χ = χ R defined on R such that
Then,û(X) = χ(x 1 )u(X) along with all its derivatives vanishes on Q R ∩{x 1 ≤ γR} and satisfies in Q γ+ R := Q R ∩ {x 1 > γR},
where we set g = L 0 ((χ − 1)u) and h = (1 − χ)Lu. 
Letŵ be the uniqueH
By using the argument as in [10, Lemma A.1], we obtain
We extendŵ to be zero in C R \ Q Then similar to (7.19) in [12] , we deduce (5.11) from (5.13). Moreover, we find that
We write X 0 = (0, x 0 ) ∈ R d+1 , where x 0 = (γR, 0, . . . , 0) ∈ R d . Then we have
Therefore, by applying Lemma 5.1 (b) with scaling, we obtain
, which together with (5.11) gives (5.12).
Level set argument
In this section, we consider the operator L without lower order terms, i.e.,
We denote C r (X) = Q r (X) ∩ Ω T . (6.1) If X is a space of homogeneous type in R d+1 , then since X is open in R d+1 and we use the parabolic distance, we see that B X r (X) = B r (X) ∩ X , where, as we recall, B X r (X) is a ball in X defined in (2.2). For a function f on X , we define its maximal function Mf by (4.2). We also denote for s > 0, ν ∈ (1, ∞), ν ′ = ν/(ν − 1), and q ∈ (1, ∞) that
where U and F are as in (5.1).
, and Ω T ⊆ X , where X is a space of homogeneous type in R d+1 with a doubling constant 
from Lemma 4.3, then we have
, and s > 0. Owing to Lemma 4.3, we have
Therefore, it suffices to claim that (6.3) holds, provided that
By dividing u and f α by s, we may assume s = 1. We prove the claim by contradiction. Suppose that
for some Z ∈ C R/64 (X). Set
By Lemma 5.2 (a), u admits a decomposition u = v + w in Q R/8 (X * ) with the estimates
where N 2 = N 2 (d, m, n, δ, ν, q). From this together with Chebyshev's inequality, it follows that 5) where
, n, δ, ν, q) and the last inequality is due to
The estimate (6.5) contradicts with (6.4) if we choose a sufficiently large κ.
On the other hand, if dist(x, ∂Ω) < R/8, we take x 0 ∈ ∂Ω such that dist(x, ∂Ω) = |x − x 0 |. Note that
where N 3 = N 3 (d, m, n, δ, ν, q). Therefore, we obtain
Using the fact that
we have
Thus, from (6.6), we obtain that
, which contradicts with (6.4) if we choose a sufficiently large κ. Thus, the claim is proved.
and Ω T ⊆ X , where X is a space of homogeneous type in
, where X 0 ∈ R d+1 , and satisfies
where λ > 0 and f α ∈ L p,w (Ω T ), then we have 8) where
Proof. By Lemma 4.2, we see that w ∈ A p0 (X ) and [w] Ap 0 ≤K 0 for some constants p 0 ∈ (1, p) andK 0 ≥ 1, depending only on p, K 0 , and
and let (N 1 , µ 1 ) = (N 1 , µ 1 )(p 0 ,K 0 , K 2 ) and κ = κ(d, m, n, δ, ν, q) be constants in Lemma 4.3 and Lemma 6.1, respectively. We recall the notation (6.1) and (6.2), and we remark that f α ∈ L q,loc ((−∞, T ] × Ω). Indeed, by Hölder's inequality, we obtain for X ∈ X and R > 0 that
Let γ ∈ (0, 1/6) be a constant satisfying
Since supp u ⊂ Q γR0 (X 0 ), it suffices to prove the lemma when
We first claim that for any X ∈ Ω T and R ≥ R 0 /64, we have
provided that
. Since supp u ⊂ B 2γR0 (X 0 ), we only need to consider the case when B X R (X) ∩ B 2γR0 (X 0 ) = ∅. In this case, we have
45R (X), and thus, by Hölder's inequality and the doubling property of X , we obtain
, which implies (6.9). Therefore, by using (6.9), Lemma 6.1, and a result from measure theory on the "crawling of ink spots" which can be found in [23, Section 2], we have the following inequality; 10) where
We provide a detailed proof of (6.10) in the appendix for the reader's convenience. In addition, see [6] . By (6.10), we obtain 11) where
Notice from Chebyshev's inequality that
Lp 0 ,w (ΩT ) , ∀s > 0. Using this together with Hölder's inequality and Lemma 4.3, we have
Since (use (6.7)) |B
. Therefore, we obtain by Hardy-Littlewood maximal function theorem (Theorem 4.4) that
Finally, by combining (6.11)-(6.12), and then, choosing a sufficiently small γ, we conclude (6.8).
Proofs of main theorems
We begin with the proof of Theorem 3.2, which is about a priori weighted L pestimates of solutions.
Proof of Theorem 3.2.
By moving all the lower-order terms to the right-hand side of the system, we may assume that all the lower order coefficients A αβ , |α|+ |β| < 2m, are zero. Then we prove the estimate (3.4) using Lemma 6.2 and the standard partition of unity argument. The details are omitted.
We now turn to Theorem 3.3, which is about the solvability of higher order parabolic systems in weighted Sobolev spacesH 
Then there exist constants
Moreover, u satisfies 2) where
Proof. By using Theorem 3.2 with w ≡ 1 and the method of continuity, we easily obtain a unique u ∈H m p1 (Ω T ) satisfying (7.1) and (7.2). In the case when f α ≡ 0 in Ω S with S ∈ (−∞, T ), since u satisfies
by the uniqueness (or (7.2)), u ≡ 0 for t < S.
We now prove Theorem 3.3.
Proof of Theorem 3.3. Case 1: |Ω| < ∞. Owing to Lemma 8.5, we may assume
We first prove the theorem for T < ∞.
where γ and λ 0 are constants in Theorem 3.2, and γ 1 and λ 1 are constants in Lemma 7.1. Fix λ ≥λ 0 . Then by Lemma 7.1, for any positive integer k satisfying −k < T , there exists a unique
Moreover, it holds that u k ≡ 0 in Ω −k and
Using this together with (7.3), we have
Therefore, we obtain by (7.4) that (u k ) t belongs to H −m p,w (Ω T ), which implies that
By Theorem 3.2, we have 6) where N = N (d, m, n, δ, p, K 0 , K 2 , λ). Since the right-hand side of (7.6) tends to 0 as l → ∞, {u k } is a Cauchy sequence inH For T = ∞, let u k be the weak solution inH
and η k = η k (t) be a smooth function on R satisfying
, and it satisfies
By repeating the same argument as in the proof of the case T < ∞, it is not difficult to see that {v k } ∞ k=1 is a Cauchy sequence inH 
One can easily show that X k is a space of homogeneous type with the same doubling constant K 2 of X , and
Since the ball B 1 is Reifenberg flat for any γ > 0, by using the result of Case 1, there exists a constantλ
where λ k = λk 2m . Moreover, it follows from (3.4) that
The function u k = ζ kvk satisfies
Therefore by applying Theorem 3.2 and (7.7), we have 9) where N = N (d, m, n, δ, p, R 0 , K 0 , K 2 , λ). Since the right-hand side of (7.9) tends to 0 as l → ∞, {u k } ∞ k=1 is a Cauchy sequence inH . From (7.8) , it is routine to check that u satisfies
Finally, the uniqueness is a simple consequence of (3.4). The theorem is proved.
We now turn to the proof of Theorem 3.5. The proof is based on the weighted L p -estimates obtained in Theorem 3.2 and the following theorem, which is a refined version of the extrapolation theorem. The well-known version of the theorem (see, for instance, [9] ) requires the inequality (7.10) to hold for all w ∈ A p . However, the theorem below allows us to obtain (7.11) for a given w ∈ A p by only checking the inequality (7.10) for a subset (determined by p, q, K 0 , K 2 ) of A p . This refinement is needed because the weighted L p -estimate (3.4) holds only for w satisfying [w] Ap ≤ K 0 . See the proof of Theorem 3.5 below.
Theorem 7.2 (Extrapolation theorem). Let X be a space of homogeneous type in
Proof. See [10, Theorem 2.6].
Proof of Theorem 3.5. 
, and 12) where
It follows from (7.12) that
Since the above inequality is satisfied for anyw 2 ∈ A p (X 2 ) with [w 2 ] Ap ≤ K 0 , by Theorem 7.2, we have
which gives the estimate (3.6). The theorem is proved.
Proof of Theorem 3.6. We only prove the case when T < ∞ and |Ω| < ∞. The other cases are similar to the proof of Theorem 3.
and defineγ = min(γ, γ 1 ),λ 0 = min(λ 0 , λ 1 ), where γ and λ 0 are constants in Theorem 3.5, and γ 1 and λ 1 are constants in Lemma 7.1. Fix λ ≥λ 0 . By Lemma 7.1, for any positive integer k satisfying −k < T , there exists a unique
Similar to (7.5), by the above inequality, we obtain
The estimate (7.13) implies that u k ∈H m p,q,w (Ω T ). Moreover, by following the same arguments as in the proof of Theorem 3.3, one can easily check that {u k } is a Cauchy sequence inH m p,q,w (Ω T ) and its limit u ∈H m p,q,w (Ω T ) is the solution of
The theorem is proved.
Appendix
Lemma 8.1 ([2, Sec.10.2]). Let r ∈ (0, ∞), 1 < q ≤ p < ∞, and k = 0, 1, . . . , 2m − 1. Assume that . Let r ∈ (0, ∞), µ ∈ (0, 1), 1 < q < ∞, and k = 0, 1, . . . , 2m − 1. Assume that 
Without loss of generality, we assume that 0 ∈ X . Since B 
The following lemma is used to show the estimate (6.10). We recall the notation (6.1), and we point out that when Ω is a Reifenberg flat with γ ∈ 0, I D0 w dx = 1.
Since ρ is continuous on [0, R 0 ] and ρ(R 0 ) < ε, there exists r X ∈ (0, R 0 ) such that ρ(r X ) = ε. Then we obtain the claim by setting R X := max{r X ∈ (0, R 0 ) : ρ(r X ) = ε}. In the lemma below, we prove that functions in weighted L p spaces can be approximated by bounded functions. 
where w 1 ∈ A p (X 1 ) and w 2 ∈ A q (X 2 ). Then for given f ∈ L p,q,w (Ω T ), there exists a sequence
Proof. Since f w 
Note that f k are bounded functions on Ω T and X2 X1
