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Abstract
Key issues in improving small molecule organic solar cells (SMOSC) are the need
for new absorber materials and optimized active layer morphology. This thesis
deals with the improvement of SMOSC on the donor material side. Promis-
ing donor materials (D) are provided by dicyanovinyl endcapped oligothiophenes
DCV2-nT (n = 3, . . . , 6) synthesized in the group of Prof. Bäuerle at the University
of Ulm. Here, DCV2-nT (n = 3, 5) with different alkyl side chains are characterized.
Side chain variations mainly influence the aggregation of molecules in pristine films
as well as in blend films with the commonly used acceptor (A) fullerene C60. With
changes in the layer morphology, important physical properties in thin film like ab-
sorption spectra, energy levels, as well as excited state properties are changed. The
focus of this work are excited state properties accessed by photoinduced absorption
spectroscopy (PIA). PIA probes the long living excited states in pristine and blend
films, i. e. triplet excitons, anions, and cations.
For a series of four dicyanovinyl-terthiophenes DCV2-3T (without side chains,
with two methyl, two butyl, and four butyl side chains) a systematic study of the
effect of alkyl side chains on the aggregation in neat and blend film is discussed. In
consequence the efficiency of the energy transfer mechanism between DCV2-3T and
C60 is affected. It turns out that in solution spectra and cyclic voltammetry (CV)
measurements, the variation of alkyl side chains has almost no influence. However,
in thin film there is strong impact on the molecular arrangement confirmed by
strongly varying absorption spectra, ionization potentials, and surface roughnesses.
Furthermore, PIA measurements reveal that the energy transfer efficiency between
D and A in general decreases with increasing side chain length, but is most efficient
for a compound with methyl side chains.
For blends of dicyanovinyl-quinquethiophenes (DCV2-5T) with C60, the layer mor-
phology is influenced by two different methods. On one hand substrate heating is
applied while deposition of the active layer, on the other hand DCV2-5Ts with
different alkyl side chains (four methyl and four butyl side chains) are used. Depo-
sition on a heated substrate (80 ◦C) results in an improved solar cell performance,
assigned to the formation of a sufficient phase separation of D and A phase in the ac-
tive layer. This leads to reduced recombination losses and closed percolation paths.
The morphological change can be correlated to an increased lifetime of cations.
In blends deposited on a heated substrate, the donor cation lifetime increases by
almost one order of magnitude from around 10 µs to ≈ 80 µs. This increase of car-
rier lifetime is both detected optically by PIA as well as electrically by impedance
spectroscopy. The increase in lifetime is consequently assigned to a better spa-
tial separation of positive and negative charges induced by the phase separation.
Comparing DCV2-5T with methyl and butyl side chains results in a similar effect:
The dicyanovinyl-quinquethiophene with methyl side chains leads to an improved
solar cell device performance compared to devices comprising the compound with
butyl side chains as donor. The improved device performance is again accompanied
by an increase in cation lifetime detected by PIA.
Kurzfassung
Die Entwicklung neuer Absorber-Materialien sowie die Morphologie der photo-
aktiven Schicht sind zentrale Themen hinsichtlich der Optimierung organischer
Solarzellen aus kleinen Molekülen. In der vorliegenden Arbeit werden diese bei-
den Aspekte von Seiten des Donor-Materials (D) her behandelt. Die Material-
klasse der Dicyanovinyl-Oligothiophene DCV2-nT (n = 3, . . . , 6) (synthetisiert in
der Arbeitsgruppe von Prof. Bäuerle an der Universität Ulm) dient dabei als Aus-
gangspunkt. Insbesondere werden DCV2-nT-Moleküle (n = 3, 5) mit verschiedenen
Alkyl-Seitenketten charakterisiert. Die Variation der Seitenketten beeinflusst in
erster Linie die Anordnung der Moleküle in Einzel- sowie in Mischschichten mit
dem typischerweise verwendeten Akzeptor-Material Fulleren C60 (A). Als Folge der
Schichtmorphologie ändern sich physikalische Eigenschaften wie u. a. Absorptions-
spektren, Energieniveaus sowie die Eigenschaften angeregter Zustände. Angeregte
Zustände, wie Triplett-Exzitonen, Anionen und Kationen werden in dieser Arbeit
mittels photoinduzierter Absorptionsspektroskopie (PIA) charakterisiert.
Anhand einer Serie von vier Dicyanovinyl-Tertiophenen DCV2-3T (ohne Seiten-
ketten, mit zwei Methyl-, zwei Butyl-, und vier Butyl-Seitenketten) werden
systematisch Einflüsse der Seitenketten auf die Aggregation der Moleküle in Einzel-
und Mischschichten untersucht. Besonderes Augenmerk liegt dabei auf dem Effekt
der Seitenketten auf den Energie-Transfer-Mechanismus zwischen D und A. In
Lösungsmittelspektren und Cyclovoltammetrie-Messungen ist fast keine Änderung
durch die Seitenketten erkennbar. Im Dünnfilm hingegen besteht ein starker
Einfluss auf die molekulare Anordnung, erkennbar in einer starken Variation der
Absorptionsspektren, Ionisationspotentiale und Oberflächen-Topographie. PIA-
Messungen zeigen weiterhin, dass im Allgemeinen die Effizienz des Energie-Transfer-
Mechanismus mit zunehmender Länge der Alkyl-Ketten abnimmt. Der effizienteste
Transfer besteht jedoch für die Verbindung mit Methyl-Seitenketten.
In Mischschichten aus Dicyanovinyl-Quinquethiophenen (DCV2-5T) und C60
werden hier zwei Methoden zur Beeinflussung der Schichtmorphologie verfolgt.
Zum einen wird die aktive Schicht auf einem geheizten Substrat abgeschieden,
zum anderen werden DCV2-5T-Moleküle mit Methyl- und Butyl-Seitenketten als
Donor verwendet. Das Abscheiden der aktiven Schicht auf einem geheizten Substrat
(80 ◦C) führt zu einer verbesserten Solarzellenleistung, was auf die Bildung einer hin-
reichenden Phasenseparation von D- und A-Phasen in der aktiven Schicht zurück-
zuführen ist. Die Phasenseparation bewirkt eine Reduktion von Rekombinations-
verlusten und die Bildung geschlossener Perkolationspfade. Die morphologische
Änderung korreliert mit einem Anstieg der Ladungsträger-Lebensdauer um fast eine
Größenordnung von etwa 10 µs auf ≈ 80 µs. Der Anstieg kann sowohl optisch durch
PIA, als auch elektrisch mittels Impedanz-Spektroskopie detektiert werden. Eine
höhere Lebensdauer der Ladungsträger kann letztlich auf eine größere räumlichen
Separation der positiven und negativen Ladungsträger zurückgeführt werden, in-
duziert durch die Phasenseparation.
Ein Vergleich von DCV2-5T-Molekülen mit Methyl- und Butyl-Seitenketten
führt zu ähnlichen Resultaten: Solarzellen mit DCV2-5T substituiert mit Methyl-
Seitenketten sind effizienter als die der butyl-substituierten Moleküle. Dies korreliert
wiederum mit einer signifikant erhöhten Lebensdauer der Ladungsträger in Misch-
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Photoinduced absorption studies on acceptor substituted oligothiophenes, DFG
SPP 1355 Spring School, Krippen (2010), poster.
x
H. Ziehlke, C. Koerner, R. Fitzner, E. Reinold, P. Baeuerle, K. Leo, and M.
Riede, Backbone and side chain variations on dicyanovinyl-oligothiophenes
studied by photoinduced absorption spectroscopy, DFG SPP 1355 Workshop,
Dresden (2009), talk.
H. Ziehlke, C. Koerner, M. Riede, E. Reinold, P. Baeuerle, and K. Leo, Pho-
toinduced absorption studies on dicyanovinyl-oligothiophene thin films for ap-
plication in small molecule organic solar cells, ECME, POS 2A–23 , Copen-
hagen (2009), poster.
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One of the major problems mankind has to deal with in the next decades are the
consequences of the anthropogenous climate change. Amongst others, renewable
energies will play a major role in resolving the contradiction of growing demand for
energy and reduction of green house gas emission [1]. In 2008, the worlds primary
energy supply was provided to 80 % by fossil fuels (coal, gas, oil) [2]. The remaining
20 % were supplied by nuclear power (6 %), hydro power (2 %), combustion of waste
and biomass (10 %), and by geothermal, solar, and wind energy (0.7 %) [1, 2]. This
share of energy sources is inappropriate regarding that fossil fuels are to major
extent responsible for todays green house gas emission and are only available in
limited amounts. For example it is predicted that within the next 20 − 25 years,
more than half of todays remaining resources and a large amount of todays known
reserves of conventional oil will be used [3]. Furthermore, it is apparent that the
more difficult the mining becomes, like for example oil extraction from oil-shale, the
more expensive the fuels get.
Fuels with limitless abundance (on geological time scales) are sunlight, wind, and
hydro power. The total rate of solar energy projected onto earths surface exceeds
the energy consumption of mankind by orders of magnitude. However, there are
regions, especially in Northern Europe, that are provided with less hours of sunshine
than other regions, for example in Southern Europe. Nevertheless, a significant
contribution from solar power to the energy mix was predicted to be possible for
almost every region on earth [1].
In 2010 the amount of renewable sources contributing to primary energy supply
of Germany is 9.2 % (hydro, wind, biomass, geothermal and solar power). Thermal
solar power and direct solar power (photovoltaics) together with geothermal power
contribute only 0.9 % [4]. For Germany an overall potential of direct solar power
estimated from available roof surface area was evaluated to 161 GWp [5]. The actual
installed direct solar power in Germany of ≈ 17 GWp (as of January 2011) [6] adds
up to just 10.5 % of the estimated potential. Consequently, there is much room for
improvement.
Todays photovoltaic modules are made of inorganic semiconductors, mostly
silicon. Photovoltaic cells made from organic molecules or polymers are still in
its infancy. However, organic semiconductors, as an addition to inorganic semi-
conductors, offer a large variety of advantages. Especially, the high absorption
coefficient (often > 3 · 105 cm−1) and strong emission makes them suitable for thin
optoelectronic devices like photovoltaic cells and organic light emitting diodes [7].
The variety of organic molecules (and polymers) and the possibility of tailoring the
materials with methods from organic chemistry offers nearly limitless opportunities
1
Chapter 1. Introduction
from the material side [8]. The low material consumption, accompanied by light
weight devices and expected low costs as well as the possibility of preparation on
flexible substrates due to production at low temperatures are main advantages com-
pared to inorganic photovoltaics [7, 8]. Some niche applications like solar bags are
already available (e. g. see Ref. [9]). However, challenges on a way to cost effective
mass production are the currently too low device efficiencies as well as short device
lifetimes.
One of the first organic bilayer photovoltaic devices published in 1986 by
C. W. Tang had an efficiency of 1 % [10]. Since then major progress has been made,
especially in the last decade. Current efficiency records on areas > 1 cm2 are 8.3 %
(heliatek GmbH) for a small molecule tandem device and an 8.3 % efficient polymer
device (Konarka Technologies, Inc.) [11]. Figure 1.1 shows the development of the
efficiency of organic photovoltaic (OPV) devices from the first steps to todays record
efficiencies.


















Figure 1.1.: Development of OPV efficiencies for the last 30 years on areas smaller (blue circles)
and larger 1 cm2 (red squares). All efficiency values depicted from 2002 on are
certified values, except the 9.2 % (Mitsubishi Chemical) which were published as
press release. The efficiencies are taken from Ref. [10–20].
Contrary to inorganic semiconductors, light absorption in organic semiconductors
leads to the formation of a tightly bound electron hole pair, a so-called exciton.
For solar cell devices it is substantial to dissociate this bound pair of charges
and to create free charges. Exciton dissociation can take place at the interface
of materials with different electron affinities and ionization potentials, e. g. a
donor (D) – acceptor (A) interface. Furthermore, transport of electrons and holes
can be significantly improved by n and p-doping. The need for a D-A interface made
of two different materials and the advantages of doped transport materials lead to
a modular device architecture [21]. In the typical multilayer device structure of
2
organic solar cells various parts are subject of device optimization, as for example
electrodes, transport materials, or absorber materials. Nevertheless, the essential
process is the dissociation of excitons into free charges that are created upon photo-
excitation. Due to the limited diffusion length of excitons (typically a few nm) an
intimate mixing of D and A is preferential, as it is realized in the well established
bulk heterojunction concept [12, 22, 23]. The separated electron and hole then need
to be able to leave the bulk layer and reach the transport layers and electrodes
respectively. Therefore, sufficiently large domains of the donor and of the acceptor
material need to be present. On the molecular scale, the specific coupling of D and A
molecule has strong impact on any transfer mechanism (charge- and energy transfer)
in general. Especially, the electronic coupling at the D-A interface is sensitive to the
distance and relative stacking of the molecules to each other [24, 25]. Consequently,
the thin film morphology of the bulk layer determines solar cell parameters like pho-
tocurrent, and device efficiencies [26]. On the one hand, thin film morphology can
be controlled by several extrinsic techniques such as deposition on heated substrates
[27] or post process annealing [28, 29]. On the other hand, functional side chains
can be added to the donor or acceptor molecule itself to positively influence the
aggregation of molecules [30] in the thin film and to vary the D-A distance towards
optimized bulk morphology.
In this thesis both approaches are applied. As donor material dicyanovinyl-
oligothiophenes with varying alkyl side chains are used, which are synthesized in
the group of Prof. Bäuerle at the university of Ulm. As standard acceptor material
fullerene C60 is used. In recent years the series of oligothiophenes endcapped with
the acceptor group dicyanovinyl DCV2-nT (n=3,4,5,6) has been matter of intense
studies [31–37].
Subject of this thesis are the consequences for excited state properties at the
D-A interface by systematic variations of the alkyl side chains that influence the
aggregation of the molecules in thin film. The excited state properties are accessed
by photoinduced absorption spectroscopy (PIA). The thesis covers two key topics
from the material side: First a series of dicyanovinyl-terthiophenes with different side
chain lengths and substitution patterns is characterized. The dominating transfer
process at the interface to the acceptor C60 is an energy transfer that occurs via
the singlet and triplet manifold of C60 [31, 32]. Since in dicyanovinyl-terthiophenes
blended with C60 exciton dissociation does not create charges these materials are
not suitable as photoactive layer for solar cells. However, they can serve as a model
system to understand the effect of side chain variations for this material class.
Secondly, dicyanovinyl-quinquethiophenes are investigated. At the DCV2-5T:C60
interface charge transfer occurs and solar cell devices comprising DCV2-5T as donor
show good performance. By PIA the properties of charged excited states (donor
cations) can be determined. Both the influence of substrate heating and the effect of
alkyl side chain variations on DCV2-5T on the excited state lifetimes and generation
rates are determined.
The thesis is structured as follows: In Chapter 2 basics of organic semiconductors
are reviewed. Chapter 3 describes the principles of photovoltaics, in particular
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organic photovoltaics. The experimental methods, especially photoinduced ab-
sorption spectroscopy are discussed in Chap. 4. After a short introduction to the
material system (dicyanovinyl-oligothiophenes) and quantitative remarks on the
processability of these materials (Chap. 5), the main results are described. The first
result part deals with the characterization of a series of dicyanovinyl-terthiophenes
with different side chains (Chap. 6). Here the focus is on the effect of alkyl side
chains on the energy transfer mechanism to the acceptor C60. The compound with
methyl side chains yields the most efficient transfer from all compounds investigated.
In the second results part, Chap. 7, the photoinduced absorption properties of
dicyanovinyl-quinquethiophene neat and blend films with increasing measurement
temperature are described in detail. The effect of substrate heating which improves
device performance is correlated to an increase in lifetime of the donor cation. In
the last part dicyanovinyl-quinquethiophenes with methyl and butyl side chains are
characterized (Chap. 8). By exchanging the butyl side chains by methyl side chains
the device performance increases, attributed to morphological changes in the active
layer. PIA spectroscopy reveals that here a similar effect in cation lifetime, as seen
for substrate heating can be observed: the donor cation lifetime is increased in blends
with the compound with methyl side chains. Finally, a device with 4 % efficiency
with the dicyanovinyl-quinquethiophene compound with methyl side chains as donor
and with the active layer deposited on a heated substrate is demonstrated. The
thesis closes with conclusion and outlook in Chap. 9.
4
2. Organic semiconductors
The following chapter discusses the properties of organic molecular solids, especially
organic semiconductors, and compares these to some extent with inorganic semi-
conductors. Important topics in the context of this work are optical excitations in
organic semiconductors, which are described in detail in Sec. 2.2, as well as transport
properties of disordered molecular solids (Sec. 2.3).
2.1. Introduction
Molecular solids are composed of single molecules that are bound to each other,
in most cases, by the relatively weak van der Waals forces as is the interaction of
neutral atoms without permanent dipole moments: In the field of its neighboring
atoms, a dipole moment between the positive cores and the negative electron shell
is induced, which again interacts with the induced dipole moments of its neighbors.
In total the temporal average of the dipole moment vanishes, but the momentary
fluctuations constitute the interaction. The van der Waals interaction is of short
range and the potential drops with the distance R as R−6 [38].
The atoms within the molecules form covalent bonds to each other. The proper-
ties of molecular solids are influenced by the properties of its “bricks“, the individual
molecule, stronger than it is the case for inorganic solids [39]. Common inorganic
semiconductors are characterized by covalent bonding meaning neighboring atoms
sharing their electrons, like in silicon, diamond, or germanium. Speaking of organic
solids restricts the class of molecules to those containing carbon. An important
group of organic molecules are aromatic hydrocarbons containing a conjugated
system, i. e. alternating single and double bonds [40].The properties of conjugated
hydrocarbons can be attributed to the electronic configuration of the carbon atom:
Situated in the fourth group of the periodic table with the atomic number 6, its
ground state configuration is 1s2 2s2 2p2, leaving two unpaired p electrons able to
form bonds [41]. It is possible that the four outer s and p electrons form hybrid
sp orbitals if the additionally gained binding energy overcompensates the energy
that is needed to form the hybrid orbitals. For example, it is possible that four
degenerate sp3 orbitals are created by mixing the 2s and the 2px, 2py, 2pz orbitals
[41]. An example for sp3 hybridization is methane (CH4). By mixing the 2s and the
2px and 2py orbitals, three sp
2 orbitals which are coplanar and directed 120 ◦ apart
from each other are created, while the pz orbital remains unchanged and is directed
perpendicular to the plane [41]. Bonds formed by the sp2 hybrid orbitals are
referred to as σ-bonds. The sp2 hybridization is essential for the class of conjugated
aromatic hydrocarbons as for example benzene, where six carbon atoms form a
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ring: the sp2 orbitals create a strongly localized electron density in the plane of the
ring as well as between carbon and hydrogen, while the pz orbital is perpendicular
to the plane of the ring. The pz orbitals of neighboring C atoms overlap and
generate a delocalized electron density above and below the ring that stabilizes the
ring (π-bonds) [42]. The configuration of the benzene ring is illustrated in Fig.2.1.





(a) orbitals (b) energy levels
Figure 2.1.: Scheme of the electronic orbitals (left side) and the energy structure (right side) of
the benzene ring. The π-orbitals in 2.1(a) are represented by the yellow rings above
and below the ring plane. The graph is taken from Ref. [43].
pared to the σ-electrons. Thus the energetic difference between the bonding and
anti-bonding σ-orbitals is much larger than the difference between the π-orbitals
(comp. Fig. 2.1(b)). Conjugated hydrocarbons therefore have electronic excitation
energies in the range of a few eV and absorb and emit in the near ultra violet
to near infrared spectral range (π → π?) [43]. The highest occupied molecular
orbital is denoted by HOMO (π) while the lowest unoccupied molecular orbitals is
abbreviated by LUMO (π?).
In periodic semiconducting crystals, the conduction electrons are arranged in
energy bands as a result of the interaction between the conduction electrons and
the periodic potential of the ions. There are areas where no wave-like solution of
the Schrödinger equation exists, the so called bandgap [41]. The distinction between
metal, isolator, and semiconductor is given by the charge carrier concentration or
the specific resistance and directly correspond to how the energy bands are filled
[44]. A semiconductor has almost all bands filled except for one or two bands that
are either only slightly filled or almost totally filled. The last filled band is called
valence band while the next almost empty band is called the conduction band [44].
The occupation of the energy bands depends on the temperature. At room temper-
ature, there are thermally excited charge carriers in the conduction band, at 0 K the
semiconductor turns into an isolator meaning the valence band is filled while the
conduction band is empty [44]. Typical charge carrier concentrations for inorganic
semiconductors are in the range of 1013 to 1017 cm−3 at room temperature [44].
The main difference between organic and inorganic solids is constituted by the fun-
damental forces that tie the crystal together. For example organic solids in general
have lower melting points than inorganic solids and exhibit a weaker delocalization of
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electronic wave functions among neighboring molecules which directly influences the
optical and transport properties [39]. As a consequence of the weak delocalization
excitations have a defined spin state (like in the single molecule) and are strongly lo-
calized excitons with binding energies ranging from 0.3 to 1.5 eV [39, 45]. In Tab.2.1
some basic properties of germanium crystals, as a typical inorganic semiconductor,
and anthracene crystals, as a model system for an organic solid, are compared.
Especially the dielectric constant which characterizes the polarizability of the ma-
germanium anthracene
melting point 937 ◦C 217 ◦C
density 5.3 g cm−3 1.28 g cm−3
static dielectricity constant 16 3.2
electronic bandgap (at 300 K) 0.66 eV 4.0 eV
electron mobility (at 300 K) 3800 cm2 V−1 s−1 ≈ 1 cm2 V−1 s−1
hole mobility (at 300 K) 1800 cm2 V−1 s−1 ≈ 1 cm2 V−1 s−1
Table 2.1.: Physical properties of germanium and anthracene crystals, adapted from Ref. [8].
terial differs by a factor of about 5. The interplay between the polarization and the
intermolecular interaction energy determines the charge transport properties and
leads to a localization of charges in organic crystals such as anthracene [42]. In
consequence mobilities are much lower in organic than in inorganic semiconductors.
Organic semiconductors can be commonly divided into two groups, small molecules
and polymers, mainly fixed by the preparation techniques [39]: small molecules can
be processed by thermal evaporation techniques whereas polymers are processed
mainly by wet chemical techniques such as spin coating. Figure 2.2 shows some
typical representatives of small molecules and polymers.
2.2. Optical excitations in organic semiconductors
Since in molecular crystals the atoms within the molecules are covalently bound
while the crystal itself is held together by much weaker attraction forces, optical
excitations are usually restricted to the size of one molecule and thus resemble large
binding energies well above the thermal energy. Almost all optical excitations are
localized excitons of Frenkel type. In contrast in a system with a dielectric constant
of εr > 10, a bound electron hole pair (Wannier-Mott exciton) has a binding energy
around 10 meV (kBT ≈ 26 meV) [46]. In consequence the optical excited states are
similar to those of the single molecule and show a defined spin state. Thus, the
absorption and emission spectra of molecular solids are similar to those in gas phase
or solution [39]. However, there are some substantial differences in the energy levels
and optical transitions between the single molecule and the molecular solid.
There is a shift of the energy terms due to the interaction of neighboring molecules
as well as splitting of the molecular energy levels in z levels in the molecular crystal,
where z is the number of molecules in the crystal unit cell (Davydov splitting) [8].
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Figure 2.2.: Structure of typical organic semiconductors. Well investigated in the field of organic
single crystals are the model compounds anthracene (a), tetracene (b), and pen-
tacene (c). Organic small molecules used in solar cells as absorber materials are for
example Zn-phthalocyanine or ZnPc (d) and fullerene C60 (e). Compounds (a) – (e)
are all processable by thermal evaporation techniques. Exemplary for polymeric or-
ganic semiconductors processed by wet chemical techniques such as spin coating are
the compounds poly(3-alkylthiophene) or P3AT (f), polyfluorene or PFO (g), and
poly(p-phenylenevinylene) or PPV (h).
The distinct levels of the single molecule become energy bands in the molecular
crystal since the excitation is to some extend delocalized over the periodic potential
of the crystal [8]. The symmetry of the crystal removes the degeneration of energy
levels as well as it allows the violation of selection rules (spin-orbit coupling) [8].
In the following paragraph the formation of energy levels for excitonic states is
discussed. Therefore the transition from single molecule energy levels to the crystal
state is illustrated with the help of the physical dimer model. Subsequently the
absorption spectra of molecules and the influence of molecular stacking in the solid
on theses spectra is discussed.
2.2.1. Energy levels: single molecules to molecular solids
For single atoms, energy levels are obtained by solving the Schrödinger equation
for the shell electrons in the potential of the core, which is analytically possible for
the hydrogen atom. The energy levels of molecules are not only influenced by the
electronic shell but also by the movement of the cores. Next to the electronic sys-
tem the motion (vibration and rotation) of the atomic nuclei must be inserted into
the Schrödinger equation as well as their mutual interactions. The total Hamilto-
nian of a molecule consisting of multiple electrons and nuclei consists of the kinetic
energy of the electrons, the kinetic energy of the nuclei, and a set of potential ener-
gies: The electron-electron interaction, the electron-nuclei interaction as well as the
nuclei-nuclei interactions have to be taken into account [38]. A common approach
is to assume the motion of the cores to take place on a much slower time scale than
8
2.2. Optical excitations in organic semiconductors
transitions in the electronic orbitals: the adiabatic Born Oppenheimer approxima-
tion [38]. Thus the molecule wave function can be written as a product of a part
concerning the electronic system (electron coordinates ri) and a part containing the
kinetics of the cores (core configuration Rj)[38]:
ψ(ri,Rj) = χ(Rj)ψe(ri,Rj) , (2.1)
with the wave function of the core motion χ(Rj) and the electronic wave function of
the molecule ψe(ri,Rj) being fixed at the core configuration Rj, which is a parameter
here. The electronic wave function is derived in the framework of molecular orbital
methods in most cases by linear combination of atomic orbitals (LCAO) with a
fixed configuration of the nuclei (χ(Rj) is constant) [38]. A specific energy level
thus consists of the electronic level, with several vibrational sub levels which have
in turn several rotational levels. This is visualized by drawing different electronic
states with different potential curves for the equilibrium configuration of the nuclei
versus the configuration coordinate of the nuclei [41]. Transitions between these
levels are determined by selection rules which incorporate basic physical conservation
principles as well as symmetries.
In the most simplest approximation for aromatic hydrocarbons, the electrons are
separated in those that form the σ-bonds and those forming the π-bonds with the
total molecular wave function ψ = ψσψπ. Since most optical transitions are due to
π-electrons (as described above) it is only ψπ that changes.
Excitonic states
As mentioned above, many properties of the single molecule are also found in
molecular aggregates and molecular crystals. However, some differences occur. The
concept of the exciton, as a collective response to the electromagnetic field of the
light wave, describes the spectral differences between single molecules and their crys-
tals in good accordance and has been applied to describe molecular crystals first by
Davydov (1948/62) [8]. The effect of interaction between the molecules in an aggre-
gate or solid on the energy levels will be discussed in the following on the system of
two molecules, which then will be briefly extended to a larger number of molecules.
We regard two molecules (index 1 and 2) of the same orientation like in the
molecular crystal with their ground state wave functions φ1 and φ2 and their energies
E1 = E2 = E0. The Hamiltonian of the system is given by the operators for the
single molecules and an intermolecular interaction potential H = H1 + H2 + V1,2
[8, 42]. The ground state wave function can be approximated by
φgs = φ1φ2 , (2.2)
but is no eigenfunction of the Hamiltonian because of the interaction potential.
An accurate treatment would include configuration interactions i. e. mixing of the
excited states of molecule 1 and molecule 2 with the ground state [42].
With the above approximation of the ground state wave function, the ground state
energy is given by [8, 42]
Egs = E1 + E2 + 〈φ1φ2|V1,2|φ1φ2〉 . (2.3)
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The excited state wave functions of the two molecules are denoted by φ?1 and φ
?
2
and their energies being E?1 = E
?
2 = E
?. The wave function of the system of two




(φ?1φ2 ± φ1φ?2) . (2.4)
The prefactor 1
√
2 derives for the case of two identical molecules. The energies are





where W ′ denotes the Coulomb interaction in the excited state, and βr is the reso-
nance interaction energy that determines the splitting between the two energy states
[8, 42]. The Davydov splitting is given by ∆D = 2βr. The Coulomb interaction in
the ground state W 0 = 〈φ1φ2|V1,2|φ1φ2〉 is identical with the van der Waals inter-
action between the two molecules [8]. Even without a Davydov splitting the zero
phonon line of the system of two molecules is shifted by |W | = |W ′−W 0| [42]. The
exciton level splitting and level shift for the system of two molecules, often referred
to as physical dimer, is shown in Fig. 2.3. Whether transitions to both Davydov
components are allowed depends on the geometry of the molecules to each other
[42]. One of the two molecules could be a molecule of a solvent, thus sometimes the
level shift is referred to as solvent shift. Expanding the treatment of a physical dimer
Figure 2.3.: Splitting and shift of energy levels of two coupled molecules (physical dimer) com-
pared to the uncoupled molecules (monomers). Definitions of the symbols are given
in the text. Scheme adapted from Ref. [8, 42].
to a molecular periodic crystal causes the energy levels of the two particle system to
transform into a energy band of states. The width of the energy band depends on
the interaction of the single molecules i. e. the overlap of molecular orbitals in the
10
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lattice. By taking the interaction of one single excited molecule with all the other
crystal molecules and the periodic potential into account, the Hamiltonian of the








With the ground state wave function φ0n of the n
th molecule, the total ground state





Again this solution is only exact if there is no interaction between the molecules.







States described by Eq. 2.8 are localized and are not eigenfunctions of the Hamil-
tonian. Adopting the localized wave functions to the crystal symmetry and the









This describes the wave function of an exciton of wavenumber k, a neutral and
delocalized excited state. The above solution is valid for linear crystals and crystals
with only one molecule in the unit cell [8, 42]. The Coulomb and resonance energy
terms are calculated like in the case of the physical dimer which is an appropriated
procedure if only nearest neighbor interactions are considered. In case of two
molecules in the unit cell, the exciton bands are split into two so called Davydov
components which can be observed spectroscopically. More generally, a molecular
energy level might split into as many components as there are different molecules
in the unit cell of the crystal [8, 42].
The above approximation represents a tight binding approximation [44]. The
states defined by Eq. 2.9 are called Frenkel excitons and are solutions for the ex-
cited states of molecular aggregates or molecular crystals in the limiting case of
strong intermolecular interactions but much weaker exciton phonon interaction
[42]. Furthermore, the Frenkel excitons must obey the symmetry properties of the
molecule. In analogy to the treatment in inorganic semiconductors also dispersion
relations of the excitonic bands can be derived resulting in an excitonic band struc-
ture [8, 42]. Figure 2.4 schematically depicts the transition from molecular energy
levels to excitonic energy bands in the molecular solid.
As a quasi particle, the exciton can move through the crystal and it can transport
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Figure 2.4.: Sketch of the shift of energy levels from an N-fold degenerate level in the vapor
phase, i. e. noninteracting molecules to a spread band of states in the crystal phase
(only one atom in the unit cell). Transitions in the crystal are of generally smaller
energies than in the vapor phase. Scheme adapted from Ref. [8, 42].
energy but it can not transport charge since it is a neutral excitation. In most
inorganic crystals the exciton is unstable against the creation of free charges [44].
The two limiting cases of excitons are schematically shown in Fig. 2.5: At first the
electron hole pair can be strongly localized most likely at a single atom or molecule
(Frenkel excitons). Frenkel excitons can jump from one molecule to the next owing
to the coupling between neighboring hopping sites, they are typical for organic solids.
Second, the exciton can be strongly delocalized meaning the bound electron hole pair
has a radius that is large compared to the lattice constant, the so called Wannier-
Mott exciton. Wannier-Mott excitons describe the neutral excitations in inorganic
crystals like silicon or germanium. Also transitional forms of the these two limiting
cases occur [8, 42]. Another type of excitons is the so called charge transfer exciton
(CT exciton) where the electron hole distance is approximately two times as large as
the distance of neighboring sites, here a charge has been transferred to an adjacent
molecule (or atom). The neutral but polar CT excitons are discussed in the next
section (2.2.2) in more detail. Exciton binding energies can range from 1 meV to
1 eV for inorganic semiconductors and from 0.3 to 1.5 eV for organic semiconductors
[44, 45].
2.2.2. Absorption and emission spectra
The absorption and emission properties of molecular solids resemble to some extent
those of the single molecule [42]. The optically excited transitions between different
electronic states of hydrocarbons are spectrally located in the UV to visible range,
vibrational transitions can be observed in the near infrared, while rotational tran-
sition are located in the far infrared. Rotational energies are thus very small and
12
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Figure 2.5.: Schematic of Frenkel excitons (a), Wannier-Mott excitons (b) and so-called charge
transfer excitons (c), where a denotes the lattice constant.The scheme is adapted
from Ref. [42].
appear in the fine structure of vibronic (electronic and vibrational) transitions [41].
By absorbing a photon, the molecule interacts with the electrical and magnetic fields
of the light wave. The absorption of photons is treated within the scope of time
dependent perturbation theory where the external field of the light wave is intro-
duced as a perturbation potential to the system hamiltonian [38]. The perturbation
potential is mainly described by the potential energy of the electrons in the external
electric field of the lightwave .
The probability of exciting the molecules from a lower to an upper state (l → u)




eri|ψl〉 |2 . (2.10)
By inserting the wave function as product of electronic and nuclei wave functions
(Eq. 2.1) and by further separation the electronic wave function into a part for the
electrons and a part for the spin ψe = ψ
′




eri|ψ′e,u〉 |2| 〈χv,l|χv,u〉 |2| 〈ψs,l|ψs,u〉 |2 . (2.11)
The rotational contribution to the total wave function is neglected in the following.
The dipole matrix operator only acts on the electronic wave function ψ′e. The
separation of electron wave function and spin wave function is only valid if there
are no interactions between the orbital angular momentum and the spin angular
momentum (spin-orbit coupling); otherwise mixing terms occur.
An optical transition is only allowed if none of the terms in Eq. 2.11 vanishes.
If the first term vanishes the transition is dipole forbidden, the magnitude of the
first term in case of the dipole allowed transition depends on the overlap of the
electronic wave functions in the lower and in the upper state as well as on their
symmetry [41, 42]. Electronic transitions in molecules take place on a time scale of
≤ 10−15 s while nuclear motions take place on a time scale of 10−13 s which means
most electronic transitions are completed before the nuclei alter their configuration.
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This is accounted for in the second term which describes the overlap integral of the
vibronic wave functions in the lower and in the upper state, the Franck Condon
factor [8]. The third term describes spin selection rules which, in the absence of
spin-orbit coupling, is only non-zero when the lower and the upper state have the
same spin.
Organic semiconductors can absorb and emit within their singlet or triplet mani-
folds. The singlet (s = 0) and triplet (s = 1) energy level scheme is shown in a
Jablonski diagram Fig. 2.6, valid for both a single molecule or the molecule crystal
where the distinct energy levels are to be replaced by energy bands [8]. There are
Figure 2.6.: Scheme of the energy levels of the singlet and triplet manifold of a single molecule
or molecule crystal. Allowed absorption and emission paths are denoted by solid
arrows, internal conversion via vibronic levels are denoted by small dashed arrows
as well as intersystem crossing (small dotted arrows). Some of the transitions are
primarily forbidden, for details see the text. The scheme is adapted from Ref.[8, 42].
several radiative and non-radiative transitions that can occur. A direct excitation
from the singlet ground state S0 to the triplet manifold is to first order forbidden by
spin selection rules and thus appears only if a strong mixing of spin angular momen-
tum and orbital angular momentum is present [8, 42]. Excitation of a molecule in a
vibrational level of the singlet manifold proceeds either by a rapid internal conver-
sion to the lowest excited singlet state S1 or by intersystem crossing to the triplet
manifold via higher vibrational levels of the triplet states. Here again a sufficiently
large spin-orbit coupling must be present to make this process happen with signifi-
cant rates. Intersystem crossing can also start from higher excited singlet states not
necessarily from S1 [47]. Also in the triplet manifold the state relaxes fast to the
lowest vibrational level of T1. The first excited singlet state S1 can be depopulated
by radiative decay (fluorescence) or by non-radiative paths via vibrational levels.
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The radiative decay of T1 is called phosphorescence, the non-radiative decay of T1
can involve intersystem crossing to the vibrational levels of the ground state.
Typical lifetimes for the lowest singlet and triplet excited states are between 10−9
and 10−6 s (S1) or 10
−5 up to the ms regime (T1) in organic materials [8].
Franck-Condon principle and mirror symmetry
Due to the different time scales of the nuclear motion and the electronic transitions,
the latter appear as vertical lines in the potential diagram. The angular momentum
of the absorbed photon is small compared to that of the nuclei, thus the angular mo-
mentum and the kinetic energy of the nuclei is preserved upon absorption. However,
since the interaction of the nuclei is not only mediated by coulomb interaction but
also by the electronic shell, the equilibrium position of the nuclei is not necessarily
the same before and after absorption of a photon [42]. A basic assumption is that
the electrons can adapt adiabatically to a changing nuclear configuration.
Quantum mechanically the Franck-Condon factor in Eq. 2.11 denotes the overlap
of wave functions between the vibronic state v′′ of the lower electronic level (index
l) and the upper electronic level v′′ (index u) which becomes clear when turning to
the integral notation [38]:
| 〈χ(v′′,l)|χ(v′,u)〉 |2 = |
∫
χ(v′′,l)χ(v′,u)dr |2 . (2.12)
If the configuration coordinate R does not alter upon photon absorption, the ab-
sorption band is only due to the transition between the lowest vibronic modes of
the lower and the upper electronic state due to the condition of orthonormality of
the vibrational eigenstates, the zero phonon mode (0 − 0) [42]. In most cases the
configuration coordinate is larger in the excited state (u) meaning that the pho-
ton absorption causes a relaxation of the molecular binding, e. g. a readjustment
of bond lengths [48]. The result is that other modes than the 0 − 0 mode show
the strongest intensity and it is the replacement ∆R of the minima of the poten-
tial curves that determines the intensity distribution of the absorption and emission
spectrum (vibronic progression). The above description holds only for the assump-
tion that in the lower state only the lowest vibronic mode is significantly populated,
as it is true for room temperature and at not too high temperatures [8]. The Franck-
Condon principle and the intensity distribution in molecular spectra are illustrated
in Fig. 2.7. In general there exists a mirror symmetry between absorption and emis-
sion spectra since the excited vibrational mode tend to relax on a fast timescale
≈ 10−13 s [42] to the lowest vibrational mode of the excited state S1 (Kasha’s rule).
The relaxation to the lowest vibrational level is a result of the wave function overlap
of the vibrational states that are very close in energy. Kasha’s rule also implies
that an emission spectra will keep its structure regardless of the excitation wave-
length. From the lowest vibrational level of the excited state radiative transitions
to the vibrational levels of the ground state occur [49]. However, also radiationless
decay channels to the ground state exist. The emitted photons are characteristically
of longer wavelength than the exciting light. Thus the emission profile is shifted to
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Figure 2.7.: Schematic of the transitions between different vibrational levels for changed configu-
rational coordinate R and the corresponding intensity distribution in the absorption
spectrum as well as schematic emission and the corresponding spectral profile. The
scheme is adapted from Ref. [42].
smaller energies and shows mirror symmetry with the absorption profile as indicated
in Fig.2.7. Note that the emission spectrum is the mirror image of the S0 → S1 tran-
sition but not of the whole absorption spectrum, which also includes transitions to
higher lying singlet states like S0 → S2 [49].
If the vibrational levels do not change with the changed nuclei conformation be-
tween ground and excited state, i. e. the potential curves are similar in excited and
ground state, there is mirror symmetry of absorption and emission profiles. How-
ever, there are some cases that show deviations to the mirror image rule, as it is
often the case for conjugated π-systems. In general a loss in mirror symmetry in
the absorption and emission profiles is due to a different geometrical arrangement
of the nuclei in the excited state. Also reactions taking place in the excited state
like creation of charge transfer complexes that decay radiatively (exiplexes) cause
deviations from the mirror image rule [49].
Absorption and emission spectra in gas phase reproduce in general the behavior
sketched in Fig. 2.7. Spectra of molecules in solution or in the solid tend to show
more broadened absorption and emission spectra where almost all vibrational
modes are lost [50]. Inhomogeneous spectral broadening reflects the locally varying
interactions of the excited molecule to neighboring molecules or in case of the
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solution the interaction of the excited state dipole with the solvent molecules [48].
A brief description of coupling to vibronic modes in the molecular solid is discussed
below.
Coupling to vibronic modes
In crystals of organic molecules translation, vibration, and rotation of the molecules
can occur. The internal vibrations of the molecules do not differ strongly from
the vibrations of the single molecule. Also, vibrations of the molecular lattice occur
which are referred to as phonons, that are characterized by translational or rotational
movements of the coupled molecules [8]. These phonons show a dispersion relation
and can exist as acoustic or optical phonons. The energy of phonons is generally
small thus phonons are thermally excited at room temperature [8].
The coupling of the exciton to internal vibronic modes like the carbon double
bond stretching mode (≈ 1600 cm−1) is widely dominating the optical spectra of
π-conjugated hydrocarbons. The energy separation (≈ 0.19 eV) can be resolved
in good resolution in the absorption spectra of several conjugated oligomers and
polymers [50, 51]. The presence of a vibronic progression in the spectra implies a
displacement between lower and upper electronic state in the conformational coor-
dinate space as discussed above.
In π-conjugated systems also rotational relaxation occurs. In the excited state S1
it is possible that a coplanar alignment of the conjugated rings is the favorable con-
figuration other than in the ground state. This behavior is found to be intrinsic for
conjugated system with a torsional degree of freedom like oligo- and polyphenylenes
or oligo- and polythiophenes [50]. Upon excitation the nominally single C bonds that
bridge the rings show an increase of the π component resulting in coplanar align-
ment (quinoid structure). Figure 2.8 illustrates the effect of coupling to vibrational
and torsional modes on the absorption and emission spectrum.
Despite the planarizing effect of the solid resulting from stacking and intermolec-
ular interaction, the molecules in the ground state are still slightly twisted and tend
to planarize upon excitation. For example, the interring twist in poly(p-phenylene)
is still around 20 ◦ in the solid [52]. The coupling to the ring torsional modes is re-
flected in the absorption and emission spectra by broad and structureless absorption
while the emission shows a vibronic fine structure.
In a study by Turbiez et al. [53] the effect of the coplanarity in the ground state
on the absorption and emission properties in solution was illustrated on quarter-
thiophenes (4T) without and with rigidifying 3, 4-ethylene-dioxithiophene (EDOT)
groups that stiffen the molecular backbone by sulfur oxygen interaction. The more
EDOT groups were introduced onto the 4T the stronger the fine structure in the
absorption spectrum. Likewise the Stokes shift reduced indication less structural
reorganization between ground and excited state. To a certain extent this behavior
can be observed when comparing solution and thin film spectra of the dicyanovinyl-
oligothiophenes investigated in this work. The solution spectra show structureless
absorption bands whereas the spectrum in the thin film is slightly more structured
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Figure 2.8.: Modelled absorption and emission spectra for coupling in a double bond stretching
mode (~ω ≈ 0.2 eV) (a), coupling in a ring torsional mode (~ω ≈ 0.01 eV) (b), and
coupling into both modes (c). The graph is taken from Ref. [50].
due to the planarization of the molecule in the solid. This effect is stronger for the
shorter oligomers like dicyanovinyl-terthiophenes.
Oscillator strength and absorption coefficient
To describe the strength of a specific electronic absorption band, the oscillator
strength fl,u is used, originating from light absorption being described classically
by a model of oscillators. Nevertheless, the formulation below is quantum mechan-
ical. If one only regards a single electron that is lifted from a lower level l to an

















2.2. Optical excitations in organic semiconductors
where νl,u denotes the frequency of the transition. The oscillator strength is a
dimensionless quantity. For strong electronic absorption bands its value is around 1.
The oscillator strength is related to the integral over the absorption band and can
also be related to the Einstein coefficient Bl,u for absorption [38].
The absorption coefficient α of a thin film of thickness x can be defined by the ratio
of fraction of light that is absorbed in the film and the initial light. It is defined by




0 α(x)dx) . (2.15)
Regarding molecules in solution, the absorption coefficient is related to the concen-
tration of the material. In typical commercially available spectrometers using the
two beam technique, the absorbance, reflectance (R), and transmittance (T ) can be
measured. The absorbance in units of optical density (OD) of a thin film is given
by the transmittance and can be related to the absorption coefficient by utilizing
the Lambert-Beer law (Eq.2.15) if the film thickness d is known. Given that the
integral over absorption coefficient can be approximated by a product:














αdx is approximated by the product αd since the thickness is usually
very thin. However, it is neglected that the transmittance is overestimated by the
fraction of light that is reflected at the interfaces air-thin film and thin film-substrate.









Absorption coefficients for molecular solids for absorption in the singlet term are of
the order of 10−5 cm−1 [8].
Triplet excitons and intersystem crossing
Each electron carries a spin with the value 1/2 and with the projection to a specific
direction, namely the z direction being ±1/2~. To account for all possible states,
the symmetric linear combination of the two directions yields three possibilities with
total spin of S = 1, just to differentiate by their spin magnetic moment which can
either be 1 or 0 or −1, the triplet state. The antisymmetric linear combination yields
a state with total spin S = 0 and without any spin magnetic moment, the singlet
state. Due to the Pauli principle, the ground state of an atom or molecule is a singlet
state while excited states can either be realized as singlet or triplet states[41]. In
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π electron systems, triplet states are created by the coupling of two π electrons to
a state with the total spin S = 1 [8]. The unpaired electrons of singlet and triplet
states experience Coulomb interaction as well as exchange interaction. The latter
tends to lift the energy of singlet states but lower the energy of triplet states [47].
The spin-spin interaction in the triplet state splits the three degenerate triplet levels
into three sub levels. Since this occurs even without external magnetic field it is
referred to as zero field splitting. In molecular crystals the splitting is of the order
of 0.1 cm−1 [8, 47]. For isolated molecules one speaks of triplet levels, for molecular
aggregates and solids triplet excitons can be defined in analogy to singlet excitons
as above.
The generation of triplet excitons by optical excitations can take place intrinsi-
cally via intersystem crossing. In a classical description, an electron on a circular
orbit causes a magnetic field at the position of the electron which in turn inter-
acts with the electrons spin magnetic moment. Hence an interaction of the orbital
motion of the electron with its spin occurs via the respective magnetic moments
[41]. Furthermore the energy levels of a triplet state split into two components,
the fine structure splitting whose magnitude is given by the fine structure constant
αfs [8, 41]. Quantum mechanically this is implemented via the spin-orbit Hamilto-
nian which depends on a mixing of orbital angular momentum operator L and spin












The first sum is over the nuclei of the molecule (index µ) and the second over the
electrons (index i). The rates for intersystem crossing can be expressed by the so
called golden rule for radiationless decay [54]. Here, an important factor is the
vibrational overlap of the initial state (singlet) and the final state (triplet). Since
the internal conversion is very fast (10−13) the intersystem crossing will most likely
start from the lowest singlet excited state (S1) [8, 38]. The spin-orbit Hamiltonian
depends on the effective charge of the nuclei (Z); the presence of heavy atoms should
lead to an enhancement of spin-orbit coupling. In fact the intersystem crossing in
oligo- and polythiophenes is often attributed to the heavy atom effect induced by
the sulfur atom [55]. For oligo- and polythiophenes also other aspects like the chain
length of the oligomer and the twisting of the molecule or the deviation of the
molecule geometry from coplanarity play a role [54].
For planar molecules symmetry rules tend to forbid the intersystem crossing for
the π → π? transition. Spin-orbit coupling is quite small even if the conjugated
backbone includes heavy atoms. However, any twist of the conjugated rings (if
there is a degree of rotational freedom) will significantly increase the intersystem
crossing [54]. For oligo- and polythiophenes as mentioned above, the excited state
will tend to planarize due to the quinoid character of the π? oligo-, or polythio-
phene [54]. Thus there are two alternatives that explain the experimentally observed
intersystem crossing for this material class. First, the torsional relaxation can be
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sterically hindered which might be true if some additional groups are added to the
thiophene backbone. Second, the intersystem crossing could start from a twisted
unrelaxed excited singlet state which is more likely here. Theoretical studies by
Beljonne et al. [54] showed that for oligothiophenes the spin-orbit coupling of the
S1 and T1 state is vanishingly small due to the large energetic distance, hence small
wave function overlap. There are rather excited triplet states in the vicinity of S1
that display significant spin-orbit coupling. Two intersystem crossing channels are
identified [54]: an exothermic process via T3 which lies around 0.5 eV lower than S1
as well as an endothermic process via vibrational levels of the T4 state.
Next to intersystem crossing, triplets can also be generated via a sensitization
process [47]. However, a host guest systems is needed, where the sensitizer is
embedded in a host matrix. The sensitizing molecule must have its singlet and
triplet state in between the singlet triplet distance of the host and it must display
efficient intersystem crossing. One can either optically excite the singlet system of
the host or of the sensitizer in order to obtain a high enough triplet population
so that phosphorescence is measurable [56]. To some extent the concept of triplet
sensitization is adapted to explain the enhanced triplet population found in
mixtures of dicyanovinyl terthiophenes and fullerene C60 as it will be discussed in
Chapter 6.
2.3. Transport in organic semiconductors
Generally the interplay between the polarization of the environment and the inter-
molecular interaction energy determines the transport properties of charges [42].
Charge transport can be characterized by the mobility which in turn determines the
conductivity. In general as response of a semiconductor to an applied electric field
E the charge carriers will move with an average velocity, called drift velocity vd.
The mobility µ is then defined by [44]
|vd| = µ|E| . (2.21)
Transport in inorganic semiconductors is typically coherent, meaning that the
charges are delocalized and move in energy bands with an effective mass given by the
curvature of the respective band [44]. The delocalized wave packages are accelerated
by external fields. Scattering at defect states and phonons occurs. The characteristic
temperature dependence of the mobility is that of a power law µ ∝ T−n (n > 1),
with increasing temperature the mobility decreases [44]. The absolute value of the
mobility is much larger than 1 cm2 V−1 s−1.
In organic semiconductors typically hopping transport, i. e. incoherent transport
occurs. Localized excitons or charges undergo a succession of hopping steps from site
to site. This process is activated by temperature, thus the transport improves with
increasing temperature as µ ∝ exp(Eact/kBT ), where Eact is an activation energy [8].
The absolute value of the mobility is usually equal or much smaller 1 cm2 V−1 s−1.
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Since the transport properties in organic semiconductors are strongly anisotropic
to a certain extent also coherent band transport might occur [8, 42]. For example
along specific crystal directions the transport might be band-like. The width of the
transport bands is typically small thus transport is much more liable to defects and
fluctuations than in inorganic semiconductors [42].
The description of neutral excitations and their motion is nearly independent of
the description of the movement of free charges in an organic solid. A definition of a
mobility for excitons is not appropriate since it is a neutral excited state that does not
transport charge but energy. The motion of excitons is a diffusive motion quantified
by the length scale which excitons can move before they recombine (exciton diffusion
length) [8].
In the following exciton motion will be discussed, including the mechanisms of
energy transfer and sensitized emission. Transport of charges and polarization effects
in organic crystals will be described in Sec. 2.3.2. The discussion of charge generation
upon photo excitation is postponed to the next chapter.
2.3.1. Exciton motion
Excitons usually diffuse through the crystal and transport energy. The excitation
energy can be transferred via electrodynamic interaction of the excited molecule with
its neighbors. In addition simple reabsorption of photons is a possibility for long
distance transfer of excitation energy [57]. Nevertheless, it is a rather weak process
due to the Stokes shift of absorption and emission spectra, hence the overlap is
spectrally quite small.
Subsequent to photon absorption a Frenkel exciton is created. It might be initially
spread over a certain domain where all excited molecules in that domain have a
defined phase relationship [42]. If this phase relation remains while the domain
moves (due to intermolecular coupling) the transport is coherent, hence the exciton
moves in a wave like manner. The coupling to lattice modes and imperfections cause
the coherence to get lost rapidly. The coherence time for organic solids is typically
around 10−13 s [42]. For times larger than the coherence, time the transport is
characterized by a localized excitation undergoing a random hopping like motion.
At very low temperatures (< 4.2 K) the transport of triplet excitons in anthracene
crystals becomes coherent while it is incoherent at larger temperatures [42].
Förster transfer
Exciton diffusion involves a multistep hopping process where the transfer between
two hopping sites i. e. between two molecules is described by the Förster energy
transfer. The exciton energy is transferred non-radiatively from site to site in a
process where the excited donor molecule transfers to the ground state while the
acceptor molecule becomes simultaneously excited. The energy transfer is treated
as a one-step process [58]:
D? + A→ D + A? . (2.22)
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Here D denotes a molecule that donates the excitation energy, while A denotes a
molecule that accepts the excitation energy. If the two molecules are of the same
kind one speaks of homotransfer leading to excitation migration. In case of two
different molecules one speaks of heterotransfer. Both are accounted for by the
Förster transfer rate below [49]. The Förster transfer rate strongly depends on the
distance of the two molecules. It is generally written in terms of a critical distance









with R denoting the distance between donor and acceptor molecule and τD the
natural lifetime of the donor (spontaneous lifetime). The Förster radius R0 is the
















The orientation of the dipole moments of the donating and accepting molecule µD
and µA is taken into consideration by the first term. The transfer rate depends on
the overlap of the donor fluorescence FD and the acceptor absorption cross section
σA. Typical values for the Förster radius are in the range of 20 to 50 Å[42, 58].
The quantum mechanically derived transfer rate takes only the dipole interaction of
the electronic systems of two neighboring molecules into account. Though the final
expression involves terms that are identified with absorption and emission spectrum
of the molecule, the energy transfer differs from reabsorption processes as described
above. Here the emission and absorption must coincide while for reabsorption (or
radiative energy transfer) the two processes happen one after the other and do not
involve a direct interaction of donor and acceptor [58, 59]. Förster theory is accurate
for the case of so called weak coupling meaning that vibrational transitions relax
much faster than electronic and that the coupling to vibrations is much stronger
than the electronic coupling of donor and acceptor [57]. In consequence the transfer
happens to be incoherent and irreversible [42].
The theory of resonant energy transfer (as is the Förster transfer) has been
generalized and extended to exciton states with dipole forbidden transitions [60].
This means transitions that occur via higher multipole interactions or via electron
transfer.
The interaction integral in general is written as [59]:
Λ = 〈Ψf |H|Ψi〉 . (2.25)
The Hamiltonian takes the electrostatic interaction of all donor electrons and nuclei
with all acceptor electrons and nuclei into account, which is given by the Coulomb
interaction for example in multipole expansion [60]. In case of a two-electron system,
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the antisymmetrized wave functions of the initial (index i) and final state (index f)








[ψD(1)ψA?(2)− ψD(2)ψA?(1)] . (2.27)
Thus the total interaction integral contains a sum of the Coulomb interaction and











Note that the variables 1 and 2 in the exchange term are exchanged on the right hand
side of the Hamiltonian. ψD? denotes the wave function of the excited state of the
donor and not the complex conjugate, the same holds for the acceptor wave function
[59]. To first order approximation the Hamiltonian is approximated by the Coulomb
term ∝ e2/R. Förster transfer uses only the Coulomb part and approximates it by
dipole-dipole interaction [57]. It is significant up to a range of 10 nm which is still less
than the distance for radiative energy transfer [59]. For higher multipole moments
the distance dependence of the transfer rate is as well given by a power law ≈ R−x
with x ≥ 8. Thus the interaction is of much shorter range [38].
Triplet exciton motion: Dexter transfer
The important case of triplet-triplet energy transfer can be described as a double
electron exchange involving both the HOMO and LUMO levels. Figure 2.9 de-
picts schemes for electron and hole transfer as well as triplet-triplet energy transfer.
Triplet-triplet transfer occurs over distances of 1 to 1.5 nm [59]. It accounts for a
reaction as follows [59]:
3D? +1 A→1 D +3 A? . (2.29)
Again D denotes a molecule that donates the excitation energy, while A denotes a
molecule that accepts the excitation energy. Triplet triplet transfer can be assisted
by Coulomb interaction via spin-orbit coupling terms in the Hamiltonian. The
contribution is of the order of 10−6 times the coupling of the singlet states [57].
To a larger extent triplet-triplet transfer is mediated by the exchange interaction
(comp. Eq. 2.28). The resulting transfer rate obeys an exponential dependence on
the molecule distance R and thus is significant for short distances [47]:




where J is the spectral overlap integral between the donor phosphorescence and
the acceptor absorption and L is a constant factor that accounts for an average
molecular orbital overlap of participating donor and acceptor states [47].
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Figure 2.9.: Schematic representation of electron (a) and hole transfer (b) as well as triplet-triplet
energy transfer (c). Triplet-triplet transfer in general involves the transfer of charges
in the HOMO and LUMO levels. The scheme is adapted from Ref. [59].
Exciton diffusion length and sensitized emission
The exciton diffusion length characterizes the root mean square (rms) displacement





Here D denotes the diffusion coefficient. The diffusion length can be measured via
the technique of sensitized fluorescence, where a host crystal is doped with a small
amount of guest molecules [8]. The host is excited and the emission of the sample
is monitored. The emission will contain parts of the host emission and emission of
the guest molecule whose excitonic levels are not directly excited, but are populated
via energy transfer from the host exciton levels with previous exciton migration. By
measuring the intensities of host and guest emission as a function of the (molecular)
concentration of guest molecules, the diffusion length can be determined. A basic
requirement for sensitized emission is the matching of energy levels of the singlet
excitons: The first excited singlet states must be aligned so that the host singlet
level lies above the the guest singlet level and it is thus favorable to populate the
guest molecule which then does emit [47].
Other techniques use for example the photoluminescence quenching of excitons
that are annihilated at a quencher layer in a defined distance from the place where
the excitons are optically generated [61, 62].
2.3.2. Charge transport
Electrons or holes that are injected into or in some way created within the molecular
solid will populate the LUMO and the HOMO level of the molecule. The charged
molecule (anion or cation) in turn polarizes its environment and since the polariz-
ability of the molecules is high, the polarization energies are significant [42]. Due
to the weak intermolecular coupling the polarization is strongly localized with the
charge and moves instantaneous with it through the solid. The energies Eh and Ee
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of the polarons are called transport levels and differ from the energies of free ionized
molecules by the polarization energies [8]. Figure 2.10 depicts the shift of energy
levels and formation of energy bands from a single isolated molecule to the solid
state, the vacuum level has been chosen as a reference here. The energy levels of the
Figure 2.10.: Schematic of the energy levels of an isolated molecule and how they are transferred
to the crystal state. The symbols are defined in the text. The scheme is adapted
from Ref. [8, 42].
isolated molecule (subscript g) in Fig. 2.10 include the energies of a single positive or
negative ion. IPg is the energy required to remove an electron from the HOMO of a
neutral molecule while EAg is the energy released upon the addition of an electron
taken from infinity and added to a neutral molecule. In the solid the levels of the
ionized molecule shift by their polarization energies [8, 42]: for electrons Pe and
for holes Ph. It is easier to ionize a neutral crystal molecule when the remaining
positive ion is stabilized by the polarization of its environment and it is more diffi-
cult to remove an additional electron to infinity due to the same reason. Hence the
positive ion level shifts towards the vacuum level by its polarization energy and the
negative ion energy level is shifted apart from the vacuum level by its polarization
energy [42]. IPs and EAs denote the ionization potential and the electron affinity
in the solid, respectively. The electronic bandgap energy Eg is the energy that is
needed to produce free electrons and holes that stay within the solid [8, 42].
Apart from electronic polarization, also a vibrational relaxation occurs, mean-
ing the lattice in the vicinity of the polaron relaxes to a new equilibrium position
mediated by phonons. The vibronic relaxation causes the bandgap to decrease in
comparison to the so called adiabatic bandgap Eg, i. e. the bandgap between Ee
and Eh [8, 42].
Experimentally, the ionization potentials of isolated molecules IPg and molecular
solids IPs can be determined by photoemission spectroscopy (see Chap. 4), while
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EAg and EAs can be determined by inverse photoelectron spectroscopy. Table 2.2
shows ionization potentials and electron affinities for molecules in gas phase and
molecular solids for a few common organic compounds.
IPg (eV) EAg (eV) IPs (eV) EAs (eV)
anthracene 7.5 0.6 5.75 2.0 ?
tetracene 7.0 1.1 5.4 2.4 ?
pentacene 6.7 1.2 5.1 2.9 ?
C60 7.6[63, 64] 2.65[65] 6.2
†[13]-6.4†[IAPP] 4.0†[66]
ZnPc 6.3[67] 3.8[68] 5.1†[IAPP] 3.34†[69]
Table 2.2.: Ionization potential in the crystal IPc and for the isolated molecule IPg as well as
electron affinity for the crystal EAc and for the isolated molecule EAg. The values
are taken from Ref. [8, 42] except stated otherwise. The values for ZnPc and C60 are
determined by photoelectron spectroscopy and inverse photoelectron spectroscopy ex-
cept the EAg value for ZnPc which is calculated. The measurements of the ionization
potential at the IAPP are performed by Selina Olthof.
?
estimated from measurement of Eg via EAc = IPc − Eg
† values of thin films, not single crystals
The HOMO and LUMO levels of neutral molecules are not relevant when regard-
ing energy levels for charge transport [70]. Strictly speaking, HOMO and LUMO
levels are only defined for single molecules. In a molecular solid and especially for
organic solar cells the terms HOMO and LUMO are used nevertheless, but they
refer to the ionization potential (HOMO) and the electron affinity (LUMO). The
molecular excitonic levels are mainly involved in optical transitions while the energy
levels of charges differ to them by the polarization energies. The distinction is often
realized by referring to optical transitions in the singlet and triplet notation (S0, Sn
and Tn, n ≥ 1), the corresponding energy gap is defined as optical gap Eoptg . The
energy levels for free charges are denoted by HOMO and LUMO and are sometimes
called transport levels. In the latter case, the corresponding energy gap is referred
to as transport gap Eg. It has to be noted that the use of the terms HOMO and
LUMO in the organic semiconductor represents a conceptual inaccuracy but will be
used in the following.
Band transport and hopping transport
As indicated in Fig. 2.10 the multiple degenerate levels of the isolated molecule ionic
state transform in the crystal to a band of energy levels. Band theory works well
to describe inorganic semiconductors, however, for organic solids it is not in general
applicable. Energy bands in organic semiconductors are calculated using the Hartree
Fock formalism and by determining the molecular orbitals and transfer integrals.
Within a tight binding approach the actual band structure of the transport levels
are determined [8].
To distinguish between band transport and hopping transport, the mean scatter-
ing time and subsequently the mean free path of carriers can be consulted. If the
mean scattering time is short compared to ~/∆E, where ∆E denotes the width of
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Another criterion would be that the mean free path of carriers must be larger than
the lattice constant. Typical bandwidths of organic crystals are only of the order
of a few hundred meV (anthracene 0.5 eV) thus the mean scattering time must be
larger 10−15 s [42].
In a quantum mechanical approach, within the framework of a one-electron Hamil-
tonian Pope and Swenberg classify the limiting types of carrier transport via the
relation of the nearest neighbor overlap energies to the other contributing energies
[42]. The Hamiltonian writes as a sum of interaction potentials:
H = H0 + Htransfer + Hlattice vibration + Hvar . (2.33)
The first part denotes the total energy of the system (excited molecules and excited
lattice without interaction), the transfer Hamiltonian Htransfer involves the charge
transfer from one site (n) to a different site (m) via the electronic overlap ener-
gies Jnm. The effect of the lattice vibration on the charge motion is described in
Hlattice vibration (dynamic disorder) and the last term Hvar accounts for the static
disorder of site energies by local structural perturbation as well as the resulting
disorder in electronic overlap energies. The magnitude of Jnm compared to the cou-
pling constants of the lattice vibration interaction as well as the disorder energies
specifies the type of charge transport: If Jnm is large compared to all other coupling
constants Hlattice vibration and Hvar can be neglected and the transport is band like,
with the Eigenfunctions being Bloch band states. If Jnm is small relative to the
dynamic disorder and in the absence of defects, the static disorder is very small the
lattice interactions have to be included in the formalism. The resulting transport
state is a polaron that undergoes a series of hops.
Charge transfer excitons
Charge transfer (CT) excitons are neutral but polar excitations that have an electron
hole distance larger than the lattice constant. The binding energy of a CT exciton
is lower than that of a Frenkel exciton [8]. The energy of a CT exciton with the
electron and hole being on neighboring molecules, distance r, is given by [42]
ECT = IPD − EAA − Peh(r)− C(r) , (2.34)
where IPD is the molecular ionization potential, EAA is the molecular electron
affinity, Peh(r) is the polarization of the lattice caused by the electron hole pair in
a distance of r and C(r) denotes the Coulomb attraction. In molecular crystals
the absorption of a CT exciton is usually very weak and hardly observable [42]. In
molecular crystal made up of two different types of molecules from which one has
electron donating properties (donor) and the other has electron accepting properties
(acceptor) CT excitons are much more likely to be observed [8]. The lowest CT
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transition corresponds to a promotion of an electron from the HOMO of the donor
to the LUMO of the acceptor. The CT exciton cause local lattice deformations and
polarizes its surrounding. It can either be mobile and move from lattice to lattice
site through the crystal or it can be trapped, even self trapped [8]. Furthermore
CT states can be dissociated under electric fields and they exist as intermediate
states in the course of charge carrier recombination. Theoretically, a mixing of
neutral excitations (Frenkel excitons) and polar excitations (CT excitons) must be
implemented into the basis set of excitations in organic crystals [42].
Trap states
Electrical transport in realistic organic semiconductors is accompanied by the cap-
ture of charge carriers in localized states. The trapped charges may be released
(for example by thermal activation) from the localized state after a certain time
or they may recombine. In the latter case one speaks of a recombination center,
in all other cases one refers to the localized state as a trap state. Likewise anti-
traps or scattering centers can be formed by the same mechanisms that cause trap
states [71]. Especially in amorphous organic semiconductors the Ee and Eh energy
levels are described by a gaussian distribution of states (as will be discussed in the
next paragraph). The tail of the distribution extends into the bandgap. Such tail
states are traps if their site energy is below a certain threshold value Et [39]. The
origin of traps states is diverse. Responsible for trap states are mainly structural
defects and chemical impurities: In non ideal crystals structural defects and lattice
irregularities form local states for charge carriers caused by local electronic polari-
zation variations in the region of the structural traps. The change of the localized
state energy is negligible. It is rather the change in electronic polarization energy
that determines the trap formation [71]. In a classical semiconductor picture all
states below the conduction band edge are trap states for electrons while all states
energetically above the valence band edge provide traps for holes.
Guest or impurity molecules in a host matrix can form local states for charge
carriers (as well as for excitons). States of this origin are referred to as chemical
traps. To a certain extent the trap states are discrete and depend only on their
energy levels of the chemical impurity and the matrix molecules. Electron traps are
determined by the difference in electron affinities [71]:
Eeguest = EAguest − EAhost , (2.35)
with Eeguest > 0 for trap states and E
e
guest < 0 for antitrap states. A similar de-
scription holds for holes and the difference in ionization potential of host and guest
molecule. Additionally, a chemical impurity may distort the lattice of the matrix
in its surrounding [39, 71]. Hence, polarization energies of a localized charge in a
chemical trap may differ from the polarization energy of the host or matrix molecule.
As a consequence of the local lattice distortion, the energy levels of traps states may
not be discrete but form a narrow distribution of energies. The lattice deformation
of an impurity molecule is again related to structural traps [71].
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Charge carriers can even be trapped by the polarization and deformation of the
molecule they cause themselves (self trapping). Tail states that are mainly caused
by the polarization variation are referred to as shallow traps from which carriers
might be released via thermal activation processes. However, chemical impurities
and strong structural disorder (for example at grain boundaries) cause the trap
states to be deeper and be described by a different distribution function centered
around Etrap [39], as depicted in Fig. 2.11.
Figure 2.11.: Distribution of shallow traps states in the tail of the DOS and of deep trap states
providing an additional distribution function deeper in the energy gap. The scheme
is adapted from Ref. [39] .
2.3.3. Amorphous organic semiconductors
For many organic compounds it is hardly possible to prepare single crystals. Nor-
mally organic semiconductors are prepared as thin films by thermal evaporation
or by wet chemical processing like spin coating. The preparation conditions lead
to amorphous rather than crystalline films [39]. In amorphous films, the model of
electrons in the periodic crystal is no longer applicable. However, energy bands and
bandgaps still appear since the density of states is affected by the local configuration
[44]. Transport of carriers is strongly dominated by scattering and trapping processes
and can be described by a thermally assisted hopping caused by an inhomogeneous
distribution of localized transport states. The mobilities determined in amorphous
films are orders of magnitude smaller than for organic single crystals [39].
There exist several models that describe hopping transport (comp. Ref. [42]). In the
next section the Bässler model or Gaussian disorder model for hopping transport is
described, since empirically known relations for temperature and field dependence
of charge carrier mobilities can be reproduced by the Bässler model. Furthermore,
commonly used simulation models are based on the Bässler model, as for example
the extended Gaussian disorder model [72].
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The Bässler disorder model
The Bässler disorder model [73], also referred to as Gaussian disorder model (GDM),
describes the transport of charge carriers in amorphous, i. e. disordered organic
solids. The basic assumptions are that transport occurs as a hopping transport
via sites represented by molecules or molecular segments. The energies of trans-
port states G(E) are governed by a Gaussian density of states caused by stochastic







where w is the width of the distribution. The hopping rate between two sites incor-
porates the overlap of electronic wave functions as well as a Boltzmann factor ac-
counting for the spatial disorder. Hopping to energetically higher lying sites (νij(↑))
needs to be thermally activated while hopping to energetically lower site needs no
activation. The jump rates are of Miller-Abrahams type [8]:
νij(↑) = ν0 exp (−2ζ∆Rij) exp
(




νij(↓) = ν0 exp (−2ζ∆Rij) . (2.38)
Ei and Ej denote the energies of the transport states within the distribution of
transport states. The field strength of the electric field is denoted by |E|, ∆Rij is
the distance between the hopping sites i and j, and ζ is a constant describing the
exponential decay of the wave function.
The resulting mobility in the vicinity of small electric fields depends on temperature
as follows [8]:






where µ0 is the mobility of the disorder-free semiconductor (for T →∞). Figure 2.12
schematically depicts the hopping transport in a disordered organic semiconductor.
Within the framework of the Gaussian disorder model charge transport is described
as an incoherent random walk [73]. However, in the above disorder model polaron
effects are neglected. In general disorder and polaron effects, i. e. the motion charge
carriers dressed by a lattice deformation, must both be taken into account. The
merging of these two concepts for charge carrier transport in disordered organic
semiconductors is further discussed in Ref. [46, 74].
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Figure 2.12.: Schematic of the hopping transport in disordered organic semiconductors. The
graph is adapted from Ref. [8].
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3. Organic photovoltaics
In the following chapter, general aspects of conversion of solar energy into electri-
cal energy as well as the basics of general photovoltaic devices are described. The
principles of (small molecule) organic solar cells are discussed in Sec. 3.3 wherein
mechanisms of charge generation in organic donor acceptor blends are discussed in
detail.
3.1. Introduction
The sun spectrum matches a black body radiation in good accordance, assuming a
surface temperature of 5800 K. By using Wien’s displacement law the wavelength
of the maximum irradiance can be determined to λmax ≈ 500 nm. By crossing the
atmosphere the solar radiation is partly absorbed mainly by water vapor, carbon
dioxide, methane, nitrous oxide, and other gases present in the earth atmosphere.
The longer the optical path the radiation has to cross, the more can be absorbed.





where α is the angle under which the radiation enters the atmosphere relative to
the radial direction l0. The ratio of l/l0 is called air mass (AM). The sun’s radi-
ation flux before entering earths atmosphere is called AM0. Under perpendicular
irradiation (for example at the earth equator) the spectrum is called AM1. The
AM1.5 spectrum describes a spectrum under the angle of 48 ◦ against perpendicular
direction and has become the standard spectrum for solar cell characterization. It
corresponds to moderate regions like Europe and North America though it has to
be noted that the actual angle in these regions deviates for different day times and
seasons. The integral value of the AM1.5 spectrum is 100 mW cm−2. One distin-
guishes between two standard spectra for terrestrial use: one for flat plate modules
with an integrated power density of 100 mW cm−2 (AM1.5g), and another for solar
concentrator applications that include also a circumsolar component in a disk 2.5◦
degrees around the sun (AM1.5d). The AM1.5d spectrum has an integral value of
90 mW cm−2 [76].
Commonly used inorganic semiconductors like silicon (bandgap 1.12 eV) absorb
above their bandgap and cover the visible and near infrared region of the solar spec-
trum. However, organic semiconductors usually exhibit narrow absorption bands
in the visible region, thus a combination of different materials is needed here to
harvest a wide range of the solar spectrum. Especially for the infrared region of the
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sun spectrum good absorbing materials are lacking. The spectral irradiance is given
as energy flux density per wavelength interval in Fig. 3.1. Additionally the narrow
band absorption spectra of two organic compounds are displayed: On one hand, the
absorption spectrum of C60 a standard acceptor material in organic photovoltaics.
On the other hand, the absorption of the donor compound DCV2-5T investigated
within this thesis. The overlap of absorption bands of the organic semiconductors
and the solar spectrum emphasizes the fact that without suitable infrared absorbing
materials, a wide spectral range of the solar radiation remains unused.
The solar irradiance spectra depicted in Fig. 3.1 are AM1.5g spectra given by the
international standard ASTM G137 1.





































Figure 3.1.: AM1.5 (dark grey line) and AM0 (light grey line) spectrum and absorption bands
of C60 (red dashed line) and DCV2-5T (blue solid line) as donor and acceptor com-
pounds that can be used in organic solar cells. The black line marks the bandgap of
silicon (≈ 1100 nm or 1.12 eV [44]). Solar spectra are taken from Ref. [76]
3.2. Solar energy conversion
In an inorganic semiconductor an electron in the conduction band and a hole in the
valence band are created upon absorption of a photon with sufficient energy. In the
1The American Society for Testing and Materials (ASTM) provides terrestrial spectra for solar
cell characterization [76]. The conditions are such that the receiving area is a plane tilted 37 ◦
towards the equator corresponding to an elevation angle of ≈ 41 ◦ of the surface normal. The
measurement is performed under standard atmospheric conditions defined in Ref. [77].
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following, the conversion of the photon energy into chemical energy of the electron
hole pair and then into electrical energy that can be used by a load is described.
In a conventional semiconductor, the valence Ev and the conduction band Ec are
separated by the bandgap Eg = Ec − Ev. The occupation of the energy bands is
determined by the Fermi distribution. The densities of electrons in the conduction



















with the Nc and Nv being the effective density of states in the conduction and valence
band and with the Fermi energy εF. In an intrinsic semiconductor the electrons in
the conduction band are created from the valence band. The product of electron
and hole densities does not depend on the position of the Fermi energy thus cannot
be altered by doping the semiconductor. This is different when the semiconductor
is exposed to light, as is discussed in the next section.
3.2.1. Quasi Fermi levels
The section on quasi Fermi levels in an illuminated semiconductor follows the
description given by P. Würfel [75, 78].
Under dark conditions a semiconductor is in global thermal equilibrium, meaning
the charges in conduction and valence band are in thermal equilibrium and in be-
tween bands, there is thermal equilibrium i. e. the Fermi energy is the same for both
bands. By the absorption of photons, additional electrons and holes are created
and the semiconductor is displaced from its thermal equilibrium. Immediately after
their creation, these photo-generated holes and electrons obey a different energy
distribution than the thermal (“dark“) holes and electrons. By interaction with
lattice phonons the energy distribution of the photo-generated charges approaches
the energy distribution of the dark charges, the photo-generated charges thermalize.
The thermalization occurs on much shorter time scales (typically in the picosecond
range) than the actual lifetime of the charge carriers. Nevertheless the electron den-
sity in light is larger than in dark so the Fermi level must approach the conduction
band, on the other hand the hole density also increased compared to the dark case
so the Fermi level should approach the valence band. The concept of quasi Fermi
levels overcomes the contradiction. The thermalization happens in conduction and
valence band separately, so within the bands the charges are in an quasi thermal
equilibrium state and can be described by two separate Fermi distributions. The
relaxation time over the bandgap is much larger, i. e. given by recombination and
generation processes across the bandgap within the lifetime of the carriers. Hence
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the semiconductor is not in a global equilibrium state. The electron and hole den-
sities under illumination are described by























Here the product nenh features an additional exponential term containing the quasi
Fermi energies in contrast to the dark case (comp. Eq. 3.4). Figure 3.2(a) illustrates
the case of a semiconductor in dark (thermal equilibrium). Here the Fermi level
and the quasi Fermi levels for holes and electrons match each other. Figure 3.2(b)
illustrates the case of a semiconductor displaced from equilibrium such that the
electron and hole densities in the respective bands need to be described by quasi
Fermi distributions. In principle a photovoltaic device transfers the heat radiation
(a) dark (b) light
Figure 3.2.: Scheme of the charge carrier densities of a semiconductor in dark (thermal equilib-
rium) (left hand side) and a semiconductor under illumination (right hand side).
Here the condition is that the electron and hole densities in the conduction and
valence band must be described by two separate Fermi distributions since the semi-
conductor is not in global thermal equilibrium. The graphs are adapted from [78].
of the sun into chemical energy which in turn is then transferred into electrical
energy. The solar radiation creates electrons and holes in the semiconductor that can
recombine and reemit. In thermal equilibrium under the condition that the created
electrons and holes do not transfer their energy to the lattice, the temperature of
the solar surface and the charge carrier plasma would be same. When switching on
the coupling to the lattice, the electrons and holes thermalize and some energy is
immediately lost whilst the entropy of the lattice increases. The chemical energy of
the electron hole pair is given by the electrochemical potentials of electron µe and
hole µh i. e. the difference of quasi Fermi levels [75]
µe + µh = εF,c − εF,v . (3.8)
Note that an ideal semiconductor with only radiative recombination, that is excited
monochromatically with its bandgap energy converts the heat energy optimally into
chemical energy with an effciency that can be described by a Carnot efficiency.
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In an ideal device, as depicted in Fig. 3.3, the photo-generated charges are ex-
tracted at different contacts. These contacts must act like semipermeable mem-
branes that just allows one type of carrier to pass. Additionally, the extraction of
carriers should happen without any loss in chemical energy, i. e. quasi Fermi energy
splitting (comp. 3.8). The requirements can be fulfilled by adding n and p layers
adjacent to the (metal) contacts. The conduction and valence bands of the n and
p type semiconductors are chosen that way that on the p side electrons experience
an energy barrier and thus do not pass to the contact, while on the n side holes are
blocked and electrons can pass to the contact. Drift and diffusion currents can be








where σi is the conductivity, µi the chemical potential, and ϕ the electric potential
summarized in the electrochemical potential ηi which equals the quasi Fermi ener-
gies. At the contacts, extensive recombination occurs, hence the quasi Fermi levels
Figure 3.3.: Ideal structure of a photovoltaic device, the currents are driven by the electrochemical
potential. The concept of semipermeable membranes can be realized by appropriate
configuration of the conduction and valence bands. On the left hand side the holes
are blocked, while on the right and side electrons are blocked before reaching the
contacts. The graph is adapted from Ref. [75].
merge at the contacts. Currents of electrons and holes respectively are driven by
gradients of their electrochemical potential. Since in the n region the conductivities
of electrons (majority charge carriers) are large, the gradient of the Fermi energy
needs only to be smooth. The same holds for the holes in the p layer. The gradient
for minority carriers in the n and p region are steep because their conductivities
are small. In the ideal case the n and p layer are sufficiently poor in minority
carriers such that currents of electrons and holes flowing in the wrong direction can
be neglected.
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3.2.2. p-n junction
The description of the p-n junction is adapted from Ref. [41, 79]. The most common
realization of photovoltaic cells made of inorganic materials are pn-junctions, where
a p-doped and an n-doped semiconductor are connected (for example n type silicon
and p type silicon). In the contact region electrons tend to diffuse into the p region
leaving positive fixed charges behind, whereas holes diffuse into the n region leaving
fixed negative ions behind. A region poor in free charges forms (depletion region).
The electric field resulting from the left-over ions hence creates a drift current that
opposes the diffusive motion until an equilibrium state is reached. The stationary
electric field leads to a band bending of conduction and valence band. The difference
in potential between the p and the n region is given by:







When applying an external voltage to the pn-junction, the potential difference is
influenced and depending on the direction of the external voltage, either the poten-
tial difference is decreased accompanied by a reduction of the depletion region such
that a current can flow, or the external voltage increases the potential difference
and thus increases the depletion region and no current can flow. The pn-junction
acts as a diode that directs current in one direction and blocks it in the other. The
convention is set such that for positive voltages the pn-junction directs current while
it blocks it for negative voltages. For negative voltages the diode exhibits a very
small negative current (cutoff current). For very large negative voltages the band
bending gets that strong that the valence level in the p layer exceeds the conduction
band in the n layer and carriers can tunnel trough this barrier leading to a strong
increase of the negative current (breakthrough).
Under illumination additional electrons and holes are created within the pn-junction
leading to an increase of electron density in the conduction level and hole density in
the valence level. The potential difference between the p and n region is reduced. A
schematic of the energy levels in a pn-junction in the dark and under illumination
is given in Fig. 3.4. The current voltage characteristics are discussed in the next
paragraph.
Current voltage characteristics
The pn-junction in dark shows the current-voltage characteristics of a diode. Under
external voltage in one direction electrons and holes are lead into the depletion
region and thus shrink it: a current can flow (forward bias). However in the reverse
bias direction the size of the depletion region increases and the diode rectifies and
no current flows, until high reverse voltages are reached that cause a break down
and current is flowing again [41]. The current voltages characteristics in dark, i. e.
diode characteristics, are described by the Shockley diode equation. A derivation of
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(a) dark (b) light
Figure 3.4.: Scheme of the energy levels in a pn-junction under open circuit conditions i. e. with
no current flowing. The left hand side shows the pn-junction in dark, the right hand
side shows the illuminated pn-junction. Note that the open circuit voltage is given
by the difference in the Fermi levels on the left and on the right side (that might
represent the metal contacts in an actual device), which is in this example smaller
than the actual quasi Fermi level splitting inside the junction. The device is not able
to use the total chemical energy gained by photon absorption and is thus less ideal.
The graphs are adapted from Ref. [75].











where V is the voltage over the device, e is the elementary charge and Js is the
saturation current density in reverse bias direction. Often the diode equation uses
an ideality factor ndiode ≥ 1 to describe the deviations from an ideal diode. In the
following ndiode is set to 1 (ideal diode).
Under illumination an additional generation mechanism for electrons and holes is
present. By assuming that only radiative recombination occurs, the current voltage
characteristics are shifted by the additional generated photocurrent density, and can










− Jph , (3.12)
with the photocurrent density Jph. Figure 3.5 shows a current voltage characteristic
according to Eq. 3.12 with parameters marked that are used to compare the quality
of different devices. The device parameters include the short circuit current density
Jsc corresponding to the case where no voltage is applied and the open circuit voltage
Voc corresponding to the case where there is no current flowing in the device. The
open circuit voltage is ideally determined by the quasi Fermi energy splitting:






The maximum power point (MPP) is determined by the maximum value of the
product V · J(V ) and gives the value where the power extracted from the device is
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Figure 3.5.: Current voltage characteristic according to Eq. 3.12 with device parameters used to
determine the quality of the device.
largest. The fill factor geometrically gives the area under the J-V characteristics,





since the MPP is influenced strongly by the shape of the curve which is influenced
by the magnitude of series and parallel resistance it accounts for the recombination
effects. Finally, the power conversion efficiency gives the relation of the electrical








Another parameter used to characterize the rectification behavior of the device char-
acteristics is the so called saturation factor, given by the relation of the current at
zero volts and at −1 V : Sat = J(0V)/J(−1V). For organic solar cells Sat can be
a measure on how efficient the charge separation is. If Sat is large (> 1.3), a lot of
photoexcited carriers are stuck in the device and recombine and are only able to be
released under large backward biases.
To account for more realistic solar cells equivalent circuits employing a parallel
Rp and a series resistance Rs are used. Shunt paths in the device are described by
the parallel resistance, that in an ideal device is supposed to be infinite (no shunts),
whereas the series resistance describes the transport resistance within the solar cell













− Jph . (3.16)
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This one diode model can be extended by a separation of band to band and defect
recombination into a two diode model for example described in [75].
3.3. Organic solar cells
Organic semiconductors for use in organics solar cells have been investigated since
the early 1980s [10, 80] introducing the concept of using two different types of
molecule (donor and acceptor) to separate the photo-generated excitons and create
free charges. Small molecule OPV typically consists of a multilayer structure. The
fundamental processes of light absorption and separation of excitons into free charge
carriers happens in the so called active layer, usually a flat or bulk heterojunction
of an electron donating compound (D) and an electron accepting compound (A).
A simple deposition of a single donor layer and a simple acceptor on top of each
other (flat heterojunction) restricts the device thickness due to the limited diffusion
length of the photo-generated excitons, hence, the amount of absorbed photons is
limited. Thicker layers are able to absorb more photons, however, only the amount
of excitons that reach the separating interfaces are able to contribute to the photo-
current. The concept of bulk heterojunctions [12, 22, 23, 81, 82] overcomes this
problem by mixing the donor and acceptor molecules in one bulk layer, for example
by co-evaporation. Here the photo-generated excitons (ideally) always find a sepa-
rating interface in the range of their diffusion length. As a consequence bulk layers
can show increased thicknesses and by that produce larger photocurrent due to a
larger amount of absorbed photons. However, there are two opposing factors that
need to be balanced in bulk-hetero layers: exciton dissociation needs a large donor
acceptor interface, hence intimate mixing of D and A compounds, in contrast the
created charge carriers require closed percolation paths to be directed out of the
active layer. Closed percolation paths are reached when there are larger domains
of either donor or acceptor compounds that directly connect to the adjacent trans-
port layers or contacts. From this discussion it follows that an ideal active layer
architecture would display a so called interdigitating net work with rods of the D
and A compounds that interlock like in a zipper. The dimension of the rods would
be of the order of the excitons diffusion length in the respective material. How to
realize interdigitating networks is a current subject of research: efforts are made
for example by using the self assembly of block copolymers [83], or by mechanical
techniques for small molecules [84]. Figure 3.6 shows the concepts for active layer
architectures as discussed above.
The details on generation of free charges as a consequence of exciton dissociation
are discussed in Sec. 3.3.1. The charges created in the active layer must then be
directed to the electrodes where they can be collected and used to drive a load. The
absorbing layers are usually very thin; to avoid short cuts in such thin devices the
concept of wide gap materials that act as electron transport layers (ETL) and hole
transport layers (HTL) has proven to be beneficial [7]. These wide gap materials are
ideally transparent in the absorption window of the active layer and hence present
no parasitic absorption.
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Figure 3.6.: Common architectures of the active donor (yellow)-acceptor (violet) layer: flat het-
erojunction (a), bulk heterojunction (b), and ideal active layer structure (c). The
active layer is embedded in a multilayer stack with one transparent electrode at the
bottom and a metal electrode at the top.
The main steps in device operation are:
1. Absorption: The absorption of photons, that creates excitons which can diffuse
to the D-A interface.
2. Charge generation: The exciton might then be directed via its hot state to
higher lying states of CT excitons (where for example an electron is transferred
to a neighboring molecule) from where it can be separated easier into free
charges which then thermalizes and reaches the transport levels. This route of
exciton dissociation into free charges is currently subject of intense discussion
and will be treated in Sec. 3.3.1.
3. Charge transport: The created charges need to be transported to the contacts,
for example in doped wide gap transport materials.
4. Charge collection at the electrodes.
Figure 3.7 shows the main mechanisms that are subject to organic solar cell device
operation.
Doping
Charge carrier transport to the contacts should exhibit as little ohmic losses as
possible. The efficient extraction of charge carriers at the contacts requires low en-
ergetic barriers or thin space charge layers [7]. A significant improvement of the
described problems was gained by the introduction of molecular n and p doping.
Doping improves the conductivity of transport materials by many orders of magni-
tude [7]. It can help further to create ohmic contact to the electrodes by influencing
the Fermi level, even if the energy levels of the transport layer and the contacts work
function obey a significant energy barrier[7].
In principle, the concept of molecular doping is similar to the doping of inorganic
semiconductors. Electron donors or acceptors donate or remove electrons from the
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Figure 3.7.: Representation of the important steps in organic solar cell device operation. The
generation of excitons and their difussion (1) is followed by exciton dissociation (2).
The free charges are then transported to the contacts (3) where they are collected
(4) and directed to an outer circuit.
LUMO or HOMO of the matrix material, respectively. The dopant transfers an
electron or hole to the matrix material and a charge transfer complex between the
matrix molecule and the dopant molecule is formed [85]. To create free charges the
charge transfer complex has to dissociate. To realize p-doping the HOMO of the
matrix material should lie higher than the EA of the p-dopant and to realize n-
doping the LUMO of the matrix should lie lower than the IP of the n-dopant as is
illustrated in Fig. 3.8.
However, transport in organic materials and especially amorphous organic
materials is mediated by a hopping process (comp. Sec. 2.3) so the question arises
how a free charge introduced in a system described by a distribution of energetic
states evolves. Pfeiffer et al. showed for the case of phthalocyanines that free
charges created via doping start to fill deeper tail states in the DOS of energy
states, where the mobility is lower, and thus then transport occurs via higher
mobility states [85, 86]. By Seebeck measurements it was also shown that transport
indeed occurs via the transport levels of the matrix material and not by hopping
from dopant to dopand [7].
Device architecture and thin film optics
The energy levels in a multilayer stack, as sketched in Fig. 3.7 and 3.3, should
align close to the ideal concept of semipermeable membranes. There should be
no significant steps in the ionization potential or electron affinity level that produce
barriers for the respective charge carriers, which would negatively influence charge
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Figure 3.8.: Schematic representation of p doping (a) and n doping (b). The graph is adapted
from Ref. [70].
transport and consequently the device performance. A device architecture that
comes close to this theoretical concept is the so called p-i-n structure where the
active bulk or flat heterojunction is sandwiched between transparent electron and
hole transport materials that establish also the contact to the electrodes. Starting
from the transparent bottom electrode which usually consists of indium tin oxide
(ITO) sputtered onto a glass substrate, the first layer is a the p-doped transport layer
followed by the active layer and afterwards the n-doped transport layer connected
to a reflecting metal electrode.
Apart from ohmic contacts to the electrodes, the p-i-n structure offers several
advantages: First, the use of doped wide gap materials as transport layers, ensures
that only little light is absorbed in the transport layers. Second, a large energy gap
of the HTL leads to an energy barrier for electrons, so that they are not able to
reach the hole contact (anode). The same applies for the ETL, that rejects holes.
Third, since HTL/ETL provide good conductivity and almost no absorption, there
is the possibility to chose the HTL or ETL layer thickness such that the active layer
position is optimized in terms of thin film optics.
Thin film optics are an important issue in the stack design of organic
solar cells [21]. The device thickness is usually much smaller than the coherence
length of the irradiation. One of the electrodes used is typically a reflecting metal
electrode which causes a stationary field distribution within the thin film device.
A simple picture is that of a standing wave where it is crucial to place the active
layer in one of the antinodes of the standing wave for the desired wavelength of ab-
sorption. The optical field distribution depends on the optical properties, refractive
indices, and k-values of the materials in the different layers including the metal con-
tact. Shorter wavelengths show their field maximum closer to the reflecting contact
than longer wavelengths [21]. With the help of simulation tools using a transfer ma-
trix formalism, the stack design can be optimized to fulfill the above requirements
[21, 87] and the doped wide gap transport materials as employed in the p-i-n concept
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can be used to shift the active layer into a maximum of the optical field distribution
without detrimental effect on the device performance [7].
Finally the p-i-n structure offers the possibility to stack single junction solar cells
to tandem or even triple devices. Similarly other device layouts are possible like
n-i-p or m-i-p devices. In the latter case m denotes a metal layer usually provided
by the bottom electrode. What kind of device architecture should be chosen depends
on the active layer materials and suitable available transport materials. It further
depends on whether devices will be heated during the deposition or not. In the
case of substrate heating the m-i-p architecture is beneficial. Nevertheless, substrate
heating during deposition of the active layer has proven to be successful for structures
with underlying doped layers as well [36].
3.3.1. Charge generation mechanisms
In an organic single crystal the generation of free charges is supposed to happen via
a so called autoionization process. In a first step the absorption of photons creates
singlet excitons. An efficient process for the decay of excited singlet excitons is
the intramolecular relaxation to the lowest lying singlet state which here competes
with the process of autoionization. The lowest singlet state has too low energy to
generate a free charge pair: Its dissociation would require around 1 eV [46], hence the
dissociation process starts from higher lying singlet states (hot singlet excitons). In a
second step free electrons with kinetic excess energy and positively charged molecules
are created. Scattering processes cause the hot carriers to thermalize and metastable
states, where the quasi free electron is bound to the positively charged ions, emerge.
The bound radical anion and cation pairs have a distance of rth (thermalization
lengths) they are identical with charge transfer excitons as discussed in Sec. 2.2.2.
The thermalization lengths lies within the critical Coulomb radius rC. In a last step,
the CT states overcome their binding energy by a field and temperature activated
diffusive process [8, 42].
Onsager theory
The probability for the dissociation of a bound ion pair was first described by
Onsager in 1938 [88]. Onsager theory assumes a bound ion pair with initial
distance rth. The escape from the Coulombic potential can be described by a field-
and temperature-assisted Brownian motion. The electron hole pair will either dis-
sociate and form free carriers or it will recombine geminately. The dissociation
probability in first order approximation is given by









where |E| is the electric field strength and θ is the angle between the direction of
the external field and the separation of the ion pair r. The model has been modified
later to account for anisotropic dielectricity constants in organic crystals [89] and
other effects like the initial thermalization lengths being described by an anisotropic
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distribution that depends on the excitation energy, the electric field |E| and the
temperature [71].
Charge generation in donor acceptor systems
The process of exciton dissociation at an interface of two different compounds like
donor and acceptor molecules is thought to follow similar steps as the above de-
scribed autoionization process. Exciton dissociation at the D-A interface is often
described as a two step process. An exciton reaching the D-A interface or being
created initially at the interface transfers to a charge transfer state D+A− which
can then either recombine (geminate recombination) to the ground state or un-
dergo a transition into free charge carriers via a manifold of charge separated (CS)
states (states where the electron and hole are hardly bound). The two competing
processes are internal conversion of the singlet excitons (rate kic) and exciton disso-
ciation/charge separation (rate kcs). One could think of two limiting cases defined
by the relation of the two rates to each other [25]:
1. kic >> kcs : The exciton transfers to the CT manifold and the CT state
undergoes a fast relaxation into the lowest CT state.
2. kic << kcs : The exciton transfers to higher lying CT states (hot states)
from where it can directly dissociate to the CS manifold, in analogy to the
autoionization process.
Whether the exciton that reaches the D-A interface is still hot or already relaxed
depends additionally on the spatial distance of the position of the exciton creation
to the D-A interface and thus also influences the excess energy of the CT state.
Figure 3.9 shows a schematic energy level diagram of the main processes involved in
the photo generation of charges. The initial photoexcitation creates singlet excitons
(S0 → S1, S2, S3) that can undergo rapid internal conversion (rate kic) to the lowest
singlet excited state S1. From S1 a transition to a CT state is possible the lowest CT1
state can undergo rapid spin mixing [90] therefore it is denoted with the superscripts
1 and 3. The CT1 can either decay to the ground state (rate kf) or to the molecular
triplet level T1 (rate kT). On the other hand CT1 can dissociate to free charges via
a number of charge separated states CS (rate kcs). Hot charge transfer states CT
?
can decay to CT1 or can dissociate into free charges via hot charge separated states
CS?. Relaxation to the lowest lying state of the respective manifold is possible at
all steps towards free charges.
For systems that consist of donor and acceptor molecules, i. e. two different types
of molecules, the Onsager model was extended by Braun in 1984 [91]. It mainly
includes the case when the initial state is the lowest lying CT state of the system.
In donor-acceptor mixtures exciton dissociation at the interface is associated with
electron transfer to the acceptor molecule or hole transfer to the donor. The result-
ing state is typically a CT state that is extended over two neighboring molecules
only. Hence, the initial separation of the ion pair is of the order of the intermolecular
distance. However, the thermalization lengths determined from experiments using
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Figure 3.9.: Schematic energy level diagram of the main processes involved in the photo genera-
tion of charges in a donor acceptor system. For a detailed description see the text.
The graph is adapted from Ref. [25].
Onsager theory predict initial separations of at least 2 to 3 nm which is contradic-
tory to the situation at the D-A interface. Additionally, the relaxed CT state is a
precursor in production of free charges, and it is supposed to be a metastable state
that does not immediately recombine. Braun stated that in order to account for
D-A mixtures the boundary condition of geminate recombination when the distance
of the ion pair reaches zero is an inappropriate condition. For this reason Onsager
theory was modified. The main transitions the relaxed CT state (CT1) can undergo
are depicted in Fig. 3.10. In contrast to the original Onsager theory the initial state
Figure 3.10.: The lowest CT state can either dissociate to free charges (rate kd(|E|)) or decay to
the ground state (rate kf), when created the free charges can recombine to the CT
state again (rate kr). Graph adapted from [91].
does not disappear from the system when two almost dissociated charges recombine.
The probability of the CT state, in dependence of the electric field |E|, to dissociate
is given by
P (|E|) = kd(|E|)
kf + kd(|E|)
. (3.18)
The dissociation rate kd(|E|) depends on the electric field while the recombination
rate to the D-A ground state kf is supposed to be independent of the electric field.
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To determine the field dependence of the dissociation probability Braun employs













+ · · ·
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. (3.19)
With ∆E = e2/(〈εr〉 ε0rth4π) being the Coulomb attraction of the initial ion pair
and B = e3|E|/(8π 〈εr〉 ε0k2BT 2). Here 〈µ〉 is the spatially averaged sum of the
electron and hole mobilities, 〈εr〉 is a spatially averaged dielectric constant, rth is
the thermalization length, and e is the elementary charge. The final summation is
the approximation of a first-order Bessel function. The effects of electric field and
temperature on the diffusive escape process are superimposed. The modified theory
accounts for CT states with initial separations of 0.5 to 1 nm. There are other effects
that are not in the record of Onsager-Braun theory for example energetic disorder
or the case when one type of carrier exhibits a very high mobility [93]. Additionally,
dynamic lattice distortions and relaxations are not explicitly considered in current
implementations of Onsager-Braun theory [90]. However, the model has proven so
far to be valid in many experimental studies regarding charge separation at organic
donor acceptor interfaces [94, 95].
The requirement for efficient charge separation is often assigned to a suitable
LUMO offset of the donor and acceptor material. How large the minimum value of
LUMO offset must be in order to obtain charge separation remains unclear. It is
claimed that a minimum offset of 0.3 eV is needed to overcome the exciton binding
energy of singlet excitons in the donor, which is assumed to be of the order of
0.3 eV. However, Veldman et al. identified by investigating in total 18 different
compounds, a minimum driving force for charge separation of 0.1 eV [96]. Other
authors presented efficient devices with similar low LUMO level offsets between the
donor and the acceptor material [97]. In a later publication Zhou et al. stressed
the importance of the existence of the CT state and that a driving force for exciton
separation is only of minor significance [98].
Another question that arises is whether there is an intermediate CT state involved
in the generation of free charges. If it is, does the dissociation really start from hot
CT states or from the relaxed CT ground state?
Experimental evidence of the existence of CT states is easiest to obtain in the
case where the CT state recombines radiatively to the ground state. In a variety of
polymer-polymer blends (mainly based on PPV), a redshifted emission is observed
upon blending the two materials, that cannot be assigned to one of the individual
materials. The redshifted absorption is argued to be an interfacial charge transfer
complex that is coupled radiatively to the ground state [94, 99–101]. Such com-
plexes that emit radiatively are sometimes referred to as exiplex states. Due to
its weak oscillator strength the observation of direct CT absorption is below the
resolution of conventional linear absorption techniques. With more sensitive tech-
niques such as Fourier-transform photocurrent spectroscopy, it was possible to reveal
a sub bandgap absorption in blends of P3HT and PCBM (P3HT:PCBM) that was
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later attributed to the direct excitation of a charge transfer state [102]. However, a
direct observation of a charge transfer state as an intermediate state in the succes-
sion of charge generation upon photoexcitation for example by transient absorption
techniques, such as fs pump probe spectroscopy, is difficult to accomplish. Mostly,
it is argued that the transient absorption features of the CT state will be identi-
cal to the signature of dissociated charges, hence they could only be distinguished
by their characteristic decay times [90]. Other studies claim that CT states and
dissociated charges exhibit different transient absorption bands [103, 104]. Further
experimental evidence of the existence of CT states is rather of indirect nature: The
position of the donor or acceptor triplet level at the D-A interface can open a path
for recombination of the CT state to triplet excitons. Because the CT state obeys
a relatively weak electronic coupling such that it can undergo reasonably rapid spin
mixing between its singlet and triplet states [90] that then can recombine to the
triplet level. The enhanced population of the triplet level has been identified as an
indirect proof for the existence of interfacial CT states that are likely to be interme-
diate states on the way to production of free charge carriers. This process has been
observed for polymer fullerene blends like polythiophene:PCBM [105], as well as for
the longer oligomers of the dicyanovinyl end capped oligothiophenes investigated in
this thesis [34].
The relative position of the D and A singlet and triplet exciton levels to the
CT levels might complicate the recombination processes at the D-A interface even
further. If the D and A excitonic levels are arranged a way that an energy trans-
fer mechanism becomes favorable it competes with the generation of free charges
and might appear as significant loss mechanism. This is found for example for
P(T12NpT12):PCBM [105], as well as it is the dominant process at the interface
DCV2-3T:C60 as will be discussed later in this thesis.
Usually, the quenching of exciton emission is taken as a hint for charge separation.
However, energy transfer mechanisms as described above also cause the singlet emis-
sion to be quenched and do not result in the creation of free charges. Furthermore
the minimum energy needed to cause the exciton emission to be quenched might be
still far away from an efficient charge separation. Ohkita et al. [105] studied a variety
of polythiophene compounds with varying energy levels in blends with PCBM. They
were able to quantify the efficiency of charge generation ηcs by transient absorption
measurements and correlate it to the free energy difference for charge separation
∆Grelcs = ES − (IPD − EAA) , (3.20)
with the energy of the singlet exciton ES and the differences in donor IP and acceptor
EA. This definition does not take into account any kind of binding energies and thus
gives rather a relative value than an absolute margin for the free energy driving force
for charge separation[105]. The conclusion of their study was that an increase of
∆Grelcs results in an increase of the charge generation efficiency ηcs which indicates
that excess energy given to the CT state presumably results in a larger distance of
the radical ion pair leading to more efficient separation of the CT states into free
charges. Hence the route via so called hot CT states (comp. Fig. 3.9) is favorable
for efficient charge separation.
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In contrast, studies by Drori et al. showed that there exist below gap states
identified as CT states via electro-absorption techniques in P3HT:PCBM [106] and
MEH-PPV:PCBM [107] blends. By selectively exciting above the energy gap and
below the energy gap different states at the D-A interface were generated. With
transient absorption spectroscopy they identified singlet excitons and polarons in
the above gap excitation case while upon below gap excitation they claim that they
excited the CT ground state directly. The latter case produced long lived polarons
that are trapped at the D-A interface and thus will not contribute to the photo-
current. Hence the lowest lying CT state is said to be no good precursor state for
generation of free charges. However, Lee et al. saw no effect of sub-bandgap and
above bandgap excitation in the device performance of MDMO-PPV:PCBM and
P3HT:PCBM solar cells. Nearly all characteristic parameters remained unchanged
pointing to equal charge generation efficiencies from hot and relaxed CT states as the
respective precursor states [108]. The authors further claimed that (at room tem-
perature) excess exciton energies at the donor acceptor interface are not necessarily
demanded for efficient photocurrent generation.
From another point of view the charge carrier mobility also influences the
dissociation properties: If either one carrier type or both exhibit high mobilities
they can undergo a number of fast hops upon photoexciation which drives them
further away from each other or if the charge carriers are delocalized within conju-
gated segments of polymer chains the radius of the bound pair is initially larger and
thus it is easier to separate [25, 109].
Altogether, the mechanisms of charge separation at the donor acceptor interface
remain a subject of controversial discussion.
Less quantifiable conditions such as local morphology variations at the D-A inter-
face, relative orientation of D and A molecules or interfacial dipoles, further influence
the process of exciton dissociation [25]. Within this thesis it is aimed to create a
distance variation of donor (dicyanovinyl oligothiophene) and acceptor (fullerene
C60) by adding alkyl side chains of different length to the donor backbone and in
succession influencing the dissociation properties.
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In this chapter the experimental methods used for material characterization are de-
scribed. The sample preparation in ultra high vacuum (UHV) is outlined, followed
by the discussion of the main experiment used within the material characteriza-
tion: photoinduced absorption spectroscopy (PIA). Different models for excited state
recombination dynamics are discussed, which are used to determine lifetimes and
generation rates of neutral and charged excitations. Further experimental techniques
such as solar cell characterization, absorption, and emission spectroscopy, determi-
nation of energy levels, atomic force microscopy, and density functional theory calcu-
lations are reviewed. At the end of this chapter, a short overview to impedance spec-
troscopy (IS) measurements as different method to specify time constants of charge
carriers is given.
4.1. Sample preparation
All thin film samples are prepared by thermal evaporation in ultra high vacuum
(UHV) with a base pressure of ≈ 10−8 mbar. The thin film samples as well as
devices are processed in a multi-chamber tool (Bestec), where several evaporation
chambers, containing different materials, are attached to a central handler chamber.
For example, there are separate chambers for evaporation of photoactive materials,
n-transport materials, p-transport materials, as well as metals. By using differ-
ent chambers for different kinds of materials, the cross-contamination of different
dopants and transport materials as well as the contamination by new materials with
unknown evaporation properties is reduced. The multi-chamber tool allows for the
preparation of multilayer stacks without breaking the vacuum. Furthermore, there
is the possibility to encapsulate samples under nitrogen atmosphere in a glovebox
attached to the vacuum system.
The organic materials are filled in ceramic crucibles (aluminum oxide, purchased
from CreaPhys) which are placed in a source with heating wires surrounding the
crucible and a contact for temperature control. The sources are heated up such
that the material starts to evaporate and a thin layer of the material is formed
on the substrate placed above the crucible. Usually evaporation temperatures are
within a range of 100 to 450 ◦C. The layer thickness is controlled by a quartz crystal
monitor QCM (XTM/2 Deposition Monitor, Inficon) that is calibrated for each
material. To define the area on the substrate that is covered with the organic
thin film, several shadow masks can be applied. Figure 4.1 shows a sketch of the
sample preparation. The evaporation of mixed layers, like donor acceptor blends,
or doped layers, like p-doped transport materials is realized by the co-evaporation
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Figure 4.1.: Sketch of sample preparation by thermal evaporation with two crucibles and two
independent QCMs.
of donor and acceptor molecules or dopant and matrix material (see Fig. 4.1). The
evaporation of metals is similar to that of organic materials, however, not ceramic
crucibles but a molybdenum boat (for evaporation of gold) is used. All substrates
are cleaned before processing as described in the appendix Sec. A. The substrate
area here is 2.5× 2.5 cm2.
Substrate heating during evaporation is realized by placing the substrate on top
of a glass covered with ITO, where a current is driven trough to heat the substrate.
The temperature is controlled via a thermocouple of type K (chromel-alumel), which
is fixed with liquid silver paste onto the substrate.
The organic materials used for sample preparation are generally purified by vac-
uum gradient sublimation. Dopant materials are used as received. The dicyanovinyl-
oligothiophene materials synthesized at the University of Ulm are purified by
recrystallization.
Mass spectrometer
In situ mass spectra are recorded within the analytik chamber during the evaporation
of the donor material. The mass spectra give insight on fragments that break apart
during the evaporation of the molecule, as well as on the chamber background. The
mass spectrometer (QMS200 prisma, Pfeiffer Vacuum) can record mass spectra up
to 300 amu.
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4.2. Photoinduced absorption spectroscopy
Photoinduced absorption spectroscopy (PIA) denotes an optical pump probe tech-
nique to resolve (long living) photoexcited species. A sample is excited within the
spectral range of its absorption band and the excited states are subsequently opti-
cally probed by their absorption, i. e. the change of the sample transmission. Here,
the pump light is a monochromatic cw laser light source, while the probe light is a
broad band white light source. The change of the total transmission of the sample
due to excited states is very small, usually a factor of 10−4. This small changes
can for example be resolved by photomodulation: The pump laser is modulated
(realized by mechanical chopping or the use of acousto optical modulators) so the
excited states only exist in a significant amount when the laser is turned on. In the
on state, a decreased transmission is observed in the spectral range where excited
state absorption takes place, when the laser is switched off almost no excited states
are present and the transmission remains unaltered. The change of transmission due
to excited states is modulated with the same frequency as the pump excitation and
therefore can be detected by means of lock-in techniques. In consequence only states
that are generated with a defined phase relation with respect to the modulated ex-
citation appear in the PIA spectrum. States that are already excited by the pump
laser lead to a depopulated ground state and hence to an increased transmission in
this spectral region (ground state bleaching).
Mechanical chopper wheels can achieve modulation frequencies up to 104 Hz. By
the use of an acousto optical modulator (AOM), a larger range is accessible (for
the setup used in this work up to 106 Hz). Nevertheless, the modulation rates are
rather slow so only long living photoexcited species (lifetimes of µs to ms) can
be detected. Short living excited states and their formation can be observed by
transient absorption techniques such as fs pump probe spectroscopy.
The PIA signal can be expressed by the density of photoexcited states n(t); for
a sample of thickness d and an absorption coefficient α(λ) ( α(E)) the PIA signal
is derived in the following: The intensity profile of the pump light (modulation
frequency ω) in the sample is given by
IL(λ0, x, t) = IL(λ0, t) exp (−α(λ0) · x) , (4.1)
where λ0 is the wavelength of the pump laser. The spatial variation and the time
dependence of the pump laser results in a temporal and spatial variation of the
absorption coefficient in the sample along the direction x of the film thickness:
∆α(λ, x, t) . (4.2)
The probe light is constant in time (i. e. not modulated) and its absorption profile
in the sample is given by :
Isample(λ, x) = Isample(λ) exp (−α(λ) · x) . (4.3)
When the laser is switched on and off periodically, the absorption of the probe light
in the sample changes.
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• laser on: αon(λ) , Ion(x) = I0 exp (−αon(λ) · x)
• laser off: αoff (λ) , Ioff (x) = I0 exp (−αoff (λ) · x)
The change of intensity can be written as
∆I(x) = Ion − Ioff = I0 exp (−αoff ) · x (exp (−∆α · x)− 1) , (4.4)
with ∆α = αon − αoff . Substituting I by the transmission T and setting x = d











Since ∆T/T is in general very small, a series expansion of the exponential function






∆α(λ, x, t) dx , (4.6)
where ∆α(λ, x, t) = σ(λ)n(x, t) and σ is the absorption cross section of the excited
state transition. For thin films, the change of absorption ∆α(λ, x, t) or n(x, t),
respectively, can be treated as homogeneous over the film thickness and the integral
can be approximated by a product ∆α(λ, t) · d.
−∆T
T
= ∆α(λ, t)d = σ(λ)n(t)d . (4.7)
The dependence of the signal on frequency and intensity of the pump light gives
insight to the recombination dynamics.
Figure 4.2 shows an example of a PIA spectrum of a blend layer
DCV2-5T-Bu(2,2,4,4):C60 taken at 10 K. Three different excited state absorption
peaks are visible at 0.8, 1.22, and 1.5 eV from which two are assigned to optical
transitions of the donor cation (0.8 and 1.5 eV), while the center one is attributed to
a transition of the donor triplet exciton accompanied by two shoulders which might
be due to vibronic modes of the triplet transition. The peaks are identified by DFT
calculations as discussed in Sec. 7.2. Most likely other states are present here too,
but are overlapped by the stronger signals. In the spectral region above 1.6 eV, the
transmission increases due to the ground state bleaching discussed above.
In the next section, a short review of the experimental setup used for data ac-
quisition in this thesis as well as the theoretical background of the excited state
dynamics, i e. models that are used to describe the evolution of n(t) are, presented.
4.2.1. PIA setup
The photoinduced absorption spectra within this thesis are measured with a custom-
made setup using either the 514 nm mode of a cw argon ion laser or the 532 nm mode
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Figure 4.2.: Example PIA spectrum of a DCV2-5T-Bu(2,2,4,4):C60(1:1 by volume) blend layer
taken at 10 K.
of a frequency doubled cw Nd:YVO4 laser (Millenia V, spectra physics) as pump
light source. The photomodulation is achieved by an acousto optical modulator
(Crystal Technology). The bandwidth of the modulation depends on the spot size
of the laser as it enters the crystal of the AOM. The laser beam is focussed to a spot
diameter of approximately 600µm ensuring good deflection properties in the range
of the bandwidth (≈ 7 MHz), but being well below the damage threshold of the AOM
crystal. The AOM additionally provides the possibility of varying the intensity of
the modulated beam by the amplitude of the electrical modulation signal (output
of the frequency generator, HP 33120A). Further intensity damping is achieved by a
filter wheel with six neutral density filters (0 to 4 OD). A fraction of the modulated
laser beam is coupled out to a silicon photodiode behind the AOM, the recorded
signal here provides the trigger for the lock-in amplifier. The pump intensity is set
to ≈ 20 mW on a spot of 3 mm diameter. The pump intensity is manually controlled
by a calibrated powermeter (Newport Powermeter 1815C). The probe beam is pro-
vided by a tungsten halogen lamp where the spectrum is cut below 600 nm by cut
off filters to prevent significant depopulation of the ground state by the probe light.
Samples can be cooled down to 10 K by keeping them in helium vapor in a continuous
flow cryostat (Janis Research STVP-100). The PIA signal recorded in a transmis-
sion geometry passes a monochromator (Newport Cornerstone 260) and is detected
either by a silicon photodiode (Hammamatsu S1223) or for the near infrared region
an indium-gallium-arsenide photodiode (Judson Technology J23TE43CNR01M-2.6).
The signal coming from the photodiodes is preamplified (Femto, DHPCA100) be-
fore it is collected by the lock-in amplifier (Signal Recovery 7280). The sample
transmission is monitored by a multimeter (Keithley 2000). The PIA spectra can
be recorded from 2.07 eV (600 nm) down to 0.5 eV (2500 nm) and are corrected for
luminescence of the sample. To determine lifetimes, the modulation frequency of
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the laser can be varied from 1 to 106 Hz. The limiting factors for the accessible fre-
quency range are primarily the photodiodes which provide a compromise between
rise time, spectral response and signal to noise ratio. The other frequency sensitive
components in the setup, the AOM, the lock-in amplifier, and the preamplifiers are
able to operate with a larger bandwidth. In Fig. 4.3 the schematic setup is shown.
Figure 4.3.: Schematic of the PIA measurement setup.
PIA sample design
PIA samples contain neat and blend layer on one glass substrate (Schott Borofloat
33, purchased from Prinz Optics) and are encapsulated with a cover glass under
nitrogen atmosphere. Neat and blend layer can thus be measured under the same
condition just by lifting the sample rod in the cryostat. The layer thickness is
between 20 and 30 nm for the neat layers and between 40 and 60 nm for the 1:1 by
volume blend layers (with C60). The amount of donor material in the blend is the
same as in the neat layer. The PIA sample design is sketched in Fig. 4.4
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Figure 4.4.: Schematic of the PIA sample design. The substrate contains neat (violet) and blend
layer (orange-violet mix).
4.2.2. Recombination dynamics





with G being the generation rate while R denotes the recombination of the photoex-
cited species.
Mono- and bimolecular recombination
In most cases the recombination is described by a monomolecular recombination
term ∝ n (”intrinsic” decay) and a bimolecular recombination term ∝ n2 (interac-
tions of two states). However, one could also think of quenching by another species
with a different density of excited states, for example the quenching of a triplet
exciton by a hole leading to a system of coupled rate equations. The quenching of
excitons by holes was studied by Ferguson et al. by flash-photolysis time-resolved
microwave conductivity in poly(3-hexylthiophene) [110].







with the monomolecular lifetime τ and the bimolecular recombination constant β.
Equation 4.9 can be reduced to a pure monomolecular rate equation by setting β = 0
or a pure bimolecular rate equation by the marginal condition τ →∞.
There are two common ways to describe the time dependence of the generation
term G(t). On one hand, a sinusoidal generation is assumed G(t) = g(1 + cosωt)
motivated by the data acquisition of the lock-in amplifier which analyses only the




g , for t[kt0, (k + 1)t0]
0 , for t[(k − 1)t0, kt0]
(4.10)
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with g being the amplitude and k ∈ Z. For both cases, the factor g is proportional
to the excitation intensity I from which the fraction denoted by the absorption
coefficient αEex is absorbed in the thin film. γ is a numerical factor that denotes the
fraction of the excitation αEexI that is transferred to the excited state (quantum
efficiency of the generated photoexcitation), thus g = αEexγI .
Sinusoidal generation The pure monomolecular rate equation (Eq. 4.9 with β = 0)
can be solved analytically. The solution of the homogeneous part is found straight
forward by integration, while for the inhomogeneous equation an ansatz of the first
terms of a Fourier series is used n(t) = a cos(ωt) + b sin(ωt) + c (motivated by the
sinusoidal form of the generation term). The result is [111–113]:
n(t) = gτ
[











(ωτ sinωt+ cosωt). (4.11)
After an exponential increase of n, a stationary oscillation (amplitude ns) with the
Figure 4.5.: Time evolution of the analytical solution n(t) (Eq. 4.11) for a sinusoidal generation
term. The parameters used for illustration are f = ω/2π = 100 Hz, τ = 10 ms,
and g = 1 m−3s−1. Because this set of parameters does not fulfill the steady state
condition (ωτ ≈ 6), a phase shift between the generation (left axis) and the response
(right axis) is visible. The exponential part of the solution is indicated by the dotted
line.
excitation frequency is obtained (see Fig. 4.5) for ωτ << 1. The in phase (IPh) and
out of phase (OPh) components of the signal are extracted from the solution as they


















The measured PIA signal thus depends on the lifetime of the state and an effective
generation g′ = gdσ = dσαEexγI . Purely monomolecular recombination is expected
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for low excitation intensities and triplet excitons, or for geminate recombination of
charge carriers.
The effective generation rate g′ has the unit s−1 if the excitation intensity is
counted not in power per area ([I] =mW cm−2) but as a photon flux i. e. number of
photons per area and time ([Iflux] =# cm
−2 s−1). The photon flux can be calculated
from I by inserting the photon energy Ep = h · cλ−1, with the Planck constant h,
the velocity of light c and the laser wavelength λ = 532 nm. When speaking of the
generation rate as a fit parameter in the following, it is always meant the effective
generation rate g′. Furthermore, the effective generation rate g′ in units of s−1 is
always plotted against the excitation intensity in mW cm−2.
In the case of bimolecular recombination, for example the non-geminate recom-
bination of charge carriers or triplet-triplet annihilation, the rate equation (Eq. 4.9
with τ → ∞) is no longer linear in n and an analytical solution is not available.
However, a special solution can be obtained by applying the Fourier series ansatz
to the rate equation with both mono- and bimolecular recombination (Eq. 4.9) as
described in Ref. [113, 114]. The solution has to be real and positive, thus the values










































Here the bimolecular lifetime is defined as τB = 1/
√















= bσd . (4.14)

































2 − 2 (4.15)
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Likewise the condition β = 0 entered in Eq. 4.13 reproduces the solution for the
monomolecular case (comp. Eq. 4.12). In Fig. 4.6 the recombination dynamics
obtained for a sinusoidal generation term and the rate equation comprising a
monomolecular recombination term, a bimolecular recombination term, and both
are shown. In the steady state (ωτ << 1) the IPh component is maximal while the
OPh component is much smaller. With increasing modulation frequency the phase
shift between the generation and the response increases i. e. the IPh decreases while
simultaneously the OPh component increases. The modulation frequency reaches
values close to the lifetime of the probed state, which then is not able to decay
completely during the off period of the excitation. The intersection of IPh and
OPh gives a rough estimate of the lifetime of the state. For even higher frequencies
(far from steady state, ωτ >> 1) also the OPh component decreases. The slope of
the IPh decays for high frequencies with ω−2 the slope of the OPh component with
ω−1 for all three models.


























Figure 4.6.: The IPh and OPh components obtained for a sinusoidal generation term and the
rate equation comprising a monomolecular recombination term (Eq. 4.12, red curves),
a bimolecular recombination term (Eq. 4.15, blue curves), and both (Eq. 4.14, green
curves). The parameters used are τ = τB = 10µs and g′ = 10 s−1. Note the double
logarithmic plot.
With a non-analytical solution obtained for the bimolecular and mixed molecular
case by the Fourier series ansatz (comp. Eq. 4.15 and 4.13), the formulas are slightly
more complicated, but the functional dependence is the same for pure mono- and
bimolecular as well as for mixed recombination. Because of this, data curves can be
described in similar accuracy by all three kinds of recombination dynamics resulting
in almost the same fitting curve.
Differences in the mono- and bimolecular model can be found in the pump inten-
sity dependence of the IPh and OPh component. In the monomolecular case,
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both the IPh and the OPh component depend linearly on the pump intensity
(∝ I). In case of bimolecular recombination, the behavior is more complicated. For
low intensities a super-linear dependence is found for the IPh component (∝ I 32 )
while the OPh component is linear in I. For higher intensities the IPh component
shows a square root dependence (∝ I 12 ) and the OPh component saturates. The










Here the absorption cross section σ is not known and has to be assumed. Ford et al.
suggested a procedure to derive σ from the dynamical polarizability deduced
from quantum chemical calculations [114]. Yet the absorption cross section of the
excited state remains not really quantifiable and provides a large uncertainty. For
polymers often values of the order of 10−16 cm2 are assumed. Figure 4.7 shows the
theoretical intensity dependence for bimolecular recombination dynamics with a
sinusoidal generation term. For very high intensities, saturation of the IPh com-
Figure 4.7.: Theoretical dependence of the IPh (solid line) and OPh (dashed line) components on
the generation rate for a bimolecular recombination model (Eq. 4.15). The generation
rate g is directly proportional to the excitation intensity. The parameters are chosen
in a way that the bimolecular lifetime has a value of 10 ms, the modulation frequency
is set to 105 Hz. The film thickness is assumed to be 30 nm and the absorption cross
section is of the order of 10−17 cm2.
ponent might occur for both mono- and bimolecular recombination. The intensity
dependence for the mixed model depends to a certain extend on the relation be-
tween the monomolecular τ and the bimolecular lifetime τB as reviewed in Ref. [115].
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Rectangular excitation In case of a rectangular excitation the response of n is
expected to be of sawtooth type. The stationary amplitude is defined by q− and q+
as shown in Fig. 4.8. It is given that n(t) must be periodic with the same period
Figure 4.8.: Stationary oscillation in case of a rectangular excitation.
as the excitation, and must be a piecewise-continuous function. For the increasing
slope n(t) fulfills the condition
G(t) = g , t[kt0, (k + 1)t0]→
n(kt0) = q−
n((k + 1)t0) = q+
(4.17)
and in the case of the decaying slope
G(t) = 0 , t[(k − 1)t0, kt0]→
n((k − 1)t0) = q+
n(kt0) = q−
. (4.18)
Here, k needs to be sufficiently large such that the stationary case is reached and
q+ − q− = ns . The period of the oscillation is 2t0 and t0 = π/ω. By inserting
this conditions into the rate equation (Eq. 4.9), a solution for the stationary am-
plitude is obtained. It is an exact solution other than in the case of sinusoidal
excitation [111, 112, 116]:
ns =
2gτ tanh(t0/(2τ)) tanh(t0/τg)
2(τ/τg) tanh(t0/(2τ)) + tanh(t0/τg)
, τg =
2τ√
1 + 4gβτ 2
(4.19)
Pure monomolecular (β = 0) and pure bimolecular decay (τ → ∞) can be derived
from Eq. 4.19 as shown in Ref. [111, 112]:
















The comparison of the PIA amplitude for monomolecular recombination dynamics
in case of a sinusoidal and a rectangular excitation is depicted in Fig. 4.9.
Botta et al. claimed that using the rectangular excitation model can be useful for
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Figure 4.9.: The dynamics of the amplitude for monomolecular recombination dynamics and
rectangular (red curve) as well as sinusoidal excitation (grey curve).The parameters
used are τ = 10µs and g′ = 10 s−1. Note the double logarithmic plot.
measurement conditions of very long living photoexcited species where a behavior
far from steady state, i. e. ωτ >> 1, is reached within the measurement range
[111]. However, other authors incorporated the data acquisition mode of the lock-in
amplifier within the rectangular excitation model by using only the first harmonic
of the above solution [116]. The recombination data presented in this thesis always
showed a better accordance with the models of sinusoidal excitation compared to
models using rectangular excitation.
Dispersive recombination
Organic thin films are usually amorphous. Recombination of photoexciations in
amorphous materials is dominated by a dispersive (or diffusive) transport process
[117, 118]. For mono- and bimolecular recombination, the IPh component decreases
with a slope of −2 and the OPh component with a slope of −1. However, there
are some cases where the high frequency slope shows a sublinear behavior. These
cases can be described by so-called dispersive recombination models, meaning a
mono- or bimolecular recombination mechanism superimposed by a distribution of
lifetimes [119]. In the simplest case the response can be modeled by the empirical
Cole-Cole model [120] originally assigned to the dielectric response of a system under
external excitation. The complex response of the system depends on a fractional




, with R0 = gτ. (4.22)
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The lifetime τ is the mean lifetime of the distribution. The parameter a (0 < a ≤ 1)
denotes the degree of dispersion, an a = 1 is equivalent to pure monomolecular
decay. To distinguish between a monomolecular and bimolecular behavior, the mean
lifetime is assumed to be intensity independent for the first case while for the latter
case an intensity dependence of bimolecular type τ−1 =
√
gβ is assumed. β denotes
a ”mean” bimolecular like recombination rate [119]. The IPh and OPh component
























The sublinear frequency response can also be modeled by other models than the
Cole-Cole model, for example the Davidson-Cole [121] and Havriliak-Negami [122]
model. It has to be noted that none of the models is a solution of the rate equation
(Eq. 4.9). In Fig. 4.10 the IPh and OPh component are shown for the Cole-Cole
model in comparison with monomolecular recombination dynamics. It is evident
that the slope of the IPh and OPh components decays with an exponent smaller
than 1 for high frequencies: the OPh with ωa+ε and the the IPh with ωa−ε. In
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Figure 4.10.: The IPh (solid lines) and OPh (dashed lines) components for the Cole-Cole model
(Eq. 4.23, red curves) in comparison to a monomolecular recombination model
(Eq. 4.12, grey curves). The parameters used for the monomolecular model are
τ = 10µs and g′ = 10 s−1. The parameters used for the dispersive model are
τ = 100µs, a = 0.6, and g′ = 2 s−1. Note the double logarithmic plot.
principle, it is possible to extract the distribution of lifetimes from measuring the
PIA dependence on frequency and intensity. However, the distribution can only be
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determined on a finite range due to the experimental limitations. The mathematical
access to the distribution function can be found in Ref. [123, 124].
Within this thesis, it is found that the dispersive recombination model is most
suitable for the recombination of charged states as for example DCV2-nT cations.
Long living photoexcited states and their optical transitions
With PIA spectroscopy long living photoexcited species are detected. In case of
the dicyanovinyl-oligothiophene neat and blend layers investigated in this thesis,
the spectra are dominated by triplet exciton and cation transitions of the donor
molecule (see Fig. 4.2). The excited states are mainly identified by density func-
tional theory (DFT) calculations that give the optical transitions of the excited
states. Cation spectroscopy measurements confirmed the identification of PIA sig-
natures as donor cations [125].
Publications on PIA measurements on polymers often refer to charged states as
polarons instead of using the term cation. In principle both account for the same
excited state. Experimentally, the spectroscopic signatures of charged states are
given by a transition in the IR part of the spectrum (P1) and a transition in the vis-
ible part (P2) [46]. A third transition (P3) lies close to the absorption of the neutral
excited molecule and therefore is often masked by the ground state absorption [46].
Deussen et al. argue that the observed absorption signatures are due to transitions
between molecular orbitals of the ion and in most cases the absorber is a finite seg-
ment on a polymer chain or finite molecule [126]. It is thus appropriate to interpret
the transitions in terms of a molecular orbital picture [46, 126]. In theoretical studies
the optical transitions assigned to charged states could be reproduced in good ac-
cordance with molecular orbital calculations [127, 128]. In this thesis the transitions
of charged states are referred to as cation and anion transitions. Furthermore, their
identification is based on DFT calculations of optical transitions of the molecule in
its ionized state.
4.3. Solar cell characterization
The solar cells are prepared on pre-structured tin-doped indium oxide (ITO) coated
glass (Thin Film Devices, USA, sheet resistance of 30 Ω/sq.). Material evapo-
ration rates are around 0.2 Ås−1. Within this thesis the stack design of a sim-
ple mip (metal–intrinsic–p-doped) structure is used for all devices. The stack
design is shown in Fig. 4.11. The layer structure of the mip bulk heterojunc-
tion cells is: ITO; 15 nm C60/ 20 nm donor:C60 (1:1 by volume)/ 5 nm 9,9-bis(4-
(N,N-bis-biphenyl-4-yl-amino)phenyl)-9H-fluorene (BPAPF)/ 50 nm BPAPF doped
with p-dopant NDP9 (Novaled AG, Germany) with a doping concentration of 10
wt%/ 1 nm NDP9/ 50 nm Au.
Donor denotes the dicyanovinyl-oligothiophenes characterized within this thesis.
The hole transport layer, BPAPF, is used because of the low lying HOMO of the
donor molecules. The IP of BPAPF is determined by UPS measurements (IAPP) to
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Figure 4.11.: Stack design of flat and bulk heterojunction mip cells used as standard design
within this thesis.
be 5.6 eV. This is, for example, close to the IP values of DCV2-5T (see Sec. 8.3). The
proprietary p-dopant NDP9 is used due to a better processability. However, doping
of materials with low lying HOMO can be achieved in a comparable way using WO3
[129]. In some cases the active layer of the bulk heterojunction is deposited on a
heated substrate Tsub = 80
◦C.
The mip flat heterojunction layer structure is similar to the bulk layer stack:
ITO/ 15 nm C60/ 6 nm donor/ 5 nm BPAPF/ 50 nm BPAPF:NDP9 (10 wt%)/ 1 nm
NDP9/ 50 nm Au. On one pre-structured substrate four devices (pixel), that can
be measured individually, are processed. Figure 4.12 shows the sample design of a









Figure 4.12.: Schematic picture of the sample design on a 2.5 × 2.5 cm2. The layout contains
four pixels from which one is highlighted. The right side depicts a photograph of a
sample. Again, the dimensions of one pixel are highlighted by the white box.
The pre-structured ITO bottom electrode is covered by the organic layer stack
as depicted in Fig. 4.11. On top the gold electrode is deposited. After processing
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the devices are encapsulated with a cover glass under nitrogen atmosphere, which is
glued to the substrate using UV resin (Nagase ChemteX). The encapsulation glass
can be seen in the photograph in Fig. 4.12.
4.3.1. External quantum efficiency
The external quantum efficiency (EQE) of a solar cell is given by the extracted
electron hole pairs per incident photons. It can be expressed by the internal quantum
efficiency (IQE), which is the number of extracted electron hole pairs per absorbed
photons and the absorption:
EQE(λ) = IQE(λ)α(λ) (4.24)
In general, the solar cell is illuminated monochromatically and the short circuit cur-
rent is detected spectrally resolved. The monochromatic illumination is realized by
a xenon arc lamp and a monochromator (Newport Cornerstone). The illumination
is chopped and the signal detection is accomplished with a lock-in amplifier (Sig-
nal Recovery 7265 DSP). A silicon reference diode (Hamamatsu S1337) is used to
calibrate the setup.
The EQE spectrum is used to determine the spectral response of solar cell devices.
It is usually measured at short circuit conditions and it is assumed that the shape of
the spectral response is the same at maximum power [130]. The spectral response





with the elementary charge e, the Planck constant h, and the velocity of light c.
4.3.2. J-V characteristics
The basic parameters of J-V characteristics are discussed in Sec. 3.2. J-V
characteristics are measured using an automated setup consisting of a source-
measure unit (Keithley SMU 2400) and an AM 1.5g sun simulator (KHS Technical
Lighting SC1200). The illumination incident on the solar cell is monitored with a
silicon photodiode (Hamamatsu S1337).
The standard reporting conditions for solar cell characterization require the cell to
be measured with respect to the standard solar spectrum (AM1.5g, see Sec. 3.1). The
silicon photodiode is calibrated with respect to the sun spectrum and the intensity
can be deduced from its photocurrent multiplied by a calibration factor [131]. In
consequence, the intensity displayed by the photodiode when illuminated with the
spectrum of the sun simulator is not accurate, since the emission of the sun simulator
does not match the reference (sun) spectrum (AM1.5g). Additionally, the silicon
photodiode and the solar cell to be measured have a different spectral response.
The spectral response of the solar cell is determined from EQE measurements as
described above. To account for the spectral mismatch a correction factor (mismatch
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factor) can be calculated, since the photocurrent is given by the integral of spectral














Here, Esun and Esim denote the spectral irradiance of the sun and the sun simulator,
respectively. Sdiode is the spectral response of the reference diode and Scell is the
spectral response of the solar cell that is measured. λ1 and λ2 should account for the
accessible spectral range of reference diode and solar cell and for their relevant range
of absorption. For Eq. 4.26 only the normalized spectral responses and spectra are
needed, not absolute values [130]. The mismatch enables to adjust the measured
nominal intensity of the sun simulator to an effective intensity under which the solar
cell is exposed to AM1.5g conditions. The short circuit currents of the photodiode
Idiodesc and the solar cell I
cell
sc under different illumination settings (index sun for








For mismatch corrected measurements the short circuit current of the cell should be
equal under both illumination from the simulator and from the sun, Icell,sunsc = I
cell,sim
sc .











Here, the short circuit current of the reference photodiode (Idiode,sunsc ) is 0.785 mA
at 100 mW cm−2. With the spectral mismatch factor M (known from EQE) of the
solar cell to be measured, the intensity of the sun simulator is adjusted according
to Eq. 4.29. The sun simulator intensity is monitored by Idiode,simsc .
Determination of the cell area
The geometric cell area can be determined by direct measurement under a micro-
scope. However, the edges of each pixel are often quite blurry and it is difficult to
define the exact cell dimensions. Another, more accurate approach is to measure the
device characteristics additionally with a shadow mask. The measurement without
mask yields a short circuit current Ibsc for an unknown cell area. The measurement
with the shadow mask (Aa = 2.831 mm2) yields a short circuit current Iasc. The






4.4. Absorption and emission spectroscopy
With the correct area Ab the correct short circuit density can be calculated. By
measuring with a shadow mask only, one would overestimate the current in forward
direction: the dark current is caused by the whole cell area, while the photocurrent
is only caused by the area that is illuminated. Both areas are matching each other
only for measurements without mask. A typical pixel area determined by the above
procedure is around 6 mm2, which roughly matches the value obtained from direct
measurements with a microscope.
4.4. Absorption and emission spectroscopy
For linear absorption, reflection and transmission measurements, pristine films of
the material (usually 30 nm) as well as blend films with C60 (1:1, usually 60 nm)
are deposited onto quartz glass (purchased from Quarzglas QCS). Quartz glass is
used in order to avoid the disturbance of the spectra below 300 nm. For reflectance
measurements a relatively large sample area is required, thus the whole substrate of
2.5 × 2.5 cm2 is covered with the material. The measurements are conducted with
a UV-vis spectrometer (Shimadzu UV-2101/3101). The absorption coefficient α for
the thin film is estimated from the measured reflection and transmission spectra by
using the Lambert-Beer law as described in Eq. 2.19. For the film thickness d the
value obtained during evaporation by the quartz crystal monitors is used.
The same samples as used for the absorption measurements are used to deter-
mine the thin film emission. The measurements are either conducted on a Fluo-
roMax fluorescence spectrometer from SPEX (all terthiophene compounds) or on
a FSP920 fluorescence spectrometer from Edinburgh Instruments (all quinquethio-
phene compounds). The excitation is set to the maximum of the absorption band
of the respective material. The emission is detected from ≈ 600 nm to ≈ 900 nm.
The absorption spectra in solution are determined by Roland Fitzner and
Egon Reinold at the University of Ulm. The measurements are conducted
in 1 cm cuvettes with Merck Uvasol grade solvents and are recorded on a
Perkin Elmer Lambda 19 spectrometer.
4.5. Determination of energy levels
In this thesis two methods for investigating the energy levels are used. The energy
levels in solution are determined by cyclic voltammetry (CV) at the university of
Ulm, whereas in the thin film the ionization potential is determined by ultraviolet
photo electron emission spectroscopy (UPS) at IAPP. In the following both methods
are described.
4.5.1. Ultraviolet photo electron emission spectroscopy
The basic setup of photo electron emission spectroscopy (PES) is sketched in
Fig. 4.13. A sample is illuminated by light with energy ~ω. Electrons from
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Figure 4.13.: Sketch of a photo electron emission spectroscopy (PES) setup. The graph is adapted
from Ref. [133].
the sample surface are liberated via the photoelectric effect and escape to the
vacuum. They are then analyzed with respect to their kinetic energy and their
momentum, typically with an electrostatic analyzer. When using exciting radia-
tion of an energy below 100 eV, one speaks of ultraviolet photo electron emission
spectroscopy (UPS) [133]. The kinetic energy distribution of the emitted electrons
resembles the energy distribution in the valence levels. A schematic of the UPS
measurement principle is shown in Fig. 4.14. On the left side, the energy distri-
bution of the valence levels of a gold substrate as well as the distribution of the
kinetic energy of the photo emitted electrons are shown. The right side depicts the
same for an organic compound deposited on top of the gold substrate. The abscissa
of typical UPS spectra is given by the binding energy EB of the electrons that is
calculated from Ekin = ~ω − φ− EB [133]. Here, φ denotes the work function. In
solids the binding energy is referred to the Fermi level, EB = 0 at εF [133]. Another
feature of the spectra is a polynomial background due to secondary electrons [70],
i. e. electrons that experience elastic scattering before leaving the surface. The sec-
ondary electrons exhibit a sharp cut off at Ekin = 0, i. e. EB = ~ω − φ = EHBEC
(high binding energy cut off HBEC) [133].
In Fig. 4.14 a slight shift ∆ between the HEBC of the metal and the organic is
sketched, meaning that vacuum levels are not aligned here. For some interfaces,
vacuum levels are not aligned which indicates an interface dipole ∆. The interface
dipole can be caused by several effects described in Ref. [70]. An example for an
interface with dipole is the interface between gold and an intrinsic organic material
like C60 [70].
In case of the metal surface the fastest electrons originate from the Fermi energy
(EB = 0 eV). However, for organic semiconductors, the fastest electrons originate
from the HOMO cut off position EHOMO,cut [70]. The ionization potential (IP) is
then determined from [70]:
IP = ~ω − (EHBEC − EHOMO,cut) . (4.31)
UPS is a surface sensitive method because only electrons emitted close to the surface
are able to leave the sample. The electron escape depth is only of the order of a few
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Figure 4.14.: Schematic principle of UPS spectroscopy. The left side depicts the energy distri-
bution of the valence levels of a gold substrate as well as the distribution of the
kinetic energy of the photo emitted electron. The right side depicts the same for
an organic layer deposited on top of a gold substrate. The important parameter is
the cut off of the HOMO energy of the organic compound denote by IP. The graph
is adapted from Ref. [70].
Å[133]. Hence, measurements have to be performed on atomically clean surfaces.
The UPS chamber is directly attached to the multi chamber tool that is used for
sample preparation. It is possible to transport samples directly after preparation to
the UPS chamber and analyze them without breaking the UHV.
In this thesis the IP s of different materials determined via UPS are reported.
The measurements are conducted by Selina Olthof (IAPP), Max Tietze (IAPP),
and Christian Uhrich (now heliatek GmbH). The UPS measurements are conducted
with a Phoibos 100 system (Specs, Berlin, Germany) under UHV (base pressure
10−10 mbar) by using the He I line 21.22 eV from a discharge lamp. All UPS-samples
are prepared on gold foil. The film thickness ranges from 10 to 15 nm.
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4.5.2. Cyclic voltammetry
A CV system consists of an electrochemical cell with a working electrode, a counter
electrode, and a reference electrode (three electrode setup) [134]. A solution
of the material that is to be analyzed is inserted. A linear potential sweep
(scan rate in V s−1) is applied to the working electrode, while current is flowing
between working and counter electrode. Almost no current is driven through the
reference electrode due to its large resistance [135]. After reaching a switching po-
tential, the potential is reversed. This voltage sweep is repeated several times. The
mass transport of the electroactive species is only driven by diffusion [135]. Hence,
to ensure the conductivity of the solution an electrolyte is usually added [135]. The
three electrode setup is chosen in order to account for the voltage drop caused by
the low conductivity of the solution [134, 135].
A reduction takes place if an electron is transferred from the working electrode to
the LUMO of the material. An oxidation is given by the transfer of an electron from
the HOMO of the material to the working electrode. In an ideal case the processes
are reversible. The current voltage curves give the cyclovoltammogram, where the
reduction and oxidation processes appear as peaks in the CV wave. The potentials
can not be measured absolutely, thus, an internal standard (typically ferrocene Fc)
with known redoxpotentials is added to the solution. The standard is used as zero
and all measured potentials are referenced to the standard.
The calculation of the HOMO and LUMO energy levels from the onset values of
the first reduction (U redonset) and the first oxidation potential (U
ox
onset) is given by the
standard equation:
EHOMO = −eUoxonset + ErefHOMO (4.32)
ELUMO = −eU redonset + ErefHOMO . (4.33)
ErefHOMO denotes the HOMO level of the reference.
All CV measurements used in this thesis to determine HOMO and LUMO levels
are conducted by Roland Fitzner and Egon Reinold at the university of Ulm. The
measurements are performed with a computer-controlled potentiostat (EG&G PAR
273) in a three-electrode single-compartment cell with a platinum working elec-
trode, a platinum wire counter electrode, and an Ag/AgCl reference electrode. All
potentials are internally referenced to the ferrocene/ferrocenium couple. The redox
properties are measured in 0.1 M Dichlormethane (CH2Cl2)/Tetrabutylammonium-
hexafluorophosphate (TBAPF6) solutions at room temperature. The concentration
of the compounds is 10−3 mol L−1, the scanning speed is adjusted to 100 mV s−1.
The HOMO and LUMO energies of all compounds are calculated from the onset
values of the first oxidation and reduction waves using the standard approximation
that the Fc/Fc+ HOMO level is −5.1 eV vs. vacuum [136].
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4.6. Atomic force microscopy
The surface mophology of organic thin films is investigated by atomic force mi-
croscopy (AFM). A Nanoscope III AFM (Digital Instruments) in tapping mode
with n-Si tips (µ-Mash) is used. For the measurements 20 nm thin films of the re-
spective material are deposited on top of a 5 to 15 nm C60 layers, on glass substrates
to reproduce the situation in an actual device. However, tests for several materials
on glass and on C60 have shown no significant changes in surface morphology for the
different substrates. The substrate size is restricted to 5 × 5 mm2. Several surface
areas of different size (10×10, 5×5, or 2×2 µm2) are scanned at different positions
on the sample to ensure a realistic picture of the sample surface. For data evaluation
the freely available software Gwyddion [137] is used.
4.7. Density functional theory calculations
Density functional theory (DFT) calculations are used in this thesis to determine
optical transitions of excited states of the donor molecules. The relaxed geome-
tries of ground and excited state as well as calculated HOMO and LUMO levels are
also of interest. The calculations are performed by Roland Gresser (IAPP). For all
quantum chemical calculations, the Gaussian03 package is used [138]. The ab initio
calculations are performed with density functional theory with the b3lyp functional
and the basis set 6-31+g(d,p). No symmetry constraints are used for the optimiza-
tion and obtained structures are confirmed with subsequent frequency calculations
to make sure that a true minimum is reached. The absorption energies and the
principal orbital contributions are done with time dependent DFT as implemented
in the Gaussian package, for the first six excited states.
In this thesis also earlier calculations by Karin Zojer published in Ref. [34] are
consulted, this is stated in the text.
4.8. Impedance spectroscopy
All impedance spectroscopy (IS) measurements and data evaluation reported in this
thesis are performed by Lorenzo Burtone (IAPP). For IS the mip solar cell devices
as described in Sec. 4.3 are used. A single frequency voltage (AC) superimposed
to a DC voltage is applied to the device and the phase shift and amplitude of the
small signal response are analyzed with respect to the frequency. The characteristic
behavior of the samples response with frequency is used here to determine time
constants of free and trapped charge carriers. The results connect the lifetimes of
charged states like donor cations, determined by PIA spectroscopy on pure bulk
layers, with the time constants of charge carriers in the device. Since in the PIA
samples no current is flowing, as it is the case in the devices at Voc, the impedance
spectra are recorded under Voc. To characterize trap states devices are measured in
dark in a reverse bias region, where the response is mostly capacitive [139].
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The IS data can be fitted by an equivalent circuit accounting for the specific
device layer structure. The stack design of the mip cells investigated is shown in
Fig.4.11. The p-doped hole transport layer is expected to give only a contribution to
the serial resistance as well as the ohmic contribution of the contacts. The intrinsic
layers exhibit a capacitive behavior caused both by material polarization (geomet-
rical capacitance) and accumulation of charges [140]. The equivalent circuit used to
describe the response of the mip devices consists of a series resistance connected to
an RC parallel circuit as depicted in Fig. 4.15.
Figure 4.15.: Equivalent circuit used for fitting the IS data.
Impedance spectroscopy measurements are performed in dark and under illumi-
nation at room temperature with an Autolab PGSTAT302N. The probe signal has
an amplitude of 15 mV(rms) and the frequency is varied from 100 Hz to 1 MHz for
the measurements under illumination and from 100 mHz to 1 MHz in dark. Illu-
mination is provided by white LEDs. A scaling of the light intensity in units of
solar irradiance (1 sun= 100 mW cm−2) is achieved by comparing the solar cells Isc
under illumination in the IS setup with the Isc obtained under mismatch corrected
J-V measurements. The results are presented in terms of modulus and phase of the
complex impedance. Additionally the real part of the dielectric constant is used,
assuming unitary vacuum capacitance: ε(ω) = Y (ω)/(ωCv) such that the real part
of the dielectric permittivity coincides with the device capacitance function.
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In this chapter dicyanovinyl endcapped oligothiophenes are introduced. On the
molecular structure, several variations can be performed, for example varying the
backbone length or the side chains. Some general aspects regarding the exciton sep-
aration properties at the interface to the acceptor fullerene C60 are reviewed for a
series with varying backbone length. Quantitative remarks on the thermal evapora-
tion processability in UHV of the investigated oligthiophenes are made at the end of
this chapter.
5.1. Introduction
Oligothiophenes are widely used in molecular electronics such as organic field
effect transistors, as well as in optoelectronic devices [141]. Oligothiophenes are
p-conducting [141] and exhibit good charge transport properties connected to
the degree of molecular ordering in thin films (α-6T: µ ≈ 0.5 cm2V−1s−1 [142]).
However, for use as donor in small molecule organic solar cells they provide a
slightly too large bandgap. Absorber materials should exhibit a bandgap that
is lower than 1.8 eV to provide better photon harvesting of the solar spectrum
(maximum flux at ≈ 1.77 eV) [143]. The LUMO level is shifted towards lower values
by endcapping the oligothiophene with the strongly accepting dicyanovinyl groups.
In consequence the HOMO-LUMO gap is reduced. Table 5.1 shows the HOMO
and LUMO energy levels of a naked sexithiophene as well as the energy levels of a
sexithiophene capped with dicyanovinyl groups.
However, it is not only the reduced bandgap that is of importance, but also
EHOMO (eV) ELUMO (eV)
6T −5.3 −2.57
DCV2-6T −5.43 −3.87
Table 5.1.: HOMO and LUMO levels of 6T (IPES and UPS [45]) and DCV2-6T (determined by
cyclic voltammetry [37]).
the absolute position of the energy levels in comparison with the used acceptor.
Scharber et al. established empirical design rules for an ideal donor material for
organic solar cells in order to reach optimized power conversion efficiencies [144].




LUMO − EDHOMO − 0.3 eV , (5.1)
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where the exciton binding energy is accounted for by subtracting 0.3 eV. They stated
that the LUMO level offset of D and A must be around 0.3 eV to guaranty efficient
charge separation. However, this value is under current discussion (see Sec. 3.3.1).
Additionally, Scharber assumed a constant FF of 65 % and a constant EQE (65 %)
over the spectral range down to the donor bandgap. Hence, the power conversion
efficiency η only depended on energy parameters of the donor material. For a fixed
acceptor material (e. g. PCBM), an η of 10 − 11 % could be reached for a donor
bandgap of ≤ 1.7 eV and the donor LUMO level being < −3.5. Apart from varying
the LUMO level, also the variation of the donor HOMO level that will positively
influence Voc and by that the device efficiency [145].
The nomenclature for dicyanovinyl-oliogothiophenes used within this thesis de-
notes first the two dicyanovinyl end groups (DCV2) followed by the length of the
thiophene chain (nT). Here, n denotes the number of thiophene rings (3 to 6). Since
the effect of side chain variations are investigated within this thesis, a careful nota-
tion of the type of side chain and its position on the thiophene chain is included into
the short name of the molecule structure. Figure 5.1 exemplarily shows a compound
with three thiophene rings as backbone and two butyl side chains attached to the
central thiophene ring. The structure is referred to as DCV2-3T-Bu(2,2).
Figure 5.1.: Molecular structure of dicyanovinyl (red) endcapped terthiophene (black) with two
butyl side chains (blue) attached to the second thiophene ring (5,5”- Dicyanovinyl-
3’,4’-dibutyl-2,2’:5’,2”-terthiophene) abreviated by DCV2-3T-Bu(2,2).
By performing variations on the molecule structure of the dicyanovinyl-
oligothiophenes a systematic variation of the energetic properties is obtained. Fol-
lowing the design rules of Scharber [144] this allows for an optimization of device
efficiency from the donor material side.
Figure 5.2 shows the basic series of dicyanovinyl-oligothiophenes
(DCV2-nT, n=3-6) that are synthesized and characterized by the organic chemistry
group of Prof. P. Bäuerle at the University of Ulm and are further investigated
at the IAPP. Compounds with more than 6 thiophene rings in the backbone are
no longer thermally evaporable and thus not suitable for vacuum processing.
Figure 5.3 shows the electrostatic potential of DCV2-3T. The DCV groups are
strongly negative (red) and thus withdraw electron density from the molecule,
whereas on the thiophene chain there are regions that are strongly positive (dark
blue). The EA is determined by functional groups that are able to stabilize negative
charge, typically acceptor groups like the dicyanovinyl group. The IP is determined
by groups that can stabilize positive charge as for example the thiophene chain.
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Figure 5.2.: Molecular structures of the basic series of dicyanovinyl endcapped oligothiophenes.
The series of the unsubstituted DCV2-nT (n=3-6) has been synthesized by R. Fitzner
[37].
Figure 5.3.: Charge distribution represented by the electrostatic potential for DCV2-3T. Strongly
negative regions are red, yellow denotes weakly negative regions, green represents
neutral regions, while light blue are slightly positive and dark blue strongly positive
regions. The sulfur atoms are represented by yellow bullets, carbon atoms by grey
bullets and nitrogen atoms by dark blue bullets. Hydrogen is represented by small
white bullets. The calculations are part of the DFT calculations discussed in Chap. 6
and are performed by Roland Gresser (IAPP).
The accepting DCV groups remain the same for the series with increasing number
of thiophene rings in the backbone DCV2-nT (n=3,4,5,6). Therefore the ability of
the molecule to stabilize negative charge remains the same and hence there is no
significant influence on EA (or LUMO). By increasing the thiophene chain length,
the stabilization of positive charges is improved, thus the IP decreases and the
HOMO is shifted upwards. Consequently the HOMO level is much stronger affected
by an increase in the backbone length than the LUMO level. Figure 5.4 shows
energy levels determined for a series DCV2-nT (n=3,4,5,6) without side chains.
The respective HOMO and LUMO values are listed in Tab. 5.2. The energy level
alignment to the acceptor C60 (indicated as dashed line in Fig. 5.4) changes by this
variation of the molecule structure. In succession the energy and charge transfer
processes between donor and acceptor change and the solar cell performance











Table 5.2.: HOMO and LUMO levels determined by cyclic voltammetry. The onset of the first
oxidation and reduction potential is used to derive the HOMO and LUMO levels. As
reference a ferrocene value of −5.1 eV is used. The measurements have been conducted
by Roland Fitzner at the university of Ulm and can be found in Ref. [37]. The CV
HOMO and LUMO values for C60 are taken from Ref. [146].
processes at the D-A interface are discussed in the next section (Sec. 5.2).
Varying the number of thiophene rings in the backbone affects the energetics at
the D-A interface. However, a direct correlation of the HOMO and LUMO levels to
the device performance is a too simplified approach: By shifting the donor energy
levels as shown in Fig. 5.4, not only Voc can be increased but also other states that
are energetically located within the HOMO-LUMO gap might open recombination
paths that reduce the device performance. This is not accounted for in the above
theoretical calculations [144, 145]. In the series of DCV2-nT (n=3-6) it is observable
that by shifting the donor HOMO upwards, recombination to the donor triplet
exciton is strongly reduced (see Sec. 5.2 and Ref. [34]). It was demonstrated for a
variety of polymer materials, that the position of the triplet level relatively to a
charge transfer state can provide recombination paths and negatively influences the
device performance. Both triplet and CT levels depend on the energy level alignment
at the D-A interface [96].
Additionally, it is not only the D-A energetics that influence the device perfor-
mance, but also the active layer morphology and the need for closed percolation
paths. The theoretical calculations by Scharber consider a fixed FF of 65 %. Among
other factors, a further improvement of FF can be reached by optimizing the active
layer morphology. In consequence a further improvement of the device performance
is possible. Apart from varying the number of thiophene rings in the backbone,
different alkyl side chains are attached to the molecule backbone, which is thought
to influence the thin film morphology.
In summary, the material system of dicyanovinyl endcapped oligothiophenes pro-
vides the opportunity to tune the donor energetics by varying the backbone length
on one hand and to tune the active layer morphology by attaching different side
chains on the other hand.
5.2. The DCV2-nT:C60 interface
In the following section, the transfer processes at the DCV2-nT:C60
(n=3,4,5,6) interface are described, which is mostly a review of the work of
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Figure 5.4.: HOMO and LUMO levels of the series DCV2-nT (n=3,4,5,6) determined by cyclic
voltammetry. The values are listed in Tab. 5.2. They were measured by Roland
Fitzner and can be found in [37]. The CV energy levels for C60 are indicated by the
dashed line and are taken from Ref. [146].
R. Schueppel et al. [32, 34, 125], who investigated a series DCV2-nT with butyl
side chains. The investigation was mainly based on PIA spectroscopy at low
temperatures (10 K).
The transfer processes determined by Schueppel et al. are valid also for derivates
with other or no side chains [37, 147, 148]. DCV2-nT (n=3,5) derivates are investi-
gated in this thesis, while DCV2-nT (n=4,6) derivates are part of the PhD thesis of
Christian Koerner (IAPP). A joint characterization of the series without side chains
can further be found in Ref. [37].
The energy levels change with an increase of the number of thiophene rings in
the molecule backbone (see Fig. 5.4) and by that also the transfer processes at the
interface to the acceptor C60. For the molecule with three thiophene rings in the
backbone, the energy levels do not differ much from those of C60. In fact the
DCV2-3T:C60 interface is not a charge separating interface and solar cells can not be
successfully fabricated [31, 32]. The main reason is that the DCV2-3T triplet ground
state is the energetically lowest state at the interface and is, additionally to the
intrinsic intersystem crossing (kISC), populated via the singlet and triplet manifold of
C60: The initially excited singlet excitons are transferred via Förster transfer to the
C60 singlet manifold (ksinglet), here a rapid intersystem crossing (k
′
ISC) (< 1 ns) takes
place [149–151]. The C60 triplet excitons are then transferred back (ktriplet) to the
lower lying DCV2-3T triplet level via a Dexter like transfer. The so called excitonic
ping pong effect [31, 32] is schematically shown in Fig. 5.5. Experimental evidence
is given by a quenching of the DCV2-3T luminescence by two orders of magnitude, a
79
Chapter 5. Dicyanovinyl-oligothiophenes
measurement of a sensitized emission of C60 singlet excitons (k
′
em), and an enhanced
population of the DCV2-3T triplet level determined by PIA spectroscopy in blends
with C60.
Figure 5.5.: Schematic for the excitonic ping pong effect as introduced in Ref. [31, 32].
In blends of DCV2-4T:C60 the luminescence of the quarterthiophene is strongly
quenched, but there is no sensitized emission of C60 observed. From PIA spec-
troscopy it is known that the DCV2-4T triplet exciton shows an enhanced popula-
tion in the blend layer compared to the neat layer. An additional path for triplet
generation has to be present in the blend layer. Schueppel et al. proposed a re-
combination from an interfacial charge transfer state (CT) [34]. It is possible to
fabricate solar cells with DCV2-4T derivates. They exhibit large Voc around 1.1 V
[34, 148] according to the large difference between the donor HOMO and the accep-
tor LUMO. However, it is not easy to contact the low lying HOMO of DCV2-4T
with a suitable hole transport layer.
For blends of DCV2-5T:C60 the signatures of charged states in the PIA spectra
become more dominant. Furthermore, the generation of the donor triplet level in
the blend is no longer enhanced (see Sec. 7). In the blend layer the triplet exciton
is still populated. This could either be due to intrinsic intersystem crossing or like
in DCV2-4T, to a recombination via a CT state. The triplet level could also be
populated by a superposition of both processes. Due to the smaller gap between
acceptor LUMO and donor HOMO, the Voc of around 1 V (see Sec. 7.4.1) in flat
heterojunction devices is reduced compared to the device with DCV2-4T as donor.
A power conversion efficiency of η = 5.2 % is reached in an optimized n-i-p device
stack comprising a DCV2-5T:C60 (2:1, by volume) blend layer as active layer heated
to 90 ◦C during deposition [37].
In blends of DCV2-6T:C60 the cation contribution in the PIA spectrum be-
comes even more dominant. However, the triplet exciton is still populated [34].
Flat heterojunction devices exhibit a lower Voc (≈ 0.9 V) [35] than the devices
comprising DCV2-5T as donor. An optimized n-i-p device stack comprising a
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DCV2-6T-Bu(1,2,5,6):C60 (2:1, by volume) blend layer as active layer heated to
90 ◦C during deposition, exhibited a power conversion efficiency of η = 4.9 % [152].
Figure 5.6 summarizes the states presumably involved in the generation of
free charges at the DCV2-nT:C60 (n=4,5,6) interface. The initially created
Figure 5.6.: Scheme of the states involved in the generation of free charges for the DCV2-nT:C60
(n=4,5,6) interface. Position (a) of the CT state depicts the case when recombination
of CT to the triplet level is possible, whereas position (b) of the CT state depicts
the case when no recombination of CT to the triplet level occurs. Furthermore, the
triplet level can be populated by intersystem crossing (ISC). The recombination of
CT to the triplet level requires the CT state to be in its triplet representation. The
scheme is adapted from Ref. [153]
singlet excitons can be separated directly into free charges (dot dashed arrow) or
be transferred to a CT state (ksep). The CT state can recombine to the triplet
level, decay to the ground state (krCT), or it can be dissociated into free charges
(kdiss). Free charges can also recombine again to a CT state (kr). The triplet level
can be populated via the CT state or via intersystem crossing (kISC). The triplet
level can also decay to the ground state via a radiative or non radiative route (both
summarized in krT). For n=4 the triplet level is assumed to be below that of an inter-
facial CT state from which recombination to the triplet state can occur (case (a) in
Fig. 5.6). This mechanism leads to the above described enhanced triplet generation
observed from the PIA spectra. For the compounds with n=5,6 the CT level is
lowered compared to the triplet level indicated by the grey area between (a) and
(b). The position (b) for the CT state depicts the case when no recombination of
the CT state to the triplet level occurs. The triplet state is then only generated by
intersystem crossing (ISC) that is the competing process to charge separation of the
singlet exciton (apart from radiationless and radiative recombination of S1).
With the series of dicyanovinyl-oligothiophenes, it is apparent that by increasing
the donor HOMO Voc is reduced, but also the triplet level and other levels involved




On a way towards large scale production of OSC it is not only the performance of
devices that is of importance, but also the processability of the materials. The ma-
terial yield, i. e. the relation of thin film thickness per mg material, varies strongly
among the different DCV2-nT derivates with different side chains. In the first ap-
proximation, the yield depends on the melting point of the material: If the material
melts before evaporating with typically used rates of 0.2 Å/s, the surface from which
molecules can sublime and enter the gas phase is strongly reduced. Evaporation from
the powder (i. e. solid phase) is thus always beneficial. Unfortunately, many of the
DCV2-nT derivatives melt before evaporating. The melting point depends on the
side chains and the length of the molecule backbone [37]. Some derivatives evapo-
rate residue-free (e. g. DCV2-3T), whereas others (e. g. DCV2-5T) undergo a kind
of polymerization reaction within the melt in the crucible [154]. As product a black
solidified melt that is no longer evaporable resides in the crucible (see Fig. 5.7).
Hence, a significant amount of material is lost and not accessible to device produc-
tion.
Figure 5.7.: Photograph of a crucible with a black solidified melt that is no longer evaporable.
Originally a DCV2-5T derivative was filled as a powder in the crucible.
Such a polymerization reaction accompanied by bad yields usually cause the cham-
ber pressure (usual base pressure during evaporation pbase = 2 ·10−8 mbar) to drasti-
cally increase during material evaporation. To identify fragments in the chamber at-
mosphere that cause the pressure increase, in situ mass spectra are usually measured
during sample preparation. The mass spectra can be taken from 1 to 300 atomic
mass units (amu). Thus it is not possible to detect the whole DCV2-nT molecules
since their mass is larger than 400 amu (=DCV2-3T). Figure 5.8 shows a full mass
spectrum taken during the evaporation of DCV2-5T-Bu(2,2,4,4).The material melts
by heating up the crucible for evaporation. However, it evaporates mostly residue-
free. The base pressure stays moderate during evaporation (pbase = 1.9 · 10−8 mbar).
The full mass spectrum is separated into four regimes. The regime from 1 to 20 amu
mainly displays water vapor (18 amu) and other small fragments like hydrogen (1 and
2 amu), carbon (12 amu), small hydrocarbons (13 to 15 amu), and oxygen (16 amu)
that are usual content of the chamber atmosphere and make up the major part of
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Figure 5.8.: Logarithmic representation of the full mass spectrum of DCV2-5T-Bu(2,2,4,4) taken
in situ during sample preparation. The base pressure is pbase = 1.9 · 10−8 mbar.
The chamber background is shown with the grey line, the different colors belong to
different evaporation rates as indicated in the legend.
the chamber pressure. The second regime ranges from 20 to 60 amu. Here, larger
hydrocarbons (26, 27 amu as well as 38, 39, 44 amu) and nitrogen (28 amu) can be
found. Nitrogen is for example attributed to outgassing from sample holders, or
remaining from chamber opening where the chamber is ventilated with nitrogen.
Larger hydrocarbons can originate from the material in the crucible or from left
overs of solvents that are used to clean sample holders. In the third range from
60 to 100 amu usually no signal is visible in the chamber background. Here, we
identify fragments of dicyanovinyl groups (C3N2H2 66 amu, whole group 78 amu)
that appear during the evaporation process and increase with the evaporation rate.
Most likely, a fraction of the molecules loose their end groups during the heat up of
the crucible. Smaller fragments of the end group can be found for example at 27
and 41 amu, but their mass number coincides with some other hydrocarbons. In the
regime from 100 to 300 amu, heavier fragments for example a thiophene ring with
some alkyl remainder (126 amu) can be found. The DCV2-nT fragments that are
often observed are depicted in Fig. 5.9 together with their respective mass number.
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A table with standard fragments that are likely to be in the chamber atmosphere
can be found in the appendix (Tab. A.1).
Since in the range from 60 to 100 amu fragments of the dicyanovinyl group can be
Figure 5.9.: Fragments of the DCV2-nT molecule that are found in the in situ mass spectra. The
number denotes the mass in amu of the respective fragment.
clearly identified, a comparison of different DCV2-nT (n=3,5) derivates, investigated
in this thesis, is performed in detail in this range. In Fig. 5.10 the mass spectra for
comparable evaporation rates for DCV2-3T and DCV2-5T compounds with different
side chains are shown. The mass spectra of the terthiophene compounds (Fig. 5.10
(a)) show their maximum value at 66 (DCV2-3T) and 62 (DCV2-3T-Bu/Me(2,2)).
The compound with four butyl side chains shows almost no signature of the end
group in the mass spectrum. The most intense peaks are found for the compound
with methyl side chains and the compound without side chains and are correlated
with the largest base pressure. Nevertheless, the intensity of the end group peak
is still one order of magnitude lower than the contribution of water vapor in the
respective full scale mass spectra. DCV2-3T and DCV2-3T-Me(2,2) evaporate from
the powder, DCV2-3T-Bu(2,2) and DCV2-3T-Bu(1,1,3,3) melt when heated up for
evaporation. The signal height of the end group signal is not correlated to the mate-
rial evaporating from powder of from a melt. All compounds seem to be evaporable
residue-free. A polymerization reaction in the crucible seems not to take place.
The mass spectra of the quinquethiophene compounds in Fig. 5.10 (b) show a
much more intense contribution of the end group peak at 66 amu which is of the
order of the water vapor contribution in the corresponding full scale spectra. The
compound with four methyl side chains DCV2-5T-Me(2,2,4,4) shows the largest con-
tribution at 66 amu and the base pressure increases during evaporation by one order
of magnitude to pbase = 2 · 10−7 mbar. The compound with four butyl side chains
DCV2-5T-Bu(2,2,4,4) shows a moderate increase in base pressure during evaporation
and also the smallest end group peak as well as less fragments at higher mass num-
bers. The compound with an alternative substitution pattern DCV2-5T-Bu(1,2,4,5)
exhibits the strongest increase in base pressure of almost two orders of magnitude
up to pbase = 1 · 10−6 mbar. Additional to the strong peak at 66 amu, signatures at
higher masses as for example the whole end group at 78 amu are visible. Also in the
full scale mass spectrum a variety of fragments is visible that reaches large intensities
and thus is the reason for the strong increase in base pressure. DCV2-5T-Bu(1,2,4,5)
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and DCV2-5T-Me(2,2,4,4) have bad yields and remain as black solidified melt within
the crucible whereas DCV2-5T-Bu(2,2,4,4) evaporates with only little remains left
in the crucible. All three compounds melt when heated up. Table 5.3 summarizes
the quantitative properties concerning the processability of the terthiophene and
quinquethiophene compounds.
evaporates from Tmelt (
◦C) residue pbase (mBar)
DCV2-3T powder 265 no 1 10
−7
DCV2-3T-Me(2,2) powder 303 no 6 10
−8
DCV2-3T-Bu(2,2) melt 199 no 3 10
−8
DCV2-3T-Bu(1,1,3,3) melt 160 no 1 10
−8
DCV2-5T-Me(2,2,4,4) melt 302 yes 2 10
−7
DCV2-5T-Bu(2,2,4,4) melt 204 no 2 10
−8
DCV2-5T-Bu(1,2,4,5) melt 250 yes 1 10
−6
Table 5.3.: Quantitative parameter that describe the evaporation process for dicyanovinyl-
terthiophene and -quinqethiophene compounds with different side chains. The base
pressure is the chamber pressure during material evaporation.The melting points are
determined in the group of Prof. Bäuerle at the University of Ulm by DSC measure-
ments.
It is observed for the dicyanovinyl oligothiophene series, that with increasing
number of thiophene rings the molecule becomes more unstable during evaporation
and a fraction of the molecules tends to break into pieces. For molecules with six
thiophene rings, the contribution of the end group in the mass spectra is slightly
higher than for DCV2-5T and the molecule with four thiophene rings lies somewhere
in between the terthiophenes and the quinquethiophenes. Though a fraction of
the molecules seems to loose their end groups or break into parts, it is not likely
that significant amounts of the fragments will be deposited in the thin film. The
fragments might undergo a polymerization reaction and remain in the crucible. The
smaller fragments seen in the spectra are quite volatile. Nevertheless, it is possible
that they get buried in the thin film especially at larger evaporation rates. The
magnitude of the signatures in the mass spectra is given by the ion current that
the mass spectrometer detects. It is not possible to really quantify the amount
of molecules that break. The signal intensities of the fragments are in most cases
smaller or of the order of the background water vapor. Thus it is likely that the
amount of fragments is very small. A study by Ines Rabelo de Moraes (IAPP) further
supports this hypothesis: It has been shown for a dicyanovinyl-sexithiophene by laser
desorption/ionization combined with time of flight techniques (LDI-TOF), that the
end groups are likely to break apart from the molecule core during photochemical
degradation [155]. However, in the reference sample, no signatures of the end group
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Figure 5.10.: Logarithmic representation of the in situ mass spectra for different DCV2-nT
(n=3,5) derivates in the range from 58 to 80 amu. The upper part (a) compares
four different compounds of DCV2-3T: without side chains (violet line), with two
methyl side chains (green line), with two butyl side chains (blue line), and with
four butyl side chains (black line). The lower part (b) compares three different
compounds of DCV2-5T: with four methyl side chains (black line), with four butyl
side chains (red line) and with a different substitution pattern of four butyl side
chains (blue line). The evaporation rates are around 0.2 Å/s, the respective base
pressure is noted in the legend.
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In this chapter, the effect of variation in length and substitution patterns of alkyl side
chains on dicyanovinyl-terthiophenes is presented. Pristine layers of the terthio-
phene compounds show significant changes in the thin film morphology in depen-
dence of the side chains. Above all, the side chains are supposed to influence the
thin film morphology by mediating intermolecular interactions. In blend layers with
the acceptor fullerene C60, the terthiophene compounds are rather distributed in a
matrix of acceptor molecules and consequently the molecular ordering of the pristine
layers is lost when blending with C60. Changes in efficiency of the energy trans-
fer mechanism present in the material combination dicyanovinyl-terthiophene:C60
(see Chap. 5 and Ref. [31, 32]) are observed. This chapter describes the characteri-
zation of a series of dicyanovinyl-terthiophenes with different side chains by DFT
calculations, linear absorption measurements in solution and thin films as well as
luminescence measurements of thin films. The energy levels are determined by cyclic
voltammetry and UPS. To reveal the influence on the surface morphology atomic
force microscopy measurements are performed. Finally the excited states (mainly
triplet excitons) in neat and blend layers are characterized by photoinduced absorp-
tion spectroscopy and the efficiency of the energy transfer at the interface to C60 is
estimated.
6.1. Introduction
Alkyl side chains on the terthiophene backbone and more generally the
oligothiophene backbone, have been initially introduced to increase the solubility
of the molecule, which is of importance during synthesis and purification. The
terthiophene compounds investigated are depicted in Fig. 6.1: a compound without
any side chains DCV2-3T 1, a compound with two methyl side chains at the center
thiophene ring DCV2-3T-Me(2,2) 2, a compound with two butyl side chains at the
center thiophene ring DCV2-3T-Bu(2,2) 3, as well as a compound with four butyl
chains attached to the terminating thiophene rings DCV2-3T-Bu(1,1,3,3) 4 are in-
vestigated. Synthesis of compound 1 and 3 are published in Ref. [37] and Ref. [31].
The synthesis route of compounds 2 and 4 can be found in Ref. [147].
6.2. Density functional theory calculations
The density functional theory (DFT) calculations presented in the following have
been carried out by Roland Gresser (IAPP). Since the calculation time drastically
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1  (R1 = H, R2 = H)
2  (R1 = H, R2 = Me)
3  (R1 = H, R2 = Bu)
4  (R1 = Bu, R2 = H)
NC CNCNNC
Figure 6.1.: Molecular structure of dicyanovinyl endcapped terthiophenes with different alkyl side
chains and different side chain substitution patterns.
increases with longer side chains, due to the geometrical optimization, calculations
of the molecules with butyl side chains are omitted. Instead of a compound with
four butyl side chains (compound 4), a compound with four methyl side chains is
included in the calculations in analogy to compound 4. The molecular orbitals are
visualized in Fig.6.2.
Figure 6.2.: Configuration of HOMO (π) and LUMO orbitals (π?) for dicyanovinyl-terthiophenes
without side chains (compound 1), with two methyl side chains (compound 2) and
a compound with four methyl chains attached to the first and third thiophene ring
(DCV2-3T-Me(1,1,3,3) ). The different colors denote different algebraic signs of the
wave functions. The sulfur atoms are represented by yellow bullets, carbon atoms
by grey bullets, and nitrogen atoms by dark blue bullets. Hydrogen is represented
by small white bullets.
In the HOMO level a small fraction of the wave function is extended to the alkyl
side chain, whereas in the LUMO the alkyl side chains do not contribute to the π
electron system. The molecular orbitals in HOMO and LUMO are alternating.
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Figure 6.3 shows the change of electron densities with excitation of the molecule
(HOMO-LUMO transition) exemplarily for DCV2-3T. The different colors denote
the decrease (gold) and increase (purple) of electron density for the transition from
HOMO to LUMO, the alternating character of HOMO and LUMO molecular orbitals
becomes more obvious here.
Figure 6.3.: Change of electron density on the excitation of DCV2-3T (top view and side view).
The golden orbitals show where electron density decreases upon excitation and the
purple orbitals show were electron density is increasing. The sulfur atoms are repre-
sented by yellow bullets, carbon atoms by grey bullets and nitrogen atoms by dark
blue bullets. Hydrogen is represented by small white bullets.
The LUMO configuration reveals a quinoid structure in the bond bridging adjacent
thiophene rings. As discussed in Sec. 2.2.2 this leads to a planar molecule geometry
in the excited state. The calculated relaxed molecular geometry appears to be planar
in the excited state. The relaxed geometry of the HOMO is only planar if no alkyl
side chains are attached, as can be seen in Fig. 6.4. Alkyl side chains attached to
the thiophene chain induce a twist in the molecule backbone, such that the dihedral
angle θ increases from 0 ◦ to 19.4 ◦ for compound 2 and to 25.5 ◦ for the molecule
with four methyl side chains.
As mentioned above, the alkyl chains attached the backbone also cary an
electron density, but the electron density on the side chains does not contribute
to the π system. However, it might have an indirect inductive effect on the π
system configuration via net polarization of the σ bond of the thiophene carbon
atom to the alkyl chain. Since alkyl side chains are less electron withdrawing
than hydrogen atoms attached to the naked DCV2-3T, they are treated as having
an electron releasing character (+I -effect). The calculated HOMO and LUMO
energies are summarized in Tab. 6.1. Additionally, the transition energy of the first
optical transitions within the singlet manifold of the molecules are calculated. The
calculation of HOMO and LUMO values follow Koopmanns theorem [156] and is
in good accordance with measured energy levels (see Sec. 6.4). The energy levels
correspond to a HOMO-LUMO gap (∆E) that is increasing with growing number
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Figure 6.4.: Relaxed molecule geometries of the ground state of compound 1 and 2 and the
compound with four methyl side chains. The left side displays a top view while
the right side shows a side view where the twist of the backbone due to the alkyl
side chains becomes obvious. Furthermore, the dihedral angle for each compound
is noted. The sulfur atoms are represented by yellow bullets, carbon atoms by grey
bullets, and nitrogen atoms by dark blue bullets. Hydrogen is represented by small
white bullets.
of side chains accompanied by a shift towards larger values of both the HOMO and
the LUMO level.
EHOMO (eV) ELUMO (eV) ∆E (eV) Eabs (eV) f
1 DCV2-3T −6.39 −3.93 2.46 2.32 1.63
2 DCV2-3T-Me(2,2) −6.35 −3.74 2.61 2.29 1.69
DCV2-3T-Me(1,1,3,3) −6.25 −3.61 2.64 2.43 1.38
Table 6.1.: HOMO and LUMO levels and HOMO-LUMO energy gap (∆E) determined by DFT
calculations. The calculations have been performed for compounds 1 and 2 as well
as for a third compound comprising four methyl side chains (similar to compound
4). Additionally, the transition energy Eabs and oscillator strength f of the strongest
absorption line is shown.
6.2.1. Excited state transitions
All relaxed excited state geometries are found to be planar. The optical transitions
of triplet excitons from the triplet ground state T1 to higher lying triplet states
Tn are of essential interest for interpretation of the excited state spectra obtained
by photoinduced absorption spectroscopy. It is also possible that cation and anion
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states of the dicyanovinyl-terthiophene are formed in neat as well as in blend layers.
Their importance for blend layers of DCV2-3T:C60 is of minor interest since charge
separation is not the dominating effect at this interface. Nevertheless, signatures
of cations and anions, though they are very weak, are observed in blend and even
in neat layer spectra (see Sec. 6.6). Table 6.2 summarizes the first few calculated
excited state transitions. It has to be noted that the discrepancy between calculated
1 DCV2-3T 2 DCV2-3T-Me(2,2) DCV2-3T-Me(1,1,3,3)
Triplet
T1 → T2 0.81 eV; f = 0.00 0.84 eV; f = 0.00 0.84 eV; f = 0.00
T1 → T3 1.76 eV; f = 1.52 1.75 eV; f = 0.00 1.77 eV; f = 1.59
T1 → T4 1.77 eV; f = 0.00 1.76 eV; f = 1.39 1.82 eV; f = 0.00
Cation
D+0 → D+1 1.11 eV; f = 0.19 1.13 eV; f = 0.18 1.18 eV; f = 0.19
D+0 → D+2 1.80 eV; f = 0.00 1.84 eV; f = 0.00 1.81 eV; f = 0.00
D+0 → D+3 2.00 eV; f = 1.56 1.90 eV; f = 0.01 1.82 eV; f = 0.02
D+0 → D+4 2.10 eV; f = 0.02 2.01 eV; f = 1.57 1.83 eV; f = 0.00
D+0 → D+5 2.19 eV; f = 0.00 2.22 eV; f = 0.00 1.99 eV; f = 1.45
Anion
D−0 → D−1 0.96 eV; f = 0.21 0.98 eV; f = 0.20 0.93 eV; f = 0.22
D−0 → D−2 1.77 eV; f = 1.52 1.79 eV; f = 1.60 1.76 eV; f = 1.41
D−0 → D−3 1.78 eV; f = 0.00 1.80 eV; f = 0.00 1.80 eV; f = 0.00
Table 6.2.: DFT calculations of the main transitions of triplet states, cations, and anions of
DCV2-3T 1, DCV2-3T-Me(2,2) 2, and DCV2-3T-Me(1,1,3,3) depicting the transition
energy and the respective oscillator strength f .
transitions and experimentally obtained values discussed in the following sections
is mainly due to the fact that the calculations are performed for single isolated
molecules that experience no interaction (ideal gas case). In contrast, measurements
are performed in solution and in thin films with interactions to solvent molecules
and in the latter case interactions to adjacent molecules. Under the influence of the
polarization of the molecules environment in solution and thin film, a redshift of
all transitions is expected. In case of the thin film it is even more likely that the
molecular stacking will have a planarizing effect and that the dihedral angle is of
minor interest in the thin film (see Sec. 2.2.2 ).
6.3. Absorption and Emission in solution and thin film
UV-vis absorption spectra are obtained in solution and in pristine layers of each
compound. The solution spectra have been measured by Egon Reinold and Roland
Fitzner (University of Ulm). The absorption coefficient in the thin film has been
obtained after performing a reflection correction as described in Eq. 2.19 and by using
the thickness value determined by the quartz crystal monitors during evaporation.
Figure 6.5 shows the absorption in solution represented by the molar extinction
91
Chapter 6. Side chain variations on DCV2-3T
coefficient ε as well as the thin film spectra, represented by the absorption coefficient
α of compound 1 to 4. The solution spectra display a narrow absorption band
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Figure 6.5.: Molar extinction coefficient ε and thin film absorption coefficient α for compounds
1 (upper left) to 4 (lower right). The red lines indicate the absorption onset in
solution and thin film that is used to determine the optical gap. The small lines at
the peaks indicate the shift of the absorption maximum from solution to thin film
spectrum. For DCV2-3T-Me(2,2) 2 additionally the shift of the second absorption
band is illustrated.
around 2.5 eV with a small shoulder at 3.1 eV and a second absorption band with
much smaller amplitude around 4.1 eV. The first absorption band (2.5 eV) shows no
vibronic progression except for compound 1 that exhibits a slight shoulder around
2.3 eV.
In contrast, the thin film absorption spectra are much broader than the solution
spectra and the first absorption band reveals a strongly pronounced vibronic progres-
sion. The thin film spectra are redshifted compared to the solution spectra indicated
by the distance of the absorption maxima and absorption onsets in Fig. 6.5. Con-
sidering the peak values, the shift lies around 160 meV for compound 1 and 3 and
330 eV for compound 2. For compound 4 the shift adds up to 140 meV. However,
the peaks in the thin film spectrum can not clearly be assigned to the maximum in
the solution spectrum. Hence, the absorption onset is a better measure. The optical
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gap is determined from the onset of the first absorption band as indicated by the





1 DCV2-3T 2.20 1.9
2 DCV2-3T-Me(2,2) 2.20 1.97
3 DCV2-3T-Bu(2,2) 2.15 1.98
4 DCV2-3T-Bu(1,1,3,3) 2.16 1.91
Table 6.3.: Optical gap in solution and thin film of compounds 1 to 4. The values have been
extracted from Fig. 6.5.
The optical gap in solution is larger than in the thin film and does not follow a
clear trend in dependence of the attached side chains, as the calculated values for
the HOMO-LUMO gap do (comp. Tab. 6.1). The optical gap in solution decreases
from compound 1 to compound 4. In the thin film the optical gap increases from
compound 1 to 2. For compound 2 and 3 the optical gap does not change. For
compound 4 the thin film optical gap decreases again. The energy gaps determined
from solution and thin film as well as the calculated HOMO-LUMO gap are visual-
ized in Fig. 6.6.



















Figure 6.6.: Optical gap in solution (squares) and thin film (circles) determined from the re-
spective absorption spectra for compound 1 to 4. The calculated values (triangles)
correspond to the HOMO-LUMO gap determined from the values in Tab. 6.1. The
calculated value in brackets belongs to a compound with four methyl side chains
which is similar to compound 4 but not identical.
The solution spectra of all four compounds are quite similar apart from small
shifts, whereas the thin film spectra show large differences in the vibronic progres-
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sion. This must be caused by the specific morphology in the thin film which is me-
diated by the side chains. Generally, the appearance of a vibronic progression in the
thin film which is not present in solution spectra has been attributed to a coupling
to molecular vibrations due to a planarization of the thiophene backbone [53, 157].
In a study by Turbiez et al. [53] a stiffening of the molecule backbone of quar-
terthiophenes has been obtained by introducing EDOT groups onto the molecule
backbone as described in Sec. 2.2.2. The most coplanar configuration resulted in a
very structured absorption spectrum even in solution. The energetic distances of the
peaks of the vibronic progression for the thin film spectra of compound 1 to 4 are
around 0.16 to 0.19 eV which can be attributed to a carbon double bond stretching
mode as observed for polythiophenes [50, 158].
The thin film spectrum of compound 2 exhibits a different behavior than the other
compounds: Although the absorption onset is redshifted, the maximum (436 nm or
2.84 eV) of the first absorption band is blue shifted with respect to the solution
spectrum. Such a behavior has been attributed to an excitonic interaction between
adjacent molecules in a closed packed environment in the case of oligothienylene-
vinylenes, where the molecular arrangement in the thin film has been manipulated by
attaching terminal alkyl chains [159], as well as in the case of quarterthiophenes with
EDOT building blocks [53]. Yassar et al. observed similar peaks for sexithiophenes
and assigned it to excitonic interactions of adjacent molecules. However, the authors
even noted a splitting of all absorption peaks that they assigned to Davydov splitting
caused by the coupling of two molecules [160]. Even if the cited studies contain some
comparable features as the solution and thin film spectra of compound 2, the spectral
difference to the other compounds could also be explained by conformational effects.
Figure 6.7 shows the absorption spectra of thin films of compound 1 to 4 for
comparison. A strong change of the vibronic progression in the thin film absorption
spectra is observed when adding side chains to the molecule backbone. The spectra
of the compounds without 1, with two butyl 3, and with four butyl side chains 4
become more narrow with increasing number of side chains and the first vibronic
mode grows compared to the others, which hints to a smaller reorganization energy
of the molecule from the ground state to the excited state [48]. The absorption
spectrum of DCV2-3T-Me(2,2) 2 shows a strong vibronic contribution in the UV
while the first vibronic transition is the smallest, pointing to a large reorganization
energy between ground and excited state. The maximum values of the absorption
coefficients are shown in Tab. 6.4. The strength of the absorption of the compound
with two methyl side chains 2 is strongly decreased compared to the other three
compounds, presumably due to a preferentially vertical orientation of the molecules
relative to the substrate surface or to the formation of larger crystalline clusters on
the surface which have a decreased absorption due to their size.
A twist in the molecule backbone of polythiophenes was shown to blue-shift the
absorption spectra and reduce the vibronic progression of the absorption bands [161].
The absorption properties in thin film of 1 to 4 do not show a hint of a twist in
the molecule backbone when increasing the number alkyl side chains, as suggested
from the DFT calculations. Here, the planarizing effect of the thin film seems to
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Figure 6.7.: Absorption coefficient of DCV2-3T 1 (solid line), DCV2-3T(Me2) 2 (dashed line),
DCV2-3T(Bu2) 3 (dotted line), and DCV2-3T(Bu4) 4 (dotted-dashed line). The
absorption spectra are corrected for reflectance.
E (eV) λ (nm) α (105cm−1)
1 DCV2-3T 2.35 528 2.9
2 DCV2-3T-Me(2,2) 2.84 436 1.9
3 DCV2-3T-Bu(2,2) 2.34 531 3.5
4 DCV2-3T-Bu(1,1,3,3) 2.25 552 3.4
Table 6.4.: Peak value of the calculated absorption coefficients. For the film thicknesses the values
determined by the quartz crystal monitors during evaporation are used.
superimpose the influence of the dihedral angle. In fact, the thin film spectrum
of compound 4 shows the strongest redshift compared to the solution spectrum
and a distinct shape of the vibronic progression. In the above argumentation this
hints for a predominantly coplanar configuration of the molecule backbone in thin
film and an increased order. The effect of the four butyl chains could also be
interpreted as increased distance of the molecules to each other. This is in agreement
with the narrowing of the spectrum, that indicates less disorder and intermolecular
interactions (compare Sec. 2.2.2). Nevertheless, further morphological studies are
needed to interpret the spectra more accurate in terms of molecular ordering.
6.3.1. Blend layer absorption spectra
In Fig. 6.8 the absorption spectra of thin films of compound 1 to 4 blended with C60
1:1 by volume are depicted. The spectra consist of a broad absorption band with a
maximum at 2.4 eV (≈ 530 nm) and a shoulder at 2.1 eV (≈ 575 nm), both attributed
to the dicyanovinyl-terthiophene compound as well as an absorption feature located
at 3.65 eV (≈ 330 nm) which is due to C60 superimposed by the next absorption
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band of the terthiophene compounds. For comparison the absorption of a neat layer
of C60 is plotted as well in the graph. The specific structure of the absorption of
compounds 1 to 4 that is present in the neat layer absorption (compare Fig 6.7) is
lost in the blend layer. The contribution of the dicyanovinyl-terthiophene in the
blend layer remains as a broad mostly structureless absorption band. This is a
further hint that the morphology in the neat film is strongly influenced by the side
chains mediating the intermolecular arrangement. In case that the intermolecular
interaction is disturbed by the presence of C60 also the specific absorption features
are lost. The amount of C60 is nominally the same for all four blend layers. Small
differences most likely occur due to different tooling factors during evaporation.
From the blend layer spectra in Fig. 6.8, it is apparent that the absorption bands of
the terthiophene compounds vary in their strength. Compound 1, 2, and 3 show
comparable absorption amplitudes, whereas the absorption band of compound 4 in
the blend layer is lower.






































Figure 6.8.: Absorption DCV2-3T:C60 (solid green line), DCV2-3T(Me2):C60 (dashed red line),
DCV2-3T(Bu2):C60 (dotted blue line), and DCV2-3T(Bu4):C60 (dotted-dashed black
line). The right axis depicts the absorbance of a 20 nm C60 layer (solid orange line).
The absorption spectra are corrected for reflectance.
6.3.2. Photoluminescence spectra of neat and blend films
In Fig. 6.9 the luminescence spectra of neat and blend layers of compound 1 to 4
are shown. All samples are excited at 550 nm and thus mainly the dicyanovinyl-
terthiophene is excited. The compound without side chains shows a broad lumi-
nescence with one peak located at 1.78 eV (695 nm). The other three compounds
exhibit at least two vibronic peaks located at 1.99 eV 2, 1.89 eV 3, 1.86 eV 4
(624, 655, 666 nm) and 1.83 eV 2, 1.81 eV 3, 1.73 eV 4 (676, 683, 716 nm) and
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a shoulder further in the infrared. The mirror image rule with the neat layer ab-
sorption is not fulfilled here (compare Sec. 2.2.2). The planarization of the molecule
in the excited state can be named as one of the reasons, as predicted from DFT
calculations (see Sec. 6.2).
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Figure 6.9.: Neat and blend layer emission spectra of compound 1 (upper left), 2 (upper right),
3 (lower left), and 4 (lower right). The excitation wavelength is 550 nm.
The estimated Stokes shift for compounds 1 to 4 is summarized in Tab. 6.5. In
the emission spectrum of DCV2-3T 1, it is not possible to identify a 0-0 emission
mode, instead the maximum of the emission spectrum is taken. Hence, the Stokes
shift of compound 1 is most likely overestimated. A smaller Stokes shift indicates
less structural reorganization between the ground and the excited state [49, 53].
The compound with two methyl side chains 2 exhibits the smallest Stokes shift
(0.14 eV) followed by compound 4 (0.22 eV), compound 3 (0.26 eV), and compound
1 (0.37 eV). As mentioned above, the latter value might be slightly overestimated.
The small value of the Stokes shift of compound 2 compared to the other three com-
pounds indicates less structural reorganization between ground and excited state.
This is in contradiction to the interpretation of the thin film absorption spectrum
of compound 2 being a result of a large structural reorganization. Thus, the com-
parably small Stokes shift supports the hypothesis that the strong UV-contribution
in the thin film absorption spectrum of 2 is due to an intermolecular excitation.
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E0−0abs (eV) E
0−0
em (eV) Stokes shift (eV)
1 DCV2-3T 2.15 1.78 0.37
2 DCV2-3T-Me(2,2) 2.13 1.99 0.14
3 DCV2-3T-Bu(2,2) 2.15 1.89 0.26
4 DCV2-3T-Bu(1,1,3,3) 2.08 1.86 0.22
Table 6.5.: Estimated Stokes shift between absorption and emission spectra of compound 1 to 4.
The blend layer emission is reduced by almost two orders of magnitude and thus
is much noisier. The emission of the terthiophene is almost completely quenched.
The resulting emission curves show at their rising slope (1.7 to 2.0 eV) two peaks
that can be interpreted as the remains of the tertiophene emission. This emission is
superimposed by an emission that is spectrally shifted compared to the neat layer
emission and thus can not be assigned to the terthiophene compound. The maximum
of blend layer emission is depicted in the graphs and lies around 1.68 eV (735 nm).
A comparison with the emission of C60 (Fig. 6.10) reveals that the major part of
the remaining emission in blend layer is due to a sensitized emission of C60. The
sensitization of the fullerene emission has also been investigated by time dependent
photoluminescence techniques using a streak camera setup in the diploma thesis of
Jens Ludwig (IAPP)[162]. It has been verified for blend layers of all four compounds
with C60.
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Figure 6.10.: Emission of a thin film of C60. The data are provided by Susanne Hintschich
(IAPP).
The fact that the terthiophene emission is strongly quenched in the blend layer
indicates that the initial excitation on the terthiophene compound is transferred to
another state. Usually, such a luminescence quenching in donor-acceptor blend layers
is identified with an efficient dissociation of excitons with subsequent charge transfer.
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The additional observation of a sensitized emission of the fullerene exciton indicates
an energy transfer mechanism, in which the excitation energy that initially creates
the terthiophene singlet excitons is transferred via Förster transfer to singlet level of
the fullerene compound from which we observe a sensitized emission. The excitation
further proceeds via intersystem crossing to the C60 triplet exciton from where it is
transferred back to the triplet level of the terthiophene compound. The so called ping
pong energy transfer [31, 32] has been observed for blends of compound 3 with C60
before, and is now verified for the other three tertiophene compounds as well. The
effect will be discussed further below, additionally supported by measurements of an
enhanced triplet exciton population in blend films observed by PIA spectroscopy.
6.4. Energy levels of the DCV2-3T series
The energy levels of compound 1 to 4 have been determined in solution by CV
as well as in thin film by UV photoelectron spectroscopy (UPS). The ionization
potential (IP ) in thin film, the onset of the first oxidation and reduction potentials
from the CV curves, and the corresponding HOMO and LUMO levels in solution
are shown in Tab. 6.6.
IPUPS (eV) U
ox
onset (V) EHOMO (eV) U
red
onset (V) ELUMO (eV)
1 DCV2-3T 6.32 0.99 −6.09 −1.20 −3.90
2 DCV2-3T-Me(2,2) 6.05 0.92 −6.02 −1.25 −3.85
3 DCV2-3T-Bu(2,2) 6.08 0.87 −5.97 −1.29 −3.81
4 DCV2-3T-Bu(1,1,3,3) 5.75 0.9 −6.0 −1.31 −3.79
Table 6.6.: UPS ionization potential and HOMO and LUMO levels determined from the onset
of the first oxidation/reduction potential. The CV energy levels are determined with
the ferrocene reference value −5.1 eV. The accuracy of the IP is ±50 meV.
The values obtained from solution do not show a significant shift when increas-
ing the number of side chains from compound 1 to 4. The CV HOMO levels for
all four compounds lie around a value of −6 eV. The oxidation potential slightly
decreases with the increasing number of alkyl side chains except for compound 4.
The CV LUMO values are located around 3.85 eV. The LUMO determined by CV
measurements systematically increases from compound 1 to compound 4, although
the increase is relatively small ( ≈ 50 meV).
In contrast the IP obtained for the thin film exhibits a strong shift (0.3 eV) by
increasing the number of side chains from zero 1 to two side chains (2 and 3),
and shifts another 0.3 eV for the compound with four butyl chains 4. The IP of
the compound with two butyl chains lies around 0.03 eV lower than for two methyl
chains. The number of side chains seems to have a much stronger effect than the
side chain length.
The relaxed geometries of compounds 1 and 2 have been obtained by DFT cal-
culations (Fig. 6.4). Both the calculated HOMO and LUMO levels increase with
increasing number of side chains as summarized in Tab. 6.1. Figure 6.11 shows the
energetical data obtained and discussed so far.
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Figure 6.11.: Thin film IP, CV HOMO and LUMO levels and calculated HOMO and LUMO levels
(blue dotted lines) for compounds 1 to 4. The calculated values for a compound
similar to compound 4 but with four methyl side chains are inserted at the position
of compound 4 in the graph (indicated by ?).
The IP in the thin film and CV HOMO and LUMO values follow the trend of the
calculated HOMO and LUMO levels: The absolute values of the CV HOMO and
LUMO as well as the IP in thin film shift towards smaller values with increasing
the number of side chains. In thin film the IP shifts much stronger with increasing
number of side chains than the calculated HOMO level. Furthermore, the shift in
thin film is almost equidistant (0.3 eV).
Studies for polythiophenes showed that a sterically induced twist in the thiophene
chain causes the IP to increase [161], contrary to the above results for terthiophenes.
For thin films of pentacene and sexithiophene, the molecular orientation has a signifi-
cant influence on the IP caused by a change in polarization energy which depends
on the packing density or thin film morphology [163–165]. Shifts of the IP of up to
0.8 eV were observed for different morphologies in sexithiophene thin films [164].
In consequence, the increase of the dihedral angle alone cannot explain the ob-
served thin film properties. The behavior of IP in thin film must be mediated by
the intermolecular arrangement and the associated polarization which is not present
in solution. Therefore, the determined CV HOMO level shifts are almost negligible.
In the blend films the effect is expected to be not very significant. The presence of
C60 disturbs the (neat layer) morphology as is already expected from the comparison
of absorption spectra of neat and blend films (Fig. 6.7 and 6.8). Thus, the effect
that shifts the IP in neat films is expected to be weakened. In blend films it is
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rather the terthiophene being dissolved in a matrix of C60. Atomic force microscopy
measurements on neat an blend films, as discussed in the next section, further
support this hypothesis.
6.5. Atomic force microscopy
In Fig. 6.12 AFM micrographs of neat and blend layers with C60 of compound 1 - 4
are depicted. The neat layer surface morphology shows strong differences for the
four compounds, whereas the blend layer morphology seems not to be affected that
strongly by the variation of side chains on the terthiophene compound. For neat
layers of DCV2-3T 1 the molecules form large clusters on the surface which lead to
a relatively low surface coverage and high roughness values of 27.2 nm. The neat
layer of DCV2-3T-Me(2,2) 2 exhibits a worm like structure with even higher surface
roughnesses (33 nm). Neat layers of DCV2-3T-Bu(2,2) 3 and DCV2-3T-Bu(1,1,3,3)
4 show rather smooth surfaces compared to compound 1 and 2. The surfaces show
little debris on top and roughnesses of 2.7 nm (3) and 0.9 nm (4). The neat layer
surfaces become smoother with increasing number of side chains.
For the blend layers we observe polycrystalline surfaces with small grains. Here,
the rms roughness generally decreases when going from zero 1 to two 2, 3 and to four
side chains 4. For the blend layer DCV2-3T-Me(2,2):C60 2 most likely a de-mixing
of the two components on the surface takes place and rather large crystallites are
present on top leading to a roughness of 14.3 nm. The rms roughnesses for neat and
blend layers are summarized in 6.7.
rms roughness neat (nm) rms roughness blend (nm)
1 DCV2-3T 27.2 6.4
2 DCV2-3T(Me2) 33.0 14.3
3 DCV2-3T(Bu2) 2.7 3.8
4 DCV2-3T(Bu4) 0.9 1.4
Table 6.7.: The rms roughness values for neat and blend layers corresponding to the AFM mi-
crographs shown in Fig. 6.12. The neat layers are nominally 20 nm thick, the 1:1 by
volume blend layers are nominally 40 nm thick.
The thin films tend to change rapidly after deposition which can be attributed to
a formation of large clusters of molecules on the surface, most likely accompanied
by chemical degradation since the sample surfaces are exposed to oxygen during
the AFM measurement. The time scale of morphological changes increases quan-
titatively from minutes to days to weeks, when going from zero 1 to two 2, 3 and
to four side chains 4: Figure 6.13 shows two AFM micrographs of a thin film of
compound 1 taken on the same sample area at an interval of 15 minutes. The later
picture (rms roughness 27.2 nm) shows an increase in feature height and a lowered
surface coverage compared to the earlier picture (rms roughness 24.6 nm). The dif-
ference in rms roughness makes up 2.6 nm. Degradation of the thin film samples
thus can be attributed to formation of clusters on the surface which on much longer
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Figure 6.12.: AFM micrographs of thin films of the compounds 1 to 4 (left side) and the cor-
responding 1:1 blend layer thin films (right side). The neat layers are nominally
20 nm thick, the 1:1 by volume blend layers are nominally 40 nm thick.
time scales (a few months) become macroscopically visible as leaf like structures.
Blending the terthiophene compounds with C60 seems to hinder the formation
Figure 6.13.: AFM micrographs of a neat layer of DCV2-3T 1. The lower picture (b) shows the
same sample area as on the upper micrograph (a) but taken 15 minutes later.
of terthiophene clusters. Here, morphological changes happen on much longer
timescales than for the neat layers. The encapsulated samples do not show such
fast morphological degradation. Most likely the process is enhanced by the expo-
sure to ambient atmosphere.
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6.6. Photoinduced absorption spectroscopy
The PIA spectra of compound 1 to 4 at 10 K are shown in Fig. 6.14. Neat layer
spectra (dashed lines) as well as spectra of the dicyanovinyl-terthiophenes blended
with C60 in 1:1 by volume layers (solid lines) are displayed.







































































































Figure 6.14.: PIA spectra of neat layers and blend layers (1:1, by volume) of compound 1 (upper
left), compound 2 (upper right), compound 3 (lower left), and 4 (lower right) taken
at 10 K. The neat layer spectrum of compound 2 is enhanced by a factor of 5 as
noted in the graph.
The neat layer PIA spectra of compound 1 to 4 display mainly a transition of
the dicyanovinyl-terthiophene triplet exciton located at 1.56 eV (1), at 1.51 eV (2
and 3) and at 1.49 eV (4). Here, the spectral position of the maximum shifts with
increasing number of side chains to the red. The measured transitions assigned to
the triplet exciton (≈ 1.5 eV) are redshifted by 0.26 eV compared to the calculated
values in Tab. 6.2 (≈ 1.76 eV).
Upon blending the dicyanovinyl-terthiophene compounds with C60 the triplet
transition is largely enhanced. This is due to an enhanced generation rate of triplet
excitons in the blend. Together with the strong quenching of the dicyanovinyl-
terthiophene luminescence and a sensitized emission of C60 in the blend (see Fig. 6.9)
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the ping pong energy transfer is found to be the dominating transfer process between
the terthiophene compounds and C60-molecules for all four compounds (1 - 4). The
ping pong transfer was previously described by Schueppel et al. for a blend of
DCV2-3T-Bu(2,2) (compound 3) and C60 [32]. A schematic of the ping pong energy
transfer mechanism is depicted in the previous chapter in Fig. 5.5.
The presence of small signatures of donor cations as well as donor anions (see
next section) indicates that at the same time also a small amount of the excitons
are separated into charges. In total, however, the processes at the D-A interface are
primarily dominated by the energy transfer mechanism as described above.
6.6.1. PIA signatures of charged states
Transitions of the dicyanovinyl-terthiophene cation can be found in the infrared part
(IR) of the PIA spectra depicted in Fig. 6.14. Figure 6.15 shows an enlargement of
the infrared part of the PIA spectra for compound 1 to 4. In the blend layer mostly
two transitions can be observed. The observed IR transitions are summarized in
Tab. 6.8. Interestingly, these transitions are also visible in the neat layer spectra.
blend layer transitions (eV) neat layer transitions (eV)
1 DCV2-3T 0.98; 1.01 -
2 DCV2-3T-Me(2,2) 0.88; 1.08 0.99
3 DCV2-3T-Bu(2,2) 0.86; 1.05 1.05
4 DCV2-3T-Bu(1,1,3,3) 1.01; 1.18 1.0; 1.16
Table 6.8.: Peak value of the observed IR transitions in the blend and neat layer spectra of
compound 1 to 4. The values are extracted from Fig. 6.14. The calculated values for
cations and anions are listed in Tab. 6.2.
Calculated cation transitions appear at ≈ 1.1 eV whereas an anion transition is
located around 0.99 eV (see Tab. 6.2). Both transitions show only small values of the
oscillator strength and are thus expected to be weak. The blend layer of compound
1 shows two peaks that match in good accordance the dicyanovinyl-terthiophene
anion and cation transitions. The neat layer spectrum of compound 1 shows a
noisy background where no peaks can be identified. The blend layer spectrum of
compound 2 shows as well two peaks that are shifted by approximately 50−100 meV
compared to the calculated anion and cation transitions. The neat layer spectrum
of compound 2 shows only one transition located in between the two blend layer
transitions. Compound 3 seems to show the anion and cation transition in the blend
layer as well shifted by approximately 50 − 100 meV to the calculated transitions.
The neat layer spectrum of compound 3, though very noisy, exhibits also a cation
transition. In both the blend layer and neat layer spectrum of compound 4, two
transitions that can as well be assigned to the anion and cation transitions of the
terthiophene compound are visible.
Compared to the triplet exciton transition the IR transitions of the charged states
show only minor shifts when comparing calculated values and peak positions in the
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Figure 6.15.: Enlargement of the infrared part of the 10 K PIA neat and blend layer spectra for
compound 1 (upper left),2 (upper right), 3 (lower left), and compound 4 (lower
right). Neat layer (dashed lines) as well as blend layers (solid lines) are depicted.
The neat layer spectrum of compound 2 is very weak, thus it is enlarged by a factor
of 5 as indicated in the graph.
spectra. Further transitions of the cation and anion are located at larger energies
and might be masked by the triplet transition and by the ground state bleaching. It
appears that to a certain extent, free charges are generated optically in the neat layer.
Furthermore, a transition of the C60 anion was found to be at 1.18 eV [166], thus is
also in the range of the present IR transitions. In the neat layer it is expected that
if dicyanovinyl-terthiophene cations are created, also the corresponding anions must
be created. However, in the blend layer with the acceptor C60, one would expect only
positively charged donor states and negatively charged acceptor states. Here, the
donor character of the dicyanovinyl-terthiophenes and the acceptor character of the
fullerene seem to be rather exchangeable since both the HOMO and LUMO levels
are energetically very close together. The charged states could be generated via
the existence of an interfacial CT state competing to the ping pong energy transfer
mechanism. The CT energy level must then be comparable to the triplet level, but
not the lowest state, since it is not significantly populated and the terthiophene C60
interface is not a charge separating interface.
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6.6.2. Recombination dynamics
The different recombination models described in Sec. 4 have been tested by the fre-
quency dependence of the PIA signal at the triplet position. A model comprising
two different monomolecular decaying species showed the best accordance of data
and fit curves for all four compounds. Figure 6.16 shows exemplarily the recombi-
nation dynamics of the neat and the blend layer of compound 1 for a low excitation
intensity (35 mW cm−2) and for a high excitation intensity (350 mW cm−2). The re-
presentation of the recombination dynamics by the in phase (IPh) and out of phase
(OPh) components of the PIA signal is chosen. Especially the OPh components
reacts more sensitive to the presence of states with different lifetimes. The fit curves
for the model with two monomolecular species (red lines) match the behavior of
the IPh and OPh of the signal in good accordance. For comparison, a model with
only one monomolecular component is plotted (blue dashed line). Here it is hardly
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Figure 6.16.: Recombination dynamics of the triplet transition in neat and blend layers of com-
pound 1 at 10 K. The upper left and right graph is taken at excitation intensities of
350 mW cm−2. The lower left and right graph are taken at excitation intensities of
35 mW cm−2. The IPh (grey squares) and OPh (grey open circles) are fitted best
by a model with two monomolecular decaying species (red lines). For comparison
a fit curve with one monomolecular compound is displayed (blue dashed line).
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The two component fitting curves in Fig. 6.16 yield a long living species with a
lifetime of 169 µs in the neat and 143 µs in the blend layer for the high intensity.
For the long living species, a g′ of 0.25 s−1 is derived for the neat layer and 2.4 s−1
for the blend layer. The short living species gives τ = 19.3 µs and g′ = 5.26 s−1 in
the neat layer and τ = 20.5 µs and g′ = 33.1 s−1 in the blend layer in case of an
excitation intensity of 350 mW cm−2.
For the compounds 2 - 4 similar results are obtained: a long living species with a
lifetime between 100 and 300 µs and a small effective generation and a species with
a shorter lifetime in the range of 20 µs and an effective generation more than ten
times larger than that of the long living species are determined.
Intensity dependence
The two monomolecular components obey a different behavior with a variation of the
excitation intensity. Again, for all four compounds a similar behavior is observed.
Here, it is evaluated exemplarily for compound 2. Figure 6.17(a) shows the effective
generation rates and lifetimes of the long and short living species of a blend layer of
compound 2 plotted against the excitation intensity. The long living species lifetime
decreases with the excitation intensity and its generation rate starts to saturate for
intensities > 300 mW cm−2. The short living component shows a linear increase
in the generation rate, typical for monomolecular recombination and only slightly
























































(b) out of phase component
Figure 6.17.: Left side: generation rate and lifetime of the long and the short living species
determined for the triplet position ≈ 1.5 eV at 10 K in a blend layer of compound
2 are displayed. The generation rate of the long living species is depicted by dark
violet open squares and the generation rate of the short living species by green open
circles. The lifetime of the long living species is depicted by dark violet squares
and the lifetime of the short living species by green circles. The right side depicts
the corresponding OPh component (symbols) against the modulation frequency
for different excitation intensities. The black arrows indicate the position of the
long living and the short living species respectively as well as their behavior with
intensity. The fit curves are given by the thin black lines.
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The OPh component of the blend layer of compound 2 is depicted for differ-
ent intensities in Fig. 6.17(b). The presence of two species is indicated by the two
maxima in the OPh curves (visible at larger intensities). The maximum at lower
frequencies corresponds to the long living species, whereas the second maximum at
larger frequencies corresponds two the short living species. With increasing excita-
tion intensities, the maximum at smaller frequencies (long living species) shifts to
larger frequencies, corresponding to a decreasing lifetime. The second maximum at
larger frequencies shifts only slightly with increasing intensities. Likewise the gen-
eration rate of the short living species increases strongly with the intensity, and the
maximum at larger frequencies soon overbalances the long living species at smaller
frequencies. The behavior of the two components are indicated by the black arrows
in Fig. 6.17(b).
The intensity dependence of the PIA signal at the spectral position of the triplet
exciton is displayed in Fig. 6.18 for neat and blend layers of compound 2. Here, the
contribution of both the long and the short living species is superimposed and can













































Figure 6.18.: Intensity dependence of the IPh (grey squares) and the OPh (open circles) compo-
nent at the triplet position (1.5 eV). The left side depicts the neat layer, the hand
side depicts the blend layer. The colored lines are exponential fits two the low
intensity region (red lines) and to the high intensity region (blue lines). The expo-
nents are indicated in the graph. The intersection of the two fit curves indicates
the transition from mono- to bimolecular recombination behavior. The modulation
frequency of the excitation is f = 173 Hz
the neat layer is in good accordance linear over the whole intensity range, indicating
purely monomolecular decay kinetics of the triplet exciton (see Sec. 4.2). For the
highest intensities a tiny saturation behavior of the IPh component is present. The
exponential fitting curves obey a slope of 0.8 for the low intensity part of IPh and
the saturation part obeys a slope of 0.5. In the blend layer, exponential fitting curves
obey a slope of 0.8 for the low intensity part of the IPh and the higher intensity part
obeys a slope of 0.56, indicative of bimolecular recombination dynamics. The tran-
sition range from mono- to bimolecular recombination dynamics is located around
50 mW cm−2 as determined graphically from the intersection of the two fit curves.
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The saturation of the OPh components at high excitation intensity
∆T/T = 1.27 · 10−4 allows for an estimation of the bimolecular recombination con-
stant by using Eq. 4.16 in Sec. 4.2. The film thickness d and the modulation
frequency of the excitation ω = 2πf are accessible via the experiment itself. The ab-
sorption cross section σ is difficult to obtain. Here, a value of 2·10−16 cm2 is assumed.
This value was derived from the calculated dynamic polarizability for oligomers of
polyfluorenes (F8BT) [114]. With that a bimolecular recombination constant of
1.5 · 10−15 cm3 s−1 is estimated. This value fits well in the range of bimolecular
recombination constants obtained for triplet excitons in polyfluorenes [114]. Nev-
ertheless, it has to be mentioned that the intensity curves are a result of a super-
position of at least two species. Though a bimolecular component is observed in the
intensity dependence, the frequency dependent curves can be approximated as well
by a monomolecular model as by a bimolecular model, due to the similarity of the
functions (see Chap. 4). The intensity dependent curves suggest a species decaying
bimolecularly at higher intensities. This is reflected in the intensity dependence of
the fit parameter τ .
The intensity dependence displayed in Fig. 6.17 and 6.18 suggests a mono-
molecularly decaying species superimposed by a spectrally close bimolecularly de-
caying species. The short living species is thus assigned to the main transition of
the triplet exciton since it is thought that triplet excitons generally decay mono-
molecularly except for very high excitation densities, where triplet-triplet annihila-
tion might play a role.
Recombination dynamics of the cation transition
The signal for the small transitions in the infrared region for the PIA spectra of blend
layers for compound 1 to 4 are very low. Thus, the frequency dependent curves
exhibit large noise and much more scattering than the stronger triplet transition.
Figure 6.19 shows the frequency dependent curves at largest excitation intensity for a
blend layer of DCV2-3T:C60 (Fig. 6.19(a)) and DCV2-3T-Me(2,2):C60 (Fig. 6.19(b)).
The probe energies are 1.1 eV and 1.08 eV, respectively. The curves belong to the
IR transitions as depicted in PIA spectra in Fig. 6.15.
It is obvious that none of the applied recombination models is able to reproduce
the data curves. This is on one hand due to the large amount of noise and on the
other hand the recombination dynamics in this spectra region seem to be governed
by a superposition of more than two states which is not taken into account by
the models. For example, a second IR transition appears close to the transition
at ≈ 1.1 eV which is presumably due to a dicyanovinyl-terthiophene anion. Also
transitions of the C60 triplet, cation, and anion states are expected to be present
in the blend layer spectrum. The transition at 1.1 eV is spectrally located in the
slope of the much stronger triplet transition, thus also a contribution of the triplet
might be present in the recombination dynamics. The parameter obtained by the
fit curves in Fig. 6.19 are summarized in Tab. 6.9. For both blend layers lifetimes
around 20 µs are obtained.
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(b) DCV2-3T-Me(2,2):C60 at 1.08 eV
Figure 6.19.: Recombination dynamics of the infrared transitions in blends of 1:C60 (6.19(a)) and
blends of 2:C60 (6.19(b)). The excitation intensities are 350 mW cm
−2 for 1:C60
and 292 mW cm−2 for 2:C60. The different recombination models are stated in the
legend.
1:C60 at 1.1 eV 2:C60 at 1.08 eV
1 x monomolecular - g = 3.5 s−1; τ = 33 µs
1 x dispersive
g = 4.5 s−1; τ = 22 µs
a = 0.77
g = 3.3 s−1; τ = 40 µs
a = 0.77
2 x monomolecular
g1 = 5.6 s
−1; τ1 = 13 µs
g2 = 0.1 s
−1; τ2 = 254 µs
g1 = 4.1 s
−1; τ1 = 18 µs
g2 = 0.5 s
−1; τ2 = 109 µs
2 x dispersive
g1 = 5.5 s
−1; τ1 = 13 µs; a1 = 1
g2 = 0.1 s
−1;τ2 = 255 µs; a2 = 0.84
-
Table 6.9.: Parameter obtained from fitting the IR transitions of 1:C60 (1.1 eV) and 2:C60
(1.08 eV) with different recombination models indicated in the table .
Origin of two component recombination
The recombination dynamics suggest a superposition of different species being
present at the spectral position of the triplet transition (1.5 eV). DFT calculations
show that the dicyanovinyl-terthiophene anion has a transition at ≈ 1.77 eV close to
the triplet transition (≈ 1.76 eV) (see Tab. 6.2). Since in the neat layer we also ob-
serve a two species recombination, a certain amount of anions must then be present
in the neat layer, too. Additionally, other species that are not covered by the DFT
calculations might be responsible for the two component decay, like transitions of
the C60 triplet, anion, or cation. Absorption of the C60 triplet exciton were deter-
mined to be in range of 1.5 − 1.65 eV [167, 168]. Long living transitions observed
from PIA spectroscopy of thin films of C60 were found to be at 1.2 and 1.8 eV and
were assigned to intramolecular triplet excitons [167]. Absorption from C60 anions
is located around 1.18 eV [166]. All these transitions are well within the measure-
ment range of the PIA spectra recorded in this thesis. It is also likely that two
types of triplet excitons could be present, one in a crystalline phase, the other in an
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amorphous phase, both would have different lifetimes. This was recently observed
for polarons in P3HT by PIA spectroscopy by Voigt et al. [169]. Transient ab-
sorption measurements by Guo et al. showed for polarons in P3HT:PCBM blends,
that these were either localized in disordered phase or delocalized in more crystalline
phases. The localized and delocalized P3HT polarons showed absorption bands that
were spectrally close to each other but not identical [170].
6.6.3. Efficiency of the ping pong effect
In the blend layer, it is thought that the terthiophene compounds are more or
less dissolved in a matrix of C60. Here, the side chains might induce a variation
of the distance between the fullerene and the dicyanovinyl-terthiophene. Also the
relative orientation, and by that the π−π overlap, of the terthiophene to C60 might
be influenced by the side chains. On this molecular scale the coupling of D and
A molecule has strong impact on the ping pong energy transfer. Especially, the
electronic coupling at the D-A interface is sensitive to the distance and relative
stacking of the molecules to each other [24, 25].
By comparing the effective generation rates of the triplet excitons in neat and
blend for each of the terthiophene compounds, an energy transfer efficiency by the
increased population of triplet excitons in the blend layer is estimated. There are
some assumptions neccessary. Generally it would be best to compare the quantum
efficiency of the triplet generation γ for each compound in the blend layer. However,
this parameter is not experimentally accessible since the absorption cross section of
the triplet transition σ is unknown. Instead a ratio of the quantum efficiencies in
neat and blend layer is defined for quantifying the efficiency of the ping pong effect.
With constant excitation conditions, the same amount of donor material in blend
and neat layer and by assuming the absorption cross section of the triplet transition







The values for the triplet ratio as well as the lifetime and generation in neat and
blend layer are shown in Tab. 6.10 for the short living species that is dominating the
spectrum.
The generation of triplet excitons is always smaller in the neat layer than in the
blend layer, since triplet excitons in the blend layer are additionally created by the
ping pong effect. The lifetimes in the neat layer are slightly lower than in the blend
layer (except for 3) and on the order of a few tenths of a microsecond.
The triplet ratio decreases in general by introducing side chains, but compound 2
shows the largest triplet ratio. At the lower excitation intensity the recombination
in both neat and blend layer is in a monomolecular regime. The triplet ratio for
lower intensities shows the same dependence on the type of side chain as for higher
intensities.
The calculated triplet ratio gives an estimate for the ping pong efficiency, but still
depends on the comparison of neat and blend layer and on the assumption that the
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1 2 3 4
E (eV) 1.56 1.51 1.51 1.49
Pex(mW cm
−2) 352 35 292 28 226 46 358 35
τneat (µs) 19 25 18 10 36 34 13 16
g′neat (s−1) 5.28 0.81 1.74 0.08 3.12 1.37 19.13 2.43
τblend (µs) 21 29 23 30 26 30 25 31
g′blend (s−1) 33.09 3.88 29.65 3.11 15.92 4.32 25.35 2.65
γblend/γneat 5.1 3.9 13.1 29.6 4.4 2.8 1.5 1.0
Table 6.10.: Triplet ratio derived from Eq. 6.1 for a specific excitation power as well as triplet
lifetime (τ) and generation (g′) in neat and blend layers of compound 1 to 4. The
spectral position of the triplet is denoted by the energy E. The relative error of the
triplet ratio is determined from error propagation to be 10 %. For the generation
the statistic error of the fitting prodcedure is used while the error of the absorption
(≈ 7 %) is dominated by the uncertainty of the film thickness.
intersystem crossing (ISC) of the terthiophene molecule is not significantly changed
when blending the molecule with C60. The ISC in oligothiophenes has been studied
both experimentally [55, 171] and theoretically [54]. Experimental values were ob-
tained for solutions of oligomers and polymers, a variation of side chains seems not to
have a significant influence on the ISC rates leading to the conclusion that the spin-
orbit coupling induced by the sulfur atom plays an intrinsically important role [55].
Theoretical investigations showed that for planar oligothiophenes the ISC rates are
very low but increase significantly when a twisting of the thiophene rings in the S1
state is assumed [54]. The DFT calculations showed that the introduction of the
alkyl side chains increase the dihedral angle in the molecular ground state, although
in the excited states the molecules were all found to be planar (see. Sec. 6.2).
The AFM images (see Sec. 6.5) show a drastic change in surface morphology in
the neat layer. Compound 2 shows a worm like structure and the largest roughness
(33 nm). Also the neat layer absorption spectrum of compound 2 exhibits some
features that are not present for the other three compounds, for example an increased
vibronic mode in the blue spectral region. The remarkably low effective generation
of triplet excitons (1.74 s−1 at 290 mW cm−2) in the neat layer of compound 2 might
be due to the specific thin film morphology, which could influence the conditions for
ISC in the neat layer. In succession the triplet ratio would be overestimated.
6.7. Conclusion
The relatively small modifications applied to the molecule structure of DCV2-3T
were found to have a significant influence on the thin film morphology and in
succession on many relevant physical properties.
The DFT calculations predict only slight changes in the energy levels and optical
transition energies of excited states. The changes in the HOMO and LUMO values
are ascribed to the inductive effect of the alkyl side chains. Furthermore, DFT
calculations predict a twist in the molecular backbone induced by the alkyl side
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chains. Since the calculations are performed for single isolated molecules, the result
can be thought of being intrinsic for the molecule and might be superimposed by
other effects in case of strong intermolecular interactions in thin films.
Measurements of energy levels (CV) in solution exhibit only small changes with
the variation of alkyl side chains. The corresponding measurements on thin films,
however, show significant changes: the IP shifts from 6.3 eV for the compound
without side chains by 0.3 eV upwards when adding two alkyl side chains (6.0 eV) to
the molecule and another 0.3 eV upwards with increasing the number of side chains
to four (5.75 eV). Here, the alkyl chain length does not play a role.
The thin film absorption of pristine layers shows strong variations in the vibronic
progression in spectra for the four different compounds. Here, the compound with
two methyl side chains exhibits a remarkably different absorption spectrum com-
pared to the other compounds. The blend layer absorption spectra exhibit a similar
structure for all four compounds, indicating that the specific ordering of the neat
film is lost when blending the material with C60.
Surface topography measured by AFM show a general decrease in surface rough-
ness for the neat films with increasing number of side chains: for the compound
without side chains a rms roughness of 27 nm is measured, for the compound with
two methyl chains the roughness increase to 33 nm and for the compound with two
butyl side chains it decreases to 3 nm and further to 1 nm for the compound with
four butyl side chains. Again the compound with two methyl side chains shows a dif-
ferent behavior than the other compounds. The blend layers of all four compounds
exhibit similar surface topographies and a less strong effect on surface roughness is
observed.
Photoinduced absorption spectroscopy proves that for all four compounds the
proposed ping pong energy transfer mechanism [32] can be observed. The dominat-
ing species in the PIA spectra in both neat and blend films is given by a DVC2-3T
triplet exciton transition at 1.5 eV. In blend layers small transitions of dicyanovinyl-
terthiophene anions and cations are detectable but their magnitude is too low for
a detailed analysis of the recombination dynamics. The recombination dynamics of
the triplet exciton transitions are found to involve two species with different life-
times and generation rates. The two species also exhibit a different behavior with
intensity. A long living species (100 − 200 µs) with a small generation rate is ob-
served, that seems to behave more bimolecular with the excitation intensity. Also
a short living species (≈ 30 µs) that dominate the spectrum by their large effective
generation rate and behave monomolecular with intensity are observed. The short
living species is thus assigned to the triplet exciton whereas the long living species
could be due to charged states of the DVC2-3T molecule or other states that are
not covered by the DFT calculations.
The effect of the alkyl side chains on the energy transfer mechanism is quanti-
fied by an estimation of the ping pong efficiency, that compares the effective triplet
generation in neat and in blend films. The ping pong efficiency in general decreases
with the number of side chains, but the highest value is obtained for the blend
with the compound with two methyl side chains (DVC2-3T-Me(2,2)) and C60. The
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compound with methyl side chains already exhibited the strongest changes in the
absorption spectra and AFM measurements. Since the long range ordering of the
neat film is lost in the blend with C60 the alkyl side chains might provide a distance
variation to the acceptor molecule. The specific orientation of the dicyanovinyl-
terthiophene molecule and the fullerene in terms of electronic coupling and π − π
overlap will also be sensitively influenced by the side chains. From all four com-
pounds DVC2-3T-Me(2,2) presumably provides an optimized orientation resulting
in a large efficiency of the energy transfer.
The ping pong energy transfer involves a triplet transfer that is a short range
process. It might be speculated that for charge transfer that also works on short
ranges, the methyl side chains could be beneficial. However, for the larger oligomers
the electronic coupling to the fullerene, as well as the nanomorphology will be
different from that for the terthiophene compounds.
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7. Influencing the morphology of
DCV2-5T:C60 blend layers
In the following chapter the donor compound dicyanovinyl-quinquethiophene is char-
acterized. Special focus is put on the excited state properties in blends with the
acceptor C60 in dependence of the measurement temperature. At room temperature
the excited state properties are correlated to the performance of mip solar cells. An
improvement of the solar cell performance can be achieved by heating the substrate to
approximately 80 ◦C during the deposition of the photoactive layer. The increased de-
vice performance is accompanied by an increase in excited state lifetime determined
from PIA spectroscopy on blend layers deposited on heated substrates. Additionally,
the optically detected properties of charged states are confirmed by impedance spec-
troscopy measurements from which also time constants of free and trapped charges
are determined.
7.1. Introduction
In contrast to the terthiophene compounds discussed in the previous chapter,
dicyanovinyl-quinquethiophenes act as efficient donor material in organic solar cell
devices comprising C60 as acceptor. The excitation of the donor molecules in the
blend results in the creation of free charges. Recently, it was possible to prepare
bulk heterojunction solar cells using a DCV2-5T:C60 blend as active layer with a
power conversion efficiency of 5 % [37]. Here, a compound with four butyl side
chains attached to the second and fourth thiophene ring is characterized in detail.
Its molecular structure is shown in Fig. 7.1. The synthesis of this compound is
described in Ref. [172].
Figure 7.1.: Molecular structure of DCV2-5T-Bu(2,2,4,4).
Figure 7.2 shows the absorbance and photoluminescence of a neat layer of
DCV2-5T-Bu(2,2,4,4) and a blend layer DCV2-5T-Bu(2,2,4,4):C60 (1:1, by volume).
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Figure 7.2.: Absorbance and emission of a neat layer of DCV2-5T-Bu(2,2,4,4) and a blend layer
DCV2-5T-Bu(2,2,4,4):C60 (1:1, by volume). The inset shows an enlarged plot of the
blend layer emission.
The dominant feature in the neat layer absorption is a broad absorption band with
its maximum at 550 nm (2.25 eV) with a smaller peak at 400 nm (3.1 eV) assigned
to a higher absorption band by DFT calculations [34]. The first absorption band
exhibits a smooth shoulder at 620 nm (1.9 eV). The blend layer absorption shows
apart from the absorption band of the quinquethiophene compound an absorption
peak at 340 nm (3.6 eV) due to C60. The quinquethiophene absorption band is
slightly blue shifted compared to the neat layer.
The neat layer emission is given by a broad structureless band with a maximum
at 750 nm (1.65 eV). From the neat layer absorption and emission a Stokes shift of
0.3 eV is estimated. This value lies well within the range of Stokes shifts determined
for the terthiophene compounds in the previous chapter.
The strong emission of DCV2-5T in the neat layer spectrum is quenched by two
orders of magnitude in the blend layer. The emission profile of the blend layer
furthermore exhibits a spectrally different shape. Figure 7.3 shows the emission of
the blend film in comparison with emission of the two constituents.
The blend layer emission increases up to its maximum value around 900 nm
(1.4 eV). Thus it can not be due to DCV2-5T. However, the emission of the ac-
ceptor molecule has been measured to have a maximum at 735 nm (1.6 eV). Sensi-
tized emission of the acceptor which is indicative for excitation energy transfer as
in DCV2-3T:C60 blends is not observed here. Hence, the luminescence quenching in
the blend is related to a dissociation of the photoexcited excitons at the D-A inter-
face. The emission profile of the blend layer is redshifted to the emission profiles of
both the donor ad acceptor compound and corresponds to lower energy state within
the bandgap. A possible candidate for the emission signal is the radiative decay of
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Figure 7.3.: Normalized emission spectrum of the blend film DCV2-5T-Bu(2,2,4,4):C60 (blue
line). For comparison the emission of the fullerene (orange line), as well as of the
neat film (black line) are plotted.
an interfacial charges transfer state. A redshifted emission band was also observed
for polymer-polymer blends, as well as polymer-fullerene blends and assigned to the
radiative decay of interfacial CT states [94, 99–101].
7.2. Properties of the DCV2-5T:C60 interface
Figure 7.4 shows the PIA spectra of DCV2-5T-Bu(2,2,4,4) and
DCV2-5T-Bu(2,2,4,4):C60 taken at 10 K. The PIA spectra of neat and blend
layers have a dominant peak at 1.2 eV which was attributed to an optical transition
of the DCV2-5T triplet exciton by the comparison with DFT calculated transitions
[34]. The peak exhibits two shoulders both in neat and blend layer at 1.1 and
1.3 eV. These could either be due to a vibronic progression of the triplet transition
or to other states. Since the two shoulders are present in the neat layer as well
as in the blend, transition from excited states of the fullerene compound can be
excluded. The transitions in the blend layer spectra at 0.8 eV and 1.5 eV were
assigned to transitions of the DCV2-5T cation: D
+
0 → D+1 (0.8 eV, calculated
0.9 eV) and D+0 → D+3 (1.5 eV, calculated 1.9 eV) [34].s In the neat layer, there is
a slight indication of the presence of a cation transition at 0.8 eV. Apparently a
certain amount of charged states is produced by photoexciation.
The recombination dynamics are analyzed for all visible peaks including the shoul-
ders of the triplet transition. Data and fit curves for neat and blend layer for two
different excitation intensities are shown in Fig. 7.5. The triplet exciton in neat and
blend layer can best be fitted by a model comprising two monomolecularly decaying
species: One with a short lifetime around 50− 80 µs and a large effective generation
rate, the other with a longer lifetime around a few 100 µs and a much lower effec-
tive generation rate. This behavior has also been observed for the triplet exciton
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Figure 7.4.: PIA spectra at 10 K of DCV2-5T-Bu(2,2,4,4) (dashed line) and DCV2-5T-
Bu(2,2,4,4):C60 (solid line).
transitions in all terthiophene compounds discussed in the previous chapter. The
charged transitions in the blend layer are approximated with a dispersive model.
Here, the Cole-Cole model (Eq. 4.23) is used. Apart from geminate pair recombi-
nation, the general expectation is that the recombination of charged states depends
on the excitation densities of positive and negative charges, i. e. the quadrature of
the excitation density (bimolecular decay). Bimolecular recombination is accounted
for within the Cole-Cole model by an intensity dependence of the fitted lifetime.
7.2.1. Analysis of the DCV2-5T triplet transition
Figure 7.6 shows the intensity dependence of the fitted lifetime and generation rate
for the two monomolecular species present at the maximum as well as to the two
shoulders of the triplet peak. The fit parameter for the triplet maximum at 1.2 eV
is depicted for both neat and blend layer. The two shoulders of the triplet peak
(1.1 and 1.3 eV) are depicted for the neat layer only, since both in neat and blend
layer the shoulders of the triplet peak show similar recombination dynamics like the
central triplet maximum. The short living species is accounted for by the closed
symbols, the long living species is depicted by the open symbols.
In the neat layer the triplet lifetime determined for the short and long living species
at the maximum (1.2 eV) is independent of excitation intensity as it is typical for
monomolecular decay. The generation rate for the short living species depends linear
on the excitation intensity whereas the long living species generation rate starts to
saturate for higher intensities. The two shoulders of the triplet peak at 1.3 and 1.1 eV
exhibit similar recombination dynamics as the central peak and have been fitted by
a model with two monomolecular species. The fitting procedure yields both a short
living and a long living species. The lifetimes fitted to the short living species at 1.3
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blend layer
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Figure 7.5.: Recombination dynamics of the donor triplet exciton and
cations in neat (DCV2-5T-Bu(2,2,4,4), left side) and blend films
(DCV2-5T-Bu(2,2,4,4):C60, right side) at 10 K. The displayed data belongs to
different excitation intensities: 35 and 366 or 95 mW cm−2, as indicated in the
legend. For the neat layer the triplet dynamics (a) and the two shoulders of the
triplet peak (b, c) are shown. The fitting curves (green solid line) are obtained by
using a model with two monomolecular decaying species. For the blend layer the
triplet dynamics (d) fitted with the same model as in the neat layer are shown,
as well as the two cation transitions (e),(f) that are matched by the Cole-Cole
recombination model (pink solid lines).
and 1.1 eV (20−30 µs) are smaller than for the central peak (≈ 50 µs). The lifetimes
determined for the long living species are in good accordance with the long living
species measured at 1.2 eV (both around 300 µs). A slight decrease of the lifetimes
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Figure 7.6.: Intensity dependence of the excited state lifetime and generation rate for the two
monomolecular species fitted to the DCV2-5T triplet transition in neat and blend
layer at 1.2 eV and the two triplet shoulders at 1.3 eV and 1.1 eV in the neat layer.
The measurement temperature is 10 K.
with increasing intensities can be observed. The generation rates determined for
long and short living species at the shoulders (1.1 and 1.3 eV) match the generation
rates determined for the central triplet transition (1.2 eV). Generation rates of the
long living species all start to saturate for higher intensities.
In the blend layer, the lifetime of the short living species of the triplet exciton
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(1.2 eV) is constant around 80 µs up to an intensity of ≈ 35 mW cm−2. For higher
intensities, the lifetime starts to decrease down to ≈ 50 µs with increasing intensi-
ties. This behavior can be explained by an increased excitation density of triplet
states with increasing excitation intensity. Up to a certain excitation power, mono-
molecular decay is dominating. From ≈ 35 mW cm−2 on the excitation density of
triplet excitons is high enough such that second order recombination processes be-
come important (bimolecular recombination). The long living species shows a more
scattered lifetime with intensity which does not seem to depend on the excitation
intensity over the measured range.
The effective generation rate of the short living species in the blend layer increases
linearly with intensity. Contrary the much lower generation rate of the long living
species starts to saturate for higher intensities. The intensity dependence of the
triplet signal at its maximum position (1.2 eV) in neat and blend layer are shown in
Fig. 7.7. Here, a superposition of the long and the short living species is present.
In the neat layer (Fig. 7.7(a)) the intensity dependence shows primarily a
monomolecular behavior (∝ I0.9). For intensities higher than 70 mW cm−2 a transi-
tion to a bimolecular recombination regime starts (∝ I0.6). The value is determined
from the intersection of the two slopes fitted to low and high frequencies. The
OPh component starts to saturate weakly for I > 200 mW cm−2. In the blend layer
(Fig. 7.7(b)), the slope of the IPh component depends linearly on the excitation
intensity (∝ I0.9) up to an excitation intensity of around 49 mW cm−2. For higher
intensities the slope softly turns to 0.5 indicative for beginning bimolecular decay.
The OPh component starts to saturate. The transition intensity of 49 mW cm−2
roughly matches the intensity from which the determined triplet lifetime starts to
show a dependence on the excitation intensity, as indicated in Fig. 7.6(a). The
analysis of the two component recombination of the triplet transition in neat and
blend layer shows that in the blend layer, an enhanced triplet lifetime is present
whereas the generation rates of triplet excitons in neat and blend are similar over
the whole range of measured excitation intensities. This means that contrary to
former results by Schueppel et al. [34] the population of the triplet level in the
blend is not enhanced compared to the neat layer. In the former investigation [34]
the enhanced triplet population was found to vanish only for the compound with six
thiophene rings (DCV2-6T), but the recombination analysis was based on a single
species and was hence not accurate enough. By using a two species model it can be
concluded that the charge separation properties of DCV2-5T:C60 blends are com-
parable to blends of DCV2-6T:C60. However, the mechanism of triplet generation
in the blend can have different reasons: triplet excitons could either be generated
intrinsically by ISC (like in the neat layer), or by a recombination of free charges
via an interfacial CT state, or by a superposition of both.
7.2.2. Analysis of the DCV2-5T cation transitions
Figure 7.8 shows the intensity dependence of the fitted lifetime and generation rate
obtained for the DCV2-5T cation. To the two cation transitions at 0.8 eV and 1.5 eV
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(b) blend layer 1.2 eV
Figure 7.7.: Intensity dependence of PIA signal at the maximum triplet position 1.2 eV in neat
and blend layer. The PIA signal is given by the IPh component (grey squares) and
the OPh component (grey open circles). The exponential fits are plotted as red line
in the monomolecular regime and as blue line in the bimolecular regime. The slope
is given in the graph. For the blend layer additionally the saturation value of the
OPh is noted. The measurement temperature is 10 K and the excitation frequency
is set to f = 173 Hz.
a dispersive recombination model (Cole-Cole model, comp. Eq. 4.23) is applied. The
lifetimes and effective generation rates determined for the cation transitions differ
from the values obtained for the triplet transition above. The lifetime is of the order
of 500 µs, whereas the effective generation rate reaches values around 0.3 s−1.
The lifetimes determined for the two transitions of the cation are comparable
and strongly decrease with increasing excitation intensity. This is indicative for a
bimolecular recombination mechanism which is expected to dominate the recombi-
nation dynamics of the donor cation. The small differences in cation lifetime for
the two transitions might be caused by experimental scattering since one of the
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 blend 0.8 eV
(b) generation rates
Figure 7.8.: Intensity dependence of the excited state lifetime and generation rate for
the two DCV2-5T cation transitions at 0.8 eV and at 1.5 eV in blend films
DCV2-5T-Bu(2,2,4,4):C60. For data evaluation the Cole-Cole model is used. Re-
combination dynamics are investigated at 10 K.
transitions lies within the range of the silicon diode used in the setup, and the
other lies in the range of the InGaAs diode used for the infrared. Both diodes ex-
hibit different rise times and frequency behavior which might influence especially
the scattering of the data curves at the edges of the accessible frequency range.
The intensity behavior of the PIA signal of the two cation transitions is depicted
in Fig. 7.9. For lower intensities the IPh and OPh component cross each other. The
cation lifetime at 10 K is too large (≈ 500 µs), such that the PIA signal is not in
real steady state conditions at a frequency of 173 Hz. The intensity dependence
of the IPh and OPh components of the PIA signal exhibits the typical behavior
of bimolecular decay. A slope of the IPh component of approximately 0.5 and a
saturation of the OPh component. However, for intensities below ≈ 30 mW cm−2
an almost linear slope (I0.8) of the IPh is detected which indicates monomolecular,
i. e. geminate recombination. From the value of the saturation the bimolecular
recombination constant is estimated. The absorption cross section σ of cations of
thiophenes (α-6T) and other organic small molecules was found to be in the range
of 4 · 10−17 cm2 [173, 174]. With this value the bimolecular recombination constant
β for the cation is determined from Eq. 4.16: for the cation transition at 1.5 eV to
3.1 · 10−16 cm3s−1 and at 0.8 eV to 4.0 · 10−16 cm3s−1. These values are well in the
range of simulated bimolecular recombination rates [175].
7.2.3. Suggested energy level scheme for neat and blend layer
According to the experimental observations above, it is possible to suggest an energy
level scheme as it has already been presented by R. Schueppel [32]. In the neat layer
(Fig. 7.10(a)) the excitation energy is deposited in singlet excitons, that undergo
internal conversion followed by radiative emission or ISC (kISC). The ISC could
also start from higher lying singlet levels provided that it is faster than internal
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(b) Cation 0.8 eV
Figure 7.9.: Intensity dependence of PIA signal of the two cation transitions at 1.5 eV and 0.8 eV
in the DCV2-5T-Bu(2,2,4,4):C60 blend layer. The PIA signal is given by the IPh
component (grey squares) and the OPh component (grey open circles). The expo-
nential fits are plotted as red line in the monomolecular regime and as blue line in the
bimolecular regime. The slope is given in the graph. For the blend layer additionally
the saturation value of the OPh is noted. The measurement temperature is 10 K and
the excitation frequency is set to f = 173 Hz.
conversion. The fact that triplet excitons are identified in the neat layer PIA spectra
hints for efficient ISC in DCV2-5T. The triplet excitons can than either decay non-
radiatively or radiatively (krT). The latter is not observed in the emission spectra,
but it is possible that the phosphorescence is masked spectrally by the much stronger
fluorescence signal.
In the blend layer the DCV2-5T-Bu(2,2,4,4):C60 interface efficiently separates
excitons (Fig. 7.10(b)). The excitation deposited (mainly) in the donor singlet
excitons is transferred partly to triplet excitons or into exciton separation (ksep)
and the creation of free charges. As discussed above, the luminescence quenching
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(a) neat layer (b) blend layer
Figure 7.10.: Suggested energy level schemes for processes upon photoexciation in the neat (left
side) and blend layer (right side). The schemes are adapted from Ref. [32].
of DCV2-5T emission indicates the separation of excitons into free charges. In PIA
spectra of DCV2-5T-Bu(2,2,4,4):C60 blends, the triplet transition is still present.
The population of the triplet level provides a loss path for charge separation, since
excitation energy deposited in the triplet exciton will most likely be lost in non-
radiative decay of the triplet exciton. The population of the triplet exciton can
either happen intrinsically (via ISC, as in the neat layer, kISC) or by a back transfer
of an interfacial CT state in its triplet configuration (krCT). Also a superposition
of both mechanisms is possible. With the experimental methods available it is not
possible to clearly identify the contribution of these two processes to the triplet level
population.
The PIA spectra of the blend layer reveal signifiant signatures of charged donor
states (cations). Furthermore, the very good device performance obtained with this
compounds hints for efficient separation of charges. Charge separation can occur
via hot exciton states (dotted arrow) or via the dissociation of a CT state (kdiss).
The recombination of free charges to a CT state is accounted for by kr. The energy
level schemes presented are in accordance with schemes in literature. A literature
review on charge generation mechanisms is dicussed in Sec. 3.3.1.
7.3. Temperature evolution of excited state
properties
In order to correlate the excited state properties obtained by PIA spectroscopy
with the actual device performance, an increase of the measurement temperature
up to room temperature is necessary. With increasing measurement temperature
the excited state lifetime drops and thus the amplitude of the spectra decreases. In
Fig. 7.11 the temperature evolution of neat (DCV2-5T-Bu(2,2,4,4)) and blend layer
(DCV2-5T-Bu(2,2,4,4):C60) spectra is shown.
With increasing temperature the signal drops for all visible transitions in neat as
well as in blend layer. For the blend layer spectra, the triplet transition (1.2 eV)
seems to decrease stronger with the measurement temperature than the signatures
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Figure 7.11.: Temperature development of PIA spectra of DCV2-5T-Bu(2,2,4,4) (left side) and
DCV2-5T-Bu(2,2,4,4):C60 (right side). The upper row shows the spectra as mea-
sured (a and b), the lower row shows the neat and blend layer spectra normalized
to the triplet peak (c and d).
of the cation transitions (1.5 and 0.8 eV). By normalizing the spectra to the height of
the triplet exciton transition it becomes more clear, that the cation grows relatively
to the triplet exciton (compare Fig. 7.11 d). Even in the neat layer spectra the
weakly visible cation signals increase compared to the triplet signal, though at room
temperature 295 K the signal is already quite noisy (Fig. 7.11 c).
The increase of the cation signals (0.8 and 1.5 eV) compared to the triplet can
either be due to a faster decay of triplet lifetime compared to cation lifetime or due
to an increased cation generation rate. Figure 7.12 shows the dependence of the
triplet and cation lifetime as well as the triplet and cation generation rate on the
measurement temperature in the blend layer.
While all excited state lifetimes drop (Fig. 7.12(a)), the generation rates behave
differently: The triplet exciton generation rate drops with the measurement temper-
ature while the generation rates determined from both cation transitions increase
by a factor of 3.5 from 10 K to 295 K (Fig. 7.12(b)). The generation of the DCV2-5T
cation seems to involve some processes that are temperature activated.
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Figure 7.12.: Temperature development of fitted lifetime and effective generation rate of
DCV2-5T-Bu(2,2,4,4) triplet excitons and cations in the DCV2-5T-Bu(2,2,4,4):C60
blend layer. Exemplarily values for an excitation intensity around 95 mW cm−2
are shown. An intensity of 95 mW cm−2 is chosen, on one hand, because at higher
measurement temperatures the PIA signal drops such that at lower intensities it is
not possible to determine reliable fitting of lifetime and effective generation rate.
On the other hand, for excitation intensities higher than 95 mW cm−2 it is harder
to exclude second order recombination.
The increase of cation generation rate with temperature could on one hand be
due to an increased mobility of the photoexcited excitons such that a larger amount
of excitons is able to reach the separating D-A interface. On the other hand, the
generation of charges involves the dissociation of an initial ion pair (CT state).
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According to Onsager-Braun theory, the dissociation process is temperature assisted.
The increase of cation generation rate with temperature is shown in Fig. 7.13(a) for
different excitation intensities for the cation transition at 1.5 eV. The simultaneous
decrease of the generation rate of the triplet exciton suggest that more charges are
generated at the expense of the triplet exciton generation. However, as indicated
in the last section, the triplet excitons in the blend layer can either be generated
intrinsically via intersystem crossing (ISC) or via a recombination of an interfacial
CT state. A comparison of the temperature evolution of triplet exciton generation
rate in neat and in blend layers (Fig. 7.13(b)) sheds more light on this topic. Both
generation rates drop with temperature. The generation rate of the triplet exciton
in the neat layer shows a smoother decrease than the triplet generation rate in the
blend layer. At 200 K the generation rate in the neat layer is by a factor of 2.5 larger
than in the blend. The triplet exciton in the neat layer is thought to be generated
by ISC only. The different temperature dependence of the triplet exciton generation
rate in the blend layer hints for the triplet excitons being additionally generated by
a recombination of a CT state at the D-A interface. Thus the temperature assisted
dissociation of the CT states is the more likely explanation for the increase of cation
and the simultaneous decrease of the triplet generation rate.
The temperature dependence of CT dissociation is given by the dissociation rate
in Eq. 3.19. However, extrapolating the rate to 0 K yields a vanishing dissociation
rate. The cation generation rate depicted in Fig. 7.12(b) does not seem to vanish
when extrapolating to 0 K. There are rather two processes involved in the generation
of cations: On one hand the optical excitation via hot excitons with sufficient excess
energy, on the other hand the dissociation of an intermediate CT state. While the
latter part is vanishing for temperatures approaching 0 K, the first part will provide a
finite generation rate even towards 0 K. For estimating the activation energy from the
temperature dependence of the cation generation rate, an exponential with offset is
therefore chosen. The fitting of the cation generation rate with temperature is shown
in Fig. 7.13(a) for different excitation intensities. The activation energies determined
for the different excitation intensities are summarized in Tab. 7.1. The quality of the




Table 7.1.: Activation energy determined from the temperature dependence of the cation gener-
ation rate in Fig. 7.13(a).
data is rather poor, it only consists of four points and thus the scattering of the fitted
values is large. A dependence on the excitation intensity is not visible in the data.
The mean value is determined to 65 ± 19 meV. By assuming a dielectric constant
of εr = 3 the Coulomb radius of such an initial pair results in 7 ± 2 nm. This is a
reasonable value regarding the dimensions of donor (distance from DCV endgroup to
DCV endgroup is 2.6 nm, determined from semi-empirical PM3 calculations using
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Figure 7.13.: Temperature development of generation rate of DCV2-5T-Bu(2,2,4,4) cation at
1.5 eV (upper part). The different symbols denote different excitation intensi-
ties: 35 mW cm−2 (open squares), 95 mW cm−2 (closed squares), and 350 mW cm−2
(crossed open squares). The dashed lines indicate exponential fit curves as
discussed in the text. The lower part shows the temperature dependence
of the DCV2-5T-Bu(2,2,4,4) triplet exciton (1.2 eV) generation rate in neat
(green squares) and blend layer (black diamonds) for an excitation intensity of
95 mW cm−2.
the molecule geometry with minimized energy) and acceptor molecule (diameter
1.1 nm [176]). Nevertheless, this method can rather give a rough estimate.
It has to be noted that some studies assigned a temperature activated charge
generation to a temperature activation of charge mobilities and inferred a quantum
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yield for charge carrier generation independent of temperature [177]. Here, comple-
mentary measurements of charge mobilities in dependence of temperature would be
necessary to prove this hypothesis.
7.4. Effect of substrate heating on excited state
lifetime and generation rate
To improve the device performance of bulk heterojunction solar cells an optimization
of the active layer morphology has been addressed as a key issue. On one hand it is
necessary to have an intimate mixing of donor and acceptor compound to achieve
a large interface area and to account for the limited exciton diffusion length: It is
beneficial if a photogenerated exciton is able to reach a separating interface within
its lifetime. On the other hand the charges generated within the active layer need to
leave the layer and reach the contacts to contribute to the photocurrent, therefore a
sufficient phase separation of donor and acceptor phase that creates closed percola-
tion paths is needed. It is common practice to influence the active layer by several
extrinsic processes like deposition on heated substrates [27] or post process annealing
[28, 29, 178]. It is concluded that the heating process leads to an increase in donor
acceptor phase separation. In many cases this causes an improvement in device per-
formance. However, this is not a general observation and strongly depends on the
material system. For the material class of dicyanovinyl endcapped oligothiophenes
it was shown that for compounds with six thiophene rings, the device performance
was improved by substrate heating [36], whereas for a compound with four thio-
phene rings substrate heating was detrimental for the device performance [148]. In
the first case the temperature treatment lead to a sufficient phase separation, but
in the latter case a very strong de-mixing of D and A component occurred upon
substrate heating, accompanied by a strong increase of surface roughness leading to
shunts [148].
For the compounds with five thiophene rings, the deposition on heated substrates
can be used to improve the device performance (see Sec. 7.4.1).
Figure 7.14 shows the absorbance profiles for blend layers of
DCV2-5T-Bu(2,2,4,4):C60 deposited on substrates at room temperature
(Tsub = 30
◦C), at 80 ◦C, and at 110 ◦C. The strong background and increase
for energies above 4.0 eV is caused by the substrate and the encapsulation of
the sample (both glass) which could not be corrected by reference measurements
here. Mainly the absorption band of the DCV2-5T-Bu(2,2,4,4) (1.7-2.7 eV) changes
with the substrate temperature. For the layer deposited at 80 ◦C, the shoulder at
1.9 eV gets slightly more pronounced and the absorption maximum is marginally
decreased. For even higher substrate temperatures of 110 ◦C the spectrum is
shifted to the blue compared to the blend layers at lower substrate temperatures
and even to the neat layer spectrum (see Fig.7.2). A blue shifted absorption
spectrum has been attributed to a lower degree of molecular ordering [179]. From
the absorbance of heated layers already the morphological change upon substrate
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Figure 7.14.: Absorbance of DCV2-5T-Bu(2,2,4,4):C60 blend layers deposited on a room temper-
ature substrate (blue dashed line) as well as on a heated substrate of 80 ◦C (red
solid line) and of 110 ◦C (pink dot dashed line).
heating is apparent, however, it has to be noted that the change for Tsub = 80
◦C
compared to the layer deposited at room temperature is rather small.
7.4.1. Solar cell devices
Three solar cell devices are presented to illustrate the improved device performance
caused by substrate heating during the active layer deposition. A flat heterojunction
device with a 6 nm layer of DCV2-5T-Bu(2,2,4,4) (device A), a bulk heterojunction
device with a 1:1 by volume blend layer DCV2-5T-Bu(2,2,4,4):C60 with a thickness
of 20 nm (device B), and a bulk heterojunction with the same device structure but
the substrate heated to 80 ◦C while the active layer is deposited (device C). Figure
7.15(a) shows the J-V characteristics of the three devices, Fig. 7.15(b) shows the
corresponding EQE curves. The device parameter are summarized in Tab. 7.2.
Tsub (
◦C) A (mm2) Voc (V) Jsc (mA/cm
2) FF (%) Sat I (mW cm−2) η (%)
A: 30 6.0 1.02 3.9 61 1.0 100 2.4
B: 30 5.9 0.97 5.1 38 1.4 103 1.9
C: 80 6.0 1.02 6.2 49 1.1 103 3.0
Table 7.2.: Solar cell parameters for a flat heterojunction (A), a bulk heterojunction de-
posited on room temperature substrate (B), and a bulk heterojunction de-
posited on a heated substrate (C). The data corresponds to the characteristics
shown in Fig. 7.15(a). The intensity is mismatch corrected with respect to the
reference diode.
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Figure 7.15.: Solar cell characteristics and EQE spectra of a flat heterojunction comprising
6 nm of DCV2-5T(Bu4) (device A), a bulk heterojunction with a 20 nm
blend layer DCV2-5T(Bu4):C60 (1:1, by volume) (device B), and a bulk
heteorjunction with the same device architecture like device B but with the
active layer deposited at a substrate temperature of 80 ◦C (device C). The
stack design is described in section 4.
Device A exhibits a high fill factor (FF) of 61 % and the open circuit voltage (Voc)
of 1.02 V corresponds to values previously obtained with DCV2-5T(Bu4) [33, 34].
The device shows good performance with only little recombination losses as can
be seen from the good saturation factor Sat = J(0V)/J(−1V). The main part of
the photocurrent is due to DCV2-5T(Bu4) as depicted in the corresponding EQE
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spectrum Fig. 7.15(b) (compare also the neat and blend layer absorption spectra in
Fig. 7.2). For the bulk layer device B Jsc increases due to the increased content of
D and A. However, FF and Voc decrease compared to the flat junction caused by
increased recombination. The saturation factor increases which hints to a strong
voltage dependence of charge carrier collection. The bulk layer device deposited
at elevated substrate temperatures (Tsub=80
◦C) C clearly shows an improved per-
formance compared to the unheated device: FF increases again and Voc reaches
the value of the flat junction (device A), Jsc increases and accordingly the device
efficiency increases. However, recombination losses still lead to a lower FF than in
the flat junction and consequently to a slightly larger saturation factor. The EQE
spectra show that the contribution of the donor material to the photocurrent is
increased by substrate heating while the contribution of C60 remains constant.
7.4.2. Photoinduced absorption
The PIA spectra for a blend layer DCV2-5T-Bu(2,2,4,4):C60 deposited at room tem-
perature and a blend layer deposited at Tsub = 80
◦C are compared. At 10 K the
spectra do not differ much as shown in Fig. 7.16. The spectral shape is similar and
only slight differences in the signal amplitude are observable.
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Figure 7.16.: PIA spectra at 10 K of DCV2-5T-Bu(2,2,4,4):C60 deposited on a room temperature
substrate (blue solid line) as well as on a heated substrate (red solid line).
Both spectra exhibit the structure of a central triplet exciton at 1.2 eV accom-
panied by two transitions of the donor cation 0.8 eV and 1.5 eV as discussed in the
previous section. The excitation intensities differs slightly for the two spectra which
could be the reason for the different signal amplitudes. However, also different life-
times and generation rates could be the reason for that. Figure 7.17 shows the
intensity dependence of the lifetime and generation of the two cation transition in
133
Chapter 7. Influencing the morphology of DCV2-5T:C60 blend layers
the layer deposited on a room temperature substrate (blue lines and symbols) as
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Figure 7.17.: Intensity dependence of the cation lifetime and generation rate in blends of
DCV2-5T-Bu(2,2,4,4):C60 deposited on a room temperature substrate (blue lines
and symbols) as well as on a heated substrate (red lines and symbols). The cation
transition at 1.5 eV is depicted by closed symbols, the cation transition at 0.8 eV is
depicted by open symbols. The measurement temperature is 10 K.
The cation lifetime determined from the two transitions at 1.5 eV and 0.8 eV differ
slightly from each other for both substrate temperatures. In good accordance the
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cation lifetime in the layer deposited on room temperature substrate matches the
cation lifetime determined for the layer deposited on the heated substrate. Both
cation lifetimes show a strong dependence on the excitation intensity. They de-
crease from 700 µs for the lower intensities down to 100 µs for the highest intensity.
The cation generation rate is generally lower in the layer deposited on the heated
substrate compared to the generation rate in the layer deposited on the room tem-
perature substrate.
The triplet exciton lifetime and generation rate for the two layers is shown in
Fig. 7.18 in dependence of the excitation intensity.
Both lifetime and generation rate of the short living triplet species match each
other in the layer deposited on the room temperature substrate and the the layer
deposited on the heated substrate. The long living species shows a slightly smaller
lifetime and larger generation in the layer deposited at room temperature, compared
to the layer deposited on the heated substrate. The fitting results for triplet and
cation generation rates and lifetimes for the two samples are summarized in Tab. 7.3
for an excitation intensity of approximately 35 mW cm−2.
triplet 1.2 eV cation 1.5 eV cation 0.8 eV
Tsub(
◦C) I (mW cm−2 ) g′ (s−1) τ (µs) g′ (s−1) τ (µs) g′ (s−1) τ (µs)
30 35 2.9 84 0.28 580 0.35 450
80 32 2.1 84 0.22 520 0.2 550
Table 7.3.: Fit parameters for DCV2-5T(Bu4):C60 layers deposited at room temperature (30
◦C)
and at 80 ◦C. The PIA measurements are conducted at 10 K. The fit parameter are
derived from the fitting procedures described above. For the triplet peak only the
values of the short living species are shown since it is dominating the spectrum. The
excitation intensity is given in the table.
It is apparent that the excited state lifetimes are similar whereas the effective
generation rates are marginally lower in the layer deposited on the substrate with
Tsub = 80
◦C.
The temperature evolution of the spectra and excited state properties in the layer
deposited on the heated substrate are similar to those determined for the room
temperature layer described in a previous section. The excited state lifetime drops
and similar does the amplitude. The generation rate of triplet excitons decreases
with the measurement temperature while the cation generation rate increases at the
expense of the triplet exciton.
Comparison at room temperature
The PIA spectra at room temperature, i. e. 295 K, mainly exhibit the two transi-
tions of the DCV2-5T cation at 1.5 eV and 0.8 eV. A third transition of the cation
was calculated to be situated at 1.8 eV [34]. In the room temperature spectra
this transition becomes apparent as a shoulder at 1.7 eV. In the spectra for lower
temperatures the transition is presumably hidden in the more dominating transi-
tions of the other cation and the ground state bleaching due to its calculated low
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Figure 7.18.: Intensity dependence of the triplet lifetime and generation rate in blends of DCV2-
5T-Bu(2,2,4,4):C60 deposited on a room temperature substrate (cyan lines and sym-
bols) as well as on a heated substrate (pink lines and symbols). The two monomolec-
ular species fitted to the DCV2-5T-Bu(2,2,4,4) triplet transition at 1.2 eV are given
by the closed triangles (short living species) and the open triangle (long living
species). The measurement temperature is 10 K.
oscillator strength. The triplet transition (1.2 eV) almost vanished at room temper-
ature. Figure 7.19 shows the PIA spectra of DCV2-5T-Bu(2,2,4,4):C60 deposited on
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Figure 7.19.: PIA spectra at 295 K of DCV2-5T-Bu(2,2,4,4):C60 deposited on a room temperature
substrate (blue solid line) as well as on a heated substrate (red solid line). The
excitation intensities for both spectra are comparable.
The spectra for the sample deposited on the heated substrate shows an enlarged
signal in the range of the two cation transitions, compared to the sample deposited on
the room temperature substrate. The blend layer deposited on the room temperature
substrate still shows a small contribution of the triplet exciton at 1.2 eV, whereas
the sample deposited on a heated substrate does not exhibit a remainder of the
triplet transition. The increased amplitude for the blend layer deposited on the
heated substrate can be either due to an increase in generation rate or an increase
in excited state lifetime compared to the room temperature sample. A combination
of both is also possible. In Fig. 7.20 the cation lifetimes and generation rates for
both samples are depicted.
From Fig. 7.20(a) it is apparent that the cation lifetime determined by the Cole-
Cole model for both transitions 1.5 and 0.85 eV in the sample deposited on heated
substrate exceeds the lifetime in the non heated sample by almost one order of
magnitude. Likewise, the cation generation rate in the heated sample is lower than
in the sample deposited on the room temperature substrate. The increased signal
strength of the blend layer deposited at room temperature is caused by the strongly
enhanced excited state lifetime. Table 7.4 gives an overview on the fitting parameters
for an excitation intensity of 100 mW cm−2.
The cation lifetime in the blend layer deposited on a substrate of 80 ◦C compared
to the blend layer deposited at room temperature is by a factor of 6 larger. The
cation generation rate in the blend layer deposited on a substrate of 80 ◦C compared
to the blend layer deposited at room temperature is by a factor of 0.4 lower.
Clarke et al. recently showed by transient absorption techniques that for polymer-
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fullerene blends a post process annealing of the film resulted in an acceleration of re-
combination dynamics assigned to a reduction in the trap depth of the system [180].
They further stated that the origin of trap states must be structural/conformational,
i. e. upon annealing the molecule planarizes which leads to a smoother energetical
distribution of states. They also observed an increase in charge carrier generation
upon annealing, which was attributed to a change in the ionization potential of
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Figure 7.20.: Intensity dependence of the cation lifetime and generation rate in blends of DCV2-
5T-Bu(2,2,4,4):C60 deposited on a room temperature substrate (blue lines and sym-
bols) as well as on a heated substrate (red lines and symbols). The cation transition
at 1.5 eV is depicted by closed symbols, the cation transition at 0.8 eV is depicted
by open symbols. The measurement temperature is 295 K.
138
7.4. Effect of substrate heating on excited state lifetime and generation rate
cation (1.5 eV) cation (0.8 eV)
Tsub (
◦C) I (mW cm−2 ) g′ (s−1) τ (µs) g′ (s−1) τ (µs)
30 ◦C 100 3.4 12 3.5 9
80 ◦C 100 1.5 61 1.1 67
Table 7.4.: Fit parameter at 295 K for cations in DCV2-5T-Bu(2,2,4,4):C60 layers deposited at
different substrate temperatures. The excitation intensity is 100 mW cm−2.
we observe a decrease in cation generation upon substrate heating. However, studies
on PFB:F8BT showed a systematic decrease in charge carrier generation with an-
nealing temperature [182]. Thus, the effect of substrate heating on charge carrier
dynamics depends strongly on the material system.
The area under the cation peaks in the PIA spectrum in Fig. 7.19 should correlate
with the short circuit current of the solar cell devices presented in Sec.7.4.1. The
area under the peaks is determined by using a gaussian fit. Comparing the heated
and unheated layer yields a ratio of
g τ =
[A1.5eV + A0.8eV]heated
[A1.5eV + A0.8eV]room temperature
= 1.7 ,
while the ratio of the short circuit currents only yields a value of 1.2, thus, is not
clearly correlated. The question remains whether the observed cation transitions
belong to free carriers that contribute to the photocurrent or if the signature is
mainly caused by trapped holes that do not contribute to the current.
For P3HT:PCBM systems lifetimes of trapped carriers were determined to be in
the range from 3 µs to ms, while free carriers were determined in the range below
3 µs [180]. The cation lifetimes determined here by PIA spectroscopy exhibit rather
large values in the range of a few µs up to 100 µs, thus it is reasonable to ask wether
the optically detected signatures of the donor cation belong to free charge carriers or
to trapped states. In order to determine time constants for free carriers, impedance
spectroscopy measurements are performed on mip solar cells. These measurements
will be discussed in the next section.
7.4.3. Impedance spectroscopy
PIA spectroscopy is an optical measurement carried out on layers with-
out external voltage applied or current flowing, a direct comparison with
impedance spectroscopy (IS) results is not possible. Nevertheless, IS can provide
important information on the dynamics of charge carriers, and offers the possibility
to distinguish trap states and free charges by their characteristic lifetimes [140, 183].
The IS evaluation is done by Lorenzo Burtone (IAPP) and is further described in
Ref. [184]. IS is performed on the mip solar cell devices B with the active layer
deposited on room temperature substrate and C with the active layer deposited on
a heated substrate (compare Sec. 7.4.1). It has been shown that in polymer solar
cells the polaron lifetime varies with the external voltage [185, 186]. To reproduce
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similar conditions as are valid for the PIA spectroscopy (i. e. no current flowing),
the measurements are performed for the devices under open circuit conditions.
The impedance spectra for both samples are evaluated for different intensities
with an equivalent circuit model as described in Ref. [184]. The effective lifetime of
charge carriers determined for device B and C are depicted in Fig. 7.21.




















Figure 7.21.: Time constants of free charge carriers in device with the active layer deposited at
room temperature (Tsub = 30
◦C) and at 80 ◦C determined by impedance spec-
troscopy. The time constant of the device with elevated substrate temperatures
(Tsub = 80
◦C) is depicted by red symbols. The time constant of the device with
room temperature substrate (Tsub = 30
◦C) is depicted by blue symbols.
The time constants for free carriers are found to be in the range below 3 µs
which is in accordance with previous findings [180]. Additionally, the electrical
characterization by IS reveals an increase in charge carrier lifetime in the device (C)
with the active layer deposited on a heated substrate. The charge carrier lifetime in
the heated device C is by a factor of 1.4 larger than in the unheated device B.
To determine time constants for trap states, the IS measurements have been con-
ducted in dark, since in the illuminated samples the high density of photo-generated
charges induces a capacitance drop at low frequencies and thus masks the contribu-
tion of trap states. From these measurements trap states are found to give no signifi-
cant contribution in both devices and they start to respond with a characteristic
time in the range of 1 s.
In consequence, the lifetimes of the cation states determined by PIA spectroscopy
are assigned to shallow trap states, since their lifetime is slightly longer than that
determined for free carriers, but much shorter than the time constant obtained for
trap states. The enhanced lifetime found for the active layer deposited on a heated
substrate by both PIA and IS characterization can be assigned to a better spatial




The PIA characterization of pristine layers of DCV2-5T-Bu(2,2,4,4) and blend layers
DCV2-5T-Bu(2,2,4,4):C60 at low temperatures (10 K) reveals the presence of triplet
excitons 1.2 eV in neat as well as donor cations (0.8 and 1.5 eV) and triplet excitons
in the blend.
The donor triplet exciton in the blend was thought to show an increased generation
rate compared to the neat layer [34]. With a more accurate fitting of the triplet
transition by a two species model, the triplet generation in the blend is found to be
not enhanced; the difference in the spectra mainly results from the triplet lifetime.
However, the generation of triplet excitons in the blend is a competing process to
exciton dissociation and subsequent charge separation.
For higher measurement temperatures (up to room temperature) the triplet
exciton generation rate drops in the blend while simultaneously the generation rate
of the donor cations increases. It seems that the generation of cations involves
some processes that are temperature activated. An activation energy of 65 meV is
determined. However, the data consists of only four points.
Mip solar cell devices with a DCV2-5T-Bu(2,2,4,4):C60 blend as active layer show
an improved power conversion efficiency if the active layer is deposited while heating
the substrate to 80 ◦C. The device performance improves from 1.9 % to 3 % mainly
due to improved transport paths in the active layer: FF and Jsc increase in the
heated device. This is correlated to an increase of the cation lifetime determined
from PIA spectroscopy.
At room temperature the PIA spectra of blend layers show only two strong signals
of the donor cation at 1.5 eV and 0.8 eV. The cation generation rates and lifetimes
for a blend deposited at room temperature and for a blend deposited on a heated
substrate (80 ◦C) are compared. It is apparent that the 80 ◦C-sample exhibits a
much larger cation lifetime (almost one order of magnitude) and a decreased cation
generation rate compared to the sample deposited at room temperature. The cation
lifetime is determined to be in a range of 3 to 100 µs. This is above values determined
for free carriers (< 3 µs) in polymer fullerene blends.
Impedance spectroscopy measurements on the corresponding solar cell devices
are performed to determine time constants for free and trapped carriers. The time
constants of free charge carriers are determined to be 1 to 3 µs, but trap states are
found to respond with characteristic times around 1 s. The cation signals from
PIA spectroscopy are therefore assigned to shallow trap states due to her life-
time being slightly larger than that of free carriers. Furthermore, the electrical
characterization (IS) of charge carrier lifetimes reveals the same behavior as the the
optical method (PIA): the lifetime of carriers in the device with the active layer
being deposited on a heated substrate is larger than for the device deposited on
room temperature substrate.
The enhanced lifetime in the layers deposited on a heated substrate found by both
PIA and IS characterization is thus assigned to a better spatial separation and
reduced recombination of the electrons and holes.
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8. Side chain variations on DCV2-5T
In the following chapter the properties of two dicyanovinyl-quinquethiophenes with
different side chains are compared. A compound with four methyl side chains at the
second and the fourth thiophene ring, DCV2-5T-Me(2,2,4,4), is characterized and
compared to DCV2-5T-Bu(2,2,4,4). The compounds are compared with regard to
their absorption properties and by PIA spectroscopy. The surface morphology of the
neat and blend films is investigated by AFM. The energy levels of the two compounds
are determined by CV and UPS. In mip solar cells the compound with methyl side
chains exhibits a better performance which can be correlated to a increased cation
lifetime determined by PIA measurements at room temperature. Similarities to the
effect of substrate heating are identified. Finally, a device with the active layer
deposited on a heated substrate is prepared. It shows that DCV2-5T-Me(2,2,4,4) is
a promising candidate for further device optimization.
8.1. Introduction
The variation of the alkyl side chains length is only a small variation of the molecule
structure. In Chap. 6 it has been shown that side chain variations can have a tremen-
dous effect on the physical properties of the molecular thin film. The reason is that
the side chains influence the thin film morphology which in turn is fundamental
for basic thin film properties as well as for solar cell devices. As addressed in the
previous chapter, the concept of improving the blend layer morphology by extrin-
sic processes like deposition on heated substrates is one way to positively influence
the device performance. Another approach is to attach functional side chains to
the molecules and by that influence the stacking and self aggregating properties in
the blend layer [30]. Here, methyl and butyl side chains are attached to the donor
molecule at the second and fourth thiophene ring (2,2,4,4). The molecule structures
investigated are shown in Fig. 8.1.
Figure 8.1.: Molecular structure of DCV2-5T-Me(2,2,4,4) 6 and DCV2-5T-Me(2,2,4,4) 5.
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The synthesis of compound 5 was published in [172]. The synthesis of 6 will be
published in [187]. Figure 8.2(a) shows the absorption and emission spectrum of a
neat film of DCV2-5T-Me(2,2,4,4) 6 in comparison with compound 5.
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Figure 8.2.: Absorption coefficient and normalized emission of neat films (8.2(a)) and absorption
and normalized emission of blend films (8.2(b)) of DCV2-5T-Bu(2,2,4,4) (blue dashed
lines) and DCV2-5T-Me(2,2,4,4) (green solid lines).
Both compounds reveal a broad absorption with a maximum around 2.25 eV with
a second absorption band starting at 3.1 eV and a shoulder at ≈ 1.9 eV. The shoulder
is more pronounced in the spectrum of compound 6 and the whole spectrum is
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slightly redshifted. The absorption onsets are determined for 6 to 1.73 eV and for 5
to 1.8 eV. Thus 6 reveals a slightly lower optical gap. The redshifted absorption is
indicative for a better ordering of compound 6 in the thin film [179]. The emission
spectra show both a structureless peak at ≈ 1.6 eV. Here, again the spectrum of
6 is redshifted compared to 5. From the spectra depicted in Fig. 8.2(a) the Stokes
shift is estimated considering the shoulder (1.9 eV) of the absorption spectra and
the maximum of the emission spectra (≈ 1.6 eV). The Stokes shifts are summarized
in Tab. 8.1. The Stokes shift lies around 0.3 eV, compound 6 reveals a slightly larger




Table 8.1.: Stokes shift of DCV2-5T-Me(2,2,4,4) and DCV2-5T-Bu(2,2,4,4) estimated from the
first absorption peak and the first emission peak in Fig. 8.2(a).
Figure 8.2(b) depicts the blend layer absorption and emission of 6 and 5 blended
1:1 with C60. The absorption of the quinquethiophene in the blend is less structured
than in the pristine layer absorption (Fig. 8.2(a)). The spectra also show the typical
contribution of C60 at 3.5 eV superimposed by the contribution of the quinque-
thiophene compounds in this spectral region. The blend with compound 6 exhibits
a slightly lower amplitude than that of the blend with 5 though the nominal amount
of material is the same.
The blend film emission is similar for both blends and it is by two orders of
magnitude lower than that of the pristine films. The emission can not be attribute
to any of the constituents emission, as already discussed in Sec. 7.1. It is likely that
the emission in the blend film is due to a CT state.
8.2. Atomic force microscopy
Atomic force microscopy images are used to investigate the surfaces of thin films
of compound 5 and 6 and the respective blend films. Figure 8.3(a) shows AFM
micrographs of neat films of compound 5 and 6. Both exhibit quite smooth surfaces.
In an inset an enlargement of a smaller surface area shows that a worm like structure
is visible for both samples. Though the features are small it is apparent that the
surface of the thin film of compound 6 reveals slightly larger grains than 5. The rms
surface roughness is slightly larger for compound 6 (0.8 nm) than for 5 (0.5 nm).
In general both blend films are very smooth with rms roughnesses around 1 nm.
The blend film of 5:C60 exhibit a bit larger rms roughnesses than the neat film,
whereas the rms roughness of the film of 6:C60 is marginally lower than the
rms roughness of the neat film. The enlargement of a smaller surface area in
Fig. 8.3(b) shows that the nanostructure of both samples is different: The blend
5:C60 exhibits oval-shaped structures, while the blend 6:C60 exhibits more diffuse
(cloud-like) features.
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(a) neat films
(b) blend films
Figure 8.3.: AFM micrographs of neat films (8.3(a)) and blend films (8.3(b)) of
DCV2-5T-Bu(2,2,4,4) (5) and DCV2-5T-Me(2,2,4,4) (6). The inset shows an en-






Table 8.2.: The rms roughness of pristine films of DCV2-5T-Me(2,2,4,4) 6 and
DCV2-5T-Bu(2,2,4,4) 5 as well as blend films 6:C60 and 5 :C60. The values
are extracted from the large area micrographs in Fig. 8.3.
8.3. Energy levels
The energy levels of compound 5 and 6 have been determined in solution (CV
measurements) as well as in the thin film by UPS measurements. Figure 8.4 shows
a schematic of the energy levels of the two compounds in comparison with the energy
levels of C60. The corresponding HOMO and LUMO as well as IP values are listed
in Tab. 8.3.
In solution, the HOMO and LUMO levels of the two compounds do not differ



























Figure 8.4.: Energy levels of 6 and 5. The CV HOMO and LUMO values are determined by
Roland Fitzner at the university of Ulm. The CV HOMO and LUMO values for C60
(black dashed lines) are taken from Ref. [146]. The UPS IP of the quinquethiophenes
(red lines) were measured by Max Tietze (IAPP). The UPS IP of C60 (red dashed
line) was determined by Selina Olthof (IAPP).
than the values for compound 5. However, the IP determined in the thin film
exhibits a significant shift when comparing 5 and 6.
ECVLUMO (eV) E
CV
HOMO (eV) IPUPS (eV)
DCV2-5T-Bu(2,2,4,4) −3.88 −5.65 5.46
DCV2-5T-Me(2,2,4,4) −3.71 −5.61 5.7
C60 −4.08 −6.3 6.4
Table 8.3.: CV HOMO and LUMO energies determined from the onset of the reduction and
oxidation maxima (measurements performed by Roland Fitzner). The IP values are
determined by Max Tietze (IAPP) and for C60 by Selina Olthof (IAPP). The CV
HOMO and LUMO values for C60 are taken from Ref. [146].
In thin film the compound with butyl side chains (5) has an IP of 5.46 eV. The
compound with the shorter methyl side chains (6) exhibits an IP of 5.7 eV. This
adds up to a total shift of 0.24 eV. Since these shifts are not present in the solution
measurements, they are assigned to the molecular arrangement and in consequence
the polarization in the thin film. Similar results are described for the IP of the series
of dicyanovinyl-terthiophenes discusssed in Sec. 6.4. However, for the terthiophene
compounds it is rather the number of alkyl side chains attached to the backbone,
that causes significant shifts in thin film IP . In contrast to the quinquethiophene
compounds, the IP of dicyanovinyl-terthiophenes with two methyl (compound 2)
and with two butyl side chains (compound 3) differ only by 0.03 eV.
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8.4. Mip solar cells
In total four mip solar cells are shown to demonstrate the effect that side chain
variation in compound 5 and 6 cause in actual devices. First, two flat heterojunction
cells are shown. Second, two bulk heterojunction cells are compared. Additionally,
a device with the active layer deposited on a heated substrates is presented.
8.4.1. Flat heterojunctions
The characteristics of flat heterojunction mip cells comprising a 6 nm donor layer
of 5 and 6 are shown in Fig. 8.5(a). The device with the compound with butyl side
chains 5 is denoted by A and has already been shown in the previous chapter. The
device with compound 6 as donor is denoted by D. The EQE spectra in Fig. 8.5(b)
are mainly used to determine the spectral mismatch. The solar cell parameters for
the two devices are listed in Tab. 8.4.
The characteristics for device A and D are quite similar. They both exhibit a
relatively large FF with 61 % (A) and 63 % (D) and a Jsc which is slightly larger
for the compound with methyl side chains 6. In backward direction the saturation
is a bit worse for device D (Sat = 1.2) than for device A (Sat = 1.0). Both cells
show a good performance with only little recombination losses (good FF and Sat).
The main difference is in Voc. Device A with the compound with butyl side chains
5 shows a Voc of 1 V, which is in accordance with flat junctions of other DCV2-5T
derivates [33, 37]. However, device D with the compound with methyl side chains 6
shows a reduced Voc with only 0.94 V. Despite the higher FF and Jsc for device D,
this adds up to a slightly worse efficiency of 2.3 % than device A (η = 2.4 %).
A (mm2) Voc (V) Jsc (mA/cm
2) FF (%) Sat I (mW cm−2) η (%)
A: flat 5 6.0 1.02 3.9 61 1.0 100 2.4
D: flat 6 5.8 0.94 4.1 63 1.2 106 2.3
Table 8.4.: Solar cell parameters corresponding to the characteristics shown in Fig. 8.5(a).
The intensity is mismatch corrected with respect to the reference diode.
8.4.2. Bulk heterojunctions
The characteristics of the bulk heterojunction cells containing 1:1 by volume blend
layers of 5:C60 (device B, as already shown in Sec. 7.4.1) and 6:C60 (device E)
are shown in Fig. 8.6(a). The corresponding EQE spectra (Fig. 8.6(b)) are used to
determine the spectral mismatch. The solar cell parameters determined for devices
B and E are listed in Tab. 8.5.
The bulk heterojunction devices of compound 5 and 6 differ strongly in Voc.
Device E shows a Voc of only 0.79 V. Device B shows a Voc of 0.97 V. For both
devices Voc is lower compared to the respective flat heterojunction devices.
Despite the much lower Voc, device E shows the better efficiency: 2.4 % compared
to 1.9 % (for device B). The better performance of the device with the compound
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Figure 8.5.: Solar cell characteristics and EQE spectra of a flat heterojunction comprising 6 nm
of DCV2-5T-Bu(2,2,4,4) (device A) and a flat heterojunction comprising 6 nm of
DCV2-5T-Me(2,2,4,4) (device D). The stack design is described in section 4.
A (mm2) Voc (V) Jsc (mA/cm
2) FF (%) Sat I (mW cm−2) η (%)
B: bulk 5:C60 5.9 0.97 5.1 38 1.3 100 1.9
E: bulk 6:C60 5.8 0.79 5.6 54 1.1 100 2.4
Table 8.5.: Solar cell parameters corresponding to the characteristics shown in Fig. 8.6(a).
The intensity is mismatch corrected with respect to the reference diode.
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Figure 8.6.: Solar cell characteristics and EQE spectra of a bulk heterojunction comprising 20 nm
(1:1) of DCV2-5T-Bu(2,2,4,4):C60 (device B) and bulk heterojunction comprising
20 nm (1:1) of DCV2-5T-Me(2,2,4,4):C60 (device E). The stack design is described
in section 4.
with methyl side chains (6) is due to an increased Jsc and a much better FF . Addi-
tionally, the saturation factor for device E (1.1) is smaller than for device B (1.3).
From the shape of the characteristic and the device parameters FF and Sat, it is
apparent that device E exhibits better charge extraction properties and less recom-
bination than device B. However, the difference in Voc is 0.18 V and much larger
than for the two flat heterojunction devices.
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Deposition on a heated substrate
In Fig. 8.7 the J-V characteristics and the corresponding EQE of a heated bulk
heterojunction solar cell with DCV2-5T-Me(2,2,4,4):C60 as active layer deposited on
a heated substrate (Tsub = 80
◦C) are shown. For comparison the characteristics and
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Figure 8.7.: Solar cell characteristics and EQE spectra of a bulk heterojunction comprising 20 nm
(1:1) of 6:C60 (device E, light green) and bulk heterojunction with the active layer
6:C60 deposited on a heated substrate (device F, dark green). For comparison the
J-V characteristics of a device with an active layer of 5:C60 deposited on a heated
substrate (device C, dark violet) is depicted in Fig. 8.7(a) The stack design is de-
scribed in section 4.
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EQE of the device with the active blend layer (6:C60) deposited at room temperature
are shown (device E). The heated device F shows improved characteristics compared
to the unheated device E. From the EQE spectra it is apparent that the improvement
(at Jsc) is due to additional charges being generated upon absorption in the donor
compound 6.
The solar cell parameters of device E (Tsub = 30
◦C) and device F (Tsub = 80
◦C)
are summarized in Tab. 8.6. Additionally, the parameters of a device comprising
5:C60 as active layer, which is as well deposited on a heated substrate are listed
(device C). Device C has already been discussed in Sec. 7.4.1.
Tsub (
◦C) A (mm2) Voc (V) Jsc (mA/cm
2) FF (%) I (mW cm−2) η (%)
E: 6:C60 30 5.8 0.79 5.6 54 100 2.4
C: 5:C60 80 6.0 1.02 6.2 49 103 3.0
F: 6:C60 80 5.7 0.93 7.0 65 102 4.1
Table 8.6.: Solar cell parameters corresponding to the characteristics shown in Fig. 8.7(a).
The saturation is 1.1 for all devices. The intensity is mismatch corrected with
respect to the reference diode.
By deposition of the active layer on a substrate heated to 80 ◦C both Jsc and
Voc increase compared to the room temperature sample (device E). Additionally,
the Voc of device F, 0.93 V, reaches the Voc of the flat heterojunction (device D
Voc = 0.94 V). The reduced Voc in comparison with other DCV2-5T derivates is
discussed in the next section. Furthermore, device F shows a larger FF of 65 %
compared to the room temperature device E and compared to the heated device C.
In total the efficiency of device F is 4.1 % and thus higher than the efficiency of
device C.
The comparison of compound 5 and 6 by their performance in bulk heterojunc-
tion solar cells yields that devices comprising 6 as donor material always show
a better performance. The better performance is manifested in an increased FF
and increased Jsc pointing to better transport properties of the active blend layer.
Device F proves that the material combination 6:C60 is not only superior to 5:C60
when deposited at room temperature but also when deposited on a heated sub-
strate. The high FF of device F indicates that it would also be possible to increase
the active layer thickness in order to absorb more photons. An optimization of
the substrate temperature could be used to tune Voc towards the flat junction Voc.
Recently, it was possible to reach an efficiency of 5.6 % in devices with an active
layer 6:C60 deposited on a heated substrate [187]. However, device optimization is
not the subject of this thesis.
8.4.3. Discussion of Voc
The solar cell devices presented in the previous section comprising the compound
with methyl side chains as donor (6) always showed a lower Voc compared to devices
comprising the compound with butyl side chains (5), which remains unchanged even
for devices deposited on a heated substrate. The reduction of Voc by 0.07 V in the
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flat devices and by 0.18 V in the unheated bulk heterojunction devices cannot be
explained by a change in the donor energy levels or losses due to recombination
and transport [188]: Devices that exhibit bad transport and extensive recombina-
tion usually show a drop in Voc. Device D does not show worse transport and
stronger recombination parameters than device A (see FF and Sat). In the bulk
heterojunction devices this becomes even more obvious since the device with the
much better FF and Sat (device E) is the device with compound 6 as donor.
Furthermore, the CV energy levels are similar for 5 and 6. The IP determined for
thin films varies, but with a different tendency: The IP for 6 is lower than for 5
which should give an increased open circuit voltage, since Voc can be correlated to
∆ED,A = |EDHOMO−EALUMO| (compare Eq. 3.13). However, the IP is determined for
pristine layers, and its value is mainly caused by intermolecular interactions (See
also Chap. 6). In blend layers the intermolecular interaction changes and thus also
the IP might slightly change and presumably approach the CV HOMO level.
In literature similar effects have been observed. Kuhlmann et al. reported on
an unexpected gain in Voc in bulk heterojunction devices with fluorene-containing
PCBM as acceptor and PF10TBT as donor [189]. The variation performed on the
acceptor molecule left the energy levels almost unchanged compared to common
PCBM. However, the devices with fluorene-containing PCBM gave an Voc of 0.13 V
larger than the reference device that contained common PCBM. [189].
The origin of Voc is an intensely discussed issue [188, 190, 191]. A functionalization
of the electrodes or change of electrode materials were found to have only minor
influence on Voc [192], while a variation of the donor material and by that a variation
of the energy difference ∆ED,A had significant impact on Voc [192, 193]. The studies
by Potscavage et al. [192] and Perez et al. [193] both applied an equivalent circuit
model and identified a dependence of Voc on the dark saturation current density Js.
The dark saturation current density Js is caused by the thermal excitation of carriers
at the D-A interface. In consequence, intermolecular interactions of donor and
acceptor were identified as an important parameter affecting Voc. Low intermolecular
interactions result in a low dark saturation current, which is beneficial for Voc, but
detrimental for transport properties as manifested in Jsc and FF [193]. However,
all donor materials investigated by the two studies [192, 193] clearly followed the
trend that a smaller ∆ED,A also caused a decrease in Voc, which is not the case for
the derivates of DCV2-5T with methyl and butyl side chains characterized within
this chapter.
Vandewal et al. proposed that Voc depends on the properties of an interfacial
CT state between donor and acceptor [191]. The position of the CT state depends
on the HOMO level position of the donor and on the LUMO level position of the
acceptor, which was identified as the reason that a correlation of Voc with ∆ED,A
is a commonly observed behavior [191]. Further, other parameters affecting the
properties of the CT-complex such as the electronic coupling of donor and acceptor
in ground and excited state is said to have an influence on Voc . The energetic losses
between the energy of the CT state ECT and qVoc could be reduced by reducing the
coupling between donor and acceptor [191].
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Additionally, interface dipoles that induce a vacuum level shift might alter the
energy level configuration at the D-A interface [194].
The electronic coupling of D and A molecules in ground and excited state, as well
as interface dipoles are very sensitive to the relative distances and orientations of D
and A [194]. Here, the energetic properties of the donor molecule are not altered, as
can be seen from the electrochemically determined HOMO and LUMO levels. It is
rather the thin film morphology and the relative orientation of D and A molecule that
influences their electronic coupling. Following the above argumentation, transport
properties that are indicated by the FF and Jsc in the solar cell devices comprising
compound 6, hint to a stronger intermolecular interaction of the donor compound in
blend films of 6 compared to 5. Additionally, the D-A coupling would be increased
leading to a reduction in Voc. For the series of dicyanovinyl-terthiophenes discussed
in Sec. 6.6.3, the compound with methyl side chains also provided an optimum re-
garding the energy transfer efficiency to the acceptor molecule C60, which also might
be an indicator for better electronic coupling between donor and acceptor molecule
mediated especially by methyl side chains.
8.5. Photoinduced absorption
Neat layers of 6 and blend layers 6:C60 have been characterized by PIA spectroscopy.
The low temperature (10 K) PIA spectra are shown in Fig. 8.8(a). The neat layer
spectrum (dashed green line) exhibits a broad transition with a maximum at 1.2 eV
and a shoulder at 1.06 eV. This transition is attributed to the DCV2-5T triplet
exciton with a presumable vibronic mode at 1.06 eV. In the blend layer (solid green
line), the triplet transition with its shoulder is present with a slightly enhanced
amplitude. Additionally, transitions of the DCV2-5T cation are visible at 0.8 eV
and in the broad wing at ≈ 1.5 eV. Fig. 8.8(b) shows the comparison of the blend
layer PIA spectra at 10 K of 6:C60 (green line) and 5:C60 (blue dash dotted line).
The spectra are normalized to the triplet transition at 1.2 eV. The shoulders of the
triplet peak are pronounced differently for the two materials. The lower energy
shoulder (1.06 eV) is more pronounced in 6:C60, while the high energy shoulder is
almost hidden in the broad wing of the transition. The signals of the cation are
stronger in 6:C60 than in 5:C60 compared to the triplet transition.
To determine the excited state lifetimes and generation rates, a detailed analysis
of the recombination dynamics for the peaks in neat and blend layer in Fig. 8.8(a) is
performed. Figure 8.9 shows the recombination dynamics for the triplet exciton in
neat and blend (1.2 eV) and the two cation transitions in the blend (0.8 and 1.5 eV)
for two different excitation intensities.
The triplet excitons in both neat and blend layers are fitted by the superposition
of two monomolecularly decaying species. The cation transitions are fitted by a
single dispersive species (Cole-Cole model Eq. 4.23). The fit parameters obtained
for the triplet exciton in neat and blend layer (left side of Fig. 8.9) are summarized in
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Figure 8.8.: PIA spectra of neat (green dashed line) and blend layer (green solid line) of 6 (8.8(a))
at 10 K. Comparison of blend layer PIA spectra at 10 K of 6:C60 (green solid line)
and 5:C60 (blue dash dotted line) (8.8(b)). The blend layer spectra in 8.8(b) are
normalized to the triplet transition at 1.5 eV.
The lifetime of the short living species in the neat layer is 30 µs for both intensities.
It does not depend on the excitation intensity as it is typical for monomolecular
species. In the blend the lifetime of the short living species decreases from 60 µs
down to 40 µs, thus a second order recombination becomes more important for higher
I. The generation rates of the short living species in neat and blend layer are similar
for low intensities and comparable for the higher intensity.
The long living species has a lifetime around 200 µs in the neat and around 300 µs
in the blend layer at low excitation intensities. The lifetime drops by ≈ 100 µs for
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Figure 8.9.: Recombination dynamics of the triplet transition (1.2 eV) in neat (a) and blend (b)
for two different excitation intensities as indicated by the legends. The fit curves for
the triplet dynamics are obtained from a model with two monomolecular decaying
species (orange lines). Recombination dynamics of the cation transition in the blend
at 1.5 eV (c) and 0.8 eV (d) for two different excitation intensities as indicated by the
legends. The fit curves for the cation dynamics are gained from a dispersive model
(violet lines).
I (mW/cm2) τshort (µs) g′short (s−1) τlong (µs) g′long (s−1)
neat 1.2 eV
7 31 0.3 197 0.03
180 30 8.3 114 0.73
blend 1.2 eV
7 58 0.3 290 0.09
180 43 9.0 182 1.29
Table 8.7.: Fit parameter obtained for the triplet transition (1, 2 eV) in neat and blend films of
DCV2-5T-Me(2,2,4,4) (6) by using a model with two monomolecular decaying species.
The respective fit curves are depicted in Fig. 8.9 (a and b).
the higher intensity (180 mW/cm2) in the neat as well as in the blend layer. The
generation rate is for both excitation intensities by almost one order of magnitude
lower than the generation rate of the short living species. In Tab. 8.8 the fit para-
meters of the two cation transitions at 0.8 eV and 1.5 eV are compared exemplarily
for two different excitation intensities.
For low intensities, both transitions reveal relatively large lifetimes of 800 and
400 µs. The lifetimes strongly depend on the excitation intensity and drop down
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I (mW/cm2) τ (µs) g′ (s−1) a
blend 1.5 eV
7 803 0.04 0.7
180 152 1.5 0.7
blend 0.8 eV
17 444 0.16 0.7
180 114 2.5 0.7
Table 8.8.: Fit parameter obtained for the cation transition (1.5 and 0.8 eV) in blend films of
DCV2-5T-Me(2,2,4,4):C60 by using the Cole-Cole model. The respective fit curves
are depicted in Fig. 8.9 (c and d).
to ≈ 100 µs for the higher intensity. The strong dependence on the excitation in-
tensity is typical for bimolecular decay. The generation rate for both transitions is
lower than the generation rate of the triplet exciton and increases with intensity up
to 1.5− 2.5 s−1 for the higher intensity. The degree of dispersivity a is the same for
both transitions (a = 0.7) and does not change with intensity.
The lifetimes and generation rates and the behavior with intensity are similar to
that obtained for the 10 K PIA spectra and dynamics of neat and blend layers of 5.
I (mW/cm2) τ (µs) g′ (s−1) a
6 blend 1.5 eV 180 152 1.5 0.7
6 blend 0.8 eV 180 114 2.5 0.7
5 blend 1.5 eV 180 213 1.5 0.7
5 blend 0.8 eV 180 172 2.0 0.7
Table 8.9.: Comparison of the fit parameter obtained for the two cation transitions (1.5 and
0.8 eV) in blend films of 6:C60 and 5:C60. The excitation intensity is 180 mW cm
−2.
The corresponding data curves are depicted in Fig. 8.9 (6:C60) and in Fig. 7.8
(5:C60).The excitation intensity is 180 mW cm
−2.
Table 8.9 gives an overview for the fit parameter obtained for the two cation
transitions at 1.5 and 0.8 eV in blend layers of 5:C60 and 6:C60. The degree of
dispersivity is constant (0.7) for both materials and both transitions. The cation
lifetimes are slightly higher in 5:C60 than in 6:C60; and the transition at 1.5 eV shows
a higher lifetime than the transition at 0.8 eV for both materials. The generation
rates are comparable and between 1.5 and 2.5 s−1.
8.5.1. Comparison at room temperature
By increasing the measurement temperature towards room temperature, the excited
state lifetime of all states drop and the PIA signal decreases. The blend layer spec-
trum of compound 6 with C60 is shown in Fig. 8.10(a) for different temperatures.
Similar to the blend of the compound with butyl side chains 5:C60 the triplet tran-
sition seems to drop faster than the transitions of the DCV2-5T cation (compare
Fig. 7.11 b). At room temperature only the cation transitions are observable.
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Figure 8.10.: PIA spectra of blend layer DCV2-5T-Me(2,2,4,4):C60 (green solid lines) for different
measurement temperatures (8.10(a)). Comparison of blend layer PIA spectra at
295 K of DCV2-5T-Me(2,2,4,4):C60 (green solid line) and DCV2-5T-Bu(2,2,4,4):C60
(blue dash dotted line) (8.10(b)). The blend layer spectra in 8.10(b) are normalized
to the triplet transition at 1.5 eV.
In Figure 8.10(b) the blend layer spectrum of 6:C60 at room temperature (295 K)
is shown in comparison with the spectrum of 5:C60 at 295 K. Both spectra are
normalized to their triplet transition at 1.2 eV. It is apparent that for the blend of
compound 6 the cation signal is stronger compared to the triplet transition than in
the blend of compound 5.
An analysis of the two cation transitions by their recombination dynamics reveals
the relative influence of cation lifetime and generation on the signal amplitude.
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The recombination dynamics at 295 K are fitted with a dispersive model (Cole-
Cole model) as it is done at 10 K. The extracted fit parameters, cation lifetime and
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Figure 8.11.: Cation lifetime and generation rate for the two transitions at 1.5 and 0.8 eV in
blend layers of 6:C60 (green symbols and lines) and 5:C60 (blue symbols and lines).
Lifetimes and generation rates are determined by fitting the recombination dynam-
ics with a dispersive model (Cole-Cole model) for different excitation intensities.
The measurement temperature is 295 K.
The cation lifetimes determined for the blend comprising the compound with
methyl side chains (6) range from 37 µs for lower intensities down to 12 µs. The
cation lifetimes for 6:C60 are by a factor of 2 higher than the lifetimes for the blend
5:C60 for the measured intensity range.
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The cation generation rate in the blend 6:C60 ranges from 0.3 to 6 s
−1. The cation
generation rate for the blend comprising the compound with butyl side chains 5 is
by a factor of ≈ 1.5 higher than the generation rate in 6:C60.
Table 8.10 exemplarily shows the fit parameters for the two cation transitions in
blends with the compound with methyl side chains (6) and with butyl side chains
(5) for an intensity of 100 mW cm−2.
cation (1.5 eV) cation (0.8 eV)
I (mW cm−2 ) g′ (s−1) τ (µs) g′ (s−1) τ (µs)
5:C60 100 3.4 12 3.5 9
6:C60 100 1.9 21 2.0 18
Table 8.10.: Fit parameter at 295 K for cations in DCV2-5T-Bu(2,2,4,4):C60 layers and DCV2-
5T-Me(2,2,4,4):C60 layers. The excitation intensity is 100 mW cm
−2.
The effect of an increased lifetime and a decreased generation rate have been
similarly observed in the previous chapter where blend layers of 5:C60 deposited on a
heated substrate have been compared with layers deposited on a room temperature
substrate. Blend layers of 5:C60 deposited on a room temperature substrate are
taken as a reference and are compared on one hand to layers deposited on a heated
substrate (Sec.7.4) and on the other hand to layers comprising an alternative donor
compound with a changed side chains length (6). In both cases the increased cation
lifetime and decreased generation rate are accompanied by a better performance of
simple mip solar cells. The improvement with respect to the reference cell is mainly
caused by a better FF and Sat as well as a better Jsc. All these point to better
carrier transport through the active layer (via closed percolation paths) and less
recombination.
In the previous chapter the increased lifetime was assigned to a better spatial sepa-
ration of charges caused by an increased phase separation of donor and acceptor com-
pound in the heated layer compared to the room temperature layer. The tendency
of cation lifetime and generation in the blend with the compound with methyl side
chains points in the same direction. The side chains influence the molecular stacking
and aggregation in the donor phase which is already at room temperature substrates
beneficial compared to the compound with butyl side chains. This is in accordance
with literature: Guo et al. showed that charge generation is similar for blends
of regio random rra-P3HT and PCBM (intimate mixing of D and A phase) and
for blends of regio regular rr-P3HT and PCBM (phase separated) [170]. It rather
were the processes of charge dissociation and charge collection that were strongly
influenced by the layer morphology. The phase separation in rr-P3HT:PCBM helped
to separate and collect charges created at the D-A interface. This material thus gave
the far better device performance.
Another hint for a better molecular arrangement by the side chain variation are
results obtained on organic field effect transistors (OFET) of pristine layers of 5 and
6. The OFET mobilities for holes are determined by Moritz Hein (IAPP) and Jens
Jankowski (IAPP). The hole mobility of the compound with butyl side chains (5) is
1.4 · 10−5 cm2 V−1 s−1. The hole mobility of the compound with methyl side chains
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(6) is almost one order of magnitude larger: 1.1 · 10−4 cm2 V−1 s−1. In a blend layer
the mobilities obtained in the neat layer are usually lowered since the presence of
the acceptor molecule disturbs the ordering of the donor phase. The mobilities in
the blend depend on the morphology of the layer. However, a better mobility in the
donor phase would assist the separation of the initial geminate pair [109] and thus
cause a better spatial separation of holes and electrons. This is observed for the
cation lifetimes determined by PIA in blends of DCV2-5T-Me(2,2,4,4):C60.
8.6. Conclusion
Dicyanovinyl-quinquethiophenes with four butyl or four methyl side chains attached
to the second and fourth thiophene ring are characterized. The exchange of butyl
side chains by methyl side chains present a variation of the molecular structure
that is rather small. In fact, the energy levels determined by CV are almost not
altered. In the thin film the variation of the side chains has an impact. Neat layer
absorption spectra exhibit a spectral shape that indicates better ordering for the
compound with methyl side chains. However, in AFM micrographs changes are
hardly visible.
Flat heterojunction devices of the two compounds exhibit similar performance. In
simple bulk heterojunctions (mip structure) the compound with methyl side chains
shows a better performance characterized by a higher FF , higher Jsc, and better
Sat. The parameters all point to a better charge transport out of the active layer.
The lower Voc for all devices comprising the compound with methyl side chains can
not be explained by the energy levels. IP values determined for the thin film show
an opposite tendency: an IP of 5.7 eV for the compound with methyl side chains and
5.5 eV for the compound with butyl side chains. A lowered Voc might be attributed
to an extensive intermolecular coupling of D and A [191]. Additionally, the OFET
mobilities determined for neat layers are by one order of magnitude higher for the
compound with methyl side chains than for the compound with butyl side chains.
Thus, a better intermolecular coupling between donor molecules is present, which
supports charge transport.
From PIA measurements at room temperature, the cation lifetimes are found to
be higher in the blend with the compound with methyl side chains compared to the
blend of the compound with butyl side chains. The effective generation rates behave
vice versa. A similar effect was found in the previous chapter for the comparison of
an active blend layer of the compound with butyl side chains with C60 deposited on
a heated substrate and deposited on a room temperature substrate. The deposition
of on a heated substrate results, similarly to the attachment of methyl side chains,
in an increased cation lifetime and a decreased generation rate.
In case of the heated layer, the increased lifetime is attributed to a better spatial
separation of charge carriers induced by an increased phase separation. For the
blend with the compound with methyl side chains and C60 the increased cation
lifetime thus indicates a better spatial separation of charges. There are hints that
this is not solely due to a better phase separation but to a better intermolecular
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interaction within the donor phase (higher OFET mobility) mediated by the side
chains. In turn this could also lead to the formation of larger domains of the donor
molecule. However, within the resolution of AFM micrographs there is no evidence
for the formation of larger domains.
Finally, a solar cell with the active layer of the promising compound with
methyl side chains and C60 deposited on a heated substrate reaches an efficiency
of η = 4.1 %. The device parameters suggest room for improvements: for example
by optimizing the substrate temperature, the blend ratio, and the active layer thick-
ness. Due to the high FF of the device (65 %), there is also the possibility to increase
the layer thickness in order to harvest more photons.
To summarize, the exchange of the butyl side chains by methyl side chains im-
proved the intermolecular coupling of donor molecules (better transport), but me-
diated also a better coupling to the acceptor molecule (lower Voc). In solar cell
devices the better transport counterbalances the loss in Voc, leading to a better
device performance of bulk heterojunction solar cells.
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The main subject of this thesis is the electrical and optical characterization of
dicyanovinyl-oligothiophene donor materials for organic solar cells. On the one
hand, the effect of structural variations of a model compound with three thiophene
rings are investigated. On the other hand, morphological changes of the active layer
of quinquethiophenes blended with C60 are induced extrinsically, by substrate heating,
and intrinsically, by variations of the donor side chains. In this chapter the obtained
results are reviewed and tasks for future research are suggested.
9.1. Conclusion
It is shown that already relatively small changes of the molecular structure of
dicyanovinyl-terthiophenes, namely the variation of the alkyl side chain lengths and
substitution patterns, have a strong impact on many relevant thin film properties.
In total, four DCV2-3T compounds with different side chains have been investigated:
a compound without side chains, a compound with two methyl side chains attached
to the center thiophene ring, a compound with two buyl side chains attached to
the center thiophene ring, and a compound with four butyl side chains attached to
the terminating thiophene rings. The energy levels determined in thin film exhibit
strong changes for the different compounds. By introducing two methyl or butyl side
chains the IP in the thin film, shifts of 0.3 eV upwards compared to the IP of the
compound without side chains are observed. The chain length has a minor influence,
but it is rather the number of side chains that counts: by introducing four butyl side
chains to the molecule the IP shifts another 0.3 eV upwards. This behavior is not
observed in solution (CV). The vibronic progression in the absorption spectra of the
pristine films of the four compounds is also subject to large variations. Furthermore,
AFM micrographs show a strong dependence of the surface roughness on the side
chains: the surface roughness increases for shorter side chains. All these effects ob-
served in the pristine thin films of the four terthiophene materials are attributed to
a changed molecular stacking mediated by the side chains. However, in blend films
(1:1 by volume with C60) the stacking of terthiophene molecules present in the pris-
tine film is hindered by the presence of the acceptor molecule. Nevertheless, the side
chains will influence the electronic coupling between D and A on the molecular scale.
Blend layers of all four compounds (blended with C60) exhibit a strong quenching of
the terthiophene luminescence accompanied by a sensitized emission of the acceptor
compound.
PIA spectra of pristine and blend layers of the four compounds mainly exhibit a
dominant transition of the donor triplet exciton (at 10 K). The population of the
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donor triplet exciton is enhanced in the blend layer. Both, the enhanced triplet
population and the sensitized emission of C60 point to an excitonic energy transfer
via the singlet and triplet manifold of the acceptor (ping pong effect) in agreement
with former results [32, 34].
With PIA spectroscopy the decay dynamics of the triplet transition in neat and
blend layer of all four compounds are analyzed. Different recombination models are
tested. A careful analysis of the properties of the triplet exciton recombination be-
havior revealed that it can be described by the superposition of two monomolecularly
decaying species with long (100−300 µs) and shorter(≈ 20 µs) lifetimes. An explana-
tion for the two component decay is the spectral superposition of different species,
which could either be caused by triplet excitons present in different morphologi-
cal phases (crystalline and amorphous) [169] or other species, like for example the
donor anion that exhibits excited state transitions at the same spectral position.
The effective generation rates in neat and blend layer of the short living species are
utilized to determine a transfer efficiency for the ping pong effect for all four com-
pounds. The introduction of side chains on the donor molecule backbone in general
causes a decrease of the transfer efficiency. An exception is the compound with two
methyl side chains, which shows the most efficient energy transfer.
However, due to this energy transfer as the dominating process at the D-A
interface, this material combination is not suitable for solar cell devices. The
population of the donor triplet level provides a major loss part. For dicyanovinyl-
oligothiophenes (DCV2-nT) with longer thiophene chain length (n ≥ 4) the energy
levels shift with respect to C60 such that charge transfer instead of energy transfer
becomes favorable at the donor acceptor interface.
The compound with five thiophene rings and four butyl side chains previously
showed good device performance and reached an efficiency of 3.4 % [33]. A detailed
analysis by means of PIA spectroscopy (at 10 K) reveals that there is no enhanced
population of the donor triplet exciton in the blend layer DCV2-5T-Bu(2,2,4,4):C60
anymore. Furthermore, strong signals of cation transitions of the donor molecule
appear in the spectrum. The triplet recombination dynamics can be reproduced
in good accordance by the model with two monomolecularly decaying species as
it is the case for the triplet exciton in the terthiophene compounds. The cation
signatures are fitted by a dispersive recombination model.
With extensive modifications of the experimental setup and the replacement by
more sensitive devices (diodes, preamplifiers, monochromator) established in co-
operation with Christian Körner (IAPP), it was possible to significantly enhance
the signal to noise ratio. As a result measurements at room temperature are now
possible with good signal quality. To increase the measurement temperature up
to room temperature is necessary to gain insight on recombination dynamics and
excited states at temperatures close to actual device operating temperatures.
At room temperature the spectra of DCV2-5T-Bu(2,2,4,4):C60 blends only exhibit
transitions of charged states , i. e. donor cations. Due to its drastically decreased
lifetime (< 1 µs at room temperature), the triplet exciton is no longer detectable
in room temperature spectra. Furthermore it is found that the effective cation
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generation rate increases at the expense of the effective triplet generation rate with
increasing measurement temperature.
The active layer morphology of organic solar cells is a key issue for improving
the device performance. It is well established that deposition of the active layer
on a heated substrate improves the device performance by the generation of closed
percolation paths in donor and acceptor phase. The phase separation furthermore
reduces recombination losses by spatially separating electrons and holes. In some
material combinations also conformational changes of the molecule geometry upon
heating were observed, leading to shifts in IP respectively [181]. Solar cells where
the active layer of DCV2-5T-Bu(2,2,4,4):C60 is deposited on a heated substrate show
a superior performance compared to devices deposited entirely on room temperature
substrates. PIA spectroscopy of heated and room temperature blend layers revealed
differences between the lifetimes of the charged states. Upon deposition on a heated
substrate, the cation lifetime is found to be strongly increased (80−100 µs) compared
to the non-heated layer (10− 20 µs). Impedance spectroscopy measurements on the
solar cell devices similarly exhibit an increase in the free carrier lifetime for the active
layer being deposited on a heated substrate in comparison to the non-heated device.
The time constants determined for free and trapped charge carriers by impedance
spectroscopy are around 3 µs and ≈ 1 s, respectively. Thus the cation signatures in
the PIA spectra (10− 100 µs) are assigned to shallow trap states that can contribute
to the photo current.
The increase in charge carrier lifetime in the heated layer that is observed both
optically and electrically is attributed to a better spatial separation of charges due
to larger D and A phases.
By exchanging the butyl side chains in DCV2-5T-Bu(2,2,4,4) by methyl side
chains (DCV2-5T-Me(2,2,4,4)) a modification of the active layer morphology can
be achieved. The effect of side chain variation is similar to the effects observed for
the series of dicyanovinyl-terthiophenes. In the absorption spectra of neat films the
compound with methyl side chains exhibits a more pronounced vibronic progression
which however again is lost in the blend layer spectrum. In the thin film IP a
strong shift occurs. The compound with methyl side chains has an ≈ 0.2 eV lower
IP (5.7 eV) than the compound with butyl side chains (5.5 eV), however, in solution
the CV energy levels do not differ for the two compounds.
Flat heterojunction solar cell devices with the two different materials exhibit a
comparable good performance. The device with DCV2-5T-Me(2,2,4,4) exhibits a
lower Voc (0.95 V) than the device with butyl side chains (1 V). In bulk hetero-
junctions cells the compound with methyl side chains shows a better performance
(2.4 %) than the compound with butyl side chains (1.9 %) mainly caused by a larger
FF (54 %), a better Sat (1.1), and higher Jsc (5.6 mA cm
−2). Finally, a device with
DCV2-5T-Me(2,2,4,4) as donor and the active bulk layer deposited on a heated sub-
strate reaches an efficiency of about 4 %, still leaving room for device optimization
in terms of active layer thickness, substrate temperature, and stack design. For
comparison, the heated device with the compound with butyl side chains as donor
reaches about 3 % efficiency for the same device stack.
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An analysis of the charged excited states in the blend layer shows that for blends
DCV2-5T-Me(2,2,4,4):C60 the cation lifetime is considerably increased compared to
the blend DCV2-5T-Bu(2,2,4,4):C60. This feature is similar to the one obtained
for PIA spectroscopy on blend layers of DCV2-5T-Bu(2,2,4,4):C60 deposited on a
heated substrate. Charge carriers in blends of DCV2-5T-Me(2,2,4,4):C60 thus seem
to exhibit a better spatial separation than in DCV2-5T-Bu(2,2,4,4):C60.
There are several hints that replacing the butyl by methyl side chains improves
the molecular stacking and by that the intermolecular coupling. The hole mobility
in OFET devices improves by one order of magnitude from ≈ 10−5 cm2V−1s−1 to
≈ 10−4 cm2V−1s−1. Furthermore, the reduced Voc of all solar cell devices containing
the compound with methyl side chains as donor, which is not suggested by the
energy levels could be due to a better coupling of D and A molecule. However,
further measurements to investigate the Voc behavior as well as measurements that
investigate the blend layer morphology are needed.
Altogether it is proven in this thesis that small changes of the molecule structure,
i. e. side chains variations, can improve the intermolecular coupling between donor
and acceptor and can influence the active layer morphology towards better device
performance.
9.2. Outlook
In this work the excited state properties of neat films of dicyanovinyl-oligothiophenes
and of blend films of dicyanovinyl-oligothiophenes and C60 are characterized with
photoinduced absorption spectroscopy. This technique has been proven to be a
powerful tool for the determination of excited state lifetimes, once a suitable re-
combination model is found. Nevertheless, it can access only long living species
(µs regime). The actual process of exciton separation occurs on a fs to ps time
scale [25, 195, 196].
The PIA setup used here is optimized for modulation frequencies up to 2 MHz,
the lower threshold of lifetimes that can be detected is around 1 µs. Expanding the
photomodulation measurement range towards shorter time scales, would reach the
regime of high frequency (HF) electronics. For the HF regime the propagation of the
electromagnetic waves on conductors becomes important and measurements require
special equipment. It thus would be more convenient to measure short processes di-
rectly in the time domain instead in the frequency domain. A complementary setup
using transient absorption techniques (TAS) combined with the already existing PIA
setup would offer the opportunity to reveal processes down to the ns regime. A re-
cently established collaboration with the group of Prof. N. Greenham (University of
Cambridge) gives the opportunity to investigate the processes at the DCV2-nT:C60
interface with fs pump probe spectroscopy.
Moreover, the PIA spectra are basically a superposition of different states. Weak
transitions usually provide a background to the much stronger transitions like the
triplet and cation transitions of the DCV2-nT. There is the need for a theoretical
backup of the spectroscopic results. More advanced DFT calculations that also take
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transitions from interchain excitons or CT excitons into account are necessary. Here,
first steps are planned within the PhD thesis of Jens Ludwig (IAPP).
The material class of DCV2-nT offers the possibility for systematic variations
and especially the compounds with 5 and 6 thiophene rings have proven to be very
promising. In case of DCV2-5T it is shown that just by exchanging the alkyl side
chains on the molecule, the device performance significantly increases, and recently
it was possible to prepare devices based on this compound reaching efficiencies of 6
to 7 % which is among the highest efficiency values obtained for single junction solar
cells so far [187].
In the near future, the remarkable properties of methyl substituted quinque-
thiophenes are worth of taking a closer look. Especially the lower Voc compared
to other DCV2-5T derivates does not correlate to its HOMO LUMO levels. It is
necessary to clarify if the lower Voc is induced by increased recombination which
is compensated by the high mobility (high FF ), or if it is a manifestation of in-
creased ground state coupling of D and A. The method of Vandewal et al. [191]
could be used to determine the CT energies and by that give an indication if Voc is
mainly influenced by the energetics of the CT state, which is an intensely discussed
topic in the OPV community. Further indication on changed electronic coupling
with different alkyl side chains could come from quantum chemical calculations as
suggested for example by Brédas et al. [25]
So far the variations performed on the molecular structure of DCV2-nT have been
limited to backbone variations and side chain variations in order to influence the
energetic and morphological properties. Another aim could be to tune the thermal
properties of the molecules. With the long term objective of mass production of OPV
a sufficient yield during evaporation is required. It is apparent in Tab. 5.3, changes
of the alkyl chains influence the melting point significantly. Additionally, it has been
shown in this thesis that some parts of the DCV2-nT molecule, namely the DCV end
group are likely to break during thermal evaporation. Roland Fitzner (University
of Ulm) suggested modifications like bridging the end group to the thiophene ring
which would stabilize the molecule and also might prevent the breaking of the end
group during evaporation.
Apart from improving the thermal stability and stacking properties by variations
of the molecule structure, it would also be possible to vary the acceptor group and
by that tune the energetic properties from the LUMO side. In summary, there is






All glass substrates are cleaned with aqueous detergent, acetone, ethanol, and iso-
propanol in an ultrasonic bath. Subsequently, the substrates are blown dry with
nitrogen.
The pre-structured ITO covered glass substrates (TDF Inc., USA) for preparation
of solar cells are cleaned with aqueous detergent, acetone, ethanol, and isopropanol
in an ultrasonic bath and are blown dry with nitrogen. Afterwards the solar cell
substrates are exposed to an oxygen plasma in a plasma cleaner. Prior to sample
preparation the pixel area on the substrate is covered with a polymer film (opticlean,
First Contact) to further remove dirt from the surface when peeling off the dried
film in the glovebox under nitrogen atmosphere.
Mass number
Table A.1 shows characteristics ions that can be found in the in situ mass spectra
taken during evaporation. It is possible that mass number 26, 38, and 41 belong
to fragments of the dicyanovinyl end group. Signals at 19 and 20 are seldomly
observed, they might be due to the teflon sample holder.
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Table A.1.: Characteristic ions in mass spectrometry for mass numbers from 1 to 26 amu. The
values are taken from Ref. [197].
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Table A.2.: Characteristic ions in mass spectrometry for mass numbers from 27 to 52 amu, con-
tinued from Tab. A.1. The values are taken from Ref. [197].
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z number of molecules in crystal unit cell
ri electron coordinates
Rj core configuration coordinates
E, E? energy/ excited state energy
Egs, Ee ground state energy/ excited state energy of combined monomers
W ′ Coulomb interaction in the excited state
W 0 Coulomb interaction in the ground state
k wavenumber
e elementary charge
s spin quantum number
v vibronic quantum number
∆R replacement of configuration coordinate
fl,u, f oscillator strength
T , R transmittance/ reflectance
h Planck constant




S total spin quantum number
Z effective charge of nuclei
E, |E| electric field strength and its magnitude
vd, |vd| drift velocity and its magnitude
Eact activation energy
kD→A Förster transfer rate
R0 Förster radius
FD donor fluorescence
ktriplet triplet transfer rate
J spectral overlap of acceptor absorption and donor phosphorescence
L factor that describes molecular orbital overlap of D and A states
l diffusion length
D diffusion coefficient
Ee, Eh transport level for electrons (e)/ holes (h)
Pe, Ph polarization energy for electrons (e)/ holes (h)
IP ionization potential (index s: solid, index g: gasphase)
EA electron affinity (index s: solid, index g: gasphase)
Eg bandgap energy
Eoptg optical bandgap energy




Jn,m electronic overlap energy
ECT energy of CT exciton
C(r) Coulomb attraction
Peh Polarization of the lattice by an electron hole pair
Et threshold energy for trap states
Etrap energy of trap state
Eeguest energy of electron trapped on guest molecule
G(E) Gaussian distribution of transport states
w width of the gaussian distribution
l/l0 air mass
Ev, Ec valence band energy/ conduction band energy
nh, ne density of holes/ density of electrons
Nv, Nc effective density of states in valence band/ conduction band
djE/dλ energy flux density per wavelength intervall
fF Fermi function
fF,v, fF,c quasi Fermi function for valence band/ conduction band
Ji, J current density
nD, nA density of donor molecules/ acceptor molecules
V voltage
Js saturation current density
Jph photocurrent density
ndiode diode ideality factor
Jsc short circuit current density
Voc open circuit voltage
FF fill factor
Sat saturation factor
JMPP, VMPP maximum power point current density/ voltage





f(r, θ) Onsager dissociation probability
B Bessel function
kic internal conversion rate
kcs charge separation rate
kT recombination rate to the triplet level
kf recombination rate to the ground state
kd(|E|) field dependent dissociation rate
kr recombination rate
P (|E|) dissociation probability of the CT state
ES energy of the singlet exciton




Isample absorption profile of probe light in sample
x spatial coordinate
Ion, Ioff intensity profile in on/ off state of the pump laser
T, ∆T transmission/ change of transmission
n(t), n density of photoexcited species
G(t) time dependent generation rate of photoexcited species
R(t) time dependent recombination rate of photoexcited species
g generation rate
Ip intensity given as photon flux
g′ effective generation rate
IPh in phase component
OPh out of phase component
ns steady state amplitude of the density of photoexcited species
R(ω) complex amplitude of response function
a degree of dispersivity
S(λ) spectral response
c velocity of light
Sdiode, Scell spectral response of reference diode/solar cell
Esun, Esim spectral irradiance of the sun/sun simulator
Idiodesc , I
cell
sc short circuit current of reference diode/solar cell
M spectral mismatch factor
EB binding energy
Ekin kinetic energy
EHBEC high binding energy cut off energy
EHOMO,cut HOMO energy cut off
ErefHOMO HOMO energy of reference
Uoxonset, U
red




ELUMO, EHOMO LUMO/ HOMO energy
EALUMO, E
A
HOMO LUMO/ HOMO energy of acceptor
EDLUMO, E
D
HOMO LUMO/ HOMO energy of donor
ECVLUMO, E
CV
HOMO LUMO/ HOMO energies determined by CV measurements
IPUPS ionization potential determined by UPS
kISC intersystem crossing rate
kISC′ intersystem crossing rate for triplet
kem′ sensitized emission rate
ksinglet singlet-singlet transfer rate
krCT recombination rate of CT to ground state
krT recombination rate of triplet to ground state
ksep charge separation rate
kdiss dissociation rate









gap,film optical energy gap in solution, thin film
E0−0abs , E
0−0
em energy of 0− 0 absorption/ emission peak
g′neat, g′blend effective generation rate in neat/ blend layer
g′short, g′long effective generation rate of short living/ long living species
q charge
A area
Table A.6.: List of symbols used in the text continued from Tab. A.5 .
Symbol Description
εr dielectric constant
χ(Rj) wave function of the core motion
ψ total molecule wave function
ψe electronic wave function
ψσ, ψπ wave function for σ/ π electron systems, respectively
φ1, φ2, φn monomer wave functions for monomer 1, 2, and n





n excited state monomer wave functions for monomer 1, 2, and n
βr resonance interaction energy
∆D Davydov splitting
µl,u dipole matrix element for transitions from lower l to upper u state
ν frequency
α absorption coefficient
αfs fine structure constant
ψe′ wave function for the electron part of the electronic system
ψs wave function for the spin part of the electronic system
χv wave function for molecular vibrations
µ mobility
ω angular frequency, modulation frequency
τD natural lifetime of donor
σA acceptor absorption cross section
τ lifetime
µA, µD dipole moment of acceptor/ donor
Λ interaction energy
νij(↑), νij(↓) Miller-Abrahams jump rates
ζ constant that describes the exponential decay of the wave function
λmax wavelength of maximum emission of black body radiation
εF Fermi energy
εF,c, εF,v quasi Fermi energies
ϕ electrostatic potential
σi conductivity
µe, µh, µi chemical potential




ϕn, ϕp electrostatic potential in n-region/ p-region
η power conversion efficiency
〈µ〉 spatially averaged sum of the electron and hole mobilities
〈εr〉 spatially averaged dielectric constant
ε0 dielectric constant of vacuum
∆Grelcs free energy difference for charge separation
ηcs charge generation efficiency
λ0 pump laser wavelength
∆α variation of absorption coefficient
αon, αoff absorption coefficient in on/ off state of the pump laser
σ absorption cross section
β bimolecular recombination constant
αEex absorption coefficient at the excitation energy
γ quantum efficiency of the generated photoexcited species
λ wavelength
τB bimolecular lifetime





ε molar extinction coefficient
γneat, γblend excited state quantum efficiency in neat/ blend layer
αneat, αblend ground state absorption in neat/ blend layer at excitation energy
τshort, τlong lifetime of short living/ long living species
∆ED,A HOMO-LUMO energy gap between donor and acceptor
Table A.8.: List of symbols used in the text continued from Tab. A.7.
Symbol Description
H,Hn Hamilton operator
V1,2, Vnn′ intermolecular interaction potential
L orbital angular momentum operator
S spin momentum operator
HSO Hamilton operator for spin orbit coupling
Htransfer Hamilton operator for charge transfer between hopping sites
Hlattice vibration Hamilton operator for the effect of lattice vibrations on transport
Hvar Hamilton operator for disorder of site energies




SMOSC small molecule organic solar cell
CV cyclic voltammetry
HOMO highest occupied molecular orbital
LUMO lowest unoccupied molecular orbital
LCAO linear combination of atomic orbitals
CT charge transfer state
rms root mean square
OD optical density
S0 singlet ground state
S1...n higher excited singlet states
T1 triplet ground state
T2...n higher excited triplet states
D, D?, D+ donor/ excited donor/ ionized donor
A, A?, A− acceptor/ excited acceptor/ ionized acceptor
AM air mass
AM0 Solar flux before entering earth atmosphere
AM1.5 standard solar spectrum on earth
AM1.5g standard solar spectrum global
AM1.5d standard solar spectrum for concentrator applications
MPP maximum power point
OPV organic photovoltaics
HTL hole transport layer
ETL electron transport layer
CS charge separated state
CT1, CT
? CT ground state/ CT excited state
1CT1 CT ground state in singlet configuration
3CT1 CT ground state in triplet configuration
QCM quartz crystal monitor
PIA photoinduced absorption spectroscopy
AOM acousto optical modulator
UHV ultra high vacuum
IS impedance spectroscopy
cw continous wave
DFT density functional theory
IR infrared range
P1, P2, P3 polaron transitions
UPS ultraviolet photo electron emission spectroscopy
UV ultra violet light
EQE external quantum efficiency
IQE internal quantum efficiency
CV cyclic voltammetry
PES photo electron spectroscopy
HBEC high binding energy cut off
AFM atomic force microscopy
Table A.10.: List of abbreviations used in the text.
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Abbreviation Description
LEDs light emitting diodes
IPES inverse photo electron spectroscopy
ISC intersystem crossing
OFET organic field effect transistor
HF high frequency
TAS transient absorption spectroscopy
LDI-TOF laser desorption/ ionization time of flight techniques
D+0 , D
+
1...n donor cation ground state/ excited states
D−0 , D
−
1...n donor anion ground state/ excited states
Table A.11.: List of abbreviations used in the text continued from Tab. A.10.














P(T12NpT12) polythiophene based compound see Ref. [105]
ITO tin-doped indium oxide In2O3:Sn
Nd:YVO4 neodymium-doped yttrium vanadate
BPAPF 9,9-bis[4-(N,N-bis-biphenyl-4-yl-amino)phenyl]-9H-fluorene
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land. 11. Symposium Energieinnovation, Graz/Austria (2010). URL
http://www.hsa.ei.tum.de.
[6] P. Welter Ed. Statistik. Photon Mai 2011, 179 (2011).
[7] K. Walzer, B. Maennig, M. Pfeiffer, and K. Leo. Highly Efficient Organic
Devices Based on Electrically Doped Transport Layers. Chem. Rev. 107, 1233
(2007).
[8] M. Schwoerer and H. C. Wolf. Organische Molekulare Festkörper - Einführung
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[41] W. Demtröder. Experimentalphysik 3. Springer Verlag, Berlin, Heidelberg,
New York, 2nd edn. (2000).
[42] M. Pope and C. E. Swenberg. Electronic Processes in Organic Crystals. Oxford
University Press, Oxford (1982).
[43] K. Leo. Organic semiconductor world (accessed Feb. 2011). URL
http://www.iapp.de/orgworld/.
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[126] M. Deussen and H. Bässler. Anion and cation absorption spectra of conjugated
oligomers and polymers. Chem. Phys. 164, 247 (1992).
188
Bibliography
[127] J. M. Maud. Optical transitions in oligothiophene radical cations (positive
polarons) : a semi-empirical study. Synth. Met. 101, 575 (1999).
[128] J. Cornil, D. Beljonne, and J.-L. Brédas. Nature of optical transitions in
conjugated oligomers. I. Theoretical characterization of neutral and doped
oligo(phenylenevinylene)s. J. Chem. Phys. 103, 834 (1995).
[129] J. Meyer, S. Hamwi, S. Schmale, T. Winkler, H.-H. Johannes, T. Riedl, and
W. Kowalsky. A strategy towards p-type doping of organic materials with
HOMO levels beyond 6 eV using tungsten oxide. J. Mater. Chem. 19, 702
(2009).
[130] V. Shrotriya, G. Li, Y. Yao, T. Moriarty, K. Emery, and Y. Yang. Accurate
Measurement and Characterization of Organic Solar Cells. Adv. Funct. Mater.
16, 2016 (2006).
[131] K. A. Emery and C. R. Osterwald. Solar Cell Efficiency Measurements. Solar
Cells 17, 253 (1986).
[132] C. R. Osterwald. Translation of device performance measurements to reference
conditions. Solar Cells 18, 269 (1986).
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P. Bäuerle, M. F. Toney, M. D. McGehee, K. Leo, and M. Riede. Probing the
effect of substrate heating during deposition of DCV4T:C60 blend layers for
organic solar cells. submitted (2011).
[149] J. W. Arbogast, A. P. Darmanyan, C. S. Foote, Y. Rubin, F. N. Diederich,
M. M. Alvarez, S. J. Anz, and R. L. Whetten. Photophysical Properties of
C60. J. Phys. Chem. 95, 11 (1991).
[150] T. W. Ebbesen, K. Tanigaki, and S. Kuroshima. Excited-state properties of
C60. Chem. Phys. Lett. 181, 501 (1991).
[151] M. Lee, O.-K. Song, J.-C. Seo, D. Kim, Y. D. Suh, S. M. Jin, and S. K.
Kim. Low-lying electronically excited states of C60 and C70 and measurement
of their picosecond transient absorption in solution. Chem. Phys. Lett. 196,
325 (1992).
[152] D. Wynands, M. Levichkova, K. Leo, C. Uhrich, G. Schwartz, D. Hildebrandt,
M. Pfeiffer, and M. Riede. Increase in internal quantum efficiency in small
molecular oligothiophene: C60 mixed heterojunction solar cells by substrate
heating D. Appl. Phys. Lett. 97, 073503 (2010).
[153] R. Schueppel, K. Schmidt, C. Uhrich, K. Schulze, D. Wynands, J. L. Brédas,
B. Maennig, M. Pfeiffer, K. Leo, E. Brier, E. Reinold, H.-B. Bu, and
190
Bibliography
P. Baeuerle. Tailored heterojunctions for efficient thin-film organic solar cells:
a photoinduced absorption study. Proc. of SPIE 6656, 66560G (2007).
[154] Private communication with Dr. Egon Reinold (Universität Ulm) (Jan. 2011).
[155] I. Rabelo de Moraes, S. Scholz, M. Riede, M. Pfeiffer, and K. Leo. Investigation
of the stability and photo-induced degradation of oligothiophene molecules by
laser desorption/ionization time-of-flight mass spectrometry. in preparation
(2011).
[156] A. Szabo and N. S. Ostlund. Modern Quantum Chemistry. Dover Publications,
Mineola, New York, 1st rev. edn. (1989).
[157] C. Uhrich. Strategien zur Optimierung organischer Solarzellen: Dotierte
Transportschichten und neuartige Oliogothiophene mit reduzierter Bandlücke.
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