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1. Resumen
Este proyecto de investigacio´n es un estado del arte que busca ampliar la informacio´n
sobre el problema de secuenciacio´n de tareas, teniendo en cuenta las distintas medidas
de desempen˜o y las reglas de despacho usadas actualmente y tambie´n a lo largo de las
de´cadas. [1]
Con el pasar del tiempo se ve como la tecnolog´ıa y las teor´ıas frente a la produccio´n
evolucionan, cada d´ıa se buscan nuevas maneras de optimizar los procesos y mejorar cada
una de las a´reas que conforman una organizacio´n. Este proyecto busca darle una cobertura
amplia al problema de secuenciacio´n de tareas usando reglas de despacho, que pueden ser
aplicadas mediante distintos me´todos como heur´ısticas y algoritmos, todos ellos encami-
nados a la optimizacio´n de distintos recursos como por ejemplo el tiempo y el costo.
La optimizacio´n del proceso de produccio´n es una tarea importante que debe resolverse
en la planificacio´n estrate´gica y/u operativa de cada empresa industrial. [2] Todo este
concepto lleva a la toma de decisiones, que es vital en cualquier compan˜´ıa ya que de esta
manera se vincula la parte productiva a la gerencial como se evidencia en este proyecto.
Las decisiones van ligadas de la mano de distintas a´reas para lograr la optimizacio´n.
2. Abstract
The following research project is a state of the art that seeks to expand the information
on the problem of job scheduling, taking into account the different performance measures
and the dispatching rules currently used, also over the years.
Over the decades we see that technology and theories regarding production evolve,
every day new ways are sought to optimize processes and improve each of the areas that
make up an organization. This project seeks to give a wide coverage to the problem of job
scheduling using dispatching rules, which can be applied through different methods such
as heuristics and algorithms, all of them aimed at optimizing different resources such as
time and cost.
The optimization of the production process is an important task that must be solved
in the strategic and operational planning of each industrial company. This whole concept
leads us to decision making, which is vital in any company since in this way the productive
part is linked to management as evidenced in this project. The decisions are linked by the
hand of different areas to achieve optimization.
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3. Introduccio´n
3.1. Introduccio´n
La secuenciacio´n segu´n el Diccionario de la lengua espan˜ola (DLE) hace referencia a una
continuidad o sucesio´n ordenada de algo. Por lo tanto, cuando se habla de secuenciacio´n
de tareas se hace referencia a una serie de sucesiones que van a guardan una relacio´n entre
s´ı y con un orden especial. La secuenciacio´n de tareas (scheduling) surge en la e´poca de
la revolucio´n industrial con la produccio´n en serie, pues se buscaba la manera de volver
ma´s eficiente el flujo de produccio´n. A pesar de que se hab´ıa producido mucho antes
de la revolucio´n, este fue un factor determinante para continuar con la evolucio´n de la
secuenciacio´n. La toma de decisiones es muy importante dentro de una organizacio´n, pues
con una secuenciacio´n ido´nea se realizan mejoras a nivel productivo. “La secuenciacio´n y la
programacio´n son una forma de toma de decisiones que desempen˜a un papel crucial en las
industrias manufactureras y de servicios” [3] En la actualidad la necesidad de programar
y ordenar de manera eficiente la produccio´n es un problema diario, pero esta planeacio´n
no so´lo se da en la esfera industrial sino en nuestra vida cotidiana, tomar decisiones de
programacio´n se llevan a cabo todos los d´ıas. Los problemas que implican la secuenciacio´n
de tareas suelen ser complejos y extensos, y desde los an˜os 50 han tenido a los cient´ıficos
creando distintos me´todos de solucio´n. Pero uno de sus pioneros Henry Gantt aporto´
un diagrama sencillo con el cual se puede facilitar la visualizacio´n de los problemas de
secuenciacio´n, hoy en d´ıa este diagrama lleva su apellido, diagrama de Gantt “el ma´s
pronto y mejor organizado tipo de diagrama de control para mostrar las relaciones entre
lo planificado y lo realmente acontecido” [4]. Este diagrama contribuyo´ en gran medida a
este tipo de problemas, pero no fue hasta la aparicio´n de la investigacio´n de operaciones
que se consolido´ au´n ma´s la secuenciacio´n de tareas. “Las primeras actividades formales
de investigacio´n de operaciones (IO) se iniciaron en Inglaterra durante la Segunda Guerra
Mundial, cuando un equipo de cient´ıficos empezo´ a tomar decisiones con respecto a la
mejor utilizacio´n del material be´lico. Al te´rmino de la guerra, las ideas formuladas en
operaciones militares se adaptaron para mejorar la eficiencia y productividad en el sector
civil.” [5]
Con el paso de los an˜os la secuenciacio´n se volvio´ ma´s estudiada y en los an˜os 50 se
comenzaron a crear algoritmos que buscaban secuenciar las tareas; en este caso se tiene el
algoritmo de Johnson, Short Time Process (SPT) y Earliest Due Date (EDD) [6]. Una
de´cada despue´s, la programacio´n lineal contribuyo´ creando alternativas de solucio´n a los
problemas y genero´ la innovacio´n tecnolo´gica de softwares que los resolvieran.
Para finales 1970 Michael Garey y David Johnson crearon la teor´ıa de la complejidad
computacional que es una rama de la teor´ıa de la computacio´n donde clasifican los pro-
blemas computacionales dependiendo de su dificultad y su estructura. An˜os ma´s tarde
publicaron su libro sobre los problemas NP-Dif´ıcil [6] dentro de los que se denominan el
problema de secuenciacio´n de tareas.
La teor´ıa de la complejidad computacional analiza el tiempo y recursos que sera´n
consumidos en la solucio´n de un problema y dependiendo de ellos los categoriza en distintas
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clases de complejidad como lo son, P y NP. [7]
En la actualidad los modelos matema´ticos, las heur´ısticas, los algoritmos y los softwares
permiten un acercamiento a la solucio´n de este tipo de problemas.
Este proyecto de investigacio´n se centra en el estado del arte del problema de secuen-
ciacio´n de tareas, analizando la literatura actual y revisando metodolog´ıas para resolver
problemas de Flow shop y Job shop para posteriormente validarse los resultados con el
software acade´mico disponible LEKIN. [8]
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3.2. Objetivos
Objetivo general
Realizar una revisio´n del estado del arte del problema de secuenciacio´n de tareas donde
se identifiquen sus variantes y estrategias de solucio´n.
Objetivos espec´ıficos
Identificar las medidas de desempen˜o asociadas a los problemas de secuenciacio´n de
tareas.
Describir las reglas de despacho de la literatura actual.
Identificar los elementos esenciales de un problema de programacio´n secuencial.
3.3. Metodolog´ıa
Construccio´n del estado del arte del problema de secuenciacio´n de tareas a partir de
la literatura.
Ana´lisis de conceptos y notacio´n para el problema.
Revisio´n de modelos matema´ticos que permitan la abstraccio´n a la realidad del
problema.
Identificacio´n de las reglas de despacho y heur´ısticas existentes en la literatura con
sus aplicaciones.
Implementacio´n de distintos problemas reales utilizando reglas de despacho.
Verificacio´n con software de los resultados obtenidos por los distintos me´todos (Heur´ısti-
cas y reglas).
3.4. Justificacio´n
El problema de secuenciacio´n de tareas es un tema imprescindible en las empresas
productoras de bienes, pues afecta directamente el flujo de produccio´n, que es un a´rea
de vital importancia en la toma de decisiones estrate´gicas y ta´cticas. Con un flujo de
produccio´n optimizado, los procesos se realizara´n de una manera ra´pida minimizando
distintas variables como el tiempo total de las tareas, retrasos, tardanzas y dema´s. Todo
esto cumpliendo con las fechas de vencimiento (Due Dates).
Esta fecha de vencimiento puede ser un para´metro dado del problema o puede ser una
variable, es decir, estamos interesados en una fecha de vencimiento o´ptima con respecto
a la funcio´n objetivo. [9] Esto podra´ ayudar a la organizacio´n a maximizar su valor en el
mercado y mejorar de una manera eficaz el sistema interno.
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Se pretende realizar una revisio´n del estado del arte de la tema´tica para identificar
l´ıneas de investigacio´n teo´rica y aplicada, de esta manera ampliar la informacio´n sobre las
reglas de despacho existentes pues muchas empresas al d´ıa de hoy au´n no cuentan con la
informacio´n necesaria para llegar a implementar mejoras en sus procesos. Las compan˜´ıas
siguen haciendo uso de me´todos emp´ıricos, que podr´ıan ser optimizados por las distintas
te´cnicas de solucio´n. Por lo cual el estado del arte planteado ayudar´ıa a mejorar procesos
existentes para ser implementados por los trabajadores y la empresa.
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4. Descripcio´n del problema
4.1. El problema de secuenciacio´n (Scheduling)
La secuenciacio´n (Scheduling) es un proceso de gestio´n donde se tiene una serie de
tareas y unas ma´quinas o procesos, donde se van a llevar a cabo cada una de las actividades.
No son solamente tareas y ma´quinas, pueden ser distintas variables que involucren una
actividad y un proceso, con esto se realizara´ una planeacio´n de cada una de las tareas.
Como se muestra en la figura 1 se logra ver que las decisiones a tomar con la secuen-
ciacio´n esta´n ligadas a nuestra produccio´n (fabricacio´n) y se hacen en un lapso corto de
tiempo.
Figura 1: Cadena de suministro al interior de la empresa
Los problemas de programacio´n se pueden entender de manera muy amplia como los
problemas de asignacio´n de recursos a lo largo del tiempo para realizar un conjunto de
tareas que forman parte de algunos procesos, entre los cuales los ma´s importantes son los
de computacio´n y fabricacio´n [10].
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La programacio´n de produccio´n tiene como objetivo maximizar la eficiencia de la ope-
racio´n y reducir los costos. Muchos problemas de programacio´n tienen clases isomo´rficas de
soluciones, es decir, clases de soluciones de costo ide´ntico que difieren solo intercambiando
un valor de recurso particular por otro a lo largo del programa [11].
El scheduling para todos los sistemas de produccio´n [12]:
Son decisiones complejas y su complejidad seguira´ aumentando debido a la tendencia
actual de incrementar la flexibilidad en los pedidos de los clientes, lo que deriva en
aumentar la complejidad del proceso productivo.
Tiene horizonte temporal corto, el ciclo de vida de un ordenamiento o schedule suele
ser muy corto.
A pesar de ser decisiones de horizontes cortos, suelen ser muy importantes para la
l´ınea de produccio´n de una organizacio´n ya que impactan directamente sobre los
costos de produccio´n y los tiempos de entrega, lo que afecta a la competitividad de
la empresa (tiempo de entrega y costos).
Por estar situados en el centro de las operaciones de produccio´n, las restricciones y
objetivos del scheduling son muy dependientes del tipo de empresa.
Suelen ser decisiones estructuradas, lo que permite que la informacio´n, los criterios
y las limitaciones sean fa´ciles de formalizar
4.2. Clases de problemas de secuenciacio´n
Los problemas de la secuenciacio´n de tareas pueden ser de distintas clases como lo son
[13]:
Problemas esta´ticos: El nu´mero de tareas y sus correspondientes llegadas ya se co-
nocen y no var´ıan.
Problemas dina´micos: La llegada de las tareas es desconocida y aleatoria.
Problemas determin´ısticos: Los valores de las variables independientes son ya cono-
cidos.
Problemas aleatorios: Las variables independientes son de cara´cter aleatorio.
Los problemas esta´ticos y dina´micos esta´n relacionados con la llegada de las tareas mientras
los problemas determin´ısticos y aleatorios se relacionan con la naturaleza de las variables
independientes del problema.
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5. Conceptos y notacio´n
5.1. Scheduling
El scheduling se encarga de la asignacio´n de recursos a las tareas que deben realizarse
durante un horizonte de tiempo para concretar un plan de produccio´n, y los horizontes
temporales suelen ser menores a una semana. [12]
La secuenciacio´n es en esencia resuelta con un Problema de Optimizacio´n con Res-
tricciones (COP, segu´n sus siglas en ingle´s) que en el entorno de la fabricacio´n significa
encontrar la secuencia de colocacio´n de trabajos, Πj en cada uno de los recursos que
optimicen una funcio´n objetivo. [14]
Como lo plantean los autores Rossit, Tohme´ y Frutos [15] en toda esta seccio´n a tratar
los problemas de programacio´n de los sistemas de produccio´n se han analizado extensa-
mente y se han resuelto bajo diferentes enfoques. [16; 17; 18; 19; 20; 21] Los resultados en
este campo han contribuido a la mejora de los sistemas de fabricacio´n [22]
El sistema flow shop es comu´n en la fabricacio´n. Configuraciones donde un conjunto de
trabajos N = {1, 2, ..., n} son procesados por una conjunto de ma´quinas M = {1, 2, ...,m}.
Cada trabajo pasa por las ma´quinas en el mismo orden tecnolo´gico, es decir, comienza
en la ma´quina 1, luego va a la ma´quina 2, ... hasta la ma´quina m. La decisio´n a tomar
es elegir el orden en que los diferentes trabajos pasara´n a trave´s de las ma´quinas. Si la
secuencia de trabajo es la misma para todas las ma´quinas, la programacio´n se denomina
permutacio´n y el problema de elegir la mejor se conoce como el problema de flow shop de
permutacio´n (PFS ). Si, por el contrario, la secuencia de procesamiento puede cambiar de
una ma´quina a otra, la condicio´n de permutacio´n se relaja y el problema se conoce como
flow shop sin permutacio´n (NPFS ). La descripcio´n esta´ndar del problema NPFS considera
lo siguiente:
1. Cada ma´quina puede procesar solo un trabajo a la vez.
2. Cada trabajo j tiene un tiempo de procesamiento pij en la ma´quina i = {1, 2, ...,m}
3. La capacidad de los buffers intermedios debe ser lo suficientemente grande como
para permitir la reordenacio´n de la secuencia de trabajo.
La configuracio´n esta´ndar de NPFS y PFS es muy similar, siendo el tercer elemento
la diferencia potencial ma´s relevante entre ellos. En algunos casos, los problemas de PFS
suponen tambie´n buffers intermedios con capacidad ilimitada, siendo perfectamente com-
patibles con NPFS. Por otro lado, en ausencia de bu´feres intermedios, el enfoque NPFS
no es aplicable para obtener un esquema de programacio´n factible (lo mismo ocurre con
el caso de la flow shop ”sin espera”(non-wait flow shop). [23]
Adema´s de las tres especificaciones principales mencionadas en la forma esta´ndar
NPFS, existen otros requisitos: todos los trabajos y ma´quinas deben estar disponibles des-
de el principio; no se permite la preferencia; Las ma´quinas pueden estar inactivas durante
el horizonte de planificacio´n; cada trabajo puede ser procesado por una sola ma´quina a la
vez; y los datos del problema son deterministas y conocidos de antemano. Esta descripcio´n
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no abarca todo el a´mbito de los problemas de NPFS, pero sirve como una plantilla para
ellos. Con cambios menores (como agregar o eliminar restricciones), se pueden obtener
todas las diferentes variantes de NPFS.
5.1.1. Descripcio´n de un problema de Scheduling
Las siguientes secciones se basan en la documentacio´n presentada por la autora Salto
[24], un problema de scheduling se describe por α, β, γ. El campo α describe el ambiente de
ma´quina y contiene una u´nica entrada. El campo β provee detalles de las caracter´ısticas de
procesamiento y restricciones; puede tener una u´nica entrada, mu´ltiples entradas o ninguna
entrada. El campo γ identifica el objetivo a ser minimizado y usualmente contiene una
u´nica entrada.
5.1.2. Campo α
En este campo se encuentran distintos ambientes de ma´quina que pueden ser [25]:
Ma´quina u´nica (1). El caso de ma´quina u´nica es el ambiente de ma´quina ma´s simple
y es el caso especial de todos los dema´s ambientes de ma´quina.
Ma´quinas ide´nticas en paralelo (Pm). Hay m ma´quinas ide´nticas en paralelo. El tra-
bajo j necesita una u´nica operacio´n y se puede procesar en cualquiera de las m
ma´quinas o sobre alguna de un conjunto especificado. Si no se permite el procesa-
miento del trabajo j sobre cualquier ma´quina o sobre so´lo alguna perteneciente a un
subconjunto dado (el subconjunto Mj), entonces en el campo β aparece la entrada
Mj.
Ma´quinas en paralelo con diferentes velocidades (Qm). Hay m ma´quinas en paralelo
con diferentes velocidades; vi indica la velocidad de la ma´quina i. El tiempo de
permanencia pij del job j en la ma´quina i es pj/vi , asumiendo que so´lo se procesa
en la ma´quina i. Este ambiente tambie´n se lo conoce como ma´quinas uniformes. Si
todas las ma´quinas tienen la misma velocidad, es decir vi= 1 para todo i y pij=pj,
entonces este ambiente es ide´ntico al previo.
Ma´quinas no relacionadas en paralelo (Rm). Este ambiente es una generalizacio´n
del anterior. Hay m ma´quinas diferentes en paralelo. La ma´quina i puede procesar
el trabajo j a una velocidad vij. El tiempo de permanencia pij del trabajo j sobre
la ma´quina i es pj / vij, asumiendo que so´lo se procesa sobre la ma´quina i. Si la
velocidad de las ma´quinas son independientes de los trabajos, es decir vi=vij para
todo i y j, entonces el ambiente es ide´ntico al anterior.
Flow shop (Fm). Hay m ma´quinas en serie, cada trabajo se procesa en cada una de
ellas. Todos los trabajos tienen la misma trayectoria, es decir, primero se procesan
sobre la ma´quina 1, luego sobre la ma´quina 2, y as´ı sucesivamente. Cuando un trabajo
deja de usar una ma´quina se agrega a la cola de la pro´xima ma´quina. Usualmente,
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se asume que todas las colas trabajan bajo la disciplina primero en entrar primero
en salir (FIFO). Si se aplica la regla FIFO, al flow shop se lo denomina como flow
shop con permutacio´n y el campo β incluye la entrada prmu.
Flexible flow shop (FFs). Es una generalizacio´n del flow shop y del ambiente de
ma´quinas paralelas. En lugar de m ma´quinas en serie, hay s etapas en serie con una
determinada cantidad de ma´quinas en paralelo en cada una de ellas. Cada trabajo
se procesa primero en la etapa 1, luego en la etapa 2, y as´ı siguiendo. Cada etapa
funciona como un banco de ma´quinas paralelas; en cada etapa el trabajo j necesita
so´lo una ma´quina y cualquier ma´quina puede procesar cualquier trabajo. Las colas
entre etapas distintas trabajan bajo la regla FIFO.
Open Shop (Om). Hay m ma´quinas y n trabajos. Cada trabajo se debe procesar en
cada una de las m ma´quinas. Sin embargo, algunas de esos tiempos de procesamiento
pueden ser cero. No hay restriccio´n en relacio´n al ruteo de cada trabajo a trave´s del
ambiente de ma´quinas. El programador determina la ruta de cada trabajo, diferentes
trabajos pueden tener distintas rutas.
Job shop (Jm). Hay m ma´quinas y n trabajos, cada tranbajo tiene predeterminada
su ruta. Se hace una distincio´n entre job shops donde cada trabajo puede visitar
alguna ma´quina al menos una vez y aquellos donde un trabajo puede visitar una
ma´quina ma´s de una vez. En el u´ltimo caso, el campo β contiene la entrada recrc
para indicar recirculacio´n.
5.1.3. Campo β
Las restricciones de procesamiento que se pueden especificar en este campo pueden
incluir mu´ltiples entradas. Las posibles entradas son:
Release time (rj). Si este s´ımbolo esta´ presente en el campo β, el trabajo j no puede
empezar su procesamiento antes de su release date rj. Si rj no aparece en el campo β,
el procesamiento del trabajo j puede comenzar en cualquier momento. En contraste
con el release dates, los tiempos de entrega no se especifican en este campo. El tipo
de funcio´n objetivo da informacio´n suficiente si se consideran tiempos de entrega o
no.
Tiempos de setup dependientes de la secuencia (sjk). sjk representa el tiempo de
setup dependiente de la secuencia de los trabajos j y k ; s0k indica el tiempo de setup
para el trabajo k si es el primero en la secuencia y sj0 hace referencia al tiempo de
clean-up luego del trabajo j si este es el u´ltimo de la secuencia (tanto s0k como sj0
pueden ser 0). Si el tiempo de setup entre los trabajos j y k depende de la ma´quina,
entonces se debe incluir el sub´ındice i, es decir sijk. Si s0k no aparece en el campo β,
se asume que todos los tiempos de setup son cero o independientes de la secuencia,
en cuyo caso se pueden simplemente incorporar a los tiempos de procesamiento.
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Restricciones de precedencia (prec). Las restricciones de precedencia pueden aparecer
en un ambiente de ma´quina u´nica o ma´quinas paralelas, exigiendo que uno o ma´s
trabajos tengan que finalizar antes que otros comiencen su procesamiento. Hay varias
formas de restricciones de precedencia. Si cada trabajo tiene al menos un antecesor
y un sucesor, las restricciones se denominan cadenas. Si cada trabajo tiene al menos
un sucesor, las restricciones se denominan intree. Si cada trabajo tiene al menos un
antecesor, las restricciones se denominan outtree. Si en el campo β no aparece prec,
los trabajos no esta´n sujetos a restricciones de precedencia.
Permutaciones (prmu). Una restriccio´n que puede aparecer en el ambiente flow shop
es que la cola de cada ma´quina trabaje respetando la regla FIFO. Esto implica que
el orden (o permutacio´n) en la cual se asignan los trabajos a la primera ma´quina se
debe respetar en todas las dema´s.
Recirculacio´n (recrc). Puede ocurrir en job shop, cuando un trabajo puede visitar
ma´s de una vez una ma´quina.
5.1.4. Campo γ
El objetivo es minimizar una funcio´n de tiempos de finalizacio´n de los trabajos, los
cuales dependen del schedule. El tiempo de finalizacio´n de la operacio´n de un trabajo j
sobre la ma´quina i se denota como Cij. El tiempo en el que el trabajo j sale del sistema
se indica como Cj. La funcio´n objetivo puede ser una funcio´n de tiempos de entrega. La
lateness de un trabajo j se define como se muestra en la ecuacio´n nu´mero 1:
Lj = Cj − dj (1)
la cual es positiva cuando el trabajo j finaliza tarde y negativo cuando se completa en
forma temprana. La tardiness de un trabajo j se define como se muestra en la ecuacio´n
nu´mero 2:
Tj = max(Cj − dj, 0) = max(Lj, 0) (2)
La diferencia entre tardiness y lateness radica en que la tardiness nunca es negativa.
Y la unidad de penalidad del trabajo j se define como se muestra en la ecuacio´n 3:
Uj =
{
1 Si Cj > dj
0 Otro caso
(3)
Lateness, tardiness y unidad de penalidad son las tres funciones de penalidad ba´sicas
relacionadas con tiempos de entrega.
Los siguientes son algunos ejemplos de funciones objetivos a ser minimizadas:
Makespan (Cmax). Se define como el max(C1,C2, . . . , Cn). Es equivalente al tiempo
de finalizacio´n del u´ltimo trabajo en dejar el sistema. Un makespan mı´nimo usual-
mente implica una alta utilizacio´n de las ma´quinas.
15
Lateness ma´xima (Lmax). Se define como el max(L1,L2, . . . , Ln). Mide el peor in-
cumplimiento de los tiempos de entrega.
5.2. Sistemas de produccio´n
Existen distintos sistemas de produccio´n en este trabajo de investigacio´n se revisara´n
los sistemas job shop y flow shop.
5.2.1. Job Shop
Mucha variedad y poco volumen en la produccio´n. Se caracteriza porque no todas sus
tareas tienen el mismo proceso de fabricacio´n.
5.2.2. Flow Shop
Poca variedad y mucho volumen en la produccio´n. Se caracteriza porque todas sus
tareas tienen la misma secuencia de produccio´n.
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5.3. Taller
Un taller es un espacio destinado a la realizacio´n del proceso productivo, en el se
encuentran todos los recursos necesarios para llevarlo a cabo. Existen distintos tipos de
talleres los cuales tienen una disposicio´n de planta diferente.
5.4. Tipos de talleres
Se encuentran talleres de varias clases y dependiendo del tipo de produccio´n que se
quiera realizar. Se tienen los siguientes tipos de taller:
5.4.1. Talleres de una sola ma´quina
Como se referencia en la figura 2 se aprecia un taller con n trabajos y una u´nica
ma´quina en el proceso.
Figura 2: Taller de una sola ma´quina
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5.4.2. Talleres de ma´quinas en paralelo
En la figura 3 se muestra un taller de ma´quinas en paralelo las cuales pueden operar
simulta´neamente realizando trabajos y sin una restriccio´n de precedencia como en el caso
de un flow shop ba´sico.
Figura 3: Taller de ma´quinas en paralelo
5.4.3. Talleres de flow shop ba´sico
Se muestra en la figura 4 un taller flow shop ba´sico, se caracteriza porque los trabajos
realizan la misma secuencia en todo el proceso.
Figura 4: Taller de flow shop ba´sico
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5.4.4. Talleres flexibles de flow shop ba´sico
En la figura 5 se relaciona un taller flow shop ba´sico flexible, el cual relaciona ma´quinas
en paralelo dispuestas en varias etapas del proceso. En cada una de las etapas se encuentran
ma´quinas ide´nticas en paralelo.
Figura 5: Taller flexible de flow shop ba´sico
5.4.5. Talleres de job shop ba´sico
En la figura 6 se muestra la distribucio´n de un taller job shop ba´sico en el cual los
trabajos no tienen la misma secuencia en sus ma´quinas como es el caso del flow shop.
Figura 6: Taller de job shop ba´sico
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5.4.6. Talleres flexibles de job shop ba´sico
Para la figura 7 se referencia un taller job shop flexible en el cual se tiene un grupos
de ma´quinas y se debe decidir sobre cua´les grupos se van a realizar las operaciones.
Figura 7: Taller flexible de job shop ba´sico
Donde J1...Jn representa el trabajo n a desempen˜ar.
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De manera general para este tipo de problemas se denotara´n los conjuntos de ma´quinas
y trabajos.
Mi: Conjunto de todas las ma´quinas (i=1...m)
Jj: Conjunto de todas las trabajos (j =1...n)
Una secuenciacio´n se realiza cuando se tienen n trabajos con sus unidades temporales
y deben ser procesados por una o varias ma´quinas m.
A cada trabajo se le realiza una operacio´n por lo cual se obtendra´ la siguiente infor-
macio´n de cada uno de ellos:
Tiempo de inicio: SOij
Tiempo de fin: EOij
Ruta de procesado: Rj
Tiempo de proceso de cada operacio´n (tiempo de ciclo): Pij siendo dependiente de
la ma´quina, de lo contrario su notacio´n es Pj
Tiempo de llegada al sistema: rij, si no es diferente para cada ma´quina entonces su
notacio´n sera´ rj
Fecha de entrega (trabajo finalizado): dj
Prioridad: wj
Disponibilidad de maquinaria: rmi ≤ SOij
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5.5. Medidas de desempen˜o
Son herramientas de gestio´n que permiten comparar nuestras metas con el desempen˜o
real que se ha obtenido, se utilizan en todas las a´reas. En produccio´n se tienen medidas
de desempen˜o relacionadas tanto a ma´quinas como a trabajos.
5.5.1. Relacionadas con los trabajos
Tiempo total de espera de los trabajos: W
Tiempo total del trabajo: Wj
Tiempo de terminacio´n del trabajo: Cj
Tiempo de flujo del trabajo: Fj
Siendo calculado de la siguiente manera: Fj= Cj - Rj
Tiempo de terminacio´n del conjunto de trabajos (lapso de produccio´n o makespan):
Cmax
Retraso del trabajo: Lj
Siendo calculado de la siguiente manera: Lj= Cj - dj
Tardanza del trabajo: Tj priman los valores positivos de Lj, por lo tanto: Tj= ma´x
0,Lj
Adelanto del trabajo: Ej, priman los valores negativos de Lj, por lo tanto: Ej= ma´x
0,-Lj
Condicio´n tard´ıa del trabajo: Uj de cara´cter binario que toma el valor de 1 si un
trabajo llega tarde y 0 si no.
Uj=1 si Tj > 0 y 0 si no.
Nu´mero de trabajos tard´ıos: NT
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5.5.2. Relacionadas con las ma´quinas
IB(m): Tiempo ocioso de la ma´quina m antes de ser asignado el primer trabajo.
IB: Tiempo ocioso de todas las ma´quinas antes de ser asignado el primer trabajo.
I(m): Tiempo ocioso de la ma´quina m desde su disponibilidad hasta la terminacio´n
de todos los trabajos.
I: Tiempo ocioso de todas las ma´quinas desde su disponibilidad hasta la terminacio´n
de todos los trabajos.
Nota: La terminacio´n de todos los trabajos equivale al makespan (Cmax).
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Para este caso, se puede tener un modelo matema´tico multiobjetivo donde normal-
mente las principales variables a tratar son:∑
Cj: Tiempo total de todos los trabajos (Makespan)∑
Lj: Tiempo total de todos los retrasos∑
Tj: Tiempo total de todas las tardanzas∑
Ej: Tiempo total de todos los adelantos∑
Uj = NT: Nu´mero total de trabajos tard´ıos
5.5.3. Relacio´n entre las medidas de desempen˜o
Cuando se realiza la optimizacio´n de estas variables se puede ver que existen distintos
resultados como [26]:
Equivalentes: Se tienen dos casos:
El primero es cuando C¯, F¯ , W¯ y L¯ dan la misma solucio´n. El segundo cuando nu´mero
medio de trabajos siendo realmente procesados Cmax es equivalente al Ima´x (desocu-
pacio´n media de las ma´quinas).
No equivalentes: Medidas ana´logas a las anteriores pero para su valor ma´ximo.
Exceptuando: si la fecha de lanzamiento=0 (realeased date) para todos los trabajos
y la fecha de vencimiento (due date) para todos los trabajos es la misma.
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6. Reglas de despacho
En la literatura de secuenciacio´n de tareas los te´rminos reglas de despacho, reglas de
secuenciacio´n, regla de prioridad o heur´ısticas, son sino´nimos. Especifican el orden en que
deben realizarse los trabajos en cada centro. [27] Se pueden clasificar estas reglas en unas
categor´ıas como lo son:
6.1. Reglas de prioridad simple
Se basan en informacio´n relacionada con un trabajo espec´ıfico (tiempo de procesamien-
to, fecha de vencimiento, nu´mero de operaciones, etce´tera). En algunos casos, informacio´n
como la cola,la longitud en la ma´quina donde el trabajo ira´ despue´s, estas reglas se con-
sideran lo suficientemente simples de modo que las reglas basadas en dicha informacio´n
tambie´n se incluyen en esta categor´ıa. Reglas como la seleccio´n aleatoria que no dependen
de la informacio´n relacionada a un trabajo espec´ıfico tambie´n se consideran simples.
6.1.1. Relacionadas con el tiempo de proceso
1. SI (“Shortest imminent operation time“ ): Seleccionar el trabajo con el menor tiempo
de operacio´n. Tambie´n llamado (SIO, SPT)
2. SIS (“Shortest gross imminent operation time“ ): Seleccionar el trabajo con el menor
tiempo de operacio´n incluyendo setup.
3. LI (“Largest imminent operation time“ ): Seleccionar el trabajo con el mayor tiempo
de operacio´n. Tambie´n llamado (LPT)
4. LIS (“Largest gross imminent operation time“ ): Seleccionar el trabajo con el mayor
tiempo de operacio´n incluyendo setup.
5. SR (“Shortest remaining processing time“ ): Seleccionar el trabajo con el tiempo de
procesamiento restante ma´s corto (para operaciones no realizadas).
6. LR (“Largest remaining processing time“ ): Seleccionar el trabajo con el tiempo de
procesamiento restante ma´s largo (para operaciones no realizadas).
7. LRM (“Longest remaining processing time“ ): Seleccionar el trabajo con el tiempo
de procesamiento restante ma´s largo (excluyendo la operacio´n bajo consideracio´n).
8. SIRIP: Seleccionar el trabajo con el tiempo de operacio´n ma´s corto donde el tiempo
de procesamiento no se conoce de antemano y se determina mediante el uso del valor
de error distribuido normalmente en la estimacio´n.
9. LSPON (“Longest subsequent operation“ ): Seleccionar el trabajo con la operacio´n
posterior ma´s larga.
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6.1.2. Relacionadas con el tiempo de vencimiento del pedido
10. EDD: Seleccionar el trabajo con la fecha de vencimiento ma´s pro´xima.
11. OPNDD: Seleccionar el trabajo con la fecha de vencimiento ma´s temprana, se asignan
fechas de vencimiento con el mismo espacio de tiempo entre cada operacio´n cuando
el trabajo entra al taller.
6.1.3. Relacionadas con el nu´mero de operaciones
12. FOPNR: Seleccionar el trabajo con menos operaciones restantes.
13. MOPNR: Seleccionar el trabajo con ma´s operaciones restantes.
14. LHALF (“Last half preference“ ): Otorgue una mayor prioridad al trabajo con el cual
menos de la mitad de todas las operaciones quedan por realizar.
15. FHALF (“First half preference“ ): Otorgue una mayor prioridad al trabajo con el
cual ma´s de la mitad de todas las operaciones quedan por realizar.
6.1.4. Relacionadas con los costos
16. Valor (Value): Seleccionar el trabajo con el mayor costo.
17. 1/C: Seleccionar el trabajo que tenga el costo de penalizacio´n por unidad ma´s alto
debido a la tardanza.
6.1.5. Relacionadas el tiempo de Setup
El tiempo de setup hace referencia al tiempo de alistamiento o ajuste de la ma´quina
en una l´ınea de produccio´n.
18. NSUT: Seleccionar el trabajo que no requiere tiempo de setup.
19. MINSEQ: Seleccionar el trabajo o clase de trabajos con el tiempo de setup mı´nimo.
20. NB: Seleccionar el trabajo sin asignar que tenga el menor tiempo de setup relativo
al trabajo recie´n completado.
21. NB’: Utilizar la regla anterior (NB) pero comenzar con un trabajo distinto al primer
trabajo en programar.
22. NB”: Aplicar la regla NB a la matriz de tiempos de setup despue´s de restar el mı´nimo
tiempo de setup a todos los valores de la columna de los tiempos de setup.
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6.1.6. Relacionadas al tiempo de llegada y al azar
23. FIFO: Seleccionar el primer trabajo en llegar para ser el primero en salir.
24. Random: Seleccionar los trabajos al azar.
25. FASFO: Seleccionar el primer trabajo en llegar al taller para ser el primero en salir.
26. LIFO: Seleccionar el u´ltimo trabajo para que salga primero del taller.
27. S-1: Seleccionar el trabajo con la menor holgura (tiempo disponible antes de la fecha
de vencimiento para las dema´s operaciones).
28. S-2: Seleccionar el trabajo con la menor holgura “esta´tica”(diferencia entre fecha de
vencimiento y hora de llegada).
29. S-1/OP: Seleccionar el trabajo con la menor relacio´n entre el tiempo de holgura y el
nu´mero de operaciones restantes.
30. S-2/OP: Seleccionar el trabajo con la menor proporcio´n de holgura a la cantidad de
operaciones restantes.
31. JSR: Seleccionar el trabajo con la “holgura de trabajo mı´nima”(Relacio´n de la hol-
gura del trabajo al tiempo total disponible hasta la fecha de vencimiento).
32. RSPT1: Seleccionar el trabajo con la menor proporcio´n de holgura “esta´tica” al
tiempo de procesamiento restante.
Nota: Se deben diferenciar los tipos de holgura (Slack) donde existe la holgura
esta´tica que se define como el tiempo disponible menos el de proceso, pero tambie´n
se tiene la holgura dina´mica que es la diferencia entre la fecha de entrega, el
momento actual y el tiempo de proceso restante.
6.1.7. Relacionadas con la ma´quina
Estas reglas se pueden categorizar en la seccio´n 3 pues tienen parecido a las heur´ısti-
cas “mirar hacia adelante”(look ahead).
33. NINQ: Seleccionar el trabajo que pasara´ a su pro´xima operacio´n donde la ma´quina
tiene la cola ma´s corta.
34. WINQ: Seleccionar el trabajo que pasara´ a su pro´xima operacio´n donde la ma´quina
tiene menos trabajo.
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6.1.8. Informacio´n variada
35. ESD: Seleccionar el trabajo que tiene la fecha de inicio planificada ma´s temprana
para su operacio´n.
6.2. Combinacio´n de reglas de prioridad simple
En muchos casos estas reglas trabajan dividiendo la cola en dos o ma´s grupos con
distintas reglas de prioridad. En otros casos se aplican a la misma cola pero bajo
diferentes circunstancias.
36. FIFO/SI: Seleccionar los trabajos que esperan ma´s de un tiempo espec´ıfico, usar la
regla FIFO (23), si los trabajos en espera esta´n en cola para una menor duracio´n,
seleccionar de acuerdo a la regla SI (1).
37. $: Esta regla se encuentra definida en la literatura como el signo de pesos (“$“ ).
Dividir los trabajos en dos clases; alto y bajo valor en do´lares. Seleccionar entonces
el trabajo con un alto valor en do´lares con FIFO, luego desde “otras reglas”(Categor´ıa
3, seleccionar utilizado el para´metro p, que equivale a la proporcio´n de trabajos en
la clase de bajo valor en do´lares).
38. SMOVE: Seleccionar el trabajo que pasara´ a la pro´xima operacio´n donde la ma´quina
tiene la cola “cr´ıtica”ma´s corta (lo que significa menos tiempo de procesamiento).
Si no hay colas cr´ıticas, utilizar la regla FIFO (Con un para´metro Q, que cambia el
estado cr´ıtico de cualquier ma´quina).
39. ASIFIFO: Usar la regla SI (1) por cierto tiempo, luego la regla FIFO (23). Poste-
riormente repetir el ciclo.
40. SI + JSR: Si al menos un trabajo tiene una holgura negativa, la prioridad de todos
los trabajos es igual a su valor de holgura y se usa la regla S-1 (27). Si todos los
trabajos tienen holgura positiva, los trabajos que tienen una relacio´n de holgura
inferior, al doble de la relacio´n mı´nima, obtienen la prioridad con la regla SI (1);
otros trabajos en cola no son considerados.
41. 3CL-FIFO: Dividir los trabajos en tres clases de prioridad y usar la regla FIFO (23).
42. SEQ: Considerar el valor del trabajo en proceso, el tiempo de espera reducido y el
nu´mero de operaciones (se puede modificar con diferentes proporciones).
43. OPNDDP: Seleccionar el trabajo con la regla SI (1) a menos que el trabajo este´
detra´s de su fecha de vencimiento.
44. DDNINQ: Los trabajos que salen del taller despue´s de la operacio´n o que van a
una ma´quina con una cola pequen˜a (< Q) obtienen una mayor prioridad. Luego
seleccionar segu´n la regla DD (10).
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45. FCFS*S: Utilizar la regla FIFO (23) si el nu´mero de trabajos en espera es menor
que Q; de lo contrario, usar la regla SI (1).
46. LOPN * S: Igual que la regla anterior (45), excepto que se debe usar la regla LI (3)
en lugar de FIFO.
47. NINA*S: Seleccionar el trabajo que se unira´ a la cola ma´s corta, si todos los trabajos
se unira´n a las colas con ma´s de Q trabajos, use la regla SI (1).
48. 2 CLASS: Dividir los trabajos en dos colas al azar de modo que, segu´n en el tiempo
requerido para la operacio´n, cierto porcentaje de trabajos se una a la cola de alta
prioridad; luego utilizar la regla FIFO (23).
49. 2C-SI: Formar dos colas de prioridad basadas en el tiempo de operacio´n; luego usar
la regla FIFO (23).
50. 2C-TSI: Esta regla prefiere un trabajo con holgura negativa; y luego aplicar la regla
SI (1).
51. Costo/Tiempo (Cost/Time): Primero seleccionar cualquier trabajo “cr´ıtico” usando
la regla SI (1), y luego seleccionar un trabajo que se atrasa (pero no cr´ıticamente
tarde) con la mayor proporcio´n entre el costo de la tardanza y el tiempo de operacio´n;
luego seleccionar un trabajo entre los restantes con la regla SI.
52. DDSU: Seleccionar los trabajos con la fecha de vencimiento ma´s temprana; en ca-
so de empate, seleccionar el trabajo que no requiere tiempo de setup (tiempo de
configuracio´n).
53. SI/Q: Utilizar la regla SI (1), pero si el trabajo seleccionado se unira´ a la siguiente
ma´quina con una cola de cierta longitud (o mayor), pruebe el siguiente trabajo en
cola con SI (deje el trabajo seleccionado previamente en la cola).
54. SI/Q1Q2: Formar tres colas, una con trabajos yendo a una cola “corta”para su
pro´xima operacio´n. Otra con una cola “media”, y la tercera con una cola “larga”.
Seleccionar con la regla SI con prioridad en la primera cola, luego la segunda y por
u´ltimo la tercera.
55. SOR: Utilizar la regla SI (1), pero de´ preferencia a los trabajos que ira´n a las colas
“cr´ıticas”. (Cola con solo una pequen˜a cantidad de trabajos esperando).
56. SI/S-1: Utilizar la regla SI (1) si una consecuencia inmediata no es la holgura negativa
para trabajos en cola. De lo contrario, elegir el trabajo con el menor valor de tiempo
de procesamiento de operacio´n y holgura.
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6.3. I´ndices ponderados de prioridad
Es la combinacio´n de las dos categor´ıas anteriores. Muchas investigaciones incluyen
parametrizacio´n de estos pesos en un rango especificado.
Generalmente, en las reglas se elige el trabajo con el valor ma´s pequen˜o del ı´ndice
de prioridad.
57. PI1: Igual que la regla S-1 (27) excepto que adjunta un peso α al tiempo disponible
hasta la fecha de vencimiento.
58. P + S-1/OP: Seleccionar el trabajo con la suma ponderada ma´s pequen˜a, del si-
guiente tiempo de procesamiento y el tiempo de holgura por operacio´n restante.
59. P + WKR: Seleccionar el trabajo con la suma ponderada ma´s pequen˜a del pro´ximo
tiempo de procesamiento y trabajo restante.
60. P/WKR: Seleccionar el trabajo con la relacio´n ponderada ma´s pequen˜a del siguiente
tiempo de procesamiento para el trabajo restante.
61. P/TWK: Seleccionar el trabajo que tiene la proporcio´n ma´s pequen˜a entre el si-
guiente tiempo de procesamiento y el trabajo total.
62. P + WQ: Seleccionar el trabajo con la suma ponderada ma´s pequen˜a del siguiente
tiempo de procesamiento y trabajar en la pro´xima cola.
63. MSR: Seleccionar el trabajo con el valor ma´s pequen˜o de fecha de vencimiento,
sumando el valor ponderado de la siguiente operacio´n y restando el valor ponderado
del trabajo restante.
64. RPT/RT: Seleccionar el trabajo con la relacio´n mı´nima entre el tiempo de procesa-
miento restante y la holgura de trabajo actual.
65. P1M: Seleccionar el trabajo con el valor ma´s alto de relacio´n entre la diferencia de
hora actual y hora en que se planifica la operacio´n, menos un factor basado en la
asignacio´n de flujo al valor ponderado del nu´mero de operaciones restantes.
66. P14: Es un ı´ndice ponderado basado en los para´metros de la regla P/WKR (60) y
que tambie´n usa el para´metro de trabajo restante.
67. P/OPNR: Seleccionar el trabajo con la relacio´n ma´s baja entre el tiempo de proce-
samiento y el valor ponderado del nu´mero de operaciones restante.
68. P-SP: Seleccionar el trabajo con el valor ma´s bajo de la diferencia entre el tiempo
de procesamiento ponderado de la operacio´n y el valor ponderado para la siguiente
operacio´n.
69. P + NINQ: Seleccionar el trabajo con el valor ma´s pequen˜o de la suma ponderada
de la operacio´n y el valor ponderado del nu´mero de trabajos en la siguiente cola.
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70. (P + WQ)/P: Seleccionar el trabajo con el ı´ndice ma´s pequen˜o calculado como la
suma de los valores ponderados del tiempo de funcionamiento y el trabajo en la
pro´xima cola, dividido por el tiempo de procesamiento ponderado de la siguiente
operacio´n.
71. SHOPNE: Similar a la regla SI (1), excepto que el tiempo para la operacio´n se estima
a partir del valor promedio por una funcio´n ponderada.
72. PI6: Es un ı´ndice basado en la fecha de vencimiento, el tiempo de transporte, el tiem-
po de procesamiento ponderado para las operaciones restantes y el tiempo ponderado
para la operacio´n inminente.
73. PI7: Es un ı´ndice basado en el tiempo disponible, la media y la varianza del tiempo
de procesamiento para la operacio´n inminente.
74. PI8: Es un ı´ndice basado en la fecha de vencimiento, el tiempo de transporte y el
valor ponderado del tiempo de procesamiento restante.
75. PI11: Es un ı´ndice que selecciona el trabajo con el valor ma´s alto de penalizacio´n
esperada (los trabajos que terminan temprano tienen penalidad negativa o bonifica-
cio´n).
76. PI12: Es un ı´ndice basado en PI6 (72) y el valor modificado del ı´ndice en PI6 despue´s
de que se haya procesado el trabajo.
77. PI13: (Para procesadores paralelos). Es un I´ndice basado en los requisitos de pro-
duccio´n en un per´ıodo determinado, tiempo de procesamiento y costo.
78. PI14: Es un ı´ndice basado en el costo de inventario en proceso, costo de procesa-
miento, costo de retraso, costo y tiempo de instalacio´n, y prioridad externa.
6.4. Reglas de programacio´n heur´ıstica
Estas reglas implican una consideracio´n ma´s compleja como la carga de la ma´quina
anticipada, el efecto de la alternativa enrutamiento, programacio´n de operacio´n al-
ternativa, etc. Estas reglas generalmente se usan junto con las reglas en la Categor´ıa
I. En algunos casos, una regla heur´ıstica puede involucrar aspectos no matema´ticos
de la inteligencia humana.
79. Operacio´n anterna (Alternate Operation): Si la seleccio´n de un trabajo de acuerdo
con alguna regla simple hace que otro trabajo sea “cr´ıtico”(holgura negativa), vea
el efecto del trabajo ya seleccionado. Repita, si algu´n otro trabajo se ve afectado.
80. Ruta alterna (Alternate Routing): Estudie el efecto del enrutamiento de un trabajo
a trave´s de otro conjunto (predeterminado) de instalaciones alternativas de enruta-
miento.
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a) Enrutamiento alternativo con SI (1)
b) Enrutamiento alternativo con LI (3)
c) Enrutamiento alternativo con Aleatorio (24).
81. “Mirar hacia adelante”(Look Ahead): Estudia el efecto de programar un trabajo
(determinado por una regla simple) en otro trabajo que pueda llegar a la cola antes
de que se complete el trabajo programado. (Todas las reglas simples consideran solo
trabajos que ya esta´n en cola).
82. P*S-1: Aplicar la regla SI (1), excepto cuando el trabajo esta´ en su operacio´n final
y se puede evitar el retraso tomando este trabajo fuera de servicio.
83. SHOPNH: Seleccionar el trabajo con la regla SI (1), pero espere si hay algunos tra-
bajos en la cola y pronto se espera otro trabajo con menor tiempo de procesamiento.
(Mantenga la ma´quina inactiva hasta que este trabajo llegue).
84. DSIJ: Usar S-1 (27) para los trabajos en una cola y los que se unira´n a esta cola
espec´ıfica de sus operaciones actuales.
85. Insertar (Insert): Usar la regla “Look Ahead”,(81); si se observa un intervalo de tiem-
po inactivo en la siguiente ma´quina, inserte otro trabajo de la cola correspondiente
que pueda completarse antes de que el trabajo cr´ıtico llegue a la ma´quina.
86. Subconjunto (Subset): Determinar los trabajos cr´ıticos, programar estos primero (en
su totalidad), y luego programar otros trabajos alrededor de los trabajos cr´ıticos.
87. Rehacer (Re-do): Si se descubre que uno o ma´s trabajos llegan tarde a algu´n horario,
se vuelve a hacer la programacio´n con las fechas de vencimiento ajustadas para un
horario mejorado.
88. Flexibilidad (Flexibility): Similar al “Insert”(85), excepto que se hace despue´s de
que el diagrama de Gantt este´ dispuesto para as´ı realizar mejoras.
89. Manipulacio´n (Manipulation): Se intenta mejorar el cronograma manipulando dife-
rentes operaciones mientras se traza el diagrama de Gantt.
90. Programa que trasciende el tiempo (Time Transcending Schedule): Determinar la
calificacio´n de prioridad para cada trabajo. Programar la siguiente operacio´n del
trabajo con la ma´xima prioridad. Volver a evaluar la prioridad y repetir, siempre
programando la siguiente operacio´n del trabajo con la ma´xima prioridad.
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6.5. Otras reglas
Estas pueden involucrar reglas disen˜adas para un almace´n espec´ıfico, combinan ı´ndi-
ces de prioridad basados en funciones matema´ticas de para´metros de trabajo, o
aquellas reglas no categorizadas anteriormente.
91. S-3: Esta regla es igual que S-1 (27), excepto que el tiempo de espera anticipado
para todas las operaciones se resta de la holgura de cada trabajo.
92. S-3/OP: Igual que la regla S-1/OP (29), excepto que se resta el tiempo de espera
anticipado del valor de holgura (numerador).
93. MJSR: Esta regla es Similar a la JSR (31), excepto que el tiempo de retardo esperado
se agrega a cada tiempo de operacio´n.
94. RSPT2: Igual que la regla RSPT1 (32), excepto que se debe restar el tiempo de
espera anticipado para todas las operaciones de un trabajo al valor de holgura.
95. RSPWTI: Igual que la regla RSPT1 (32), excepto que se debe agregar el tiempo de
espera anticipado al denominador.
96. RSPWT2: Igual que la regla RSPT1 (32), excepto que se debe agregar el tiempo de
espera anticipado para todas las operaciones de un trabajo al denominador y restar
la misma cantidad del numerador.
97. RSWT1: Seleccionar el trabajo que tiene la relacio´n ma´s pequen˜a entre el tiempo de
holgura del trabajo y el tiempo de espera futuro “estimado”.
98. RSWT2: Igual que la regla RSWT1 (97), excepto que se debe restar el tiempo de
espera futuro al tiempo de holgura.
99. RSMWT: Seleccionar el trabajo con la menor proporcio´n entre el tiempo de hol-
gura del trabajo y el tiempo de desplazamiento esta´ndar, ma´s el tiempo de espera
“estimado”.
100. XWINQ: Seleccionar el trabajo que continuara´ su pro´xima operacio´n en la cola con
el menor trabajo, tanto presente como esperado.
101. P + XWQ: Seleccionar el trabajo que tiene la suma ponderada ma´s pequen˜a del
tiempo de procesamiento de la operacio´n y el trabajo esperado en la siguiente cola.
102. PI9: Es un ı´ndice basado en la fecha de vencimiento, suma ponderada del tiempo de
procesamiento para la operacio´n restante, suma ponderada de la espera “estimado 2
el valor ponderado del tiempo de procesamiento de la siguiente operacio´n.
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103. PI10: Es un ı´ndice que selecciona el trabajo con la relacio´n ma´s pequen˜a entre el
tiempo disponible hasta la fecha de vencimiento y el tiempo restante (que incluye
los tiempos de procesamiento ma´s el tiempo de espera “estimado”).
Las siguientes 4 reglas se usaron para un taller especial donde se puede iniciar
un trabajo simulta´neamente en todas las ma´quinas. Por conveniencia, las reglas se
establecen como las rec´ıprocas de la real con el valor mı´nimo cambiado al valor
ma´ximo.
104. PI14: Seleccionar el trabajo con el valor ma´ximo de costo de penalizacio´n por unidad
del producto y la diferencia entre el tiempo de finalizacio´n de todos los trabajos y
la fecha de vencimiento del trabajo.
105. PI15: Igual que la regla PI14 (104), so´lo que el producto esta´ dividido por la carga
de trabajo total de la ma´quina.
106. PI16: Igual que la regla PI14 (104), so´lo que el producto esta´ dividido por el tiempo
ma´ximo de procesamiento entre todas las ma´quinas.
107. PI17: Igual que la regla PI14 (104), so´lo que el producto esta´ dividido por el tiempo
mı´nimo de procesamiento entre todas las ma´quinas.
108. OSF (Factor de holgura de operacio´n): Es un ı´ndice basado en la fecha de vencimiento
de la operacio´n, el tiempo de procesamiento de la operacio´n y el tiempo de llegada
del trabajo.
109. PTF (Factor de tiempo de procesamiento): Es un ı´ndice basado en el producto
ponderado del tiempo de procesamiento del i-e´simo trabajo y la suma de los tiempos
de procesamiento de trabajos en ciertos grupos de ma´quinas.
110. OUF (Factor de urgencia operativa): Es un ı´ndice basado en una funcio´n de fecha
de vencimiento, nu´mero de operaciones y nu´mero de grados de todas las operaciones
en un cierto nivel.
111. PCF (Factor de restriccio´n precedente): Es un ı´ndice basado en las restricciones de
precedencia de un trabajo.
112. SI/SI(F): Modificar el valor de holgura restando un para´metro de control para per-
mitir las demoras en el sistema. Programar los trabajos con un valor de holgura
modificado menor que cero primero, con la regla SI. Luego programar otros trabajos
con la regla SI (1).
113. F/SI(F): Calcular la holgura modificada como en la regla anterior (112). Luego
programar el trabajo con el valor de holgura menos modificado, si es menor que
cero; de lo contrario, programar segu´n la regla SI (1).
Las reglas de despacho fueron extra´ıdas del documento (A survey of scheduling rules,
Panwalkar, 1977) [27]
34
7. Marco teo´rico
A lo largo de las de´cadas la secuenciacio´n de tareas ha llevado a diversos estudios
y me´todos para la solucio´n de esta problema´tica. Surgen en los an˜os 50 los primeros
me´todos para organizar y planear la guerra [5] que posteriormente nacen como una rama
de la administracio´n llamada investigacio´n de operaciones. La investigacio´n de operaciones
(IO) hace uso de los modelos matema´ticos, estad´ıstica y algoritmos para llegar a la toma
de una decisio´n.
El problema de scheduling ha sido resuelto usando te´cnicas exactas y te´cnicas aproximadas.[28]
En la figura 8 se muestran las diferentes alternativas de solucio´n [29]
Figura 8: Te´cnicas de solucio´n para secuenciacio´n de tareas
La problema´tica de secuenciacio´n de tareas ha sido investigada a lo largo de los an˜os
y se han planteado diversas alternativas para buscar una manera de solucionarla. [30]
Henry Gantt fue uno de los pioneros en el a´rea pues contribuyo´ con ideas que brotaron
en su famoso diagrama de Gantt creado en 1910, siendo una herramienta importante de
gestio´n que proporciona un calendario gra´fico para la planificacio´n y control del trabajo.
“El ma´s pronto y mejor organizado tipo de diagrama de control para mostrar las relaciones
entre lo planificado y lo realmente acontecido.”[4].
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7.1. Tipos de Diagrama de Gantt
Se tienen dos tipos de este diagrama:
1. Orientado a ma´quinas: Este Diagrama de Gantt de la figura 9 esta´ orientado a
ma´quinas, se muestra un grupo de 3 ma´quinas y 4 trabajos. En este relaciona cada
ma´quina con los trabajos que se realizaran en ella en un tiempo determinado.
Figura 9: Gantt orientado a ma´quinas
2. Orientado a trabajos: Este Diagrama de Gantt de la figura 10 esta´ orientado
a trabajos, se muestra el mismo grupo de 3 ma´quinas y 4 trabajos, pero en este
caso se relaciona cada trabajo con las ma´quinas que esta´n ligadas a el en un tiempo
determinado.
Figura 10: Gantt orientado a trabajos
Posteriormente en el momento de la creacio´n de la teor´ıa de complejidad computacional
se cataloga el problema de secuenciacio´n de tareas como un problema NP-Dif´ıcil (NP:
tiempo polinomial no determinista, con mayor grado de complejidad) Se dice que un
problema es NP-dif´ıcil cuando se demuestra que cualquier algoritmo de solucio´n tiene un
tiempo de ejecucio´n que aumenta, en el peor de los casos, exponencialmente con el taman˜o
del problema. [31]. Entonces si n son nuestras variables de decisio´n y la manera de calcular
el tiempo de resolucio´n del modelo es 252 +n, al ser una expresio´n polino´mica ser´ıa factible
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su resolucio´n en un tiempo polino´mico [32]. Para estos problemas complejos se empezaron
a desarrollar softwares a mediados de los an˜os 80 con todas las alternativas de solucio´n.
Los recientes desarrollos en la teor´ıa de la programacio´n se han centrado en extender
los modelos para incluir ma´s restricciones pra´cticas. Adema´s, debido a los estudios de
complejidad realizados durante las u´ltimas dos de´cadas, ahora se entiende ampliamente
que la mayor´ıa de los problemas pra´cticos son NP debido a que el espacio de solucio-
nes crece exponencialmente con el incremento del nu´mero de tareas (o trabajos) a ser
consideradas.[33].
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En este proyecto de investigacio´n se busca realizar una revisio´n del estado del arte para
identificar l´ıneas promisiorias de investigacio´n en el campo teo´rico y practico debido a la
importancia y gran cantidad de aplicaciones de este tipo de problema.
Para los problemas de programacio´n secuencial se debe tener en cuenta unos elementos
esenciales [13]:
1. Ambiente de produccio´n: (Taller: Espacio donde se encuentran los procesos pro-
ductivos)
Recursos.
Layout (Distribucio´n de planta).
2. Restricciones: Asociadas a procesos, operaciones, formas de almacenamiento y
medios de transporte.
3. Variables del problema: Orden en el que ingresan los trabajos a las ma´quinas,
restricciones de precedencia.
4. Medidas o indicadores de desempen˜o: Para nuestro caso existen 2:
Indicadores relacionados con los trabajos.
Indicadores relacionados con las ma´quinas.
Las reglas de despacho son el para´metro principal en el cual se centra el trabajo de
investigacio´n. En las u´ltimas dos de´cadas, los investigadores en el campo de la secuencia-
cio´n y la programacio´n han analizado varias reglas de despacho de prioridad a trave´s de
te´cnicas de simulacio´n. [27].
En el presente proyecto se han enunciado alrededor de 100 reglas de despacho de
prioridad.
Para analizar las reglas de despacho se utilizo´ un software acade´mico libre llamado LE-
KIN el cua´l resuelve 8 reglas de despacho y tambie´n heur´ısticas, en este caso en el software
creado por Pinedo [8] se encuentran las alternativas de solucio´n usadas comu´nmente.
La planificacio´n de la capacidad transforma los requisitos de fabricacio´n, tal como se
establece en la etapa MRP (Planificacio´n de los requerimientos de material), en un plan
detallado de carga de la ma´quina, para cada una o para cada grupo de ellas en la planta.
Es una tarea de programacio´n y secuenciacio´n [34].
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En la figura 11 se aprecia que la secuenciacio´n en LEKIN puede ser seleccionada por
reglas y en este caso se tiene ATCS, EDD, MS, FCFS, LPT, SPT, WSPT, CR.
Figura 11: Reglas de despacho LEKIN
En la figura 12 se tienen las heur´ısticas que trabaja LEKIN estando disponibles
dependiendo del modelo inicial planteado al arrancar el programa, en algunos casos habra´
heur´ısticas que no estara´n disponibles para nuestro modelo por la informacio´n cargada
inicialmente.
Figura 12: Heur´ısticas LEKIN
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7.2. Modelo matema´tico del problema
Desde hace de´cadas la problema´tica de secuenciacio´n de tareas ha generado conflic-
tos entre los investigadores, los modelos matema´ticos para describir los problemas son
complejos y largos. A continuacio´n se explicara´ el modelo para 2 y 3 trabajos. Usando
programacio´n lineal entera mixta.
En un problema lineal entero mixto (PLEM) se tienen variables de naturaleza entera
y binaria en la figura 13 se muestra un espacio de soluciones que se plantear´ıa as´ı
Figura 13: Gra´fica del problema PLEM
Para poder darle naturaleza continua a las variables se deben relajar las restricciones
para poder plantear el modelo como se muestra en la figura 14
Figura 14: Gra´fica del problema PL
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Para poder transformar el modelo y volverlo lineal se deben relajar las restricciones
teniendo en cuenta el concepto de “Restricciones disyuntivas”. Donde se busca me-
diante un proceso deshabilitar una de las restricciones para acotar el espacio de soluciones
como se muestra en la figura 15 y 16
Figura 15: Restriccio´n disyuntiva 1
Figura 16: Restriccio´n disyuntiva 2
41
Por lo tanto el modelo original sera´ de la siguiente manera:
(R1) aix≤bi
(R2) ajx≤bj
En este tipo de restricciones para realizar el cambio necesario se debe hacer uso de una
variable binaria llamada yi Por lo tanto nuestro nuevo paquete de restricciones sera´:
(R1) aix≤bi+Myi
(R2) ajx≤bj-M(1-yi)
El problema de secuenciacio´n lleva a un problema de planeacio´n abarcando los cam-
pos de investigacio´n de operaciones y produccio´n. En este proyecto se busca revisar este
problema teniendo en cuenta las reglas de despacho y las medidas de desempen˜o tanto
de trabajos como de ma´quinas, buscando as´ı cumplir con una funcio´n multiobjetivo que
pretende minimizar una serie de tiempos lo cual directamente minimiza los costos. Se evi-
dencia que la mayor´ıa de los problemas en la naturaleza tienen varios (posiblemente en
conflicto) objetivos a cumplir. [35]
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7.3. Heur´ısticas y algoritmos
Teniendo en cuenta las te´cnicas de solucio´n se tienen los algoritmos que se dividen en
heur´ısticas y reglas de despacho. Algunos referentes en la literatura son:
7.3.1. Algoritmo de Moore
Genera secuencias o´ptimas para problemas de n trabajos en una sola ma´quina [36]
Busca minimizar el nu´mero de trabajos con retraso. Consiste en los siguientes pasos:
1. Ordenar los trabajos de acuerdo a la regla EDD, obteniendo la solucio´n inicial
2. Seleccionar el primer trabajo i atrasado. (De no haber se prosigue con el paso 4)
3. Considerar los trabajos 1 al i. Rechazando el trabajo con mayor tiempo de proceso,
volver al Paso 2
4. Formar la secuencia que resulta de tomar la secuencia actual y colocar todos los
trabajos rechazados al final
7.3.2. Algoritmo de Lawler
Considera las restricciones de precedencia de los trabajos. Busca minimizar el retraso
ma´ximo. [36] Se realiza de la siguiente manera:
1. Se programa el u´ltimo trabajo. Mirando las trabajos que no tienen precedencia. Y
se comparan entre ellos hasta encontrar el que minimice el retraso. Li= Fi - di
2. Se programa el penu´ltimo trabajo. Mirando los trabajos que no tienen precedencia.
Y se comparan entre ellos hasta encontrar el que minimice el retraso. Li= Fi - di
3. Se programa el antepenu´ltimo trabajo con los mismos criterios anteriores.
4. Se programa el siguiente trabajo con los criterios anteriores y as´ı sucesivamente hasta
programar todos los trabajos.
7.3.3. Giﬄer y Thomson
Los algoritmos de Giﬄer y Thompson se pueden considerar como la base de todas
las heur´ısticas basadas en reglas de prioridad. El procedimiento de generacio´n de GT
explora el espacio de bu´squeda por medio de una estructura de a´rbol. Los nodos en el
a´rbol representan los schedules (secuencias) parciales, los arcos representan las posibles
elecciones, y las hojas del a´rbol son el conjunto de schedules. [24]
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7.3.4. Algoritmo de Johnson
Llamado tambie´n regla de Johnson, busca minimizar el tiempo en tra´nsito desde el
comienzo del primer trabajo hasta la culminacio´n del u´ltimo. Los pasos son:
1. Anotar el tiempo de operacio´n de cada trabajo en ambas ma´quinas
2. Elegir el tiempo ma´s breve
3. si el tiempo ma´s breve es de la primera ma´quina, se realiza el primer trabajo; si es
para la segunda ma´quina se realiza el u´ltimo trabajo. (Nota: De haber empate se
realiza en la primera ma´quina)
4. Repetir los pasos anteriores hasta completar la programacio´n
7.3.5. Heur´ıstica de cambios de cuello de botella
Es una heur´ıstica que busca minimizar la tardanza total ponderada en job shop [37].Esta
heur´ıstica se utiliza para un nu´mero finito de ma´quinas y trabajos.
El procedimiento usado para la solucio´n del problema encontrando las secuencias fue:
1. Realizar el grafo disyuntivo
2. Hallar la ruta cr´ıtica del problema mediante el CPM (Critical Path Method)
3. Identificar los nodos con holgura 0
4. Seleccionar la ma´quina sin holgura y analizar los trabajos que entran en ella (El
tiempo de proceso, el tiempo en que esta´ disponible el trabajo y la fecha de entrega).
La fecha de entrega se halla mediante los ca´lculos de la ruta cr´ıtica
5. Analizar diferentes secuencias de trabajos en la ma´quina de holgura 0 hasta encon-
trar: primero el TTC (Time to completion) el cual define el tiempo que demora un
trabajo espec´ıfico en ser completada, luego se encuentra la DD (Due Date) o sea la
fecha de vencimiento o de entrega del trabajo
6. Hallar la diferencia entre el TTC y la DD para encontrar las tardanzas
7. Identificar las ma´ximas tardanzas en cada una de las secuencias y escoger la mı´nima
tardanza
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7.3.6. Algoritmo de Page/Palmer
Page uso´ me´todos de clasificacio´n por computadora que implicaban el intercambio
de trabajos individuales, el intercambio de grupos de trabajos, el emparejamiento y la
fusio´n de trabajos. En el caso de intercambio, comenzando con una secuencia de trabajo
espec´ıfica, cada par sucesivo de trabajos adyacentes se prueba para ver si tal cambio
reducira´ la duracio´n del calendario. Si se logra una mejora, entonces se repite el proceso.
El mismo proceso se aplica al intercambio de cadenas de trabajos en lugar de trabajos
individuales. El emparejamiento y la combinacio´n de cadenas se basa en reagrupar cada
par sucesivo de cadenas de trabajo en una nueva cadena ordenada de trabajos y probar
una mejora en la vida u´til. En esencia, el me´todo implica una forma de enumeracio´n
restringida. [38]
7.3.7. Me´todo de Gupta
Gupta disen˜o´ un me´todo el cual es similar al de Palmer, excepto que e´l define los ı´ndices
en un manera diferente, tomando en cuenta unos interesantes hechos de la optimizacio´n
de la regla de Johnson para el problema de tres ma´quinas.
El ı´ndice Sj para el trabajo j se calcula como se muestra en la figura 4:
Sj =
ej
mint≤k≤m−1 {tk,j + tk+1,j} (4)
ej = {− 1, t1,j < tm,j + 1, t1,j ≥ tm,j
Despue´s de esto, los trabajos son secuenciados de acuerdo al ı´ndice, de menor a mayor.
Si hay un empate se programa primero el trabajo con menor suma total de tiempos de
proceso. [39]
7.3.8. Heur´ıstica CDS
Hace uso de una mu´ltiple aplicacio´n del algoritmo de Johnson para dos ma´quinas para
tratar de obtener una buena programacio´n. Produce soluciones aproximadas de n trabajos
en m ma´quinas. Se pueden encontrar hasta m-1 secuencias. [40]
7.3.9. Heur´ıstica NEH
Es un procedimiento constructivo de secuenciacio´n muy eficiente que proporciona bue-
nas secuencias para el problema del flow shop con el objetivo de minimizar el instante
ma´ximo de finalizacio´n de los trabajos (Cmax). Como es bien conocido, este procedimien-
to se puede resumir en dos fases: en la primera los trabajos se ordenan segu´n el criterio
LPT y en la segunda, conocida como fase de insercio´n, se construye progresivamente la
secuencia, incorporando cada trabajo, de uno en uno, en el orden previamente establecido,
coloca´ndolo en la mejor posicio´n posible de la secuencia parcial generada, con el fin de
minimizar el (Cmax) parcial. Una vez colocado un trabajo, la posicio´n relativa del mismo
respecto a los dema´s trabajos ya considerados no se altera. [41]
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7.3.10. Me´todo de ruta cr´ıtica CPM (Critical Path Method)
Es un algoritmo basado en la teor´ıa de redes disen˜ado para facilitar la programacio´n
de un conjunto de actividades. Es una herramienta importante para la gestio´n efectiva de
proyectos. [42]
7.3.11. Algoritmo de Johnson
Tiene como objetivo minimizar el makespan, tradicionalmente en la literatura se con-
sidera este algoritmo para problemas de 2 ma´quinas pero puede ser adaptado para m
ma´quinas. Se realiza de la siguiente manera:
1. Se anota el tiempo de operacio´n de cada trabajo en las ma´quinas
2. Se selecciona el tiempo ma´s corto.
3. Si el tiempo ma´s corto es para la primera ma´quina, se hace el primer trabajo, de lo
contrario se realizara´ el u´ltimo. En caso de que ambos tengan el mismo tiempo se
realizara´ el primero.
4. Repetir los dos pasos anteriores hasta completar toda la programacio´n.
[43]
7.3.12. Branch and Bound (Secuenciacio´n)
El algoritmo Branch and Bound (B&B) es un me´todo exacto para encontrar una solu-
cio´n o´ptima para un problema NP-dif´ıcil. Es una te´cnica enumerativa que se puede aplicar
a una amplia clase de problemas de optimizacio´n combinatorial. [3]
En el cuadro 1 se presenta un ejemplo aplicado a un caso Flow Shop
Trabajo Tiempo de procesamiento Pj Fecha de entrega dj
A 6 8
B 1 4
C 3 3
D 7 9
Cuadro 1: Branch & Bound aplicado a flow shop
Una secuencia corresponde a la asignacio´n de un orden para cada uno de los trabajos.
Para poder realizar el B&B se deber levar a cabo los siguientes pasos:
Inicializar: En este punto no se tiene ninguna secuencia definida por lo tanto se
ponen (*, *, *, *) lo cual indica que no hay trabajos asignados a alguna posicio´n.
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Paso 1: Se debe construir la secuencia con todas las posibles combinaciones, ini-
ciando con la u´ltima posicio´n. (*, *, *, A) (*, *, *, B) (*, *, *, C) (*, *, *, D)
Paso 2: Se asignar el segundo trabajo en la secuencia, se deriva de cada uno de estos
cuatro nodos a tres posibilidades: bifurcar desde (*, *, *, A) a (*, *, B, A), (*, *, C,
A) y (*, *, D, A); La ramificacio´n de (*, *, *, B) da tres posibilidades (*, *, A, B),
(*, *, C, B), y (*, *, D, B), as´ı para las dema´s posibilidades.
Paso 3: Asignar el trabajo de la segunda posicio´n genera automa´ticamente toda la
secuencia.
Este proceso esta´ representado por un a´rbol ramificado. Cada nodo corresponde a una
secuencia parcial con varios trabajos asignados a las u´ltimas posiciones y los trabajos
restantes sin asignar. En la figura 17 se ve el planteamiento para 4 trabajos.
Figura 17: Branch & Bound para flow shop (1)
Se tienen los siguientes tiempos, que se obtienen hallando el valor para cada t como se
muestra en la ecuacio´n 5:
t = P − dj (5)
Donde P es la suma de los tiempos de cada trabajo y di es el la fecha de entrega del
trabajo i. El valor de P sera´ la suma de todos los tiempos de procesamiento en este caso
P = 6 + 1 + 3 + 7 = 17.
Se comienza hallando el valor de ta= 17− 8 = 9 y as´ı sucesivamente para cada uno de
los trabajos.
47
tA ≥ 9
(?,?,?,9)
tb ≥ 13
(?,?,?,13)
tc ≥ 14
(?,?,?,14)
td ≥ 8
(?,?,?,8)
Por lo cual despue´s de hallar todos los valores de t se toma el valor mı´nimo de estos
tiempos, siendo D el trabajo que va al final de la secuencia.
Al quedar D como el trabajo final de la secuencia se ramifican las otras 3 posiciones
como se muestra en la figura 18
Figura 18: Branch & Bound para flow shop (2)
Ahora se hallan los nuevos tiempos, se excluye el tiempo del trabajo D que ya se asigno´
y se halla el valor de P= Pa + Pb + Pc para poder reemplazar en la ecuacio´n de t.
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P=6 + 1 + 3 =10, de esta manera hallo el valor de t para cada trabajo y le sumo el
valor de 8 hallado en la ramificacio´n anterior. Por lo tanto los nuevos tiempos sera´n:
ta= 10− 8 = 2 por lo tanto sumando el 8 de la ramificacio´n se obtiene un tiempo para
ta=10. As´ı se procede con los dema´s trabajos restando la fecha de entrega de cada uno al
valor de P.
ta ≥ 10
(*,*,2,8)
tb ≥ 14
(*,*,6,8)
tc ≥ 15
(*,*,7,8)
Se retoma la secuencia desde AD al ser A el menor tiempo y se consideran las siguientes
posibilidades como se muestra en la figura 19 .
Figura 19: Branch & Bound para flow shop (3)
Para los siguientes tiempos se tiene en cuenta que el nuevo valor de P en este caso 4
y adema´s de eso se suman los valores de los trabajos ya asignados 8 y 2. Realizando lo
siguiente se obtiene:
tb ≥ 10
( *,0,2,8)
tc ≥ 11
( *,1,2,8)
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Se programa el segundo trabajo y esto genera la secuencia completa, que para este
caso sera´ CBAD, pues el menor tiempo para la segunda posicio´n es el de B, dejando
inmediatamente a C en la primera posicio´n.
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A continuacio´n se presenta un cuadro resumen de la literatura sobre el problema de
Flow Shop no permutacional. La notacio´n se define de la siguiente manera:
Para el campo β:
rc: Restriccio´n de recursos
Saltar: Saltar operaciones
Disponibilidad: Condiciones de disponibilidad de la ma´quina
fmls: Grupo de familias de producto
Aprender: Efecto de aprendizaje
hr: Recursos heteroge´neos
rp: Relocalizacio´n
Una entrada del campo β en mayu´sculas significa un para´metro estoca´stico.
En la columna de comentarios:
B&B: Branch and Bound.
SA: Algoritmo de recocido simulado
MPF: Formulacio´n de programacio´n matema´tica
SS: Bu´squeda dispersa
PR: Vinculacio´n de ruta
TS: Bu´squeda tabu´
OM: Otras meta-heur´ısticas
GA: Algoritmo gene´tico
ACO: Optimizacio´n de colonia de hormigas
IG: Iteracio´n Greedy (Codiciosa)
CLP: Programacio´n lo´gica de restricciones
CCP: Programacio´n restringida por azar
FGP: Programacio´n de objetivos difusos
PFS: Flow Shop permutacional
NPFS: Flow Shop no permutacional
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A continuacio´n en el cuadro 2 se presenta un resumen de la literatura teniendo en
cuenta el problema NPFS y sus posibles soluciones dependiendo de su planteamiento.
Cuadro 2: Resumen de la literatura NPFS
Referencia Problema Comentarios
[44] F | rc | Cmax Algoritmo B&B
[45] F || Cmax Bound entre NPFS Cmax y PFS
Cmax para estancias especiales
[46] F || Cmax Enumerativo para pequen˜as instan-
cias y grandes instancias SA
[47] F2 | Sijk , tiempos de eliminacio´n —
Cmax
PFS no es o´ptimo y el problema es
NP-Dif´ıcil
F2 | Bloqueo | Cmax PFS no es o´ptimo y el problema es
NP-Dif´ıcil
[48] F | bi | Cmax Heur´ıstica para equilibrar el uso de
recursos
[49] F | Lote | Costos Algoritmo B&B
[50] F | Lote, espera finita | Cmax Procedimiento recurrido a medida
[51] F || Cmax Heur´ıstica HFC
[52] F | Tiempos de retraso | Cmax MPF
[53] F | Saltar | ∑Cj Reglas de despacho y heur´ısticas
[54] F || Cmax Meta-heur´ısticas, basadas en SS y
PR, y TS
F || Cmax OM
[55] F | Saltar | Cmax Heur´ıstica
[56] F | Bloqueo | Cmax TS
[57] F | bi | Cmax MPF
[58] F | Disponibilidad | Cmax GA y TS
[59] F | Saltar | γ γ ∈ ∑wjFj,∑Fj} Heur´ıstica:
Conjunto NPS
[60] F | Saltar, Sijk | γ γ ∈ {
∑
wjFj,
∑
Cmax} Heur´ıstica a
medida y Conjunto NPS
[61] F | Estoca´stico | Costos GA y ATC heurt´ıstica
[62] F | bi | Ingresos MPF
[63] F | Retrasos de tiempo | Cmax NP-Dif´ıcil, para 2 ma´quinas PFS no
o´ptimo
[64] F || γ
γ ∈ {Cmax
∑
Cj,
∑
wjCj, Tmax,∑
Tj,
∑
wjTj TS y GA,
compara las 6 funciones objetivo
[65] F | Bloqueo | ∑wjCj GA
[66] F || Cmax SS
[67] F || Cmax ACO
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Cuadro 2 continuacio´n de la pa´gina previa
Referencia Problema Comentarios
[68] F | Bloqueo | ∑wjCj GA y CLP
[69] F || ∑wjTj Heur´ıstica ATC y GA
[70] F || Cmax IG
[71] F2 | pij = p, tiempo de retraso —
Cmax
Herus´ıtica - uet (unit execution ti-
me): tiempo de ejecucio´n por unidad
F || ∑wjTj
[72] F | Tiempo de retraso | Cmax MPF
F | Sijk | Cmax
F || γ γ ∈ {∑Fj, Cmax} ACO y bu´sque-
da local
[73] F | fmls, Sijk | γ γ ∈ {Cmax
∑
Cj,
∑
wjCj,
Tmax,
∑
Tj,
∑
wjTj SA, TS y GA
[74] F || Cmax SA y TS
[75] F || Cmax Comparacio´n de PFS y NPFS ma-
kespan, por caso general
[76] F | fmls, configuracio´n | γ
γ ∈ {Cmax∑Cj,∑wjCj, Tmax,∑
Tj,
∑
wjTj configuracio´n SA
depende de la familia de secuencia
[77] F || ∑Tj TS
[78] F2 | Bloqueo | ∑wjCj GA
[79] F | bi | Costos MPF
[80] F | Sijk | Costos Heur´ıstica basada en MPF
[81] F || Cmax Algoritmo evolutivo diferencial
cua´ntico (Quamtum differential
evolutionary algorithm- QDEA)
[82] F || Cmax Hı´brido CLP y GA
[83] Programacio´n inversa - Cmax Condiciones suficientes para una se-
cuencia o´ptima
[84] F | Saltar | Cmax GA y TS
[85] F2 | Aprender | Cmax Basado en la heur´ıstica NEH
[86] F || ∑wjCj & ∑wjTj TS con perturbacio´n progresiva
[87] F2 | rp | Cmax Ana´lisis complejo, es NP-Dif´ıcil
[88] F | Aprender, disponibilidad | ∑Fj Heur´ıstica VFR
[89] F |Aprender, disponibilidad | Costos Hı´brido Firefly-SA
[90] F | Sijk |
∑
wjTj Heur´ıstica bu´squeda local
[66] F | Lote, fmls, ri | γ γ ∈ {
∑
Fj,
∑
Cj, Cmax} MPF
[91] F | Saltar, dr, Sijk, disponibilidad, rj
| ∑wjCj & ∑wjTj OM
[78] F || Cmax ACO
[51] F | bi = n− 2 | Cmax ACO
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Cuadro 2 continuacio´n de la pa´gina previa
Referencia Problema Comentarios
[92] F | Sijk, Pij | Costos Heur´ıstica MPF y OM, demanda in-
cierta
[93] F | Lote, configuracio´n | Cmax TS
[94] Fm || Cmax Procedimientos de delimitacio´n
[95] F2 | uet, Tiempo de retraso | Cmax Algoritmo B&B
[96] F || Cmax ACO
[97] F | hr | Cmax Heur´ıstica: SS y PR
[98] Fm | Sijk, rj | Cmax GA y TS
[99] F | Aprender, disponibilidad, rj |∑
Fj
Heur´ıstica y SA
[100] F | Reserva | Costos GA
F | Configuracio´n, disponibilidad |
Cmax
ACO
[101] F | Rj, Pij | Cmax &
∑
Fj &
∑
Tj CCP y FGP
[102] F | OA= Aceptacio´n de la orden |∑
wjTj
TS-GA
[103] F | Aprender, Sijk | Cmax &
∑
Fj
&
∑
Tj
Heur´ıstica de restriccio´n aumentada
[104] F || ∑Cj IG
[105] F || Cmax OM
[106] F | Disponibilidad | Cmax OM
[107] F | Saltar | ∑Fj SA
[108] F | Lot-streaming | Cmax MPF
Esta tabla fue tomada del art´ıculo The Non-Permutation Flow-Shop scheduling pro-
blem: A literature review [15]
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8. Casos de implementacio´n
Se realizara´ un problema de implementacio´n flow shop de una sola ma´quina con
6 trabajos, cuyos tiempos de entrega y llegada son distintos. La figura 20 presenta la
informacio´n:
Figura 20: Informacio´n caso flow shop
Se implementaron las siguientes reglas de despacho: FCFS, LCFS, SPT, LPT, EDD,
STR y RANDOM.
55
En la figura 21 se ven dos tablas que contienen las reglas de despacho FCFS y LCFS.
Figura 21: Implementacio´n regla de despacho FCFS y LCFS
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La figura 22 referencia las reglas de despacho SPT y LPT respectivamente.
Figura 22: Implementacio´n regla de despacho SPT y LPT
Por u´ltimo la figura 23 muestra la regla de despacho Random.
Figura 23: Implementacio´n regla de despacho RANDOM
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En la figura 24 se presenta un cuadro resumen de las medidas de desempen˜o.
Figura 24: Resumen medidas de desempen˜o
Y posteriormente con el diagrama de Gantt se puede evidenciar que el tiempo total de
flujo es de 25 d´ıas como se observa en la figura 25
Figura 25: Diagrama de Gantt para flow shop
Un diagrama de Gantt para flow shop arrojara´ siempre el mismo horizonte de fabrica-
cio´n (makespan), sin importar la secuencia de los trabajos.
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Para el ejemplo de implementacio´n flow shop se concluye que la mejor regla de des-
pacho para nuestro caso sera´ la SPT, pues logra optimizar la mayor´ıa de medidas de
desempen˜o.
En la figura 26 se muestra un gra´fico de estrella que puede determinar cua´l de las
reglas se ajusta mejor a lo evaluado.
Figura 26: Evaluacio´n de medidas de desempen˜o
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En el siguiente ejemplo se implementa un caso de job shop de m ma´quinas con
n trabajos utilizando el algoritmo de Giﬄer y Thomson, primeramente se planteara´ el
modelo matema´tico. Se tiene la siguiente informacio´n:
m=1,2,3,4
n=1,2,3
Se tiene una secuencia de produccio´n dada as´ı:
j =1 1,3,2
j =2 2,3,4,1
j =3 1,2,4
En la figura 27 se aprecia la secuencia del trabajo nu´mero 1.
Figura 27: Secuencia 1
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En la figura 28 se aprecia la secuencia del trabajo nu´mero 2.
Figura 28: Secuencia 2
En la figura 29 se aprecia la secuencia del trabajo nu´mero 3.
Figura 29: Secuencia 3
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Los tiempos asociados a cada uno de los trabajos en las ma´quinas son:
Para el trabajo 1
P11= 10
P31= 7
P21= 3
Para el trabajo 2
P22= 5
P32= 6
P42= 8
P12= 2
Para el trabajo 3
P13= 2
P23= 6
P43= 9
Planteamiento del modelo lineal
En el proyecto de investigacio´n ”El sistema Productivo del Job Shop en el salo´n de
clase” se describe el modelo como se presenta a continuacio´n [109].
Definicio´n de variables y para´metros
Cmax= Tiempo total de proceso (makespan)
A= Conjunto de las restricciones de ruta (i,j ) −→ (h,j)
N= Conjunto de todas las operaciones a realizar
i=1,...m: Nu´mero de ma´quinas a utilizar
j =1,...n: Nu´mero de trabajos a realizar en las ma´quinas
Yij= Tiempo de iniciacio´n de la operacio´n (i,j )
Pij= Duracio´n de la operacio´n (i,j )
La ecuacio´n (6) representa la funcio´n objetivo que busca minimizar el tiempo total de
proceso de los trabajos en el sistema:
Min Cmax (6)
Sujeto a:
Yhj − Yij ≥ Pij −→ Para todo (i, j) −→ (h, j) ∈ A (7)
Cmax − Yij ≥ Pij −→ Para todo (i, j) ∈ N (8)
Yij − Yik ≥ Pik −→ Para todo (i, k)y(i, j) −→ i = 1, ...,m. (9)
Yij ≥ 0 −→ Para todo (i, j) ∈ N (10)
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El conjunto de ecuaciones (7)-(10) representan las restricciones del modelo.
Donde la ecuacio´n nu´mero (7) representa la restriccio´n de orden o ruta de los trabajos
en las ma´quinas.
La ecuacio´n nu´mero (8) corresponde a las restricciones de capacidad asociadas a los
tiempos de los trabajos.
La ecuacio´n nu´mero (9) representa las restricciones disyuntivas o de prioridad, donde
se establecen las secuencias.
La ecuacio´n nu´mero (10) corresponde a las restricciones de no negatividad, asociadas
a los tiempos mayores a 0.
A continuacio´n, se plantean las ecuaciones y se reemplazan los valores del problema.
Yhj − Yij ≥ Pij restricciones de ruta
Y31-Y11 ≥ P11
Y21-Y31 ≥ P31
Y32-Y22 ≥ P22
Y42-Y32 ≥ P32
Y12-Y42 ≥ P42
Y23-Y13 ≥ P13
Y43-Y23 ≥ P23
Y31-Y11 ≥ 10
Y21-Y31 ≥ 7
Y32-Y22 ≥ 5
Y42-Y32 ≥ 6
Y12-Y42 ≥ 8
Y23-Y13 ≥ 2
Cmax-Yij ≥ Pij restricciones de capacidad
Cmax-Y11 ≥ P11
Cmax-Y31 ≥ P31
Cmax-Y21 ≥ P21
Cmax-Y22 ≥ P22
Cmax-Y32 ≥ P32
Cmax-Y42 ≥ P42
Cmax-Y12 ≥ P12
Cmax-Y13 ≥ P13
Cmax-Y23 ≥ P23
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Cmax-Y43 ≥ P43
Cmax-Y11 ≥ 10
Cmax-Y31 ≥ 7
Cmax-Y21 ≥ 3
Cmax-Y22 ≥ 5
Cmax-Y32 ≥ 6
Cmax-Y42 ≥ 8
Cmax-Y12 ≥ 2
Cmax-Y13 ≥ 2
Cmax-Y23 ≥ 6
Cmax-Y43 ≥ 9
Yik-Yij ≥ Pij restricciones disyuntivas para la secuencia 1-2-3
i=1
Y12-Y11 ≥ P11
Y13-Y12 ≥ P12
Y12-Y11 ≥ 10
Y13-Y12 ≥ 2
i=2
Y22-Y21 ≥ P22
Y23-Y22 ≥ P23
Y22-Y21 ≥ 5
Y23-Y22 ≥ 6
i=3
Y32-Y31 ≥ P31
Y32-Y31 ≥ 7
i=4
Y43-Y42 ≥ P42
Y43-Y42 ≥ 8
Yij ≥ 0 restricciones de positividad
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Para Job shop se utilizo´ el algoritmo de Giﬄer y Thomson con reglas de despacho
como me´todo de solucio´n.
La primera regla utilizada fue SPT se muestra en las siguientes figuras de la 30 a la 39
las iteraciones realizadas para un total de 10, as´ı se obtuvo la secuencia de los trabajos.
Figura 30: Primera iteracio´n
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Figura 31: Segunda iteracio´n
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Figura 32: Tercera iteracio´n
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Figura 33: Cuarta iteracio´n
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Figura 34: Quinta iteracio´n
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Figura 35: Sexta iteracio´n
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Figura 36: Se´ptima iteracio´n
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Figura 37: Octava iteracio´n
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Figura 38: Novena iteracio´n
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Figura 39: De´cima iteracio´n
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Luego se procede a utilizar la regla de despacho LPT en las figuras 40 a la 49 se
evidencian las 10 iteraciones realizadas para esta regla de despacho.
Figura 40: Primera iteracio´n
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Figura 41: Segunda iteracio´n
76
Figura 42: Tercera iteracio´n
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Figura 43: Cuarta iteracio´n
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Figura 44: Quinta iteracio´n
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Figura 45: Sexta iteracio´n
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Figura 46: Se´ptima iteracio´n
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Figura 47: Octava iteracio´n
82
Figura 48: Novena iteracio´n
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Figura 49: De´cima iteracio´n
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Se utiliza el software LEKIN cargando el modelo de Job shop para el entorno de trabajo,
como se plantea en la figura 50.
Figura 50: Interfaz LEKIN con implementacio´n
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En la figura 51 se relacionan tambie´n las medidas de desempen˜o.
Figura 51: Interfaz LEKIN con implementacio´n y medidas de desempen˜o
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Para la regla de despacho se obtiene el mismo resultado del algoritmo Giﬄer y Thom-
son.
En la figura 52 se muestra el diagrama de Gantt para la regla de despacho SPT.
Figura 52: Gantt con la regla de despacho SPT
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Y este resultado arroja el programa LEKIN para la secuencia con la regla LPT como
se muestra en la figura 53
Figura 53: Gantt con la regla de despacho LPT
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Tambie´n se utilizo´ el software AMPL para implementar el modelo matema´tico plan-
teado del job shop, pero se obtuvieron distintos resultados pues se evidencia que el
software prioriza las restricciones disyuntivas las cuales son las encargadas de la secuencia
de los trabajos en las ma´quinas. Los resultados obtenidos fueron:
La figura 54 relaciona las secuencias 1-2-3 y 2-1-3.
Figura 54: Secuencia Job shop 1-2-3 y 2-1-3
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Las secuencias 3-2-1 y 1-3-2 se muestran en la figura 55.
Figura 55: Secuencia Job shop 3-2-1 y 1-3-2
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Posteriormente las secuencias 2-3-1 y 3-1-2 se muestran en la figura 56.
Figura 56: Secuencia Job shop 2-3-1 y 3-1-2
El mı´nimo C (makespan) para el problema utilizando el software AMPL fue de 43,
mientras que usando el algoritmo y el programa LEKIN se lograba encontrar un C de 35.
El modelo matema´tico planteado no es suficientemente robusto debido a que toma una
u´nica secuencia de produccio´n para todas las maquinas.
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El Branch and Bound permite llegar a una secuencia o´ptima para cada uno de los
trabajos, se aplico´ para el caso de implementacio´n Job Shop en la heur´ıstica de cambios
de cuello de botella.
En la figura 57 se presenta el grafo disyuntivo con las precedencias y las posibles
secuencias de cada trabajo. Las l´ıneas punteadas son las posibles rutas que puede tomar
la secuencia.
Figura 57: Descripcio´n del grafo disyuntivo
Para el trabajo 1
P11= 10
P31= 7
P21= 3
Para el trabajo 2
P22= 5
P32= 6
P42= 8
P12= 2
Para el trabajo 3
P13= 2
P23= 6
P43= 9
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Para poder determinar la secuencia es necesario utilizar el B&B y determinar la orien-
tacio´n de la ruta en cada una de las ma´quinas. Primero se realiza la ruta cr´ıtica y se
determina la ma´quina con la menor holgura o con holgura cero, para empezar con las
posibles secuencias de trabajo, como se muestra en la figura 58.
Figura 58: Ruta cr´ıtica inicial
Con esta primer ruta cr´ıtica se obtiene la holgura cero en la ma´quina 2.
Se procede a realizar el B&B para esta ma´quina.
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En la figura 59 se realiza la ramificacio´n por la ma´quina con holgura 0 y sus posibles
resultados. Se realiza el siguiente procedimiento:
1. Se analizan cua´ntos trabajos se procesan en la ma´quina sin holgura. En este caso la
ma´quina 2 procesa todos los trabajos 1,2 y 3.
2. Se realiza la suma de cada uno de los Pi que intervienen en este caso, para obtener
como resultado P; como se dijo anteriormente los trabajos 1, 2 y 3 tienen los siguien-
tes tiempos P1= 3, P2=5 y P3=6. Por lo tanto la suma dara´ el siguiente resultado
P1 + P2 + P3 = P. Reemplanzando se tiene P= 14.
3. Se debe identificar el di (Due Date) o fecha de entrega, para cada uno de los trabajos
que intervienen. d1= 21, d2=5 y d3=8.
4. Se deben tener en cuenta los rj de cada trabajo o sea los tiempos de disponibilidad
o el momento en que el trabajo ya se puede realizar. Esto puede ser un limitante a
la hora de hallar nuestros valores de P o t.
5. Se hallan los valores t que se referencian en la figura 59. De la forma que se mostro´
en la ecuacio´n nu´mero 5:
t = P − di (11)
La ecuacio´n (11) es la misma ecuacio´n definida anteriormente como la ecuacio´n (5)
Para: t1=14−21=−7 = 0, al tener un valor negativo t1 se convierte en 0 automa´tica-
mente pues no existen tiempos negativos. t2=14−5 = 9 y t3=14−8 = 6, en resumen
se tiene t1=0, t2=9 y t3=6
6. Se escoge el tiempo menor o igual a 0, hallado en el numeral anterior en este caso
nos habla de finalizar la secuencia con el trabajo 1, pues ese trabajo arrojo´ como
resultado el menor tiempo.
7. Se ramifica con el B&B las dos posibles secuencias que son penu´ltimo trabajo el
nu´mero 2 y penu´ltimo trabajo el nu´mero 3 para as´ı obtener la secuencia de la ma´qui-
na.
8. Se procede a hallar los nuevos tiempos t para el penu´ltimo trabajo en este caso se
ve que el u´ltimo trabajo ten´ıa un tiempo de 0 (trabajo 1). Se realiza lo mismo del
paso 5. Se suman los P2+P3=11. P=11. Y as´ı se obtienen los valores del penu´ltimo
trabajo en este caso t2= 11− 5 = 6 y t3=11− 6 = 5. Se toma el menor valor para t.
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Figura 59: B&B ma´quina 2
Se llega a una secuencia para la ma´quina 2 de la siguiente manera: 2-3-1. Se debe
recalcular la ruta cr´ıtica con la secuencia obtenida como se muestra en la figura 60.
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Figura 60: Recalculo de ruta cr´ıtica con ma´quina 2
Ahora en la figura 61 se elije la ma´quina 1 porque es donde se presenta la menor
holgura y se realiza el B&B para generar la secuencia o´ptima.
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Se realizan los pasos anteriores obteniendo los valores de P y t: P1 + P2 + P3 = P.
P=10 + 2 + 2 = 14
Las fechas de entrega para cada los trabajos 1, 2 y 3 son 11, 21 y 6 respectivamente.
Con esta informacio´n ya se pueden calcular los valores de t.
Teniendo: t1=14 − 11= 3, t2=14 − 21 = −7 = 0 y t3=14 − 6 = 8, en resumen se tiene
t2 = 0 ha de finalizar la secuencia por prioridad. Se ramifica y se busca el nuevo tiempo
menor para as´ı completar toda la secuencia, teniendo como penu´ltimos trabajos el 3 y el
1. Los valores de t para el penu´ltimo trabajo deben ser analizados de la siguiente manera
inicialmente en la figura 60 se ve que el trabajo 2 puede arrancar en el momento 19
porque tiene un rj=19, por lo tanto nuestro P= 10+2= 12 que se obtiene de la suma de
los tiempos de los trabajos 3 y 1 no tiene validez porque au´n la ma´quina no esta´ disponible
hasta el momento 19. Por lo tanto se tiene que nuestra P=19. Y all´ı se calcula nuestros
tiempos t3=19 − 6 = 13 y t1=19 − 11 = 8, por lo tanto ya se obtiene la nueva secuencia
tomando el menor valor de t.
Figura 61: B&B ma´quina 1
La secuencia 3-1-2 es la o´ptima para esta ma´quina, entonces se procede a recalcular
la ruta cr´ıtica y seleccionar la ma´quina con menos holgura o con holgura cero como se
muestra en la figura 62.
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Figura 62: Reca´lculo de ruta cr´ıtica con ma´quina 1
Al realizar la ruta cr´ıtica, la pro´xima ma´quina sera´ la nu´mero 3 puesto que presenta
la menor holgura, en la figura 63 se visualiza.
Figura 63: B&B ma´quina 3
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Ahora se deben hallar los tiempos para la ma´quina nu´mero 3 que procesa tan solo los
trabajos 1 y 2, en este caso si se encuentra el u´ltimo trabajo ya se tendra´ la secuencia
completa de la ma´quina. para ambos se tiene un t=0 pues se tienen los siguientes valores
P1 =7 y P2 = 6. Por lo tanto P=13. Se tienen unas fechas de entrega para el trabajo 1 y
2 de 19 y 12 respectivamente. Por lo tanto se escoge el t menor y esa sera´ la secuencia.
t1=13− 19=−6 = 0 y t2=13− 12 = 1.
Obteniendo la secuencia 2-1. La nueva ruta cr´ıtica sera´ la mostrada en la figura 64.
Figura 64: Recalculo de ruta cr´ıtica con ma´quina 3
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Se procede a realizar el B&B para encontrar la secuencia de la u´ltima ma´quina la
nu´mero 4, en la figura 65 se visualiza la u´ltima ramificacio´n para llegar a la solucio´n del
problema.
Figura 65: B&B ma´quina 4
Se hallan los valores para t, la ma´quina 4 solo procesa los trabajos 2 y 3, lo que nos
indica que obteniendo el u´ltimo trabajo se tiene la secuencia completa. Para este caso
ambos valores de t son negativos se escoge la secuencia 2-3 ya que el trabajo 2 tiene una
fecha de entrega ma´s pro´xima.
Al obtener la secuencia o´ptima para la ma´quina 4 se obtiene entonces la ruta progra-
mada para todas las ma´quinas minimizando la tardanza total del sistema.
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Resumen de resultados
El cuadro 3 nos presente el resumen de resultados obtenidos para cada una de las ma´qui-
nas y la secuencia o´ptima.
Ma´quina Secuencia
1 3-1-2
2 2-3-1
3 2-1
4 2-3
Cuadro 3: Resumen de resultados heur´ıstica cuello de botella
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Se comprueba con el programa LEKIN la secuencia para cada una de las ma´quinas y
arroja los datos de la figura 66.
Figura 66: Diagrama de Gantt job shop
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En el cuadro 4 se presenta una tabla comparativa para los me´todos usados en la
implementacio´n del caso Job shop
Secuencia (Ma´quina)
Me´todo 1 2 3 4
SPT 3-1-2 3-2-1 1-2 3-2
LPT 1-3-2 2-3-1 2-1 2-3
H. Cuello de botella 3-1-2 2-3-1 2-1 2-3
Cuadro 4: Tabla comparativa de me´todos
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9. Ana´lisis de resultados
Al realizar diversos me´todos de implementacio´n se tiene claro, que el problema de
secuenciacio´n de tareas es un problema robusto, que debe ser modelado e implementado
dependiendo de las necesidades de cada organizacio´n, la planeacio´n es muy importante para
la toma de decisiones en una empresa, lograr planear y optimizar sus procesos productivos
puede cumplir muchos de sus objetivos. Para esto se deben identificar muy bien cada uno
de los elementos de un problema de secuenciacio´n y as´ı modelarlo de la manera ma´s precisa
para posteriormente utilizar uno de los me´todos planteados anteriormente para buscar su
solucio´n o´ptima.
Los algoritmos y las heur´ısticas usadas pueden ser implementadas en distintos campos,
los softwares utilizados arrojaron resultados que comprobaron los modelos y las imple-
mentaciones que se realizaron. Se evidencia que la literatura ha explorado el campo de la
secuenciacio´n buscando cada vez soluciones ma´s eficaces al problema.
Los softwares usados fueron implementados para corroborar la informacio´n, en ocasio-
nes difirieron resultados ya que el software puede trabajar y priorizar ciertas restricciones
como en el caso de AMPL que no escanea todas las rutas posibles por sus restricciones de
precedencia iniciales y se debe hacer una corrida para cada una de las secuencias como se
mostro´ en pa´ginas anteriores.
En este trabajo de investigacio´n se exploraron las te´cnicas aproximadas con algoritmos
desarrollados como lo son heur´ısticas y reglas de despacho, tambie´n las te´cnicas de opti-
mizacio´n enumerativas como lo son el branch and bound y la optimizacio´n matema´tica,
donde en optimizacio´n matema´tica se planteo el modelo de programacio´n lineal entera y
entera mixta.
104
10. Conclusiones
Se lograron identificar las medidas de desempen˜o asociadas a los problemas de se-
cuenciacio´n de tareas siendo estas muy importantes para lograr plantear el modelo
basa´ndose en los resultados deseados y as´ı plantear la funcio´n objetivo ido´nea de
nuestro problema.
Se describieron las reglas de despacho de la literatura actual y tambie´n los distintos
me´todos de solucio´n que han surgido a lo largo de las de´cadas, este problema de
secuenciacio´n se aborda desde distintas te´cnicas de solucio´n como se mostraba en la
figura 8. Se implementaron heur´ısticas y algoritmos para dar solucio´n a problemas
planteados.
Se lograron identificar los elementos esenciales de un problema de secuenciacio´n de
tareas para as´ı tener claro los pasos a seguir a la hora de plantear el modelo. Estos
elementos son:
1. El ambiente de produccio´n de cada organizacio´n asociado a los recursos y
layout.
2. Las restricciones asociadas a el proceso, las operaciones y lo concerniente a la
produccio´n y su cadena.
3. Variables y para´metros a relacionar.
4. Medidas de desempen˜o que se quieren optimizar.
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