This paper extends the test established by Hiemstra and Jones (1994) 
Introduction
It is an important issue to detect the causal relation among several time series, see, for example, Qiao, et al (2008 Qiao, et al ( , 2009 ) and Chiang, et al (2009) . To examine whether past information of one series could contribute to the prediction of another series, linear Granger causality test (Granger, 1969 ) is developed to examine whether lag terms of one variable significantly explain another variable in a vector autoregressive regression model. However, the linear Granger causality test does not perform well in detecting nonlinear causal relationships. To circumvent the limitation, Baek and Brock (1992) develop a bivariate nonlinear Granger causality test to examine the remaining nonlinear predictive power of a residual series of a variable on the residual of another variable obtained from a linear model. Hiemstra and Jones (1994) have further modified the test. In this paper, we first discuss the linear causality test in the multivariate setting and thereafter extend the theory by developing a nonlinear causality test in the multivariate setting. In addition, we conduct simulation to demonstrate the superiority of our proposed multivariate test over its bivariate counterpart in the performance of both size and power. At last, we illustrate the applicability of our proposed test to analyze the relationships among different Chinese stock market indices.
Multivariate Linear Granger Causality Test
We first review the linear Granger causality test in the multivariate setting.
Vector Autoregressive Regression
To test the linear causality relationship between two vectors of stationary time series, x t = (x 1,t , · · · , x n 1 ,t ) and y t = (y 1,t , · · · , y n 2 ,t ) , where there are n 1 + n 2 = n series in total, one could construct the following vector autoregressive regression (VAR) model:
A yx (L) [ where T is the number of usable observations, c is the number of parameters estimated in the unrestricted system.
ECM-VAR model
If the time series are conintegrated, one should impose the error-correction mechanism (ECM) on the VAR to test for Granger causality between the variables of interest. In particular, when testing the causality relationship between two vectors of non-stationary time series, we let X t = (X 1,t , · · · , X n 1 ,t ) and Y t = (Y 1,t , · · · , Y n 2 ,t ) , and let x it = ∆X it and y it = ∆Y it be the corresponding stationary differencing series such that there are n 1 + n 2 = n series in total. If X t and Y t are cointegrated, then, instead of using the VAR in (1), one should adopt the following ECM-VAR model:
where ecm t−1 is lag one of the error correction term, α 
Multivariate Nonlinear Causality Test
In this section, we will extend the nonlinear causality test for the bivariate setting developed by Hiemstra and Jones (1994) 
to be the corresponding residuals of any two vectors of variables being examined.
We first define the lead vector and lag vector of a time series, say X i,t , as follows: for
the m x i -length lead vector and the L x i -length lag vector of X i,t are:
, Given m x , m y , L x , L y , and e > 0 , we define the following four events:
where · denotes the maximum norm which is defined as
The vector series {Y t } is said not to strictly Granger cause another vector series
where P r(· | · ) denotes conditional probability.
The test statistic for testing non-existence of nonlinear Granger causality can be obtained as follows:
where
In this paper, we develop the following theorem: Denker and Keller (1983) , if the null hypothesis, H 0 , is true, the test
e) . When the test statistic in (3) is too far away from zero, we reject the null hypothesis. A consistent estimator of
, of the covariance matrix Σ is given by:
e) , and
where 
A consistent estimator of Σ i,j elements is given by:
in whichÂ i,t is defined in the appendix for i = 1, 2, 3, 4 and a consistent estimator of ∇f (θ) is:
The prove is given in the appendix.
3 Monte Carlo Simulation
In this section, we present the Monte Carlo simulation to demonstrate the superiority of our proposed multivariate nonlinear Granger causality test over its bivariate counterpart in the performance of both size and power when the underlying series possess multivariate nonlinear Granger causality nature.
We have conducted simulations for a variety of time series possessing different multivariate nonlinear Granger causality relationships. All simulations show that our proposed multivariate nonlinear Granger causality test performs better in both size and power. For simplicity, we only present the results of the following equation:
where {Y t } and {Z t } are i.i.d. and mutually independent random variables generated from Tables 1 and 2 for sample size of 50 and 100, respectively. Table 1 displays the simulation results of sample size 50 with the value of β varying from −0.5 to 0.5 and the common lag length being 1, 2, and 3 for all the cases under examination. When β = 0, that is, {X t } is independent of both {Y t } and {Z t } implying that the null hypothesis is true, both bivariate and multivariate tests are conservative when the common lag length = 1, 2. When the common lag length is equal to 3, both tests have empirical sizes similar to the nominated significance level of 0.05. In short, Table 1 exhibits that (a) the average of the simulated size of multivariate test is closer to the nominated significance level of 0.05. When β is nonzero, our simulation shows that (b) the powers of both bivariate and multivariate tests perform better when lag length = 1 and their powers reduce when lag length increases, and (c) the power of our proposed multivariate test is much higher than that of its bivariate counterpart for any lag length being examined in our paper. We note that (b) is reasonable because only lag one of both Y and Z "cause" X in (4) while our findings in (a) and (c) show that our proposed multivariate test performs better than its bivariate counterpart in both size and power.
We turn to examine both size and power when we increase the sample size to 100.
The results are displayed in Table 2 . As the sample size is larger, we report results with longer lag length scale including L x = L y = L z = 1, 3, and 5. Comparing with sample size = 50, the simulation results show that our observations of (a), (b), and (c) for sample size = 50 still hold for sample size of 100, but, as expected, both size and power for both bivariate and multivariate tests have improved and our findings are consistent to show that our proposed multivariate test performs better than its bivariate counterpart in both size and power when sample size = 100. Note: The last two rows display the average values for the case of "Bivariate" and "Multivariate", respectively, for the corresponding value of β.
Illustration
As they only apply the bivariate Granger causality test to study the issue, their results may not be able to capture any multivariate causality relationship among these indices.
To bridge the gap, in this paper we first apply the traditional multivariate linear Granger causality test and thereafter apply our proposed multivariate nonlinear causality test We first adopt the VAR model in (1) or the ECM-VAR model in (2) to examine whether there is any multivariate linear Granger causality relationship among the indices in any of the groups mentioned above. We find that, in the first subperiod, there is only strong unidirectional linear causality from Shenzhen stock market to Shanghai stock market.
On the other hand, in the second sub-period, we find that (a) there is unidirectional linear causality from B-share to A-share, and (b) there are strong feedback causality relationships between Shanghai stock market and Shenzhen stock market, and between domestic stock market and foreigner-invested stock market
After checking the multivariate linear causalities, we apply our new proposed multivariate nonlinear Granger causality test to the error terms from the estimated VAR or ECM-VAR models to investigate whether there is any remaining undetected multivariate nonlinear relationship among the indices. We set the common lead length m = 1 and the common lag length to be 1 to 10. A common scale parameter of e = 1.5σ is used, 3 We choose February 19, 2001 as the cut-off point because as of that date, the Chinese government adopted a new policy that removed the restrictions on trading B shares by domestic citizens. 4 The detailed results of the multivariate linear causality test are available upon request.
where σ = 1 denotes the standard deviation of standardized series. The values of the standardized test statistic of (3) are reported in Table 3 . Under the null hypothesis of no multivariate nonlinear Granger causality, the test statistic is asymptotically distributed as Appendix: Proof of Theorem 2.1
Before we prove the theorem, we first introduce the U -statistic (Kowalski and Tu, 2007) in the following definition, which is essential in the proof. where
Now, we proceed on to prove Theorem 2.1. We denote that 
and the strict Granger noncausality condition can be stated as 
L y i variables in each vector. For any given M x , L x , L y , e), we denote Θ = θ 1 , θ 2 , θ 3 , θ 4 ) where
, and θ 4 ≡ C 4 L x , e). We denote U n = U 1n , U 2n , U 3n , U 4n )
where Since function I x, y, e) is symmetric with respect to x and y, h z t , z s ) is symmetric with two arguments z t and z s . In addition, we notice that E h 1 ) = P r X 
and the assertion of the theorem follows.
