Dynamic current susceptibility as a probe of Majorana bound states in
  nanowire-based Josephson junctions by Trif, Mircea et al.
Dynamic current susceptibility as a probe of Majorana bound states in
nanowire-based Josephson junctions
Mircea Trif,1 Olesia Dmytruk,2, 3 Helene Bouchiat,2 Ramo´n Aguado,4 and Pascal Simon2
1Institute for Interdisciplinary Information Sciences, Tsinghua University, Beijing, China
2Laboratoire de Physique des Solides, CNRS, Univ. Paris-Sud,
Universite´ Paris Saclay, 91405 Orsay cedex, France
3Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland
4Instituto de Ciencia de Materiales de Madrid (ICMM),
Consejo Superior de Investigaciones Cient´ıficas (CSIC),
Sor Juana Ine´s de la Cruz 3, 28049 Madrid, Spain
(Dated: August 21, 2017)
We theoretically study a Josephson junction based on a semiconducting nanowire subject to a
time-dependent flux bias. We establish a general density matrix approach for the dynamical response
of the Majorana junction and calculate the resulting flux-dependent susceptibility using both micro-
scopic and effective low-energy descriptions for the nanowire. We find that the diagonal component
of the susceptibility, associated with the dynamics of the Majorana states populations, dominates
over the standard Kubo contribution for a wide range of experimentally relevant parameters. The
diagonal term, thus far unexplored in the context of Majorana physics, allows to probe accurately
the presence of Majorana bound states in the junction.
Introduction— Majorana bound states (MBS) are zero-
energy Bogoliubov-de Gennes (BdG) quasiparticles in so-
called topological superconductors. They exhibit non-
Abelian exchange statistics that makes them attractive as
building blocks for a fault-tolerant topological quantum
computer [1–3]. This technological potential, together
with their intrinsic fundamental interest, has motivated
a great deal of excitement towards detecting and manipu-
lating MBS in various condensed matter platforms [4, 5].
Arguably, the platform that has attracted the most
excitement is the one based on one-dimensional (1D)
semiconducting wires (SW). Following theoretical pro-
posals [6, 7], several experiments [8–15] have reported
characteristic transport signatures in the form of a zero-
bias conductance peak compatible with the presence of
zero-energy MBS. Despite this evidence, however, the
nagging question of whether zero-bias peaks are due to
MBS is still under debate [16]. Therefore, it would be
very useful to study alternative signatures of MBS be-
yond zero-bias peaks.
One option is to study the 4pi-periodic Josephson effect
in junctions based on topological SWs [1, 17, 18]. This
seemingly smoking-gun signature of MBS in the junction
is, however, not free from drawbacks: either parity break-
ing processes, such as quasiparticle poisoning, or the in-
trinsic avoided crossing of MBS in a realistic finite-size
topological SW will unavoidably restore the 2pi period-
icity of the ground state [19, 20]. In principle, one can
restore the 4pi-periodicity by voltage-biasing the junction
and studying the ac Josephson effect [19–21]. However,
various non-equilibrium and non-adiabatic effects, such
as Landau-Zenner tunneling (LZT), make the interpre-
tation in terms of MBS challenging.
We here propose to overcome these difficulties by fo-
cusing on a fully linear response quantity: the finite fre-
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Figure 1. Scheme of the setup: A nanowire (in blue) proxim-
itized with bulk s-wave superconductor (in grey) and subject
to both a dc flux, Φdc, and an ac flux Φac = δΦ(t). The su-
perconducting phase across the junction and the external flux
threading the ring are related by the condition φ = 2eΦ/~,
with Φ = Φdc+δΦ. The bulk s-wave superconductor (in grey)
is interrupted under the weak link (in green). Red circles in-
dicate four MBS γ1 − γ4, while l12 and l34 are the sizes of
the left and right topological regions, respectively. The two
inner MBS γ2 and γ3 overlap through the weak link while the
outer MBS γ1 and γ4 can in principle overlap through the
superconducting ring.
quency current susceptibility of the junction χ(φ, ω) =
iωY (φ, ω), where Y (φ, ω) is the admittance. χ(φ, ω) can
be obtained by adding a small ac component to the su-
perconducting phase φ → φ + δφ(t). This can be ac-
complished by inserting the SW in a superconducting
ring geometry (Fig. 1) that is measured by a microwave
resonator [22, 23]. Such a scheme avoids unwanted com-
plications, such as LZT, owing to the intrinsic near equi-
librium character of the ac phase biasing [24].
In particular, we focus here on the first dynamic correc-
tion beyond the purely static contribution to the Joseph-
son inductance L−1J (φ) = χJ(φ) =
2e
~ ∂φJs(φ), where
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2Js(φ) is the Josephson current. This low-frequency con-
tribution χD(φ, ω), see Eq. (3), which physically origi-
nates from the dynamics of populations of excited An-
dreev levels in the junction remains, to the best of our
knowledge, hitherto unexplored in the context of Majo-
rana wires. This is in contrast to the high-frequency sus-
ceptibility, χND(φ, ω) in Eq. (3), whose imaginary part
directly describes microwave-induced transitions between
Andreev levels [25–28]. Our main results are summarized
in Figs. 2 and 3, where we demonstrate that, χD(φ, ω),
as a low-frequency accessible quantity, contains unique
signatures due to MBS in the junction. Furthermore, we
show that such quantity is sensitive to the parity distribu-
tion function (see Fig. 3) and therefore allows to estimate
the parity lifetime at the probe frequency.
System and Hamiltonian– The SW is composed of
three parts, a left (L) and right (R) superconducting part
(in blue in Fig. 1) and a normal (No) central part (in
green in Fig. 1). The Hamiltonian describing the SW
reads [29], Hw = HL+HR+HNo, [see the Supplemental
Material (SM) [30]] where Hs=L,R,No is given by
Hs =
∑
j∈s;σ,σ′
[
− c†j+1,σ(tδσσ′ + iασyσσ′)cj,σ′ + H.c.
− c†j,σ(µδσσ′ + Vzσxσσ′)cj,σ′ + ∆swc†j,↑c†j,↓
]
. (1)
Here, t is the hopping amplitude, µ is the chemi-
cal potential, α is the spin-flip hopping amplitude,
∆sw is the pairing potential proximity induced from
the superconductor, Vz is the Zeeman energy (Vz =
gµBB/2) and σ
x,y are Pauli matrices. Also, c†jσ (cjσ)
are the fermionic creation (annihilation) operators at
site j and for spin σ. We mention that the pair-
ing is induced into the wire by the nearby s-wave su-
perconductors via the proximity effect. The many-
body Hamiltonian can be written as Hw =
1
2
~c†HBdG~c,
with HBdG being the BdG Hamiltonian describing
the single-particle excitations, and written in the ba-
sis ~c† ≡ (c†1↑, c†1↓, . . . c†Nw↑, c
†
Nw↓, c1↑, c1↓, . . . , cNw↑, cNw↓),
with Nw the total number of sites in the wire.
To complete our setup, we assume the ring is in-
ductively coupled to a microwave superconductor res-
onator and also threaded by a dc magnetic flux Φdc,
so that the total flux is Φ(t) = Φdc + δΦ(t), which ef-
fectively acts as to induce a phase difference between
the superconducting pairing across the normal link, i.e.
∆Rw = ∆we
iφ, ∆Lw = ∆w and ∆
No
w = 0. We men-
tion that for V sz >
√
(µs + 2ts)2 + (∆sw)
2, there are four
MBS present in the ring: γ1, γ4 localized at the ends of
the spin-orbit coupled nanowire, and γ2, γ3 localized on
both sides of the weak link (see Fig. 1). Otherwise, no
MBS emerge and the system is in the topologically trivial
phase.
Density matrix and evolution – In the presence of
the ac flux, such that δΦ  Φdc, the Hamiltonian can
be written as HBdG(t) = HBdG + VBdG(t), with HBdG
the Hamiltonian in the absence of the ac flux [26], and
VBdG(t) = −δΦ(t)Iˆs. Here, Iˆs ≡ −∂HBdG/∂Φ is the
current operator in the absence of the perturbation. The
time-dependent system is described by the following den-
sity matrix evolution [28, 31–34]:
∂ρBdG(t)
∂t
+
i
~
[HBdG(t), ρ(t)] = −Γˆ[ρBdG(t)−ρBdG,qe(t)] ,
(2)
where ρBdG(t) denotes the reduced density matrix of the
system (after tracing over the environment), Γˆ is the re-
duced relaxation tensor (that accounts for both the diag-
onal and off-diagonal relaxations) and ρBdG,qe(t) is the
(time-dependent) quasi-equilibrium density matrix. If
the parity of the system is not constrained, this is just
the Fermi-Dirac (FD) distribution. Otherwise, the dis-
tribution needs to be evaluated subject to constraints, an
issue we will describe further. The time-dependent aver-
age current can be found from 〈Iˆs(t)〉 = Tr[Iˆs(t)ρBdG(t)],
with Iˆs(t) = −∂HBdG(t)/∂Φ(t), the current operator in
the presence of the driving field. One defines the sus-
ceptibility of the system as χ(φ) = δ〈Iˆs(t)〉/δΦ(t), with
δ〈Iˆs(t)〉 ≡ 〈Iˆs(t)〉 − Tr[Iˆsρ0BdG,qe] being the deviation of
the curent in the presence of the drive from the equilib-
rium current. As shown previously [28, 31–34] (see also
the SM [30]), the susceptibility is the sum of three con-
tributions, χ(φ, ω) ≡ χJ(φ, ω) + χD(φ, ω) + χND(φ, ω),
with χJ(φ, ω) = ∂Js/∂Φ and
χD =
∑
n
ω
ω + iγD
(
∂n
∂Φ
)2
∂f(n)
∂n
,
χND = −~ω
∑
n 6=m
|〈m|Iˆs|n〉|2
nm
f(n)− f(m)
nm − ~ω − i~γND , (3)
corresponding to the Josephson, diagonal, and non-
diagonal contributions, respectively [35]. Here, Js(Φ) =
−∑n f(n)∂n/∂Φ is the Josephson current, with n the
single quasiparticle states, γD and γND are the intra and
inter-levels relaxation rates. Also, f(n) is the equilib-
rium occupation number of state n which, in general,
can depend on the constraints that we impose on the
system. The susceptibility gives access to the level struc-
ture of the Andreev states, their phase dependence and
their population, as well as the various relaxation rates
associated with these levels. While the first (kinetic) and
last (Kubo) terms have been analyzed in various setups,
the second term is unique as it directly unravels the level
structure around the zero energy (due to the derivative
of the distribution function), and the time scales asso-
ciated with these levels, as it has been shown experi-
mentally in Ref 23. Moreover, the susceptibility is di-
rectly connected to the low-energy conductivity of the
wire, as well as to the noise spectrum. The former is
simply σ(φ, ω) = (i/ω)χ(φ, ω), while the latter is found
3from the fluctuation-dissipation theorem as:
S(φ, ω) ' ~ coth (~ω/2kBT )χ′′(φ, ω) , (4)
which is dominated by χ′′D(φ, ω) in the low frequency
limit. Furthermore, χD being a low-frequency quan-
tity, is non-invasive and thus more accessible experimen-
tally [22, 38]. This quantity also allows to distinguish
between a genuine crossing and an anti-crossing with a
tiny gap. A priori, both would be very similar in trans-
port. However, χD is able to distinguish a Landau-Zener
process, which would happen for an anti-crossing, from a
generic crossing due to the fact that both the frequency ω
and the amplitude of the coupling can be independently
controlled [22, 31].
In Fig. 2 (top), we plot the imaginary part of the sus-
ceptibility χ′′(φ, ω) as a function of φ for several values of
the Zeeman field Vz in the topological regime. There are
three main features associated with the response. First,
the oscillation period of the susceptibility is 2pi, and not
4pi as expected for the fractional Josephson effect [19, 20].
This is because our systems hosts 4 instead of 2 MBS
and thus hybridization of these levels lifts the crossing
at E = 0 (see the SM for the full spectrum). As shown
previously [1], the overlap of the γ1 and γ2 MBS scales
as ∼ exp (−l12/ξ), with ξ the coherence length that, in
the regime discussed in the work scales as ξ ∝ Vz [39].
Second, the signal evolves from a double-peak structure
for Zeeman fields near the topological phase transition
(Vz ∼ ∆ws ), dominated by χD(φ, ω), becoming a single
peak around φ = pi for larger Zeeman fields (Vz ∼ 2∆ws ),
where it is dominated by χND(φ, ω) (for a comparison of
the two contributions see SM). Third, as seen from the
inset of Fig. 2 (top), the entire signal reduces as the Zee-
man splitting is increased since the external MBSs over-
lap increases increasing the splitting at the anti-crossing.
We mention that according to Eq. (4), the same features
apply directly to the noise spectrum of the wire. This is
one of our main results, namely that the dissipation is
dominated by the diagonal term for a wide range of ex-
perimentally relevant parameters, previously disregarded
in the literature.
Let us now discuss the parity dependence of the dis-
tribution functions f(n). The many-body Hamiltonian
can be written as Hw =
∑
n n(d
†
ndn−1/2), with dn (d†n)
quantifying the annihilation (creation) of the Bogoliubov
quasiparticle with energy n. The parity of the system
is defined as τ = (−1)N , with N = ∑n d†ndn, and the
distribution carries changes if this is assumed to be con-
served or not (thermodynamically). The thermal den-
sity matrix can be written as ρτ = Pτ exp(−βHw)/Zτ ,
with the projector Pτ = [1 + τ(−1)N ]/2, and Zτ =
Tr[Pτ exp(−βHw)]. Finally, the parity-dependent distri-
bution function f(n) ≡ fτ (n) = Tr[d†ndnρτ ]. In the SM
we summarize how precisely they depend on such a con-
straint and display the result for some simple case. For
simplicity, we first discuss the parity unrestricted case
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Figure 2. Top: The imaginary part of the susceptibility
χ
′′
(φ, ω) as a function of the phase φ in the topological regime
for various values of the Zeeman field and assuming all pos-
sible transitions. The black, red, blue, brown, and green
lines correspond to VZ = 1.2, 1.3, 1.4, 1.5, and 1.6 (×∆ws ),
respectively [Inset: The black, red, blue lines correspond to
VZ = 1.7, 2, and 2.3, (×∆ws ) respectively]. The topological
transition takes place at Vz = ∆
w
s . We expressed all ener-
gies in terms of the hopping t, with ∆ws = 0.05, α = 0.08,
ω = 1.6 × 10−4, T = 0.8ω, γ = 10−8. Bottom: Many-body
spectrum and the allowed transitions for Vz = 1.2∆
w
s (all
other parameters as above). The red (blue) levels correspond
to the τ = 1 (τ = −1) parity state. Left (right) vertical
arrows depict the parity conserving (flipping) transitions.
and use a simplified model that only incorporates the
low-energy subspace associated with four MBS.
Low-energy description– The simplest Hamiltonian de-
scribing the four MBS low-energy spectrum reads:
HM = iγ1(tLγ2 + t
′
Lγ3) + i(tRγ3 + t
′
Rγ2)γ4 + itLRγ2γ3 ,
(5)
with tL(R), t
′
L(R), and tLR ≡ tLR(φ) being the coupling
between the first (last) two MBS, the first and third (sec-
ond and fourth), and between the middle MBS, respec-
tively. The couplings tL,R and t
′
L,R are assumed to de-
pend on various external parameters, such as the chemi-
cal potential, Zeeman field, etc, but not on the phase φ.
On the other hand, tLR depends on the phase bias, and
in the simplest models of tunneling, tLR(φ) ∝ cos (φ/2).
In the SM we consider more complex Hamiltonians with
more coupling strengths. It is instructive to introduce the
4fermionic operators cA = (γ3+iγ2)/2 (c
†
A = (γ3−iγ2)/2)
and cB = (γ4 + iγ1)/2 [c
†
B = (γ4 − iγ1)/2], so that
the low-energy Hilbert space is spanned by the states
{|00〉, c†A|00〉, c†B |00〉, c†Ac†B |00〉}, with |00〉 being the vac-
uum with no electrons. The general state can be writ-
ten as |nAnB〉, with nA = 0, 1 and nB = 0, 1, with
{|00〉, |11〉} decoupled from the {|01〉, |10〉} states due to
parity conservation. One can diagonalize the Hamilto-
nian in this basis to obtain both the eigenfunctions and
the many-body energies (see SM):
E±,τ (φ) = ±
√
t2LR(φ) + (tL + τ tR)
2 + (t′L − τ t′R)2 ,
(6)
and the corresponding single particle energies 1,2 =
|E+,+ ± E+,−| (and the −n partners), which can be
inserted into the expression for the susceptibility. In
Fig. 2 (bottom) we depict the many-body spectrum and
the possible transitions with and without parity flips for
some experimentally relevant parameters. We mention
that adding a term of the form t14γ1γ4 (with t14 the cou-
pling strength between the outer MBS) pertains to the
substitution tLR(φ)→ tLR(φ)+τt14 in the above expres-
sion, and would change dramatically the spectrum as it
becomes 4pi, instead of 2pi periodic.
Let us now consider both the cases when parity
is unconstrained and constrained, respectively. The
only difference in evaluating the susceptibilities comes
from the distribution functions. In the unconstrained
case, that is simply given by the FD function f(n) =
1/[1 + exp (βn)], while for the constrained case we find
f1(1,2) = 1/{1 + exp [β(1 + 2)]}, and f−1(1,2) =
1/{1 + exp [±β(1 − 2)]} (see SM for details on the
derivations). The Josephson susceptibility for uncon-
strained and constrained parity, respectively, is given by
χJ =
∂
∂Φ
∑
n=1,2
[
tanh
(
βn
2
)
∂n
∂Φ
]
, (7)
χτ,J = 2
∂
∂Φ
[
tanh (βE+,τ )
∂E+,τ
∂Φ
]
, (8)
being independent of ω, and where τ = ±1. The results
are intuitive: the energies E+,τ ≡ (1+τ2)/2 are nothing
but the many-body energies for a given parity. Similarly,
we evaluate the diagonal components in this low-energy
subspace as
χD = − ω
ω + iγD
∑
n=1,2
∂ tanh (βn/2)
∂n
(
∂n
∂Φ
)2
, (9)
for unconstrained parity, and
χτ,D = − 2ω
ω + iγD
∂ tanh (βE+,τ )
∂E+,τ
(
∂E+,τ
∂Φ
)2
, (10)
for constrained parity with τ = ±1. These expressions
are our second main result. The diagonal susceptibility
strongly depends on the constrained/unconstrained con-
dition, and affects both the reactive and dissipative re-
sponse of the wire and thus should allow to probe whether
parity is broken or not at the measured frequency.
Finally, the last contribution is due to the non-diagonal
terms, or transitions between the levels and is given in-
stead by:
χND = −8~ω
(
∂tLR
∂Φ
)2 ∑
τ=±1
[(tL − τtR)2 + (t′L + τt′R)2]
× f(1)− f(τ2)
(1 − τ2)3
~ω + i~γND
(1 − τ2)2 − (~ω + i~γND)2 ,
(11)
for the unconstrained parity case, and
χτ,ND = ~ω[(tL − τtR)2 + (t′L + τt′R)2]
(
∂tLR
∂Φ
)2
× tanh (βE+,τ )
E3+,τ
~ω + i~γND
4E2+,τ − (~ω + i~γND)2
, (12)
for the constrained parity case.
In Fig. 3 we plot the total imaginary part of susceptibil-
ity with and without the parity constraints as a function
of φ and for different values of the frequency ω. We chose
the temperature T such that χ′′D dominates for the uncon-
strained parity case at low frequencies, and by χ′′ND in the
constrained parity case in the entire frequency range. In
the SM we discuss a larger range of parameter regime for
χ′′D vs. χ
′′
ND, and when the former dominates of the lat-
ter. In general, in order to capture the full φ-dependence
both terms are important and need to be considered on
equal footing, as in this work.
The type of response (constrained vs. unconstrained
parity) is dictated by the product ωτp, with τp being
the parity lifetime τp (due, for example, to quasiparticle
poisoning): it will correspond to χ(φ, ω) [χτ (φ, ω)] for
ωτp  1 (for ωτp  1). However, in a typical experi-
ment, for ωτp  1, the susceptibility will be a statistical
mixture of the two parity states contributions χ±1(φ, ω).
Experimental realization – For the numerical calcu-
lations, the parameters we used correspond to InSb
nanowire and have been extracted from [8] with the ef-
fective electron mass m∗ = 0.013me, induced supercon-
ducting pairing ∆ = 0.25 meV and spin-orbit hopping
αp = 0.2 eVA˚. We consider the nanowire of the length
2lWa = 2 µm and take lW = 40 sites, which corresponds
to the lattice constant a = 25 nm. We take the hop-
ping amplitude t = ~2/
(
2m∗a2
)
= 5 meV as an energy
unit. In the tight-binding model, the spin-orbit hopping
amplitude α = αp/2a = 0.4 meV and the chemical po-
tential is tuned to µ = −10 meV . Following Ref. [23]
and Ref. [15], we take the frequency to be ω = 200 MHz
and the level lifetime γD = γND = 0.1 µs
−1, respectively.
Conclusions – In this work, we studied the microwave
response of a Josephson junction in a topological wire.
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Figure 3. The imaginary part of the total susceptibility
χ′′(φ, ω) from the effective model as a function of φ with
and without the parity constraints for several values of the
resonator frequency ω (relative to the frequency in Fig. 2).
The black, red, and blue curves correspond to unconstrained
(Fermi-Dirac) distributions, constrained with parity τ = 1,
and τ = −1, respectively. The parameters of the effective
model are extracted from the full Hamiltonian at Vz = 1.5,
while the rest of the parameters are the same as in Fig. 2.
A crossover from χ′′D to χ
′′
ND dominated dissipation is clearly
visible in the range of frequencies depicted in the plot for the
unconstrained parity case, while the dissipation is dominated
by χ′′τ,ND in the constrained case.
This response can be casted in three different contribu-
tions: one from the Josephson current, one stemming
from Kubo response and involving transitions between
the levels, and one diagonal term that requires finite tem-
perature and which contains information about the lev-
els coherences. Using a full numerical calculation, sup-
plemented by a low-energy analytical solution, we have
found that, at low frequencies and low temperatures, the
dissipative response is dominated by the often neglected
diagonal contribution of the current susceptibility.
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7Supplemental Material
The topological SW connected to a SQUID as schematically depicted in Fig. 1 in the main text can host up to
four MBS, depending on the system parameters. In this Supplemental Material (SM), we provide more details on the
modeling of the system under consideration, on the derivation of the current susceptibility for both the general case
and the parity conserving case, and finally we supply expressions for the susceptibility valid at low energy.
THEORETICAL MODEL
We will first establish the conditions under which such a setup can be simply viewed as a wire under two su-
perconductors carrying different superconducting phases (or a phase-biased wire). In order to model the system
depicted in Fig. 1 in the main text, we consider a ring of total size N , (with the lattice spacing a = 1), with a weak
link between sites 1 and N . We assume the ring is composed of two parts: a topological SW proximitized with a
superconductor such as those analyzed in Ref. 1 which is separated into two pieces by the junction and an s-wave
superconductor. We assume a ring geometry, with the following distribution of lengths (see Fig. 4): the full wire
length, 2lw = 2(Nw − 1)a, is defined for the sites j fulfilling 1 ≤ j ≤ Nw and NN − Nw ≤ j ≤ NN − 1, the normal
junction length lN = (N + 1 − NN )a < 2lw as NN ≤ j ≤ N + 1 ≡ 1, while the rest is an s-wave superconductor of
length ls = [NN − 2(Nw + 1)]a, Nw + 1 ≤ j ≤ NN −Nw − 1. The parts 1 ≤ j ≤ Nw and NN −Nw ≤ j ≤ NN − 1 are
proximitized superconductors, that can become topological.
IJ
Φdc Φac+
N1 NN NN Nw-Nw
Figure 4. Scheme of the setup. A nanowire (in blue) proximitized with bulk s-wave superconductor (in grey) of length and
subject to both a dc and ac flux, Φdc and Φˆac, respectively. The bulk s-wave superconductor (in grey) is interrupted under the
weak link (in green).
In the following we describe in detail the ac response of the topological wire in geometry Fig. 1 in the main text.
We first describe the setup in the presence of magnetic flux, bot dc and ac (the Hamiltonian pertains to discuss both
on the same footing). The total Hamiltonian of the system can be written as Hsys = HSW +HT +HS , with [2]
Hsys =
∑
j;σ,σ′=↑,↓
[
− t∗jj+1c†j+1,σδσσ′cj,σ′ − µc†j,σδσσ′cj,σ′ + ∆∗jc†j,↑c†j,↓,−iα∗jj+1c†j+1,σσyσσ′cj,σ′ − Vzc†j,σσxσσ′cj,σ′ + h.c.
]
,
(13)
where tjj+1 and αjj+1 are spin-orbit independent and dependent complex hopping matrix elements, respectively,
between the j and j + 1 sites. Here, ∆j is the s-wave pairing at the position j, µ is the chemical potential, Vz is the
Zeeman energy (Vz = gµBB/2) and σi, with i = x, y, z are the Pauli matrices. The tunneling matrix elements are as
follows:
tjj+1 =
{
teiφjj+1 1 ≤ j ≤ NN − 1 ,
t′eiφjj+1 NN ≤ j ≤ N , (14)
8t0
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Figure 5. Scheme of the setup. Left: A nanowire (in blue) proximitized with bulk s-wave superconductor (in grey) of length
L = Na and subject to both a dc and ac flux, Φdc and Φˆac(t), respectively. The bulk s-wave superconductor (in grey) is
interrupted under the weak link (in green). Right: the resulting effective model pertaining to a SNS system, with a phase bias
over the weak link. Black dots indicate four Majorana fermions γ1 − γ4.
while for αjj+1 we have:
αjj+1 =
 αe
iφjj+1 1 ≤ j ≤ Nw, NN −Nw ≤ j ≤ NN − 1 ,
α′eiφjj+1 NN ≤ j ≤ N ,
0 Nw + 1 ≤ j ≤ NN −Nw − 1 ,
(15)
We assumed that the tunneling matrix elements t are the same but in the region that does not contain a supercon-
ductor (the normal region). While such an assumption can look simplistic, it covers the relevant physics. The phases
φjj+1 are given by the usual expression:
Φj,j+1(t) =
e
~
∫ j+1
j
dxA(x) ≡ eΦtot(t)
~N
, (16)
where A(x) in the vector potential along the loop. For the superconducting pairing we can write instead:
∆j =
 ∆e
iφj Nw + 1 ≤ j ≤ NN −Nw − 1
∆we
iφj 1 ≤ j ≤ Nw, NN −Nw ≤ j ≤ NN − 1 ,
0 NN ≤ j ≤ N ,
(17)
where the phase φj needs to be found self-consistently from the conditions imposed on the top s-wave superconductor.
If the top superconductor is disconnected, i.e. it does not allow for a super-current flow through it, the phase φj can
be established from the following condition:
Js =
2e
m
|ψ|2(~∇φ− 2eA) ≡ 0 , (18)
which leads to the result obtained in the Main text:
φ(x) =
2eΦtot(t)
~
x
L
. (19)
Note that for the underneath superconductor we assumed the continuum description, so that in the lattice model
describing the wire we need to substitute x→ j. The above condition on the phase holds true only approximatively as
a finite super-current changes the effective flux threaded through the ring. However, we adopt the usual (experimental)
assumption that both the kinetic inductance of the s-wave superconductor and the geometrical inductance of the total
ring (including the wire) is much smaller than that of the wire, and thus these two are assumed not to cause any
feed-back on the applied bare flux. We see that for a large ring (which is mostly composed of the superconductor), the
phase influence is most important on the superconducting part, which can be of the order of the full flux Φ for short
wires. Since we assume the large superconductor “inert”, namely that its states are not influenced by the presence of
the wire and the flux (under the above assumptions), we can assume that on the left and on the right of the wire they
act as infinite leads with phases φL(t) = 0, and φR(t) ≡ φ(t) = 2eΦtot(t)/~, respectively. The resulting Hamiltonian
9can then be written as H = HL +HR +Hw, where HL,R describe conventional s-wave superconductors with pairings
∆s = ∆(δs,L + δs,Re
iφ(t)), where Hs=L,R,w reads:
Hs =
∑
s=L,N,R,j∈s;σ,σ′=↑,↓
[
− tsc†j+1,σδσσ′cj,σ′ + ∆∗sc†j,↑c†j,↓ − iαsc†j+1,σσyσσ′cj,σ′ − µc†j,σδσσ′cj,σ′ − Vzc†j,σσxσσ′cj,σ′ + h.c.
]
,
(20)
where ∆L,R = ∆w(δs,L + δs,Re
iφ(t)), and ∆N = 0 (in the central normal part). That emulates the general setup
SNS described in many previous works. The total flux can be decomposed into a dc and ac component, respectively:
φ(t) = φ + δφ(t), with the latter serving as to probe the spectral properties of the wire. One can find the single
particle excitations of this many-body Hamiltonian by writing it in the BdG basis as H = ~c†HBdG~c, with
~c† ≡ (c†1↑, c†1↓, . . . c†N↑, c†N↓, c1↑, c1↓, . . . cN↑, cN↓) (21)
and HBdG being a 4N × 4N matrix describing the single particle spectrum. The time-dependent perturbation
preserves this form of the Hamiltonian and thus can be described in the single particle language as long as the
mean-field Hamiltonian only is considered, so that HBdG → HBdG(t).
We mention that for V sz >
√
(µs + 2t)2 + (∆sw)
2, there are four Majorana fermions present in the ring: γ1, γ4
localized at the ends of the spin-orbit coupled nanowire, and γ2, γ3 localized on both sides of the weak link (see
Fig.5). Otherwise, no Majorana fermions emerges and the system is in the topologically trivial phase, or the four
Majorana fermions fuse and they move into the (wire) bulk spectrum.
DERIVATION OF THE FINITE-FREQUENCY RESPONSE
Next we focus on the Hamiltonian HBdG(t) in the presence of both dc and ac magnetic fluxes (we will write H(t)
from now on to simplify the notations). Let us decompose the Hamiltonian H(t) into the static and the time-dependent
contribution (in leading order in the ac flux δΦ(t)). We get:
H(t) = H0 + V (t) , (22)
V (t) = −IˆsδΦ(t) = ∂H0
∂Φ
δΦ(t) , (23)
where H0 is the Hamiltonian in the absence of the driving, and Iˆs is the current operator in the absence of the drive
(for a nice derivation of this expression see Ref. 3, where they show explicitly that in the low energy limit, only
tunneling of pairs is responsible for the current and considering only the proximity effect is sufficient to calculate all
the transport quantities, i.e. no need to consider the superconducting leads that provide it). Next we need to for
the response of the wire to the ac perturbation. In Ref. 4, it was established the general out-of-equilibrium equation
for the reduced density matrix of a normal ring in the presence of environment, and consequently in the presence of
relaxations. They assume the weak coupling limit to the environment, for which they found:
∂ρ(t)
∂t
+
i
~
[H(t), ρ(t)] = −Γ[ρ(t)− ρqe(t)] , (24)
with ρ(t) being the reduced density matrix of the system (after tracing over the environment), H(t) being the total
(time-dependent) Hamiltonian, Γ is the reduced relaxation tensor (that accounts for both the diagonal and off-diagonal
relaxations), and
ρqe(t) =
1
1 + eH(t)/kBT
, (25)
being the instantaneous quasiequilibrium density matrix of the system (time-dependent) at the single-particle level.
However, the qusiequilibrium density matrix could be a general and not necessary the one above. We will discuss
that in the next section when addressing the case when the parity of the system is conserved. We note again that
H(t) represents the single-particle Hamiltonian, with the condition that in the absence of the drive H0|m〉 = m|m〉,
with m and |m〉 being the quasiparticle energies and eigenvectors, respectively in the absence of the drive. We are
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left with evaluating the full density matrix of the system in leading order in the perturbation. First, let us find the
quasi-equilibrium component, ρqe(t). We get:
〈n|ρqe(t)|m〉 = f(n)δnm + f(n)− f(m)
n − m 〈n|V (t)|m〉 , (26)
(27)
where {|n〉} and {n} are eigenvectors and eigenstates of the bare Hamiltonian in the absence of the driving, respec-
tively, and ρ0|m〉 = f(m)|m〉. These are in fact the single particle states that build up the Slater determinant that
describes the many-body states. However, in the case of superconducting systems, V (t) can allow for a change of
particle number by Cooper pairs, thus |n〉 and |m〉 can describe states with ±2 electrons. We need to be aware of such
a feature later in the calculation. Note that the full density matrix can be written as ρ(t) = ρ0 + δρ(t), with ρ0 and
δρ corresponding to the density matrix in the absence of the perturbation, and the deviation from that, respectively.
In this work, we consider monochromatic drives, of the sort δΦ(t) = δΦ(ω) exp (−iωt), with ω the driving frequency,
which allows us to write:
ρ(t) = ρ0 + δρ(ω)e
−iωt , (28)
V (t) = V (ω)e−iωt , (29)
which in turn gives rise to the following equation for the density matrix deviation:
− ~ωδρ(ω) + [H0, δρ(ω)] + [V (ω), ρ0] = i~Γ[δρ(ω)− δρqe(ω)] . (30)
With that, we can readily calculate the matrix elements of the time-dependent density matrix in the bare basis:
〈n|δρ(ω)|m〉 = n − m − i~γnm
n − m − ~ω − i~γnm
f(n)− f(m)
n − m 〈n|V (ω)|m〉
= − n − m − i~γnm
n − m − ~ω − i~γnm
f(n)− f(m)
n − m 〈n|Iˆs|m〉 δΦ(ω) , (31)
〈n|δρ(ω)|n〉 = − iγnn
ω + iγnn
∂f(n)
∂n
〈n|Iˆs|n〉 δΦ(ω) (32)
with γnm ≡ [Γ]nm being the nm component of the relaxation tensor. We are now in position to calculate the average
(time-dependent) current flowing through the system, which is given as 〈Iˆs(t)〉 ≡ Tr[Iˆs(t)ρ(t)], with
Iˆs(t) = −∂H(t)
∂Φ(t)
. (33)
We are interested in the linear response regime, so we separate the current operator into a bare and a linear contribution
in the drive:
Iˆs(t) = Iˆs + δIˆs(t) , (34)
δIˆs(t) = −δΦ(t)∂
2H0
∂Φ2
, (35)
this last term being known as the diamagnetic current. Putting everything together, we get for the average current:
〈Iˆs(t)〉 = Tr[Iˆsρ0] + Tr[Iˆsδρ(t)] + Tr[δIˆs(t)ρ0] . (36)
We are interested in the change in the average current induced by the perturbation, thus we define δ〈Iˆs〉 ≡ 〈Iˆs(t)〉 −
Tr[Iˆsρ0] = Tr[Iˆsδρ(t)] + Tr[δIˆs(t)ρ0], and consequently on the susceptibility:
χ(Φ, ω) =
δ〈Iˆs〉
δΦ(ω)
, (37)
which quantifies the linear response of the wire. That is the final quantity we are after. We continue by writing in
detail the induced charge current δ〈Iˆs〉 using the matrix elements for δρ(t) found above:
χ(Φ, ω) = −
∑
n
f(n)〈n|∂
2H0
∂Φ2
|n〉 −
∑
n 6=m
|〈m|Iˆs|n〉|2 n − m − i~γnm
n − m − ~ω − i~γnm
f(n)− f(m)
n − m
−
∑
n
(〈n|Iˆs|n〉)2 iγnn
ω + iγnn
∂f(n)
∂n
. (38)
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It was shown that there are a couple of sum rules that help reducing more the above expression, and they read as
follows [4, 5], and we adapt those situations to our superconducting system. The BdG Hamiltonian can be diagonalized
as
H0 =
4N∑
p=1
p(Φ)|p(Φ)〉〈p(Φ)| , (39)
with p(Φ) the flux-dependent single particle energies, and |p(Φ)〉 the single-particle (flux-dependent) wavefunctions.
We see that this Hamiltonian results in particle-hole symmetric eigenvalues which we need to account for when
evaluating the susceptibility. Now let us add a small change to the dc flux, Φ→ Φ + δΦ, with δΦ a small deviation.
The single particle energy can be written as:
δp(Φ) ≡ p(Φ + δΦ)− p(Φ) = δΦ∂p(Φ)
∂Φ
+
(δΦ)2
2
∂2p(Φ)
∂Φ2
+ . . . . (40)
Next we can evaluate the deviation of the energy by using the perturbation theory on the modified Hamiltonian. The
change in the Hamiltonian, in second order, caused by a small variation of the flux reads:
δH =
∑
j
(
−i2e
~
δΦ−
(
2e
~
)2
(δΦ)2
2
)
∆e−iφc†j,↑c
†
j,↓ + H.c. ≡ −IˆsδΦ +
1
2
∂2H0
∂Φ2
(δΦ)2. (41)
We can then find the change in energy of a state |n〉 due to this perturbation:
δp(Φ) = 〈p|δH|p〉+
∑
m6=p
|〈m|δH|p〉|2
p − m = −〈p|Iˆs|p〉δΦ +
1
2
〈p|∂
2H0
∂Φ2
|p〉(δΦ)2 +
∑
m6=p
|〈p|Iˆs|m〉|2
p − m (δΦ)
2 . (42)
With that, we can identify the following identities:
〈p|Iˆs|p〉 = −∂p
∂Φ
, (43)
〈p|∂
2H0
∂Φ2
|p〉+ 2
∑
m 6=p
|〈p|Iˆs|m〉|2
p − m =
∂2p
∂Φ2
. (44)
which, when inserted into the expression for the susceptibility leads to:
χ(Φ, ω) =
∂IJ
∂Φ︸︷︷︸
χJ
+
∑
n
ω
ω + iγnn
(
∂n
∂Φ
)2
∂f(n)
∂n︸ ︷︷ ︸
χD
− ~ω
∑
n 6=m
|〈m|Iˆs|n〉|2
n − m
f(n)− f(m)
n − m − ~ω − i~γnm︸ ︷︷ ︸
χND
. (45)
with
IJ(Φ) = −
∑
n
f(n)
∂n
∂Φ
, (46)
being the super-current flowing in the presence of the static flux. The susceptibility can thus be decoupled into three
parts: the Josephson (χJ), the diagonal (χD), and the non-diagonal (χND, or Kubo) contributions, respectively. The
first and the last ones have been the subject of several previous works, but the second term have been missed from
most of the calculations. We mention that the sum is over all the states, both occupied and unoccupied.
In Fig 6 we plot the real part of the total (left), the diagonal (middle), and the non-diagonal (right) susceptibility,
respectively, as a function of φ for different values of the Zeeman field Vz. We do not plot the Josephson susceptibility
separately as it can be seen (from the left plot) that this practically dominates the reactive (real part) response. In
Fig. 7 we show separately the diagonal (left) and the non-diagonal (right) contributions to the imaginary part of the
susceptibility. The dissipative response is dominated by the diagonal contribution at low Zeeman fields and by the
non-diagonal part at higher fields. Nevertheless, the response is in general reduced at larger fields.
12
0 1 2 3 4 5 6
-0.0010
-0.0008
-0.0006
-0.0004
-0.0002
0.0000
j
Re
@PHj,TLD
0 1 2 3 4 5 6
0.0000
0.0002
0.0004
0.0006
0.0008
j
Re
@PHj,TLD
0 1 2 3 4 5 6
0.00
0.01
0.02
0.03
0.04
j
Re
@PHj,TLD 2
4
⇡/2 ⇡ 3⇡/2 2⇡0
 
 10
 6
 2
⇡/2 ⇡ 3⇡/2 2⇡0
 
0
4
8
⇡/2 ⇡ 3⇡/2 2⇡0
 
 
0 (
 
,!
)
 
0 D
( 
,!
)
 
0 N
D
( 
,!
)
⇥10 2 ⇥10 4 ⇥10 4
Figure 6. The total (left), diagonal (middle), and the non-diagonal (right) contributions to the real part of the susceptibility
as a function of φ for different values of the Zeeman field Vz. The black, red, blue, brown, yellow, and green lines correspond
to VZ = 1.2, 1.3, 1.4, 1.5, 1.6, and 1.7 (×∆ws ), respectively. The topological transition takes place at Vz = 1. We expressed all
energies in terms of the hopping t, with ∆ws = 0.05, α = 0.08, ω = 1.6× 10−4, T = 0.8ω, γ = 10−8.
⇡/2 ⇡ 3⇡/2 2⇡0
 
1
3
5 ⇥10 7
⇥10 9
0 1 2 3 4 5 6
0
1.¥ 10-7
2.¥ 10-7
3.¥ 10-7
4.¥ 10-7
5.¥ 10-7
j
Im
@PHj,TLD 0 1 2 3 4 5 605.¥ 10-10
1.¥ 10-9
1.5¥ 10-9
2.¥ 10-9
2.5¥ 10-9
3.¥ 10-9
j
Im
@PHj,TLD
 
00 D
( 
,!
)
0 1 2 3 4 5 6
0
1.¥ 10-7
2.¥ 10-7
3.¥ 10-7
4.¥ 10-7
j
Im
@PHj,TLD
⇡/2 ⇡ 3⇡/2 2⇡0
 
 
00 N
D
( 
,!
)
1
3
0 1 2 3 4 5 6
0
5.¥ 10-10
1.¥ 10-9
1.5¥ 10-9
2.¥ 10-9
2.5¥ 10-9
3.¥ 10-9
j
Im
@PHj,TLD
⇥10 9
⇥10 7
Figure 7. Left (Right): The diagonal (non-diagonal) contribution to the imaginary part of the susceptibility χ′′D(φ, ω)
(χ′′ND(φ, ω)) as a function of φ for different values of the Zeeman field Vz. The black, red, blue, brown, and green lines
correspond to VZ = 1.2, 1.3, 1.4, 1.5, and 1.6 (×∆ws ), respectively (Inset: The black, red, blue lines correspond to VZ = 1.7, 2,
and 2.3, respectively). The topological transition takes place at Vz = 1. We expressed all energies in terms of the hopping t,
with ∆ws = 0.05, α = 0.08, ω = 1.6 × 10−4, T = 0.8ω, γ = 10−8.
PARITY CONSERVATION EFFECTS ON THE CURRENTS AND SUSCEPTIBILITY
In the previous section we analyzed the resulting expression for the susceptibility indifferent of any parity constraints.
However, for our discussion here, parity plays a major role, and in superconductor is can be a good quantum number
that can survive (in principle) to thermodynamic averaging. Let us here develop a parity dependent susceptibility,
for all components. Note that the Hamiltonian can be written as:
H0 =
∑
n
n(d
†
ndn − 1/2) , (47)
and the parity of the system defined as τˆ = (−1)N , with N = ∑n d†ndn. The parity-dependent partition function is
then given by:
Zτ =
1
2
Tr[(1 + τ(−1)N )e−βH0 ] = 1
2
(
Tr[e−βH0 ] + τTr[(−1)Ne−βH0 ])
=
1
2
∏
j
(eβj/2 + e−βj/2) + τ
∏
j
(eβj/2 − e−βj/2)
 = Z0
2
1 + τ
∏
j
tanh (βj/2)︸ ︷︷ ︸
A
 , (48)
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with Z0 =
∏
j(e
βj/2 + e−βj/2) the partition function without the parity constraint, β = 1/kBT and tanh(x) =
(ex − e−x)/(ex + e−x). The resulting free energy is given by Fτ = −β−1lnZτ ≡ F0 + τFa, with:
F0 = −β−1
{
ln(Z0/2) +
1
2
ln[(1−A2)]
}
, (49)
Fa = −β−1 1
2
ln
(
1 +A
1−A
)
. (50)
With these expressions, the Josephson current can be easily computed as:
IJ,τ =
2e
~
∂Fτ (φ)
∂φ
=
∂Fτ (Φ)
∂Φ
= IJ,0 + τIJ,a , (51)
IJ,0 =
∂F0
∂Φ
= −β−1
[ 1
Z0
∂Z0
∂Φ
− A
1−A2
∂A
∂Φ
]
=
∑
j
{
f(j)− 1/2 + A
2
1−A2
1
sinh (βj)
}
∂j
∂Φ
, (52)
IJ,a =
∂Fa
∂Φ
= −β−1 1
1−A2
∂A
∂Φ
= − A
1−A2
∑
j
1
sinh (βj)
∂j
∂Φ
, (53)
which different from the usual current in the absence of parity constraint. Let us also calculate the distribution
function for the quasiparticles. First, note that the density matrix can be written as
ρτ =
[1 + τ(−1)N ]e−βH0
2Zτ
, (54)
so that
fτ (j) = Tr[d
†
jdjρτ ] = −
1
βZτ
∂Zτ
∂j
+
1
2
= − Z0
4Zτ
[
coth (βj/2) + τ
4
exp (βj) + exp (−βj)A
]
+
1
2
, (55)
which again differs from just the Fermi-Dirac distribution. Let us see how the distribution function looks like for
various cases. First, we assume just one level system. In this case, we obtain that f1(−1)(1) = 0(1) for all temperatures,
as expected. This case correspond to a Majorana junction (just two Majoranas). That distribution can be used to
derive the full parity-dependent susceptibility response. For the case of two levels, j with j = 1, 2, we obtain the
following distribution functions:
fτ (1) =
1
1 + eβ[1+(−1)τ 2]
, (56)
fτ (2) =
1
1 + eβ[2+(−1)τ 1]
. (57)
Finally, we also give the result for three levels j with j = 1, 2, 3, namely we obtain:
fτ (1) =
1
1 + eβ1 cosh [β(2 + (−1)τ 3)/2]/ cosh [β(2 − (−1)τ 3)/2] , (58)
fτ (2) =
1
1 + eβ2 cosh [β(1 + (−1)τ 3)/2]/ cosh [β(1 − (−1)τ 3)/2] , (59)
fτ (3) =
1
1 + eβ3 cosh [β(1 + (−1)τ 2)/2]/ cosh [β(1 − (−1)τ 2)/2] , (60)
which clearly shows deviations from the usual FD distribution,
fFD(j) =
1
1 + eβj
. (61)
That simply means that the susceptibility in Eq. (45), χ(ω,Φ) should be switched to χτ (ω,Φ), namely that it does
depend on the parity τ of the superconducting system if parity is conserved.
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EFFECTIVE LOW ENERGY MODEL
Two Majoranas
The first approximation is to consider only the lowest energy state, which is the mixture of the end modes Majoranas
(2 in total). The subspace spanned by the 2 Majoranas:
HM = i(φ)γ2γ3 = −(φ)(2c†AcA − 1) , (62)
where we note that for a two tunnel-coupled Majoranas  = tLR cos (φ/2), with tLR being the phase dependent
coupling strength.
In the typical tunnel junction coupling two Majorana bound states, if parity is not conserved, the susceptibility
reads:
χ(ω, φ) = χJ + χD , (63)
χJ = − ∂
∂Φ
[
(2f()− 1) ∂
∂Φ
]
, (64)
χD = − 2iω
γ − iω
∂f()
∂
(
∂
∂Φ
)2
, (65)
with χND ≡ 0 as there are no transitions possible that conserve the parity.
We see that there is an imaginary (dissipative) component coming from the diagonal component, and which reads:
χ′′D(ω, φ) =
(
2e
~
)2
t2LRωγ
2(γ2 + ω2)
βeβ
(1 + eβ)2
sin2 (φ/2) . (66)
However, the results change dramatically if parity is assumed as a constraint. The susceptibility is given simply by:
χτ (ω, φ) ≡ χτ,J(ω, φ) = τ ∂
2
∂Φ2
= −τ
4
(
2e
~
)2
tLR cos (φ/2) , (67)
since the distribution functions are energy independent for the case of one energy level, as discussed above and thus
all other terms vanish. Thus, as expected, no dissipative component exists in this situation.
Four Majoranas
While the expression for the susceptibility discussed in the previous sections contains in principle all the energy
levels, the the strongest response comes in fact from the low-energy levels close to the Fermi level, and in the following
we assume only those. The lowest levels are the in-gap Andreev states hosted by the normal region, which contain
also the Majorana (end) modes.
Hamiltonian and spectrum for four Majoranas
The second approximation is to consider only the lowest energy states, which are the mixture of the end modes
Majoranas (4 in total). The most general Hamiltonian in the subspace spanned by the 4 Majoranas reads:
HM = iγ1(tLγ2 + t
′
Lγ3) + i(t
′
Rγ2 + tRγ3)γ4 + itLR(φ)γ2γ3 + itoγ1γ4 , (68)
where tLR(φ) ≡ tLR cos (φ/2) is the flux-dependent coupling between the γ2 and γ3 across the tunneling region, and
tL,R (t
′
L,R) are the coupling between the left (right) Majoranas. It is instructive to rewrite this Hamiltonian in terms
of real fermions as follows:
cA =
1
2
(γ3 + iγ2); c
†
A =
1
2
(γ3 − iγ2) , (69)
cB =
1
2
(γ4 + iγ1); c
†
B =
1
2
(γ4 − iγ1) , (70)
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so that the Majorana operators can be written as:
γ1 = −i(cB − c†B), γ2 = −i(cA − c†A), γ3 = cA + c†A, γ4 = cB + c†B . (71)
In terms of the fermionic operators we obtain:
HM = −tLR(φ)(2c†AcA − 1)− to(2c†BcB − 1) + i(tR − tL)(c†AcB − c†BcA) + i(tR + tL)(cAcB − c†Bc†A)
− (t′R + t′L)(c†AcB + c†BcA) + (t′R − t′L)(cAcB + c†Bc†A) . (72)
Let us diagonalize this Hamiltonian to find the single particle Andreev levels. For that, we rewrite the many-body
Hamiltonian in the basis ~c ≡ (cA, cB , c†A, c†B)T as :
HM =
1
2
~c†HA~c , (73)
HA = −(tLR + to)τz − (tLR − to)σzτz − (tR − tL)σy − (tR + tL)σyτx − (t′L + t′R)σxτz − (t′L − t′R)σyτy , (74)
where ~σ act in the {A,B} basis, and ~τ act in the particle-hole basis.
In order to diagonalize this Hamiltonian, we perform a series of unitary transformations U(θ1, θ2, θ3, θ4) =
Π4i=1U(θi), that can lead to the following form:
U†({θi})HMU({θi}) = −
[√
(tLR + t0)2 + (tR + tL)2 + (t′R − t′L)2 +
√
(tLR − t0)2 + (tR − tL)2 + (t′R + t′L)2σz
]
τz
(75)
while choosing
U(θ1) = e
iθ1σyτx/2 , (76)
U(θ2) = e
iθ2σxτz/2 , (77)
U(θ3) = e
iθ3σyτy/2 , (78)
U(θ4) = e
iθ4σy/2 , (79)
and
θ1 = arctan
t′L − t′R
tLR + to
, (80)
θ2 = arctan
tR − tL
tLR − to , (81)
θ3 = arctan
−tR − tL√
(tLR + to)2 + (t′R − t′L)2
, (82)
θ4 = arctan
−t′R − t′L√
(tLR − to)2 + (tR − tL)2
, (83)
The single-particle spectrum of the system reads
1,±(φ) = ±
[√
(tLR(φ) + to)2 + (tL + tR)2 + (t′R − t′L)2 +
√
(tLR(φ)− to)2 + (tL − tR)2 + (t′R + t′L)2
]
, (84)
2,±(φ) = ±
[√
(tLR(φ) + to)2 + (tL + tR)2 + (t′R − t′L)2 −
√
(tLR(φ)− to)2 + (tL − tR)2 + (t′R + t′L)2
]
. (85)
In the case of a symmetric wire, tL = tR ≡ T and t′R = t′L ≡ T ′. In this case, θ1 = θ2 = 0, and we are left with only
two rotations by angles:
θ3 = − arctan 2T
tLR + to
, (86)
θ4 = − arctan 2T
′
tLR − to , (87)
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and the energies
1,±(φ) = ±
[√
(tLR(φ) + to)2 + 4T 2 +
√
(tLR(φ)− to)2 + 4T ′2
]
, (88)
2,±(φ) = ±
[√
(tLR(φ) + to)2 + 4T 2 −
√
(tLR(φ)− to)2 + 4T ′2
]
. (89)
From this, and assuming to ≈ 0, we can extract the magnitude of the anticrossing at φ = pi to be 4T ′, while at φ = 0,
the energy of highest state is ≈ 2tLR(0).
Note that the single-particle current operator in the original basis is given by
jˆ ≡ Iˆs = ∂tLR
∂Φ
(1 + σz)τz , (90)
since we assume tLR is the only quantity depending on Φ (the most important). We can define the current in the
new transformed basis as Iˆ ′s = U
†({θi})IˆsU({θi}). The non-zero matrix elements of the current operator in the
transformed basis read:
j1,1 = −j−1,−1 = (cos θ1 cos θ3 + cos θ2 cos θ4) ∂tLR(φ)
∂Φ
, (91)
j2,2 = −j−2,−2 = (cos θ1 cos θ3 − cos θ2 cos θ4) ∂tLR(φ)
∂Φ
, (92)
j1,2 = (j2,1)
∗ = −(j−1,−2)∗ = −j−2,−1 = (i sin θ2 + cos θ2 sin θ4) ∂tLR(φ)
∂Φ
, (93)
j1,−2 = (j−2,1)∗ = −(j−1,2)∗ = −j2,−1 = (sin θ1 − i cos θ1 sin θ3) ∂tLR(φ)
∂Φ
, (94)
while all the other matrix elements are zero. Note that for tL = tR and t
′
L = t
′
R (symmetric wire), we have
θ1 = θ2 = 0, and the only matrix elements left are:
j1,1 = −j−1,−1 = (cos θ3 + cos θ4) ∂tLR(φ)
∂Φ
, (95)
j2,2 = −j−2,−2 = (cos θ3 − cos θ4) ∂tLR(φ)
∂Φ
, (96)
j1,2 = (j2,1)
∗ = −(j−1,−2)∗ = −j−2,−1 = sin θ4 ∂tLR(φ)
∂Φ
, (97)
j1,−2 = (j−2,1)∗ = −(j−1,2)∗ = −j2,−1 = −i sin θ3 ∂tLR(φ)
∂Φ
, (98)
Alternatively, we can also address the many-body spectrum of the Hamiltonian. The Hilbert space corresponding
to the above Majorana Hamiltonian is spanned by four states, {|00〉, c†A|00〉, c†B |00〉, c†Ac†B |00〉}, with |00〉 being the
vacuum with no electrons. The general state can be written as |nAnB〉, with nA = 0, 1 and nB = 0, 1; however, we
need to pay attention at the ordering of the filling of the states. This Hamiltonian conserves the total number of
electrons (modulo 2), and thus we can separate the full Hamiltonian in two diagonal blocks, for odd and even number
of electrons, respectively. The odd subspace is spanned by the states {|01〉, |10〉}, while the even one by {|00〉, |11〉}.
The resulting Hamiltonians in the odd and even subspaces, respectively, read:
HM,o =
( 〈1B0A|HM |0A1B〉 〈1B0A|HM |1A0B〉
〈0B1A|HM |0A1B〉 〈0B1A|HM |1A0B〉
)
=
(
tLR(φ)− to −i(tR − tL)− (t′R + t′L)
i(tR − tL)− (t′R + t′L) −tLR(φ) + to
)
(99)
HM,e =
( 〈0B0A|HM |0A0B〉 〈0B0A|HM |1A1B〉
〈1B1A|HM |0A0B〉 〈1B1A|HM |1A1B〉
)
=
(
tLR(φ) + to i(tR + tL) + (t
′
R − t′L)
−i(tR + tL) + (t′R − t′L) −tLR(φ)− to
)
. (100)
At this stage, it is also instructive to derive the current operator associated with this low energy Hamiltonian:
Iˆs = −∂HM
∂Φ
=
∂tLR(φ)
∂Φ
(2c†AcA − 1) . (101)
17
We can find the odd and even eigenvalues associated with the many-body odd and even Hamiltonians:
Eτ,σ = σ
√
(tLR(φ) + τto)2 + (tL + τtR)2 + (t′L − τt′R)2 , (102)
with σ = ±1 and τ = ±1 ≡ e, o. The single-particle energies can be found easily, by identifying the excitation
spectrum. They are given as follows:
1,σ(φ) = σ(E+,+ + E−,+) , (103)
2,σ(φ) = σ(E+,+ − E−,+) , (104)
which correspond to the single particle energies found before.
Low-energy susceptibility
In the following we calculate the various components of the susceptibility for the cases without and with parity
constraints. We start with the Josephson component.
Josephson Susceptibility
Without parity constraint, this reads
χJ(φ) = −
∑
n=1,2;σ
∂
∂Φ
[
f(n,σ)
∂n,σ
∂Φ
]
= −
∑
n=1,2
∂
∂Φ
[
(2f(n)− 1) ∂n
∂Φ
]
=
∑
n=1,2
∂
∂Φ
[
tanh (βn/2)
∂n
∂Φ
]
, (105)
where n ≡ n,+ (positive energies). This can be easily evaluated for both zero and finite temperatures, but let us
give the expression in the former case. In this situation, f(n,+) = 0, and we are left with:
χJ(φ) =
∂2
∂Φ2
(1 + 2) . (106)
We will not evaluate this any further, although it is very easy. We will focus instead on the parity constrained
Josephson susceptibility. We get:
χτ,J(φ) = −
∑
n=1,2
∂
∂Φ
[
(2fτ (n)− 1) ∂n
∂Φ
]
≡ ∂
∂Φ
[
tanh (βE+,τ )
∂E+,τ
∂Φ
]
. (107)
Diagonal Susceptibility
The second term, which is the main term of interest here, is the diagonal one, which in the case of no parity
constraint reads:
χD(φ, ω) =
−iω
γD − iω
∑
n=1,2,σ
∂f(n,σ)
∂Φ
∂n,σ
∂Φ
=
−iω
γ − iω
∑
n=1,2
∂
∂Φ
[2f(n)− 1]∂n
∂Φ
=
iω
γD − iω
[
∂ tanh (β1/2)
∂1
(
∂1
∂Φ
)2
+
∂ tanh (β2/2)
∂2
(
∂2
∂Φ
)2]
, (108)
where n ≡ n,+ (positive energies). This diagonal term is extremely sensitive to the presence of low-energy levels and
on the temperature, and it can be easily calculated both analytically and numerically.
Next we address the parity-constraint diagonal susceptibility. This reads:
χτ,D(φ, ω) = − iω
γD − iω
∑
n=1,2
∂
∂Φ
[2fτ (n)− 1]∂n
∂Φ
, (109)
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which when evaluated for each parity individually gives:
χτ,D(φ, ω) =
2iω
γD − iω
∂ tanh [βE+,τ ]
∂Φ
∂E+,τ
∂Φ
=
2iω
γD − iω
∂ tanh [βE+,τ ]
∂E+,τ
(
∂E+,τ
∂Φ
)2
, (110)
Note that both in the Josephson and the diagonal component there the results for the two parities depend on the
1 ± 2 ≡ 2E+,±, which are nothing but the many-body energies of the system associated with opposite parities.
Non-diagonal susceptibility
Finally, the last term stands for the non-diagonal (or Kubo) contribution, and accounts for transitions between the
Andreev levels. We recall the expression for this term (taking ~ = 1):
χND(φ, ω) = −ω
∑
n 6=m
f(n)− f(m)
n − m
|〈n|Iˆs|m〉|2
n − m − ~ω − i~γND
= −2ωf(1)− f(2)
1 − 2 |〈1|Iˆs|2〉|
2 ω + iγND
(1 − 2)2 − (ω + iγND)2
+ 2ω
1− f(1)− f(2)
1 + 2
|〈1|Iˆs| − 2〉|2 ω + iγND
(1 + 2)2 − (ω + iγND)2
= −2ω
(
∂tLR(φ)
∂Φ
)2
f(1)− f(2)
1 − 2
ω + iγND
(1 − 2)2 − (ω + iγND)2
(
sin2 θ2 + cos
2 θ2 sin
2 θ4
)
+ 2ω
(
∂tLR(φ)
∂Φ
)2
1− f(1)− f(2)
1 + 2
ω + iγND
(1 + 2)2 − (ω + iγND)2
(
sin2 θ1 + cos
2 θ1 sin
2 θ3
)
= −8ω
(
∂tLR(φ)
∂Φ
)2 [
[(tL − tR)2 + (t′L + t′R)2]
f(1)− f(2)
(1 − 2)3
ω + i~γND
(1 − 2)2 − (ω + iγND)2
− [(tL + tR)2 + (t′L − t′R)2]
1− f(1)− f(2)
(1 + 2)3
ω + iγND
(1 + 2)2 − (ω + iγND)2
]
, (111)
where the first term corresponds to scattering between states with the same quasiparticle number, while the last one
to creating and annihilation of pairs of quasiparticles.
Now we can also evaluate the parity-constrained non-diagonal susceptibility. This reads (from the above expression):
χτ,ND(φ, ω) = −8ω
(
∂tLR(φ)
∂Φ
)2 [
[(tL − tR)2 + (t′L + t′R)2]
fτ (1)− fτ (2)
(1 − 2)3
ω + iγND
(1 − 2)2 − (ω + iγND)2
− [(tL + tR)2 + (t′L − t′R)2]
1− fτ (1)− fτ (2)
(1 + 2)3
~ω + iγND
(1 + 2)2 − (ω + iγND)2
]
, (112)
or, after manipulating the expression:
χτ,ND(φ, ω) = ω
(
∂tLR(φ)
∂Φ
)2
[(tL − τtR)2 + (t′L + τt′R)2]
tanh [βE+,τ ]
E3+,τ
ω + iγND
4E2+,τ − (ω + iγND)2
. (113)
Once again, this has a simple and very intuitive interpretation: in the presence of parity constraint, only the
many-body levels with a given parity enter the expression for the susceptibility.
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Figure 8. Left (Right): In blue, we plot the regions in which χ′′D(φ, ω) > χ
′′
ND(φ, ω) as a function of T and φ for different values
of frequency ω = 0, ω0, 2ω0 . . . 10ω0, with ω0 = 1.6× 10−4, and for Vz = 1.2∆ws (Vz = 1.5∆ws ) in the unconstrained parity case.
The solid black lines correspond to the condition χ′′D(φ, ω) = χ
′′
ND(φ, ω). We expressed all energies in terms of the hopping t,
with ∆ws = 0.05, α = 0.08, and γD = γND = 10
−8.
Comparison of the components
Unconstrained parity
We start with the unconstrained parity case. We focus only on the imaginary contribution, as the part is dominated
fully by the Josephson component. It is instructive to re-write the single-particle energy derivatives as follows:
∂1,2(Φ)
∂Φ
= ± tLR(Φ)1,2
E+,−(φ)E+,−(φ)
∂tLR(Φ)
∂Φ
. (114)
That allows us to write (the imaginary part) of χD as:
χ′′D(φ, ω) =
ωγD
ω2 + γ2D
[
21∂ tanh (β1/2)
∂1
+
22∂ tanh (β2/2)
∂2
](
tLR(Φ)
E+,+E+,−
)2(
∂tLR(Φ)
∂Φ
)2
. (115)
On the other hand, we get for the imaginary part of the non-diagonal part:
χ′′ND(φ, ω) = −ωγND
(
∂tLR(φ)
∂Φ
)2 [
[(tL − tR)2 + (t′L + t′R)2]
f(1)− f(2)
E3+,−
4E2+,− + ω
2 + γ2ND
(4E2+,− − ω2 + γ2ND)2 + 4ω2γ2ND
− [(tL + tR)2 + (t′L − t′R)2]
1− f(1)− f(2)
E3+,+
4E2+,+ + ω
2 + γ2ND
(4E2+,+ − ω2 + γ2ND)2 + 4ω2γ2ND
]
. (116)
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We get then for the ratio:
χ′′ND
χ′′D
=
γND
γD
(ω2 + γ2D)
[
F−(T )
(
t−
tLR
)2 (4E2+,− + ω2 + γ2ND)
(4E2+,− − ω2 + γ2ND)2 + 4ω2γ2ND
+ F+(T )
(
t+
tLR
)2 (4E2+,+ + ω2 + γ2ND)
(4E2+,+ − ω2 + γ2ND)2 + 4ω2γ2ND
]
,
t− =
√
(tL − tR)2 + (t′L + t′R)2 , (117)
t+ =
√
(tL + tR)2 + (t′L − t′R)2 , (118)
F−(T ) = −
f(1)−f(2)
E+,−
21
E2+,+
∂ tanh (β1/2)
∂1
+
22
E2+,+
∂ tanh (β2/2)
∂2
, (119)
F+(T ) =
1−f(1)−f(2)
E+,+
21
E2+,−
∂ tanh (β1/2)
∂1
+
22
E2+,−
∂ tanh (β2/2)
∂2
, (120)
where T = 1/β. There are several limits that can be analyzed. However, we make the assumption that γD,ND are
the lowest energy scales over the entire parameter range. That is not necessary the case at ultra-low frequencies, but
that is the typical experimental situation. We will assume frequencies ω  2E+,±, ω ≈ 2E+,±, as well as the case
when ω  2E+,±. Let us start with the former case. In such a situation, we get:
χ′′ND
χ′′D
=
γND
γD
[
F−(T )
(
t−
tLR
)2(
ω
2E+,−
)2
+ F+(T )
(
t+
tLR
)2(
ω
2E+,+
)2 ]
, (121)
while for the resonant regime:
χ′′ND
χ′′D
=
γND
γD
F∓(T )
(
t∓
tLR
)2(
E+,∓
γND
)2
, (122)
for ω = 2E+,∓ (and assuming that the off-resonant component is negligible). Finally, in the large frequency regime
ω  2E+,∓ we obtain:
χ′′ND
χ′′D
=
γND
γD
[
F−(T )
(
t−
tLR
)2
+ F+(T )
(
t+
tLR
)2 ]
. (123)
In Fig. 8 we show the regions for which χ′′D(φ, ω) > χ
′′
ND(φ, ω) as a function of φ and T , and for different values of
ω. We show the results for both Vz = 1.2∆
w
s and Vz = 1.5∆
w
s . We see that there is a large region in the parameter
space where indeed χ′′D(φ, ω) dominates over χ
′′
ND(φ, ω) and thus responsible for the dissipation, as claimed in the
main text.
Constrained parity
Next we address the constrained parity situation. In this case, the ratio becomes even simpler:
χ′′τ,ND
χ′′τ,D
=
γND
γD
tanh (βE+,τ )
E+,τ
∂ tanh (βE+,τ )
∂E+,τ
(
tτ
tLR
)2 (ω2 + γ2D)(4E2+,τ + ω2 + γ2ND)
(4E2+,τ − ω2 + γ2ND)2 + 4ω2γ2ND
, (124)
which again can be analyzed in the cases ω  2E+,±, ω ≈ 2E+,±, and ω  2E+,±, respectively. We get:
χ′′τ,ND
χ′′τ,D
=
γND
γD
tanh (βE+,τ )
E+,τ
∂ tanh (βE+,τ )
∂E+,τ
(
tτ
tLR
)2
(
ω
2E+,τ
)2
for ω  2E+,τ(
E+,τ
γND
)2
for ω = 2E+,τ
1 for ω  2E+,τ .
(125)
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Figure 9. Left (Right): In blue we plot the regions in which χ′′D(φ, ω) > χ
′′
ND(φ, ω) as a function of T and φ for different values
of the frequencies ω (the same as in Fig. 8), and for Vz = 1.2∆
w
s (Vz = 1.5∆
w
s ) in the constrained parity case. Top (Bottom)
plots are for parity τ = −1 (τ = 1) case. The solid black lines correspond to the condition χ′′D(φ, ω) = χ′′ND(φ, ω). We expressed
all energies in terms of the hopping t, with ∆ws = 0.05, α = 0.08, and γD = γND = 10
−8.
In Fig. 9 we show the regions for which χ′′τ,D(φ, ω) > χ
′′
τ,ND(φ, ω) as a function of φ and T , and for different values of
ω. We show the results for both Vz = 1.2∆
w
s and Vz = 1.5∆
w
s . We see that there is a large region in the parameter
space where indeed χ′′D(φ, ω) dominates over χ
′′
ND(φ, ω) and is thus responsible for the dissipation, as claimed in the
main text. However, the parameter range (T, ω, φ) over which the diagonal term dominates is smaller than in the
unconstrained case.
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