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PreviewsON-OFF asymmetries like higher spatial
acuity in the OFF pathway. While these
are very valid points, they don’t neces-
sarily require that the ON and OFF path-
ways be spatially segregated in the visual
cortex.
The potential functional relevance of
a columnar organization for ON-OFF re-
sponses then comes down to the more
fundamental question of what the function
of cortical columns is in general (Horton
and Adams, 2005). A straightforward
way to tackle this question would be to
specifically disrupt the columnar organi-
zation and assess the resulting deficits
in perception. However, any experi-
ments perturbing map-like organizations
are fundamentally difficult to interpret
because disrupting the map will almost
inevitably also interfere with the tuning
properties of the individual cells consti-
tuting it. A potential approach to address
this conundrum, albeit in a different type
of column, is exploiting nature’s experi-
ment in squirrel monkeys, where in some
individuals the visual cortex features clear
OD columns, while in others it does not626 Neuron 88, November 18, 2015 ª2015 E(Adams and Horton, 2003). Testing, for
instance, depth vision in this species,
which in part relies on binocular disparity
cues and thus may benefit from a clus-
tered organization of ocular dominance,
could indicate potential advantages of a
clustered organization for OD. While at
present it is unclear as to whether there
is any diversity in the degree of ON-OFF
segregation within a given species, the
discovery of a functional organization for
ON-OFF polarity in layer 2/3 might none-
theless provide another potential testing
ground for assessing the function of
cortical columns for visual processing.REFERENCES
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The selective processing of sensory input during attention is known to take many forms, and different forms
of attention likely reflect varying underlying neural mechanisms. Bichot and colleagues (2015) identify neu-
rons that appear specialized for the control of feature-based visual attention.The guidance of behavior by sensory
stimuli naturally depends upon the relative
tendency of different stimuli to evoke a
behavioral response. For any particular
organism there exists an inequality in the
degree to which different sensory stimuli
are able to evoke neural activity and
to drive behavior. Different organisms
of course exhibit dramatically different
relative sensitivities across stimulus mo-
dalities (i.e., vision, olfaction, etc.). In
addition, even within a particular sensorymodality, different classes of stimuli
(e.g., auditory frequencies) exert differing
capacities to drive behavior. Naturally,
all of this is a direct result of critical differ-
ences and varying degrees of specializa-
tion in sensory systems across species,
particularly at the level of the peripheral
sense organs. However, there is yet
another source of variation in the degree
to which a given stimulus is likely to drive
behavior, namely the relevance of that
stimulus to a particular organism’s behav-ioral goals. In such a case, sensory
processing is filtered accordingly by
attention, a basic cognitive function ex-
hibited by many organisms to some
extent. Although the broad significance
of attention to behavior has prompted
extensive study as to its underlying neural
circuitry, remarkably little is yet under-
stood, particularly about the neural mech-
anisms contributing to the various ways in
which attention is used to select relevant
stimuli. In this issue of Neuron, Bichot
Figure 1. Feature-Based Attention during Visual Search
It is assumed that during visual search, the brain compares a template of
searched-for objects by matching representations of their defining features to
current visual input. For example, in the middle of a city, and in need of a ride,
visual features matching that of relevant objects (e.g., yellow on a taxi) are
easily localized. In this issue, Bichot et al. (2015) provide evidence that pre-
frontal neurons are causally involved in such a process.
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Previewsand colleagues (2015)
describe a possible mecha-
nism underlying one impor-
tant form of attention.
Attention generally de-
scribes the selective pro-
cessing of some particular
domain of sensory stimula-
tion. Often, the term ‘‘selec-
tive attention’’ is used for
clarity, usually to highlight
the distinction between
attention and arousal, the
latter of which refers to more
global changes in sensitivity
to sensory stimulation (e.g.,
while alert versus drowsy).
Critically, there are myriad
ways that sensory stimuli
can be processed selec-
tively, and thus many vari-
eties (or dichotomies) of
attention. For example,attention is often directed covertly, in
the absence of any overt orienting move-
ment, such as by directing gaze or by
grasping, yet perception of the relevant
stimulus is nonetheless enhanced above
that of irrelevant ones (Carrasco, 2011).
In cross-modal attention, stimuli occur-
ring in a particular sensory modality
(e.g., auditory) are selected in favor of
those occurring in another (e.g., visual),
and in general, dividing attention across
modalities is easier than dividing it be-
tween them (e.g., Treisman and Davies,
1973). Within a particular modality, a
stimulus can be selected exogenously,
because of its greater physical salience
and thus possible behavioral relevance
(e.g., a looming object), or endogenously,
due to its significance to a current behav-
ioral goal. Such relatively well-defined
manifestations of attentional deployment
suggest that there may be equally
distinct mechanisms of achieving them.
The results of Bichot et al. (2015) take a
significant step toward identifying the
neural circuitry of a distinct form of visual
attention in primates, namely feature-
based attention.
To date, a majority of studies on the
mechanisms of visual attention have
focused primarily on visuospatial atten-
tion, the selection of stimuli based on
where they are in visual space (Nobre
and Kastner, 2014) or, more technically,
endogenous, covert visuospatial atten-tion. An abundance of psychophysical
evidence shows clearly that in the
absence of overt orienting, the detection
and discrimination of visual stimuli can
be enhanced at locations that are relevant
to behavioral goals (Carrasco, 2011).
Complimenting this evidence are recent
neurophysiological studies that have
made significant progress in revealing
the neural basis of this form of attentional
control. These studies have established a
causal role of gaze control structures in
this form of attention. In particular they
show that performance on visuospatial
attention tasks appears to depend, to
some extent, on gaze control structures
such as the FEF (Monosov and Thomp-
son, 2009), the superior colliculus (SC,
Lovejoy and Krauzlis, 2010), and the
lateral intraparietal area (LIP) within parie-
tal cortex (Wardak et al., 2004). Moreover,
activation of the FEF through electrical mi-
crostimulation (Moore and Fallah, 2001)
and the SC (Cavanaugh and Wurtz,
2004) is sufficient to bring about spatially
specific improvements in tasks requiring
spatial attention. Further evidence indi-
cates that activation of the FEF is both
sufficient (Moore and Armstrong, 2003)
and necessary (Gregoriou et al., 2014) to
produce modulation of visually driven ac-
tivity within posterior visual cortex, which
is generally assumed to be (though not
actually known to be) the basis of percep-
tual benefits during attention. AlthoughNeuron 88, November 18,many key questions remain,
and the precise neural cir-
cuitry of visuospatial attention
is yet unknown, we clearly
know more about it than any
other form of attention.
Among the varieties of
attention, perhaps the one
whose adaptive significance
is easiest to appreciate is
feature-based attention, or
the selection of visual stimuli
based on what they are.
In feature-based attention,
sometimes described as ob-
ject-based attention, stimuli
are selected on the basis of
their similarity or exact match
to behaviorally relevant fea-
tures or objects (Maunsell
and Treue, 2006). The utility
of feature-based attention is
easy to envision since manyorganisms frequently need to locate
important objects within the environment,
for example ripe fruit or easy prey. In other
instances, the searched-for object may
be of less global significance, but only
relevant to a particular circumstance
(Figure 1). Within the visual modality, this
type of behavior has classically been
studied using visual search tasks in which
subjects are required to localize objects
based on their similarity to one that
is previously cued (e.g., Wolfe, 1994).
Yet despite the obvious importance of
this type of attention to visually guided
behavior, remarkably little is understood
about its underlying neural basis. Several
classic neurophysiological studies have
identified neurons that exhibit correlates
of feature-based attention (Maunsell and
Treue, 2006; Bichot et al., 2005). How-
ever, the origin of these neural correlates,
and the possible causal basis for feature-
based attention has remained elusive.
Perhaps one reason for the relative lack
of progress with feature-based attention
compared to spatial attention is that
unlike spatial attention, it is more difficult
to envision the type and source of
neural signals capable of biasing sensory
input in favor of those matching the
searched-for object. That is, it has re-
mained unclear where in the brain one
should expect search ‘‘templates’’ to
reside. By contrast, motor systems, and
particularly the oculomotor system, have2015 ª2015 Elsevier Inc. 627
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Previewslong been considered possible sources of
the spatial template employed during
spatial attention (for review, see Moore
et al., 2003).
In the current study, Bichot et al. (2015)
provide evidence that the representation
of searched-for object features, and the
source of feature-based templates, re-
sides among neurons within a region of
prefrontal cortex (PFC) anterior and
ventral to the arcuate sulcus (ventral pre-
arcuate, or VPA). To demonstrate this,
the authors first trained monkeys to
perform a standard visual search task. In
their task, monkeys were rewarded for
localizing a memorized visual image pre-
sented among multiple distractors. At
the beginning of each behavioral trial, a
single target image was presented at cen-
tral fixation and then followed by an
800 ms delay period. After the delay
period, an array of 8 visual images was
presented in a spatially distributed array,
and monkeys were permitted to freely
scan among the image array in order
to locate the originally cued target.
Fixation of the cued target image was
followed by a reward. Monkeys located
the remembered target within only 3
saccadic eye movements per behavioral
trial, thus indicating that rather than seri-
ally, or randomly, fixating among the 8 im-
ages, their search was instead guided by
a memory of the cued stimulus.
In these animals, the authors studied
the responses of neurons within VPA, as
well as the FEF, inferior temporal (IT) cor-
tex, and within another region of PFC
within the ventral bank of the principal sul-
cus (VPS). They first observed that neu-
rons within VPA, VPS, and IT, but not the
FEF, responded selectively to different
images during trials in which only a single
stimulus was presented. However, only
in VPA were neurons selective to the
memorized object throughout the entire
search period. To assess the effect of
feature attention in all areas, the authors
measured the activity when both the
target and the goal of saccades lay
outside of the neuronal receptive field
(RF) and compared them to responses
when the target lay inside of the neuronal
RF and saccades were directed to a dis-
tracter outside of the RF. In contrast,
spatial attention was assessed by628 Neuron 88, November 18, 2015 ª2015 Ecomparing the latter condition to epochs
in which both the saccade goal and the
target were inside of the RF. Neurons
in VPA and the FEF exhibited both
feature-based and spatially based atten-
tional modulation. However, the observed
feature-based modulation emerged
earlier for VPA neurons than it did among
neighboring FEF neurons, suggesting that
perhaps the modulation among VPA neu-
rons was the source of that activity within
the other structures, particularly the FEF.
Critically, rather than simply hypothe-
size that the VPA might provide a source
of feature-based signals during search,
the authors went on to test that it is neces-
sary for both the search behavior and
the feature-based modulation observed
within the FEF. Indeed, they observed
that following local inactivation of the
VPA, monkeys exhibited a clear reduction
in search performance when the target
object appeared within the contralateral
(inactivated) visual hemifield. In particular,
the average number of saccades required
to locate the target object among
distractors increased significantly. The
deficits in search performance following
VPA inactivation were observed whether
the search target changed on every trial
(random design) or after 20-trial blocks
(blocked design). By comparison, inacti-
vation of neural activity within VPS only
produced deficits during the random-
design trials. Importantly, following inacti-
vation of activity within VPA, the feature-
based modulation previously observed
among neurons within the FEF was no
longer present. In contrast, the spatially
based modulation was still observed and
did not differ significantly from that
observed prior to inactivation. Further-
more, this pattern of a selective reduction
in feature-based, but not spatially based,
modulation in the FEF was observed
within both the random-design and
blocked-design conditions. Thus, the au-
thors provide evidence that activity within
VPA is necessary for feature-based
search and the neural correlates of search
within other areas of PFC.
The study of Bichot et al. (2015) goes a
long way toward identifying the source of
the feature-based template that is pre-
sumed to be at play during visual search.
However, as can be expected, the resultslsevier Inc.reported also raise many additional ques-
tions. For example, does inactivation of
the FEF produce complimentary effects
within VPA, i.e., a loss of spatial modula-
tion? Does inactivation of VPA lead
to a loss of feature-based modulation
throughout visual cortex as it does within
the FEF? More generally, it will be crucial
to understand how VPA neurons, and
PFC neurons in general, seem able to
generate persistent representations of
relevant visual stimuli, particularly given
the high-dimensional space that defines
a typical visual object. Future studies
will no doubt pursue these and other
key issues and continue to isolate the
myriad neural circuits by which attention
controls particular aspects of sensory
processing and guides behavior.REFERENCES
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