Quantum affine algebras and Grassmannians by Chang, Wen et al.
ar
X
iv
:1
90
7.
13
57
5v
3 
 [m
ath
.R
T]
  2
5 S
ep
 20
19
QUANTUM AFFINE ALGEBRAS AND GRASSMANNIANS
WEN CHANG, BING DUAN, CHRIS FRASER, AND JIAN-RONG LI
Abstract. We study the relation between quantum affine algebras of type A and Grass-
mannian cluster algebras. Hernandez and Leclerc described an isomorphism from the
Grothendieck ring of a certain subcategory Cℓ of Uq(ŝln)-modules to a quotient of the Grass-
mannian cluster algebra in which certain frozen variables are set to 1. We explain how this
induces an isomorphism between the monoid of dominant monomials, used to parameterize
simple modules, and a quotient of the monoid of rectangular semistandard Young tableaux
with n rows and with entries in [n+ℓ+1]. Via the isomorphism, we define an element ch(T )
in a Grassmannian cluster algebra for every rectangular tableau T . By results of Kashi-
wara, Kim, Oh, and Park, and also of Qin, every Grassmannian cluster monomial is of the
form ch(T ) for some T . Using a formula of Arakawa-Suzuki, we give an explicit expression
for ch(T ), and also give explicit q-character formulas for finite-dimensional Uq(ŝln)-modules.
We give a tableau-theoretic rule for performing mutations in Grassmannian cluster algebras.
We suggest how our formulas might be used to study reality and primeness of modules, and
compatibility of cluster variables.
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1. Introduction
Let g be a simple Lie algebra and let Uq(ĝ) be the corresponding quantum affine alge-
bra. Chari and Pressley [11] have classified the simple objects in the category of all finite-
dimensional Uq(ĝ)-modules and Nakajima [53] has computed the characters of the simple
objects in this category in terms of the cohomology of certain quiver varieties.
Fomin and Zelevinsky [19] introduced the theory of cluster algebras to study canonical
bases of quantum groups introduced by Lusztig [45] and Kashiwara [35] and total positivity
for semisimple algebraic groups developed by Lusztig [46].
Hernandez and Leclerc [31, 33] applied the theory of cluster algebras to study quantum
affine algebras. They introduced the notion of amonoidal categorification of a cluster algebra.
In a monoidal category (C,⊗), a simple object S of C is called real if its tensor square S⊗S
is also simple, and is called prime if it admits no nontrivial tensor factorization S ∼= S1⊗S2.
Hernandez and Leclerc called C a monoidal categorification of a cluster algebra A if the
Grothendieck ring of C is isomorphic to A, any cluster monomial of A corresponds to the
class of a real simple object of C, and any cluster variable (including the frozen ones) of A
corresponds to the class of a real simple prime object of C.
Kang, Kashiwara, Kim, and Oh [36] proved that the quantum unipotent coordinate algebra
has a monoidal categorification as conjectured in [26,38]. The connection between monoidal
categorification and quantum affine algebras is as follows. Let Cg be the category of finite-
dimensional Uq(ĝ)-modules. For each ℓ ∈ Z≥0, Hernandez and Leclerc [31] introduced a full
monoidal subcategory Cgℓ of C
g whose objects are characterized by certain restrictions on the
roots of the Drinfeld polynomials of their composition factors. They constructed a cluster
algebra Agℓ and conjectured that C
g
ℓ is a monoidal categorification of Aℓ.
Denote by K0(C
g
ℓ ) the Grothendieck ring of C
g
ℓ , as an algebra over the complex numbers.
We use brackets [S] to denote the Grothendieck class of an object S ∈ Cℓ. Qin [56] proved
that for g of type A,D,E, every cluster monomial (resp. cluster variable) in K0(C
g
ℓ ) is a
simple (resp. prime simple) module. Recently, Kashiwara, Kim, Oh, and Park proved that
when g is of type A or B, every cluster monomial in K0(C
g
ℓ ) can be identified with a real
module [37].
In this paper, we focus on g = sln and study finite-dimensional representations of Uq(ĝ).
We abbreviate Cgℓ = Cℓ, K0(C
g
ℓ ) = K0(Cℓ), etc. Hernandez and Leclerc descibed an iso-
morphism Φ from K0(Cℓ) to a certain quotient of the cluster algebra C[Gr(n,m)] for the
Grassmannian [31, Section 13], where m = n + ℓ + 1. This quotient, which we denote by
C[Gr(n,m,∼)], is the one in which solid frozen Plu¨cker coordinates are specialized to 1 (the
frozen Plu¨cker coordinates whose columns wrap around modulo m are not specialized).
Simple objects in Cgℓ are parametrized by elements of a free abelian monoid P
+
ℓ = P
+
ℓ,g
(cf. [11, 31]) thought of as monomials in variables Yi,i−2k−2, i ∈ I, k ∈ [0, ℓ], where I is the
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vertex set of the Dynkin diagram of g. Denote by L(M) the simple module corresponding
to M ∈ P+ℓ .
Our first theorem interprets this parameterization of simple modules in terms of Grass-
mannians. Denote by SSYT(n, [m]) the set of semistandard Young tableaux of rectangular
shape, with n rows and with entries in [m] = {1, . . . , m}. The set SSYT(n, [m]) carries
two important structures. First, a weight map SSYT(n, [m]) to the weight lattice Pg for
g, which provides a notion of when one tableau has higher weight than another. Second,
the structure of a commutative monoid, with multiplication “∪” defined as follows: for
S, T ∈ SSYT(n, [m]), S ∪ T is the semistandard tableau whose ith row is the (multiset)
union of the ith rows of S and T , for i = 1, . . . , n.
For comparison with Uq(ĝ)-modules, we define a quotient monoid SSYT(n, [m],∼) in which
certain tableaux equal 1, mirroring the frozen Plu¨cker coordinates which are trivialized in
C[Gr(n,m,∼)]. We use the notation S ∼ T to say that two tableaux are equal in this
quotient. The weight map descends to SSYT(n, [m],∼).
For T ∈ SSYT(n, [m]) with columns T1, . . . , Ta, let PT ∈ C[Gr(n,m)] denote the monomial
in Plu¨cker coordinates PT1 · · ·PTa . The monomials {PT}, where T ∈ SSYT(n, [m]), are a
basis for C[Gr(n,m)] known as the standard monomial basis [59]. Thus for any simple
module L(M), Φ([L(M)]) can be written as a linear combination of standard monomials.
We show that one can define a “top tableau” Top(Φ([L(M)])) ∈ SSYT(n, [m],∼) appearing
with highest weight in such an expression. We denote the map M 7→ Top(Φ([L(M)])) by Φ˜.
Theorem 1.1 (Theorem 3.17). The map Φ˜ : P+ℓ,An−1 → SSYT(n, [n + ℓ + 1],∼) is an iso-
morphism of monoids.
Therefore the finite-dimensional simple Uq(ĝ)-modules in C
An−1
ℓ are also parametrized by
(∼-classes of) semistandard tableaux. We call a tableau T real (resp. prime) if this is true
of the corresponding module L(Φ˜(T )). We also show (cf. Proposition 3.28) that the map
SSYT(n, [n+ ℓ+ 1])→ P+ℓ,An−1 respects familiar partial orders on both sides.
One sense in which Theorem 1.1 is interesting is that the monoid SSYT(n, [m]) is not free,
while the theorem asserts that SSYT(n, [m],∼) is free (on explicit generators).
Table 1 illustrates the resulting correspondence between tableaux and modules. We de-
scribe tableaux by their column sets and denote e.g. the module L(Y1,−3Y1,−1) by 1−31−1.
tableau module
[1, 2, 4] 1−1
[1, 2, 5] 1−31−1
[1, 2, 6] 1−51−31−1
[1, 3, 4] 20
[1, 3, 5] 1−320
[1, 3, 6] 1−51−320
[1, 4, 5] 2−220
[1, 4, 6] 1−52−220
[1, 5, 6] 2−42−220
tableau module
[2, 3, 5] 1−3
[2, 3, 6] 1−51−3
[2, 4, 5] 2−2
[2, 4, 6] 1−52−2
[2, 5, 6] 2−42−2
[3, 4, 6] 1−5
[3, 5, 6] 2−4
[1, 2, 4], [3, 5, 6] 2−41−1
[1, 3, 5], [2, 4, 6] 1−51−32−220
Table 1. Labeling prime simple modules in CA22 by tableaux in SSYT(3, [6],∼).
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Via the correspondence we define elements ch(T ) = Φ([L(Φ˜−1(T ))]) ∈ C[Gr(n,m,∼)],
forming a basis for C[Gr(n,m,∼)]. Making use of a well-known grading on C[Gr(n,m)], for
each tableau T we define a homogeneous lift of ch(T ) from C[Gr(n,m,∼)] to a localization
of C[Gr(n,m)] (a priori, the lifts might have frozen variables in the denominator, so they
naturally live in a localization). By deep results of Kashiwara, Kim, Oh, and Park [37] and
Qin [56], we have the following.
Theorem 1.2 (Theorem 3.25). Every cluster monomial (resp. cluster variable) in C[Gr(n,m)]
is of the form ch(T ) for some real tableau (resp. prime real tableau) T ∈ SSYT(n, [m]).
We expect that the lift ch(T ) always lies in C[Gr(n,m)] (not in the localization), so that
{ch(T )}T∈SSYT(n,[m]) is a homogeneous basis for C[Gr(n,m)] containing the cluster monomi-
als. As the simplest example, if T has a single column, then ch(T ) = PT is the Plu¨cker
coordinate given by the entries of T .
We translate a formula of Arakawa-Suzuki [1] (see also [3, 34, 47]) in the setting of p-adic
groups to our setting of quantum affine algebras and Grassmannians. We obtain an explicit
formula for the q-character of a finite-dimensional simple module and also for ch(T ):
Theorem 1.3 (Theorems 5.4 and 5.8). For a simple Uq(ŝln)-module L(M), the q-character
of L(M) is given by
χq(L(M)) =
∑
u∈Sk
(−1)ℓ(uwM )puw0,wMw0(1)
∏
M ′∈FundM (uµM ,λM )
χq(L(M
′)),
where k is the degree of the monomial M , w0 ∈ Sk is the longest permutation, wM ∈ Sk
is determined by M , FundM(uµM , λM) is a subset of the variables Yi,s, and py,y′(t) is a
Kazhdan-Lusztig polynomial [39].
For T ∈ SSYT(n, [m]) we have
ch(T ) =
∑
u∈Sk
(−1)ℓ(uwT )puw0,wTw0(1)Pu·T ′ ∈ C[Gr(n,m,∼)],
where k is a certain gap weight of T , wT ∈ Sk is determined by T , T
′ ∼ T is a tableau
equivalent to T that has small gaps (cf. Definition 3.11), and Pu;T ′ is a standard monomial
encoded by appropriately permuting entries of T ′.
A similar q-character formula in more geometric language is due to Ginzburg and Vasserot
[29,63]. Our formula for ch(T ) can be formulated as a Kazhdan-Lusztig immanant [57], which
implies that ch(T ) ≥ 0 on the totally nonnegative Grassmannian Gr(n,m)≥0.
In particular, we obtain an explicit formula for Grassmannian cluster monomials, with the
caveat that it is a difficult problem to determine when a given T corresponds to a cluster
monomial. Our formula is very closely related to the expression of ch(T ) in the standard
monomial basis. For example, if T = T ′ has small gaps, then our formula is the standard
monomial expression. And for every tableau T , there is a small gaps tableau T ′ such that
ch(T ) and ch(T ′) are related by a Laurent monomial in frozens.
Our results are a step in developing the cluster combinatorics of C[Gr(n,m)], which is
poorly understood when n ≥ 3. Fomin and Pylyavskyy [27] suggested an approach to this
combinatorics when n = 3. They conjectured that each cluster monomial in C[Gr(3, m)]
is a web invariant, an element in a basis for C[Gr(3, m)] indexed by planar diagrams [42].
Khovanov and Kuperberg gave a bijection between these diagrams and SSYT(3, [m]) [41]. We
conjecture that for cluster monomials, ch(T ) ∈ C[Gr(3, m)] is the web invariant labeled by T .
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We show that ch(T ) is not always a web invariant (cf. Example 8.6). We conjecture also that
two cluster variables ch(T ), ch(T ′) lie in a common cluster only if ch(T )ch(T ′) = ch(T ∪ T ′),
which is in the spirit of [27, Conjecture 9.2].
Theorem 3.25 suggests how many aspects of Grassmannian clusters are controlled by the
monoid SSYT(n, [m]). For example, we highlight how g-vectors of cluster monomials can be
computed in the monoid (Corollary 7.3), and how mutations of cluster variables and simple
modules can be simulated in the monoid (cf. Section 4). Similar ideas appeared implicitly
in the work of Shen and Weng [61], who showed that the theta basis [25] for C[Gr(n,m)]
is parameterized by Gelfand-Tsetlin patterns, a family of objects which are in well known
bijection with semistandard Young tableaux.
An action of the extended affine braid group on Grassmannian cluster algebras was intro-
duced in [21]. It yields an action on cluster monomials, hence on a subset of tableaux. We
hope to give a concrete description of this action on all tableaux, thus on the set of simple
Uq(ĝ)-modules, in a future paper.
We illustrate our results in a few examples, explained more fully in the main text.
Example 1.4. Consider the simple Uq(ŝl3)-module L(M), where M = Y1,−5Y1,−3Y2,−2Y2,0.
Our q-character formula says that
χq(L(M)) = −1 + χq(Y1,−1)χq(Y2,−4)− χq(Y2,0)χq(Y2,−2)χq(Y2,−4)
− χq(Y1,−1)χq(Y1,−3)χq(Y1,−5) + χq(Y2,0)χq(Y1,−3)χq(Y2,−2)χq(Y1,−5).
The tableau T = Φ˜(M) associated to this module has
ch(T ) = ch(
1 2
3 4
5 6
) = −1 + P124P356 − P134P245P356 − P124P235P346 + P134P235P245P346
(1.1)
= P135P246 − P125P346 − P134P256 + P124P356 − 2P123P456.(1.2)
Here, Pj1j2j3 ∈ C[Gr(3, 6)] denotes a Plu¨cker coordinate. The first line is an inhomogeneous
expression for ch(T ) ∈ C[Gr(3, 6,∼)] (in which P123 = P234 = P345 = P456 = 1) obtained
by translating the q-character formula term by term. The second line is its homogeneous
lift ch(T ) ∈ C[Gr(3, 6)] expressed in the basis of standard monomials. This element of
C[Gr(3, 6)] is a web invariant with diagram
1
2
34
5
6
, and this web is labeled by T in the
Khovanov-Kuperberg bijection (see e.g [62, Section 3.2]). This is one of the two non-Plu¨cker
cluster variables in C[Gr(3, 6)] (it is Y 123456 in the notation of [58]). The other non-Plu¨cker
cluster variable corresponds to the tableau with columns [1, 2, 4], [3, 5, 6]. See Examples 5.14,
6.5 for more details.
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Example 1.5. The following is an exchange relation in C[Gr(3, 8)]:
ch(
2
3
8
)ch(
1 3 4
2 5 6
4 7 8
) = ch(
1
2
8
)ch(
3 4
5 6
7 8
)ch(
2
3
4
) + ch(
3
4
8
)ch(
2 4
5 6
7 8
)ch(
1
2
3
).(1.3)
If one is trying to mutate the cluster variable ch(
2
3
8
) using this exchange relation, then
the “new” cluster variable ch(
1 3 4
2 5 6
4 7 8
) can be computed from the other tableaux in the
exchange relation using the weight map and the monoid SSYT(3, [8]) (cf. Section 4).
Our explicit formulas are an approach for determining reality and primeness of modules. A
module L(M) is real if and only if χq(L(M))
2 = χq(L(M
2)) and it is prime if and only if there
are no L(M ′), L(M ′′) 6= C such that χq(L(M)) = χq(L(M
′))χq(L(M
′′)) (cf. Lemma 3.21).
There are analogous statements for tableaux using ch(T ). For example, one can check that
ch(T ) is not a cluster monomial by checking that ch(T )2 6= ch(T ∪ T ). If the Fomin-
Pylyavskyy conjectures are proved, they would imply diagrammatic recipes for determining
reality and primeness of Uq(ŝl3)-modules.
Recently, Brito and Chari [5] studied a category related to Cℓ. They derived character
formulas for the prime objects in the category and also the tensor product rules for these
objects.
We conclude by noting that it remains an open problem to find satisfactory descriptions
of the following: first, the sets of real and prime tableaux; second, the condition for when
two tableaux index compatible cluster variables; and third, a list of all exchange relations,
in the spirit of Example 1.5.
The paper is organized as follows. Section 2 introduces Hernandez and Leclerc’s approach
to monoidal categorification of quantum affine algebras, and the relation with the cluster
structure on Gr(n,m). Section 3 gives the relation between Uq(ĝ)-modules and semistandard
Young tableaux, and establishes that every cluster monomial in a Grassmannian cluster
algebra is of the form ch(T ). Section 4 describes mutations of cluster variables and modules
in terms of semistandard Young tableaux. Section 5 gives explicit formulas for q-characters
and ch(T ), and the relation with Kazhdan-Lusztig immanants. Section 6 recalls Fomin
and Pylyavskyy’s conjectures and states a conjecture naturally extending theirs. Section 7
highlights a tableau-theoretic rule for g-vectors in Grassmannian cluster algebras. Section
8 gives examples illustrating how our formulas can be used to test reality and primeness of
modules, and compatibility of cluster variables.
Acknowledgements. The authors express their gratitude to Arkady Berenstein, Maxim
Gurevich, Erez Lapid, and Evgeny Mukhin for helpful discussions. We are thankful to Greg
Warrington for his Kazhdan-Lusztig code used in Section 8, and to Erez Lapid for his code
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QUANTUM AFFINE ALGEBRAS AND GRASSMANNIANS 7
Science Foundation of China (no. 11771191). W. Chang and B. Duan are supported by
China Scholarship Council to visit Department of Mathematics at University of Connecticut
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Notation. For convenience of the reader, we collect key notation here.
• Uq(ĝ) the quantum affine algebra for g; almost everywhere we take g = sln.
• P = PAn−1 the free abelian group in formal variables Y
±1
i,s , i ∈ I, s ∈ Z, P
+ = P+An−1
the submonoid of P generated by Yi,s, i ∈ I, s ∈ Z, and P
+
ℓ = P
+
ℓ,An−1
the submonoid
generated by Yi,i−2k−2, i ∈ I, k ∈ [0, ℓ].
• C = Cg the category of all finite-dimensional Uq(ĝ)-modules; Cℓ = C
An−1
ℓ the subcate-
gory defined in Section 2.2 and K0(Cℓ) its Grothendieck ring.
• L(M) the simple Uq(ĝ)-module with highest l-weight M and χq(M) = χq(L(M)) its
q-character.
• Gr(n,m) ⊂ P(
m
n)−1 the Grassmannian of n-planes in Cm and C[Gr(n,m)] its homo-
geneous coordinate ring; C[Gr(n,m,∼)] the quotient of C[Gr(n,m)] by the Plu¨cker
coordinates with column set a consecutive interval; Pi1,...,in ∈ C[Gr(n,m)] a Plu¨cker
coordinate.
• Φ : K0(Cℓ)
∼=
→ C[Gr(n, n + ℓ + 1,∼)] the isomorphism of Hernandez-Leclerc; Φ˜ the
isomorphism of monoids in Theorem 3.17.
• SSYT(n, [m]) the monoid of rectangular semistandard Young tableaux with n rows
and with entries in [m]; SSYT(n, [m],∼) the monoid of ∼-equivalence classes.
2. Hernandez-Leclerc’s category and the Grassmannian
We review background of quantum affine algebras of type A and their connection with
Grassmannian cluster algebras.
2.1. Cluster algebras. Cluster algebras were invented by Fomin and Zelevinsky [19]. We
give a brief definition.
For m ∈ Z≥1, we denote [m] = {1, . . . , m}.
A quiver Q = (Q0, Q1, s, t) is a finite directed graph without loops or 2-cycles, with vertex
set Q0, arrow set Q1, and with maps s, t : Q1 → Q0 taking an arrow to its source and target,
respectively. We identify Q0 = [m] = {1, . . . , m}. As part of the data of Q, one further
declares vertices 1, . . . , n as mutable and vertices n+ 1, . . . , m as frozen.
For k ∈ [n], the mutated quiver µk(Q) is a quiver on the same vertex set and value of n,
with arrows obtained as follows:
(i) for each sub-quiver i→ k → j, add a new arrow i→ j,
(ii) reverse the orientation of every arrow with target or source equal to k,
(iii) remove the arrows in a maximal set of pairwise disjoint 2-cycles.
Let F be an ambient field abstractly isomorphic to a field of rational functions in m
independent variables. A seed in F is a pair (x, Q), where x = (x1, . . . , xm) form a free
generating set of F and Q is a quiver as above.
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The set x is the cluster of the seed (x, Q). The variables x1, . . . , xn are the cluster variables
for this seed, and the variables xn+1, . . . , xm are called frozen variables.
For a seed (x, Q) and k ∈ [n], the mutated seed µk(x, Q) is (x
′, µk(Q)), where x
′ =
(x′1, . . . , x
′
m) with x
′
j = xj for j 6= k and x
′
k ∈ F determined by
x′kxk =
∏
α∈Q1,s(α)=k
xt(α) +
∏
α∈Q1,t(α)=k
xs(α).
After making a choice of initial labeled seed, say that a seed is reachable if it can be
obtained from the initial seed by a finite sequence of mutations. One defines the clusters
(resp. cluster variables) to be the clusters (resp. cluster variables) appearing in all reachable
seeds. Two cluster variables are compatible if they are in a common cluster. The cluster
monomials are the products of compatible cluster variables. The cluster algebra is the C-
algebra generated by all cluster and frozen variables.
2.2. Quantum affine algebras. Let g be a simple Lie algebra and I the indices of the
Dynkin diagram of g. Let C = (Cij)i,j∈I be the Cartan matrix of g, where Cij =
2(αi,αj)
(αi,αi)
.
There is a matrix D = diag(di | i ∈ I) with entries in Z>0 such that B = DC = (bij)i,j∈I is
symmetric. The matrix D is an identity matrix in type A.
Denote by P = Pg the weight lattice of g and by Q ⊂ P the root lattice of g. The weight
lattice is partially ordered via λ ≤ λ′ if and only if λ′ − λ is expressible as a nonnegative
sum of positive simple roots.
In this paper, we take q to be a nonzero complex number which is not a root of unity. The
quantum affine algebra Uq(ĝ) in Drinfeld’s realization [15] is generated by x
±
i,m (i ∈ I,m ∈ Z),
k±1i (i ∈ I), hi,m (i ∈ I,m ∈ Z\{0}) and central elements c
±1/2, subject to certain relations.
2.3. Finite-dimensional modules and the category C
An−1
ℓ . In this section, we recall
the standard facts about finite-dimensional Uq(ĝ)-modules and their q-characters, as well as
Hernandez-Leclerc’s category Cℓ, see [11, 12, 24, 31].
Let C be the category of finite-dimensional Uq(ĝ)-modules. In [31], [33], Hernandez and
Leclerc introduced a full subcategory Cℓ (ℓ ∈ Z≥0) of C. We reproduce the definitinon for g
of type A.
Let g = sln and I = [1, n − 1] be the set of vertices of the Dynkin diagram of g. We fix
a ∈ C× and denote Yi,s = Yi,aqs, i ∈ I, s ∈ Z. Denote by P = PAn−1 the free abelian group
generated by Y ±1i,s , i ∈ I, s ∈ Z, denote by P
+ = P+An−1 the submonoid of P generated by Yi,s,
i ∈ I, s ∈ Z, and denote by P+ℓ = P
+
ℓ,An−1
the submonoid of P+ generated by Yi,i−2k−2, i ∈ I,
k ∈ [0, ℓ]. An object V in Cℓ = C
An−1
ℓ is a finite-dimensional Uq(ĝ)-module which satisfies
the condition: for every composition factor S of V , the highest l-weight of S is a monomial
in Yi,i−2k−2, k ∈ [0, ℓ], i ∈ I, [31]. Simple modules in Cℓ are of the form L(M) (cf. [11],
[31]), where M ∈ P+ℓ,An−1 and M is called the highest l-weight (or sometimes, loop-weight)
of L(M). The elements of P+ are called dominant monomials.
Denote by K0(C
An−1
ℓ ) the Grothendieck ring of C
An−1
ℓ . By a slight abuse of notation,
sometimes we write [L(M)] (M ∈ P+) in K0(C
An−1
ℓ ) as L(M) or as [M ] and we refer to
elements RAn−1ℓ merely as modules.
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Let ZP = Z[Y ±1i,s ]i∈I,s∈Z be the group ring of P. The q-character of a Uq(ĝ)-module V is
given by (cf. [24])
χq(V ) =
∑
M∈P
dim(VM)M ∈ ZP,
where VM is an l-weight space of M . For a module L(M), M ∈ P
+, we also write χq(M) =
χq(L(M)).
We denote wt : P → Pg the group homomorphism defined by sending Y
±
i,a 7→ ±ωi, i ∈ I,
where ωi’s are fundamental weights of g. For a finite-dimensional simple Uq(ĝ)-module L(M),
we write wt(L(M)) = wt(M) and call it the highest weight of L(M).
Let Q be the subgroup of P generated (when g = sln) by
Ai,s = Yi,s+1Yi,s−1
∏
j∈I,|j−i|=1
Y −1j,s , i ∈ I, s ∈ Z.(2.1)
Let Q± be the monoids generated by A±1i,a , i ∈ I, a ∈ C
×. There is a partial order ≤ on P
(cf. [23, 52]) in which
M ≤M ′ if and only if M ′M−1 ∈ Q+.(2.2)
A finite-dimensional Uq(ĝ)-module is called prime if it is not isomorphic to a tensor product
of two nontrivial Uq(ĝ)-modules (cf. [14]). A simple Uq(ĝ)-module M is real if M ⊗M is
simple (cf. [43]).
2.4. Cluster structure on K0(C
An−1
ℓ ). Hernandez and Leclerc introduced monoidal cate-
gorifications of cluster algebras in [31,33]. We recall the definition of Hernandez and Leclerc’s
cluster algebras introduced in [33], again in type An−1 only. Let Qℓ be a quiver with the
vertex set Vℓ = I × [0, ℓ] (i.e., a rectangular grid), and with edge set:
(i, r)→ (j, r + 1), j − i = 1,
(i, r)→ (i, r − 1),
(i, r)→ (i− 1, r).
Let z = {zi,t : (i, t) ∈ Vℓ} and let Aℓ = A
An−1
ℓ be the cluster algebra defined by the initial
seed (z, Q
An−1
ℓ ), where zi,ℓ, i ∈ I, are frozen variables.
For i ∈ I, s ∈ Z, k ∈ Z≥1, we denote
X
(s)
i,k = Yi,sYi,s+2 · · ·Yi,s+2k−2.(2.3)
The modules L(X
(s)
i,k ) are called Kirillov-Reshetikhin modules and their classes [L(X
s
i,k] serve
as initial cluster variables. When k = 1, the modules L(X
(s)
i,1 ) = L(Yi,s) are called fundamen-
tal modules.
It is shown in [31], [33] that the assignments zi,t 7→ L(X
(i−2t−2)
i,t+1 ), i ∈ I, t ∈ [0, ℓ], extend to
a ring isomorphism A
An−1
ℓ →R
An−1
ℓ . Figure 1 is the initial cluster for R
A4
4 . The copies of the
trivial module C are not part of the initial cluster, but are only drawn for comparison with
the initial cluster for the Grassmannian defined in the next section. Likewise, the quiver
QA44 is obtained from the one in Figure 1 by deleting these vertices. We identify throughout
the elements of our initial cluster with entries in the [n− 1]× [0, ℓ] rectangular grid.
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C
X
(−1)
1,1
X
(−3)
1,2
X
(−5)
1,3
X
(−7)
1,4
X
(−9)
1,5
X
(0)
2,1
X
(−2)
2,2
X
(−4)
2,3
X
(−6)
2,4
X
(−8)
2,5
X
(1)
3,1
X
(−1)
3,2
X
(−3)
3,3
X
(−5)
3,4
X
(−7)
3,5
X
(2)
4,1
X
(0)
4,2
X
(−2)
4,3
X
(−4)
4,4
X
(−6)
4,5
C
C
C
C
C
Figure 1. The initial cluster for RA44 .
2.5. Grassmannian cluster algbras. Let Gr(n,m) ⊂ P(
m
n)−1 denote the Grassmannian of
n-planes in Cm, together with its Plu¨cker embedding in projective space. Let C[Gr(n,m)]
denote the homogeneous coordinate ring. This algebra is generated by Plu¨cker coordinates
Pi1,...,in, 1 ≤ i1 < · · · < in ≤ m.
Scott [58] (see also [28]) introduced a cluster algebra structure on C[Gr(n,m)]. Setting
m = n + ℓ+ 1, this cluster algebra has initial seed (Q′ℓ, z
′), where Q′ℓ is the quiver obtained
from Q
An−1
ℓ by adding frozen vertices (0, 0), (n, t), t ∈ [0, ℓ] and adding arrows (1, 0)→ (0, 0),
(n, t) → (n − 1, t), (n − 1, t) → (n, t + 1), t ∈ [0, ℓ − 1], and z′ = {P[1,n−i]∪[n−i+t+2,n+t+1] :
(i, t) ∈ V ′}.
Let Zm be the free abelian group with standard basis vectors e1, . . . , em. There is a Z
m-
grading on the algebra C[Gr(n,m)] in which the Plu¨cker coordinate Pi1,...,in has Z
m-degree
ei1 + · · · + ein . It is well known every cluster monomial in C[Gr(n,m)], and moreover all
exchange relations, are homogeneous with respect to this grading.
Denote by C[Gr(n,m,∼)] the quotient of C[Gr(n,m)] by the inhomogeneous ideal
〈Pi,i+1,...,i+n−1 − 1, i ∈ [m− n + 1]〉.(2.4)
We use the same notation Pi1,...,in for the image of a Plu¨cker coordinate in this quotient.
We refer to the frozen Plu¨cker coordinates appearing in (2.4) as trivial frozens to distinguish
them from the frozens we do not specialize to 1. Deleting the trivial frozen variables from the
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P1,2,3,4,5 = 1
P1,2,3,4,6
P1,2,3,4,7
P1,2,3,4,8
P1,2,3,4,9
P1,2,3,4,10
P1,2,3,5,6
P1,2,3,6,7
P1,2,3,7,8
P1,2,3,8,9
P1,2,3,9,10
P1,2,4,5,6
P1,2,5,6,7
P1,2,6,7,8
P1,2,7,8,9
P1,2,8,9,10
P1,3,4,5,6
P1,4,5,6,7
P1,5,6,7,8
P1,6,7,8,9
P1,7,8,9,10
P2,3,4,5,6 = 1
P3,4,5,6,7 = 1
P4,5,6,7,8 = 1
P5,6,7,8,9 = 1
P6,7,8,9,10 = 1
Figure 2. The initial cluster for C[Gr(5, 10,∼)].
initial seed for C[Gr(n,m)] yields a cluster structure on C[Gr(n,m,∼)]. The initial cluster
for C[Gr(n,m,∼)] is in Figure 2.
Note that the Zm-degrees of the trivial frozens are linearly independent. Thus any Laurent
monomial in these trivial frozen variables is determined by its Zm-degree. We use this idea
later on to lift certain inhomogeneous formulas valid in C[Gr(n,m,∼)] to homogeneous ones
valid in C[Gr(n,m)].
For a, b, c ≥ 0 denote by P (a,b,c) the Plu¨cker coordinate Pj1,...,jn where j1 = b, jk = jk−1+1
for k ∈ [2, a] ∪ [a + 2, n], and ja+1 − ja = c. Thus, P
(a,b,c) consists of two intervals (one of
size a and the other of size n− a) separated by a gap of size c.
Theorem 2.1 ([31, Section 13]). The assignments
L(X
(i−2t−2)
i,t+1 ) 7→ P
(n−i,1,t+2), i ∈ I, t ∈ [0, ℓ],
extend to an algebra isomorphism Φ: K0(Cℓ) → C[Gr(n, n + ℓ + 1,∼)], respecting cluster
structures.
3. Simple Uq(ĝ)-modules and tableaux
We introduce three structures (the weight map, dominance partial order, and monoid
structure) on semistandard tableaux and then make the connection between these and simple
Uq(ĝ)-modules. We end the section by defining the elements ch(T ) ∈ C[Gr(n,m,∼)] and
comparing the partial order on tableaux with the partial order on dominant monomials.
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A semistandard Young tableau is a Young tableau with weakly increasing rows and strictly
increasing columns. For n,m ∈ Z≥1, we denote by SSYT(n, [m]) the set of rectangular
semistandard Young tableaux with n rows and with entries in [m] (with arbitrarly many
columns). We denote the empty tableau by 1 and consider it an element of SSYT(n, [m]).
The content of a tableau T is the vector (ν1, . . . , νm) ∈ Z
m, where νi is the number of i-filled
boxes in T .
3.1. Weight and partial order for tableaux. Semistandard tableaux with one column T
are in apparent bijection with Plu¨cker coordinates P . We let TP be the tableau corresponding
to a Plu¨cker coordinate and PT be the Plu¨cker coordinate corresponding to a single-column
tableau T . Extending this, for tableau T with columns T1, . . . , Tk, let PT = PT1 · · ·PTk be
the corresponding monomial in Plu¨cker coordinates. This definition makes sense even when
T is not semistandard. A standard monomial for C[Gr(n,m)] is one of the form PT for
T ∈ SSYT(n, [m]). The standard monomials are a basis for C[Gr(n,m)].
Definition 3.1. For a Plu¨cker coordinate P = Pi1,...,in ∈ C[Gr(n,m)], the weight of P is
wt(P ) =
n∑
j=2
(ij − ij−1 − 1)ωn−j+1 ∈ Pg
where ωk’s are fundamental weights of g. We define also the gap weight of P to be
∑
j(ij −
ij−1 − 1), i.e. the image of wt(P ) under the map Pg → Z specializing all ωj 7→ 1. We
additively extend the notions of weight and gap weight to monomials in Plu¨cker coordinates,
so that the weight of a product is the sum of the weights. We define the weight (resp. gap
weight) of a tableau to be the weight (resp. gap weight) of PT . (We define wt(1) = 0).
Using the partial order on the weight lattice Pg, one obtains a preorder on SSYT(n, [m]).
We now recall the definition of a partial order (sometimes called the dominance order on
tableaux) which closely matches the partial order on dominant monomials in P+. For com-
puting exchange relations in the cluster algebra, it will turn out that one can use either this
dominance order or the (weaker) weight order.
The definition of the partial order uses the more familiar dominance order on partitions.
Let λ = (λ1, . . . , λℓ) with λ1 ≥ λ2 ≥ · · · ≥ λℓ ≥ 0 be a partition, and µ = (µ1, . . . , µℓ)
another partition. Then λ ≥ µ in dominance order if
∑
j≤i λj ≥
∑
j≤i µj for i = 1, . . . , ℓ.
For a tableau T , let sh(T ) denote the shape of T . For i ∈ [m], let T [i] denote the restriction
of T ∈ SSYT(n, [m]) to the entries in [i].
Definition 3.2. For T, T ′ ∈ SSYT(n, [m]) with the same content, we say that T ≥ T ′ if
sh(T [i]) ≥ sh(T ′[i]) in the dominance order on partitions, for i = 1, . . . , m.
In our proofs, we use the following description of cover relations in this poset: if T ≥ T ′,
then there exists a sequence of tableaux T = T0 ≥ T1 ≥ · · · ≥ Ta = T
′, with successive terms
in this sequence related by transposing the entries in a pair of boxes (this follows, e.g., by
standardization and [9, Proposition 2.3] applied to tableaux of the same shape).
Lemma 3.3. If T ≥ T ′ (in the sense of Definition 3.2) then wt(T ) ≥ wt(T ′) in Pg.
Proof. It suffices to prove this when T > T ′ are related by a transposition in a pair of boxes.
Suppose T is obtained from T ′ by swapping an entry y in row i of T with an entry x in row j
of T ′, with i < j. Then y > x, and x, y are in different columns of T ′. Let xU , xD be entries
above and below x respectively and define yU , yD similarly. The degenerate cases when y is
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in the first row or x is in the last row work by the same analysis (treating ω0 = ωn = 0).
From the definition of wt, performing the transposition we have that
wt(T )− wt(T ′) = (y − x)(ωn−i+1 − ωn−i+2 + ωn−j+2 − ωn−j+1),
and the second factor is the sum of positive simple roots αi + · · ·+ αj−1. 
3.2. The tableau monoid. As in the introduction, for S, T ∈ SSYT(n, [m]), we denote by
S ∪ T the row-increasing tableau whose ith row is the union of the ith rows of S and T (as
multisets). Note for instance that every T ∈ SSYT(n, [m]) factors as the ∪-product of its
columns.
We call S a factor of T , and write S ⊂ T , if the ith row of S is contained in that of T (as
multisets), for i ∈ [n]. In this case, we define T
S
= S−1T = TS−1 to be the row-increasing
tableau whose ith row is obtained by removing that of of S from that of T (as multisets),
for i ∈ [n].
Definition 3.4. A tableau T ∈ SSYT(n, [m]) is trivial if wt(T ) = 0 ∈ Pg. That is, each
entry of T is one less than the entry below it.
For any T ∈ SSYT(n, [m]), we denote by Tred ⊂ T the semistandard tableau obtained by
removing a maximal trivial factor from T . That is, Tred is the tableau with the minimal
number of columns such that T = Tred ∪ S for a trivial tableau S. For trivial T one has
Tred = 1. For S, T ∈ SSYT(n, [m]), define S ∼ T if Sred = Tred. It is clear that “∼” is an
equivalence relation. We denote by SSYT(n, [m],∼) the set of ∼-equivalence classes.
We use the same notation for a tableau T and its equivalence class, writing either T ∈
SSYT(n, [m]) or T ∈ SSYT(n, [m],∼) when it is important to distinguish these.
Example 3.5. We illustrate the operations ∪ and ∼:
1 3
2 7
6 11
∪
1 7
2 9
8 10
=
1 1 3 7
2 2 7 9
6 8 10 11
and
1
3
6
∼
1 2 3
3 3 4
4 5 6
.
A commutative monoid M is called cancellative if for every a, b, c ∈ M, ab = ac implies
that b = c. Any such monoid embeds in its Grothendieck group K0(M), i.e. the set of
“fractions” of elements of M (subject to the same equivalences of fractions one uses to
define the rational numbers from the integers).
Lemma 3.6. The set SSYT(n, [m]), and also SSYT(n, [m],∼), form a commutative can-
cellative monoid with the multiplication “∪”.
Proof. We will prove that for T, T ′ ∈ SSYT(n, [m]), we have T ∪ T ′ ∈ SSYT(n, [m]). The
other results in the lemma are immediate.
Denote by T (i) the ith row of a tableau T . We need to prove that for any i < j, the 2-row
tableau with the first row T (i) ∪ T ′(i) and the second row T (j) ∪ T ′(j) is semistandard. It
suffices to prove this when T ′ has one column. We can write the i, j rows of T as
a1 a2 · · · am
b1 b2 · · · bm,
and suppose T ′ has entries a′ and b′ in rows i and j. There are k, l ∈ [0, m] such that
a1 ≤ · · · ≤ ak ≤ a
′ ≤ ak+1 ≤ · · · ≤ am and b1 ≤ · · · ≤ bl ≤ b
′ ≤ bk+1 ≤ · · · ≤ bm.
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If k = l, then the i, j rows of T ∪T ′ form a 2-row semistandard tableau. If k > l, then the
i, j rows of T ∪ T ′ are
a1a2 · · ·al al+1al+2 · · ·ak a
′ak+1 · · ·am
b1b2 · · ·bl b
′bl+1 · · ·bk−1 bkbk+1 · · ·bm.
We have a′ < b′ ≤ bk, al+1 ≤ a
′ < b′, and for all j ∈ [l + 2, k], aj ≤ a
′ < b′ ≤ bj−1. Therefore
the i, j rows of T ∪ T ′ form a 2-row semistandard tableau.
If k < l, then the i, j rows of T ∪ T ′ are
a1 a2 · · · ak a
′ ak+1 · · · al−1 al al+1 · · · am
b1 b2 · · · bk bk+1 bk+2 · · · bl b
′ bl+1 · · · bm.
We have a′ ≤ ak+1 < bk+1, al < bl ≤ b
′, and for all j ∈ [k+1, l−1], aj < bj ≤ bj+1. Therefore
the i, j rows of T ∪ T ′ form a 2-row semistandard tableau. 
Remark 3.7. A Gelfand-Tsetlin pattern (abbreviated G-T pattern) is a triangular array of
nonnegative integers satisfying certain inequalities. The specific details are not important
for our purposes. These inequalities are preserved under entrywise addition of G-T patterns,
so the set of G-T patterns is naturally a monoid (as is well known). One can check that
the standard bijection between semistandard Young tableaux and G-T patterns intertwines
the monoid structure ∪ on tableaux with the entrywise addition of G-T patterns. Thus, the
current paper could be phrased purely in terms of G-T patterns. We prefer tableaux because
the translation to C[Gr(n,m)] is clearer. For example, a Plu¨cker coordinate P is directly the
same data as a single-column tableau TP , and webs are already naturally labeled by tableaux
(cf. Section 6).
Lemma 3.8. The weight map wt: SSYT(n, [m])→ Pg is a homomorphism of monoids.
It follows that wt(T ∪ T ′) = wt(T ) when T ′ is trivial; thus SSYT(n, [m],∼) is endowed
with a weight map.
Proof. Let S, T ∈ SSYT(n, [m]) be given. Let s1, . . . , sk be the entries in row s− 1 of S, and
s′1, . . . , s
′
k be the entries directly beneath them. Let t1, . . . , tj and t
′
1, . . . , t
′
j be the elements in
the corresponding rows of T . Write A = {s1, . . . , sk, t1, . . . , tj} as a1 ≤ · · · ≤ aj+k in sorted
order, and likewise write B = {s′1, . . . , s
′
k, t
′
1, . . . , t
′
j} as b1 ≤ · · · ≤ bj+k. Then in S ∪ T , this
row contributes
∑k+j
i=1 (bi − ai − 1) to the fundamental weight ωn−s. Rearranging terms, this
agrees with
∑k
i=1(s
′
i− si− 1)+
∑j
i=1(t
′
i− ti− 1), which is the sum of the contributions from
wt(S) and wt(T ). 
3.3. Tableaux and modules. We begin making the connection between simple modules
and tableaux.
For starters, we describe the images Φ(L(M)) for fundamental modules L(M). For (i, s) ∈
I× (2Z≤0+ i−2), denote by P(i,s) = P
(n−i, i−s
2
,2) the Plu¨cker coordinate as defined just before
Theorem 2.1. Thus the index set of P(i,s) is an interval with an element removed, namely
[ i−s
2
, i−s
2
+ n] \ { i−s
2
+ n− i}.
Lemma 3.9. For fundamental modules L(Yi,s) ∈ C
An−1
ℓ , i ∈ I, s ∈ 2Z≤0 + i − 2, we have
Φ([L(Yi,s)]) = P(i,s). Moreover, wt(Yi,s) = wt(P(i,s)) = ωi.
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Table 2 illustrates the correspondence Yi,s 7→ P(i,s) for C
A2
9 . We call the Plu¨cker coor-
dinates P(i,s) arising in this correspondence fundamental Plu¨cker coordinates, and call a
single-column tableau T fundamental if PT is. The fundamental tableaux are those with
one column and with gap weight exactly equal to 1. They play an important role in what
follows.
Proof. The modules L(Yi,s) satisfy the following T -system relations [30]:
[L(Yi,s)][L(Yi,s−2)] = [L(Yi,sYi,s−2)] + [L(Yi−1,s−1)][L(Yi+1,s−1)].
On the other hand, by the Plu¨cker relations, one has
P(i,s)P(i,s−2) = P
(n−i, i−s
2
,2)P (n−i,
i−s
2
+1,2)
= P (n−i,
i−s
2
,3)Pj1+1,j1+2,...,jn + P
(n−i+1, i−s
2
,2)P (n−i−1,
i−s
2
+1,2)
= P (n−i,
i−s
2
,3) + P(i−1,s−1)P(i+1,s−1),
since Pj1+1,j1+2,...,jn = 1, where j1 =
i−s
2
.
By the definition of Φ, for the Kirillov-Reshetikhin module L(Yi,sYi,s−2), we have that
Φ(L(Yi,sYi,s−2)) = P
(n−i, i−s
2
,3).
We now prove the result by induction on s. By the definition of Φ, we have Φ(L(Yi,s)) =
P(i,s) for i ∈ I, s = i− 2. Suppose that Φ(L(Yi,s)) = P(i,s) for i ∈ I, s ∈ 2Z≤0 + i− 2. Then
Φ(L(Yi,s−2)) = Φ(L(Yi,s))
−1(Φ(L(Yi,sYi,s−2)) + Φ(L(Yi−1,s−1))Φ(L(Yi+1,s−1)))
= P−1(i,s)(P
(n−i, i−s
2
,3) + P(i−1,s−1)P(i+1,s−1))
= P(i,s−2).
The statement about weights follows from the definitions wt(Yi,s) = ωi and Definition 3.1. 
Example 3.10. In C[Gr(3, 5,∼)], the Plu¨cker relation
P124P235 = P125P234 + P123P245 = P125 + P245
corresponds to [Y1,−1][Y1,−3] = [Y1,−3Y1,−1] + [Y2,−2] in the T -system of type A2.
In C[Gr(4, 6,∼)], the Plu¨cker relation
P1235P2346 = P1236P2345 + P1234P2356 = P1236 + P2356
corresponds to [Y1,−1][Y1,−3] = [Y1,−3Y1,−1] + [Y2,−2] in the T -system of type A3.
Now we make what turns out to be an important definition.
Definition 3.11. A tableau T ∈ SSYT(n, [m]) has small gaps if each of its columns has gap
weight exactly 1. The tableau has nonlarge gaps if each of its columns has gap weight at
most 1.
To reiterate, T has small gaps if each of its columns is a fundamental tableau, i.e. if each
of its columns has content [i, i+ n] \ {r} for r ∈ (i, i+ n). It has nonlarge gaps if each of its
columns is either fundamental or trivial.
We lexicographically order the single-column tableaux with gap weight ≤ 1, e.g.
1
2
3
<
1
2
4
<
1
3
4
<
2
3
4
<
2
3
5
<
2
4
5
<
3
4
5
∈ SSYT(3, [5]).
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modules Plu¨cker
Y1,−1 P1,2,4
Y1,−3 P2,3,5
Y1,−5 P3,4,6
Y1,−7 P4,5,7
Y1,−9 P5,6,8
Y1,−11 P6,7,9
Y1,−13 P7,8,10
Y1,−15 P8,9,11
Y1,−17 P9,10,12
Y1,−19 P10,11,13
module Plu¨cker
Y2,0 P1,3,4
Y2,−2 P2,4,5
Y2,−4 P3,5,6
Y2,−6 P4,6,7
Y2,−8 P5,7,8
Y2,−10 P6,8,9
Y2,−12 P7,9,10
Y2,−14 P8,10,11
Y2,−16 P9,11,12
Y2,−18 P10,12,13
Table 2. Correspondence between fundamental modules in CA29 and funda-
mental Plu¨cker coordinates in C[Gr(3, 13)].
Lemma 3.12. If S, T ∈ SSYT(n, [m]) have small gaps, then the columns of the monoid
product S ∪ T are exactly the columns of S union the columns of T (as multisets), sorted
in the above lexicographic order. The standard monomials PS, PT ∈ C[Gr(n,m)] satisfy
PSPT = PS∪T . Both statements remain true if we replace small gaps with nonlarge gaps.
In particular, the set of small gaps tableaux is stable under the monoid product ∪, and
the set of small gaps standard monomials PS is stable under multiplication. The C-linear
span of these standard monomials is therefore a polynomial subalgebra of C[Gr(n,m)]. The
same statements hold with “small” replaced by “nonlarge.”
Proof. All statements follow from noting that for tableaux with small gaps (resp., with
nonlarge gaps), when calculating the monoid product T ∪ S in lexicographically ordered
fashion, there is no sorting along rows. 
Lemma 3.13. Every tableau T ∈ SSYT(n, [m]) is ∼-equivalent to a unique T ′ ∈ SSYT(n, [m])
with small gaps (for trivial T we understand T ′ = 1). If T has gap weight k, then T ′ has k
columns.
In other words, the monoid SSYT(n, [m],∼) is free on the equivalence class of the funda-
mental tableaux.
Proof. That T ′ must have k columns follows since the weight map is a homomorphism
(Lemma 3.8). We call an expression T ∼ T ′ for T ′ with small gaps a factorization of T into
fundamentals, and we need to prove the existence and uniqueness of this factorization. For
the uniqueness, suppose that T1, T2 are small gaps tableaux and T1 ∼ T2. From the definition
of ∼, one concludes that there are trivial tableaux A1, A2 such that A2 ∪ T1 = A1 ∪ T2 ∈
SSYT(n, [m]). But by Lemma 3.12, we can recover the columns of A2 and the columns of T1
uniquely from the product A2 ∪ T1 (the columns of A2 are those with gap weight zero, and
the columns of T1 are those with gap weight one). We conclude that A2 = A1 and T1 = T2
as claimed.
It suffices to prove the existence of factorizations when T has a single column, and we do
this by induction on the gap weight. If T has gap weight zero, then T is trivial and admits
the empty factorization. Suppose inductively that T has positive gap weight k, and list its
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entries as j1 + 1, j1 + 2, . . . , j1 + c, j1 + d, jc+2, . . . , jn where d − c ≥ 2. Then T ∼ T1 ∪ T2,
where
T1 = T[j1+1,j1+c]∪[j1+c+2,j1+n],(3.1)
T2 = T[j1+2,j1+c+1]∪{j1+d,jc+2,...,jn}.(3.2)
The tableau T1 has gap weight one. The tableau T2 has strictly smaller gap weight and can
be factored by induction. The existence follows. 
Remark 3.14. The ∼-equivalence class of a tableau T bears two distinguished elements,
the reduced tableau Tred and the small gaps tableau T
′. The existence portion of the proof
of Lemma 3.13 establishes that the ratio T
′
Tred
is a trivial tableau. Rather than considering
the factorizations in Lemma 3.13 as equivalences T ∼ T ′, we could instead think of them as
equalities T = T ′′ ∪ T ′, with T ′′ ∈ K0(SSYT(n, [m])) a uniquely defined fraction of trivial
tableaux. Moreover, the denominator of T ′′ is controlled: it divides the ratio T
′
Tred
.
Example 3.15. We have the equality
1 2
3 4
5 6
=
2 3
3 4
4 5
−1
∪
1 2 2 3
3 3 4 4
4 5 5 6
,
which is of the form T = T ′′ ∪ T ′ as in the previous remark. The tableau T = Tred has gap
weight 4, and T ′ is its factorization into 4 fundamental tableaux.
Lemma 3.13 asserted that the monoid SSYT(n, [m],∼) was free on the tableaux with
gap weight one. Hernandez and Leclerc gave the following algebraic counterpart (using
Theorem 2.1 and our Lemma 3.9). One can give a direct proof using standard monomials.
Proposition 3.16 ([33, Theorem 5.1]). The set {PT}small gaps T ∈ SSYT(n, [m]) is a basis for
C[Gr(n,m,∼)].
Now we make the main definitions of this section. Recall the isomorphism Φ: K0(Cℓ) →
C[Gr(n, n + ℓ + 1,∼)]. By Proposition 3.16, for any module [L(M)] ∈ K0(Cℓ), one can
therefore uniquely express
Φ([L(M)]) =
∑
small gaps T
cTPT ∈ C[Gr(n, n + ℓ+ 1,∼)],(3.3)
where cT ∈ C. We denote by Top(Φ([L(M)])) the tableau which appears in (3.3) with highest
weight. In Lemma 3.22, we will prove the existence Top(Φ(L(M))) for every L(M) ∈ K0(Cℓ).
Assuming for the moment this lemma, we define a map
Φ˜ : P+ℓ,An−1 → SSYT(n, [n+ ℓ+ 1],∼) M 7→ Top(Φ(L(M))),(3.4)
sending a dominant monomial to this tableau of highest weight. We denote TM = Φ˜(M).
Next, we define a map in the other direction, producing a dominant monomial from a
tableau. For T ∈ SSYT(n, [m]), let T ∼ ∪ki=1TP (ai,bi,2) be its unique factorization as a
∪-product of fundamental tableaux, as described in Lemma 3.13. Define the map
Ψ : SSYT(n, [n+ ℓ+ 1])→ P+ℓ,An−1 T 7→
k∏
i=1
Yn−ai,n−ai−2bi ,(3.5)
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replacing T by the corresponding product of fundamental monomials. We denote MT =
Ψ(T ). Clearly, Ψ descends to a map on ∼-equivalence classes.
Theorem 3.17. The map Φ˜ : P+ℓ,An−1 → SSYT(n, [n + ℓ + 1],∼) is an isomorphism of
monoids, with inverse Ψ.
In the remainder of this subsection, we explain that Ψ is a homomorphism, that Φ˜ is well
defined and is a homomorphism, and finally we prove the theorem.
Lemma 3.18. The map Ψ is a monoid homomorphism SSYT(n, [n+ ℓ+ 1])→ P+ℓ,An−1.
Proof. Since Ψ(T ) only depends on the equivalence class of T , it suffices to check that
Ψ(T )Ψ(S) = Ψ(S ∪ T ) when S, T have small gaps. By Lemma 3.12, the product S ∪ T also
has small gaps, and moreover the columns of S ∪T are obtained as the union of the columns
of S and T respectively. By definition, to evaluate Ψ on a tableaux with small gaps is to
apply the bijection between fundamental tableaux and monomials, column by column. It
follows that Ψ(T )Ψ(S) = Ψ(S ∪ T ). 
Example 3.19. Let T =
1
3
6
and T ′ =
2
4
5
. Then
Ψ(T ∪ T ′) = Ψ(
1 2
3 4
5 6
) = Y1,−3Y2,0Y1,−5Y2,−2, whereas
Ψ(T )Ψ(T ′) = (Y1,−5Y1,−3Y2,0)(Y2,−2).
Now we set out to show that Φ˜ is a well-defined monoid homomorphism.
Lemma 3.20. Let L(M), L(M ′) ∈ C
An−1
ℓ . Then
[L(M)][L(M ′)] = [L(M) ⊗ L(M ′)] = [L(MM ′)] +
∑
M˜,wt(M˜)<wt(MM ′)
cM˜ [L(M˜)],(3.6)
for some cM˜ ∈ Z≥0.
Proof. The equation (3.6) is equivalent to
χq(L(M))χq(L(M
′)) = χq(L(MM
′)) +
∑
M˜,wt(M˜)<wt(MM ′)
cM˜χq(L(M˜)).
The unique highest l-weight monomial in χq(L(M)) is M and the unique highest l-weight
monomial in χq(L(M
′)) isM ′. Therefore the unique highest l-weight in χq(L(M))⊗χq(L(M
′))
is MM ′. All other l-weight monomials in χq(L(M))⊗ χq(L(M
′)) are less than MM ′. 
The next lemma is not needed to prove Theorem 3.17, but is used in Section 8.
Lemma 3.21. A module L(M) is real if and only if χq(L(M))χq(L(M)) = χq(L(M
2))
and it is prime if and only if there are no L(M ′), L(M ′′) 6= C such that χq(L(M)) =
χq(L(M
′))χq(L(M
′′)).
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Proof. By definition and Lemma 3.20, a module L(M) is real if and only if the right hand
side of (3.6) has only one term [L(MM ′)]. Therefore L(M) is real if and only if
χq(L(M))χq(L(M)) = χq(L(M
2)).
By definition, a module L(M) is prime if and only if there are no L(M ′), L(M ′′) 6= C such
that χq(L(M)) = χq(L(M
′))χq(L(M
′′)). 
Lemma 3.22. For a module L(M) ∈ K0(Cℓ), Top(Φ(L(M))) exists, and Φ˜ is a homomor-
phism. Moreover, wt(M) = wt(Top(Φ(L(M)))).
Proof. By induction on the weight of M . The base case of fundamental modules is covered
in Lemma 3.9.
Now suppose we have a simple module corresponding to a dominant monomial of degree
≥ 2. Choose any factorization of this monomial as MM ′ with both factors nontrivial. By
Lemma 3.20 and the fact that Φ is an isomorphism, we have
Φ(L(M))Φ(L(M ′)) = Φ(L(MM ′)) +
∑
M˜,wt(M˜)<wt(MM ′)
cM˜Φ(L(M˜ )),(3.7)
for some cM˜ ∈ Z≥0.
Then all of the terms M,M ′, M˜ have smaller weight than MM ′, so by the inductive hy-
pothesis Top(Φ(L(M))) exists and its weight is wt(M) (and likewise for M ′, M˜). Moreover,
each wt(M˜) < wt(M) + wt(M ′). By comparing the highest weight terms in the left and
right hand side, we conclude that Top(Φ(L(MM ′))) exists, and in fact this top term co-
incides with Top(Φ(L(M))) ∪ Top(Φ(L(M ′))) (recalling that for small gaps tableaux, the
product of Plu¨cker coordinates corresponds to ∪). This establishes that Φ˜ is a well-defined
homomorphism. The statement about weights follows:
wt(MM ′) = wt(M) + wt(M ′)
= wt(Top(Φ(L(M)))) + wt(Top(Φ(L(M ′)))) = wt(Top(Φ(L(MM ′)))).

Finally, we prove the main theorem of this subsection.
Proof of Theorem 3.17. By the proof of Lemma 3.13, the monoid SSYT(n, [m],∼) is free on
the classes of the fundamental tableaux TP (i,s). The monoid P
+
ℓ is free by definition. We
have defined monoid homomorphisms Φ˜ and Ψ in both directions, and we need to check that
both composites ΨΦ˜ and Φ˜Ψ are the identity map. One can check such a statement on the
free monoid generators. But then both statements follow from the definition of Ψ, and the
equality Φ˜(Yi,s) = TP(i,s) established in Lemma 3.9. 
3.4. The elements ch(T ) ∈ C[Gr(n,m,∼)].
Definition 3.23. For a semistandard tableau T ∈ SSYT(n, [n + ℓ + 1],∼) define ch(T ) ∈
C[Gr(n, n+ ℓ+ 1,∼)] by ch(T ) = Φ([L(Ψ(T ))]) with Ψ defined in (3.5).
We use homogeneity to lift this definition from C[Gr(n, n+ ℓ+1,∼)] to (a localization of)
C[Gr(n, n+ ℓ+ 1)] in Definition 5.9.
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tableaux modules
[1, 2, 4] 1−1
[1, 2, 5] 1−31−1
[1, 2, 6] 1−51−31−1
[1, 2, 7] 1−71−51−31−1
[1, 3, 4] 20
[1, 3, 5] 201−3
[1, 3, 6] 201−31−5
[1, 3, 7] 201−31−51−7
[1, 4, 5] 202−2
[1, 4, 6] 202−21−5
[1, 4, 7] 202−21−51−7
[1, 5, 6] 202−22−4
[1, 5, 7] 202−22−41−7
[1, 6, 7] 202−22−42−6
[2, 3, 5] 1−3
tableaux modules
[2, 3, 6] 1−31−5
[2, 3, 7] 1−31−51−7
[2, 4, 5] 2−2
[2, 4, 6] 2−21−5
[2, 4, 7] 2−21−51−7
[2, 5, 6] 2−22−4
[2, 5, 7] 2−22−41−7
[2, 6, 7] 2−22−42−6
[3, 4, 6] 1−5
[3, 4, 7] 1−51−7
[3, 5, 6] 2−4
[3, 5, 7] 2−41−7
[3, 6, 7] 2−42−6
[4, 5, 7] 1−7
[4, 6, 7] 2−6
tableaux modules
[1, 2, 4], [3, 5, 6] 1−12−4
[1, 2, 4], [3, 5, 7] 1−12−41−7
[1, 2, 4], [3, 6, 7] 1−12−42−6
[1, 2, 5], [3, 6, 7] 1−11−32−42−6
[1, 2, 5], [4, 6, 7] 1−11−32−6
[1, 3, 5], [2, 4, 6] 201−32−21−5
[1, 3, 5], [2, 4, 7] 201−32−21−51−7
[1, 3, 5], [4, 6, 7] 201−32−6
[1, 3, 6], [2, 4, 7] 201−32−212−51−7
[1, 3, 6], [2, 5, 7] 201−32−21−52−41−7
[1, 4, 6], [2, 5, 7] 2022−21−52−41−7
[1, 4, 6], [3, 5, 7] 202−21−52−41−7
[2, 3, 5], [4, 6, 7] 1−32−6
[2, 4, 6], [3, 5, 7] 2−21−52−41−7
Table 3. Correspondence between tableaux for SSYT(3, [7]) and modules in CA23 .
Example 3.24. Tables 1 and 3 are examples of the correspondence between tableaux and
modules. To save space, we write a tableau by listing its column sets. For example,
[1, 2, 4], [3, 5, 6] denotes the tableau
1 3
2 5
4 6
. In Tables 1 and 3, we write Yi,s as is. For
example, 1−31−1 denotes the module L(Y1,−3Y1,−1).
Using the isomorphism Φ˜ and the results of Kashiwara, Kim, Oh, and Park [37] and Qin
[56], we have the following.
Theorem 3.25. Every cluster monomial (resp. cluster variable) in C[Gr(n, n+ ℓ+1,∼)] is
of the form ch(T ) for some real tableau (resp. prime real tableau) T ∈ SSYT(n, [n+ ℓ+ 1]).
Proof. By [56, Theorem 1.2.1] and [37, Theorem 6.10], any cluster monomial (resp. cluster
variable) in Rgℓ corresponds to the Grothendieck class of a real (resp. real prime) simple
object L(M) ∈ Cgℓ . Then ch(Φ˜(M)) = Φ([L(M)]) is a cluster monomial (resp. cluster
variable) as claimed. 
Proposition 3.26. Let T, T ′ ∈ SSYT(n, [n+ ℓ+1]). Then ch(T ∪ T ′) = ch(T )ch(T ′) if and
only if [L(Ψ(T ∪ T ′))] = [L(Ψ(T ))⊗ L(Ψ(T ′))].
Proof. This follows by comparing
ch(T ∪ T ′) = Φ([L(Ψ(T ∪ T ′))]) versus
ch(T )ch(T ′) = Φ([L(Ψ(T ))])Φ([L(Ψ(T ′))]) = Φ([L(Ψ(T ))⊗ L(Ψ(T ′))]),
since Φ is an isomorphism. 
3.5. Comparison of partial orders. We end this section by comparing the partial order
on tableaux with the one on dominant monomials.
Following [20, (3.7)] and [33, Section 4.5.1], denote
ŷi,r =
∏
(i,r)→(j,s)
zj,s
∏
(j,s)→(i,r)
z−1j,s , i ∈ [n− 1], r ∈ [0, ℓ− 1],
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the standard Fomin-Zelevinsky ŷ-variables with respect to the initial seed in Figure 1.
Lemma 3.27 ([33, Lemma 4.15]). For i ∈ [n− 1], r ∈ [0, ℓ− 1], ŷi,r = A
−1
i,r−1, where Ai,s is
defined in (2.1).
We remark that the partial order on monomials (2.2) therefore matches the partial order
on Laurent monomials in initial cluster variables, as defined for arbitrary cluster algebras
whose extended exchange matrices have full rank by Qin [56] (see also [8]). We believe that
(2.2) was in fact an inspiration for Qin’s definition of this partial order.
Proposition 3.28. Let T, T ′ ∈ SSYT(n, [n+ℓ+1]) be tableaux with the same content. Then
T ≤ T ′ (in the sense of Definition 3.2) if and only if MT ≤MT ′ ∈ P
+
ℓ .
Proof. We set m = n + ℓ + 1. We work in the group K0(SSYT(n, [m])) of fractions of
tableaux. By definition MT ≤ MT ′ means that MT ′M
−1
T ∈ Q
+, and by Lemma 3.27, this
is equivalent to requiring that MT equals MT ′ times a monomial in the ŷ’s with respect to
our initial seed in Figure 1. So we need to show that T ≤ T ′ ∈ SSYT(n, [m]) implies that
the equivalence class T ∈ SSYT(n, [m],∼) equals T ′ · A ∈ SSYT(n, [m],∼), where A is the
a monomial in the ŷ’s with respect to our initial seed in Figure 2.
To keep track of homogeneity, we prefer to work with ŷ’s for C[Gr(n,m)] rather than in the
quotient C[Gr(n,m,∼)]. By direct inspection of Figure 2, each ŷ is a fraction of two tableaux
N
D
, where N ≤ D ∈ SSYT(n, [m]). In fact, D is obtained from N by swapping a single pair
of entries of the form x, x+1, with these entries occupying adjacent rows. For example, the
ŷ in the (1,0) entry of the grid amounts to a swap of entries x, x + 1 = 5, 6 in rows 4 and
5 (recall our unusual conventions on grid coordinates from Section 2.4). Moving down the
diagonal, the ŷ in entry (2,1),(3,2), and (4,3) corresponding to swapping x, x + 1 = 5, 6 in
rows {3, 4}, {2, 3}, {1, 2}, respectively. The ŷ for the (1, 1) entry of the grid corresponds to
swapping entries 4, 5 in rows 3 and 4. Note that swapping entries swapping entries 3, 4 in
rows 4, 5 does not appear as a ŷ of any variable in the grid, but this is because 3 cannot
appear in row 4 of a semistandard tableaux. More subtly, swapping 4, 5 in rows 4, 5 also
does not appear as a ŷ of any variable in the grid. But 4, 5 only appear in rows 4, 5 as part
of a frozen column 1, 2, 3, 4, 5, and the entries are never able to participate in a swap. With
these two subtleties in mind, one can verify that all swaps of consecutive entries in adjacent
rows that could occur appear as a ŷ of some entry in the grid.
First we show that MT ≤ MT ′ (and T, T
′ have the same content) implies that T ≤ T ′
in dominance order. Indeed, using the isomorphism of monoids we see that the equation
T = T ′ · A holds in K0(n, [m],∼), and therefore a similar equation BT = T
′ · A holds in
K0(n, [m]), where B is a Laurent monomial in trivial tableaux. But T and T
′ have the same
content, and multiplying by A does not change the content (since the ŷ’s have the same
content in the numerator and denominator). Thus B = 1 and T = T ′ ·A holds in K0(n, [m]).
But this implies that T ≤ T ′ (since T can be obtained from T ′ by transpositions, each of
which lowers in the partial order on tableaux).
For the other direction, it suffices to assume that T and T ′ are related by swapping a single
pair of entries x, y as in the proof of Lemma 3.3. By two paragraphs previous, repeatedly
multiplying by ŷ’s corresponds to repeatedly switching adjacent entries in adjacent rows. It
remains to prove that, perhaps upon replacing T and T ′ by ∼-equivalent tableaux, we can
swap the pair of entries x, y in which T, T ′ differ by repeatedly swapping consecutive entries
in adjacent rows (in the manner described above).
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This relies on two ideas. First, suppose that we want to swap nonadjacent entries x, x+2
in adjacent rows, with the x in row i. Multiplying by the frozen variable with x+1 in row i,
we can subsequently multiply by a ŷ that simulates swapping x+1, x+2 in rows i, i+1, and
then multiply by the ŷ that simulates swapping x, x + 1 in rows i, i+ 1. The result will be
divisible again by the same frozen, but with x, x+ 2 swapped. Generalizing this idea in the
obvious way, we can swap x, x+a in adjacent rows for any a ≥ 1. This allows us to relax the
requirement that we only perform swaps of adjacent entries. Second, suppose for example
that T ′ and T differ by a pair of entries x, x + 1 in nonadjacent rows i < j with j − i ≥ 2.
Then one can multiply T ′ by the ŷ corresponding to switching x, x+1 in rows i, i+1, and also
the ŷ corresponding to switching them in i+ 1, i+ 2, and so on until j − 1, j. This product
“telescopes” and the resulting fraction of tableaux equals T inside K0(SSYT(n, [m])). Thus,
one can relax the requirement that we only perform swaps in adjacent rows. Combining
these two ideas, we can perform an arbitrary transposition, and the result follows. 
4. Mutation of tableaux and modules
By Theorem 3.25, every cluster variable in C[Gr(n,m,∼)] is of the form ch(T ) for some
(real, prime) T ∈ SSYT(n, [m]). Starting from the initial seed of C[Gr(n,m,∼)], each time
we perform a mutation at the cluster variable ch(Tk), we obtain a cluster variable ch(T
′
k)
defined recursively by
ch(T ′k)ch(Tk) =
∏
i→k
ch(Ti) +
∏
k→i
ch(Ti),
with ch(Ti) the cluster variable at the vertex i. On the other hand, Theorem 2.1 and Lemma
3.20 imply that
ch(Tk)ch(T
′
k) = ch(Tk ∪ T
′
k) +
∑
T ′′
cT ′′ch(T
′′)(4.1)
for some T ′′ ∈ SSYT(n, [m]), wt(T ′′) < wt(Tk ∪ T
′
k), cT ′′ ∈ Z≥0. Therefore one of the two
tableaux ∪i→kTi or ∪k→iTi has strictly greater weight than the other, and moreover this
leading terms agrees with Tk ∪ T
′
k in SSYT(n, [m],∼). Denoting by max{∪i→kTi,∪k→iTi}
this higher weight tableau, it follows that the “new” cluster variable ch(T ′k) can be computed
in the monoid SSYT(n, [m]):
T ′k = T
−1
k max{∪i→kTi,∪k→iTi}.(4.2)
In principle, the above argument only specifies what T ′k should be up to ∼. However, working
in C[Gr(n,m)] rather than in the quotient, the Zm-degree of ch(T ′k) is determined by the Z
m-
degrees of the current cluster variables, and (4.2) is the unique choice of T ′k in its equivalence
class so that the content of T ′k matches the Z
m-degree of the corresponding cluster variable
in C[Gr(n,m)].
By the same reasoning, the mutation rule for a module is as follows. When we mutate at
the vertex k with a cluster variable χq(Mk), the q-character χq(M
′
k) is given by
χq(Mk)χq(M
′
k) =
∏
k→i
χq(Mi) +
∏
i→k
χq(Mi), with
M ′k =M
−1
k max{
∏
k→i
Mi,
∏
i→k
Mi}.
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Again, χq(Mi) is the q-character of the module at vertex i, and max denotes taking the
higher weight monomial in P+.
Example 4.1. The following are some examples of mutations in C[Gr(3, 8)]:
ch(
1
3
4
)ch(
2
3
5
) = ch(
1
3
5
)ch(
2
3
4
) + ch(
1
2
3
)ch(
3
4
5
),
ch(
2
3
8
)ch(
1 3 4
2 5 6
4 7 8
) = ch(
1
2
8
)ch(
3 4
5 6
7 8
)ch(
2
3
4
) + ch(
3
4
8
)ch(
2 4
5 6
7 8
)ch(
1
2
3
).
In both cases, we ordered the two terms on the right hand side so that the heigher weight
monomial came first.
The corresponding mutations in RA24 are:
χq(Y2,0)χq(Y1,−3) = χq(Y2,0Y1,−3)χq(C) + χq(C)χq(C) = χq(Y2,0Y1,−3) + 1,
χq(Y1,−3Y1,−5Y1,−7Y1,−9)χq(Y1,−1Y2,−4Y1,−7Y2,−6Y1,−9)
= χq(Y1,−1Y1,−3Y1,−5Y1,−7Y1,−9)χq(Y2,−4Y1,−7Y2,−6Y1,−9)χq(C)
+ χq(Y1,−5Y1,−7Y1,−9)χq(Y2,−2Y2,−4Y1,−7Y2,−6Y1,−9)χq(C).
Remark 4.2. As far as we know, the previously known method for performing a mutation in
C[Gr(n,m)] was “guess and check:” one would make an educated guess what the neighboring
cluster variable should be based on its Zm-degree (e.g., by exhausting over all webs of the right
grading, cf. Section 6), and then verify algebraically that such a guess solved the required
exchange relation. Our observation is that mutations are in fact controlled by the monoid
SSYT(n, [m]). For example, the exchange graph of the cluster algebra can be computed (to
any desired mutation depth) purely in this monoid.
Remark 4.3. By the results of Section 4, together with the recurrence for g-vectors implied
by the sign-coherence theorem (cf. e.g. [49]), we have the following interpretation of green
versus red vertices with respect to our initial seed. Consider a cluster ch(T1), . . . , ch(TN) for
the Grassmannian, and ch(Tk) a mutable variable in this cluster. Let T
+ =
∏
i→k Ti and
T− =
∏
k→i Ti be the ∪-product of all tableaux pointing inwards (resp. outwards) at Tk in
this cluster. Then Tk is either green or red in its cluster according to whether T
+ or T− is
larger in the partial order on tableaux. For example, all initial variables are green, and the
inwards monomial has higher weight than the outwards monomial for every mutable vertex
in Figure 2. Corollary 7.3 gives a tableau-theoretic interpretation of c-vectors, and thus an
alternative rule for determining green versus red-ness.
5. A q-character formula and formula for ch(T )
5.1. Representations of p-adic groups. We recall certain results about representations
of p-adic groups, [6, 47, 64].
Let F be a non-archimedean local field with a normalized absolute value | · |. For any
reductive group G over F , let C(G) be the category of complex, smooth representations of
G(F ) of finite length and let IrrG be the set of irreducible objects of C up to equivalence.
Let Gn = GLn(F ), n = 0, 1, 2, . . .. For πi ∈ C(Gni), i = 1, 2, denote by π1 × π2 ∈ C(Gn1+n2)
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the representation which is parabolically induced from π1 ⊗ π2. Denote by R
G
n (resp. R
G)
the Grothendieck ring of C(Gn) (resp. C = ⊕n≥0C(Gn)). Then R
G = ⊕n≥0R
G
n is a commu-
tative graded ring under ×. Denote Irr = ∪≥0IrrGn and denote by Irrc ⊂ Irr the subset of
supercuspidal representations of Gn, n > 0. For π ∈ C(Gn), we denote deg(π) = n.
For ρ ∈ Irrc, we denote
−→ρ = ρν, ←−ρ = ρν−1, where ν is the character ν(g) = | det(g)|. A
segment is a finite nonempty subset of Irrc of the form ∆ = {ρ1, . . . , ρk}, where ρi+1 =
−→ρi ,
i ∈ [k − 1]. We denote b(∆) = ρ1, e(∆) = ρk, and deg(∆) =
∑k
i=1 ρi (deg(∆) is called
the degree of ∆). Usually we write ∆ as [b(∆), e(∆)]. For a segment ∆ = {ρ1, . . . , ρk}, we
denote Z(∆) = soc(ρ1 × · · · × ρk) ∈ IrrGdeg∆, where soc(π) denotes the socle of π, i.e., the
largest semisimple subrepresentation of π. We use the convention that Z(∅) = 1.
A multi-segment is a formal finite sum m =
∑k
i=1∆i of segments. Let M denote the
resulting commutative monoid of multi-segments. Denote degm =
∑k
i=1 deg(∆i). Denote
←−
∆ = {←−ρ1 , . . . ,
←−ρk},
−→
∆ = {−→ρ1 , . . . ,
−→ρk}.
For two segments ∆1,∆2, say that ∆1 precedes ∆2 (denoted by ∆1 ≺ ∆2) if
b(∆1) 6∈ ∆2, b(
←−
∆2) ∈ ∆1, e(∆2) 6∈ ∆1.(5.1)
Let m =
∑k
i=1∆i be a multi-segment. We may assume that ∆i 6≺ ∆j for all i < j (any
multi-segment can be ordered in this way). We denote
ζ(m) = Z(∆1)× · · · × Z(∆k) ∈ C(Gdegm),
and Z(m) = soc(ζ(m)) ∈ IrrGdegm. The map m ∈ M 7→ Z(m) defines a bijection between
M and Irr, see [6, 64].
From now on we fix ρ ∈ Irrc and write a segment {ρν
i : i ∈ [a, b]} as [a, b], a, b ∈ Z, a ≤ b.
Let HN (N ∈ Z≥1) be the Iwahori-Hecke algebra of GLN (F ) and let IN be the standard
Iwahori-subgroup of GLN (F ). Then each finite-dimensional representation of HN can be
identified with the subspace of IN -fixed vectors in a smooth finite-length representation of
GLN (F ) [44]. The category of finite-dimensional representations of HN is equivalent to
the category of smooth finite-length representations of GLN(F ) which are generated by the
vectors which are fixed under the Iwahori subgroup.
Chari and Pressley [13] proved that when N ≤ n, there is an equivalence between the
category of finite-dimensional representation ofHN and the subcategory of finite-dimensional
representations of Uq(ŝln) consisting of those representations whose irreducible components
under Uq(sln) all occur in the N -fold tensor product of the natural representation of Uq(sln).
By the theorem in [13, Section 7.6], under the equivalence of categories, multi-segments
and dominant monomials are identified via the following correspondence between segments
and fundamental monomials:
(5.2) [a, b] 7→ Yb−a+1,a+b−1, Yi,s 7→ [
s− i+ 2
2
,
s+ i
2
].
We denote this correspondence by m 7→ Mm and M 7→ mM accordingly. We interpret an
expression M[a,a−1] as encoding the trivial monomial 1 ∈ P+ (noting that [a, a − 1] is not
a segment). Likewise, we interpret M[a,b] with b < a − 1 as encoding zero. Thus for any
k-tuples (µ, λ) ∈ Zk × Zk, we can define a multi-set:
FundM(µ, λ) = {M[µi,λi] : i ∈ [k]}.
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Example 5.1. Let M = Y2,0Y2,−4Y4,−4Y2,−8. Then
mM = [0, 1] + [−3, 0] + [−2,−1] + [−4,−3].
5.2. A q-character formula and formula for ch(T ). We denote by Sk denote the sym-
metric group on k symbols, denote by ℓ(w) the Coxeter length of w ∈ Sk, and denote by
w0 ∈ Sk the longest permutation.
For λ = (λ1, . . . , λk) ∈ Z
k, denote by Sλ the subgroup of Sk consisting of elements σ such
that λσ(i) = λi. For µ = (µ1, . . . , µk), λ = (λ1, . . . , λk) ∈ Z
k, we denote mµ,λ =
∑k
i=1[µi, λi].
The action of Sk × Sk on Z
k × Zk by permutation of coordinates determines an action on
formal sums (w, v) ·mµ,λ = mw·µ,v·λ, for (w, v) ∈ Sk × Sk. Using mw·µ,v·λ = mv−1w·µ,λ, it is
clear that any formal sum as above can be written in the form
(5.3) mw·µ,λ for λ, µ ∈ Z
k weakly decreasing and w ∈ Sk.
Moreover, the formal sums mw·µ,λ and mw′·µ,λ are equal (possibly with terms rearranged)
if and only if w′ is in the double coset SλwSµ. Since such a double coset is finite, one
knows that it contains a unique permutation of maximal length (cf. [7, Sections 2.4, 2.5],
[40, Proposition 2.3], and [4, Proposition 2.7]). For a multisegment m with k terms, denote
by µm, λm ∈ Z
k and wm ∈ Sk the permutation of maximal length such that (5.3) holds. We
can equivalently index these quantities as µM , λM , wM where M =Mm is the corresponding
dominant monomial, or as µT , λT , wT , where T = Φ˜(M) is the corresponding equivalence
class of tableaux.
For an object M in CG, denote by [M ] the class of M in RG. The following result is
originally due to Arakawa-Suzuki [1, 3, 34, 47].
Theorem 5.2 ( [1], [47, Section 10.1] ). Letm be a multi-segment with λm, µm ∈ Z
k, wm ∈ Sk
as just defined. Then
[Z(m)] =
∑
u∈Sk
(−1)ℓ(uwm)puw0,wmw0(1)[ζ(muµ,λ)],
where py,y′(1) (y, y
′ ∈ Sk) is the value at 1 of the Kazhdan-Lusztig polynomial py,y′(t).
Example 5.3. Consider the monomial M = Y1,−5Y1,−3Y2,−2Y2,0 ∈ P
+ with mM = [0, 1] +
[−1, 0] + [−1,−1] + [−2,−2]. Then µM = (0,−1,−1,−2), λM = (1, 0,−1,−2) are the left
and right endpoints in sorted order. The subgroups Sµ, Sλ ⊂ S4 are {1, s2}, {1} respectively.
The identity permutation u = id satisfies mM = muµ,λ, and the maximal length element
that satisfies this is u = s2.
We have the following translation of Theorem 5.2 to the language of q-characters. We
interpret χq(L(M[a,a−1])) = 1 and χq(L(M[a,b])) = 0 when b < a− 1, see above.
Theorem 5.4. Let M ∈ P+ be a monomial of degree k, with λM , µM ∈ Z
k and wM ∈ Sk as
in (5.3). Then the q-character of the simple Uq(ŝln)-module L(M) is given by
χq(L(M)) =
∑
u∈Sk
(−1)ℓ(uwM )puw0,wMw0(1)
∏
M ′∈FundM (uµM ,λM )
χq(L(M
′)).(5.4)
The quantities χq(L(M
′)) appearing on the right hand side of (5.4), namely q-characters
of fundamental modules, can be computed via the Frenkel-Mukhin algorithm [23], so this is
indeed a formula for the q-character of L(M). Ginzburg and Vasserot have given a formula
similar to (5.4) in geometric language, cf. [63, Theorem 3] and also [29].
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Example 5.5. Let M = Y2,−4Y1,−1 with k = 2. Then mM = [0, 0]+ [−2,−1], µM = (0,−2),
λM = (0,−1), Sλ = Sµ = {1} and wM = 1. The right hand side of (5.4) has two terms
(u = s1 and u = s1):
(−1)ℓ(1)ps1,s1(1)χq(M[0,0])χq(M[−2,−1]) = χq(Y1,−1)χq(Y2,−4),
(−1)ℓ(s1)p1,s1(1)χq(M[0,−1])χq(M[−2,0]) = −χq(Y3,−3),
so that χq(Y2,−4Y1,−1) = χq(Y1,−1)χq(Y2,−4) − χq(Y3,−3), valid for any n. When n = 3, the
formula simplifies to χq(Y2,−4Y1,−1) = χq(Y1,−1)χq(Y2,−4)− 1.
Composing (5.2) with the bijection in Lemma 3.9, we obtain a correspondence between
multi-segments and fundamental tableaux in SSYT(n, [m]) (for any fixed value of n):
(5.5) [a, b] 7→ T[1−a,1−a+n]\{n−b}.
Thus, one can directly translate Theorem 5.4 to obtain an inhomogeneous formula for
ch(T ) ∈ C[Gr(n,m,∼)], replacing χq(L(M
′)) for a fundamental monomial M ′ by the corre-
sponding Plu¨cker coordinate.
Rather than writing down this inhomogeneous formula for ch(T ) ∈ C[Gr(n,m,∼)], we give
the “correct” homogeneous lift to C[Gr(n,m)]. Namely, by Lemma 3.13, every ∼-equivalence
class contains a unique tableau T ′ with small gaps. We begin by giving the unique lift of
ch(T ) ∈ C[Gr(n,m,∼)] to C[Gr(n,m)] whose Zm-degree is the content of T ′. Once this is
done, we define ch(T ) for all T by homogeneity.
Let T ∈ SSYT(n, [m]) of gap weight k be given, corresponding to µT , λT ∈ Z
k and wT ∈ Sk
as in (5.3). It is convenient to repackage the indexing data µT , λT in the following form. Let
T ′ be the small gaps tableau equivalent to T . Clearly T ′ is the same as the following data:
the weakly increasing sequence i = i1 ≤ i2 · · · ≤ ik of entries in the first row, and the
elements r1, . . . , rk that are “deleted” from each column, meaning that the ath column of T
′
has content [ia, ia+n]\{ra}. We let j = j1 ≤ j2 ≤ · · · ≤ jk be the elements r1, . . . , rk written
in weakly increasing order. In the notation of (5.3) and (5.5), we have that ia = 1− µa and
ja = n− λa for a ∈ [k]. Moreover ra = jw−1T (a)
. Rephrasing the above in a way that is more
compatible with the next definition, we can say that the columns of T ′ have content of the
form [iwT (a), iwT (a) + n] \ {ja} for a ∈ [k] (written this way, we are sorting based on j rather
than sorting based on i).
Definition 5.6. Let T be a small gaps tableau with k columns, with i, j ∈ Zk the weakly
increasing sequences just defined. For u ∈ Sk, define Pu;T ∈ C[Gr(n,m)] as follows. Provided
ja ∈ [iu(a), iu(a) + n] for all a ∈ [k], define the tableau α(u;T ) to be the semistandard
tableau whose columns have content [iu(a), iu(a) + n] \ {ja} for a ∈ [k], and define Pu;T =
Pα(u;T ) ∈ C[Gr(n,m)] to be the corresponding standard monomial. On the other hand, if
ja /∈ [iua , iu(a) + n] for some a, then the tableau α(u;T ) is undefined and Pu;T = 0.
The tableau α(u;T ) has nonlarge gaps by construction, so the monomial Pu;T is indeed
standard by Lemma 3.12. Note also that PwT ;T = PT , and more generally Pu;T = PT for
u ∈ SλwTSµ.
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Example 5.7. Let T =
1 1 2 2 3 3 4
2 2 3 3 5 5 5
4 4 4 4 6 6 6
5 5 6 6 7 7 8
with i=1,1,2,2,3,3,4j=3,3,4,4,5,5,7. The permutation u ∈ S7
with one-line notation u = 2165437 has the property that the sets {[iu(a), iu(a) + 4] \ ja}a∈[7]
describe the columns of T . Moreover, u is of maximal length with this property (i.e. u =
wT ). For a general u ∈ S7, Pu;T is nonzero exactly when u(1) 6= 7 and u(7) ≥ 5. If we
take u = 3124576 ∈ S7, then α(u;T ) is given by lexicographically sorting the columns of
2 1 1 2 3 4 3
4 2 2 3 4 6 4
5 4 3 5 6 7 5
6 5 5 6 7 8 6
and Pu;T is the standard monomial with these columns.
With these preparations, we have the following corollary of Theorem 5.2 for Grassmanni-
ans.
Theorem 5.8. Let T ∈ SSYT(n, [m]) with gap weight k, and let T ′ ∼ T the small gaps
tableau equivalent to T . Let wT ∈ Sk be the maximal length permutation described after
(5.3). Then
ch(T ) =
∑
u∈Sk
(−1)ℓ(uwT )puw0,wTw0(1)Pu;T ′ ∈ C[Gr(n,m,∼)](5.6)
with Pu;T ′ the standard monomial just defined.
Though the equality (5.6) holds in C[Gr(n,m,∼)], the right hand side makes sense in
C[Gr(n,m)]. It is homogeneous, with Zm-degree the content of the small gaps tableau T ′.
Let C[Gr◦(n,m)] denote the localization of C[Gr(n,m)] at all the frozen variables. For our
purposes, we in fact only need to localize at the trivial frozen variables, but the localization
C[Gr◦(n,m)] is a more familiar object (it is the homogeneous coordinate ring of the open
positroid variety). The next definition lifts ch(T ) from C[Gr(n,m,∼)] to C[Gr◦(n,m)].
Definition 5.9. Let T ∈ SSYT(n, [m]) and let T = T ′′ ∪ T ′ where T ′ has small gaps and
T ′′ ∈ K0(SSYT(n, [m])) is a fraction of two trivial tableaux (cf. Remark 3.14). Define
(5.7) ch(T ) = PT ′′ch(T
′) ∈ C[Gr◦(n,m)]
where ch(T ′) is as defined in the right hand side of (5.6), and PT ′′ is the Laurent monomial
in trivial frozen Plu¨cker coordinates corresponding to T ′′.
We conjecture that the elements {ch(T )}T∈SYYT(n,[m]) lie in C[Gr(n,m)], not merely in the
localization C[Gr◦(n,m)]. We provide evidence that they are Lusztig’s dual canonical basis
(also known as Kashiwara’s upper global base) for C[Gr(n,m)]. In a very closely related
setting, it is already known that the basis of simples in a monoidal categorification matches
the dual canonical basis [32].
Remark 5.10. The right hand side of (5.7) is the unique homogeneous lift of ch(T ) ∈
C[Gr(n,m,∼)] to C[Gr◦(n,m)] whose Zm-degree matches the content of T . However, because
the formula (5.7) can have frozen variables in the denominator, it is not obvious that this
lift lies in C[Gr(n,m)] rather than in the localization C[Gr◦(n,m)]. For cluster monomials,
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this well-behavedness is clear by the discussion in Section 4. We give further evidence that
the lifts lie in C[Gr(n,m)] for arbitrary tableaux by checking this for the “smallest” nonreal
tableaux in Example 8.1.
The following proposition follows from Theorem 2.1, Equation (3.3), and Theorem 5.4.
Proposition 5.11. For a tableau T ∈ SSYT(n, [m]),
ch(T ) = PT + PT ′′
∑
S
cSPS ∈ C[Gr
◦(n,m)],(5.8)
where the sum is over tableaux S ∈ SSYT(n, [m]) with lower weight than T , cS ∈ Z, and PT ′′
is the Laurent monomial in trivial frozen variables above.
In particular, the passage from standard monomials {PT} to the elements {ch(T )} is
triangular, so that the {ch(T )} are linearly independent.
Example 5.12. We illustrate the formula (5.6) for the simplest non-Plu¨cker cluster variable,
labeled by the tableau with columns [1, 2, 4], [3, 5, 6]. This tableau has small gaps, and has
i = 1, 3, j = 3, 4, wT = id. It corresponds to the monomialM = Y2,−4Y1,−1 from Example 5.5.
Applying the formula (5.6) directly yields
ch(
1 3
2 5
4 6
) = P124P356 − P123P456,(5.9)
with the first term corresponding to u = id and the second corresponding to u = s1. This
quadratic expression in Plu¨cker coordinates is a cluster variable. An alternative way to
compute the right hand side of (5.9) is to translate the n = 3 version of Example 5.5 using
the correspondence between fundamental monomials and fundamental tableaux. The result
is P124P356 − 1, which lifts to the right hand side of (5.9) using homogeneity.
If instead we translate the n = 4 instance of Example 5.5, the tableau formula is
ch(
1 3
2 4
3 6
5 7
) = P1235P3467 − P3567 = P1235P3467 − P1234P3567.
Example 5.13. We now address the other non-Plu¨cker cluster variable in C[Gr(3, 6)], cor-
responding to the tableau with columns [1, 3, 5], [2, 4, 5]. It has gap weight k = 4 and
wM = wT = s2 ∈ S4.
The corresponding monomial is M = Y1,−5Y1,−3Y2,−2Y2,0 (cf. Example 5.3). The Kazhdan-
Lusztig polynomials {pw′w0,s2w0(t) : w
′ ∈ Sk} are in the set {0, 1, 1 + t}. Thus pw′w0,s2w0(1) ∈
{0, 1, 2}. Exactly twenty of these are nonzero, but there are certain cancellations. By
the alternating nature of (5.4), the contributions of w′, w′s2 cancel whenever their K-L
polynomials match. After these and similar cancellations, (5.4)) simplifies to
χq(M) = χq(Y2,−2)χq(Y4,−2)− χq(Y3,−1)χq(Y3,−3) + χq(Y1,−1)χq(Y3,−1)χq(Y2,−4)
− χq(Y2,0)χq(Y2,−2)χq(Y2,−4)− χq(Y1,−1)χq(Y1,−3)χq(Y3,−1)χq(Y1,−5)
+ χq(Y2,0)χq(Y1,−3)χq(Y2,−2)χq(Y1,−5),
(5.10)
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valid for any n.
Specializing to n = 3, certain terms vanish and we obtain
χq(M) = −1 + χq(Y1,−1)χq(Y2,−4)− χq(Y2,0)χq(Y2,−2)χq(Y2,−4)
− χq(Y1,−1)χq(Y1,−3)χq(Y1,−5) + χq(Y2,0)χq(Y1,−3)χq(Y2,−2)χq(Y1,−5).
(5.11)
To compute ch(T ), we must first compute ch(T ′) where T = T ′′ ∪ T ′ as in Example 3.15.
With the same KL cancellations as above, we have
ch(T ′) =− P123P234P345P456 + P124P234P345P356 − P134P234P245P356
− P124P235P345P346 + P134P235P245P346.
(5.12)
Then by definition, ch(T ) = ch(T
′)
P234P345
. Remark 5.10 asserts that ch(T ′) is in fact divisible
by P234P345, so that ch(T ) is in C[Gr(3, 6)] (not merely in C[Gr
◦(3, 6)]). We confirm this
directly via Plu¨cker relations in Example 5.14, and show that ch(T ) is a cluster variable in
Example 6.5.
The n = 4 version of (5.10) only changes by setting χq(Y4,−2) = 1. The n = 4 (inhomoge-
neous) tableau formula is
ch(
1 2
2 3
4 5
6 7
) = P2356 − P2456P3567 + P1235P2456P3467 − P1245P2356P3467
− P1235P2346P2456P3457 + P1245P2346P2356P3457 ∈ C[Gr(4, 7,∼)].
Example 5.14. Continuing the previous example, we claim that 1
P234P345
ch(T ′) ∈ C[Gr(3, 6)],
where ch(T ′) is the right hand side of (5.12). This is a consequence of the following Plu¨cker
relations:
P245P356 = P345P256 + P235P456(5.13)
P124P235 = P234P125 + P123P245(5.14)
P134P235 = P234P135 + P345P123(5.15)
P245P346 = P345P246 + P234P456(5.16)
P123P345 = P234P135 − P134P235(5.17)
P234P456 = P345P246 − P245P346.(5.18)
Applying (5.13) to the third term in ch(T ′), the first term on the right hand side is divisible
by P234P345 and we consider the second term as a “leftover term”. Likewise, applying (5.14)
to the fourth term in ch(T ′), the first term on the right hand side is divisible and the
second term is leftover. Applying both (5.15) and (5.16) to the fifth term in ch(T ′), two
of the resulting terms are divisible and the other two terms are leftover. The first of these
leftover terms cancels with the leftover term from (5.13) using (5.17), and the second of these
leftover terms cancels with the leftover term from (5.14) using (5.18). The result is divisible
by P234P345, and keeping track of the terms one gets
(5.19) ch(T ) =
1
P234P345
ch(T ′) = 2P123P456 + P124P356 − P125P346 − P134P256 + P135P246.
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This is the expression for ch(T ) in terms of standard monomials. Note that the highest
weight term is PT , as expected.
It would be interesting to generalize the calculations in Example 5.14, obtaining the stan-
dard monomial expression for ch(T ) from the one for ch(T ′).
5.3. Kazhdan-Lusztig Immanants. We rephrase the formula (5.6) in the language of
Kazhdan-Lusztig immanants defined by Rhoades and Skandera [57]. As a corollary, we
conclude that ch(T ) is nonnegative on the totally nonnegative Grassmannian.
Definition 5.15. Let A = (Mi,j)i,j∈[m] ∈ GLm. For a permutation v ∈ Sm, the Kazhdan-
Lusztig immanant Immv ∈ C[GLm] is the function
(5.20) A 7→
∑
u≥v
(−1)ℓ(w)−ℓ(v)pw0u,w0v(1)
m∏
i=1
Ai,u(i),
where ≥ denotes the (strong) Bruhat order on Sm.
Let i = 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik ≤ m and j = 1 ≤ j1 ≤ j2 ≤ · · · ≤ jk ≤ m be two
weakly increasing sequences of indices, thought of as row and column indices, respectively.
The generalized submatrix of A corresponding to i, j is the k × k matrix Ai,j whose (a, b)
entry is Aia,jb for a, b ∈ [k]. Du and Skandera [18, 60] showed that the dual canonical basis
for C[GLm] are exactly the nonzero Kazhdan-Lusztig immanants of generalized submatrices,
i.e. functions of the form A 7→ Immv(A
i,j) as i, j and v ∈ Sk vary.
Consider the regular map
(5.21) MS: Gr(n,m)→ B ⊂ GLm sending x 7→ (P[i,i+n]\{j}(x))i,j∈[m],
where B ⊂ GLm is the subgroup of upper triangular matrices. As usual, we treat indices of
Plu¨cker coordinates modulo m and treat P[i,i+n]\j(x) = 0 if j /∈ [i, i + n]. The map MS is
closely related to a map defined by Marsh and Scott (see Remark 5.18).
Example 5.16. For x ∈ Gr(3, 5), one has MS(x) =


P234 P134 P124 P123 0
0 P345 P245 P235 P234
0 0 P145 P135 P134
0 0 0 P125 P124
0 0 0 0 P123

 , where
we everywhere abbreviate P234(x) = P234, etc. In general, MS(x) has nonzero entries con-
centrated within n + 1 diagonals, with frozen Plu¨cker coordinates sitting on the outermost
diagonals.
A point x ∈ Gr(n,m) is totally nonnegative (TNN) if all of its Plu¨cker coordinates are
real and nonnegative. A function f ∈ C[Gr(n,m)] or in C[Gr◦(n,m)] is a TNN function if
f(x) ≥ 0 whenever x is TNN. Likewise, a matrix A ∈ GLm is TNN if all of its minors are
nonnegative, and f ∈ C[GLm] is a TNN function if f(A) ≥ 0 whenever A ∈ GLm is TNN.
Let T ∈ SSYT(n, [m]) with small gaps tableau T ′. These determine a triple µ, λ, wT (5.3),
and moreover weakly increasing sequences i, j with ia = 1− µa, ja = n− λa as above.
Proposition 5.17. If T ′ is a small gaps tableau, then ch(T ′) ∈ C[Gr(n,m)] is the pullback
MS∗(f) of a dual canonical basis element f ∈ C[GLm]. Explicitly, if T
′ corresponds to
i, j ∈ Zk and wT ∈ Sk as just defined, then f is the Kazhdan-Lusztig immanant A 7→
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Immw−1T
(Ai,j) indexed by w−1T , i, j. In particular, ch(T ) ∈ C[Gr
◦(n,m)] is a TNN function,
for any T ∈ SSYT(n, [m]).
We view this as further evidence that {ch(T )}T∈SSYT(n,[m]) is the dual canonical basis for
C[Gr(n,m)].
Proof. This follows from the definitions, but we spell it out to match conventions. We use
the following well known facts: pu,v(t) = 0 unless u ≤ v in Bruhat order, pu,v = pu−1,v−1 , and
multiplication by w0 is an anti-automorphism of Bruhat order. Then for x ∈ Gr(n,m),
ch(T ′)(x) =
∑
u∈Sk
(−1)ℓ(uwT )puw0,wTw0(1)Pu·T (x)(5.22)
=
∑
u∈Sk
(−1)ℓ(uwT )puw0,wTw0(1)
k∏
s=1
(MS(x)i,j)u(s),s(5.23)
=
∑
u∈Sk
(−1)ℓ(u
−1wT )pw0u−1,w0w−1T
(1)
k∏
s=1
(MS(x)i,j)s,u−1(s)(5.24)
= Immw−1T
(MS(x)i,j),(5.25)
where passing from the first line to the second we used the definition of MS(x), passing
from the second to the third we used properties of the sign character on Sk and the KL
property involving inverses, and passing to the final line we replaced u by u−1 and used the
facts about Bruhat order. This string of equalities says that the KL-immanant pulls back to
ch(T ′) under the map x 7→ MS(x).
To see that ch(T ) is a totally nonnegative function, it suffices to prove that ch(T ′) is a
TNN function, since the two differ by a Laurent monomial in frozen Plu¨cker coordinates.
To show that ch(T ′) is, it suffices to prove that MS(x)i,j is totally nonnegative, because
Kazhdan-Lusztig immanants are TNN functions [57, Proposition 2] (alternatively, one can
use the well known fact that dual canonical basis elements for GLm are TNN functions). To
show that MS(x)i,j is TNN, it suffices to show that MS(x) is. By the Fekete criterion, one
can check that a triangular matrix A is TNN by checking that each of its row-solid minors is
nonnnegative. But each such row-solid minor of MS(x) is a monomial in Plu¨cker coordinates
of x, as follows by an easy induction, or by the explicit formulas [50, Lemma 5.2]. 
The dual canonical basis elements appearing in Proposition 5.17 are a proper subset of
the dual canonical basis for C[GLm], namely those whose generalized submatrices use only
the first m− n rows. We expect that every dual canonical basis element f has the property
MS∗(f) is either zero, or is of the form ch(T ) for some tableau T (not necessarily with small
gaps). On the other hand, Remark 8.2 shows that not every ch(T ) is not pullback of a dual
canonical basis element for C[GLm]. We believe that “matching up” the two bases requires
localizing at frozen variables on both sides.
Remark 5.18. Marsh and Scott [50] gave an isomorphism of the open positroid variety
Gr◦(n,m) with a certain unipotent cell Nw ⊂ N ⊂ GLm where w ∈ Sm is the Grassmann
permutation i 7→ i + n mod m and N ⊂ GLm is the subgroup of unipotent upper trian-
gular matrices. Our map MS is a variant of theirs: their version rescales each row by the
reciprocal of a frozen variable while we do not, and moreover, theirs differs from ours by
the complementation map PI → P[m]\I . Hernandez and Leclerc [31, Section 13.7] described
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a certain map Rℓ ։ K0(C
An−1
ℓ ), where Rℓ is an algebra built from Grothendieck classes of
modules for affine Hecke algebras. Under this map, each simple object is either sent to a
simple object or to zero. We expect that this map is the pullback MS∗, restricted to the
subalgebra C[N ] ⊂ C[B], followed by the quotient map C[Gr(n,m)]→ C[Gr(n,m,∼)].
6. Fomin and Pylyavskyy’s conjectures
We recall some aspects of Fomin and Pylyavskyy’s conjecture about cluster combinatorics
in Grassmannian cluster algebras [27]. We begin by reviewing the definitions of tensor
diagrams, webs, and web invariants.
Definition 6.1. Let D be a disk with some number m of marked points on its boundary. A
tensor diagram is a finite bipartite multigraph T , drawn in D, with a fixed bipartition of its
vertex set into black and white color sets, subject to the following additional requirements:
• the marked points of D (boundary vertices) are in the vertex set of T and are colored
black,
• the remaining interior vertices are in the interior of D and are trivalent.
The boundary vertices can have arbitrary valence (including zero). Tensor diagrams are
allowed can be nonplanar, with at most two edges crossing transversely at any point.
A tensor diagram is a web (or an sl3-web) if it is planar (i.e., if there are no such crossings).
A web is non-elliptic it has no multiple edges, and if any face formed by interior vertices has
at least six sides.
Every tensor diagram T with m boundary vertices defines an invariant [T ] ∈ C[Gr(3, m)]
by an explicit formula [27, Eq. (4.1)]. The Zm-degree of [T ] is the vector recording the
valence of the boundary vertices. A web invariant is an element [W ] ∈ C[Gr(3, m)] for a
non-elliptic web W .
One can calculate with tensor diagrams [T ] implicitly via diagrammatic relations known
as skein relations. One considers the vector space of C-linear formal combinations of tensor
diagrams with m boundary vertices (considered up to isotopy fixing the boundary vertices),
with multiplication given by superposition of diagrams. Then C[Gr(3, m)] is the quotient of
this algebra by the diagrammatic relations in Figure 3. We illustrate these relations in many
examples below. In this language, Plu¨cker coordinates correspond to “tripod” diagrams.
Kuperberg [42] showed that web invariants are a basis for C[Gr(3, m)], and with Khovanov
[41] gave a bijective labeling T 7→ [W (T )] of these webs by tableaux T ∈ SSYT(3, [m]). For
an easily computable description of this bijection we refer to [62]. One useful property of the
bijection is the following: if T has an i weakly northeast of an i+ 1, then boundary vertices
i, i + 1 are joined by a “fork” or “Y” in W (T ) (see Example 6.4 for an illustration of the
meaning of “fork”). This mnemonic allows for quick computation of W (T ) in examples.
Fomin and Pylyavskyy [27, Conjecture 9.3] conjectured that every cluster monomial in
C[Gr(3, m)] is a web invariant. This is known in the finite mutation type cases m ≤ 9 [21].
We state the following more specific version.
Conjecture 6.2. For T ∈ SSYT(3, [m]), if ch(T ) ∈ C[Gr(3, m)] is a cluster monomial, then
ch(T ) = [W (T )].
Remark 6.3. If this conjecture, as well as further conjectures of Fomin-Pylavskyy, were
proved, then one would obtain a direct pictorial procedure for testing reality and primeness
of Uq(ŝln)-modules. Given a simple module L(M), one would draw the corresponding web
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Figure 3. Skein relations for sl3 webs.
W (TM). Using another explicit pictorial procedure known as the arborization algorithm [27,
Section 10], one conjecturally should be able to test whether W (TM) is a cluster monomial
and moreover find its factorization into cluster variables (i.e., to test whether L(M) is real
and find its tensor factorization into prime modules).
A potential approach to proving Conjecture 6.2 is to show that [W (T )] satisfies the explicit
formula for ch(T ). We warn however Example 8.6 gives an example of a tableau T for which
ch(T ) 6= [W (T )]. Thus, we imagine that proving Conjecture 6.2 requires some understanding
of exchange relations.
Replacing the trivalence condition by a similar n-valence condition, one can define sln-
web invariants for n ≥ 4. A complete set of skein relations is known [10]. We imagine that
any cluster monomial ch(T ) ∈ C[Gr(n,m)] is an sln-web invariant even when n ≥ 4. Note
however that there is no appropriate analogue of web basis or Khovanov-Kuperberg bijection
when n > 3, and webs are merely a distinguished spanning set.
Example 6.4. Consider the tableau T with columns [1, 2, 4], [3, 5, 6] from Example 5.12. We
computed that ch(T ) = P1,2,4P3,5,6−P1,2,3P4,5,6. On the other hand, applying the Khovanov-
Kuperberg bijection to T yields the web
1
2
34
5
6
. Note this web has a “fork” between
vertices 1 and 2 (and also between 3 and 4, and 5 and 6) as in the mnemonic above. To see
that [W (T )] agrees with ch(T ), see the second equation in Figure 4, which is an instance of
the first skein relation in Figure 3.
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Example 6.5. Consider the tableau T with columns [1, 3, 5], [2, 4, 5]. Example 5.14 gave its
expansion into standard monomials:
ch(
1 2
3 4
5 6
) = P135P246 − P125P346 − P134P256 + P124P356 − 2P123P456.
The web for this tableau is WT =
1
2
34
5
6
. We will show that ch(T ) = [W (T )] using
skein relations, by converting each term in the standard monomial to the web basis. By the
equations in Figure 4, we can express P135P246 in the web basis as
P135P246 = P123P456 + [W
′] + [WT ] + P156P234 + P126P345,
where W ′ = P124P356 − P123P456 is the web from the Example 6.4. We likewise express
P125P346 = [W
′] + P126P345, express P134P256 = [W
′] + P156P234, and we note that P123P456 is
already a web. Then
ch(T ) =P135P246 − P125P346 − P134P256 + P124P356 − 2P123P456
=(P123P456 + [W
′] + [WT ] + P156P234 + P126P345)− ([W
′] + P126P345)
− ([W ′] + P156P124) + ([W
′] + P123P456)− 2P123P456
=[WT ].
7. g-vectors, dominant monomials, and tableaux
We explain how results of Hernandez-Leclerc allow one to compute g-vectors for Gr(n,m)
using the monoid SSYT(n, [m]).
Consider a cluster algebra whose initial cluster is denoted x(0) = (x
(0)
1 , . . . , x
(0)
N ). For a
vector g ∈ ZN let (x(0))g denote the Laurent monomial in these variables with exponent g.
Recall the Laurent monomial yˆi =
∏N
j=1(x
(0)
j )
#( arrows j→i)−#( arrows i→j), defined for each mu-
table index i ∈ [N ], where # of arrows is computed with respect to the initial quiver. Then
by definition, the g-vector of a cluster monomial x with respect to x(0) is the exponent
g = g(x) such that x = (x(0))gF , where F is the F -polynomial evaluated in the yˆi’s.
For our purposes, consider the initial cluster for K0(Cℓ) indicated in Figure 1. The initial
cluster variables are of the form [L(X
(i−2j−2)
i,j+1 )] where i ∈ [n− 1] and j ∈ [0, ℓ]. Let X ⊂ P
+
be the dominant monomials X
(i−2j−2)
i,j+1 parameterizing the initial cluster variables. Let N =
|X| = (n − 1)(ℓ + 1). For g ∈ ZN , we let Xg ∈ P denote the Laurent monomial in these
variables with exponent g.
By (2.3) the change of variables from the fundamental monomials {Yi,i−2j−2}i,j to the
initial monomials X is triangular, and in particular invertible. Therefore any M ∈ P+ can
be uniquely expressed as M = Xg ∈ P for some g ∈ ZN . Changing variables in this way, we
obtain an injective homomorphism of monoids P+ℓ,An−1 →֒ Z
N sending M 7→ gM .
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1
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1
2
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5
6
.
Figure 4. Converting the standard monomial expression to the web basis.
Explicitly, any L(M) in CAn−1ℓ is of the form L(M) with
M = (Y
a1,0
1,−1Y
a1,1
1,−3 · · ·Y
a1,ℓ
1,−2ℓ−1)(Y
a2,0
2,0 Y
a2,1
2,−2 · · ·Y
a2,ℓ
2,−2ℓ) · · · (Y
an−1,0
n−1,n−3Y
an−1,1
n−1,n−5 · · ·Y
an−1,ℓ
n−1,n−2ℓ−3),
for nonnegative (ai,j)i∈[n−1],j∈[0,ℓ]. Using (2.3), we also have that
M = (Y1,−1)
g1,0(Y1,−1Y1,−3)
g1,1 · · · (Y1,−1Y1,−3 · · ·Y1,−2ℓ−1)
g1,ℓ · · ·×
× (Yn−1,n−3)
gn−1,0(Yn−1,n−3Yn−1,n−5)
gn−1,1 · · · (Yn−1,n−3Yn−1,n−5 · · ·Yn−1,n−2ℓ−3)
gn−1,ℓ .
Comparing these, it follows that
∑ℓ
k=j gi,k = ai,j for i ∈ [n − 1] and j ∈ [0, ℓ], and these
equations determine g.
The following result is due to [33, Section 5.2.2], see [17, Section 2.6] for further explana-
tion.
Lemma 7.1 ([33]). If [L(M)] is a cluster monomial, then gM is its g-vector with respect to
the initial seed in Figure 1.
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Example 7.2. Consider the dominant monomial M = Y1,−3Y1,−5Y2,0Y2,−2. Inverting (2.3)
we have M =
X
(−5)
1,3 X
(−2)
2,2
X
(−1)
1,1
. Thus the nonzero coordinates of the gM are +1 in the entries
corresponding to [L(X
(−5)
1,3 )] and [L(X
(−2)
2,2 )] and −1 in the entry corresponding to [L(X
(−1)
1,1 )].
Let T
(0)
i denote the tableau indexing the ith initial cluster variable. Applying Φ˜, Lemma 7.1
says that the g-vector of ch(T ) ∈ C[Gr(n,m,∼)] is the vector of exponents g1, . . . , gN such
that T = ∪Ni=0(T
(0)
i )
gi insideK0(SSYT(n,m,∼)). Let us explain how this lifts to C[Gr(n,m)].
First, recall that the Zm-degree of a cluster monomial ch(T ) is the content of T . Second,
recall that the F -polynomial has constant term one. So the Zm-degree of the monomial x(0)
g
should match the content of T (where x
(0)
i = ch(T
(0)
i )). But if T equals ∪
N
i=0(T
(0)
i )
gi up to
trivial tableaux, and if the two have the same content, it follows that in fact T = ∪Ni=0(T
(0)
i )
gi.
We summarize this discussion and give the corresponding statement for c-vectors.
Corollary 7.3. Let T
(0)
1 , . . . , T
(0)
N be the tableaux labeling the initial cluster variables for
C[Gr(n,m)] (cf. Figure 2). Let ch(T ) ∈ C[Gr(n,m,∼)] be a cluster monomial. Then the
g-vector of ch(T ) with respect to this cluster is the vector (g1, . . . , gN) of exponents when T
is written as Laurent monomial in the initial tableaux; i.e. T = ∪Ni=1(T
(0)
i )
gi.
The c-vectors with respect to this initial cluster are as follows. For any “distant” cluster
{ch(T1), . . . , ch(TN )} for C[Gr(n,m,∼)], express each initial cluster variable as a ∪-Laurent
monomial in the distant cluster, i.e. T
(0)
i = ∪
N
j=1(Tj)
c′ij . Then (c′1j , . . . , c
′
Nj) is the jth
c-vector of this cluster with respect to the initial seed.
The statement about c-vectors follows from the tropical duality C = (G−1)t between c-
vectors and g-vectors [54, Theorem 1.2]. Here, C and G denote the matrices whose columns
are the c- and g-vectors of the distant cluster with respect to our initial seed, and t denotes
transposition of matrices.
Example 7.4. The tableau T =
1 2
3 4
5 6
has Ψ(T ) = M where M is the monomial from
Example 7.2. This tableau has the following expression as a Laurent monomial in the
tableaux for the initial cluster:
1 2
3 4
5 6
=
1
2
6
∪
1
4
5
∪
2
3
4
∪
1
2
4
−1
.
This matches the previous computation, noting that the third factor in the numerator is
trivial.
Remark 7.5. The method for computing Corollary 7.3 is a special property of the initial
seed {T
(0)
1 , . . . , T
(0)
N } in Figure 2. If we compute a g-vector with respect to a different initial
seed {T1, . . . , TN}, then ∪T
gi
i is not the tableau corresponding to this g-vector. Indeed ∪T
gi
i
is often a nontrivial fraction of tableaux (i.e., an element of K0(SSYT(n, [m])) rather than
of SSYT(n, [m])). This is to be expected, because the initial-seed recursion for g-vectors
[54, Proposition 4.2(v)] is piecewise linear, rather than linear.
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8. Reality, primeness, and compatibility of cluster variables
We give examples of nonreal modules and tableaux, and compare {ch(T )} with the basis of
web invariants. We end by discussing primeness of modules and tableaux, and compatibility
of cluster variables.
8.1. Smallest non-real examples. Recall that a tableau T is called real when L(MT )
is real. By Lemma 3.21 and Theorems 2.1, 3.17, T ∈ SSYT(n, [m],∼) is real if and only
if ch(T )ch(T ) = ch(T ∪ T ) and a Uq(ĝ)-module L(M) is real if and only if χq(M
2) =
χq(M)χq(M). We start by cataloguing the smallest examples of nonreal tableaux.
Example 8.1. Consider Gr(n,m) where 2 ≤ n ≤ m
2
. (One can focus on these since
Gr(n,m) ∼= Gr(m − n,m) .) It is known that such a Grassmannian has finite cluster type
exactly when n = 2 or (n,m) ∈ {(3, 6), (3, 7), (3, 8)}. In these cases, every ch(T ) is a cluster
monomial and every simple module is real.
The smallest Grassmannians which are not of finite type are Gr(3, 9) and Gr(4, 8), corre-
sponding to CA25 and C
A3
3 respectively. Consider the following tableaux T1, T2, T3, T4, T5:
(8.1)
1 3 4
2 6 7
5 8 9
,
1 2 5
3 4 8
6 7 9
,
1 2 3
4 5 6
7 8 9
,
1 3
2 5
4 7
6 8
,
1 2
3 4
5 6
7 8
.
The webs corresponding to these five tableaux are the rotations of
,
the first of which is an sl3 web and the second of which is an sl4 web. The three cyclic
shifts of the first web correspond to W (T1),W (T2),W (T3). There is no labeling of webs by
tableaux when n = 4, so we define W (T4),W (T5) to be the two cyclic shifts of the second
web. (This is the “correct” thing to do e.g. by [22, Appendix]). The correspondence between
tableaux and cyclic shifts is fixed by the forks mnemonic above. Alternatively, we give the
following explicit formulas:
[W (T1)] = P145P278P369 − P245P178P369 − P123P456P789 − P129P345P678
[W (T4)] = P1247P3568 − P1237P4568 − P1248P3567 + P1238P4567,
with the other formulas determined by cyclically shifting indices. Using (5.7) on a computer,
we checked that ch(Ti) = W (Ti) for i = 1, . . . , 5. In particular, each ch(Ti) is in the cluster
algebra. Moreover, the elements ch(T1), ch(T2), ch(T3) are dual canonical by [41, Theorem
1].
Using (5.7) on a computer, we checked that the tableau T1, T4 are not real, i.e. that
ch(Ti ∪ Ti) 6= ch(Ti)
2. Presumably, the cyclic shifts are also nonreal. It is known that these
five are the “smallest” nonreal tableaux, meaning that every other tableaux in SSYT(3, [9])
(resp. SSYT(4, [8])) with at most three (resp. two) columns is a cluster monomial. We
explicitly calculate ch(T4 ∪ T4) and ch(T1 ∪ T1) in Examples 8.6 and 8.7.
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Remark 8.2. Consider the tableau T1 from Example 8.1. It has ch(T1) = W (T1) the web
from above. We will show directly that ch(T1) 6= MS
∗(f) for any dual canonical basis element
f ∈ C[GL9], where MS: Gr(n,m)→ GLm is in (5.21). By degree considerations, such an f
would correspond to a 3×3 generalized submatrix. Moreover, note thatW (T1) has Z
9-degree
(1, . . . , 1). Each Plu¨cker coordinate in the matrix MS(x) has gap weight ≤ 1. The only way
for a product of three such Plu¨cker coordinates to have Z9-degree (1, . . . , 1), is if the product
is a cyclic shift of either P123P456P789 or P124P356P789. The first option is a web, and the
second option is a sum of two webs: P124P356P789 = P123P456P789 + P789ch([1, 2, 4], [3, 5, 6])
(cf. Example 6.4 for the web ch([1, 2, 4], [3, 5, 6])). Clearly, W (T1) is not a linear combination
of webs such as these, so that W (T1) is not the pullback of any 3 × 3 Kazhdan-Lusztig
immanant. In order to “see” W (T1) as a Kazhdan-Lusztig immanant, it seems necessary to
compute the 8× 8 immanant corresponding to the small gaps version of T1, and then divide
by appropriate frozen variables as in (5.7).
8.2. Lapid-Mı´nguez’s criterion. A representation π in Irr is called square-irreducible if
π × π is irreducible, [47]. A multi-segment m = ∆1 + · · · + ∆k is called regular if its
left endpoints b(∆1), . . . , b(∆k) are distinct and if the same is true of its right endpoints
e(∆1), . . . , e(∆k) [47].
A regular multi-segement m =
∑k
j=1∆j , k ≥ 4 with e(∆1) > · · · > e(∆k) is called of type
4231 (resp. 3412) if
∆i+1 ≺ ∆i, i = 3, . . . , k − 1, ∆3 ≺ ∆1, b(∆k) < b(∆2) < b(∆k−1)
(resp.
∆i+1 ≺ ∆i, i = 4, . . . , k − 1, ∆4 ≺ ∆2, b(∆3) < b(∆k) < b(∆1) < b(∆l),
where l = 2 if k = 4 and l = k − 1 otherwise), cf. [47, Definition 6.10].
Lapid and Mı´nguez classified square-irreducible representations for regular multi-segments:
Theorem 8.3 ([47]). For a regular multi-segment m, the representation Z(m) is square-
irreducible if and only if m does not admit a sub-multi-segment of type 4231 or 3412.
For sufficiently large n, a Uq(ŝln)-module is real if and only if mM does not admit a
sub-multi-segment of type 4231 or 3412.
It would be quite interesting to generalize Theorem 8.3 to nonregular multi-segments.
We can rephrase the theorem in the language of small gaps tableaux. Regularity of the
multi-segment m means that both sequences i, j from Definition 5.6 are without repetitions.
Recall that the ath column of T ′ is obtained from [ia, ia + n] by removing an element ra ∈
(ia, ia + n) (explicitly ra = jw−1(a)). Then the small gaps tableau T
′ is real provided the
sequence r1, . . . , rk avoids both patterns 3412 and 1324.
Remark 8.4. The “minimal” small gaps tableau T ′ that contains the pattern 1324 oc-
curs in SSYT(4, [8]) and has columns [1, 2, 4, 5], [2, 3, 4, 6], [3, 5, 6, 7], [4, 5, 7, 8]. The sequence
r1, r2, r3, r4 is 3, 5, 4, 6, which is an instance of the pattern 1324. There is an equivalence
T ′ ∼ T4 where T4 is the nonreal tableau from Example 8.1. This small gaps tableau cor-
responds to the multisegment [0, 1] + [−2, 0] + [−1,−1] + [−3,−2] (we have ordered the
summands so that the right endpoints are weakly decreasing as in (5.3)). The left endpoints
form the pattern 4231. Thus, the nonreality of T4 follows from Theorem 8.3. The other
nonreal tableaux in Example 8.1 are nonregular.
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If we translate this same multi-segment to a tableau using n = 3, we get the tableau T ′′
with columns [1, 3, 4], [2, 3, 5], [4, 5, 6], [4, 6, 7]. This is not a small gaps tableau, so the reality
criterion does not apply. In fact, ch(T ′′) must be a cluster monomial since C[Gr(3, 7)] has
finite cluster type.
8.3. Zelevinsky duality. Zelevinsky duality [64] is an involution on RG that preserves
square-irreducibility. We will describe it via the Mœglin-Waldspurger algorithm [2, 51] for
computing it on multi-segments.
If ∆ = [b, e] is a segment, we set ∆− = [b, e − 1], with the convention that ∆− is empty
if b = e. Given a multi-segment m =
∑k
i=1∆i, we define its Zelevinsky dual multi-segment
m♯ [47, 51, 64] by induction on the degree of multi-segments. To begin, choose segments
∆i0 = [bi0 , ei0], . . . ,∆ir = [bir , eir ] in m defined as follows. First, ei0 = maxi∈[k] e(∆i) is
the rightmost endpoint appearing in m, and eis = ei0 − s for s = 1, . . . , r. Second, for
s = 0, . . . , r, bis is largest amongst left endpoints whose right endpoint is eis . And third, r
is maximal, meaning that m contains no segment [b, ei0 − r] with b < bir . The ∆i0 , . . . ,∆ir
with these properties are well defined as abstract segments, although since m can have
repetitions there might be choices for “which” segment is called ∆is . We define ∆
′
i as
either ∆−i or ∆i according to whether i ∈ {i0, . . . , ir} or not. We define the multi-segment
m′ =
∑k
i=0∆
′
i, which is a multi-segment of strictly smaller degree. Finally, we can therefore
define m♯ = [ei0 − r, ei0] + (m
′)♯ by induction on degree. This a degree-preserving involution
on multi-segments.
This definition extends by linearity to an involution ofRG. It is easy to see that (m+m)♯ =
m♯ +m♯ for any multi-segment m. We caution that (m1 +m2)
♯ does not have to coincide
with m♯1 +m
♯
2 for distinct m1,m2.
Proposition 8.5 ([47, Proposition 3.15]). If Z(m) ∈ Irr is square-irreducible, then Z(m♯) is
also square-irreducible.
For M ∈ P+, we denote M ♯ = Mm♯ and call M
♯ the Zelevinsky dual of M .
Example 8.6. Let T1 =
1 3 4
2 6 7
5 8 9
be the nonreal tableau from Example 8.1. It has gap
weight 8. It corresponds to the dominant monomial Y1,−1Y1,−3Y2,−4Y
2
2,−6Y1,−9Y2,−8Y1,−11, and
to the multi-segment
m = [0, 0] + [−1,−1] + [−2,−1] + [−3,−2] + [−3,−2] + [−4,−3] + [−4,−4] + [−5,−5].
It is not so difficult to check nonreality of T1 by showing that ch(T1 ∪ T1) and ch(T1)
2 dis-
agree in a particular standard monomial coefficient. On the other hand, directly computing
ch(T1 ∪ T1) is cumbersome: there are many permutations u ∈ S16 such that Pu;T ′∪T ′ 6= 0,
thus many Kazhdan-Lusztig values to compute. One can simplify such a calculation using
Zelevinsky duality. The first contribution to m♯ is the segment [−3, 0], with the segments
[0, 0], [−1,−1], [−3,−2], [−4,−3] serving as ∆i0 , . . . ,∆i3 in the definition. The end result is
mM♯ = [−3, 0] + [−2,−1] + [−5,−2] + [−4,−3], and M
♯ = Y2,−4Y4,−4Y2,−8Y4,−8.
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The advantage is that mM♯ has k = 4, so we can test its nonreality in S8. By applying the
formula in Theorem 5.2, one has that
[Z(m♯M)][Z(m
♯
M)] = [Z(m
♯
M +m
♯
M )]
+ [Z([−3, 0] + [−5, 0] + [−2,−1] + [−4,−1] + [−3,−2] + [−5,−2] + [−4,−3])].
(8.2)
(We are very grateful to Erez Lapid for his computer program to compute this decomposi-
tion.) Therefore
[Z(mM)][Z(mM)] = [Z(mM +mM)] + [Z(m
′)], where
m′ = [0, 0] + [−2, 0] + [−1,−1] + [−3,−1] + [−3,−1] + [−2,−2]
+ [−4,−2] + [−4,−2] + [−3,−3] + [−5,−3] + [−4,−4] + [−5,−5].
Translating to q-characters,
χq(M)χq(M) = χq(M
2) + χq(Y1,−1Y1,−3Y1,−5Y3,−3Y1,−7Y
2
3,−5Y1,−9Y
2
3,−7Y1,−11Y3,−9).
Translating to tableaux in the case n = 3,
ch(T1)
2 = ch(T1 ∪ T1) + ch(
1 1 3 4 6 7
2 2 4 5 7 8
3 5 6 8 9 9
) ∈ C[Gr(3, 9)].
We let F be the product of frozen variables appearing as the second term on the right hand
side, and note that F = P1,2,9 ∈ C[Gr(3, 9,∼)]. It is easy to see that ch(T1)
2 = W (T1)
2 =
W (T1 ∪ T1). In fact, every power of the web W (T1) is a web given by the k-thickening
procedure [27, Definition 10.8]. Thus ch(T1 ∪ T1) = W (T1)
2 − F is not a web, but rather a
difference of two webs. This matches behavior of the dual canonical basis [41, Theorem 4].
Example 8.7. Let T4 =
1 3
2 5
4 7
6 8
as in Example 8.1. Using (5.7) on a computer, we checked
that
ch(T4 ∪ T4) = ch(T4)
2 − ch(
1 1 3 5
2 2 4 6
3 5 7 7
4 6 8 8
) ∈ C[Gr(4, 8)].
The last term simplifies to P1278 ∈ C[Gr(4, 8,∼)]. The corresponding dominant monomial
is M = Y2,−6Y1,−3Y3,−3Y2,0. The simple module L(M) is also shown to be a nonreal Uq(ŝl4)-
module in [31, Section 13].
8.4. Prime modules. By Lemma 3.21 and Theorems 2.1, 3.17, a tableau T ∈ SSYT(n, [m],∼
) is prime if and only if there are no nontrivial tableaux T ′, T ′′ such that ch(T ) = ch(T ′)ch(T ′′).
Clearly, if ch(T ) = ch(T ′)ch(T ′′), then T ′ ∪ T ′′ = T . For a given semistandard tableau T ,
there are finitely many pairs of semistandard tableau T ′, T ′′ such that T ′∪T ′′ = T . Therefore
to check whether a semistandard Young tableau is prime or not, it suffices to exhaust over
all such pairs, checking whether ch(T ) = ch(T ′)ch(T ′′) using the formula in Theorem 5.8.
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Equivalently, one can check whether a simple Uq(ŝln)-module L(M) is prime by checking
whether there are simple modules L(M ′), L(M ′′) such that χq(M) = χq(M
′)χq(M
′′).
Remark 8.8. Usually for a tableau T , the expression for ch(T ) is complicated. When one
knows that ch(T ) happens to be a cluster monomial, one can use cluster algebras to check
whether T is prime.
Example 8.9. By the exchange relation in Example 4.1, the tableau T =
1 3 4
2 5 6
4 7 8
la-
bels a cluster variable ch(T ) = C[Gr(3, 8)]. By [56, Theorem 1.2.1], it follows that the
corresponding module L(MT ) = L(Y1,−1Y2,−4Y1,−7Y2,−6Y1,−9) is prime.
The elements ch(
1
2
8
) and ch(
3 4
5 6
7 8
) are compatible cluster variables. Therefore
ch(
1 3 4
2 5 6
7 8 8
) = ch(
1
2
8
)ch(
3 4
5 6
7 8
).
is a nontrivial cluster monomial.
By [56, Theorem 1.2.1], the corresponding module
L(MT ) = L(Y1,−1Y1,−3Y1,−5Y2,−4Y
2
1,−7Y2,−6Y
2
1,−9)
is not prime, and admits a factorization
[L(MT )] = [L(Y1,−1Y1,−3Y1,−5Y1,−7Y1,−9)⊗ L(Y2,−4Y1,−7Y2,−6Y1,−9)].
8.5. Compatibility of cluster variables. Two cluster variables in a cluster algebra are
called compatible if they are in a common cluster. We also call tableaux T, T ′ corresponding
to cluster monomials compatible if ch(T ), ch(T ′) are.
Conjecture 8.10. Two cluster variables ch(T ), ch(T ′) in C[Gr(n,m)] are compatible only if
ch(T )ch(T ′) = ch(T ∪ T ′).
The “if” direction of Conjecture 8.10 is clear. If ch(T ) and ch(T ′) are compatible, then
ch(T )ch(T ′) is a cluster monomial. By Theorem 3.25, the cluster monomial ch(T )ch(T ′)
is ch(T ′′) for some T ′′. And by Lemma 3.20, we conclude that T ′′ = T ∪ T ′. Therefore
ch(T )ch(T ′) = ch(T ∪ T ′).
The combinatorial criterion for compatibility of Plu¨cker coordinates is known as weak
separation. It was conjectured by [48, 58] and proved by [16, 55]. As a first step to-
wards Conjecture 8.10, it would be interesting to verify that for single column tableaux,
ch(T )ch(T ′) = ch(T ∪ T ′) implies that PT and PT ′ are weakly separated.
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Example 8.11. The tableaux T =
1
2
5
and T ′ =
1
3
4
are compatible. We have
ch(T )ch(T ′) = P125P134 = P124P135 − P123P145 = ch(
1 1
2 3
4 5
) = ch(T ∪ T ′).
The sets {1, 2, 5} and {1, 3, 4} are weakly separated.
Example 8.12. The tableaux T =
1
2
4
and T ′ =
3
5
6
are not compatible. We have
ch(T )ch(T ′) = P124P356,
and
ch(T ∪ T ′) = ch(
1 3
2 5
4 6
) = P124P356 − P123P456.
The sets {1, 2, 4} and {3, 5, 6} are not weakly separated.
References
[1] T. Arakawa and T. Suzuki, Duality between sln(C) and the degenerate affine Hecke algebra, J. Algebra
209 (1998), no. 1, 288–304.
[2] A. I. Badulescu and D. Renard, Zelevinsky involution and Mœglin-Waldspurger algorithm for GLn(D),
Functional analysis IX, 9–15, Various Publ. Ser. (Aarhus), 48, Univ. Aarhus, Aarhus, 2007.
[3] D. Barbasch and D. Ciubotaru, Ladder representations of GL(n,Qp), Representations of reductive
groups, 117–137, Progr. Math., 312, Birkhuser/Springer, Cham, 2015.
[4] S. Billey, M. Konvalinka, T. K. Petersen, W. Slofstra, and B. E. Tenner, Parabolic double cosets in
Coxeter groups, Electron. J. Combin. 25 (2018), no. 1, Paper 1.23, 66 pp.
[5] M. Brito and V. Chari, Tensor products and q-characters of HL-modules and monoidal categorifications,
arXiv:1901.07020 [math.RT] (2019).
[6] I. N. Bernstein and A. V. Zelevinsky, Induced representations of reductive p-adic groups. I, Ann. Sci.
E´cole Norm. Sup. (4) 10 (1977), no. 4, 441–472.
[7] N. Bourbaki, Lie groups and Lie algebras, Chapters 4–6, Translated from the 1968 French original by
Andrew Pressley, Elements of Mathematics (Berlin), Springer-Verlag, Berlin, 2002.
[8] E. Casbi, Dominance order and monoidal categorification of cluster algebras, arXiv:1810.00970
[math.RT] (2018).
[9] N. Castronuovo, The dominance order for permutations, Pure Math. Appl. 25 (2015), no. 1, 45–62.
[10] S. Cautis, J. Kamnitzer, and S. Morrison, Webs and quantum skew Howe duality, Math. Ann. 360
(2014), no. 1–2, 351–390.
[11] V. Chari and A. Pressley, A guide to quantum groups, Cambridge University Press, Cambridge, 1994.
xvi+651 pp.
[12] V. Chari and A. Pressley, Quantum affine algebras and their representations, Representations of groups
(Banff, AB, 1994), 59–78, CMS Conf. Proc., 16, Amer. Math. Soc., Providence, RI, 1995.
[13] Vyjayanthi Chari and Andrew Pressley, Quantum affine algebras and affine Hecke algebras, Pacific J.
Math., 174(2), 295–326, 1996.
QUANTUM AFFINE ALGEBRAS AND GRASSMANNIANS 43
[14] V. Chari and A. Pressley, Factorization of representations of quantum affine algebras, Modular interfaces
(Riverside, CA, 1995), 33–40, AMS/IP Stud. Adv. Math., 4, Amer. Math. Soc., Provdence, RI 1997.
[15] V. G. Drinfeld, A new realization of Yangians and of quantum affine algebras, (Russian) Dokl. Akad.
Nauk SSSR 296 (1987), no. 1, 13–17; translation in Soviet Math. Dokl. 36 (1988), no. 2, 212–216.
[16] V. I. Danilov, A. V. Karzanov, and G. A. Koshevoy,On maximal weakly separated set-systems, J. Algebr.
Comb. 32 (2010), no. 4, 497–531.
[17] B. Duan and R. Schiffler, A geometric q-character formula for snake modules, arXiv:1905.05283
[math.QA] (2019).
[18] J. Du, Canonical bases for irreducible representations of quantum GLn, Bull. London Math. Soc. 24
(1992), no. 4, 325–334.
[19] S. Fomin and A. Zelevinsky, cluster algebras I: Foundations, J. Amer. Math. Soc. 15 (2002), 497–529.
[20] S. Fomin and A. Zelevinsky, Cluster algebras. IV. Coefficients, Compos. Math. 143 (2007), no. 1, 112–
164.
[21] C. Fraser, Braid group symmetries of Grassmannian cluster algebras, arXiv:1702.00385 [math.CO]
(2018).
[22] C. Fraser, T. Lam, I. Le, From dimers to webs Trans. Amer. Math. Soc. 371 (2019), no. 9, 6087-6124.
[23] E. Frenkel and E. Mukhin, Combinatorics of q-characters of finite-dimensional representations of quan-
tum affine algebras, Comm. Math. Phys. 216 (2001), no. 1, 23–57.
[24] E. Frenkel and N. Yu. Reshetikin, The q-characters of representations of quantum affine algebras and
deformations of W-algebras, Recent developments in quantum affine algebras and related topics (Raleigh,
NC, 1998), 163–205, Contemp. Math., 248, Amer. Math. Soc., Providence, RI, 1999.
[25] M. Gross, P. Hacking, S. Keel, and M. Kontsevich, Canonical bases for cluster algebras, J. Amer. Math.
Soc. 31 (2018), no. 2, 497–608.
[26] C. Geiß, B. Leclerc, and J. Schro¨er, Cluster structures on quantum coordinate rings, Selecta Math. (N.S.)
19 (2013), no. 2, 337–397.
[27] S. Fomin and P. Pylyavskyy, Tensor diagrams and cluster algebras, Adv. Math. 300 (2016), 717–787.
[28] M. Gekhtman, M. Shapiro, and A. Vainshtein, Cluster algebras and Poisson geometry, Mosc. Math. J.
3 (2003), no. 3, 899–934, 1199.
[29] V. Ginzburg and E. Vasserot, Langlands reciprocity for affine quantum groups of type An, Internat.
Math. Res. Notices, 3 (1993), 67–85.
[30] D. Hernandez, The Kirillov–Reshetikhin conjecture and solutions of T-systems, J. Reine Angew. Math.
596 (2006), 63–87.
[31] D. Hernandez and B. Leclerc, Cluster algebras and quantum affine algebras, Duke Math. J. 154 (2010),
no. 2, 265–341.
[32] D. Hernandez, B. Leclerc, Quantum Grothendieck rings and derived Hall algebras, J. Reine Angew.
Math. 701 (2015), 77-126.
[33] D. Hernandez and B. Leclerc, A cluster algebra approach to q-characters of Kirillov-Reshetikhin modules,
J. Eur. Math. Soc. (JEMS) 18 (2016), no. 5, 1113–1159.
[34] A. Henderson, Nilpotent orbits of linear and cyclic quivers and Kazhdan-Lusztig polynomials of type A,
Represent. Theory 11 (2007), 95–121.
[35] M. Kashiwara, On crystal bases of the Q-analogue of universal enveloping algebras, Duke Math. J. 63
(1991), no. 2, 465–516.
[36] S.-J. Kang, M. Kashiwara, M. Kim, and S.-j. Oh, Monoidal categorification of cluster algebras, J. Amer.
Math. Soc. 31 (2018), no. 2, 349–426.
[37] M. Kashiwara, M. Kim, S.-j. Oh, and E. Park, Cluster algebra structures on module categories over
quantum affine algebras, arXiv:1904.01264 [math.QA] (2019).
[38] Y. Kimura, Quantum unipotent subgroup and dual canonical basis, Kyoto J. Math. 52 (2012), no. 2,
277–331.
[39] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras, Invent. Math. 53
(1979), no. 2, 165–184.
[40] M. Kobayashi, Two-sided structure of double cosets in Coxeter groups, June 14, 2011, online:
http://www.math.titech.ac.jp/ tosho/Preprints/pdf/162.pdf.
[41] M. Khovanov and G. Kuperberg, Web bases for sl(3) are not dual canonical, Pacific J. Math. 188
(1999), no. 1, 129–153.
44 WEN CHANG, BING DUAN, CHRIS FRASER, AND JIAN-RONG LI
[42] G. Kuperberg, Spiders for rank 2 Lie algebras, Comm. Math. Phys. 180, no. 1 (1996), 109–151.
[43] B. Leclerc, Imaginary vectors in the dual canonical basis of Uq(n), Transform Groups 8 (2003), no. 1,
95–104.
[44] B. Leclerc, M. Nazarov, and J.-Y. Thibon, Induced representations of affine Hecke algebras and canonical
bases of quantum groups, Studies in memory of Issai Schur (Chevaleret/Rehovot, 2000), 115–153, Progr.
Math., 210, Birkhuser Boston, Boston, MA, 2003.
[45] G. Luzstig, Canonical bases arising from quantized enveloping algebras, J. Amer. Math. Soc. 3 (1990),
no. 2, 447–498.
[46] G. Luzstig, Total positivity in reductive groups, In Lie Theory and Geometry, Progress in Mathematics
123, Birklha¨user-Verlag, Basel-Boston (1994), 531–568.
[47] E. Lapid and A. Mı´nguez, Geometric conditions for -irreducibility of certain representations of the
general linear group over a non-archimedean local field, Adv. Math. 339 (2018), 113–190.
[48] B. Leclerc and A. Zelevinsky, Quasicommuting families of quantum Plu¨cker coordinates, Kirillov’s semi-
nar on representation theory, 85–108, Amer. Math. Soc. Transl. Ser. 2, 181, Adv. Math. Sci., 35, Amer.
Math. Soc., Providence, RI, 1998.
[49] G. Muller, The existence of a maximal green sequence is not invariant under quiver mutation, Electron.
J. Combin. 23 (2016), no. 2, Paper 2.47, 23 pages.
[50] R. J. Marsh, J. Scott, Twists of Plu¨cker coordinates as dimer partition functions, Comm. Math. Phys.
341 (2016), no. 3, 821-884.
[51] C. Mœglin and J.-L. Waldspurger, Sur l’involution de Zelevinski, J. Reine Angew. Math. 372, 136–177
(1986).
[52] H. Nakajima, t-analogue of the q-characters of finite-dimensional representations of quantum affine
algebras, Physics and combinatorics, 2000 (Nagoya), 196–219, World Sci. Publ., River Edge, NJ, 2001.
[53] H. Nakajima, Quiver varieties and finite-dimensional representations of quantum affine algebras, J.
Amer. Math. Soc. 14 (2001), 145–238.
[54] T. Nakanishi, A. Zelevinsky, On tropical dualities in cluster algebras, Algebraic groups and quantum
groups, 217-226, Contemp. Math., 565, Amer. Math. Soc., Providence, RI, 2012.
[55] S. Oh, A. Postnikov, and D. E. Speyer, Weak separation and plabic graphs, Proc. Lond. Math. Soc. 110
(2015), no. 3, 721–754.
[56] F. Qin, Triangular bases in quantum cluster algebras and monoidal categorification conjectures, Duke
Math. J. 166 (2017), no. 12, 2337–2442.
[57] B. Rhoades, M. Skandera, Kazhdan-Lusztig immanants and products of matrix minors, J. Algebra 304
(2006), no. 2, 793–811.
[58] J. Scott, Grassmannians and cluster algebras, Proc. London Math. Soc. (3) 92 (2006), no. 2, 345–380.
[59] C. S. Seshadri, Introduction to the theory of standard monomials, Second edition, Texts and Readings
in Mathematics, 46, Hindustan Book Agency, New Delhi, 2014.
[60] M. Skandera, On the dual canonical and Kazhdan-Lusztig bases and 3412-, 4231-avoiding permutations,
J. Pure Appl. Algebra 212 (2008), no. 5, 1086–1104.
[61] L. H. Shen and D. P. Weng, Cyclic Sieving and Cluster Duality for Grassmannian, arXiv:1803.06901
[math.RT] (2018).
[62] J. Tymoczko, A simple bijection between standard 3×n tableaux and irreducible webs for sl3, J. Algebraic
Combin. 35 (2012), no. 4, 611–632.
[63] E. Vasserot, Affine quantum groups and equivariant K-theory, Transformation Groups 3 (1998), no. 3,
269–299.
[64] A. V. Zelevinsky, Induced representations of reductive p-adic groups. II. On irreducible representations
of GL(n), Ann. Sci. E´cole Norm. Sup. (4) 13 (1980), no. 2, 165–210.
Wen Chang, School of Mathematics and Information Science, Shaanxi Normal University,
Xi’an, China, changwen161@163.com
Bing Duan, School of Mathematics and Statistics, Lanzhou University, Lanzhou, China,
duan890818@163.com
Chris Fraser, School of Mathematics, University of Minnesota, Minneapolis, USA, .
cfraser@umn.edu
QUANTUM AFFINE ALGEBRAS AND GRASSMANNIANS 45
Jian-Rong Li, Department of Mathematics and scientific computing, University of Graz,
Graz, Austria; Department of Mathematics, The Weizmann Institute of Science, Rehovot
7610001, Israel, lijr07@gmail.com
