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Applying the theory of generalized functions we obtain the Shannon sampling
theorem for entire functions Fz of exponential growth and give its error estimate
which shows how much the error depends on the sampling size and bandwidth for
given domain of the signal Fz. As an application we obtain a uniqueness theorem
for entire functions and temperature functions.  2002 Elsevier Science
1. INTRODUCTION
As generalizations of the famous Shannon sampling theorem many ver-
sions of sampling series have been proposed. For example, Campbell [C],
Izvekov [I], and Garcia [G] proved sampling theorems for the Fourier
transforms of distributions with compact supports. In view of the Paley–
Wiener theorem all the above results are nothing but sampling theorems
for entire functions Fz deﬁned in  satisfying the growth condition; there
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are positive constants C and N such that
Fz ≤ C1+ zN expay z = x+ iy
(1.1)
In particular, in Garcia [G], imposing an additional condition F  ∈ L2 he
obtained a simpler sampling series than those in [C, I].
In this paper we generalize the above result for entire functions of poly-
nomial growth on the real line to those of exponential growth and obtain
a Shannon sampling theorem for entire functions of signals Fz satisfying
the growth condition,
Fz ≤ C exp
(
Lz1/s + ay
)
 z = x+ iy(1.2)
for some positive constants CL a, and s > 1, which fails if s = 1. We
also give its error estimate which shows how it depends on the choice of
samples and sampling functions for given signals Fz, which turns out to
be better than those given in Campbell [C] for the Fourier transforms Fz
of distributions with compact supports. See the remark in Section 3.
As applications we also obtain the following uniqueness theorems for
entire functions and temperature functions:
(i) Let a < a′ be given positive numbers. Suppose that Fz is an
entire function deﬁned in  satisfying (1.2). Then Fz can be obtained by
the values Fπk/a′ k ∈ . In particular if Fπk/a′ = 0 for all k ∈  then
we must have F ≡ 0, which fails if s = 1 or a = a′.
(ii) Let Fz =∑k∈0 akzk satisfy ak ≤ CLk/ksk for some positive
constants CL, and s > 1. Then for every A > 0 Fz can be obtained by
the values FAk k ∈ . In particular if FAk = 0 for all k ∈  then we
must have F ≡ 0.
(iii) Let Ux t be a solution of the heat equation satisfying the fol-
lowing conditions; there exist positive constants C and L such that
Ux t ≤ C exp(L/t1/s − distx −a a2/8t) s > 1
(1.3)
If there exists t0 > 0 and b < π/a such that
U˜bk t0 = 0 k ∈ (1.4)
where U˜ is the partial Fourier transform of Ux t with respect to x, then
Ux t ≡ 0.
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2. SAMPLING SERIES AND UNIQUENESS THEOREM
In this section we prove a sampling theorem for entire functions satisfying
the estimate (1.2). Let s > 1 be the number given in the estimate (1.2).
Then we choose 1 < r < s and denote by ψrx the function
ψrx =
{
qr exp−1− x2−1/r−1 x < 1
0 x ≥ 1,(2.1)
where
qr =
( ∫ 1
−1
exp−1− x2−1/r−1dx
)−1

(2.2)
Then ψrx belongs to the Gevrey class of order r; that is, ψrx satisﬁes
the estimate: There exist positive constants A and h such that
ψpr x ≤ Ahpp!r p = 0 1 2 
 
 
 
(2.3)
We will ﬁnd constants A and h explicitly in the next section.
Note that ψrx becomes more regular as r > 1 tends to 1. We also
denote by Srz the Fourier transform ψˆrz of ψr . The function Srz will
be employed in constructing sampling functions of Fz satisfying (1.2).
Theorem 2.1. Let s > 1 and a > 0 be given and let Fz be an entire
function satisfying
Fz ≤ C exp
(
Lz1/s + ay
)
 z = x+ iy(2.4)
for some positive constants C and L. Then for every b > a and δ < b −
a Fz can be reconstructed by
Fz =
∞∑
k=−∞
F
(
πk
b
)
sinbz − πk
bz − πk Sr
(
δ
(
z − πk
b
))
(2.5)
where the convergence is uniform on compact subsets of .
To prove our main theorem we introduce brieﬂy a class of generalized
functions. For s > 1 we denote by s the Gevrey class of all inﬁnitely
differentiable functions satisfying the following estimate: For every compact
set K and for every H > 0 there exists a positive constant C such that
sup
x∈K
ϕpx ≤ CHpp!s for all p ∈ 0
where 0 is the set of nonnegative integers.
We call elements of s Gevrey functions of class s. We also denote
by sK  the set of all functions in s with support in K.
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Also, a linear form u on s is called a Gevrey ultradistribution with
support in K if for every compact neighborhood K′ of K there exist positive
constants H and C satisfying
uϕ ≤ C sup
p∈0
sup
x∈K′
ϕpx
Hpp!s
for every ϕ ∈ s. We denote by s ′K the set of all Gevrey ultradis-
tributions with support contained in K.
Let wx = χ ∗ ψr δx where χ is the characteristic function of −b b
and ψr δx = δ−1ψrx/δ. Then wx is a Gevrey function of class s
such that wx ≥ 0 wx = 1 in a neighborhood of −a a and supp w ⊂
−2b+ a 2b− a if δ < b− a. Furthermore, its Fourier transform wˆz is
given by
wˆz = χ̂zψˆr δz =
2 sinbzSrδz
z

(2.6)
Employing this function we now prove our main theorem.
Proof of Theorem 2.1. By the Paley–Wiener–Schwartz theorem for
Gevrey ultradistributions [K2, Theorem 1.1] F is the Fourier transform of
a Gevrey ultradistribution u ∈ s ′−a a. Let uεx = u ∗ ψr εx ε >
0. Then for all small ε > 0 the Fourier series expansion gives the equality
uεx =
1
2b
∑
k∈
uˆε
(
πk
b
)
e
iπkx
b (2.7)
where the equality holds in a small neighborhood of −a a. Multiplying
the cutoff function wx deﬁned above we have for all x ∈ 
uεx =
1
2b
∑
k∈
uˆε
(
πk
b
)
e
iπkx
b wx(2.8)
where the summation in the right hand side of (2.8) converges uniformly.
Now for any ϕ ∈ s we have∣∣∣∣uϕ − 12b ∑
k∈
F
(
πk
b
) ∫

e
iπkx
b wxϕxdx
∣∣∣∣
≤ uϕ − uεϕ +
∣∣∣∣uεϕ − 12b ∑
k∈
uˆε
(
πk
b
) ∫

e
iπkx
b wxϕxdx
∣∣∣∣
+ 1
2b
∣∣∣∣∣ ∑
k∈
(
uˆε
(
πk
b
)
− F
(
πk
b
)) ∫

e
iπkx
b wxϕxdx
∣∣∣∣∣ = Aε + Bε + Cε
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Let ε→ 0+. Then it is easy to see that Aε → 0. The uniform convergence
of the summation in (2.8) implies Bε = 0 for all small ε > 0. For the last
part Cε we have
Cε ≤
1
2b
∣∣∣∣ ∑
k∈
∣∣∣∣uˆε(πkb
)
− F
(
πk
b
)∣∣∣∣
∣∣∣∣ ∫

e
iπkx
b wxϕxdx
∣∣∣∣

In view of the Paley–Wiener–Schwartz theorem for Gevrey ultradistribu-
tions [K2, Theorem 1.1] there exists a constant L > 0 such that∣∣∣∣uˆε(πkb
)
− F
(
πk
b
)∣∣∣∣ exp−Lk1/s → 0
uniformly as ε→ 0+. Also, applying the Paley–Wiener theorem for Gevrey
functions [K1, Theorem 9.1] we obtain that for every h > 0 there exists a
constant C > 0 such that∣∣∣∣ ∫

e
iπkx
b wxϕxdx
∣∣∣∣ ≤ C exp−hk1/s

Taking h = 2L we have
Cε ≤ C1 sup
k∈
∣∣∣∣uˆε(πkb
)
− F
(
πk
b
)∣∣∣∣ exp−Lk1/s∑
k∈
exp−Lk1/s
which converges to 0 as ε→ 0+. Thus we obtain the formula
u = 1
2b
∑
k∈
F
(
πk
b
)
e
iπkx
b wx(2.9)
in the following sense:
uϕ = 1
2b
∑
k∈
F
(
πk
b
) ∫

e
iπkx
b wxϕxdx ϕ ∈ s

Taking the Fourier–Laplace transform on both sides of (2.9) we obtain the
desired formula (2.5) by the equality (2.6). This completes the proof.
As a direct consequence of the formula (2.5) we obtain a uniqueness
theorem for a class of entire functions.
Corollary 2.2. Suppose that Fz is an entire function satisfying (2.4)
and there exists a number a′ > a such that Fπk/a′ = 0 for all k ∈ ; then
we must have F ≡ 0.
Remark 1. The above result fails if s = 1 or a = a′. For Fz = sinaz
satisﬁes the growth condition
Fz ≤ expay ≤ expaz z = x+ iy
but Fπk/a = 0 for all k ∈ .
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Corollary 2.3. Let Fz = ∑n∈0 anzn satisfy an ≤ CLn/nsn for some
positive constants CL, and s > 1. Suppose that there exists a constant A > 0
satisfying FAk = 0 for all k ∈ . Then we must have F ≡ 0.
Proof. The assumption ak ≤ CLk/ksk implies
Fz ≤ C ∑
k∈0
Lkzk
ksk
≤ 2C sup
k
2Lzk
ksk
≤ 2C expHz1/s
where H = 2L/e1/s. This completes the proof in view of Corollary 2.2.
There are many theorems which show that a function and its Fourier
transform cannot simultaneously be very small at inﬁnity such as various
forms of the uncertainty principle and the basic results on quasianalytic
functions. The following theorem is one such result, which states that for a
Gevrey ultradistribution u the support of u and the distances of zeros of uˆ
cannot be very small simultaneously.
Corollary 2.4. Let u ∈ s ′−a a. Suppose that there exists a con-
stant b < π/a such that uˆbk = 0. Then u = 0.
Proof. By the Paley–Wiener theorem uˆz satisﬁes the growth condition
(2.3). Thus the assumption uˆbk = 0 implies uˆz ≡ 0, which means that
u = 0 in view of the Fourier inversion formula.
3. TRUNCATION ERROR
In this section we give bounds for the truncation error
ENz = Fz −
∑
k≤N
F
(
πk
b
)
sinbz − πk
bz − πk Sr
(
δ
(
z − πk
b
))
(3.1)
of the sampling series (2.5). To do this we need the following estimate.
Lemma 3.1. Let ψrx be given by (2.1). Then the Fourier transform Sr of
ψr satisﬁes the estimate; for all z ≥ h,
Srz ≤ qrer
∣∣∣ z
h
∣∣∣ exp(y − r∣∣∣ z
h
∣∣∣1/r) z = x+ iy(3.2)
where
h = 1+ 2
(
1+ sin θ0
sin θ0
)(
r − 1
cosθ0/r − 1
)r−1
 θ0 = min
{π
3

π
3
r − 1
}
and qr is given as in (2.2).
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Proof. It is well known that the function
φx =
{
exp−x−1/r−1 x > 0
0 x ≤ 0
satisﬁes the estimate; there exist positive constants A and H such that
φpx ≤ AHpp!r p = 0 1 2 
 
 
 

Indeed, if x > 0 then by the Cauchy integral formula we have
φpx = p!
2πi
∫
z−x=kx
exp−x−1/r−1
z − xp+1 dz
for all 0 < k < 1. Thus it follows that
φpx ≤ p!kx−p sup
z−x=kx
 exp−z−1/r−1

Choosing k0 = sin θ0 θ0 = minπ3  π3 r − 1 we have
φpx ≤ p!k0x−p
× exp−1+ k0−1/r−1 cosθ0/r − 1x−1/r−1
(3.3)
Taking supremum for x > 0 in the right hand side of (3.3) we have
φpx ≤ Hpp!r p = 0 1 2 
 
 
 
where
H =
(
1+ sin θ0
sin θ0
)(
r − 1
cosθ0/r − 1
)r−1
 θ0 = min
{π
3

π
3
r − 1
}


Using Faa` di Bruno’s formula for differentiation of composite functions we
obtain the following estimates:
ψpr x ≤ qr
p/2∑
k=0
p!φp−k1− x2
k!p− 2k! 2x
p−2k2k
≤ qr
p/2∑
k=0
p!
k!p− 2k!2H
p−kp− k!r
= qr
p/2∑
k=0
p!2Hp−k
k!p− k!
p− k!r+1
p− 2k!
≤ qr
2
2H + 1p sup
0≤k≤p/2
p− k!r+1
p− 2k!
≤ qr
2
2H + 1pp!r 

224 chung, chung, and kim
Now letting h = 2H + 1 we have
zpSrz = ψ̂pr z ≤
∫ 1
−1
ψpr te−itzdt
≤ qr expyhpp!r
for all p = 0 1 2 
 
 
 . Thus we have for all z ≥ h
Srz ≤ qr expy inf
p
h/zp
p!r
= qr expy
(
sup
p
z/hp
p!r
)−1
= qr expy
(
sup
p
z/hp/r
p!
)−r
≤ qrer
∣∣∣ z
h
∣∣∣ exp(y − r∣∣∣ z
h
∣∣∣1/r)

The last inequality can be obtained by the inequality
sup
xp
p!
≥ 1
x
ex−1
for all x ≥ 1. This completes the proof.
Now we give a bound of the truncation error ENz in (3.1). As stated
in Theorem 2.1, for given signal Fz satisfying the growth condition (2.4)
we can take arbitrary 1 < r < s b > a, and δ < b− a. Thus the error will
depend not only on the growth condition (2.4) and the sampling size but
also on the choices of r b, and δ. To see how the error depends on the
choices of r b, and δ for given sampling size or sampling width we give an
error estimate with the numbers r b, and δ free, even though this makes
the bounds of the error complicated. Recall that the constants CL, and s
are given in the growth condition (2.4) and qr and h are the constants in
Lemma 3.1 which depend on the choice of r.
Theorem 3.2. The truncation error ENz can be controlled by
ENz ≤ C ′ sinbz(3.4)
× exp
(
δy + r
(
δ
h
)1/r(
z1/r − 1
2
(
πN
b
)1/r))
for all z ≤ πN/b− h/δ. Here a bound of the constant C ′ can be given by
C ′ = Cqre
rbδ2s2s
3hLe2s exp
(
2s − r
s
(
4
s
)r/s−r
Ls/s−r
(
h
δ
)1/s−r)
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Proof. By the estimate (3.2) and the inequality x − yα ≥ yα −
xα 0 < α < 1 we have the estimate∣∣∣∣Sr(δ(z − πkb
))∣∣∣∣(3.5)
≤ qrer
∣∣∣∣δh
(
z − πk
b
)∣∣∣∣ exp
(
δy + r
∣∣∣∣δhz
∣∣∣∣1/r − r
∣∣∣∣δπkhb
∣∣∣∣1/r
)
for all z ≤ πN/b− h/δ. Also the growth condition of Fz gives∣∣∣∣F(πkb
)∣∣∣∣ ≤ C exp(L
∣∣∣∣πkb
∣∣∣∣1/s)
(3.6)
By combining the estimates (3.5) and (3.6), the error ENz is controlled
by
ENz ≤
∑
k>N
∣∣∣∣F(πkb
)
sinbz − πk
bz − πk Sr
(
δ
(
z − πk
b
))∣∣∣∣
≤ Cqrer
δ
bh
 sinbz exp
(
δy + r
∣∣∣∣δhz
∣∣∣∣1/r
)
× ∑
k>N
exp
(
L
∣∣∣∣πkb
∣∣∣∣1/s − r
∣∣∣∣δπkhb
∣∣∣∣1/r
)
≤ A1A2Cqrer
δ
bh
 sinbz
× exp
(
δy + r
(
δ
h
)1/r(
z1/r − 1
2
(
πN
b
)1/r))
for all z ≤ πN/b− h/δ, where the constants A1 and A2 are given by
A1 =
∑
k≥N
exp
(
−L
∣∣∣πk
b
∣∣∣1/s)
A2 = sup
t
exp
(
2Lt1/s − r
2
(
δ
h
)1/r
t1/r
)


Using the inequality exp−xd ≤ de/2−2/dx−2 we have
A1 ≤
(
2s
Le
)2s
b2/3

Also a simple calculation shows that
A2 = exp
(
2s − r
s
(
4
s
)r/s−r
Ls/s−r ·
(
h
δ
)1/s−r)


This completes the proof.
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We will compare our result with that of Campbell in [C, p. 631] for the
case of distributions.
Remark. Let F be the Fourier transform of a distribution with support
in −b+ δ b− δ. Then Fz satisﬁes the estimate (2.4) for all s > 0. Thus
the sampling series (2.5) is valid for r = 2. Indeed, in view of the Paley–
Wiener theorem there are positive constants C and β such that Fπk/b ≤
Cπk/bβ for all k ≥ 1. Using these inequalities instead of (3.6) we have
the following error estimate in this case; for all real t such that t ≤ πN/b−
h/δ,
ENt ≤ C ′ sinbt exp
((
δ
h
)1/2(
t1/2 − 1
2
(
πN
b
)1/2))
(3.7)
where C ′ = 13Cqre2b2β+ 4/e2β+4h/δβ+1 and h = 8
√
3+ 15/3.
Since the constant qr = 
∫ 1
−1 exp−1− x2−1dx
)−1
< 2
26 we have the
estimate C ′ ≤ 6Cb2β+ 4/e2β+4h/δβ+1.
Note that Campbell derived the following error estimate:
ENt ≤ C ′ sinbt
1
Nπ − bzj
(
Nπ
b
)r

(3.8)
Comparing (3.7) and (3.8) one can easily see that our result is much better
than that of Campbell. Roughly speaking, his estimate is less than the order
of N−m, but our estimate is less than the order of exp−√N.
4. APPLICATION TO TEMPERATURE FUNCTIONS
An inﬁnitely differentiable function Ux t deﬁned in 2+ =  × 0∞
is said to be a temperature function if it satisﬁes the heat equation
∂/∂t − 0Ux t = 0 in 2+

We denote by Ex t the one-dimensional heat kernel:
Ex t =
{√
4πt exp−x2/4t t > 0
0 t ≤ 0.
We ﬁrst represent Gevrey ultradistributions as the initial values of solu-
tions of the heat equation as in [M].
Lemma 4.1 [M]. Let u ∈ r ′K r > 1. Then its Gauss transform U
deﬁned by Ux t = u ∗ Ex t = uyEx − y t is a C∞ temperature
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function satisfying the following condition: For every δ > 0 there exist constants
C and L > 0 such that
Ux t ≤ C exp
(
L/t1/2r−1 − distxKδ2/8t
)
in 2+(4.1)
lim
t→0+
Ux t = u(4.2)
in the sense that
uϕ = lim
t→0+
∫
Ux tϕxdx for all ϕ ∈ r

Conversely, if a temperature function Ux t satisﬁes (4.1) then there exists
a unique element u ∈ r ′K such that
Ux t = uyEx− y t
(4.3)
Combining the above lemma and Corollary 2.4 we have the following
uniqueness theorem for temperature functions.
Theorem 4.2. Let Ux t be a temperature function satisfying the follow-
ing condition: There exist positive constants LC, and s > 1 such that
Ux t ≤ C exp(L/t1/s − distx −a a2/8t)(4.4)
there exists a constant t0 > 0 such that the partial Fourier transform(4.5)
Ûξ t0 vanishes at the points bk k ∈  for ab < π

Then Ux t ≡ 0.
Proof. Let r = s + 1/2. Then by Lemma 4.1 there exists a unique
element u ∈ r ′−a a such that
Ux t = u ∗ Ex t
(4.6)
Taking the partial Fourier transform on the both sides of (4.6) we have
Ûξ t = uˆξ exp−tξ2

The assumption (4.5) implies that uˆbk = 0 for all k ∈ n. Thus by
Corollary 2.2 we have u = 0, which implies that Ux t ≡ 0 by (3.6). This
completes the proof.
Remark. If we employ the result in [CK] instead of Lemma 4.1 the
growth condition (4.4) can be replaced by a little bit more general one:
There exist positive constants L and C such that
4
4′ Ux t ≤ C exp ML/t − distx −a a2/8t
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where Mt is the deﬁning function ofM2p/p! and the sequenceMp satisﬁes
(M.1), (M.2), and (M.3)′ in [K1] and the following condition (C); there
exists a positive integer k such that
lim inf
p→∞
(
mkp
mp
)2
> k
where mp = Mp/Mp−1 p = 1 2 
 
 
 . In fact, the condition (C) is equiva-
lent to the fact that M2p satisﬁes (M.3) in [K1]. See [CK] for more detail.
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