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Abstract
This paper shows that the optimal combination of social distancing and case de-
tection allows for complete and efficient eradication of COVID-19. The first contri-
bution is theoretical. I show that the optimal suppression-policy is a simple function
of observable sufficient-statistics, making it easily implementable. I prove that opti-
mal social distancing is the strongest when an outbreak is detected, and then gradually
relaxed. If case detection is sufficiently efficient, social distancing vanishes wholly
and quickly; otherwise, it needs to stay in place until a vaccine arrives. The second
contribution is quantitative. I find that, if Italy adopts digital contact tracing, total sup-
pression costs only 0.8% of annual GDP. In sharp contrast, under the current detection
efficiency, the total cost of suppression amounts to at least 14% of GDP.
∗First draft, May 15th.
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1 Introduction
What is the optimal response to a rapidly spreading and deadly infectious disease, when
no vaccine or efficient medication is available? Due to the COVID-19 pandemic, it has be-
come very urgent to answer this policy question. Despite facing the same threat, the policy
responses, and therefore the economic and health outcomes, are very heterogeneous among
countries. Some, such as Taiwan and Hong Kong, avoided to have an outbreak. Others,
such as New Zealand, Australia and China, controlled their outbreaks with heavy social
distancing and meticulous case detection using contact tracing. South Korea controlled an
initial outbreak even without relying on a lock-down. Some countries, such as Germany,
could not avoid applying strict lock-downs to reduce new infections, despite large efforts
in testing. Most countries were forced to helplessly impose strict lock-downs, when their
health care system started to collapse. Can the mentioned success stories be replicated in
other countries? If yes, how? What are the conditions to do so?
This paper shows how to optimally suppress a virus when the policymaker has two
tools: social distancing and case detection. Suppression pushes the viral growth rate into
negative terrain, such that the virus disappears in the long run. Another possible policy re-
sponse is mitigation, which I will discuss in the conclusion.2 Social distancing reduces the
growth rate of the virus by reducing the rate of social contacts between all individuals in
the population. Case detection, for instance with the help of contact tracing, is the policy of
actively finding infectious individuals and isolating them from the susceptible population.
The policymaker has to trade-off the cost of suppression measures against the flow of death
that results from infections. This trade-off is inherently dynamic because policy measures
at a certain point in time affect the flow of death in the future.
The first contribution of the paper is theoretical. I show that suppression is always pos-
sible, irrespective of the efficiency of case detection, and I characterize the properties of
the optimal policy . Suppose a policymaker discovers an outbreak of the virus. I prove
that, in the optimum, she immediately implements social distancing measures to reverse
the viral growth. As a consequence, the number of infectious reduces and converges to
zero. Importantly, as the number of infectious reduces, the policymaker gradually relaxes
the social distancing measures. The optimal response is instantaneous and the largest at the
2Mitigation controls the spread of the virus until contagions stop because the population achieves herd
immunity.
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onset. In particular, it is never optimal to "smooth in" social distancing, a mistake made by
many countries at the beginning of the COVID-19 pandemic. In the optimum, the number
of infections should never rise. If a policymaker observes signs of an increasing number
of infections - such as an increase in the flow of confirmed cases, symptomatic patients,
hospitalizations, or death - she should immediately strengthen social distancing measures.
In particular, any kind of stop and go policy is not optimal.
In the long-run, the optimal degree of social distancing depends crucially on the detection-
technology. In particular, what matters is the rate of detection when prevalence is low, i.e.,
the number of daily detected cases relative to the overall number of currently infectious
when the later is close to zero. Note that, due to decreasing returns to scale, the rate of
detection is maximal at zero prevalence. On the one hand, if the rate of detection at zero is
larger than the uncontrolled growth rate of the virus, optimal social distancing measures are
completely removed in the long run. It means that society is going back to normal, along
with the decreasing number of overall infectious in the population. Intuitively, the smaller
the number of infectious, the larger is the relative amount of control coming from case de-
tection. In the long run, case detection is efficient enough to control the virus completely.
On the other hand, if the rate of detection at zero is smaller than the uncontrolled growth
rate of the virus, optimal long-run social distancing is constant and positive.
The long-run behavior of the optimal policy has stark consequences for the total cost of
suppression. On the one hand, if social distancing goes to zero, the total cost of suppression
is bounded. On the other hand, if the optimal policy is constant in the long run, the total
cost is unbounded, even at the optimum, unless another solution for eradication, like a vac-
cine, is found. The result is due to the fact that the prevalence follows an exponential decay
process. In the long run, the reduction in infections becomes infinitely slow. In addition,
some degree of social distancing needs to stay in place. As a consequence, the total cost is
unbounded. However, despite this result, suppression may still be the optimal policy to fol-
low. A society may prefer keeping some degree of social distancing until a vaccine arrives,
instead of taking the deadly path towards herd immunity. The more efficient is the tracing
technology, the lower is the necessary amount, and therefore the cost, of social distancing.
These results suggest that efficient tracing, at least at low infection levels, has enormous
benefits. Its implementation should be a top priority for governments. Note, however, I do
not take welfare losses from an eventual loss in privacy into account.
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Two simple sufficient statistics characterize the optimal policy at each point in time:
first, the instantaneous growth rate of the virus, and second, the instantaneous flow of costs
from suppression measures and lives lost. A policy at a certain point in time is optimal if
the elasticity of the current growth rate to the current flow cost is equal to one. Note that
this property is somewhat surprising. In principle, the optimal policy at a certain point in
time depends on the past and the future. However, the two sufficient statistics contain all
relevant dynamic information. The condition gives specific and straightforward guidance
on how to relax social distancing measures over time, and, in particular, on how to organize
a de-confinement. To decide upon relaxing a certain confinement measure, the policymaker
only needs to evaluate its relative impact on the current flow of total cost and viral growth
rate. If the percentage reduction in cost is larger than the percentage increase in growth, a
measure should be relaxed. All results presented so far theoretical. They hold for any set
of parameter values.
The second contribution of the paper is quantitative. I calibrate the unknown functions
and parameter values in the case of Italy. I assume Italy starts to follow the optimal sup-
pression policy on May 11th. I calculate the optimal policy and its cost for three different
detection scenarios: first, Italy uses fast and efficient digital contact tracing like South Ko-
rea; second, Italy uses slower and less efficient manual tracing; and third, Italy continues
to detect cases at its current low rate.3 I find that, using digital tracing, the total cost of
suppressing COVID-19 is 0.8% of annual GDP. The strategy allows for a fast and contin-
uing reduction of social distancing. After 1.7 months already, optimal social distancing is
at such a low level that its flow-cost is only 1 % of daily GDP. Afterward, the daily cost
continues to converge to zero. The virus is entirely under control, and social activity is
back to a normal level well before a vaccine arrives. Additionally, the strategy is robust to
a certain degree of imported cases. The number of additional casualties under this strategy
would be 3,413.
When using manual contact tracing, I find that the total cost of suppression is 2.8% of
the annual GDP. The flow-cost of social distancing drops below 1% of daily GDP after 4
3Digital contact tracing uses mobile phone data to identify and inform the past contacts of a confirmed
infectious individual. It is particularly fast and efficient. Its maximal detection rate is 35% per day (Ferretti
et al., 2020). Manual contact tracing relies on teams of tracing personal who question confirmed infectious
and find their contacts manually. Its maximal detection rate is 10% per day. See Ferretti et al. (2020) for an
extensive discussion. Currently, Italy detects 2% of cases per day.
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months. Manual tracing is not efficient enough to allow for a total return to normality. In
the long run, some degrees of social distancing need to stay in place, however, its flow-
cost is only 0.1% of daily GDP. I consider two stopping points for the pandemic. First, in
the optimistic case, the virus disappears when prevalence falls below one case per million.
Second, in the pessimistic case, the virus disappears only when a vaccine arrives in one
and a half years. The total cost to reach both stopping points is essentially the same. The
number of additional casualties would be 3,444.
In stark contrast, the total cost of suppression in the no tracing scenario is 14% of an-
nual GDP in the optimistic case and 33% of annual GDP in the pessimistic case. The
reason is that optimal social distancing is very close to constant under this scenario. Its
flow-cost is 24% of daily GDP. The cost needs to be paid until the virus becomes extinct.
In the optimistic case, extinction takes place after 7.6 months. However, the assumption of
an extinction threshold is optimistic. If the virus survives in a small subpopulation in the
form of one infectious, or one new case is imported from abroad, the pandemic restarts.
Extinction by vaccination is robust to these concerns. In this case, a daily cost of 24% of
GDP needs to be paid until the vaccine arrives. Experts estimate the arrival time at about
one and a half years from now. The number of additional casualties for both cases would
be 5,985. I compare the optimal suppression policy with optimal mitigation policies in the
conclusion.
Methodologically, I exploit the fact that when the number of infectious is low com-
pared to the number of susceptible, a simple exponential growth process approximates the
dynamic behavior of infections well. In the limit, when the ratio of infectious per suscep-
tible goes to zero, the approximation is exact. Note that it is the relevant case for studying
suppression because the number of infectious goes to zero. The simplification avoids the
heavy SIR machinery currently used in the literature. Additionally, but not less importantly,
I eliminate the time variable from the planning problem, by writing it as a function of the
stock of infectious only. Using this trick is without loss of generality. As a consequence, I
can solve the model with pen and paper. It is imperative because it allows me to study the
dependence of the optimal policy and welfare on the unknown functions and parameters.
These unknowns are: the economic cost and viral growth impact of social distancing poli-
cies, the flow of death per infection and its social cost, the uncontrolled growth rate of the
virus, and the speed of tracing as a function of the overall stock of infected. Although in
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principle possible to estimate, at this stage we know very little about these key determinants
for optimal policy. Therefore, it is crucial to study the properties of optimal policy without
making restrictive assumptions on the unknowns.
The theoretical results follow from intuitive and straightforward properties of the prob-
lem. As already mentioned, the virus follows an exponential process. In the case of sup-
pression, the process is exponential decay. The relative speed of tracing is the highest when
the number of infectious is zero. It is when the most resources for tracing per infected in-
dividual are available. If even at zero, tracing is not efficient enough to be faster than the
virus, then some amount of social distancing is always necessary to keep the viral growth
rate in negative terrain. The viral growth rate is negative but bounded. Therefore, the de-
cay of the virus is infinitely slow in the limit, a basic property of exponential decay. Note
that an unbounded growth rate is infeasible. In particular, ignoring tracing for a moment,
it takes the same intensity and time of social distancing to reduce the number of infected
from 20 Million to 10 Million as from 20 to 10. The unit cost to reduce one infection goes
to infinity as infections converge to zero. Towards the end of the pandemic, it is necessary
to impose social distancing on the whole population for an extended period of time, just to
avoid one last transmission of the virus. Efficient tracing offers an easy solution. Assume,
at zero, tracing is faster than the growth of the virus. It follows that for a low enough num-
ber of infected, the virus disappears without the use of social distancing. All that is needed
are small and targeted interventions to find and remove the last cases. A simple policy
bounds the total cost of suppression. Use social distancing to push infections below the
critical level, and then, let tracing do its job. The optimal policy always combines tracing
with social distancing. However, it cannot be more costly than the simple policy.
The exact characterization of the optimal policy at each point in time by the two suffi-
cient statistics follows from a simple intuition as well. Consider a particular current level
of infectious, and consider the cost of reducing it by one unit. This unit cost is the current
flow cost from deaths and social distancing measures, multiplied by the time it takes to
reduce infections by one unit. Both factors, and therefore the product, depend on the inten-
sity of social distancing. The stricter social distancing, the higher the cost, and the lower
the time. The unit cost is at its minimum when the marginal change in cost divided by the
cost is equal to the marginal change in time divided by the time - a property of interior
extrema of products of functions. As time is inversely proportional to the growth rate, the
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same property is valid for the growth rate instead of time. What follows is the optimal-
ity condition as a relation of two simple sufficient statistics: the current flow cost and the
current growth rate. The optimal total cost is simply the integral over the optimal unit costs.
Relevant Literature This paper contributes to the economic literature on optimal dis-
ease control. A large and recent literature studies mitigation policies, using variants of the
SIR model augmented with economic interactions. Mitigation controls the spread of the
virus until contagions stop because the population achieves herd immunity. The policy is
very distinct from a suppression policies, which I study in this paper. I discuss the relation
of these two broad policy-approaches in the conclusion. The mitigation literature mostly
uses numerical methods to solve for the optimal policy, or to simulates the impact of cer-
tain policies of interest. See Acemoglu et al. (2020), Alvarez et al. (2020), Atkeson (2020),
Gollier (2020), Gonzalez-Eiras and Niepelt (2020), Miclo et al. (2020), Piguillem and Shi
(2020), Bethune and Korinek (2020), Eichenbaum et al. (2020), Farboodi et al. (2020),
Jones et al. (2020). The list is far from exhaustive. Garibaldi et al. (2020) and Assenza
et al. (2020) characterize the theoretical properties of the optimal mitigation policy.
A smaller part of the literature studies suppression. Gollier (2020) and Ugarov (2020)
simulate the impact of a uniform and strict lock-down, with the assumption that the last
cluster can be removed with tracing. Wang (2020) simulates the impact of mass testing and
shows that it can lead to suppression before herd immunity. I contribute to this literature
by explicitly characterizing the optimal time-variable suppression policy.
Closest to my paper are Piguillem and Shi (2020), and Alvarez et al. (2020). Piguillem
and Shi (2020) numerically solve for the optimal suppression policy in a SIR model under
social distancing and random testing. They assume the last cluster of the disease can be
removed by tracing. Alvarez et al. (2020) conduct a similar exercise but introduce tracing.
They explicitly assume a functional form for tracing. Both of these contributions are quan-
titative. I contribute to this literature by characterizing the optimal suppression policy as the
solution to simple sufficient statistics. I derive its properties under general functional forms
and parameter values. It is important because very little is know about key parameters
and relevant functions influencing optimal policy. I show which properties of the tracing
function have consequences for the optimal policy and its cost. The tracing function used
by Alvarez et al. (2020) is infinitely efficient in the limit. This property may pushes the
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quantitative analysis towards suppression instead of herd immunity as an exit strategy. The
quantitative results in my paper are novel as well. They contribute to the quantitative sup-
pression literature by explicitly considering different case detection policies.
Pueyo (2020) gives an extensive informal discussion of possible policy responses.
2 The Model
Assume there is an initial mass I0 of infectious individuals in a susceptible population. The
virus transmits from infectious to susceptible. Infectious individuals die or recover from
the disease after a certain time. If the mass of infected is small compared to the mass of
susceptible, the spread of the virus follows the differential equation:
I˙t = r
0It. (1)
It is the mass of infectious at time t and I˙t is its time derivative. r0 is the uncontrolled viral
growth rate. It consists of two parts: r0 = β − θ. β is the rate of new contagions, θ is the
rate of recovery or death from an infection. Assume that r0 > 0, the virus is spreading. The
equation describes an exponential growth process with a growth rate of r0. Note that at the
beginning of the process, the mass of susceptible is large compared to the mass of infec-
tious. However, that is also the case after an extended period of effective control measures
such as social distancing. Even if part of the population is immune, as long as It is small
compared to the number of susceptible, the above approximation is valid. The fraction of
immune agents will simply be captured by a lower r0.
The policymaker can alter the spread of the virus by using two tools: case detection,
and social distancing. Assume, in particular, the policymaker is interested in suppressing
the virus, i.e., It converges to zero.
2.1 Case Detection
Case Detection allows for quarantining a mass X of infectious individuals at each instant
of time. I assume infectious individuals in quarantine do not infect any susceptible indi-
viduals. X(I) is the daily flow of detected cases into quarantine. Intuitively, it is the speed
of detection. It depends on the mass of infected I . Assume X(0) = 0; if there are no
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infected, none can be detected. X ′(I) > 0; the speed of detection increases in the number
of infected. When there are more infected it is easier to find them. X ′′(I) < 0; the increase
in speed is decreasing in the number of infected. I assume that the overall capacity of
case detection is fixed. I leave a generalization of this assumption for future research. The
detection-technology becomes overwhelmed if there are too many infected, i.e., there are
decreasing returns to scale. In the limit, if I goes to infinity, X ′(I) goes to zero. Define the
detection rate as X(I)
I
. Intuitively, it gives the percentage of overall cases that are detected
daily. Under the above assumptions, the detection rate is decreasing in I . It is the largest at
zero. The detection rate at zero is a key parameter for the analysis. Denote it as ξ0:
ξ0 = lim
I→0
X(I)
I
= X ′(0). (2)
Lemma 1. .
If the detection rate at zero is larger than r0, then there exists a level of infections I∗, such
that for all I < I∗, it holds that I˙ < 0. I∗ is the point where r0I∗ = X(I∗).
It means that, as soon as new infections are below the threshold I∗, It converges to zero
without any other policy intervention. The intuition behind this result is simple. The time
derivative of infections is equal to
r0I −X(I). (3)
The first summand is the speed at which the virus grows. It is decreasing in the number
of infected, and it is zero in zero. The second summand is the speed at which infections
are detected. Like the speed of viral growth, it decreases in the number of infected, and it
is zero in zero. However, the relative speed of growth of the virus is constant, while the
relative rate of tracing increases as I decreases. It is the largest at zero. What matters is
if there is an infection level I∗, at which tracing is faster than the virus. Two cases are
possible:
1. ξ0 < r0, tracing is never faster than the virus. In this case, detection alone can never
suppress the virus.
2. ξ0 > r0, close enough to the origin, detection is faster than the virus. In particular,
this is the case for all I < I∗. If I < I∗, tracing alone suppresses the virus.
In particular, it may hold that ξ0 = ∞. Detection fulfills an Inada condition. In this case,
suppression follows an accelerating decay process.
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2.2 Social Distancing
Assume social distancing policies are indexed by p ∈ [0, 1]. Each policy p has mass zero.
Each p reduces the growth rate of the virus by dr(p) and has a social cost dc(p). Assume
policies are indexed such that the cost benefit ratio dc(p)
dr(p)
is increasing. Also, assume that
dc(0)
dr(0)
= 0. Applying policies 0 to p has a growth impact of
r(p) =
∫ p
0
p′(p˜)dp˜. (4)
Assume that there are enough policies available such that r(1) >> r0. Strict enough
measures allow pushing the growth rate of the virus below zero, i.e., exponential decay.
Denote by pt the fraction of policies applied by the policymaker at time t. The spread of
the virus follows the process:
I˙t = (r
0 − r(pt))It. (5)
If r(pt) > r0 the process follows an exponential decay. Physically, for any initial level of
infections I0, the suppression of the virus is possible by keeping r(pt) > r0. However,
assume pt is large enough but constant. It follows that I˙t goes to zero as It goes to zero.
The smaller It, the slower the suppression is advancing. In the limit, the process becomes
infinitely slow.
The flow cost of applying policies 0 to p is
c(p) =
∫ p
0
c′(p˜)dp˜. (6)
To summarize, the functions r(p) and c(p) have the following properties: they are increas-
ing and zero at zero, c
′(p)
r′(p) is increasing and zero at zero, and r(1) >> r
0. Sometimes it is
more convenient to express the flow-cost as a function of r instead of p:
c(r) = c(p(r)). (7)
It follows that c(r) is increasing and convex. The cost as well as the marginal cost are zero
in the origin: c(0) = 0 and c′(0) = 0. Note that this is an abuse of notation. I use the same
letter for two different functions. Which function is meant will be clear from the context.
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Assume the policy maker wants to minimize the total economic cost of reducing infec-
tions from I0 to 0:
C = min
p(.)
∫ 0
I0
c(p(I))
I˙(I)
dI. (8)
The solution to the problem is an optimal control function p∗(I). I integrate over the num-
ber of infections instead of over time. Therefore, I need to divide the economic flow cost
by the flow of infections I˙ . Mathematically, I change variable from t to I in the optimal
control problem.
Define the optimal unit cost of reducing an infection as
dC(I)
dI
=
c(p∗(I))
−I˙(I) . (9)
Intuitively, consider the minimal cost ∆C to reduce infections by a small amount ∆I . The
optimal unit cost is ∆C
∆I
.
Proposition 1. .
1. When only using social distancing, the optimal cost-minimizing policy is constant
over time.
2. The optimal policy p∗ is equal to
c′(p∗)
c(p∗)
=
1
r(p∗)− r0 . (10)
3. Assume c(r) is iso elastic. It follows that the optimal effect of social distancing r∗ is
equal to
r∗ = r0
ζ1 − 1
ζ1
, (11)
where ζ1 > 1 is the cost-elasticity.
4. The optimal unit cost of reducing an infection dC(I)
dI
goes to infinity as I goes to zero.
All proofs are in the appendix. The cost-efficiency of social distancing measures de-
creases as I decreases, even in the optimum. The reason, as discussed above, is that the
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reduction in infectious becomes infinitely slow as I goes to zero. This result is quite in-
tuitive. Given a certain intensity of social distancing, it takes the same time to reduce
infections from 10 million to one million as reducing them from 10 to 1. Suppressing the
virus by social distancing is possible, but very costly. If one takes the model literally, sup-
pression takes infinitely long, and therefore, it is infinitely costly. Note that the policy p∗
is the cost-minimizing policy in an economic sense. When maximizing social welfare -
which takes the social cost of the flow of death into account- the result becomes even more
extreme. Below I solve for the optimal policy, taking economic and social cost into account.
A word of caution. Modeling infections as a continuous mass has its limits when it
represents only a handful of cases in the population. As soon as the number of infected is
low, the transmission becomes granular. The literature uses a convenient shortcut to solve
this problem. It assumes that the virus dies as soon as infections fall below some critical
value I . Under this assumption, the time to suppress the virus is finite. However, the results
above still hold. If I is close to zero, the relative cost of reducing the last infections is "close
to infinity," i.e., very large.
3 The Optimal Policy
Assume there is a flow cost vI coming from the mass of infections. Note that infections
resolve at some rate of θ. Individuals are not infectious forever. They recover, or they die
at rate θ. Denote the probability that the outcome of an infection is death by δ. Denote the
statistical value of life by l. The flow cost per infection v is equal to v = θδl.4 The cost can
be generalized to a nonlinear cost in I , accounting for congestion effects in the health care
sector. The problem of the policymaker is:
min
pt
C(pt) =
∫ ∞
0
c(pt) + vItdt (12)
such that
I˙t = (r
0 − r(pt))It −X(It). (13)
For now, I neglect time discounting. This assumption simplifies the problem considerably.
Time discounting is not very important for the problem of the optimal suppression policy.
4 v may be interpreted more broadly as containing all other costs caused by an infection, such as the
dis-utility of being sick and chronic damages caused by the virus.
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The time frame is days and daily interest rates are very low. The solution to the problem
is an optimal control function pt. Assume that at the optimum limt→∞ It = 0 and I˙t < 0
for all t. These assumptions can be verified ex-post. However, they are very intuitive. If It
does not converge to zero the integral does not exist as the integrated cost is infinitely large.
I˙t ≥ cannot be optimal as letting infections grow increases the cost from death vI and only
transfers the cost of reducing infections to a later point in time. Under these assumptions, It
is strictly decreasing in time and therefore invertible. Use the invertibility of I to eliminate
time in the minimization problem (12):
min
p(.)
C(p(.)) =
∫ 0
I0
c(p(I)) + vI
I˙(I)
dI, (14)
where
I˙(I) = (r0 − r(p(I)))I −X(I). (15)
The solution to the problem is a control function p(I). It is the solution to a simple point
wise minimization of the above integral.
Proposition 2. .
There always exists a unique optimal suppression policy p(I). In particular, for each
amount of currently infectious I , the optimal policy solves:
c′(p)
c(p) + vI
=
r′(p)
r(p) + X(I)
I
− r0 . (16)
In words, a policy is optimal if at each point in time, its relative effect on the flow cost is
equal to its relative effect on the viral growth rate.
3.1 The Intuition Behind Proposition 2
To better understand the intuition behind the optimality condition, it is useful to recall each
mathematical step in the derivation intuitively:
The first step is the change in the variable from t to I . Integrating over time means
summing the flow costs at each point in time. Integrating over I means summing the flow
cost for each reduction in I . The policymaker would like to reduce new infections from
I0 to 0. It is useful to think about the reduction as of a distance to cover. In particular,
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partition the distance into many small and constant intervals of ∆I . The minimization
problem consists in minimizing the cost for each of these intervals. The cost to reduce new
infections at I to I−∆I depends on the flow cost and the time it takes to cross the interval:
(c(p) + vI)︸ ︷︷ ︸
flow cost
× ∆t(I, p)︸ ︷︷ ︸
crossing time
. (17)
Note that the crossing time is a function of p and I:
∆t =
∆I
(r(p)− r0)I +X(I) . (18)
To find the optimal policy p(I), take the logarithm of the above expression and perturb the
current policy p by a small amount ∆p to derive a change in cost ∆C:
∆C =
(
c′(p)
c(p) + vI
+
∂∆t(I,p)
∂p
∆t(I, p)
)
∆p. (19)
A policy is optimal if there exits no policy perturbation that reduces the cost. It is the
case when the expression in brackets is equal to zero. Instead of using ∆t in the condition
above, it is possible to express the same condition as a function of the growth rate of the
virus. Define the growth rate g as I˙
I
. The crossing time ∆t is inversely proportional to the
growth rate:
∆t(I, p) =
∆I
I
1
−g(I, p) . (20)
Therefore, the change in cost ∆C as a function of the growth rate is:
∆C =
(
c′(p)
c(p) + vI
−
∂−g(I,p)
∂p
−g(I, p)
)
∆p. (21)
Using the definition of the growth rate gives the expression in Proposition 2:
c′(p)
c(p) + vI
=
r′(p)
r(p) + X(I)
I
− r0 . (22)
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3.2 The Policy Implications of Proposition 2
Two simple sufficient statistics characterize the optimal policy: the current flow-cost and
the current growth rate of the virus. The policymaker only needs to consider the relative
change of these two statistics to a change in policy, to evaluate the optimality of the current
policy. Optimality solely depends on current variables, which is somewhat surprising. The
problem is a dynamic optimization problem, and, in principle, a decision at a certain point
in time needs to account for its effects on the whole future to be optimal.
In particular, the optimality condition gives specific guidance to organize a de-confinement
after an extended lock-down. For relaxing a certain confinement measure, the policymaker
only needs to evaluate its relative impact on the current social cost and viral growth rate. If
the relative reduction in cost is larger than the relative increase in growth, a measure should
be relaxed. For instance, a policymaker may want to evaluate reopening a particular sector
of the economy, for example, construction. The policymaker only needs information on
how many percentage points such a measure would ease the current cost of the confine-
ment and by how many percentage points it would increase the current growth rate of the
virus to make an optimal decision.
Note that how to reopen, which is which policy to reverse first, is determined by the
ratio dc(p)
dr(p)
. Policies with a high ratio should be relaxed first. While the question of which
policy to reverse first is by no means trivial empirically, it is not very difficult to answer
theoretically. The harder theoretical question is how fast to reopen, which is determined
by the above optimality condition. The optimality condition is robust to complementaries
between policies, both in cost and in growth impact. The optimal decision only depends on
the marginal impact of the most efficient policy at a certain point in time.
3.3 The Properties of the Optimal Policy
It is simpler to use r as a control variable instead of p, to derive the properties of the optimal
policy. Note that such a change in the variable is without loss of generality. The optimal
policy is characterized by a function r(I).
Proposition 3. .
1. In the optimum, social distancing measures are always positive, and increasing in the
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number of infectious. Social distancing is the largest at the beginning when I = I0,
and than gradually released, as the number of infectious decreases:
r(I) > 0, for all I > 0, and r′(I) > 0. (23)
2. In the limit, as I goes to zero, the optimal policy r(I) has the following properties:
• If ξ0 ≥ r0, social distancing goes to zero: limI→0 r(I) = 0;
• If ξ0 < r0, social distancing goes to a constant: limI→0 r(I) = 2(r0 − ξ0) > 0.
3. Under the optimal policy, the growth rate of I is negative: g(I) < 0. In the limit it
is equal to limI→0 g(I) = −|ξ0 − r0|. In particular, the growth rate goes to −∞ if
ξ0 =∞.
Note that for the case ξ0 < r0, I assume a quadratic cost to derive the results above.
The proposition underlines the key role of ξ0, i.e., the rate of detection at zero. It governs
the amount of time it takes to suppress the virus and the optimal policy in the limit. If
detection is efficient enough, it is possible to gradually go back to normal. However, it
is not the case when case detection is not efficient enough. Note that the efficiency of
detection is characterized sharply by the derivative of the flow of detections in zero. With
inefficient detection, some amount of social distancing needs to stay in place "forever,"
with stark consequences for the total cost. "Forever" stands for the time until another
solution, like a vaccine, is found. However, the efficiency of detection still matters in this
case. It determines the level of necessary social distancing in the limit. The necessary level
may contain only mild measures such as washing hands, wearing masks, and forbidding
mass events. In the next step, I study the cost of suppression at the optimum. The above
proposition already gives a preview for the case where ξ0 < r0. The optimal policy does
not go to zero in the limit; therefore, the cost of applying it does not go to zero. On top of
that, the time to suppress is infinite. It will follow that suppression is infinitely costly in
this case.
3.4 The Cost of the Optimal Policy
In the optimum, the total cost of suppressing I0 infectious is
C =
∫ I0
0
c(r(I)) + vI(
r(I) + X(I)
I
− r0
)
I
dI, (24)
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where r(I) denotes the optimal policy. The unit cost of suppression, intuitively, the cost to
suppress one more infectious, is equal to
dC
dI
=
c(r(I))(
r(I) + X(I)
I
− r0
)
I
+
v(
r(I) + X(I)
I
− r0
) . (25)
It consists of two parts: an economic unit cost, which comes from the taken suppression
policies, and a social unit costs, which comes from the flow of death.
Proposition 4. .
Case 1, ξ0 > r0:
• As I converges to zero, the economic unit cost of suppression converges to zero, and
the social unit cost of suppression converges to v
ξ0−r0 ≥ 0. In particular, if ξ0 = ∞,
also the social unit cost is zero.
• The total cost of suppression is bounded.
Case 2, ξ0 < r0:
• As I converges to zero, the economic unit cost of suppression converges to infinity,
and the social unit cost of suppression converges to v
r0−ξ0 > 0.
• The total cost of suppression is infinite.
The case ξ0 < r0 assumes a quadratic cost. The proposition underlines the importance
of the properties of case detection when I goes to zero. If the rate of detection is high
enough, it is possible to gradually go back to normal, which bounds the total cost of sup-
pressing the virus. If the rate is not high enough, the total cost is infinite. It comes from
the fact that social distancing measures need to stay in place forever. The reason is that
the suppression becomes infinitely slow in the limit. However, this does not mean suppres-
sion is not a good idea. The necessary long-run distancing measures may be very mild,
and therefore worth enduring. Even if ξ0 < r0, its size still matters, because it determines
the amount of social distancing necessary in the long run. It may still be cheaper to sup-
press the virus and wait for a vaccine than to use another solution, such as herd immunity.
Especially, suppression avoids the risk that the virus mutates and becomes endemic.
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4 Quantitative Results
To implement an optimal policy, it is necessary to know the functions c(p), r(p) and X(I),
as well as the parameters r0 and v. To estimate these functions should be a top priority for
future research. In particular, the properties of X(I) for small values of I are especially
important. They drive the optimal policy at the end of the suppression process, where so-
cial distancing loses its effectiveness. The calibration exercise in this chapter uses a rough
approximations of these functions. The exercise is useful to obtain rough estimates of the
cost of different policy options. On top of that, it illustrates the qualitative results from the
former sections.
I calibrate my model in the case of Italy.
4.1 Data Sources
I use frequently updated epidemiological data from the Institute for Health Metrics and
Evaluation (IHME) at the University of Washington. They provide a time series of con-
firmed cases, as well as estimates for the real number of daily infections for many coun-
tries. Their estimates are based on Murray et al. (2020). I use data from Italy and South
Korea.
4.2 Calibration
4.2.1 Parameters Literature
I use the following parameters from the literature as a starting point for my calibration:
Parameter Symbol Value Source
Mortality rate δ 0.01 Alvarez et al. (2020)
Time of contagiousness 1
θ
6 days Fernández-Villaverde and Jones (2020)
Value of statistical life vsl 20 GDPcapita Alvarez et al. (2020)
Uncontrolled growth rate r0 0.14 Ferretti et al. (2020)
Max. rel. speed digital tracing ξd0 0.35 Ferretti et al. (2020)
Max. rel. speed manual tracing ξm0 0.1 Ferretti et al. (2020)
GDP loss strict lock-down cLD 0.5 Gollier (2020)
Table 1: Parameters Literature
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4.2.2 The Cost Function
I use a direct relation between the cost of social distancing, measured as lost GDP, and the
reduction in the viral viral growth rate r. I assume the function is iso-elastic:
c(r) = ζ0r
ζ1 , (26)
where ζ0 > 0 and ζ1 > 1. Note that, under the assumption of an iso-elastic cost, and
neglecting the value of lives lost as well as tracing, it holds that the optimal r solves
ζ1 =
r
r − r0 . (27)
From the the 10th of March until the 26th of April the Italian government imposed a
nation wide lock-down. A lock-down is a strict form of social distancing. Any no-essential
social contact is forbidden. A large part of the population is forced to stay at home, i.e., a
"stay-at-home order". Going outside is permitted only if absolutely essential. To calibrate
ζ1, I assume the strict lock-down in Italy was close to optimal. Note that Italy did not use
much tracing during the time of the lock-down. The value of lives lost is small compared
to the lost GDP. The assumption of optimality from the part of the government is strong.
However, in many countries such as France, Spain, the UK, and Germany, we have seen
very similar intensities of lock-downs. This is consistent with Equation (27). Note that
the optimal intensity of r does not depend on the level of infections. It only depends on
ζ1, which parametrizes the convexity of the cost. Once a country discovers an outbreak, it
should hit hard to reduce new infections. If tracing is infeasible in the short term, and the
number of death is relatively small, Equation (27) is a good approximation for the optimal
policy. The intensity of r does only depend on the convexity of the cost ζ1. Note that the
convexity should be similar between countries. The more convex the cost c(.), the more it
costs to implement a hard lock-down. The similar intensities in between different countries
suggest that governments followed, at least approximately, the optimal lock-down strategy.
A different interpretation of the optimality assumption is that it makes the results consistent
with the strict lock-down. In this case, the implied optimal policies are consistent with the
observed past behavior of the government, even if this past behavior was not optimal.
Under the assumption that the intensity of the lock-down was optimal, it is informative
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about the convexity of its cost. Using the epidemiological data from Murray et al. (2020), I
estimate the growth rate under the Italian lock-down at gLD = −0.036. I use the estimated
number of new infections form the peak on March 11th until the most recent estimates
on May 11th. Together with an uncontrolled growth rate of r0 = 0.14 (see Ferretti et al.
(2020)), I calculate the growth reduction from the lock-down at rLD = r0 − gLD = 0.176.
Using Equation (27), it implies an elasticity of ζ1 ≈ 5. Following Gollier (2020), I assume
a strict lock-down implies a daily GDP loss of around cLD = 50%. It implies a parameter
ζ0 ≈ 3000.
4.2.3 The Tracing Function
I use the following tracing function:
X ′(I) =
(
ξ
− 1
α
0 + ξ1I
)−α
, (28)
and X(0) = 0. The function fulfills the necessary properties of a tracing function, i.e., it is
zero at zero, increasing and convex. ξ0 > 0 is the value of the function for I = 0. Note that
it is equal to limI→0
X(I)
I
, i.e., the relative speed of tracing at zero. The parameter ξ1 > 0
controls the behavior of the function for large values of I . α ≥ 0 controls how fast X ′(I)
goes from ξ0 to its behavior for large I . Note that this function is quite general and contains
some intuitive tracing functions as special cases. For α = 0 it reduces to a constant returns
to scale tracing function: X(I) = ξ0I . In particular, if ξ0 is equal to the daily flow of tests,
it is equal to tracing under random testing. When ξ0 goes to infinity, the function reduces
to a power function as used in Alvarez et al. (2020). The disadvantage of a power function
is that X ′(0) = ∞ by assumption. This assumption is unrealistic. It makes tracing overly
efficient at the end of the epidemic.
To calibrate the parameters, I distinguish two cases: digital tracing and manual tracing.
I use micro estimates to calibrate the function for both cases. I use results from Ferretti
et al. (2020). This epidemiological paper estimates by how much optimal contact tracing
can reduce daily new infections. They compare digital contact tracing with manual contact
tracing. Ferretti et al. (2020) estimate that, under optimal conditions, digital contact tracing
can find infectious individuals at a rate of ξd0 = 35% per day. It means that the stock of
currently infectious can be reduced by 35% in one day. Manual contact tracing is much
slower. Because of unavoidable delays, the authors argue that optimal manual contact trac-
20
ing achieves a rate of ξm0 = 10% per day. I use these estimates as values for ξ0 in the
two cases. I assume that, if a country uses its full resources to find the last cases, tracing
achieves its optimal rate. However, as soon as the caseload grows, the system becomes
overwhelmed, and the efficiency of tracing decreases.
I calibrate ξ1 such that at a prevalence level of 10%, i.e., 10% of the population is in-
fected at the same time, X ′(I) = ξ0/10000, which is close to zero. It means that at a
prevalence level of 10%, the system is so overloaded that any further increase in the num-
ber of infected will not lead to more traced cases. To calibrate α, I use estimates of the
fraction of traced cases from Italy and South Korea. Using data from Murray et al. (2020),
I estimate that Korea, using digital tracing, at a prevalence of 60 infected per million, found
20 % of total cases daily. I assume the number of confirmed cases is equal to the number
of traced cases. Note that the estimated rate is not too far from the theoretical limit of 35%.
It implies that, for digital tracing, αd = 1.2. For manual tracing, I use the same proce-
dure using data from Italy. Recently, at an estimated prevalence level of 1000 per million,
Italy manages to confirm 2% of the total cases daily. It implies that, for manual tracing,
αm = 1.4.
4.2.4 Remaining Parameter Values
As already mentioned, I use r0 = 0.14 as in Ferretti et al. (2020).
To estimate the current prevalence in Italy, I use the data from Murray et al. (2020). I
use May 11th as a starting date because it is the last date of available observations. Murray
et al. (2020) estimate daily new infections. I use new infections to calculate the current
stock of infectious by summing the infections over the 6 preceding days. I assume an in-
fected stays infectious for 1/θ = 6 days, following Fernández-Villaverde and Jones (2020).
I find a current level of prevalence for Italy of I0 = 0.001.
To estimate the cost of the flow of death, I assume that an infectious dies with probabil-
ity δ = 0.01, following Alvarez et al. (2020). I assume that an infectious dies 1/θ = 6 days
after being infected. Note that, in general, this is not true. However, because I do abstract
from time discounting, this assumption is without loss of generality. Following Alvarez
et al. (2020), I use a value of statistical life of 20 times the annual output per capita. It
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follows that v = vsl ∗ 365 ∗ δ ∗ (1/θ) = 14.4. It means that if the whole population was
infected, society incurs a flow-cost from casualties of around 14 times its daily GDP. Note
that, because of the low prevalence level, my results are very insensitive to the assumptions
related to mortality.
4.2.5 Summary Relevant Parameters
Parameter Symbol Value Matched Moment or Source
Factor cost function ζ0 3000 GDP loss lock-down
Cost-elasticity ζ1 5 Lock-down intensity
Max. rel. speed digital tracing ξd0 0.35 Ferretti et al. (2020)
Max. rel. speed manual tracing ξm0 0.10 Ferretti et al. (2020)
Scalability digital tracing αd 1.2 Confirmed cases Korea
Scalability manual tracing αm 1.4 Confirmed cases Italy
Initial Prevalence I0 0.1% Estimate for Italy May 11th
Flow value of casualties v 14.4 Alvarez et al. (2020)
Uncontrolled growth rate r0 0.14 Ferretti et al. (2020)
Table 2: Relevant Parameters
4.3 Results
I take the current level of prevalence in Italy as given and analyze the optimal suppression
policy for three different tracing scenarios:
1. Italy continues to isolate infectious at the current rate of 2% per day. I refer to this
case as no tracing.
2. Italy adopts an optimal manual contact tracing strategy.
3. Italy adopts an optimal digital contact tracing strategy like South Korea.
To compare the three scenarios, I compare the intensity of the optimal social distancing
measures, their implied flow costs, the time it takes to reach certain thresholds in daily cost,
as well as the total cost.
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Cost or intensity measure No tracing Manual tracing Digital tracing
Optimal intensity r on May 11th 0.15 0.15 0.13
Implied daily cost [daily GDP] 24 % 24 % 13%
Time until cost drops to 10% of daily GDP never 35 days 10 days
Time until cost drops to 1% of daily GDP never 4 months 1.7 month
Daily cost in the limit 24% 0.1% 0
Time to reach extinction threshold 1 ppm 7.6 months 15 months 3.7 months
Total cost until extinction [annual GDP] 14.3% 2.7% 0.8%
Total additional death until extinction 5,985 3,444 3,413
Total cost until vaccine [annual GDP] 33 % 2.8% 0.8%
Table 3: Comparison Scenarios
The optimal reduction in the intensity of social distancing is such that r goes from 0.17
under the lock-down, to 0.15 (no tracing/manual tracing), and 0.13 (digital tracing). Some
degree of easing is optimal. The reason is that identifying a fraction of the contagious takes
over some of the burdens to keep viral growth at an optimal level. This modest reduction
in social distancing already has an important impact on economic cost. It reduces from
50% of daily GDP under the lock-down, to 24 % under no tracing/manual tracing, and
13% under digital tracing. It means that, on May 11th, it is possible to ease the lock-down
by around half, measured in lost daily GDP. An immediate switch to the Korean strategy
would allow for an easing of a factor of 4.
The cost of social distancing drops over time because the number of infectious reduces
and social distancing is gradually relaxed in the optimum. Under digital tracing, the cost
drops below 10% of daily GDP after ten days already. Under manual tracing, it takes 35
days to reach this point. However, under no tracing, this point is never reached. The op-
timal intensity is almost constant and stays close to 0.15. The cost of 24% of daily GDP
needs to be paid until the virus disappears. The time until the daily cost drops below one %
is 4 months under manual tracing vs. 1.7 month under digital tracing. Not that at this point
the crisis is de-facto over as the economy returns to an activity level very close to normal.
In the long run, the cost reduces further to 24% for no tracing (it is practically constant),
to 0.1% for manual tracing, and 0% for digital tracing. The numerical result confirms the
theoretical results. Only efficient tracing with ξ0 > r0 allows the society to go back to a
normal activity level. If tracing is inefficient, i.e., ξ0 << r0 relatively strong and costly so-
cial distancing measures need to stay in place. Mild efficiency, implies that measures have
to stay in place in the long run, however, they are mild and not very costly. For instance,
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this may corresponds to the case where society only imposes restrictions on mass events
and general hygiene measures such as mask wearing.
Next, to compare the total cost of the different strategies, following Piguillem and Shi
(2020), I assume the virus disappears when prevalence falls below an extinction threshold
of 1 infectious per million inhabitants. Piguillem and Shi (2020) use a threshold of 10
per million. I use a more conservative threshold because, currently, South Korea already
reached a prevalence of 6 per million, and the virus is not extinct.
The differences in cost between the different strategies are enormous. No tracing takes
7.6 months and costs 14.3% of annual GDP. Note that this cost is in addition to the already
incurred cost due to the strict lock-down. Manual tracing is slower but much less costly.
The reason is that social distancing is gradually relaxed in the optimum. It reaches a limit
where its cost is only 0.1% of daily GDP. The total cost is 2.7% of annual GDP. This cost is
still substantial. The cheapest option is digital tracing. The virus disappears in 3.7 months.
Social distancing is relaxed quickly and substantially, well before that date. The total cost
is only 0.8% of annual GDP. Note that this cost is by an order of magnitude smaller than
estimates for the total cost under optimal mitigation strategies. Acemoglu et al. (2020)
and Gollier (2020) evaluate mitigation strategies with age-depended social distancing mea-
sures. They find a total cost of mitigation in the range of 7 to 13 % of total GDP.
However, my estimate is somewhat optimistic as it relies on the assumption that the
virus disappears when prevalence falls below a prevalence of 1 per million. Note that this
assumption is very common in the literature and implicit in quantitative models. There are
two problems with this assumption. First, even if the assumption is correct, there is always
the possibility that a new case is imported after social distancing is relaxed. In this case, the
pandemic starts from the beginning. Second, the assumption may not be correct, even if the
system is closed and an import of cases can be avoided. Some cases may always survive in
a subset of the population. Therefore, it is safer to assume that the virus does never really
disappear by itself, prevalence converges to zero but never reaches the limit.
To compare costs in the case where there is no extinction threshold, I assume the pan-
demic is over after 1.5 years because a vaccine arrives. I assume that this arrival comes in
the form of a one-time, unanticipated shock. Under the no-tracing and the manual tracing
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strategy, the daily cost of social distancing is close to the long-run value after passing a
prevalence of 1 ppm. It means that this long-run cost needs to be paid from that point until
the vaccine arrives. Under this conservative assumption, the total cost for the two tracing
strategies stays essentially unchanged. The reason is that, after passing the threshold of
1 per million, optimal social distancing is low and not very costly anymore. This result
shows the big advantage of tracing, and especially efficient tracing, with ξ0 > r0. Trac-
ing controls the virus and social distancing can be relaxed, completely, or to a very low
level. Even imported cases are not a problem, because tracing removes them. Under digital
tracing, the society converges back to normal and the arrival of the vaccine is not even nec-
essary. Under manual tracing, the society incurs a trivial permanent cost of 0.1% of daily
GDP. The picture looks very different for the no tracing strategy. A relatively strong - and
therefore costly (24% of daily GDP) - amount of social distancing needs to be sustained
until the vaccine arrives, to avoid a new outbreak. The total cost is 33 % of annual GDP.
5 Conclusion
This paper characterizes the optimal policy to suppress COVID-19. I find that a complete
and efficient eradication of COVID-19 is possible at a reasonable economic cost of 0.8%
of annual GDP. The optimal suppression policy is easily implementable. However, some
crucial questions are still unanswered. In particular, is it more efficient to use mitigation or
suppression?
Mitigation controls the spread of the virus until contagions stop because the population
achieves herd immunity. The problem with this policy is that a very large part of the pop-
ulation has to get infected with the virus, which leads to an important number of lives lost.
On top of that, the strategy bears the risk that immunity vanishes, or that the virus mutates.
In both cases, the virus could become endemic, i.e., circulate in the human population for
a very long time. In contrast, suppression pushes the viral growth rate into negative terrain,
such that the virus disappears in the long run. The policy avoids the infection of a large
part of the population and the risk that the virus becomes endemic is very low.
If the current number of infectious individuals is sufficiently low, and case detection is
efficient enough, the answer to this question is undoubtedly suppression. The same is true
if the value of lives lost is large enough. However, for all other cases, it becomes much
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harder to take an optimal decision. Moreover, a decision needs to be taken. The two pol-
icy responses dictate a very different optimal time path of infections. A mitigation policy
lets infections grow at some point, because the virus needs to reach a large enough part of
the population. Optimal suppression never lets infections grow. The policy maker stands
at a crossroad and needs to decide which path to take. The total cost of either of them
is still very uncertain. It depends crucially on: the cost and viral growth impact of social
distancing policies, the speed of tracing, especially at low infection levels, the statistical
value of life, and the capacity of the health care system and its impact on mortality rates.
All of these variables are highly uncertain. Only the precise estimates of the mentioned
unknowns can give a definite answer to the question.
However, the calibration exercise in this paper can give rough guidance on how to an-
swer the question. I find that the total cost of suppression is 0.8% of annual GDP when
using digital contact tracing and 2.8% of GDP when using manual tracing. In comparison,
the cost-estimates of an optimal mitigation strategy range from 7% (Gollier, 2020), to 14%
(Acemoglu et al., 2020), to around 30% (Alvarez et al., 2020). The two lower numbers
rely on the assumption that is possible to shelter the most vulnerable part of the population.
None of these estimates take the risk that the virus could become endemic into account.
Additionally, mitigation strategies imply a much higher number of casualties. The cost-
estimates depend strongly on the statistical value of life. The comparison suggests that
suppression is the most cost-efficient strategy. It is certainly the strategy that reduces the
number of casualties.
Curiously, it is easier to find the exact optimal amount of social distancing at each point
in time when following suppression, than to decide on the optimal broad direction of policy.
The policymaker only needs to turn to the econometrician and the epidemiologist - they can
estimate the local impact of a policy change on the flow cost and the viral growth rate - and
apply the condition derived in this paper.
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A Appendix
A.1 Proofs
A.1.1 Proof Proposition 1
PROOF:
Guess that I˙ < 0 in the optimum and verify ex-post. The change of variable from t to I is
valid as I(t) is invertible. Minimize the integral point-wise to get the first order condition
c′(p)
c(p)
=
1
r(p)− r0 , (29)
which proves point two. The condition does not depend on I which proves point 1. For the
discussion of existence and uniqueness consider the proof of Proposition 2. Consider the
cost c(r) as a function of r instead of p, and assume it is iso-elastic:
c(r) = ζ0r
ζ1 , (30)
with ζ0 > 0 and ζ1 > 1. Point 3 follows from using c(r) in the FOC. Point 4 follows from
taking the limit in the definition of the optimal unit cost.
qed.
A.1.2 Proof Proposition 2
The minimum of the integral
min
p(.)
C(p(.)) =
∫ I0
0
− c(p(I)) + vI
(r0 − r(p(I)))I −X(I)dI (31)
is at the point-wise minimum of each integrand. Note that I swapped the bounds. Change
policy variable from p to r. For each I , the integrand is equal to
c(r) + vI(
r − r0 + X(I)
I
)
I
. (32)
Note that I˙ < 0 by assumption. Therefore, the denominator has to be positive, which is the
case when r > r0 − X(I)
I
. Also, r ≥ 0 by definition.There are two cases:
29
First, if r0 − X(I)
I
> 0 it holds that r ∈
(
r0 − X(I)
I
,∞
)
.
Second, if if r0 − X(I)
I
≤ 0 it holds that r ∈ [0,∞) .
Note that the integrand is finite, positive, and continuous for any interior r.
Lemma 2. There exists a minimum of the integrand and it is interior.
PROOF:
Case 1, r0 − X(I)
I
> 0:
It follows that r ∈
(
r0 − X(I)
I
,∞
)
. If r goes to the left limit, the integrand goes to infinity.
If r goes to the right limit, the integrand goes to infinity as well. To see that, take the limit:
lim
r→∞
c(r) + vI(
r − r0 + X(I)
I
)
I
= lim
r→∞
c(r)
r
= lim
r→∞
c′(r)
1
=∞. (33)
The integrand is finite, positive, and continuous for any interior r. It follows that there
exists an interior minimum.
Case 2, r0 − X(I)
I
< 0:
It follows that r ∈ [0,∞). At the left boundary, the integrand is equal to vX(I)
I
−r0 . The
minimum cannot be at zero, because the integrand is strictly decreasing in zero:
c′(0)
(
0− r0 + X(I)
I
)
I − (c(0) + vI) I(
0− r0 + X(I)
I
)2
I2
=
−v(
−r0 + X(I)
I
)2 < 0. (34)
If r goes to the right limit, the integrand goes to infinity. The argument is as in case 1. The
integrand is finite, positive, and continuous for all r. It follows that there exists an interior
minimum.
Case 3, r0 − X(I)
I
= 0:
It follows that r ∈ (0,∞). As case 1. The integrand goes to infinity at both boundaries.
qed.
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Any interior extremum fulfills the first order condition:
c(r) + vI(
r − r0 + X(I)
I
)
I
(
c′(r)
c(r) + vI
− 1
r + X(I)
I
− r0
)
= 0 (35)
Cancel the left factor and change the choice variable back from r to p to get the optimality
condition in Proposition 2.
Each interior extremum is a strict minimum. To see that, rearrange the first derivative
of the integrand to:
1(
r − r0 + X(I)
I
)2
I
(
− (c(r) + vI) + c′(r)
(
r +
X(I)
I
− r0
))
(36)
Take the derivative to get the second order condition. Note that it is equal to a′b + ab′
where a is the first factor above and b is the second factor. If the FOC holds, b is zero.
Also, a is always positive. The sign of the SOC only depends on the sign of b′. b′ =
c′′(r)
(
r + X(I)
I
− r0
)
, which is strictly greater than zero.
As each minimum is a strict minimum, and the function is continuous, there can only
be one minimum. In particular, it fulfills the first order condition.
qed.
A.2 Proof Proposition 3
Lemma 3. .
Consider the case where limI→0
X(I)
I
≥ r0. It follows that:
1) The optimal policy r(I) converges to zero as I converges to zero:
lim
I→0
r(I) = 0. (37)
2) For small I the optimal policy r(I) is approximately equal to
r(I) ≈ −
(
X(I)
I
− r0
)
+
√(
X(I)
I
− r0
)2
+ 2
v
c′′(0)
I. (38)
31
In particular, r(I) > 0 for I > 0.
3) For small I the growth rate under the optimal policy g(I) is approximately equal to
g(I) ≈ −
√(
r0 − X(I)
I
)2
+ 2
v
c′′(0)
I. (39)
4) For
lim
I→0
X(I)
I
=∞, it holds that lim
I→0
g(I) = −∞. (40)
The decay of the virus is accelerating as I approaches zero.
PROOF:
The optimality condition with r as the policy variable writes
c′(r)
c(r) + vI
=
1
r + X(I)
I
− r0 . (41)
Taylor approximate the function c(r) in the origin:
c(r) ≈ 1
2
c′′(0)r2. (42)
Use the approximation in the optimality condition to solve for Equation (38), which proofs
point 2). Note that r(I) is the solution of a quadratic equation. The second solution can
be discarded as it violates I˙ < 0. Point 1) follows from taking the limit in Equation (38).
Point 3) follows from using the definition of the growth rate. Point 4) follows from taking
the limit in Equation (39).
qed.
Lemma 4. .
Consider the case where limI→0
X(I)
I
= ξ0 < r
0. Assume that the cost function is quadratic:
c(r) = 1
2
c′′(0)r2 It follows that:
1) As I converges to zero, the optimal policy r(I) converges to:
lim
I→0
r(I) = 2(r0 − ξ0). (43)
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In particular, if there is no test and trace ξ0 = 0, and
lim
I→0
r(I) = 2r0. (44)
3) The optimal policy r(I) is equal to
r(I) = r0 − X(I)
I
+
√(
r0 − X(I)
I
)2
+ 2
v
c′′(0)
I. (45)
3) The implied optimal growth rate g(I) is equal to
g(I) = −
√(
r0 − X(I)
I
)2
+ 2
v
c′′(0)
I. (46)
In particular r(I) > 0 for all I .
4) Under the optimal policy r(I) the growth rate converges to
lim
I→0
g(I) = −(r0 − x0). (47)
PROOF:
As above. However, the cost function is quadratic by assumption and not by approxima-
tion.
qed.
Lemma 5. .
The optimal policy r(I) is strictly increasing in I:
r′(I) > 0. (48)
PROOF:
The optimal policy solves
c′(r(I))
c(r(I)) + vI
=
1
r(I) + X(I)
I
− r0 . (49)
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Differentiate with respect to I to obtain
r′(I) =
v − c′(r(I))d
X(I)
I
dI
−g(r(I), I)c′′(r(I)) . (50)
The expression is positive as v > 0, c′(.) > 0, d
X(I)
I
dI
< 0, g(r(I), I) < 0 and c′′(.) > 0.
A.3 Proof Proposition 4
Lemma 6. .
If ξ0 = ∞, the total unit cost of suppression goes to zero as the mass of infectious goes to
zero.
PROOF:
dC
dI
is the unit cost at the optimum. It is smaller or equal to the unit cost under any other
policy that satisfies I˙(I) < 0. In particular, take the policy r˜(I) = 0 for all I < I∗/2. It
follows that
0 ≤ c(r(I))(
r(I) + X(I)
I
− r0
)
I
+
v(
r(I) + X(I)
I
− r0
) ≤ v
X(I)
I
− r0 . (51)
Take the limit on both sides to obtain the result.
qed.
Lemma 7. .
If ξ0 > r0, the economic unit cost of suppression goes zero, and the social unit cost from
the flow of death goes to a constant, as the mass of infectious goes to zero.
PROOF:
Use the same argument as above. In the limit
0 ≤ lim
I→0
c(r(I))(
r(I) + X(I)
I
− r0
)
I
+
v
ξ0 − r0 ≤
v
ξ0 − r0 , (52)
which proves the result.
qed.
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Lemma 8. .
If ξ0 > r0, the total cost of suppression is bounded at the optimum.
PROOF:
The total cost of suppression at the optimum is smaller or equal to the total cost of suppres-
sion under any other policy that satisfies I˙(I) < 0. In particular, take the policy r˜(I) = 0
for I ≤ I∗/2 and r˜(I) = r0 for I > I∗/2. It follows that
∫ I0
0
c(r(I)) + vI(
r(I) + X(I)
I
− r0
)
I
dI ≤
∫ I∗/2
0
v
X(I)
I
− r0dI +
∫ I0
I∗/2
c(r0) + vI
X(I)
dI (53)
Both integrals exist, which gives the result.
qed.
Lemma 9. .
If ξ0 < r0, and the cost function is quadratic, the economic unit cost of suppression goes to
infinity and the social unit cost goes to a constant as the mass of infectious goes to zero.
PROOF:
Take the definition of the total unit cost and take the limit. Use the results from Lemma 4:
lim
I→0
c(r(I))(
r(I) + X(I)
I
− r0
)
I
+ lim
I→0
v(
r(I) + X(I)
I
− r0
) = c(2(r0 − ξ0))
r0 − ξ0 limI→0
1
I
+
v
r0 − ξ0 .
(54)
qed.
Lemma 10. .
If ξ0 < r0, and the cost function is quadratic, the total cost of suppression is infinite even
at the optimum.
PROOF:
Take the expression for the total cost and take the optimality condition to get
C =
∫ I0
0
c(r(I)) + vI(
r(I) + X(I)
I
− r0
)
I
dI =
∫ I0
0
c′(r(I))
I
dI (55)
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The optimal policy is increasing and larger than zero in zero; therefore
C ≥
∫ I0
0
c′(r(0))
I
dI =∞ (56)
qed.
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