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INTRODUCTION 
The aim of this paper is to use the theory of Grobner basis in the com- 
putation of the multiplicity of determinantal ideals and pfaffian ideals. We 
are motivated by the fact that there has been no simple algebraic proof 
for the following multiplicity formula for the determinantal ideal Z,, 1 
generated by the (r + 1 )-minors of a generic m x n matrix X = (X,) in the 
polynomial ring R = k[X] over a field k: 
e( R/Z, + 1 ) = det 
m+n-i-j 
m-i )I i, j= l,...,r 
Recently, S. Abhyankar succeeded in computing the Hilbert function of 
RIL + I explicitly [l]. He used combinatorial methods, but the computa- 
tion is rather complicated. A shorter version of Abhyankar’s computation 
was subsequently given by A. Galligo in [ 131. 
Let us now describe our approach. It is well known from the theory of 
Grobner bases that the Hilbert function of a homogeneous ideal Z in a 
polynomial ring R coincides with the one of the ideal Z* generated by the 
leading terms of the polynomials of Z. If Z* is generated by square-free 
monomials, which will be the case for determinantal ideals and pfaffian 
ideals, one can associate with Z* a simplicial complex d such that R/Z* is 
the face (Stanley-Reisner) ring of A. By a result of R. Stanley [33], the 
Hilbert function of this face ring can be expressed completeley in terms 
of the f-vector of the numbers of faces of different dimension of A. As a 
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consequence, one sees immediately that the Hilbert function of such ideals 
coincides with the Hilbert polynomial. This fact was one of the motivations 
for Abhyankar’s work. In particular, the multiplicity of R/Z* is equal to 
the number of the faces of d of maximal dimension. We shall see that in 
the case of determinantal ideals and pfaffian ideals, these faces can be 
characterized as families of non-intersecting paths whose number can be 
enumerated by a method of I. Gessel and G. Viennot [ 141. To compute 
Grobner bases for these ideals we follow an elegant method of B. Sturmfels 
in [35]. According to this method, one can first employ the straightening 
law on R, due to P. Doubilet, G. C. Rota, and J. Stein [ 121, to represent 
a suitable k-basis of such an ideal as a set of standard Young bitableaux, 
and then use the Knuth-Robinson-Schensted correspondence between 
standard Young bitableaux and matrices of non-negative integers [22] to 
compare the Hilbert function of the factor rings of the given ideal and the 
ideal generated by the leading monomials of the elements of the generators 
in question. Our approach, though not simple, has the advantage of using 
only standard techniques from combinatorics and commutative algebra 
and is therefore easily accessible. Moreover, this approach can be applied 
equally well to compute the multiplicity of determinantal ideals and pfaf- 
fian ideals in the weighted case including perfect ideals of codimension 2 
and Gorenstein ideals of codimension 3. 
First we consider the following natural class of ideals generated by 
minors of different sizes. Let M= [a,, . . . . a, 1 b,, . . . . b,] be a bivector of 
positive integers, a, < . . . < a, <m, b, < . ‘. < b, < n. Let D, denote the 
part of the matrix X consisting of the first a,- 1 rows and the first b,- 1 
columns, t = 1, . . . . r, and set D,, , = X. Let P, is the ideal generated by all 
r-minors of D,, t = 1, . . . . r + 1. Then P, is the ideal generated by the order 
ideal cogenerated by the associated minor of M, where the partial order 
comes from the straightening law on R [7]. The class of the ideals P,,, was 
first studied by M. Hochster and J. A. Eagon [20]. Meanwhile it has been 
realized that the varieties defined by the ideals P, are open sets (opposite 
big cells) of Schubert varieties (see, e.g., [ 171). Our main result concerning 
this class of determinantal ideals is the following 
THEOREM. (i) The t-minors of D,, t = 1, . . . . r + 1, form a Griibner basis 
of PM. 
(ii) e(R/P,)=det[(“+~_~~-bl)li,J=I,...,r. 
The formula for the multiplicitly was first found by G. Z. Giambelli 
(using geometric arguments) in [ 151 in 1909. It should be mentioned that 
GrSbner bases for ordinary determinantal ideals have been already given 
by Abhyankar [2] (implicitly), H. Narasimhan [25], and quite recently by 
L. Caniglia et al. [9], and Sturmfels [35]. The Hilbert function of R/P,,, 
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was also computed by Abhyankar [l] and Galligo [ 171, but their multi- 
plicitly formula for R/P,,,, is different. The ideals P, belong to the larger 
class of ideals generated by order ideals of minors. This class includes, e.g., 
ideals of minors fixing a submatrix [4]. As a by-product, we will also show 
how to compute Grobner bases of these ideals. 
The above Griibner basis of P, can be used to study the corresponding 
ladder determinantal ideal. A ladder of X is a subset Y of X which satisfies 
the condition that whenever X,, X,..,, E Y with i< i’ and j< j’, then Xj,i,, 
Xi,, j E Y. One can consider the ideal generated by the minors of I, whose 
elements belong to Y. Such ideals arose in Abhyankar’s study on the 
singularities of Schubert varieties of flag manifolds. Abhyankar [2], 
Abhyankar and D. M. Kulkarni [3], and Narasimhan [25] have shown 
that the ideals generated by minors of a fixed size in a ladder are prime and 
that the Hilbert function and the Hilbert polynomial of the factor rings 
coincide. We shall see that these results can be extended to ladder ideals 
generated by minors of different sizes. In particular, our approach yields 
satisfactory answers to some questions raised in the aforementioned papers 
concerning a “nice” formula for the Hilbert function and the Cohen 
Macaulayness of ladder determinantal ideals. To prove the Cohen- 
Macaulayness of such ideals we will show that the associated simplicial 
complexes are shellable. This generalizes a result of A. Bjorner on the 
shellability of finite planar distributive lattices [6]. 
The techniques used in the study of determinantal ideals can be modified 
to compute Grobner bases and the multiplicity of ideals generated by 
pfafhans of fixed sizes. Our main result on pfafhan ideals is the following 
THEOREM. Let J, denote the set of 2r-pfaffians of a generic n x n skew- 
symmetric matrix X, 2r <n. Let Qr be the ideal of R = k[X] generated by 
the pfaffians of J,. Then 
(i) J, is a Griibner basis of Qr with respect to a suitable monomial 
order (see Section 5). 
(ii) e(RlQ,)=detC(.2~~~~‘,:2,1)- (,-2;,~~~~j2+,)],j=, -1. , .I 
As a consequence, we obtain the following multiplicity formula for the 
generic Gorenstein ideal Q of codimension 3 with 2r + 1 generators: 
e(R/Q) = 1 + 22 + . . . + r* = 
r(r+ 1)(2r+ 1) 
6 ’ 
Finally we consider ideals generated by minors (pfahians) of a (skew-sym- 
metric) matrix whose (i, j)-entry is either X~!J, aii > 0, or zero, and such that 
aii + ai.,j. = ai,js + aiz,j whenever all four numbers occur. We call such a 
matrix a weighted matrix. Our interest in weighted determinantal ideals 
and pfaffians ideals arises from the structure theorems for homogeneous 
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perfect ideals of codimension 2 and Gorenstein ideals of codimension 3 in 
regular rings. These theorems say that such an ideal is generated by the 
maximal minors (pfafftans) of a certain (skew-symmetric) matrix of 
homogeneous elements and that the multiplicity of the corresponding fac- 
tor ring depends only on the matrix (c(,) of the degree of these elements. 
Therefore, to compute the multiplicity of this ring one need only consider 
the factor ring of the ideal generated by the maximal minors (pfaflians) of 
a (skew-symmetric) weighted matrix with the same degree matrix. We shall 
see that such an ideal has a natural Grobner basis which can be derived 
from the generic case by a substitution and that there is a determinantal 
formula for the multiplicty of the factor ring. As consequences, we obtain 
new proofs of the multiplicity formulas for perfect ideals of codimension 2 
[lo] and Gorenstein ideals of codimension 3 [ 181. 
The paper is divided into 6 sections. In Section 1 we present a version of 
the Knuth-Robinson-Schensted correspondence which we need for our 
investigation. In Section 2 we study ideals generated by order ideals of 
minors and compute Grobner bases of the ideals P,. In Section 3 we 
characterize the associated simplicial complexes of the ideals P, and com- 
pute their multiplicity. Section 4 is devoted to the study of ladder deter- 
minantal ideals. The objects of Section 5 are pfafftans ideals. In Section 6 
we show how to derive Grobner bases and the multiplicity of ideals 
generated by minors or pfaflians of weighted matrices from the generic 
case. 
The authors thank L. Robbiano and G. Valla for help and inspiring con- 
versations related to the theory of Griibner bases. We are also grateful to 
P. Pragacz who gave us the reference to G. Z. Giambelli’s work [ 15, 163, 
which we were not aware of when we submitted this paper. It contains our 
Theorem 3.5, and also formulas in the weighted case. We hope that our 
completely different, more algebraic, method will be appreciated especially 
by algebraists. We also learned from P. Pragacz that the multiplicity 
formulas for determinantal varieties have a global generalization: the 
Giambelli-Thorn-Porteous formula for the fundamental class of the 
degeneracy locus of a morphism of a bundle (see, e.g., [S]). With this 
global methods P. Pragacz is able to give formulas for the multiplicity of 
pfaflian ideals which are different from our formula 5.6. One of his formulas 
is a determinantal expression of binomials from which he gets a product 
representation of the multiplicity, the other one is a pfaffian whose entries 
are certain sums and products of monomials. We refer the reader who 
is interested in the global theory to recent publications of P. Pragacz 
[2629]. 
This paper was written when the second author was visiting the Univer- 
sity of Essen under a grant of the Alexander von Humboldt Foundation. 
He is grateful to both institutions for supports and hospitality. 
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1. THE KNUTH-ROBINSON-SCHENSTED CORRESPONDENCE 
The Knuth-Robinson-Schensted correspondence is a one-to-one corre- 
spondence between standard Young bitableaux and matrices of non- 
negative integers. It is constructed by D. E. Knuth [22] and has its origin 
in a combinatorial algorithm of G. B. Robinson and C. Schensted [31]. 
The correspondence presented here is in some sense dual to the one given 
in Knuth’ paper. Since the arguments there can be repeated almost identi- 
cally, we omit the proofs for similar statements. 
Instead of the column-strict standard Young bitableaux of [22] we con- 
sider the row-strict standard Young bitableaux. For short, we call an 
array A of positive integers (Us), 1 Q i 6 1, 1 <j < r, with Y, > r2 > . . . 3 r,, 
having (strictly) increasing rows and non-decreasing columns a standard 
(Young) tabfeau. Such a tableau is called dual in [22]. The shape of the 
tableau A is the sequence (r,, . . . . r,). The length of A is rl. A standard 
bitableau is an ordered pair (A, B) of standard tableaux A = (a,), B = (b,) 
of the same shape (rI, . . . . rl). The degree of T is the sum r, + . . . + r,, and 
we define min(T) = [a,,, . . . . a,,, 1 b,,, . . . . b,,,]. 
First we want to describe Schensted’s algorithm DELETE for deleting a 
place from the standard tableau A. The inputs of DELETE can be any 
positive integer s < 1. The outputs will be an element a of A and a standard 
tableau B = (b,) of shape (rl, . . . . rs - 1, . . . . r,). 
The element a is determined successively as follows. First set a, = asr,. 
For i = s - 1, . . . . 1, let ai be the largest element <ai+, in the ith row of A. 
Then put a = a,. The standard tableau B is obtained from A replacing ai 
by ai+l in the ith row for i= 1, . . . . s - 1 and by deleting the element as,, in 
the sth row. 
EXAMPLE. 
s=4 
1 
a4 = 4, a3 = 3, a2 = 3, a=a,=2 
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Next we use the algorithm DELETE to give a procedure for rearranging 
any standard bitableau T= (A, B) of degree t into a two-line array of 
positive integers 
241 ... 24, 
( ) 01 ... u, 
which satisfy the conditions U, < . . . 6 U, and ui > ui + r if ui = ui + , . 
This procedure determines the elements u, and ui recursively via a 
sequence of standard bitableaux (Ai, Bi) as follows. First put A,= A, 
B,=B. For i=t ,..., 1: 
1. Let ui be the maximum of the elements of Ai. Suppose that s is the 
largest integer index such that ui can be found on the s-row of Ai. Then 
define Ai- I to be the standard tableau obtained from Ai by deleting the 
element ui in the s-row. 
2. Apply DELETE to Bi and the above defined integer s. The outputs 
will be vi and BiP 1. 
According to the arguments of [22], the map 
@ T+ Ml ... ut 
( > u, ... u, 
establishes a one-to-one correspondence between the set of standard 
bitableaux and the set of two-line arrays of positive integers which satisfy 
the abovementioned conditions. 
EXAMPLE. 
A= -u&J=3 
A,= +u3=3 
1 
1 
AZ= 
El 
2 
-+u2=2 
1 2 
B= H 
3 4 
+u2=2 
1 
B,= -+u,=4 
1 
1 
B, = 
El 
3 
+uz=l 
1 
+u,=3 
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Let {X, 1 i, j= 1,2, . ..} be an infinite set of indeterminates. It is obvious 
that every monomial f = n X7 can be uniquely rewritten in the form 
x UlVl . ..X.,,, with u,< . . . <a, and ui>ui+r if ui=ui+,. Hence the map 
induces a one-to-one correspondence between the above set of two-line 
arrays and the set of monomials in X,. On the other hand, the monomial 
f can be represented by its degree matrix (aV). Therefore, composing the 
maps @ and Y we obtain a one-to-one correspondence between standard 
bitableaux and matrices of nonnegative integers (resp. monomials in 
Xii) which we call the Knuth-Robinson-Schensted (abbr. K-R-S) corre- 
spondence. Moreover, we call the length of the longest increasing sub- 
sequence of v, , . . . . O, the width off, and we denote by f' the transposed 
monomial 17 X4’ off: 
We need the following properties of the K-R-S correspondence. 
LEMMA 1.1 (cf. [22, Section 4)]. Let f be the image of a standard 
bitableau (A, B) by the K-R-S correspondence. Then 
(i) width(f) = length(A) 
(ii) f’ is the image of (B, A). 
Remark. The only point in the arguments of [22] which we need to 
modify for the proof of Lemma 1.1 is the definition of the so-called inver- 
sion digraph. The vertices of this digraph are the pairs (ui, u,), i = 1, . . . . t, 
and we define an arc passing from a vertex (ui, 0;) to a vertex (u,, u,) if and 
only if ui < uj and ui d u, (instead of ui < uj and vi < 0,). 
LEMMA 1.2. Let f= X,,., . . .X,,,, be the image of a standard bitableau 
T= (A, B) with min(T)= [a,,, . . . . a,,, 1 b,,, . . . . b,,J by the K-R-S corre- 
spondence. For any s = 1, . . . . r, , there exists a factor X,=, “,, . ’ . XuY,Oa, off such 
that u,, < ... < uoLg, v,, < . . < vr, and u,$ = a,, (resp. o,~ = b,,). 
Proof Let Ti = (Ai, Bi), i = 1, . . . . t, be the standard bitableaux 
occurring in the procedure for computing a(T). It is easily seen that 
Further, there is a step of the procedure where ui= a,, and Ai- 1 is 
obtained from Ai by deleting the element a,,. In this case, a,, is the 
maximum of the elements of Ai. Hence the first row of Ai must end 
by a,,. From this it follows that length(Ai)=s and length(Ai-,)=s-1. 
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According to Lemma 1.1(i), the length of the longest increasing sub- 
sequence of v,, . . . . vi is s, but that of v,, . . . . vi-r is s- 1. Let v,,< ... <vu, 
be such a subsequence of v,, . . . . vi. Then we must have CI, = i. Hence uor, = 
ui= a,,. Since c1r < ... < c1,, we also have u,, < ... < u,~. Now consider the 
standard bitableau (B, A) with min(B, A)= [b,,, . . . . 6,,, ICI,,, . . . . a,,,]. By 
Lemma l.l(ii), f’= XVIU, ... X,,,, is the image of (B, A) under the K-R-S 
correspondence. Therefore, as above, there exists a factor XvblUE, . . . X0+$ of 
fT such that, v,, < . . . < v,, u,, < . . . < u,~ and v,~ = b,,. Of course, the 
monomial X,m,,a, . . . XU.sUos i  also a factor off: 
2. GR~BNER BASES OF DETERMINANTAL IDEALS 
Let X=(X,), i= 1, . . . . m,j= l,..., n, be a matrix of indeterminates. We 
denote by [a, ,..., a,lb, ,..., b,], l<a,< ... <a,<m, l<b,< ... <b,<n, 
the minor det(X,,J, i, j= 1, . . . . r, of X. Further, we define 
Ca 1, . . . . a, I b,, . . . . b,] 6 [a’,, . . . . a: 1 b;, . . . . b:] 
if r8.s and u,<uj, bi<bj for i= 1, . . . . s. Let H denote the partially ordered 
poset of the minors of X. A subset I of H is called an order ideal if 
M < NE Z implies ME I. Let R denote the polynomial ring k[X] over a 
field k. The aim of this section is to show how to compute a Grijbner basis 
for an ideal of R generated by the minors of an order ideal of H. Such 
ideals can be considered as a generalization of ideals generated by minors 
of fixed rank whose Grobner bases have been given by Abhyankar [2] 
(implicit), Narasimhan [25], Caniglia et&. [9], and Sturmfels [35]. 
Following Sturmfels’ approach, our main tools will be the Knuth- 
Robinson-Schensted correspondence and the straightening law of 
Doubilet-Rota-Stein [ 121. 
For convenience, we will identify a product of minors M, . . . M,, where 
Mi = [ail, . . . . a,, 1 bi,, . . . . bi,#], i = 1, . . . . Z, with the bitableau T= (A, B), 
A = (a,) and B = (b,). Note that T is a standard bitableau if and only if 
M, < ... $ M,. From now on, we will speak only of standard bitableaux 
T= (A, B) which satisfy the condition uV< m, b,< n for all i, j. By this 
convention, the straightening law of R can be formulated in the following 
terms: 
1. The standard bitableaux form a k-basis for R. 
2. If z AiTi is the representation of a product of two incomparable 
minors M,M, as a k-linear combination of standard bitableaux, then 
min( Ti) < Mj, j = 1, 2. 
For more information on algebras with straightening law see [ 111 or [7]. 
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The ideals of the class generated by order ideals of H are compatible 
with the straightening law in the following sense. 
LEMMA 2.1 [ll, Proposition 1.21. Let P be an ideal generated by an 
order ideal Z of H. Then the set of all standard hitableaux T with min( T) E Z 
forms a k-basis for P. 
Proof. Straightforward by the straightening law of R. 
Of particular interest are those ideals of R generated by complete subsets 
of H of the form 
Z,:={NEHIN$ M}, 
where A4 is a fixed minor of X. We denote by PM the ideal generated by 
the minors of ZM. It is well known that P, is a perfect prime ideal [7, 
Corollary 5.18 and Theorem 6.31. Further, if we denote by min(H\Z) the 
set of all minimal elements of H\Z for an ideal Z, then 
z= (-j I,. 
M emin(H\I) 
This formula together with Lemma 2.1 implies the following decomposition 
for the ideals generated by complete subsets of H. 
LEMMA 2.2. Let P be an ideal generated by an order ideal Z of H. Then 
P= f-j pM. 
ME min(H\I) 
The ideals P, can best be visualized as follows. 
From now on we fix the minor 
M= [a,, . . . . a, 1 b,, . . . . b,]. 
Set a,+ 1 = m + 1 and b,, , = n + 1. For t = 1, . . . . r + 1, let D, denote the set 
of the variables Xij with i-c a, or j< b,. In other words, D, is just the 
union of the first a, - 1 rows and the first 6, - 1 columns of X. Note that 
D r+l =X. Let JM denote the set of all t-minors [a;, . . . . a;) b’, , . . . . b:] which 
satisfy the conditions ai > ai, b,! > bi, i= 1, . . . . t - 1, and a; <a, or b: <b,, 
t=l,...,r+l. 
LEMMA 2.3. (i) P, is generated by the t-minors of D,, t = 1, . . . . r + 1. 
(ii) JM is a minimal set of generators of P,. 
Proof. Let N = [a;, . . . . a: ) b’, , . . . . b:] be an arbitrary minor of ZM. Since 
N 2 M, there is an integer t < min{s, r + 1 } such that a; <a, or b: = 6, (we 
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set t = r + 1 in the case s > r + 1). Hence the first r rows resp. columns of 
the corresponding matrix of N belong to D,. Now, using the Laplace 
expansion, we can represent N as a linear combination of products of 
(s - t)-minors and t-minors of D,. In particular, if we choose t to be the 
smallest integer with the above property, then a,! > a, and bj 2 bi for all 
i = 1, . . . . t - 1. In this case, it is easy to check that all the t-minors of the 
first t rows resp. columns of the corresponding matrix of N belong to J,. 
Hence we can also deduce that N belongs to the ideal generated by J,. If 
JM is not a minimal set of generators for P,, there exists NE J, such that 
N = C FiMi for some Mi E J,, Mi # N, F, E R. By the straightening law of 
R we may assume that F, are products of minors of X. Further, since N is 
a standard bitableau, N must occur as a summand in the presentation of 
a product F,M, as a linear combination of standard bitableaux. In such a 
case, N < Mi by the straightening law. By the definition of J,, any two 
minors of different sizes of J,,, are incomparable. Therefore, deg(N) = 
deg(M,). But this implies deg(F,) = 0, and we would obtain Mi = N, a 
contradiction. 
It is now easy to describe the class of the ideals I,. 
EXAMPLE. (1) Let M= [1, . . . . rJ 1, ..,, r]. Then P, is the ideal 
generated by all (r + l)-minors of X. 
(2) LetM= [l,..., t- l,a+ l,..., a+sll,..., t- l,b+ l,..., b+s], 
where s= min{m - a, n - 6). Then P, is the ideal generated by the 
t-minors of the first a rows and the first b columns of X. 
(3) Ideals of minors fixing a submatrix. Let P be the ideal generated 
by the maximal minors fixing the first t columns of X, t < m < n [4]. Then 
P is generated by the minors of an order ideal I of H, and min(H\Z) 
consists of only two minors, M, = [I, . . . . m - 1 ( 1, . . . . m - 1 ] and 
M,=[l,..., m(l)..., t-l,t+l,..., m + 11. By Lemma 2.2, P = P,, n PM2. 
It is easily seen that P,, is the ideal generated by the maximal minors of 
X and P,, is the ideal generated by the t-minors of the submatrix of the 
first t columns of X. So we obtain [4, Theorem A] again. 
Let r denote the lexicographic term order of R induced by the variable 
order 
x,, > x,, > . . . >Xlm>X*,>X*2> ... >X*m>Xnl>Xn2> -‘- >x,,. 
We denote by f * the leading term of an element f E R and by Q* the ideal 
generated by the leading terms of the elements of an ideal Q c R. Recall 
that a subset J of Q is called Griibner basis for Q if Q* is generated by the 
leading terms of the elements of J. For further information on the theory 
of Grobner basis see, e.g., [30]. 
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THEOREM 2.4, J, is a Griibner basis for P, with respect to the term 
order z. 
Proof: By the definition of r, the initial form of a minor 
[IU , , . . . . us I 01 3 ...> u,] is the product X,,,, . . . XUXU, of the elements on the 
main diagonal of the corresponding matrix. For convenience we call a 
monomial X,, “, . . XUsVY with U, < . < u,, u1 < ... < u, an s-diagonal of X. 
It is obvious that every s-diagonal of D, is divisible by the leading term of 
a minor of J,. Let QM denote the ideal generated by the leading terms of 
the elements of J,. Let T= (A, B) be a standard bitableau with min( T) = 
Call, . . . . al,, 1 b,, , . . . . b,,,] E I, and f the image of T under the K-R-S 
correspondence. We claim that f~ Q,,,,. Indeed, the condition min( T) E I, 
implies that either 
(1) r1 >r or 
(2) r1 <r, a,,<a, or b,,<b, for some s= 1, . . . . r,. 
In the first case, f is divisible by an r,-diagonal by Lemma 1.1, hence also 
by an (r+ 1)-diagonal of X=D,+,. In the second case, f is divisible by an 
s-diagonal of D, by Lemma 1.2. Therefore f~ Q,,,,. So we have proven that 
the K-R-S correspondence maps the set of all standard bitableaux T with 
min(T) E I, into the set of all monomials of Q,,,,. Since these sets are 
k-bases for the ideals P, (Lemma 2.1) and QM and since the K-R-S 
correspondence is degree-preserving, we obtain 
dim (PM), 6 dip (QM), 
for all t 2 0, where as usual (Q), denotes the k-vector space of forms of 
degree t of a homogeneous ideal Q. It is well known that dim, (PC), = 
dim, (PM), (see, e.g., [30]). Hence dim, (P$), d dim, (QM),. Since 
f% 2 QM, we conclude that PL = Q,,,. 
Remark. The proof of Theorem 2.4 shows something more, namely that 
the K-R-S correspondence induces a bijection from the set of all standard 
bitableaux T with min( T) E I, to the set of all monomials of the ideal PL. 
THEOREM 2.5. Let P be an ideal generated by an order ideal I of H. Then 
p*= n PL. 
Memin(H\I) 
Proof: Note that 
I= n 1,. 
ME min(H\I) 
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Then using the above remark we deduce that the K-R-S correspondence 
induces a bijection from the set of all standard bitableaux T with min( T) E I 
to the set of all monomials in nP%. As a consequence, 
dim(P),= d',"'nP$), 
for all t20. Since nPLr>P*, 
dim (nP:),>dim (P*),=dip (P),. 
Hence dim, (P*), = dim, (nP&),. From this the statement immediately 
follows. 
The following example shows that in general, I need not to be a Grobner 
basis for P. 
EXAMPLE. Let X be the matrix 
Let Z be the complete subset {[1,211,2], [1,211,3]} of H. By 
Lemma 2.2, P is the intersection of the ideal (Xi,, X,,) with the ideal 
generated by the 2-minors of X. By Theorem 2.5, 
whereas the ideal generated by the leading terms of I is (XI1 Xz2, X1 i X,,). 
3. MULTIPLICITY OF DETERMINANTAL IDEALS 
The Hilbert function of the determinantal ring R/P,,,, has been already 
computed explicitly in terms of M by S. Abhyankar [ 1,2] (see also [ 173). 
In this section we shall see that the knowledge of a Grobner basis for P, 
can also very useful in estimating this function. 
First, it is well known that for every homogeneous ideal Q of R, the 
Hilbert functions of R/Q and R/Q* are the same. The Hilbert function of 
R/Q* can be computed relatively easily because Q* is generated by 
monomials. In particular, if Q is generated by square-free monomials 
(which is the case of Pz), one can associate to Q* the simplicial complex 
A of all subsets Z of X for which the product of the elements of Z does not 
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belong to A. In this case, R/Q* is the so-called face ring (Stanley-Reisner 
ring) of A, and the Hilbert function of R/Q* is completeley determined by 
the vector of the numbersfi of the i-dimensional faces of A, i = 0, . . . . dim(A) 
[33]. Recall that the dimension of a face Z is IZI - 1, where IZI denotes 
the cardinality of Z, and dim(A) = max dim(Z), Z E A. 
From now on we identify the indeterminates X, with the point (i,j) of 
the plane. Further we introduce the operations 
(i,j) v (i’,j’)=(min{i, i’},max{j,j’}), 
(i,j) A (i’,j’)= (max{i, i’), min{j,j’}). 
By this convention, X = {(i, j) 1 1 < i 6 m, 1 d j < n} is a distributive lattice 
and X has the partial order (i, j) < (i’, j’) if i 3 i’ and j< j’. Note that an 
antichain of this partial order is a family of elements (u,, ul), . . . . (u,, u,) 
with the property U, i ... <uI, u, < ... <u,. 
Let M= [a,, ,.., a, 1 b,, . . . . 6,]. Let A, denote the simplicial complex of 
all subsets of X which do not contain any t-antichains (antichains of 
t elements) of the set D, = {(i, j) E XI i < a, or j < b,} for any t = 1, . . . . r + 1. 
Set d = dim(A,). Let fi be the number of the i-dimensional faces of A,, 
i = 0, . . . . d. 
The following formula for the Hilbert function of the ring R/P, 
generalizes a result of Stanley in the case of ordinary determinantal ideals 
[32, Theorem 5.31. 
LEMMA 3.1. dimk(R/P,),=CP=,(‘;‘)fifor all t>O. 
ProoJ It is known that 
d’,” (R/P,), = dim (R/P%),. 
By Lemma 2.3 and Theorem 2.4, PC is generated by the leading terms of 
all t-minors of D,, t = 1, . . . . r. But the leading term of a t-minor is the 
product of the elements on the main diagonal, which is a t-antichain in the 
above sense. Therefore we can say that PC is generated by square- 
free monomials of the forms X,,,, . ..X. ,“,, {(u,, a,), . . . . (u,, u,)}#AM. 
According to [33, Chap. II, Sect. 11, R/P& is the face ring of A,,,, and we 
have 
d’,” (R/P%),= i (tl I)/;. 
i=O 
Hence the statement follows. 
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From the above formula we obtain the following characterizations of the 
dimension and the multiplicity of the determinantal ring R/P, in terms 
of A,,,: 
dim(R/P,) = d+ 1, 
e(RIp,) =A. 
We shall see that the number fd of the faces of maximal dimension of A, 
can be interpreted as the number of certain families of non-intersecting 
paths of X. 
For t = 1, . . . . r, let 
X,= {(i,j)Ia,~i~m,6,~jdn}, and set Xr+,=@. 
Note that X, is the complement of D, in X. 
Let Z be a subset of X. We denote by S(Z) the set of all elements 
(i, j) E Z such that there exists no element (i’, i’) E Z with the property 
i’ < i, j’ <i. Note that 6(Z) is always a chain of A’. Using this notation we 
can define a decomposition of Z as follows: 
z, = 6(Z), 
z,=6 (z\Ftzi), t>l. 
It is obvious that Z = lJ Z, and that the sets Z, are disjoint chains of Z. 
This decomposition corresponds to the “light and shadow” procedure of 
Viennot [36], where the light comes from the lower-left side. 
LEMMA 3.2. A,= {Z&XIZ,cX,for all t= 1, . . . . r+ l}. 
Proof. Suppose that Z, E X,. Then Zi c X, or, equivalently, 
Zi n D, = 0 for all i 2 t. Therefore, Z n D, = Ui<, (Zi n D,) is a decom- 
position of Zn D, into less than t disjoint chains. Since the elements of any 
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antichain of 2 n D, must belong to different chains, Z cannot contain any 
t-antichain of D,. Conversely, suppose that Z, g X, for some t < r + 1. 
Then Z, n D, # 0. Fix an element x, = (ut, v,) E Z, n D,. Since 
x,EZ\U~<~+, Z, and Z,-, =S(Z\U,,,_, Zj), there exists an element 
(u,- I, u, ~ 1) E Z, ~ 1 such that U, > U, ~, , u, > u, ~, . Similarly, there also exist 
elements xi=(ui, uj)cZi, i= t-2, . . . . 1, such that u,-,> ... >ul, 
u,-~> ... >v,. So we obtain a t-antichain of Z in D,. 
Remark. If one used the original K-R-S correspondence of [22], one 
would not obtain the above characterization of A, which is basic for the 
interpretation off, as the number of families of non-intersecting paths. 
In the following we call a sequence of points (u,, u,), . . . . (u,, u,) a path if 
(ui - ui- 1, vi - ui- 1) is equal to either (1,0) or (0, - 1) for all i= 2, . . . . s. In 
other words, a path of X is saturated chain. Let P, and Q, denote the 
points (a,, n) and (m, b,), t = 1, . . . . r. 
path 
Jyt I 
path 
” Qi 
(at, bt) 
I J 
(l,l) 
THEOREM 3.3. A subset Z of X is (I face of A, with dim(Z) = dim(A,) 
if and only if Z is the union of r non-intersecting paths from P, to Q,, 
t = 1, . . . . r. 
Proof: Let Z be an arbitrary face of A,. Consider the chains Z, of Z. 
By Lemma 2.3, Z, E X,. But X, is a distributive sublattice of X whose maxi- 
mal and minimal elements are the points P, and Qt. Hence the length of 
Z, is bounded above by the number of the elements of a path from P, to 
Q, which is always equal to m + n -a, -b, + 1. Since Z = U Z,, summing 
up we get 
IZI = i IZ,I <r(m+n+ l)- i (a,+b,). 
r=1 r=1 
60719611.2 
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On the other hand, if Z is the union of the (unique) paths from P, to Q, 
passing through the points (cI~, b,), t= 1, . . . . r, then Z belongs to A,, and 
IZJ = r(m + n + 1) - CF= 1 (a, + b,). Therefore, we conclude that 
d=r(m+n+ l)- i (a,+b,)- 1. 
1=1 
It is now clear that dim(Z) = d implies length(Z,) = m + n -a, - b,, which 
happens only when Z, is a path from P, to Q,, for all t = 1, . . . . r. Conver- 
sely, if Z is the union of r non-intersecting paths from P, to Q,, then these 
paths are the components Z, of Z. Hence ZE A, by Lemma 3.2. Of course, 
dim(Z) = d in this case. 
Remark. We shall see in the next section that the simplicial complex 
A, is shellable. In particular, all the maximal faces of A,,, have the maxi- 
mal dimension. 
In the proof Theorem 3.3 we have computed the dimension d of A,. As 
a by-product we obtain the following formula for the dimension of the 
determinantal ring RIP,. 
COROLLARY 3.4 [7, Corollary 5.181. dim(R/P,) = r(m + n + 1) - 
c:= l(4 + b,). 
According to a method of I. Gessel and G. Viennot [ 143 (see also [34, 
Sect. 2.7]), one can compute the number of families of non-intersecting 
paths in terms of a binomial determinant. Using this method we recover 
from Theorem 3.3 the following formula of G. Z. Giambelli [ 153 for the 
multiplicity of the determinantal ring R/P, which is different from the one 
given by Abhyankar [l] and Galligo [ 131. 
THEOREM 3.5. e(R/P,)=det[(“+~_~,-bl)]i,j_l ,..., r. 
Proof: By [34, Section 2.71, 
fd=W(w(pj, Q,))i,j= l,...,r, 
where w(Pi, Qj) denotes the number of paths from Pi to Q,. But it is well 
known (cf. [24, Chap. 1, Sect. 11) and easy to see that 
w(Pi, Pi, = 
m+n-ai-6, 
> m-ai ’ 
Hence we are done. 
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Remark. For comparison we give here the multiplicity formula of 
Abhyankar [l] and Galligo [13]: 
e( R/P,) = det 
EXAMPLE. Multiplicity of ordinary determinal ideals. Let I,+ i denote 
the ideal generated by the (r + 1)-minors of X. Then I,,, = P,, 
M= [l, .,., rl 1, . . . . r]. Hence 
dim(R/L,+ 1) = r(m + n - r) 
e(R/Z,+,)=det K m-/-n-i-j m-i i,j= l,....r 
This formula was originally proved with the help of the Porteous formula 
for the fundamental classes of determinantal loci (see, e.g., [S, Chap. II, 
(5.1), p. 951). Using the Vandermonde determinant one can simplify the 
above formula for e(R/Z,+ i) and obtain 
n-r-l 
e(R/Z,+,)= n 
(m + i)! i! 
i=O (r+i)! (m-r++)!’ 
4. LADDER DETERMINANTAL IDEALS 
We keep the notations of the preceding sections. 
Following [25] we call a subset Y of X a ladder if (i, j), (i’, j’) E Y with 
i < i’, j< j’ implies (i, j’), (i’, j) E Y. In other words, a ladder is a sublattice 
of X. Ladders arise for instance in Abhyankar’s study on the singularities 
of Schubert varieties of flag manifolds. 
The ideals generated by the minors of a fixed rank of ladders have 
already been investigated by S. Abhyankar [2], S. Abhyankar and D. M. 
Kukarni [3], and H. Narasimhan [25]. We will extended their results to 
a larger class of ladder determinantal ideals. Our methods for proving that 
such ideals are prime and for finding Grobner bases are adapted from 
[25]. But using Stanley’s theory of face rings we can solve some problems 
raised in their paper concerning, e.g., a “nice” formula for the Hilbert func- 
tion [3] and the Cohen-Macaulayness of ladder determinantal rings [25]. 
Let M= [a,, . . . . a, 1 bi, . . . . b,] be a fixed minor of X We denote by ZM( Y) 
the set of all minors N of X whose elements are in Y, N 3 M. Let S denote 
the polynomial ring k[ Y] and P,(Y) the ideal of S generated by the 
minors of ZrM( Y). 
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THEOREM 4.1. PM( Y) is a prime ideal. 
Proof: Since P, is a prime ideal of R, we need only show that 
PM(Y)=P,nS, 
or equivalently that P,,,,(Y) 3 P, n S. Let f be an arbitrary element of 
P,,,, n S. By virtue of Theorem 2.4, the monomial f* is divisible by the 
leading term of a minor N of I,. Since f* ES, the elements on the main 
diagonal of the corresponding matrix of N are elements of Y. Since Y is a 
ladder, all the other elements of this matrix belong to Y. Hence N belongs 
to I,( Y). So we may assume that there is an element g E P, ( Y) such that 
f* = g*. Since f- g E P, n S and (f- g)* <f *, using induction on the 
position of f * in the term order, we may further assume that f - g E 
P, ( Y). Therefore, f = (f - g) + g E P, ( Y). 
Let JM( Y) denote the set of all minors [a;, . . . . ai ) b;, . . . . 6:] of Y which 
satisfy the conditions a,! > ai, bj 2 bi, i = 1, . . . . t - 1, and a: < a, or b: < b,, 
t = 1, . . . . r + 1. 
THEOREM 4.2. (i) JM( Y) is a minimal basis of P,+,( Y). 
(ii) J,,,, ( Y) is a Griibner basis of P, ( Y). 
Proof As in the proof for Lemma 2.3, we can first show that Jw( Y) 
generates P, ( Y). Since J, 3 JM( Y) is a minimal basis for P,, JM( Y) can- 
not be reduced to a smaller set of generators for PM( Y). Let f * be an 
arbitrary monomial of P, ( Y)*. Then, as in the proof of Theorem 4.1, we 
can show that f * is divisible by the leading term of a minor of ZM( Y). But 
the latter is always divisible by the leading term of a minor of JM( Y). 
Let A,(Y) denote the simplicial complex of all subsets of Y which do 
not contain any t-antichain in D, for any t = 1, . . . . r. Set d=dim(A,( Y)) 
and denote by fi the number of the i-dimensional faces of AM(Y), 
i= 1 , .,., d. Similarly as for Lemma 3.1 we can show that R/P& is the face 
ring of AM(Y) and obtain the following formula for the Hilbert function of 
the ladder determinantal ring S/P,(Y) which answers, in some sense, a 
question of [33. 
COROLLARY 4.3. dim, (S/P,(Y)), = Cy=‘=, (‘; ‘) fi for all t 2 0. 
According to 4.9, AM(Y) is shellable. Using this fact one can easily 
deduce that the Hilbert series Ciao dim,(S/P,( Y))i t’ is a rational function 
Q(t)/( 1 - t)d for which deg Q(t) < d. This together with Corollary 4.3 
implies that the Hilbert function of S/P,(Y) coincides with the Hilbert 
polynomial; i.e., S/P,( Y) is a Hilbertian ring in Abhyankar’s terminology 
[2]. For ideals generated by the minors of a fixed rank of Y this fact has 
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been proved by Abhyankar [2] and Abhyankar and Kulkarni [3] and it 
was one of the motivations for their work. In particular, we obtain 
dim(S/P,( Y)) =d+ 1, 
Following the method of Section 3 we express these invariants of S/P,(Y) 
more explicitly in terms of A,,,,(Y). For that we need to introduce some 
technical notations. 
For every element x = (a, b) E Y we set 
L,= ((i,j)E Ylia, j<b} 
I,= {(i, j)e YIi<a, j<b} 
R,= {(i, j)E YIi>a, j>b} 
I,= {(i, j)E Yli>a, jab}. 
One may consider L, (resp. I,, R,, R,) as the strictly lower-left (resp. 
lower-left, strictly upper-right, upper-right) side of the point x in the 
partially ordered set Y. 
n) 
Remark. (1) L, and R, (resp. 1, and R,) are dual notations in the 
sense that y E L, o x E R,. 
(2) L, u R, is exactly the set of all elements of Y which are incom- 
parable to x. 
For every subset 2 of Y we set 
Lz= u L 
.Y E z 
L, = u L, 
i E z 
Rz= kj R.x 
.Y E z 
20 HERZOGANDTRUNG 
All these sets are sublattices of Y. In particular, if Z is a chain, one may 
consider L, (resp. I,, R,, Bz) as the strictly lower-left (resp. lower-left, 
strictly upper-right, upper-right) side of Z. 
Further, we define 
6(Z)= {xEZIL,nZ=@}. 
In some sense, 6(Z) is the left border of Z. It is easily seen that 6(Z) is a 
chain of Y. Using this notation we introduce the following subsets called 
components of Z: 
z, =6(Z) 
Z,=h (z\u,z,), t> 1. 
It is obvious that the non-empty components of Z are uniquely determined 
by the following conditions: 
(1) z=yz,. 
(2) Z, is a chain. 
(3) Z, lies strictly on the upper-right side of Z,-, , t > 1. 
This means that whenever there is a sequence Z;, . . . . Z: of non-empty sub- 
sets of Z which satisfy the above conditions, then Z, = Z’, , . . . . Z, = Z:, and 
Z, = Qr for t > s. Note that this decomposition of Z is a generalized version 
of the decomposition of a subset of X introduced in Section 3. 
Finally, we introduce the following sublattices of Y: 
Y, =x, n Y, 
Yt=Jf,nR,,-,, t = 2, . ..) r + 1. 
Note that Y,, i = 0. 
LEMMA 4.4. A,(Y)= {Zc YIZ,s Y,for all t= 1, . . . . r}. 
Proof: Suppose that Z# d,( Y). Then Z contains a t-antichain xi, . . . x, 
in D, for some t = 1, . . . . r. Suppose that X,E Z,, i= 1, . . . . t. Then 
a, < . . . < ~1,. Since c(, 2 t, X, lies on the upper-right side of Z,. Hence there 
exists an element x E Z, such that x lies on the lower-left side of x,. Since 
X,E D,, XE D,. Hence x$X, = X\D,. From this it follows that Z, $E Y,. 
Conversely, suppose that Z, $ Y, for some t = 1, . . . . r. Let t be the smallest 
integer with this property. Then Z,_ ,g Y,- i. Let x, be an arbitrary 
element of Z,\ Y,. Since x, lies strictly on the upper-right side of Z, _, , 
xt~Rz,-,~Rr,-,. Hence x, 4 X,. This means x, E D,. By the definition of 
the components of Z, we can find elements X~E Zi such that xi+ i lies 
strictly on the upper-right side of xi, i = t - 1, . . . . 1. Obviously, the elements 
x, , . . . . x, form a t-antichain in D,. Therefore, Z +! A ,,,( Y). 
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Now we characterize the facets (maximal faces under inclusion) of 
A,,,,( Y). First we make some observations. 
Let x = (a, b) be an element of Y such that L, # 0. Then there exists an 
element (a’, b’) E Y such that a’ -C a and b’ < 6. By the definition of a ladder, 
the points (a’, 6) and (a, b’) belong to Y. Therefore, there exist the largest 
integers c < a and d < b such that (c, b) E Y and (a, d) E Y. Again by the 
definition of a ladder, (c, 6’) E Y, and hence (c, d) E Y. In the following we 
denote this point (c, d) by xL. Note that there is no other point of Y lying 
between the points X, xL and the points (c, b), (a, d). 
(a’, 6) (c> b) I = (a, b) ?--------------.------~~~. 
.------------------------. 
(a’, b’) (a, b’) 
LEMMA 4.5. Let Z be a maximal chain of Y, and x = (a, 6) an element 
of Z with the following properties 
(i) xL = (c, d) exists. 
(ii) ZnR,= {x>. 
Then the points (c, b) and (a, d) belong to Z, and the set Zu (x”}\{x} 
is a maximal chain of Y. 
Proof: We will first show that (c, b) = min{ y E ZI y > x}. Suppose that 
y = (a’, b’) E Z, y > x. Then a’ 6 a and b’ B 6. By the definition of the ladder 
Y, ((I’, 6) E Y. Note that a’ # u because of (ii). Then, by the definition of xL, 
a’ < c. Hence y 3 (c, b). Since Z is a maximal chain of Y, (c. b) E Z. 
Similarly, one can also show that (a, d) E Z. It is now clear that 
Zu {x”}\{x} is a maximal chain of Y. 
The simplicial complex AM(Y) can be considered as a generalization of 
the higher order complexes of a finite planar distributive lattice studied by 
A. Bjorner [6]. Such a complex is defined to be the simplicial complex of 
all subsets of the lattice which do not contain any r-antichain for some 
fixed r. A. Bjorner has shown that these complexes are shallable by charac- 
terizing their facets as families of almost disjoint paths [6, Theorem 7.11. 
Modifying his method we can prove the same result for the complex 
AM (W. 
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THEOREM 4.6. A subset Z of Y is a facet of A, ( Y) zf and only if Z is 
the union of r disjoint maximal chains of Y,, t = 1, . . . . r. 
Proof: Let Z a facet of A,,,(Y). By Lemma 4.4, the component Z, of Z 
must be a maximal chain of Y, n Rz,-, for all t = 1, . . . . r. From this it 
follows that Z, is a maximal chain of Yi. For t > 1, we may assume that 
Zi is a maximal chain of Yi for all i < t. Let p( Y,) denote the set of all 
elements x E Y, such that R, = 0. In other words, p( Y,) is the upper-right 
border of Y,. It is not hard to see that p( Y,) is a maximal chain of Y, and 
that p( Y,) lies on the upper-right side of Z,- 1. 
If p( Y,) n Z,-, = 0, then p( Y,) is contained in Y, n RZ,+,. Hence p( Y,) 
is also a maximal chain of Y, n Rz,-, . Since the latter set is a distributive 
lattice, Z, and p( Y,) have the same length. Now, since Z, has the length of 
a maximal chain of Y,, Z, must also be a maximal chain of Y,. 
If p( Y,) n Z,- , # 0, choose an element x E p( Y,) n Z,- i such that 
Z,- , n R, = 0. Such an element always exists and is an upper-right corner 
of Z, _ r. Set x, = x and xi = xi”, I for i = t - 1, . . . . 1. The elements xi exist 
because one can successively show that Yin LX,+, # 0. It is obvious that 
X~E Y,. Further, the elements x,, . . . . x,- 1 form an antichain in L, EL, ,-,. 
Since Z n Lz,+, decomposes into t - 2 disjoint chains Z,, . . . . Z,-*, one of 
these elements does not belong to Z. Let s be the largest integer such that 
x,$Z. Then xi~ZiP1 for i=t ,..., s+ 1. 
; P(yt) 
s-1 : 
: Xk ki _________. G-2 ; zt-1 ----_- 
, -I 
Xl-2 
l - - - - - -  
& :. 
Set Z’ = Z u {xs}. We claim that 
i 
zi if i<sori>t 
z!= zi” {xi)\{xi+l) if s<i<t 
z,u lx,> if i= t. 
By the characterization of the decomposition of a subset of Y, it is sullicient 
to show that Z,u {xi}\{xi+,} and Z,u {x,} are chains in Y. First, by 
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Lemma 4.5, Z,-, u {xr- ,}\(x,} is a maximal chain of Y, _ 1. Moreover, if 
X, = (a, b) and x,_ 1 = (c, d), then the points (c, 6) and (a, d) belong to 
Z r-1. Since there is no other point lying between x,_ 1 and (c, b), (a, d), 
Z r-znR-,= {x,- , }. Therefore, we can use Lemma 4.5 to show step by 
step that Ziu {x~}\{x~+~} . IS a maximal chain of Y; for i = t - 2, . . . . s. To 
show that Z, u (x,3 is a chain in Y,, we note that R,, = 0 and 
Z, A L,, = 0. Since R,r u L,! is the set of all elements of Y which are 
incomparable to x,, every elements of Z, is comparable to x,. Therefore, 
the chain Z, can be extended by x,. So we have proved the above claim. 
By this claim, Z( c Yi for all i = 1, . . . . r. Hence Z’ E d,(Y). Since Z’ 
contains Z properly, we obtain a contradiction. This means that the case 
p( Y,) n Z, _, # @ can not happen. 
Conversely, let Z be the union of r disjoint maximal chains V, of Y,, 
t = 1, . ..( r. To prove that Z is a facet of A(Y) it is sufficient by Lemma 4.4 
to show that Z, = V, for all t. By the characterization of the decomposition 
of Z, we only need to show that V, lies on the upper-right side of V,- , for 
all t > 1. Suppose that I/, g R,,+, for some t. Then V, n I,;+, # 0. Let 
x = (a, 6) be the minimal element of V, n Iv,_, . Since V, c Y, c Y,-, , 
XE Y,-,. Note that x +! V, ~, and V, _ 1 is a maximal chain of Y, ~, . Then 
there exists an element y = (c, d) E V,_ , such that x and y are incomparable 
or equivalently x E R,. u L,.. By the assumption x E L,,_ , we know that 
x $ R “,+, 2 R,.. Therefore x E L .,,. This means that a < c and b < d. 
K-1 
Rvt-, 
I’ = (a’, b’) 
. 
Now consider the point z = (c, b). Then z E Y by the definition of a 
ladder and z < x. Since z E 1, and y E V,- 1, z E I,,+, Further, using the 
facts ZE R, and XE Y,, we can deduce that z E Y,. Let x’ = (a’, b’) be an 
arbitrary element of V, with the property x’ < x. Then 6’ < b. Since x is the 
minimal element of I/, in Ey,+, , x’ #I,-, 2 1.“. This implies a’ > c. Hence 
x’<z. From this it follows that z is comparable to every element of V,. 
Since V, is a maximal chain of Y,, z E V,. So we get a contradiction to the 
assumption that x is the minimal element of V, n Ly,-,. 
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From Corollary 4.3 and Theorem 4.6 we immediately obtain the 
following formulas for the dimension and the multiplicity of the ring 
SIP, ( Y). 
COROLLARY 4.7. dim(S/P,( Y)) is equal to the sum of the lengths of the 
lattices Y,, t = 1, . . . r. 
COROLLARY 4.8. e(S/P,( Y)) is equal to the number of all families of r 
disjoint maximal chains of Y,, t = 1 . . . . r. 
Recall that a simplical complex A is called shellable if the facets of A have 
the same dimension and they can be given a linear order called a shelling 
in such a way that if Z’ < Z are facets of A, then there exists a facet Z” < Z 
of A and an element xgZ such that ZnZ’GZnZ”=Z\{x}. 
THEOREM 4.9. The simplicial complex A, ( Y) is shellable. 
Proof: By Theorem 4.6, all facets of A,( Y) have the same dimension. 
It remains to shows that there is a shelling on the facets of A,,,,(Y). Let Z 
and Z’ be two facets of A,,,,(Y). We say that Z> Z’ if Z, is on the upper- 
right side of Z:, i.e. Z, G R,;, for all t = 1, . . . . r. Extend this partial order to 
a linear order on the facets of AM(Y). Suppose that Z’ < Z by this linear 
order. Then Z: @ R,, for some t = 1, . . . . r. Let t be the smallest integer with 
this property. Choose an element y E Z; such that ye L,,. From all 
elements x E Z,, y E L,, choose an element x such that R, A Z, = {x}. Such 
an element always exists and is an upper-right corner of Z, n R,. Since 
L, # 0, xL exists. By Lemma 4.5, Z, u {x”} is a maximal chain of Y,. 
Further, it is easy to check that xL E R, E R,; E RZ;-, . By the choice of t, 
Zip, E Rzlm,. Hence R,;-, c RZI+,. From this it follows that xL 4 Z, ~, . As 
a consequence, the above chain does not intersect Z,- i. Set Z” = Z u 
{x”}\{x}. Using the characterization of the components of a subset of Y, 
it is easily seen that 
z;= 
i 
zi if i#t 
z, u {x”>\b4 if i= t. 
By Theorem 4.6, Z” is a facet of A,,, ( Y). Obviously, Z” < Z’ and Z n Z’ E 
ZnZ”=Z\{x}. 
According to [6], the face ring of a shellable simplicial complex is 
Cohen-Macaulay. Therefore, from Theorem 4.9 we can deduce that 
S/P,(Y)* is a Cohen-Macaulay ring. It is well-known that if R/Q* 
is a Cohen-Macaulay ring for some ideal Q of S, then S/Q is also a 
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Cohen-Macaulay ring (see, e.g., [23, 171). So we obtain the following 
consequence. 
COROLLARY 4.10. S/P, ( Y) is a Cohen-Macaulay ring. 
Remark. Corollary 4.10 settles a question of Narasimhan [25] on the 
Cohen-Macaulayness of ladder determinantal rings which was originally 
raised only for the case of 2-minors. 
5. PFAFFIAN IDEALS 
In this section we apply the methods of the preceding sections to deal 
with ideals generated by pfaffians of a fixed rank. Let X be a skew-sym- 
metric n x n matrix of the indeterminates X,, 1 6 i < j d n. For convenience, 
we also use X for the set of the indeterminates A’,. Let [a,, . . . . a,,], 
a, < . . . < a,,, denote the pfafhan of the matrix with rows and columns 
a,, . . . . azr of X. Let X be the set of all pfahian of A’. We introduce on H the 
partial order 
Ca 1, . . . . 4,l G Lb,, . . . . bsl, 
if r 2 s and ai Q bi for i = 1, . . . . 2s. It is well known [ll, Sect. 121 that the 
polynomial ring R = k[X] over a field k is an algebra with straightening 
law with respect to the partially ordered set H. 
In the following, we will identify a product of pfaffians Mi= 
Gail 9 ...3 ai2,,], i = 1, . . . . I with the tableau A = (av). Note that A is a standard 
tableau if and only if M, < . . . GM,. Moreover, we redefine the width of a 
monomial f as the length of the longest factor X,,,, ... X,+$ off with the 
property ui < ... <us, u, > ... > 0,. 
Let J, denote the set of all 2r-pfaffians of X. Let Qr denote the ideal of 
R generated by J,. The straightening law of R implies that Q, has a k-basis 
which consists of all standard tableaux A with rank(M,) > r. On the other 
hand, the original K-R-S correspondence maps the standard bitableau 
(A, A) to a n x n symmetric matrix (a,) of non-negative integers with trace 
zero and width(f)=2 rank(M,), where f=n X2 [22, Theorem 43. Put 
g = Hi, j X2. Then f = g2. It is easily seen that width(g) = width(f )/2. 
Therefore, the map A + g defines a one-to-one correspondence between the 
above k-basis of Q, and the set of all monomials of R with width > r. This 
fact leads us to consider the term order v of R induced by the variable 
order 
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For the leading term with respect to v of a 2r-pfaffan is a monomial of 
width r, hence the set of all monomials of R with width > r form a k-basis 
for the ideal generated by the leading terms of the elements of J,. 
THEOREM 5.1. J, is a Griibner basis of Ql with respect to the term 
order v. 
Proof: Let Q be the ideal generated by the leading terms of the 
elements of J,. Since the K-R-S correspondence is degree-preserving, from 
what we have seen above we can deduce that 
dim, (Q,), = dim, (QL 
for all t 2 0. Note that we always have 
dim, (Q), 6 dim, (QF), = dim, (R,),, 
where Qf denotes the ideal generated by the leading terms with respect to 
v of the elements of Ql. Then dim, (Q),=dim, (QT)r. Hence Q= Q,*, as 
required. 
Remark. Similarly as in the case of determinantal ideals, one can 
consider, for a fixed pfaffian M, the ideal Q,,,, generated by all pfaffians 
N 3 M. Although the products of pfaffians M, ... M, with the property 
M,< ... -CM,, M, 3 M, form a k-basis for P,, we do not know whether 
the K-R-S correspondence maps this k-basis to the set of all monomials 
divisible by the leading term of pfaffians N 3 M. This is the reason we 
cannot use the above approach to prove here that the set of all such 
pfaftians is a Grobner basis for Q,,,. 
In the following we identify X with the set of points (i, j), 1 < i< j< n, 
on the plane. Introduce the partial order (i, j) < (i’, j’) if i < i’ and j < j’. 
Note that an antichain of this partial order is a family of elements 
(u, 9 011, ***, (us, u,) of X with the property a1 < ... <u,, v1 > ... >us, 
which corresponds to the leading term of the pfaflian [u,, . . . . us, v,, . . . . u,]. 
Let d, denote the simplicial complex of all subsets of X which do not 
contain any r-antichain. Set d= dim(d,) and letfi denote the number of the 
i-dimensional faces of A,, i= 1, . . . . r. Similarly as for Lemma 3.1, we can 
prove that R/Q: is the face ring of A, and the following formula for the 
Hilbert function of R/Qr. 
COROLLARY 5.2. dimk(R/Q,),=~fc,(‘;‘)~for all t>O. 
In order to characterize the faces of A, with maximal dimension we 
introduce the following decomposition of subsets of X. Let Z be an 
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arbitrary subset of X. We denote by 6(Z) the set of all elements (i, j) E Z 
for which there is no element (i’, j’) E Z with i > i’ and j < j’. It is obvious 
that 6(Z) is a chain. Set 
z, =6(Z), 
z,=;i(z\;,z.). t>l. 
Then Z= U Z,, and the components Z, are disjoint chains. Note that if 
Z,=@, then Z,=@ for all t>r. 
(1!2) 
LEMMA 5.3. A,= (ZEXIZ,=@}. 
Proof: Follows from the fact that the elements of any antichain of a 
subset Z of X must lie on different components of Z. 
In the following we call a sequence of points (ui, ui), . . . . (u,, u,) a path if 
(Uj-IA-l, Ui-Ui-I ) is equal to either (LO) or (0, 1 ), i = 2, . . . . s. In other 
words, a path of X is a saturated chain of the above partial order of X. Let 
P, and Ql denote the points (n - 2t + 1, n) and (1, 2t), t = 1, . . . . r - 1. Note 
that these definitions are different from those of Section 3. 
THEOREM 5.4. A subset Z of X is a face of A, with dim(Z) = dim(A,) $ 
and only zf Z is a union of r - 1 non-intersecting paths from P, to Q,, 
t=l,...,r-1. 
Proof Let Z be a face of A, with dim(Z) = d. Then every component 
Z, of Z must be a path from a point (a,, n) to a point (1, b,). We claim 
that b, 2 2t. Indeed, if b, d 2t - 1, the paths Z,, . . . . Z, must pass through 
the antichain (1, 2t- l), (2, 2t-2), . . . . (t - 1, t + 1). Since the antichain 
has only t - 1 elements and since these elements lie on different paths, 
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this can not happen. Similarly, a, <n - 2t+ 1. Therefore, length(Z,) = 
a, + (n -b,) < 2n - 4t + 1. By Lemma 5.3, IZI = 1 length(Z,), t < r. Hence 
r-1 
IZIG C (2n-4t+l)=(r-1)(2n-2r+l). 
1=1 
On the other hand, if Z is the union of the paths from P, to Q, which pass 
through the points (i, 2t+i), (i, 2t+i- l), i=n-2t, . . . . 2, t= 1, . . . . r- 1, 
then Z is a face of d, with IZI = (r- 1)(2n-2r+ 1). Hence we conclude 
that 
d=(r-1)(2n-2r+l)-1. 
It is now clear that dim(Z) = d implies length(Z,) = 2n -4t - 1 for all 
t = 1, . ..) r-l. Note that (a,,n)<P,, (1,6,)aQl, and 2n-4t+l is the 
length of the elements of a path from P, to Q,. Then Z, must be a path 
from P, to Q,. Conversely, if Z is the union of r - 1 non-intersecting paths 
from P, to Q,, t = 1, . . . . r - 1, then these paths must coincide with the com- 
ponents Z, of Z. As a consequence, Z, = 0. Hence Z E A, by Lemma 5.3. 
Obviously, dim(Z) = d in this case. 
Similarly to Section 3, we can deduce from Corollary 5.3 and 
Theorem 5.4 explicit formulas for the dimension and the multiplicity of the 
pfaIfian ring R/Q,. 
COROLLARY 5.5 (cf. [21]). dim(R/Q,)= (r- 1)(2n-2r+ 1). 
Proof. Follows from the fact that d= (r - 1)(2n - 2r + 1). 
THEOREM 5.6. e(RlQ,)=det [(,-z;~~~~‘+:2,1)-(n-2;~~~~~~++)]i,j=~,...,,~~. 
Proof: By Corollary 5.3, e(R/Q,) = fd. By Theorem 5.4, fd is the num- 
ber of all families of r - 1 non-intersecting paths Z, from P, to Ql, t = 1, . . . . 
r-l. Set P:=(n-r-t+l,n-r+t+l) and Q:=(r-t,r+t), t=l,..., 
r - 1. Note that P, < P: < Q: < Q, and that the points Pi and Q; form two 
maximal (not extendable) antichains of X. Then it is not hard to see that 
the paths Z, pass through Pi and Q:. Further, Z, is uniquely determined 
by the subpath from Pi to Q:. Therefore, fd is equal to the number of the 
families of r - 1 non-intersecting paths from P; to Q:, t = 1, . . . . r - 1. Using 
the argument of [14], we can now show that 
fd=det(MPI, Q,'))Lj=l ...r-lr , . 
where w(P(, Q,‘) is the number of all paths of X from Pi to Q,‘. Since the 
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paths from Pi to Q; are bounded by the line x = y of the plane, we can 
apply [24, Chap. 1, Sect. 21 to compute w(P:, Q,‘) and obtain 
w( Pi, Q;) = 
2n-4r+2 
n-2r-i+j+l 
We do not know whether there is a simple expression for the determi- 
nant of Theorem 5.6 which is similar to the product formula for the multi- 
plicity of ordinary determinantal rings. In some cases, it would be better to 
count the number fd directly than to use the above determinantal formula 
for e(NQ,). 
EXAMPLE. Multiplicity of generic Gorenstein ideals of codimension 3. 
Let X be a generic (2r + 1) x (2r + 1) skew-symmetric matrix. Then Qr is a 
generic Gorenstein ideal of codimension 3. By Theorem 5.6, 
e(R’Qr)=det [(2-4+ j)-(2-4-j)]i,i;,.....~-, 
= det 
5 4 1 0 0 
4 6 4 1 0 
1 4 6 4 1 
0 1 4 6 4 
0 0 1 4 6 
. 
It is not easy to comput et .his determinant. However, if one looks at the 
faces of A, of maximal dimension, one can realize that the complement of 
such a face in X consists of only 3 points of the forms (t, 2r + 3 - t), 
(i, 2r + 2 - i), (j, 2r + 1 - j) with t > i, j > i and that every triple of points of 
this forms determines a face of A, of maximal dimension. Now one can 
easily count the number of all such triples of points of X and obtain 
e(R/Q,) = 1 + 22 + . . . + r2 = 
r(r+ 1)(2r+ 1) 
6 
See also [lS] for another proof of this formula. 
6. WEIGHTED DETERMINANTAL AND PFAFFIAN IDEALS 
This section deals with homogeneous ideals generated by the minors 
(pfaffians) of a (skew-symmetric) matrix whose (i, j)-entry is either a 
positive power of the indeterminate Xii or zero multiplicity of the factor 
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ring. We shall see that the Grijbner basis and the multiplicity of these 
ideals can be derived from the generic case by a substitution. 
We consider a more general situation. First, we recall some notations 
from the theory of Grobner bases. Let R = k[X,, . . . . X,] be a polynomial 
ring over a field k. We call a manic monomial g = X7’ . . . Xz a term of R 
and set deg g = (tli , . . . . tl,,). Consider the lexicographic term order of R 
which is defined by (pi, . . . . ~1,) > (/I,, . . . . /I,,) if the first non-zero coordinate 
from the left of (a, -/Ii, . . . . a, - fl,J is positive. As usual, the leading term 
of a polynomial f~ R is denoted by f*, and the degree off is defined to be 
deg f *. Moreover, we call a relation C g,f, = 0 a homogeneous relation of 
degree T if the elements gi, f, are monomials of R such that deg g,f, = T 
if g,f, # 0. Here we use the convention that the zero element of R can take 
any degree. 
We need the following lifting criterion for a Grobner basis. 
LEMMA 6.1 [30, Theorem 7.21. A set of generators fi, . . . . f,,, of an ideal 
I of R is a Griibner basis of Z if and only iffor every homogeneous relation 
CT=, g,f,* = 0 of degree T, there exist polynomials Gi = g, + Gi’ with 
deg GI < T - deg fi* such that CT’= 1 Gi fi = 0. 
Let cp be an endomorphism of R which maps Xi either to Xy, cli > 0, or 
to zero. From the definition of the lexicographic term order one can easily 
see that if g and g’ are two terms of R with deg g < deg g’ and cp( g’) # 0, 
then deg q(g) < deg cp(g’). In particular, for any polynomial f E R, 
cp(f )* =cp(f*) if cp( f*)#O. Let q(Z) denote the ideal of R generated by 
the elements q( f ), f E Z. 
THEOREM 6.2. Let f, , . . . . f, be a Griibner basis of an ideal Z of R such 
that cp(fi)* = cp(h*) for all i = 1, . . . . m. Then cp( fi), . . . . q( f,) is a Griibner 
basis of q(Z). 
Proof Let S be the subring of R generated by all indeterminates Xi 
with cp(X,) # 0 and J the ideal of S generated by the elements cp( f ), f E I. 
Then R is a polynomial ring over S. Further, since q(Z) is generated by 
elements of J, q(Z) is the extended ideal of J in R. Therefore, it suffices to 
show that cp(f,), . . . . cp( f,) is a Griibner basis of J with respect to the term 
order of S induced from the lexicographic term order of R. Let S denote 
the subring of S generated by all elements cp( f ), f E R. Then S is a free 
module over S, 
where E denotes the set of all monomials Xf’ . . .X2, 0 < & < ai if cp(X,) = 
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XT8 and Izi arbitrary if cp(X,) = 0. Let Cy= 1 gi’p( fi)* = 0 be a homogeneous 
relation of degree T in S between the leading terms of cp(f,), . . . . rp( fJ. 
By the above representation of S, gi = cp(h,) ei for some monomial hi6 S 
and eiE E. Let F be the set of all elements eE E such that e = ei 
for some i= 1, . . . . m. For all e E F, we have a homogeneous relation 
C,,-, cp(h,) rp( fi)* = 0 of degree T- deg e. Note that q induces an 
isomorphism between S and S. Then using the assumption cp(fi)* = cp(f;*) 
we can deduce the homogeneous relation CC,=. hifi* = 0 of degree say T,. 
Extend this relation to a homogeneous relation x:x 1 h,,Ji* = 0 between 
the elements fi*, . . . . f,*, where 
he,i = 
hi if e, = e, 
0 if ei # e. 
Since f,, . . . . f, is a Grobner basis of Z, using Lemma 6.1 we can find 
polynomials ZZ,,i = h,,i + Hb,i with deg H:,i < T, - deg fi* such that 
CT!, H&=0. Since I?!, cp(H,J) = 0, summing up we obtain the 
relation 
eFF iS, V(He,i) cp(fA e = 0. 
If we put Gi=CesF c~(H,,~) e, then Cy=, Giq(fi) = 0 and 
Gi= C V(he,i) e + 1 V(Hh,i) e = gi + 1 P(HL,i) e. 
CEF et?F eEF 
Observe that if f is a polynomial of R and g is a monomial of S with 
deg f < deg g, then deg cp( f ) c deg q(g). Since deg H:J* < T, and since 
T, is the degree of some monomial h,S,* E S with ej = e, deg cp(Hb,f,*) < 
deg cp(h,fi*) = deg cp(hj) q(J)* = T- deg e. From this it follows that 
deg cp(H&) e < T- deg q(A)*. According to Lemma 6.1, we have proved 
that dfd, . ..) cp(fA is a Griibner basis of J. 
Let Q* denotes the ideal generated by the leading terms of an ideal Q. 
Theorem 6.2 says nothing else than q(Z)* = cp(Z*). Since cp induces a flat 
endomorphism of S, the primary decomposition of the ideal q(Z)* can be 
read off from the one of I*. Therefore, using the associativity formula one 
can express the multiplicity of S/q(Z)* in terms of Z* and the numbers ai. 
This leads us to the following result. 
Let A be the simplicial complex of all subsets {i,, . . . . i,} of { 1, . . . . n} such 
that Xi, ... Xi* does not belong to the radical of I*. Let G, denote the set 
of all subsets of { 1, . . . . n} whose complements are faces of A of maximal 
dimension. 
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THEOREM 6.3. Let I be an ideal of R which has a Griibner basis f,, . . . . fm 
such that f;“, . . . . fz are square-free monomials. Suppose further that 
rp( f;“), . . . . cp( fz) do not vanish and cp( fi), . . . . rp( f,) are homogeneous 
polynomials. Then cp(X,) = Xy for all i which belong to a set of C,, and 
4WN)) = 1 a,, . . . aiz. 
(il. .._, ia} E Cd 
Proof: Since f:, . . . . f,* are square-free monomials, I* = n (Xi,, . . . . X,), 
where {i,, . . . . i,} runs all subsets of { 1, . . . . n} whose complements are facets 
of A [ 193. Let i be an element of such a subset of { 1, . . . . n}. Then Xi must 
be a factor of some fi*. Since cp( fi*) # 0, q(Xi) has the form Xy. Now let 
S and J be defined as in the proof of Theorem 6.2. Then 
e(R/cp(Z)) = WcpU)*) = e(WJ*L 
and J* is generated by the elements cp( fl*, . . . . (pcf,*). Since ( fl*, . . . . f,*) S= 
n txi,, . . . . X,) S and since cp induces a flat homomorphism on S, J* = 
: cxy? 
..-X?) S. Note that dim(S/(X,,, . . . . X,)) =dim(S/J*) if and only if 
I,, . . . . i,} E C,, Then using the associativity formula for multiplicities we 
obtain 
e(S/J*)= 1 e(S/(XTp . . .X2) S) 
{rl,...,G)ECd 
= 1 ai,..*ai,. 
(il,...,ir)sC~ 
Now we apply the above general results to determinantal ideals. 
Let X be an m x n matrix of indeterminates X,. Let ur, . . . . u, and 
vr, . . . . vn be two sequences of positive integers. Set aii = ui - vi. Let cp be an 
endomorphism of R = k[X] defined by the map 
cp(X,) = 
{ 
y 
if au>0 
if a,<O. 
We call q(X) a weighted matrix of X. Note that all minors of the matrix 
q(X) are homogeneous and that any m x n matrix whose (i, j) entry is 
either a positive power of X, or zero with this property can be obtained in 
this manner. 
Fix a minor M= (a,, . . . . a, lb,, . . . . b,] of X. Let D, denote the set of the 
variables Xj,j with i < a, or j < b,, t = 1, . . . . r, and set D, + , = X. Identify X, 
with the point (i, j) of the tilane. Let P, and Q, denote the points (a,, n) 
and (m, b,), t = 1, . . . . r. Define W, = C fi, where 2 runs all paths from Pi 
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to Qj and fi denotes the product of all indeterminates of 2. Let a be the 
product of all positive numbers a+ 
COROLLARY 6.4. Let P be the ideal of R generated by all t-minors of 
cp(D,), t = 1, . . . . r+l.Supposethata,>O$t-m<i-j<n-tandi<a,or 
j<b*, t=l,..., r+l. Then 
(i) The t-minors of cp(D,), t = 1, . . . . r + 1, form a GrBbner basis of P,. 
(ii) e(R/P) is equal to the value of a det( Wii)i,j= l,.,,,r at X, = l/av if 
aV>O and X,= 1 zfa,<O. 
Proof: The assumption on au means that aii > 0 and therefore cp(X,) # 0 
if (i, j) belongs to some t-antichain of the set D,, t = 1, . . . . r + 1. But such 
an antichain corresponds uniquely to the leading term of a t-minor of D,. 
Hence the assumption of Theorem 1.2 is satisfied for I= P,, where P, 
is the determinantal ideal introduced in Section 2. Since P= cp(PM), 
we obtain (i). For (ii) we first use the argument of [14] to show that 
WW&j= l,...,r is equal to 1 fi, where 2 runs all subsets of X which are 
unions of r disjoint paths from P, to Q,, t = 1, . . . . r (we omit the proof here 
because it is almost the same). By Theorem 3.3, these subsets are exactly 
the faces A, with maximal dimension, where A, is the associated simpli- 
cial complex of PG. Note that the value of afi after the above substitution 
is equal to n X,,EX,Z au. Then (ii) follows from Theorem 6.3. 
We do not know whether there exists a more exlicit formula for the 
evaluated determinant of Corollary 6.4. Moreover, if the number of the 
faces of A, of maximal dimension is small, Theorem 6.3 yields a better 
multiplicity formula. For instance, consider the ideal of R generated by all 
m-minors of A’, m <n. This ideal is exactly the ideal P, with M= 
L-1, . . . . m - 1 1 1, . . . . m - 11. It easily seen that the complement in X of every 
face of A, is a set of n - m + 1 points of the form {(i,, iO), (i,, i, + 1 ), . . . . 
(in-,, in-, +n-m)},l<i,6i,< . ..6i.-,dm.HencefromTheorem6.3 
we immediately obtain the following 
COROLLARY 6.5. Let P denote the ideal of R generated by a// maximal 
minors of the matrix q(X). Suppose that aii > 0 if 0 < j - i < n - m. Then 
EXAMPLE. Multiplicity of perfect ideals of codimension 2. Let Z be a 
perfect homogeneous ideal of codimension 2 with m + 1 generators in a 
polynomial ring R. Let fi, . . . . f, + 1 be a minimal basis of I of degrees vi, . . . . 
V m+l. By the Hilbert-Burch theorem, the elements of any minimal basis of 
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Z are the maximal minors of an m x (m + 1) matrix ( gV) of homogeneous 
forms. Further. Z has a minimal free resolution of the form 
o- & R(-Ui)5 m&1 R(-oJ- R- 0. 
i= 1 i=l 
Set aij = ui - vi. Then deg g, = aU if aii > 0 and g, = 0 if cl0 ,< 0. Assume that 
u,< a** <u, and v,< ... <v,,,+~. Then aii > 0 if j 2 i. Following [lo] we 
call (au) the degree matrix of Z. It is obvious that two perfect homogeneous 
ideals of codimension 2 with the same degree matrix have the same multi- 
plicity. Therefore, to compute e(R/Z), we may replace Z by the ideal P 
generated by the maximal minors of a weighted m x (m + 1) matrix whose 
(i, j)-entry is X 2 if aii > 0 and zero if cl0 < 0. So we can apply Corollary 6.5 
and recover the following multiplicity formula 
4RIZ) = C aiiaj + I 
O<i<j<m 
for all perfect homogeneous ideals Z of codimension 2 having the degree 
matrix (aii) of [lo]. 
Similarly as for Corollary 6.4 one can prove the following formula for the 
multiplicity of homogeneous ideals generated by pfallians of weighted 
matrices. 
Let X now be a generic skew-symmetric matrix on the indeterminates 
X,, 1 ,<i<j,<n. Let c, v,, . . . . v, be a sequence of positive integers. Set 
Fiji= c-vi- vj. Let cp be the endomorphism of R = k[X] defined by 
the map 
cp(X,)= ;p 
{ 
if /Iii>0 
if /Iii<O. 
It is obvious that all pfafhans of the matrix q(X) are homogeneous and 
that any n x n skew-matrix whose (i, j) entry is either a positive power of 
XV or zero with this property can be obtained in this way. Identify X with 
the set of points (i, j), 1 <i< j< n. For every positive integer r such that 
2r,<n, let Pi and Qi denote the points (n-r-l+l,n-r+++l) and 
(r - t, r + t) of the plane, t = 1, . . . . r - 1. Define IV& = C fi, where 2 runs 
through all paths in X from PI to Q,’ and fi denotes the product of the 
indeterminates of Z. Let p be the product of all positive integers fiii with 
2r<i+ j,<2n-2r+2. 
COROLLARY 6.6. Let Q be the ideal generated by the 2r-pfaffians of the 
matrix q(X). Suppose that pii > 0 if 2r + 16 i + j < 2n - 2r + 1. Then: 
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(i) The 2r-pfaflans cp(X) form a Griibner basis of Q. 
(ii) e(R/Q) is equal to the value of /I det( W;)i,j=I,.,,,rP1 at Xij=pii if 
/IV>0 and X,= 1 if p,<O. 
We point out that if the number of the faces of A, of maximal dimension 
is small, where A, is the associated simplicial complex of the ideal 
generated by the 2r-pfaffians of X (see Section 5), then Theorem 6.3 
provides a better formula for the multiplicity of R/Q. For instance, let X be 
a generic skew-symmetric (2r + 1) x (2r + 1) matrix. Using Theorem 5.5 one 
can easily seen that C,, is the set of all triples of points (i,, 2r + 2 - i,), 
(i2, 2r + 1 - iz), (i3, 2r + 3 - i3), i, 6 i, and i, 6 i,. Hence from Theorem 6.3 
one immediately obtains the following 
COROLLARY 6.7. Let Q be the ideal generated by the 2r-pfaffians of the 
skew-symmetric (2r + 1) x (2r + 1) matrix q(X). Suppose that 8, > 0 tf 
2r+ 1 di+j<2r+3. Then 
EXAMPLE. Multplicity of Gorenstein homogeneous ideals of codimension 
3. Let J be a Gorenstein homogeneous ideal of codimension 3 in a polyno- 
mial ring R. Then the elements of any minimal basis of J are the 2r-paffians 
of a skew-symmetric (2r + 1) x (2r + 1) matrix ( gti) of homogeneous forms 
for some fixed positive integer r [8]. Further, J has a minimal free resolu- 
tion of the form 
2rt 1 
O- R(-c)- @ R(-ui)A ‘g’ R(-vi)- R- 0, 
i=l r=l 
where ui = c - vi for all i = 1, . . . . 2r + 1. Set /Iii = c - ui - uj. Then deg g, = 
/Iii if /iii>0 and g,=O if a,<O, 1 <i<j<2r+l. Assume that 
/?,</12< ... </?2r+,. Then BU>O if i+j>2r+l. Following [18] we call 
(Bij) the degree matrix of J. It is obvious that two Gorenstein homogeneous 
ideals of codimension 3 with the same degree matrix have the same multi- 
plicity. Therefore, to compute e(R/J) we may replace J by the ideal Q 
generated by the 2r-pfaffians of the weighted skew-symmetric (2r + 1) x 
(2r + 1) matrix whose (i, j)-entry is X2 if /Iii> 0 or zero if /IV < 0 for 
1 < i < j< 2r + 1. Thus, from Corollary 6.7 we obtain the multiplicity 
formula 
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for all Gorenstein homogeneous ideals J of codimension 3 having the 
degree matrix (/Iii). This formula has been proved before in [18] by a 
rather different method. 
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