ABSTRACT This paper is concerned with personal identification using a robust EigenECG network (REECGNet) based on time-frequency representations of electrocardiogram (ECG) signals. For this purpose, we use a robust principal component analysis network (RPCANet) and wavelet analysis. In general, PCA performance and applicability in real case scenarios is limited by the lack of robustness to outliers and corrupted observations. However, in a real nonstationary ECG noise environment, RPCA shows good performance when the method is applied with variable dimensions of local signal subspaces. That is why RPCA-based ECG identification is extremely robust with nonlinear data. Also, a REECGNet performs well without back-propagation to obtain features from the visual content. We constructed a Chosun University ECG Database (CU-ECG DB) and compared with the Physikalisch-Technische Bundesanstalt ECG database (PTB-ECG DB), which is shared data. Finally, the experimental results show the advantages and effectiveness of the applied recognition scheme with 98.25% performance. In addition, to demonstrate the superiority of REECGNet, we experimented with adding noise and the experimental result showed 97.5% recognition rate.
I. INTRODUCTION
The ECG measurement provides three types of induction: one lead (right hand, left hand), two leads (right hand, left foot), and three leads (left hand, left foot). In this paper, we use one lead, which is the simplest method. The signal appears as a PQRST wave due to the contraction of the ventricle. The P-wave is the first deflection of the ECG because of depolarization of the atria. Atrial repolarization occurs during ventricular depolarization and is obscured. The QRS complex corresponds to the ventricular depolarization. The T-wave represents the ventricular repolarization, restoration of the resting membrane potential. In about one-quarter of the population, a U-wave is observed after the T-wave. It usually has the same polarity as the preceding T-wave. It has been suggested that the U-wave is caused by afterpotentials that are probably generated by electromechanical
The associate editor coordinating the review of this manuscript and approving it for publication was Victor Hugo Albuquerque.
feedback. Inverted U-waves can appear in the presence of the left ventricular hypertrophy or ischemia. The PQ segment corresponds to electrical impulses transmitted through the S-A node, bundle of His and its branches, and the Purkinje fibers and is usually isoelectric. The PQ interval expresses the time elapsed from the atrial depolarization to the onset of the ventricular depolarization. The ST-T interval coincides with slow and rapid repolarization of the ventricular muscle. The QT interval corresponds to the duration of the ventricular action potential and repolarization. The TP interval is the period for which the atria and ventricles are in diastole. The RR interval represents one cardiac cycle and is used to calculate the heart rate [1] , [2] .
On the other hand, ECG is widely used for recognition, and various ECG algorithms are being studied for personal identification. We consider two research lines in ECG studies (preprocessing, feature extraction). Firstly, we look at ECG preprocessing methods for frequency and duration. Usually, the frequency ranges of 0.1-100 Hz for the band-pass filtering are used [3] - [5] . The other studies use 1-40 Hz [6] - [8] and 0.5-40 Hz [9] , [10] . Dentally, Kamath attempted to analyze ECG beats from an energy point of view by accounting for the features derived from a non-linear component in time and frequency domains using Teager Energy Operator (TEO). The raw ECG is band-pass filtered (0.5-40 Hz) to remove muscle noise, baseline wander and the power line interference [10] . Others are 1-30 Hz [11] , [12] and 0.4-40 Hz [13] , 0.05-40 Hz [14] , 1-30 Hz [15] .
Also, here is an example of applying a low-pass filter. There are some research using 11 Hz [16] , [17] , 30 Hz [18] , [19] , 50 Hz [20] , 100 Hz [21] and 70 Hz [22] . Next, the application of a high-pass filter is presented. High-pass filters with cut-off frequencies of 0.5 Hz [23] , 1 Hz [18] , [19] and 2.2 Hz [24] were used to remove baseline wander and suppress the drift. The median filter uses ms instead of Hz and lists the trends. ECG signals are further filtered using two median filters that have respectively 200 and 600 ms widths to remove the baseline wander [25] , [26] and the P and T waves [27] . A series of three median filters was used to remove the ECG isoelectric line [28] . The median filters usually have the order of two [29] and fifty [30] . A local median filter is used in [31] to decrease special effects and arbitrary noise, and two steps of median filtering are used to delete the baseline wandering. Since the main goal of feature, transformation is to reduce the dimensionality.
Secondly, some ECG feature extraction methods have been presented. Pal and Mitra [32] studied PCA application to avoid the handling of big data. Next, the reduced features from PCA are fitted into a quadratic polynomial model using the least square method. In addition, in order to generate a significant ECG feature set, non-fiducial methodologies based on an autocorrelation (AC) in conjunction with linear dimension reduction methods are used and Bugdol and Mitas [33] has performed the dimensionality reduction of the MFCC vector using the PCA method. Recently, researches on ECG using SG have been actively conducted. Since the ECG signal is one-dimensional, the number of features increases when a SG is used. As a result, the performance is improved, but the speed is lowered. However, PCANet is a learning-based algorithm, and the time required for verification is very small. When we demonstrated the trend for SG, Yaman et al. [34] indicated that the wavelet SG analysis would be preferred because of its capability of screening time, frequency, and energy concurrently. Rasooli et al. [35] used SG for frequency and entropy-based feature and Acharya et al. [36] used the resized (128 ×128 pixels) 2D-SG to improve performance. 3-D SG for feature extraction is used in Mourad and Fethi [37] , Awal et al. [38] , Ziani et al. [39] , Sukiennik and Białasiewicz [40] , Bukkapatnam et al. [41] , and Hagiwara et al. [42] . Also, RPCA, which is an improved PCA algorithm, was suggested by Wright et al. [43] in 2009. Although, the RPCA algorithm is not often used for ECG classification, it is sometimes used as a comparison algorithm [44] . RPCANet is also fused with PCANet and RPCA, which is a robust algorithm published recently by Xu et al. [45] .
The initial motivation of our study was to apply primarily a simple deep learning network using ECG. PCANet is an algorithm that is normally used in face recognition for two-dimensional and facial data. Using REECGNet for ECG requires changing one-dimensional ECG data to 2D or 3D. Moreover, the algorithm is now applied to many fields due to recently developed deep running, but it is difficult to examine its performance factors. Undoubtedly, REECGNet is easy to understand and analyze because it is a part of the most intuitive and easy deep learning. Thus, we present the novelty and excellence of REECGNet applications through the comparison with deep-learning algorithms in ECG.
The contribution of this paper is the development of the new structure REECGNet. As mentioned above, robust PCANet is the latest algorithm. However, applying the ECG recognition based on REECGNet presents a new challenge with SG. Also, PCA performance and applicability in real case scenarios is limited because of poor robustness to outliers and corrupted observations. However, in real nonstationary ECG noise environment RPCA shows especially good performance when the method is applied with variable dimensions of local signal subspaces. That's why RPCA-based ECG identification is extremely robust in nonlinear cases. Accordingly, in this paper we apply two methods. The first is the novelty of the structure, and the second is the novelty of the application field. Also, the database (DB) used in this paper was obtained from Chosun University, Korea. Also, various experiments were conducted and analyzed using REECGNet in ECG. The ECG is originally composed of one-dimensional signals. One-dimensional ECG is handled using the proposed preprocessing method, and the features are converted into two dimensions. The features extracted by the PCANet using ECG are exploratory and the ECG recognition rate is improved with the subsequent modeling. In short, the achievement of this paper is the possibility of researching ECG personal recognition with REECGNet, and the validity of the preprocessing and geometric transformation of the data demonstrated with the use of two different data types. Also, as the CU-ECG DB is an in-house database of the Chosun University, Korea, we could analyze the performance according to the SG size. As a result, the size and performance of the SG are in proportion, and the performance doesn't increase after a certain size of data. In this paper, the highest performance of 98.25% was demonstrated with the size of 28 * 28.
This paper is organized as follows. In Section 2, we outline the theoretical background for PCA, PCANet and RPCA. In Section 3, we present the structure of the REECGNet, explore its features using ECG, and analyze the flow of REECGNet with SGSG. Section 4 describes the CU-ECG DB used in the experimental environment. the differences between the data and compare their performances using PCA, auto-encoder (AE), extreme learning machine (ELM), and ensemble extreme learning machine (EELM). The parameters of REECGNet such as the patch size, number of filters, block size, training rate and lap ratio are adjusted to improve the performance. We examined how they affect the REECGNet performance by modifying the key parameters of the experiment. Finally, Section 5 offers a conclusion.
II. PCANET AND ITS VARIANTS
PCA is a well-known method for feature extraction and dimensionality reduction in signal classification. It does linear mapping of a high-dimensional input vector into a low-dimensional vector of uncorrelated components. It also acquires a unique solution by compelling a specific orthogonal structure onto the mapping matrix. PCA computes principal components using the total variability of the data. The first principal component corresponds to the vector that has the highest variability (uncorrelated). The second principal component corresponds to the vector in the next direction that is orthogonal to the first principal component, and so on. Feature transformation using PCA requires computation of the covariance matrix of the data, its eigenvalue-eigenvector decomposition, storing of the eigenvectors that correspond to the eigenvalues sorted in the descending order and, finally, mapping the data into a new subspace defined by the principal components. The PCA projects the data into the directions that have the highest variability, which provides a representation of the data with a small number of features. However, these features do not represent the best directions for obtaining the highest possible discrimination to identify different classes. Some of the recent studies on ECG analysis using PCA for feature dimensionality reduction are given in [46] . The objective of PCA is as follows.
where A F denotes the Frobenius norm of the matrix. This norm is the square of all the elements of the matrix, A F = tr AA T = tr A T A is known. Table 1 shows the core parameters of the PCANet. 
B. PCANET

Suppose we have M training images
Without loss of generality, we assume that image data standardization can be accomplished through mean centering, i.e., N i=1 x i = 0. PCA [46] aims to seek an optimal projection matrix V * ∈ R m×p by solving the following objective function [47] , [48] .
where · F denotes the Frobenius norm of the matrix. I k ∈ R k×k represents the identity matrix. Using simple algebraic transformation, the objective function (2) can be presented in the following form:
where tr(·) denotes the trace of square matrix and C t = XX T is the covariance matrix of the data. The optimal projection matrix V * is composed of the C t eigenvectors corresponding to the first k largest eigenvalues. The objective function (2) or (3) directly provides the reconstruction error in the sense of least-squares. However, the function is sensitive to extreme data outliers. Thus, it is obvious that objective function (2) or (3) is not robust, and the large squared distances heavily dominate the optimal solution of PCA. The detailed description of the workflow is given below; Figure 1 shows the diagram of PCANet. [ Step 1] The original input is training images such as ECG.
In the step, input image is PCA output's output if step 4 processes before. [ Step 2] Extracting the PCANet filters is the main mission of the PCA filterbank. [ Step 3] The eigenvector is an output of the PCA filter bank. [ Step 4] Making original images convolve with PCANet filters as the output to the next step. [ Step 5] Making V convolve with the PCANet filters as the output image to the next step. [ Step 6] The output image is the PCANet output after two PCA stage. [ Step 7] Binarize output image and calculate block-wise histograms. Here, we create a weight map and proceed with binary quantization and weighted combination of the elements of the input data. [ Step 8] Final feature is extracted by PCANet.
C. RPCA
The first step in the classical PCA is to center the data on the mean. This means that the centroid of the row-pattern coincides with the origin in the variables space. Similarly, for the variance the mean is also not robust by itself. To make this step robust, the L1-median estimator is used. In the literature, this estimator is often called ''spatial median'' or ''median center''. It is defined as a point which minimizes the sum of the Euclidian distances to all points in the data. It is highly robust and affine equivariant, which ensures that the estimate will be transformed properly when the axes are rescaled and rotated. In one-dimensional space, L1-median is reduced to the standard median. Because of the way of estimation, in a high-dimensional space (2D), the L1-median center differs from the median center of the data (for more details, see [49] ). The next step of making the algorithm robust is to find directions in the data space, which are not affected by the outliers once the data are centered on L1-median. This is done by using a robust scale (instead of the variance as in PCA). These directions are obtained by maximizing the projection index, and they correspond to the robust PCs. As the robust scale (projection index), the Q n estimator is used. For each projection, the pairwise differences between the two data points are calculated, which yields a diagonal matrix. After unfolding the upper or the lower matrix diagonal to a vector, its elements are sorted, and the value, which corresponds to the first quartile, is taken to compute Q n as follows:
where
+ and c n is a correction factor, which tends to 1 when the number of objects, m, increases. Instead of looking for all possible directions, all objects are projected onto normalized vectors passing through each data point and the L1-median center. The first vector, which has the highest projection index, is found, and the objects are then projected onto its orthogonal complement.
The second vector, with the highest projection index, is then obtained, and the projection is repeated. This procedure continues until a certain number of vectors is calculated. These vectors, similarly to PCA, are called robust eigenvectors, and the squared robust scale values of the projected datarobust eigenvalues, respectively.
The algorithm can be summarized as follows: Let X is the data matrix with elements x ij , i = 1, . . . , m(objects) and j = 1, . . . , n (variables). [ Step 1] Center X around L1-median. It gives the new centered data matrix X c . [ Step 2] For i = 1 to f n , where f n is the number of robust PCs to be extracted, construct a data matrix containing normalized rows of X c (all possible eigenvectors).
[
Step 3] Project all objects onto the eigenvectors.
Step 4] Calculate the projection index of all eigenvectors.
Step 5] Select the eigenvector with the maximum projection index. [ Step 6] Update the X c with its orthogonal complement. [ Step 7] Repeat Step 2 until f n robust PCs are found. Project all objects onto the eigenvectors found.
III. ECG BIOMETRICS BASED ON RPCANET
In this section, we discuss the ECG-based SG and REECGNet. The REECGNet process shows the ECG features or analyses the features extracted from REECGNet.
A. SCALOGRAM
The wavelet transform is calculated by taking the inner product between the original signal and the so-called basis function. The result is a set of coefficients which measures the similarity between the analyzing and the analyzed signal. This set of coefficients indicates how close the signal is to the basis function. In the case of wavelet analysis, the basic functions are scaled (stretched or compressed) versions of the same prototype function, classed the mother wavelet. A mathematical background of wavelet transform can be founded in [50] . The continuous wavelet transform (CWT) of the signal x is defined as a convolution between the analyzed signal and the combination of the set of basis function, obtained by means of dilation A and translation B of the mother wavelet [40] , [51] - [53] .
Stretching or compressing the function is collectively referred to as ''dilation'' or ''scaling'', and corresponds to the physical notion of scale. The result of the transformation is a two-variable function, and therefore 2-D representation of the 1-D signal is always redundant. CWT allows the use of variable-sized windows, which gives a more flexible way of time-frequency representation of the signal. In order to enhance low-frequency resolution, WT long-time windows are used; and vice versa. In order to get high-frequency information short-time windows are used. The two parameters (time U and scale S) of the CWT in (5) make it possible to study the signal in both domains (time and frequency) simultaneously, with a resolution that depends on the scale of interest. Accordingly, the CWT provides a time-frequency decomposition of the signal in the so-called ''time-frequency plane''. In signal processing, the SG is a visual method of displaying a wavelet transform. The SG of xis defined by the following function:
We represent the energy of W a x(b) at the scale A. The SG allows detecting the most representative scales (or frequencies) of the signal, that is, the scales that contribute the VOLUME 7, 2019 most to the total signal energy. If we are only interested in a given time interval (t 0 , t 1 ), we can define the corresponding windowed SG by integrating (6) between these values [37] . There are 3 axes: x for time, y for scales, and z for coefficient value. Figure 2 shows sample of ECG and SG [54] - [58] .
B. REECGNET BASED ECG BIOMETRICS
The RPCANet is structurally almost identical to the PCANet, and yet another challenge is to change the PCA to the RPCA from PCANet. The main difference between the first stage and the second stage is that the computation of the second stage is L 1 times that of the first stage. The output of rth filter in the first stage:
where ⊗ denotes two-dimensional convolution. Before using the filter w 1 r to extract image feature, the boundary of the image sample must be filled with zeroes to make the image X r i to be the same size as the training sample image X i . Similar to the first stage, we collect all of the overlapping patches in X r i and perform mean centering for each patch as follows:
whereȲ i,r,j represents the jth mean centering patch of the X r i . Next, by collecting all mean centering patches of the rth filter, we get the following output:
Finally, we cascadeȲ r for all filter outputs as following: The RPCA filter of the second stage is obtained as follows: 
An ECG signal of 784 * 1 is generated with SG of various sizes (10 * 10 * 3, 14 * 14 * 3, 28 * 28 * 3, and 40 * 40 * 3). The size and performance of the SG is proportional, and the performance doesn't increase after a certain size of data. The generated SG is characterized by the size of k 1 k 2 * R × (m − R) * (n − R) using the mean removing algorithm. The feature is used as an input to the RPCA, and the feature is m * n in size. We also use the sparse feature algorithm, which is used as an input to the SVM. Accuracy is calculated with the SVM classifier. Figure 3 shows the diagram of the REECGNet. Also, Algorithm 1 shows the pseudocode of REECGNet.
IV. EXPERIMENTAL RESULTS
This section describes data acquisition process and environment, evaluates the data, and examines the similarities. In addition, we present the performance assessment and the effectiveness of the REECGNet.
A. CU-ECG DATABASE
The CU-ECG DB is the data from the Chosun University, Korea. The data contains 100 people. The measurement time is 10 s for one measurement; a total of 60 times was measured during three days for each individual. Measurements were made when the participants were sitting in the chair in a relaxed state with the data sampling rate of 500,000 Hz. All acquired ECG are Lead1 type taken with wet electrodes. We used a processor, an amplifier, a band-pass filter and a low-pass filter as the primary board and the sensor. Initialization of variable (The size of the patch, the number of filters, the size of the block, sparsity regularization) 3.
Stage 1 of REECGNet -Patch mean-removal:X = X 1 ,X 2 , . . . ,X N ∈ R k1k2×mnN -Compute convolution kernels using RPCA:
Initialize :
Calculate matrix D, which satisfies
Calculate the weighted covariance matrix XDX T c.
Solve
d.
The column vectors of V t are composed of the L 1 principal eigenvectors of XDX T . e.
Stage 2 of REECGNet -Patch mean-removal:Ȳ = Ȳ 1 ,Ȳ 2 , . . . ,Ȳ L 1 ∈ R k1k2×mnN -Compute convolution kernels using RPCA:
Calculate the weighted covariance matrix XDX T h.
Solve V t = = tr X T DX − tr V T XDX T V . i. The column vectors of V t are composed of the L 1 principal eigenvectors of XDX T .
5.
Output layer -Binary hashing: compute the decimal-valued image
The processor is Atmega8; Analog to Digital (AD) converter uses 10-bit resolution. For communication we use USB to serial. The gain of the amplifier was 1000 times, and the signal was measured using a 5-V positive power source [59] . To acquire ECG data, the patient is seated in the chair in a relaxed state. The patch shown in the picture below is attached to the arm and the data is acquired. The acquired data is stored in the computer using USART communication. Figure 4 shows data acquisition environment for ECG biometrics.
B. PTB-ECG DATABASE
PTB-ECG DB is ECG data obtained from the National Metrology Institute of Physikalisch-Technische Bundesanstalt (PTB) in Germany, and contains 27000 recordings. It was obtained from 290 people sitting comfortably, including males and females. Some people had heart disease, and signals were measured from 15 leads at 1000 samples per sec. We compared the performance of the PTB-ECG DB preprocessed by Byeon et al. [60] .
C. PERFORMANCE EVALUATION AND EXPERIMEN
The accuracy performance of the SVM is used as the ratio of the correct classification to the number of total classified samples. The accuracy can be represented as follows:
where TP is the number of correct predictions for the positive samples, TN is the number of correct predictions for the negative samples, FN is the number of incorrect predictions for the positive samples, and FP is the number of incorrect predictions for the negative samples. Next, to determine the optimal performance of the REECGNet, we change various parameters. The modified parameters correspond to h, k, l, and R. We set each parameter as
and calculate the performance accordingly. We performance parameter is adjusted and its impact on performance is analyzed. The analysis shows that the bigger is the block size, the better is the recognition rate. The filter number generally shows a good performance between 4 and 8.
Next, we performed ECG personal authentication using REECGNet. Experiments were conducted while adjusting VOLUME 7, 2019 FIGURE 5. Sample data using SG FIGURE 6. Feature extraction of REECGNet using CU-ECG DB. the ratio of the training data to the testing data from 50:50 to 90:10. In other words, high performance can be expected if there is large amount of training data. The size of both the training data and the test data is 784 × 8550 on the CU-ECG DB. There are 17100 sizes, with 180 ECG signals per class, consisting of 95 classes. The training and testing data are divided by 0.5, resulting in a size of 8550. Figure 5 shows sample data using SG. The ECG data is centered using the MIDI filter starting from the R peak, and an SG is generated. Also, noise may occur in the data, but noise is characteristic of the signal, so the classification performance remains good. Figure 6 shows feature extraction of REECGNet using CU-ECG DB. In addition, the edges of the SG are can be easily detected with the naked eye. Figure 7 shows the histogram on the sparse feature of the REECGNet. Therefore, it can be seen that the sparse feature is mainly distributed as 0 value. Figure 8 shows the active weight of the REECGNet using histogram. As shown in Figure 8 , the values of the active weights extracted from REECGNet are close to zero. 
D. RESULTS AND DISCUSSION
We recruited 95 participants and acquired data during three days for each per person. We identified and removed five signals that were visually difficult to identify as electrocardiograms. Future research will be conducted using 100 databases. We applied a REECGNet based on the PCANet for personal identification of the electrocardiogram (ECG) from human biosignal data. In this paper, we apply the classification of the ECG for identification systems using REECGNet from the human biosignal data. As mentioned above, personal identification using ECG is now being actively studied. We designed the REECGNet-based SVM classifier for the ECG authentication system. The experimental results show good performance when compared with other algorithms, and the validity of the REECGNet was demonstrated. The validity of the REECGNet was confirmed to be 98.25%, and the applied method shows good performance when compared with conventional algorithms such as PCA, auto-encoder, ELM, and EELM. As the number of L, which is a PCANet parameter, increases, recognition performance also increases. R did not significantly affect the performance. In conclusion, REECGNet shows excellent performance and stability compared to REECGNet without SG. Therefore, the validity of the applied REECGNet algorithm can be considered proven.
We compared performance with the existing algorithms. PCANet shows better performance than derived PCA. PCA showed stable performance between 30 and 40 eigenvectors without SG. In addition, it shows better performance than AE, which is the basic deep learning model. RPCA in real nonstationary ECG noise environment is particularly better in terms of performance when the method is applied VOLUME 7, 2019 with variable dimensions of local signal subspaces. That's why ECG identification based on RPCA is extremely robust when the data is nonlinear. Also, RPCANet is superior to traditional underwater target recognition methods because it is not sensitive to extreme outliers. Meanwhile, the performance of the ELM is not as good as PCANet despite its fast and popular algorithm. In the active function of the ELM, the sigmoid function, the Relu function, and the sin function showed the performance of more than 85%. For the experiment, we designed the ensemble model using the ELM activation function, but the performance of PCANet was high. Table 2 outlines performance comparison of the REECGNet, PCA, AE, and EELM using CU-ECG with median filter. Table 3 shows comparison of the REECGNet with SG using CU-ECG (R = 0.5): 50:50 and 90:10 represent the training and ratios of testing data. In other words, 50:50 means we use 50 percent of data for training and 50 percent of data for testing in each division. 10 * 10 * 3, 14 * 14 * 3 means the size of the image. The SG has three dimensions because it is represented as an RGB image. SG has the most stable performance for 28 * 28. Table 4 shows comparison of the REECGNet with SG using CU-ECG from the size (28 * 28 * 3 to 40 * 40 * 3). Table 5 shows comparison of the REECGNet with SG using CU-ECG from the size (10 * 10 to 28 * 28). Table 6 shows comparison of the REECGNet without SG using CU-ECG (R = 0.5). As a result, we see that the use of SG is useful for the authentication system because it helps improve performance. Although the learning takes longer, the testing time is 0.1 second. Figure 12 shows REECGNet performance according to the size of SG. The best performance was achieved when the size was 28 * 28. Figure 13 shows testing time of the REECGNet according to the size of SG. Also, as a result of the verification time experiment, the authentication system showed an efficiency of 28 * 28 or 14 * 14 because of performance and the testing time. As a result of the verification time, the authentication system is efficient with a size of 28 * 28 or 14 * 14. Figure 14 shows performance of the REECGNet according to the algorithms. As shown in the figure 14 , the applied REECGNet with SG shows the highest performance. The AE algorithm is also a part of the deep learning algorithm, but it is experimentally shown that it is worse than REECGNet. Figure 15 shows ROC curve of the REECGNet using CU-ECG and Figure 16 shows ROC curve of the REECGNet using PTB-ECG DB. Table 7 shows verification performance on CU-ECG and PTB-ECG DB using REECGNet. The PTB-ECG DB showed about 1% higher performance than the CU-ECG.
V. CONCLUSIONS
We applied ECG classification for REECGNet-based identification system using human biosignal data. ECG authentication, which has been highlighted in the field of biometric signal authentication, was studied to design a simple and secure authentication with a band-type clock. We designed a REECGNet-based SVM classifier for the ECG authentication system. The results show good performance when compared with other algorithms, and the validity of REECGNet was confirmed to be 98.25%. The applied method showed good performance when compared with conventional algorithms such as PCA, auto-encoder, ELM, and EELM. In addition, the first reason for using SG is to improve performance through scalar transformation. As listed in Table 6 , the non-use of SG based on REECGNet is un-robust in performance, and performance is 96%, which is 2% lower than using SG. The second reason is to make a large amount of data with 2D. Deep learning often leads to stability when big DB with 2D is learning. We have demonstrated the use of SG in experimental results. We examined how PCANet performance is affected by modifying the key parameters of the experiment. Subsequently, we constructed an ECG dataset to perform the experiment and to verify whether the REECGNet can be used for identification. In particular, REECGNet can affect the ECG identification system because of the faster testing time. In the future, we plan to investigate REECGNet in three dimensions, as well as study the use of 1D ECG data and structural changes in the PCANet algorithm. In addition, the performance can be improved by adjusting the size of the SG and the lamda coefficient of the RPCA. In conclusion, the performance of the REECGNet is likely to be improved, which is a good direction for future work.
