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Discovering ways to reconstruct reliable Single Individual Haplotypes (SIHs) becomes one of the core
issues in the whole-genome research nowadays as previous research showed that haplotypes contain
more information than individual Singular Nucleotide Polymorphisms (SNPs). Although with advances
in high-throughput sequencing technologies obtaining sequence information is becoming easier in
today’s laboratories, obtained sequences from current technologies always contain inevitable sequence
errors and missing information. The SIH reconstruction problem can be formulated as bi-partitioning
the input SNP fragment matrix into paternal and maternal sections to achieve minimum error correction
(MEC) time; the problem that is proved to be NP-hard. Several heuristics or greedy algorithms have
already been designed and implemented to solve this problem, most of them however (1) do not have
the ability to handle data sets with high error rates and/or (2) can only handle binary input matrices.
In this study, we introduce a Genetic Algorithm (GA) based method, named GAHap, to reconstruct SIHs
with lowest MEC times. GAHap is equipped with a well-designed ﬁtness function to obtain better recon-
struction rates. GAHap is also compared with existing methods to show its ability in generating highly
reliable solutions.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Gene variation, especially Single Nucleotide Polymorphisms
(SNPs), is one of the active research topics in life sciences today.
Because SNPs abundantly exist in DNA – with a low mutation rate
– they are considered to be ideal biomarkers for many applica-
tions; including – but not limited to –, drug-designing and medical
applications [1] such as Type 1 diabetes [2]. The sequence of a ser-
ies of SNPs in a chromosome is called the haplotype. For diploid
organisms, like humans, chromosomes are in pairs: a paternal copy
and a maternal copy; except for the sex chromosomes [1,3]. Be-
cause the majority of SNPs belong to bi-allelic – one nucleotide
represents the wild type and the other represents the mutant type
–, a pair of individual haplotypes will form chromosomes with two
complementary strings. Stephens and his colleagues (2001) also
discovered that haplotypes generally contain more information
than individual SNPs in disease association studies [4,5]. Further-
more, due to the availability of High-throughput DNA Sequencing
(HTS) technologies and a variety of computational approaches, itll rights reserved.
ation Technologies, Building
stralia. Fax: +61 2 93513838.
-C. Wang), javid.taheri@syd
(A.Y. Zomaya).has been computationally possible to assemble the complete se-
quence of the human genome in recent years [6–9].
Two methods can be used to obtain haplotype information: (1)
by generating haplotypes from genotype samples in a population
based on different biological considerations – e.g., the linkage dis-
equilibrium (LD) between two SNPs [10]; or, (2) by reconstructing
Single Individual Haplotypes (SIHs) directly from sequencing data.
The SIH reconstruction problem was ﬁrst introduced by Lancia
et al. [7] and has been extensively studied in the literature
[1,5,10–25]. SIH problem differs from the original haplotype
assembly problem in which (1) fragments’ positions and their ori-
entations are assumed known a priori, and (2) fragments can be di-
rectly arranged in a matrix [3]. Furthermore, in the original
haplotype assembly problem, this matrix can always be bi-parti-
tioned to discover haplotypes (one partition for each haplotype)
using noise-free information.
Current HTS data contains two general types of errors: sequenc-
ing errors and missing information. A sample sequencing error is
the mate-pair, where a sequencing technology produces non-
overlapping pairs of fragments – sometimes even from same chro-
mosomes – with known distances. A sample missing information
error is caused by gaps between a pair of fragments and their re-
lated ambiguous readings; in this case, it is also impossible to de-
cide whether a fragment is from the paternal or the maternal
source. The efforts towards solving the SIH problem focus on
Fig. 1. An example of the SIH problem [3]. (a) Feasible matrix. (b) Infeasible matrix.
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sistent pair of SNP haplotypes from the fragment matrix. SIH is
proven to be NP-hard [22] and existing methods to solve it can
be classiﬁed into four models: minimum error correction (MEC),
minimum fragment removal (MFR), minimum SNP removal (MSR),
and longest haplotype reconstruction (LHR). MEC is the most difﬁcult
class, however more efﬁcient compare with others; and thus, most
algorithms try to solve the SIH problem in this model [3].
A Genetic Algorithm (GA) based MEC model was deployed by
Wang et al. [5] to solve the SIH reconstruction problem and shown
later on that it drastically loses accuracy as the error rate increases
[26]. To address this issue, same authors designed a clustering
algorithm, named 2d-mec, to improve its results. Bansal and Bafna
designed a method named HapCUT in 2008 [27] to translate the
MEC problem into the MAX-CUT problem in graph theory. They
implemented a greedy method, in conjunction with the branch-
and-bound strategy, to form HapCUT; HapCUT’s results are usually
unstable as one of its major parts is stochastic. Levy et al. intro-
duced a greedy algorithm to solve this problem if the data is
noise-free [8]. Recently, He et al. presented an optimal algorithm
with time complexity of O(m  2k  n) [28] – where m is the
amounts of haplotypes, n is the total number of SNPs and k repre-
sents the length of the longest haplotype – that uses a dynamic
programming algorithm to ﬁrst reconstruct a partial haplotype
with the lowest MEC score as the preﬁx; and then, alleles were
repeatedly added – one by one – into this haplotype until full-
length haplotypes are computed/found. If computational time to
produce a full-length haplotype becomes too long, another algo-
rithm (MaxSAT) is invoked to reduce such time.
Up to date, most of the existing SIH reconstruction methods
only accept semi-binary SNP fragments; i.e., represented by ‘0’,
‘1’ and ‘gap’. They also hypothetically/unrealistically assume that
whether nucleotides belong to ‘0’ or ‘1’ is known a priori. This
assumption is made while in handling higher error rate data sets,
some loci may not only contain complementary nucleotides. That
is, in some cases, sequence errors may make a locus become tri-
or tetra-allelic. Therefore, random assignment of ‘0’/‘1’ to a nucle-
otide and its remainders can drastically diminish the chance of
obtaining reliable results, especially for data sets with sequence er-
rors in the head or the tail of some sequences. Furthermore, infor-
mation between mate-pairs can easily get lost if a large data set is
split into several sub-sets from non-appropriate locations. And last
but not least, most methods remove homozygous sites from the in-
put fragment matrix before launching their reconstruction process.
As a result, they are not able to reconstruct a correct pair of haplo-
types if a sequence error occurs on a homozygous locus.
In this paper, we designed a GA-based reconstruction method,
named GAHap, to solve the SIH problem. GAHap is different from
other as: (1) it handles raw haplotype pair matrices instead of their
simpliﬁed ‘0–1’ matrices to prevent loss of information during the
transforming process; (2) it handles a complete data set in one pro-
cess rather than dividing it into several sub-sets; and, (3) homozy-
gous loci are not removed to increase the accuracy of GAHap’s
result. GAHap’s ﬁtness function was speciﬁcally designed to in-
crease its reliability in handling high rate data errors. GAHap is also
suitable for real deployment/implementations as it directly works
on the original SNP matrix. We demonstrated the performance of
GAHap using Geraci’s data set [3] and compared its results with
two other methods: naïve baseline [3] and 2d-mec [5]. Geraci’s
data set is based on HapMap released data and is used as a valid
benchmark in a full comparison study of seven state-of-the-art
methods. We did not compare our results with the previous GA
version introduced by Wang [5], because the original programme
was not accessible to us. Furthermore, later research has proven
that 2d-mec performs better than Wang’s original GA method
and many others [5]; and thus, we assumed that comparingGAHap’s results with those of 2d-mec can be fairly extended to
other methods too.
2. Method
In this section, we ﬁrst mathematically present the stated SIH
problem; and then, present overall structure of a GA followed by
our algorithm: GAHap.
2.1. Problem statement and measurement criteria
Assume a set of shotgun fragments are obtained from a chromo-
some and are aligned against the reference genome sequence. Also
assume that this information is stored in a m  n matrix X, where
m and n represent the total number of fragments and the length of
the reference genome sequence, respectively. In X, each entry can
have ﬁve different labels: a, t, g, c and ‘–’ to represent either a
nucleotide or a gap; here gaps are deﬁned as positions, where
either uncovered by the fragment or have missing information.
Since the length of each fragment is generally less than n, extra
gaps are always added to the uncovered parts in the front as well
as the end of each fragment.
In this case, haplotypes of this genome can be represented by a
pair of unordered nucleotide strings H = (ha,hb), with length of n.
Because human genome is diploid, hb is generally the complement
of ha – except for homozygous and mutant type SNPs. Here, we also
used hai to represent the speciﬁc nucleotide in position i of ha.
Based on these deﬁnitions, distance between these two
fragments – f1 and f2 – can be calculated as follows:
HDðf1; f2Þ ¼
Pn
p¼1
dðf1p; f2pÞ ð1Þ
where
dðf1p; f2pÞ ¼
1; if f 1p – ; f 2p –  and f 1p – f 2p
0; otherwise:

p is a column of X
f1 ¼ ðf11; f12; . . . ; f1nÞ
f2 ¼ ðf21; f22; . . . ; f2nÞ
f1p; f2p 2 fa; t; g; c;g
Using 1, the distance between a fragment and a haplotype can
also be judiciously deﬁned. If HD(f1, f2) > 0, two fragments are
called conﬂict; otherwise, compatible [5]. When HD(f1, f2) > 0, two
fragments are (1) either not from the same chromosome copy, or
Table 1
An example of a SNP matrix.
Fragment Position
1 2 3 4 5 6 7 8 9
f1 a t t g g – – – –
f2 t a a c c c a – –
f3 a t t g – – – c t
f4 a t – – g g t c t
f5 – a a g c c – – g
924 T.-C. Wang et al. / Journal of Biomedical Informatics 45 (2012) 922–930(2) contain sequence errors – f1, f2 or both. If the fragments do not
contain any error, the matrix X is called feasible and can be easily
divided into two disjoint parts; otherwise, X is called infeasible.
Fig. 1 is an example given by Geraci in his research [3], where a
and b represent the feasible and infeasible matrices, respectively.
2.1.1. Minimum error correction score
MEC score – as the ﬁrst result’s quality measurement – is math-
ematically deﬁned as the number of times elements of an infeasi-
ble matrix should be modiﬁed to produce a feasible one. Based on
that, the haplotype reconstruction problem is formulated as con-
verting an infeasible matrix into a feasible one with minimum
MEC score; MEC score is deﬁned as follows:
minðDðh1; ch1Þ þ Dðh2; ch2Þ; Dðh1;ch2Þ þ Dðh2;ch1ÞÞ
where D(.) is calculated by a modiﬁed Hamming distance formula
as:
Dðhi; bhjÞ ¼ Pm
k¼1
dðhi½k; bhj ½kÞ
and
dðhi½k; bhj ½kÞ ¼ 0; if hi½k ¼ bhj ½k
1; otherwise
( ð2Þ
Take Fig. 1b for instance, when converting this matrix into a fea-
sible one (marked by grey boxes), three elements should be mod-
iﬁed. Thus, the MEC in this case is 3.
2.1.2. Reconstruction rate criterion
Although MEC is the common criterion to solve the SIH recon-
struction problem, it might not have enough biological meaning
to prove reliability of results sometimes. Thus, most approaches
(including our approach in this work) use reconstruction rate
(RR) – besides MEC – to measure quality of their results. To math-
ematically deﬁned RR, let H = (h1,h2) be a pair of correct haplotypes
with equal length of m; and, bH ¼ ðch1 ;ch2Þ be a pair of haplotypes
generated by an algorithm. In this case:
RRbH ;H ¼ 1minðDðh1;ch1Þ þ Dðh2;ch2Þ; Dðh1;ch2Þ þ Dðh2;ch1ÞÞ2m ð3Þ
where D(.) is from Eq. (2); and, RR 2 [0 . . . 1] where greater RRs
means more biologically meaningful solutions.
2.2. Genetic algorithm structure
The Genetic Algorithm (GA) is based on the evolutionary pro-
cess of natural selection and is already deployed to solve many for-
midable problems. GA can always ﬁnd the optimal solution for
most applications if its parameters are properly set [5]. In a GA-
based solution, ’Initial Population’ is always generated to represent
a set of possible solutions for a problem. The initial population is
composed of several ’chromosomes’ – each comprises of several
‘genes’ – to represent a possible solution. During the optimisation
process, chromosomes are evaluated using a ﬁtness function and
the best/ﬁttest of them are selected to generate next populations.
A ‘Roulette Wheel’ is usually generated to favour chromosomes
with greater ﬁtness values in generating next populations. Three
operators are used to produce one generation from another: ‘‘Elit-
ism’’, ‘‘Crossover’’, and ‘‘Mutation’’. Although ‘‘Elitism’’ is only a
selection strategy in which best chromosomes of one population
is directly copied into the next one, it is still called an ‘‘operation’’
to have name-consistency with the other two, which actually mod-
ify/combine chromosomes. Although parameters of each GA-based
algorithm are always designed to solve a particular problem, main
structure of all GA solutions is fairly similar.Another fundamental part of all GA-based algorithms is the def-
inition of a ﬁtness function to assign a positive number to each
chromosome and represent/measure its quality; chromosomes
with greater ﬁtness values have better chances of reaching optimal
solutions. Also because GA ﬁnds its solution through a smartly
exhaustive search, a termination criterion (or a combination of
them) is also selected to terminate its optimisation process;
common criteria are: (a) total time (b) number of iterations (c)
best chromosome ﬁtness value (d) minimum improvement of
the best chromosome, and (e) minimum relative improvement of
the best chromosome.
2.3. GAHap to solve the SIH problem
Chromosomes in GAHap are designed to determine paternal
from maternal fragments; e.g., Chrm = 01001 in Table 1 check the
possibility of f1, f3 and f4 being from the paternal and f2 and f5 from
the maternal fragments, respectively. In this case, f1,f3 and f4 re-
main untouched and f2 and f5 are ﬂipped to calculate the sum of
major allele frequencies. Based in the majority rule in calculating
this sum, GAHap always selects majority nucleotides as the major
allele and the remaining nucleotide as the minor allele. Because
human DNA comes in pairs of complementary chromosome
strands, ﬂipping all the fragments from maternal to paternal – or
vice versa – will always result in having the same type of nucleo-
tides in each column of a SNP matrix; and thus, sequence errors
can be easily detected and ﬁltered out. In general cases however,
if a column (a locus) is not bi-allelic, or it contains sequences errors
– such as position 4 on f5 (or f2) in Table 1 – GAHap uses a different
proportion measurement to obtain the sum of the major allele fre-
quency. Here, GAHap scans through all columns once – to calculate
the proportion of each nucleotide in each column – and ‘‘soft-re-
move’’ nucleotides with proportions lesser than 20%; soft-remove
means that GAHap does not actually remove these nucleotides
from the original matrix in calculating the major allele frequency;
however, ignores them in detecting parent and mutant haplotypes.
Although correction of such nucleotides are essential to obtain
higher sums of major allele frequency, no simple method exits to
identify correct nucleotides; more detail are given during deﬁni-
tion of GAHap’s ﬁtness function.
2.3.1. Chromosome coding
Through its chromosomes, GAHap ﬂips a selection of fragments
to make them all come from the same haplotype, either paternal or
maternal. Therefore, the length of each chromosome in GAHap is
equal to the number of total SNP fragments. Genes of such chromo-
some are either ‘0’ or ‘1’; ‘0’ means no-ﬂipping and ‘1’ means the
fragment should be ﬂipped before calculating the ﬁtness value of
this chromosome. Chrm = 10011 and Chrm = 00110 are other possi-
ble chromosomes for fragments in Table 1.
2.3.2. Genetic operators
As mentioned before, GAHap adopts the Roulette Wheel
selection method to probabilistically favour selection of several
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selection strategy guarantees that chromosomes with greater ﬁt-
ness values have also greater chances to be selected in generating
next offspring. Upon selection of chromosomes, GAHap uses sin-
gle-point crossover followed by mutation to generate offspring
chromosomes; the crossover and mutation rates are predeter-
mined. In parallel to this, through elitism, several of best chromo-
somes are also directly copied into the next population to (1)
preserve the best solutions found during population regenerations
and (2) prevent GAHap from drifting to low quality solutions should
they emerge for any reason during the optimisation process.
2.3.3. Fitness function
For noise-free SNP matrices, ﬂipping all maternal fragments to
paternal ones results in several unanimous columns; i.e., each con-
tain only one nucleotide. Therefore, by deﬁning the local ﬁtness va-
lue as the sum of all loci’s major allele frequencies, each column of
the optimal solution will have local ﬁtness value of ‘1.0’. Based on
this, GAHap’s ﬁtness function is designed as follows to lead chro-
mosomes to ﬁnd the optimal combination of ﬂip/non-ﬂip frag-
ments in reconstructing each SIH; GAHaps’ ﬁtness function is
deﬁned as follows:
FFðÞ ¼Pn
i¼0
Majori
Total number of all nucleotides in column i
ð4Þ
where n is the total number of SNPs andMajori is deﬁned as follows
to cover all cases including the problematic instances where a col-
umn contains less than two types of nucleotides. It is worthwhile
mentioning that for such columns speciﬁcally, unless the locus is
homozygous or bi-allelic, it is impossible to determine whether
(1) a nucleotide comes from a paternal or maternal chromosome
or (2) it is a sequence error.
Step 1: For all non-ﬂip fragments, calculate the proportion of each
nucleotide in each column; sort these proportion values in
descending order and store them into origij, where i 2 n
and j 2 {1,2,3,4}. For example, orig11 = ‘t’ means that ‘t’ is
the most frequently appearing nucleotide of all non-ﬂip
fragments in column 1. Also, use weight(origij) to indicate
the frequency of nucleotide origij in column i; and, record
the total number of soft-removed nucleotides into SRA.
Step 2: For all ﬂipped fragments, calculate the proportion of each
nucleotide in each column; sort these proportion value
in descending order and store them into ﬂipij, where i 2 n
and j 2 {1,2,3,4}.
Step 3 Assign Majori’s value based on the following rules:
Rule 1: If weight(origi1) = 0, thenMajori ¼ weightðflipi1Þ
Rule 2: If weight(origi1)– 0 and weight(origi2) = 0, thenMajori¼
weightðorigi1Þþweightðflipi1ÞþSRA; if origi1¼ flipi2
weightðorigi1Þþweightðflipi2ÞþSRA; if origi1¼ flipi1
1; otherwise:
8><>:
Rule 3: If weight(origi1)– 0 and weight(origi2)– 0, thenMajori ¼ maxfweightðorigi1Þ þweightðflipi2Þ;
weightðorigi2Þ þweightðflipi1Þg þ SRARule 1 is to cover two situations that lead to weight(origi1) = 0.
The ﬁrst situation is when column i is homozygous, a very special
case in our study. In this case, GAHap cannot identify paternal or
maternal status of a fragment because it cannot ﬁnd the second
most frequent nucleotide. Therefore, GAHap can only assume thisallele as a homozygous locus; otherwise, if GAHap assume all frag-
ments as ﬂipped, then, there should be only weight(ﬂipi1) > 0 and
Majori = weight(ﬂipi1). The second situation is when locus i is bi-
allelic and both weight(ﬂipi1) and weight(ﬂipi2) are larger than zero.
In this case, GAHap still assigns weight(ﬂipi1) to Majori; but, hai
would be ﬂipi2 as ﬂipi1 and ﬂipi2 will be both ﬂipped and replaced
by each other (Fig. 2a).
Rule 2 deals with two situations. The ﬁrst situation is when
weight(ﬂipi2) = 0 and column i is not homozygous. In this case, ﬂipi1
can only ﬂip to origi1 and results in Majori = 1.0 (Fig. 2b). The sec-
ond situation is when weight(ﬂipi2)– 0; in this case, the following
conditions must be checked. (1) If origi1 = ﬂipi1, ﬂipi2 ﬂips to origi1,
and the ﬁnal proportion of nucleotide origi1 in i would be weight(-
origi1) + weight(ﬂipi2) (Fig. 2c). (2) If origi1– ﬂipi1, then, Majori =
weight(origi1) + weight(ﬂipi1) (Fig. 2d); in this case, SRA is also
added to Majori because we assume that soft-removed nucleotides
belong to sequence errors and they should belong to the major al-
lele. (3) If neither ﬂipi1 nor ﬂipi2 is the same as origi1; in this case,
Majori = 1.0 because not enough information exists for GAHap to
ﬂip ﬂipi1 and/or ﬂipi2 into correct ones.
Rule 3 is to cover cases where column i is bi-allelic – can be de-
tected when ﬂipi1 = origi1 and ﬂipi2 = origi2 and both weight(origi1)
andweight(origi2) are non-zero. In this case, the two types of nucle-
otides can ﬂip to each other (Fig. 2e). Here, because ﬂipi1 = origi1,
the proportion of nucleotide origi1 would be weight(origi1) +
weight(ﬂipi2), and the frequency of nucleotide origi2 would be
weight(origi2) +weight(ﬂipi1); furthermore, the maximum value be-
tween these two nucleotides is added to SRA and their sum will be
assigned to Majori.
2.3.4. GAHap procedure
GAHap procedure is as follows:
Step 1: Assign predeﬁned parameters: population size (PS), cross-
over rate (CR), mutation rate (MR), elitism size (ES), max-
imum number of generations (MNG), termination time
(TT), and, iteration number k = 0.
Step 2: Generate PS number of random chromosomes to produce
the initial populations (Pk,k = 0).
Step 3: Calculate ﬁtness value of all chromosomes in Pk and sort
them in descending order.
Step 4: The ES best chromosomes will be preserved in the Pk+1
population directly as elitisms.
Step 5: Select (PS  ES)/2 pairs of chromosomes from Pk using the
roulette wheel selection strategy.
Step 6: Crossover/mutation: for each pair, crossover chromosomes
with probability of CR followed by mutation with proba-
bility of MR; copy offspring chromosomes into Pk+1.
Step 7: Let k = k + 1 and goto Step 3, unless either k > MNG or the
best ﬁtness value has not improved in the last TT
generations.
3. Results and discussion
3.1. Input data sets
GAHap is evaluated using data set in Geraci’s research [3]. This
data set is based on the Phase 1 HapMap data obtained from the
International HapMap Project [29]. The Geraci data set consists of
22 pairs of human chromosomes – the sex chromosomes has not
been included – from 209 unrelated individuals spanning over four
different populations:
 CEU: Utah residents with ancestry from northern and western
Europe.
 YRI: Yoruba in Ibadan, Nigeria.
Fig. 2. Examples of how GAHap calculates theMajori via (a) Rule 1; (b) Rule 2, case 1; (c) Rule 2, case 2; (d) Rule 2, case 3; and (e) Rule 3. For each block in the right hand side,
XY represents that after the ﬂipped step, nucleotide X will become nucleotide Y.
Table 2
Comparison of average populations which have been generated before ﬁtness value
becomes stable in different population sizes.In this experiment, the input data set’s
haplotype length l = 100, and the coverage c = 3.
Population size Error rate
e = 10% e = 20% e = 30%
100 501.96 536.16 660.04
500 447.51 558.37 638.23
1000 429.6 534.28 642.68
926 T.-C. Wang et al. / Journal of Biomedical Informatics 45 (2012) 922–930 HCB: Han Chinese in Beijing, China.
 JPT: Japanese in Tokyo, Japan.
Geraci simulated his shotgun sequencing process using Myers’
[30] algorithm; the ﬁnal data set contains 50% of gapped frag-
ments. The total number of fragment in each SNP matrix is varied
as it greatly related to the haplotype lengths, the coverage, and the
distribution of fragment lengths. This data set is presented using
three parameters: (i) haplotype length l (100, 350 and 700), (ii)
the coverage c (3, 5, 8 and 10), and (iii) the error rate e (10%, 20%
and 30%). 48 sub-data are generated using these parameters; each
data set contains 100 SNP matrices generated from 100 randomly
selected HapMap strings. The Hamming distance between each
two fragments is in the range of [0.7 m,1.0 m]. More details about
this data set can be found in Geraci’s original research [3].
3.2. GAHap implement and parameters predeﬁnition
We implemented GAHap in JAVA and processed all experiments
on a 3 GHz single processor desktop PC with 1G of RAM. In the ini-
tial experiment, the six parameters were predeﬁned as: PS = 100,
CR = 60%, MR = 5%; ES = 5; MNG = 1300; and, TT = 300. To generate
the initial populations, we randomly assigned ‘0’ or ‘1’ to genes in
each GA-chromosome.
3.2.1. Population size selection strategies
We conducted several runs to carefully select population size of
our experiments. We particularly designed a collection of experi-
ments to study the inﬂuence of population size on the total num-
ber of generations GAHap needs to converge; i.e., ﬁtness value of
its best solution does not improve for TT iterations (Table 2).
Experimental results showed that GAHap always needs fewer
number of generations for larger population sizes; and, larger
number of iteration for smaller size populations: a reasonable out-
come for any well-designed GA based solution. We also notices
that as the error rate of our experiments increases, the conver-
gence difference between GAHap with small and large populationsizes decreases. It implies that for data sets with high error rates,
information is too noisy to conclude any concrete solution; even
with large population sizes and a large number of population
regenerations.
3.2.2. GAHap termination strategy and GA parameters selection
We also carefully conduct another study to ﬁnd the best termi-
nation criterion for GAHap. Our extensive simulation show that
combination of TT and MNG are the best criterion. Here, TT termi-
nate the GAHAp if ﬁtness value of its best chromosome is not im-
proves within several iterations, while MNG bounds the maximum
number of iterations for GAHap. Both numbers must be carefully
selected to avoid immature or over-calculating terminations.
To set these values in GAHap, in several extended experiments
TT was set to 100, 200, 300, 400, and 500, while MNG was totally
ignored. Results show that GAHap usually resulted in immature
termination for TT < 300 and unnecessary over-calculating for
TT > 300. Therefore, TT was empirically set to 300 in all experi-
ments in this study. Fig. 3 shows solving process of three different
haplotype lengths for TT = 300. As can be seen here, these plots
share very similar trend pattern for the best, average and the worst
chromosomes’ ﬁtness values in each population. It proves robust-
ness of GAHap in achieving the optimal solution regardless of the
quality of its chromosomes in the initial population. Similar exper-
iments were conducted to ﬁnd the best value for MNG; these
experiments revealed that all data sets reached a stable ﬁtness
Fig. 3. GAHap solving process for haplotype lengths equal to (a) 100, (b) 350, and
(c) 700.
Fig. 4. Boxplot showing the generations generated before the ﬁtness value became
stable. The coverage of the data sets in this experiment is 3.
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needed more than 1300 (Fig. 5). The extra beneﬁt of letting
MNG > 1300 was however always negligible. Therefore, we
decided to restrict the maximum number of generations in GAHap
to 1300.
We also checked different MRs and CRs to ﬁnd the best combi-
nation in regenerating next populations. Results show that very
small MRs (i.e., MR 2 [0.1% . . . 1%]) result in using less CPU time
and generating solutions with less reconstruction rates. As a result,
very small MRs prevents GAHap from reaching biologically mean-
ingful solutions. We also examined the inﬂuence of using different
CRs (i.e., CR 2 {60%, 85%, 90% and 95%}) on the quality of the ﬁnal
solutions. Both very small and large CRs usually led to low conver-
gence rates for GAHap; i.e., very large number of population regen-
erations required to achieve the optimal solution. Therefore, based
on our extensive studies, we empirically set MR = 5% and CR = 60%.
3.3. Performance of GAHap
To gauge performance of GAHap, we compared it with two
other algorithms: naïve baseline and 2d-mec. The naïve baseline
algorithm was designed by Geraci in his original study. This algo-
rithm assumes that all information about all fragments and their
origin chromosome is known a priori, the majority rule was se-
lected to reconstruct all haplotypes in his study. The 2d-mec algo-
rithm deploys a clustering algorithm to help Wang et al. [5]
original GA-based solution in achieving better solutions. Based in
their experiments, 2d-mec has better performance than the previ-
ous GA method while handling higher error rate data sets. We
could not compare GAHap with the recent technique He et al. de-
signed in 2010 [28] because they used the transformed binary in-
put matrix – instead of full matrix – with only MEC score to show
performance of their algorithm.
3.3.1. Reconstruction rate comparison
Table 3 shows the average reconstruction rate for results calcu-
lated by baseline, 2d-mec and GAHap; baseline and 2d-mec results
are borrowed from Gearci’s research [3]. This table shows that
reconstruction rate of solutions found by baseline and GAHap were
almost very similar despite the fact that baseline was advantaged
by having all information a priori. Reconstruction rare of 2d-mec’s
solution was slightly (0.028) better compared with those found by
GAHap when error rate was about 10%. For higher error rates
however, GAHap signiﬁcantly outperformed 2d-mec in achievingFig. 5. The average amounts of populations generated before the ﬁtness value
became stable. The coverage of the data sets in this experiment is 3 and TT =1.
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lengths. Furthermore, GAHap showed almost no sensitivity to hap-
lotypes lengths; whereas, reconstruction rate of 2d-mec solutions
were noticeably decreased as haplotypes lengths increases.
3.3.2. MEC of GAHap’s results
Because Geraci’s data set did not contain MEC results for base-
line, we had to compared similarity of the original haplotype
pairs as well as GAHap’s results against the input matrices – that
may contain sequence errors. We hypothetically assume that if
MEC score of the original haplotype pairs and those calculated
by GAHap is similar; then, GAHap must have generated very
accurate haplotype pairs. Table 4 shows such MEC results and
indicates that for error rates less than 20%, GAHap can recon-
struct haplotype pairs with noticeably similar MECs to those of
the original data. For error rates more than 30%, MEC of GAHap’s
solutions drops; however, still fairly similar to those of the origi-
nal data sets.
3.4. Fitness function of GAHap
Because GAHap aimed to handle both homozygous and hetero-
zygous (including wild type and mutant type), its ﬁtness function
was generally based on the majority rule. For data sets with higher
error rates and/or lower coverages however, GAHap’s ﬁtness func-
tion might not always lead to proper assignment of nucleotides to
major/minor allele. In fact, it would have been much closer to nat-
ural situations should we have treated this kind of allele as tri- or
tetra-allelic. However, because GAHap was designed and tested for
only SIH reconstruction problems – where SNPs are all assumed bi-
allelic –, we cannot comment on its performance on tri- or tetra-
allelic for situations.
For other methods, ﬁtness function designed by Wang and his
colleagues in 2005 [5] could not properly handle data sets with
higher error rates. In Geraci’s experiments, nucleotides were mu-
tated fragment-by-fragment. As a result, his calculated two
majority nucleotides for each allele might not be the same as
the original haplotypes sometimes. Thus, when Geraci calculated
reconstruction rate of results produced by the naïve baseline
algorithm against reference haplotypes, some of them were as
low as 0.78.
Among all existing methods, results obtained by GAHap have
the most similar reconstruction rate score to the naïve baseline
algorithm. Furthermore, while calculating our results to bench-
mark against the input SNP matrix, GAHap usually produced low-
er average MEC scores in comparison to those of the reference
haplotypes; i.e., GAHap’s results were much closer to the input
data sets.
3.5. The process time of GAHap
Because all GA-based algorithms usually require a large number
of population regenerations to solve optimisation problems, they
usually leads to high computational costs [31]. With recent
advancements in parallel/distributed computing however [32], this
sort of solutions need less computational costs and generally con-
verge much faster than before.
In this study, GAHap was implemented using an ordinary desk-
top PC to ﬁnd its solutions; Table 5 reﬂects its average processing
time and shows that each data set in our experiments was pro-
cessed within a reasonable time of less than 20 min. We strongly
believe that GAHap’s processing time will be signiﬁcantly reduced
if implemented on a parallel platform; however, we did not exper-
iment that as it was not the main concern of our study in this
work.
Table 4
The comparison of total error correction numbers between original data and GAHap.
l Method e = 10% e = 20% e = 30%
c = 3 c = 5 c = 8 c = 10 c = 3 c = 5 c = 8 c = 10 c = 3 c = 5 c = 8 c = 10
100 Original 46.2 74.0 119.8 148.4 89.23 148.9 237.2 294.0 134.3 222.9 358.1 444.7
GAHap 45.3 72.5 119.9 148.4 81.34 138.3 235.9 292.4 110.8 194.6 342.7 426.8
350 Original 158.8 264.6 240.3 520.8 316.5 523.2 832.8 1044.2 473.5 784.6 1256.2 1570.7
GAHap 154.3 261.6 420.3 521.5 289.1 485.6 824.1 1038.7 388.9 687.9 1207.7 1512.7
700 Original 319.4 528.1 838.3 1048.0 627.88 1051.9 1682.5 2105.8 944.1 1574.5 2520.5 3147.5
GAHap 309.3 530.8 837.9 1053.6 573.47 983.0 1665.0 2087.5 778.0 1380.4 2416.2 3011.3
Table 5
Process times of GAHap (in minutes).
l e = 0% e = 10% e = 20% e = 30%
c = 3 c = 5 c = 8 c = 10 c = 3 c = 5 c = 8 c = 10 c = 3 c = 5 c = 8 c = 10 c = 3 c = 5 c = 8 c = 10
100 0.3 0.6 1.2 1.3 0.4 0.9 1.3 1.4 0.5 1.0 1.2 1.5 0.5 1.0 1.1 1.4
350 3.6 4.5 4.0 4.5 3.3 4.9 4.6 4.6 3.3 4.8 4.9 5.2 3.1 5.1 6.2 7.0
700 9.5 9.9 12.2 13.8 9.1 12.3 12.7 15.2 9.1 14.5 12.8 15.1 9.0 15.6 17.7 18.6
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The SIH reconstruction problem is an active study area in
whole-genome sequencing. Current methods are either unable to
handle high error rate data sets or can only handle binary input
SNP matrices. In addition, transforming the original data set into
different forms or dividing it into several sub-sets might break
the information integrity of the data. In this paper, we introduced
a GA-based algorithm, named GAHap, to overcome these issues.
Despite many other algorithms, GAHap works on the original
SNP matrices, rather than their simpliﬁes binary versions. GAHap
was tested using one of the most well-known benchmarks in this
ﬁeld: the Geraci’s data set. Compared with other algorithms, recon-
struction rates of GAHap’s solutions was the most similar to those
of the original data sets as well as those found by the naïve base-
line algorithm – where advantaged with all information a priori.
Results proves that GAHap produced the best result to solve SIH
reconstruction related problems in variety of situations.
In our future works, we like to extend GAHap in two directions:
(1) speeding up GAHap to handle larger data sets and (2) designing
other optimisation techniques. Our current version of GAHap can
only be run in a sequential mode – opposite to parallel –; and
therefore, it sometimes becomes slow if launched for larger data
sets. To address this issue, we like to develop a parallel version
of our algorithm so that we can run it on parallel platforms such
as clusters or grids. The second direction for our future works is
to investigate other optimisation techniques, especially those that
converge faster; e.g., iterative based solutions such as Simulated
Annealing or Tabu search.5. Software availability
GAHap is written in JAVA and is free to access for all educational
and non-commercial purposes. GAHap’s source code can be easily
obtained by contacting the authors.References
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