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Abst ract - -We introduce an alternating decomposition approach for solving global optimization 
problems on parallel computers. The method is based on decomposing moves in the state space into 
components which can be optimized concurrently. A number of features distinguish our approach from 
others which have been proposed in the literature. We report the results of applying the approach 
to energy minimization of Lennard-Jones clusters using simulated annealing. We find that the new 
approach is robust, has high parallel efficiency, and it can rapidly generate a good approximation to
the molecular conformation. 
Keywords - -S imulated  annealing, Global optimization, Parallel computing, Asynchronous, Len- 
nard-Jones clusters. 
1. INTRODUCTION 
A global opt imizat ion problem is determined by specifying a state space ~ (general ly of high 
dimension) and an object ive (cost) function defined on the state space, f (x  : x c ~t). The 
problem is to find the state for which the object ive function achieves its opt imal  value under 
certain constraints.  S imulated anneal ing (SA) methods introduce the following elements: 
(1) a probabi l ist ic  a lgor i thm for generating moves in the state space; 
(2) a probabi l ist ic  a lgor i thm for accepting or rejecting a given move; depending on the change 
in object ive function which results from the move; 
(3) an init ial  state; 
(4) a schedule for adjust ing the parameters  of these two algor i thms as the calculat ion pro- 
gresses. 
The usual a lgor i thm [1], s tart ing from a given init ial state, generates a sequence of moves 
forming a random walk in the state space, biased so as to favor states of lower cost. SA methods [2] 
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have been applied successfully to a wide variety of discrete and continuous problems. Like many 
stochastic methods, they are slow to converge, either because too many proposed moves are 
rejected, or because the accepted states do not form an efficient path to the global minimum, or 
both. 
A number of schemes have been proposed to speed up SA by using parallel computation [3]. 
The simplest approach is to parallelize the computation of the cost function, but otherwise keep 
the same algorithm. This is a sensible strategy if the cost function is very complex and can be 
efficiently computed in parallel. Other approaches execute multiple annealing threads in parallel, 
exploring different regions of the state space, with varying degrees of cooperation between the 
different hreads. 
The method we propose is to partition the set of state space coordinates into mutually exclusive 
subsets. Any move in the state space can be decomposed as a product of component moves each 
of which involves a single subset. If the cost function separates into a sum of terms each of which 
is a function of one subset, then the global optimum can be achieved by independent optimization 
of each function. These optimizations can be concurrently carried out. 
Although strictly separable cost functions are not of great interest, many problems can be de- 
scribed by approximately separable ones. Let {x} = {x~, 1 < i < d} be a point in the full space. 
Assume we divide the index set i - {1, 2 , . . . ,  d} into p mutually exclusive subsets il, i2 , . . . ,  i v. 
Strict separability requires that ~ = 0 if i, j belong to different subsets: approximate sepa- Ox~Dzj 
rability only requires the magnitude of these partial derivatives to be small compared with their 
values when i , j  are in the same subset. 
For an approximately separable problem, we can carry out p concurrent optimizations of the 
complete function f ,  in each one only varying coordinates with indices in a particular subset. 
The rest of the coordinates are treated as environment parameters which vary adiabatically as 
the other concurrently executing processes produce improved values. 
2. APPROACH 
We consider optimization problems with the following characteristics. 
1. The state space can be decomposed in the form {x} --- {x(1),x(2),... ,x(N)), where each 
x (n) is a point in some low dimensional base space. 
2. There is a metric d(x, x ~) defining a distance between two points in the base space. 
3. The cost function is dominated by short range effects in this metric. 
4. The base space can be decomposed into complementary domains. If two nearby points 
are in different domains, they must be close to a boundary. 
5. There exists an alternative decomposition for which boundary points in the original de- 
composition are interior points, and vice versa. 
A wide range of optimization problems fall into this class. We give two examples here. 
Mo lecu lar  Conformat ion  
In the study of protein conformation, materials cience, and other disciplines, we often need to 
minimize the energy of a large number of interacting particles. For simplicity, consider the case 
of N point particles, interacting through a static two-body potential. 
1. The state space is {x} - {x(1),x(2), . . . ,x (g)} where each x (n) is the location of one 
particle in physical three dimensional space. 
2. The distance metric is the Euclidean distance in three dimensions: d(x (n), x (m)) = Ix (n) - 
x(m)/. 
3. The cost function is the total energy. In general, the potential falls off monotonically at 
long distances, so that movements ofwidely separated particles are very weakly correlated 
in their effect on the cost function. 
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4. Physical space can be decomposed using the following procedure, which groups a collec- 
tion of particles into eight approximately ocalized subsets. By applying the procedure 
recursively, higher degrees of decomposition can be achieved. 
• Sort the particles by their x coordinate value. 
• Assign the first IN/2] particles to one group, the rest to another. 
• Partition each of the two groups in the same way according to their y coordinate. 
• Partition each of the resulting four groups according to their z coordinate. 
5. An alternative decomposition can be achieved either by using the same procedure with the 
axes permuted or rotated, or else by the following procedure which subdivides in radial 
and angular coordinates. 
• Transform to polar coordinates with respect to the mean particle position xo  = 
(~ x(n)) /N and sort the particles according to their radial coordinate. 
• Assign the first N/4 particles to one group, the remaining ,- 3N/4 to another. 
• Sort each group by polar angle and assign the first half to one subgroup, the rest to 
another. 
• At this point there will be two subgroups with N/8 particles, and two with 3N/8. 
Divide each of the latter into three by sorting the azimuthal coordinates of their 
particles. 
Trave l ing  Sa lesman Prob lem 
Another problem in this class is the Traveling Salesman Problem, that of determining the 
shortest path which passes through each of a set of N vertices precisely once. Let xn be the 
spatial location of vertex n. Let t e [1, N] be the order index: t(n) is the step at which vertex n 
is visited, and nit ) the vertex visited at step t. Then we have the following. 
1. The (discrete) state space is the set of points {t(1), t(2), . . .  , t iN)}. The base space is the 
index set {1, 2 , . . . ,  N}. 
2. The metric is dit, s) = It - s I. 
3. The cost function is the total path length: ~ l<t<g Ixn(t) -- xn(t+l)l; it is clearly local in 
the index set t. 
4. The base (index) space can be decomposed into two localized subsets by assigning points 
[1, N/2] to one group, and [N/2, N] to the second. The two sets can be optimized sepa- 
rately under all permutations holding the shared point iN/2) and the end points fixed. 
Finer decompositions can be achieved by recursion. 
5. An alternative local bisection can be achieved by choosing one group as the points with 
indices IN~3, 2N/3] and the other group containing the remainder. The boundary points 
N/3, 2N/3 must both be held fixed. This division can also be recursively carried out. 
3. THE BAS IC  ALGORITHM 
We introduce here a simple algorithm, based on this approach, using a very crude SA schedule. 
In practical applications, a more sophisticated SA algorithm can be used in the basic Step 3 and 
below. We assume Np processors. 
1. Assign a starting temperature kT, 1 a starting state x0 and integers Ne~ and Nsw. 
2. Decompose into Np groups according to the first scheme, based on the value of x0, assign- 
ing group p to processor p. 
3. Concurrently, execute a SA process in each processor, varying only the assigned subset of 
coordinates but evaluating the full cost function, and using a temperature kT/v/-N~p. 
4. At each Ne~ steps, broadcast the values of the assigned coordinates. 
1The "temperature" is an additional algorithm parameter introduced to set the scale for the probabilistic accep- 
tance of moves which increase the cost function. 
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Figure 1. Convergence plot of energy vs. iterations for 256 particles. The itera- 
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tion count is the number of moves generated (both accepted and rejected) in each 
processor, and it is proportional to the elapsed time. 
Figure 2. Final configurations for 98 particles from reference [5] (left) and from 
our computation by lattice decomposition (right). They are from the best possible 
matching pattern. 
5. At each Nsw steps, restart the algorithm from the current joint state using the other 
decomposition scheme. 
4. RESULTS FOR MOLECULAR DYNAMICS 
We have applied the scheme described above to finding the minimum energy configuration of 
Lennard-Jones clusters [4]. In Figure 1, we show the energy convergence for 256 particle clusters, 
using from 1 to 64 processors starting from a completely random state. We used a simple cooling 
schedule, decreasing the temperature exponentially with annealing time. This is well known to 
be inefficient for serial SA calculations, as can be seen from the P = 1 curve. Even though 
the implementation has not incorporated Step 5 of the basic algorithm, the parallel algorithm 
demonstrates improvement in two key respects: as the number of processors increases, lower 
minimum energies are attained, and any particular energy is reached with fewer iterations. The 
improvement continues until the subset size is too small. Evidentially, for the problem we are 
considering, P = 32 or 64 is an optimal choice. 
In Figure 2, we show the molecular configurations a sociated with the optimal solution achieved 
by the algorithm, and the best result reported in the literature [5]. The published result was 
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obtained starting from an assumed icosahedral symmetry; our result, though starting from a 
random configuration, shows signs of the same symmetry. 
5. HIERARCHICAL  GENERALIZATION 
For a very large scale problem, using massive parallelism, it may not be effective to repartition 
the whole system repeatedly. To address this, we generalize the basic algorithm to a multilevel, 
hierarchical approach. We do this by fixing Np in the basic algorithm described above to some 
modest value, and then recursively replace the step "execute an SA process" by recursive invo- 
cation of the algorithm, subdividing each subset into Np smaller subsets, until the desired degree 
of parallelism is attained. 
Considerable care has to be given to the convergence criteria which will be used at each level. 
It does not make sense to allow the optimization of one subset o cool all the way to zero temper- 
ature, when it will be strongly perturbed uring the alternative decomposition. Thus, a "meta- 
schedule" must be introduced to manage this. In addition, as with all multilevel algorithms, we 
need to specify the sequence in which different levels of the hierarchy are visited. 
6. CONCLUSIONS 
We have developed a scheme to apply parallel computing to a class of global optimization 
problems, typified by short-range molecular dynamics, and the traveling salesman problem. It 
is a robust method, capable of rapidly finding approximate solutions. It has been demonstrated 
on a simple problem, that of Lennard-Jones clusters. More detailed results of applying the 
complete method and its multilevel generalization to traveling salesman and other problems will 
be reported elsewhere. 
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