Motivation: The biological significance of minimal absent words has been investigated in genomes of organisms from all domains of life. For instance, three minimal absent words of the human genome were found in Ebola virus genomes. There exists an OðnÞ-time and OðnÞ-space algorithm for computing all minimal absent words of a sequence of length n on a fixed-sized alphabet based on suffix arrays. A standard implementation of this algorithm, when applied to a large sequence of length n, requires more than 20n bytes of RAM. Such memory requirements are a significant hurdle to the computation of minimal absent words in large datasets. Results: We present emMAW, the first external-memory algorithm for computing minimal absent words. A free open-source implementation of our algorithm is made available. This allows for computation of minimal absent words on far bigger data sets than was previously possible. Our implementation requires less than 3 h on a standard workstation to process the full human genome when as little as 1 GB of RAM is made available. We stress that our implementation, despite making use of external memory, is fast; indeed, even on relatively smaller datasets when enough RAM is available to hold all necessary data structures, it is less than two times slower than state-of-theart internal-memory implementations. Availability and implementation: https://github.com/solonas13/maw (free software under the terms of the GNU GPL).
Introduction
Computational methods for the study and detection of absent or avoided words in genomic sequences have received much attention recently (Almirantis et al., 2017; Belazzougui and Cunial, 2015) .
From a combinatorial perspective, given a sequence y of length n, an absent word is any word that does not occur as a factor (subword) of y. The number of absent words (of length at most n) is exponential in n. However, the number of certain classes (subsets) of these words is only linear in n. This is the case for minimal absent words; that is, words absent from y whose all proper factors occur in y (Béal et al., 2000) . An upper bound on the number of minimal absent words is known to be OðrnÞ (Crochemore et al., 1998) , where r is the alphabet's size. This bound is asymptotically tight (Almirantis et al., 2017; Mignosi et al., 2002) .
From a biological perspective, absent or avoided words may represent a spectrum of information. They can be hardly tolerated nucleotide sequences because their structure influences negatively the stability of the chromatin or other functional genomic conformation; they can represent targets of restriction endonucleases; or, more generally, their presence in wide parts of the genome may be hardly tolerated for less known reasons (Almirantis et al., 2017) . There have been many studies on the biological significance of such (Almirantis et al., 2017; Hampikian and Andersen, 2007; Silva et al., 2015) . On the algorithmic side, an OðnÞ-time and OðnÞ-space algorithm for computing minimal absent words (on a fixed-sized alphabet) based on automata is known for some time (Crochemore et al., 1998) . More recently, computation of minimal absent words using more space-efficient data structures, such as the Burrows-Wheeler transform (Belazzougui et al., 2013) or suffix arrays (Barton et al., 2014) , has been considered; and a few OðnÞ-time and OðnÞ-space suffix-array-based algorithms are known (Barton et al., 2014 (Barton et al., , 2015 . Of these algorithms, an implementation of the algorithm presented in Barton et al. (2014) is currently, and to the best of our knowledge, the fastest available for computing minimal absent words. The advantage of suffix-array-based algorithms for computing minimal absent words is that they are very fast in practice and they are more space-efficient than tree/automata-based algorithms. However, the internal memory requirements of these algorithms, when applied to large datasets, make computation impossible without using large-scale computer clusters.
Our contributions
We present emMAW, the first external-memory algorithm for computing minimal absent words. A free open-source implementation of our algorithm is made available. This allows for computation of minimal absent words on far bigger datasets than was previously possible on commodity desktop computers. We also provide here benchmark results using real data (in addition to these, see also the Supplementary data). Specifically, we show that our implementation requires <3 h to process the full (forward and reverse complement) human genome when as little as 1 GB of RAM is made available. Note that the state-of-the-art implementation of Barton et al. (2014) requires >140 GB of RAM for the same assignment. Even on relatively smaller datasets when enough RAM is available to hold all necessary data structures, we show that our new implementation is still competitive with state-of-the-art internal-memory implementations.
Materials and methods
Let y ¼ y½0y½1 . . . y½n À 1 be a word of length n ¼ jyj on a finite ordered alphabet R of size r ¼ jRj ¼ Oð1Þ. For two positions i and j on y, we denote by y½i . . . j ¼ y½i . . . y½j the factor of y that starts at position i and ends at position j. A suffix is a factor that ends at position nÀ1, and a proper factor is a factor different from y itself. Let x be a word of length 0 < m n. We say that x occurs at the starting position i in y when x ¼ y½i . . . i þ m À 1; and that x is an absent word of y if it does not occur in y. The absent word x of y is minimal iff all its proper factors occur in y. A repeated pair R in y is a triple (i, j, w) such that i and j are starting positions of word w in y. Moreover, we have that R is left maximal iff y½i À 1 6 ¼ y½j À 1; R is right maximal iff y½i þ jwj 6 ¼ y½j þ jwj; R is maximal iff it is left maximal and right maximal. We denote by SA the suffix array of y of length n, that is, an array of size n storing the starting positions of all (lexicographically) sorted suffixes of y, i.e. for all 1 r < n, we have y½SA½r À 1 . . . n À 1 < y½SA½r . . . n À 1. Its inverse bijection is denoted by iSA. The Burrows-Wheeler transform, denoted by BWT, is defined by BWT½i ¼ y½SA½i À 1, unless SA½i ¼ 0, in which case BWT½i ¼ #, where # is a letter not from R. Let lcp(r, s) denote the length of the longest common prefix between y½SA½r . . . n À 1 and y½SA½s . . . n À 1, for all positions r, s on y, and 0 otherwise. We denote by LCP the longest common prefix array of y defined by LCP ½r ¼ lcpðr À 1; rÞ, for all 1 r < n, and LCP ½0 ¼ 0.
We analyse the proposed algorithm in the external memory (EM) model of computation; see Vitter (2006) for details. By M we denote the RAM (internal memory) size and by B the disk (EM) block size, both measured in units of Hðlog nÞ-bit words. We further assume that M ¼ Xðlog nÞ and M ¼ OðnÞ. In the EM model, each transfer of B words between internal and EM is called an IO, and, hence, an algorithm's complexity is mainly measured in IOs; see, for instance, K€ arkk€ ainen et al. (2017) for constructing SA in the EM model. Lemma 2.1. Let (i, j, w) be a right maximal repeated pair of a word y. There exist 0 k < ' < jyj, y½i . .
Proof. Without loss of generality we consider that iSA½i < iSA½j. We have jwj ¼ lcpðiSA½i; iSA½jÞ, thus there exist m 2 ðiSA½i; iSA½j, such that jwj ¼ LCP½m. We denote by ' the largest of these indices and by k þ 1 the smallest; they can be equal. Thus lcpðiSA½i; kÞ > jwj and lcpð'; iSA½jÞ > jwj, consequently the equalities hold. h By Lemma 2.1, we can focus on the following 2n factors:
. . SA½iþ LCP½i þ 1, with i 2 ½0 : n À 1. For each F j , with j 2 ½0 : 2n À 1, we denote by: B 1 ½j the set of letters that occur right before the occurrences of F j ; B 2 ½j the set of letters that occur right before the occurrences of the longest proper prefix of F j . Lemma 2.2 (Barton et al., 2014) . awb is a minimal absent word of y, with a; b 2 R and w a word, iff there exists j such that a 2 B 2 ½jn B 1 ½j and wb ¼ F j .
Next, we provide the details of our algorithm for computing minimal absent words in EM, which we denote by emMAW.
Pre-processing: computing SA; LCP and BWT
In our implementation we make use of the pSAscan algorithm due to K€ arkk€ ainen et al. (2015) to compute SA and the Sparse-U algorithm due to K€ arkk€ ainen and Kempa (2016) to compute LCP in EM. For computing BWT we use the following easy-to-implement method. If the RAM is not enough for the word to fit inside, we compute BWT block-by-block. We store in memory m pairs of the form ði; SA½iÞ such that they fit in RAM, and we sort the pairs with respect to the SA½i field. Then we scan y and the list of sorted pairs. During the scan, we replace the SA½i field of each pair with letter y½SA½i À 1 (except if SA½i ¼ 0, in which case we replace it with a letter # not from R). Finally, we sort the pairs with respect to the i field. The letters are a contiguous segment of BWT, and so we store them. We repeat the process, until we have the whole BWT.
Stage 1: Computing sets B 1 ½j and B 2 ½j. Given the word y and its SA and LCP in internal memory, computing sets B 1 ½j and B 2 ½j can be done in internal memory in time and space OðnÞ (Barton et al., 2014) . Here, we adapt this algorithm to compute sets B 1 ½j and B 2 ½j in EM when having SA; LCP, and BWT precomputed and stored in EM. The main difference is that we do not use the word y itself but rather its BWT. To compute the sets B 1 ½j and B 2 ½j, we scan SA; LCP, and BWT twice: top-down and bottom-up. These data structures are always accessed sequentially. Thus, we can store them in EM and then scan or modify them by transferring in RAM only a segment of entries, whose number is proportional to M. 
emMAW: computing minimal absent words in external memory
Stage 2: Computing the set of minimal absent words. At this point we have stored in EM the sets B 1 ½j and B 2 ½j for all j 2 ½0 : 2n À 1. By applying Lemma 2.2 we can obtain all minimal absent words of y by computing the difference B 2 ½jnB 1 ½j for all j 2 ½0 : 2n À 1. Theorem 2.3. Given a word of length n and its SA; LCP, and BWT in EM, algorithm emMAW computes all minimal absent words in time OðnÞ, with O n B À Á IOs, and using OðnÞ space in EM.
Results
We implemented algorithm emMAW as a program to compute all minimal absent words of a given sequence. The program was implemented in the C programming language. It is available at http:// github.com/solonas13/maw under the GNU GPL terms. We used the following two machines in order to evaluate our implementation. The first one, denoted by M1, is a desktop PC with 1 Â 8 cores of Intel(R) Core(TM) i7-4790 CPU at 3.60 GHz with 8 M Cache and 16 GB of DDR3 RAM under 64-bit GNU/Linux. M1 is equipped with a single SSD disk with capacity 256 GB. The second one, denoted by M2, is a single node of a cluster computer with 2 Â 10 cores of Intel(R) Xeon(R) CPU E5-2660 v3 at 2.60 GHz with 25 M Cache and 384 GB of DDR3 RAM under 64-bit GNU/Linux. M2 is equipped with a disk array with HDD disks with total capacity 524 TB.
External memory
Our first task was to validate our theoretical findings (Theorem 2.3). To this end, we used as input all chromosome sequences of the Homo sapiens genome obtained from the NCBI database (ftp://ftp. ncbi.nih.gov/genomes/). We computed all minimal absent words of length at most 11 for each sequence separately. We considered only the 5 0 ! 3 0 DNA strand. We had first pre-computed and stored in EM the necessary data structures. This set of runs was conducted on M1. Figure 1a depicts elapsed-time measurements of emMAW (without accounting for the time to construct the data structures) using only 500 MiB of internal memory. The results confirm our theoretical findings: the elapsed time increases linearly with the length of the input sequence. To further evaluate the efficiency of our implementation, we used as input the full genome of Homo sapiens without pre-computing the necessary data structures. We computed all minimal absent words of length at most 11 using only 1000 MiB of internal memory. We considered both DNA strands. The whole assignment (accounting for the time to construct the data structures) took 9219 s on M1 and 9282 on M2.
Internal memory
We next compared the efficiency of emMAW against the corresponding one of MAW (Barton et al., 2014) , the fastest internal-memory implementation, when both exclusively use internal memory (150 000 MiB) for their computations. We considered the full genomes of Homo sapiens, Gorilla gorilla and Mus musculus genomes, obtained from the NCBI database. We computed all minimal absent words of length at most 11 for each sequence. We considered both DNA strands. For this set of runs, we used M2. We used two options for emMAW: (i) Àc 1 denoting that the necessary data structures must be constructed; (ii) Àc 0 denoting that they have already been pre-computed and can be read from disk. Elapsed-time comparisons are depicted in Figure 1b . The results show that emMAW is less than two times slower than MAW with Àc 1; most importantly, we see that emMAW becomes faster than MAW with Àc 0.
Conclusion
We presented algorithm emMAW, the first external-memory algorithm for computing minimal absent words. Given a sequence of length n and its SA; LCP, and BWT in EM, emMAW computes all minimal absent words in time OðnÞ, with O n B À Á IOs, and using OðnÞ space in EM. We also made available an open-source implementation of emMAW. We provided benchmark results showing that our implementation requires <3 h on a standard workstation to process the full human genome when as little as 1 GB of RAM is made available. Furthermore, we showed that our implementation is less than two times slower than state-of-the-art internal-memory implementations when enough RAM is available to hold all necessary data structures.
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