The determinants and stability of money demand functions, as per new definitions of monetary aggregates, has been analyzed in this paper. Quarterly Data from 1996Q2 to 2009Q2, for various monetary aggregates, interest rates, exchange rates, stock prices and GDP is in use. The cointegration tests, error correction mechanism, Granger causality and CUSUM tests has been applied for empirical analysis. The estimated results disclose the existence long-run and short-run relationship among the variables. Unidirectional Granger causality found from GDP and Stock Prices to monetary, new monetary as well as liquidity aggregates. Also similar result repeated from interest rates to money demand functions. The CUSUM and CUSUMQ tests support the existence of stability of each money demand functions. All the three variables, except exchange rate, affect the money demand of both types of specification.
stationary or not i.e. I (1) or I (0). Then apply the cointegration for non-stationary series i.e the series at levels if the variables are I (1). We can test the integration of the series by applying Phillips -Peron, PP ( 1988) and KPSS ( 1992) tests. Once the series are cointegrated they follow equilibrium pattern in the long run. However, in the short-run they might depart from each other resulting in dis-equilibrium. This can be explained through corresponding error correction model by including stationary residuals from the cointegrating vectors and include its one period lagged values ( ECt-1) in an error correction model. The ECM can be specified as, 
Where, λ is the coefficient of error correction term. It denotes the speed of convergence towards equilibrium and provides the direction of equilibrium. The expected sign of the coefficient is negative. It means if the model is out of equilibrium, then demand for real money balance come forward from below to restore the equilibrium in the next period. If λ is not statistically significant, implying that the coefficient is equivalent to zero, hence the dependent variable adjusts to the changes in independent variables in the same period during short run. We have applied the Granger causality tests to evaluate the temporal causality. Granger causality test says that if the variables are cointegrated then there exists a necessarily causal relationship among them at least in one direction. The causality can be tested using F statistics. Under the null hypothesis of no causality (e.g. from Y to X), if calculated F statistics is greater than critical F statistics with appropriate degrees of freedom and significance level, then reject the null hypothesis against alternative hypothesis. Finally, we have applied CUSUM and CUSUMQ tests, proposed by Brown et. al. (1975) to tests the stability of the long-run and short-run coefficients. If the plot of CUSUM or CUSUMQ stays with in the 5% significance level, then the coefficients estimates are said to be stable (Note 5).
Data and Empirical Analysis

Data
Various alternative definitions of monetary aggregates such as narrow money (M1), broad money (M3) and liquidity aggregates L 1 , L 2 , new monetary aggregates (NM 3 ) is applied for empirical analysis(Note 6). Weighted average call money rate (henceforth CMR) Mumbai and 91 Day Treasury bill rate (henceforth TBR) are considered for interest rates and Real effective exchange rate (reert) trade based (36-country weights) is for exchange rate. For stock price, CNXNifty is considered. Real income is measured by GDP at constant price. The empirical analysis is carried out applying quarterly data from 1996 Q2 to 2009 Q2. The period has been chosen based on availability of the quarterly data; collected from the Handbook of Statistics on Indian Economy. The quarterly data for CMR and TBR which is not available are extrapolated from monthly data. The real values are generated by deflating the nominal variable with the wholesale price index (WPI). After estimating the variable in real term, all the variables are expressed by natural logarithms.
Descriptive Statistics and Correlations
Preliminary understating of data structure can be analyzed through descriptive statistics and correlations coefficients. The results of summary statistics for all variables expressed in natural logarithms are given in table 1. The results reveal that except 91 day Treasury bill rate (TBR) and CNXNifty other variables follow normal distribution as represented by JB test and corresponding probability values. The null hypothesis of normal distribution for both the variables is rejected at 1% and 10 % significance level. Since the sample size is very small i.e. 53 only, so such type of conclusion is irrelevant. Skewness and Kurtosis support the same conclusion, whose value for a normal distribution are 0 and 3 respectively. Except TBR and CNXNifty other variables are normally distributed. When the variable is normally distributed, it does not follow random walk process and hence become easy to establish the relationship between such variables. The variability of various monetary aggregates is similar. The coefficient of variations is lowest for TBR indicating that it's less volatile. The correlation coefficient of GDP and Stock price with money aggregates are highly correlated. Interest rate is moderately correlated with the monetary aggregates. Informally, the money demand functions are highly correlated with the income, interest rate and stock market. The sign of the correlation coefficient are obtained as per expectations. Although correlation coefficient between exchange rate and monetary aggregates are very less, it does not provide cause and effect relationship between variables. The demand function can be estimated through regression analysis.
Regression Analysis
The money demand equation 1 can be estimated through multiple linear regression model. We have estimated 10 different regression equations for 5 different alternative combinations of monetary aggregates using 2 types of interest rates separately. It's because the model suffers from multicollinearity problem as the correlation coefficient between CMR and TBR is very high i.e 0.858 and VIF is 3.788. The results are reported in table 2. The regression model is estimated with Newey-West HAC standard error and covariance with lag truncation equal to 3 to avoid the possibility of unknown heteroscedasticity and autocorrelation problem. The regression results using CMR and TBR separately are reported in panel A and B respectively. In both the panel, income and interest rates significantly affect money demand function irrespective of model specification. The coefficients of income are statistically significant at 1% significance level applying t test. Except for M 3 (which is significant at 5% significance level) in panel A, the coefficient of interest rate are statistically significant at 1% significance level. The results are consistent with Keynesian theory of demand for money as the sign of the coefficient; real income and interest rate are consistent and statistically significant. On the other hand, coefficient of stock price is statistically significant at 1% significance level only for M 1 money demand function and none other. But exchange rate is not statistically significant in either case. Hence both the variables do not statistically significantly affect money demand. The obtained coefficients are elasticity of money with respect to respective variables. For example the income elasticity of M 3 is equal to 1.32, i.e. more elastic. The regression results are robust due to high R 2 , Significant F statistics, no autocorrelation and no heteroscedasticity problem. Of course, the limitation is that multiple regression model does not explain dynamic relationship among variables. The cointegration techniques e.g. Johansen-Juselius (1990) applied here can overcome such problem (Note 7).
Stationary of the Series
If any linear combination of two or more non-stationary series is stationary then the series are said to be cointegrated. The application of cointegration needs prior checking of stationary properties. Phillips-Perron (PP, 1988) and Kwiatkowsk, Phillips, Schmidt, and Shin (KPSS, 1992) The PP tests assume the null hypothesis of unit root against the alternative of stationary. On the other hand KPSS is a confirmatory test, which assumes the null hypothesis of stationary against the alternative of non-stationary. For all variables at level the null hypothesis is accepted. However, for the variables at first difference, we reject the null hypothesis of unit root at 1% significance level for by both the PP and KPSS test of alternative model specification. Thus variables are stationary at first difference and non-stationary at level. Hence we can apply cointegration tests at level data.
Cointegration Results
The next step is to apply the multivariate cointegration test of Johansen (1988 Johansen ( , 1991 ) and Johansen's-Juselius (1990 , 1992 , estimated through maximum likelihood estimation procedure. Two tests statistics such as λ trace and λ maximum eigen value is used to determine the number of cointegration vector. For n variable cases if at least one (r=1) cointegrating vector is present, it is sufficient to conclude that the variables are cointegrated. The number of cointegrating vector is estimated through VAR model for which it is necessary to specify the number of lag length in the autoregressive process. We have started with 1 lag and maximum of 8 is taken in the process. The lag length of 4 is chosen based on Akaike Information Criteria, Schwarz Bayesian Criteria and log likelihood ratio tests, which is theoretically and practically justified. The robustness of the model has also been checked using ARCH, LM, JB, Heteroscedasticity tests (Note 8). Once optimal lag length is determined then next step is to apply cointegration test. The obtained results are reported in table 4. Panel A specify the cointegration equation with constant term, whereas panel B specify model with the linear deterministic trend term. In both the cases, we have estimated 10 cointegrating equations with two different interest rates. In panel A , irrespective of money demand specification with any interest rates, the null hypothesis of zero cointegrating vector (r=0) is rejected against the alternative of at least one cointegrating vector at 5% significance level. The same result is repeated in panel B also. For both the model we found minimum one cointegrating vector. Further, testing more number of cointegrating vectors, we might obtain different results, as shown in the table. This is evident from both trace and eigen value statistics. For example, the null hypothesis of r=2 cointegrating vector is rejected and alternative of 3 cointegrating vector is accepted for M 1 money demand function with constant term. Similarly for NM 3 money demand function with trend, the null hypothesis of r=1 cointegrating vector is rejected at 5% significance level and alternative of r> 2 is accepted. The result strongly supports the presence of one cointegrating vector for both the demand functions. Therefore, we can conclude that cointegration exists between variables and hence in the long-run they are related.
Error Correction Mechanism
If the variables are cointegrated, it need not necessarily mean that in the short-run they are always in equilibrium. This departure from the equilibrium relationship in the short-run is explained through error correction term. The error correction term is obtained from the residuals terms of cointegrating equations and plugged into the cointegrating equation with lagged term in first difference. The specified error correction model 2 is estimated using OLS methods. The results are reported in table 6. The details of ECM results are not provided here except the coefficient of Error correction term due to space consumption and may be available upon request. It means except M 3 money demand equation the sign of coefficient of error correction term is negative which is as per expectations. It implies that the specified money demand function adjust from below to restore the equilibrium in the immediate next period. Since other coefficients are statistically insignificant, implying that they are equivalent to zero. So the money demand function reacts to the changes in independent variables with the same period to restore equilibrium. However, if ECM term is negative, then monetary aggregates comes from above to restore equilibrium. The result indicates that all the variables are related in the short run and therefore the short-run causality can be explained through Granger causality tests.
Granger Causality Tests
The bivariate Granger causality test is applied for testing causality. According to Engel-Granger (1987) , if the variables are cointegrated, then they are necessarily causally related at least in one direction. Granger causality applied for stationary series only, so we have estimated this for variables with first difference. The bivariate Granger causality tests results are reported in table 6. Accordingly the null hypothesis of GDP does not Granger cause monetary aggregates have been rejected for all types of money demand functions at various significance level, as reported by F statistics and corresponding P values. It implies that real income Granger causes money demand but not the reverse except for L2. Except L2 unidirectional causality found from real income to real money balances. Bi-directional relationships exist for real income and real L2 money balance. There is also unidirectional causality from real money to both the interest rates. It implies that call money rate reacts (also TBR) for any change in money demand not the reverse. Unidirectional causality found from stock price to money demand functions as the null hypothesis is rejected at various significance level. No causal relationship notices in either direction between exchange rate and real money balances. The result is consistent with regression results, also justified as per the magnitude and sign of coefficients are concerned.
Stability Tests
Once variables are cointegrated and causal relationship established, then stability of the demand for money can be tested applying CUSUM and CUSUMQ tests. From cointegrating equation we can obtain residuals. Considering the coefficients of residual with one period lagged term, we estimate an error correction model (with appropriate lagged term, here it is 4) and then apply both CUSUM and CUSUMQ test on the residual of error correction term. The equation 2 specifies ECM and can be estimated by OLS method. Then apply the CUSUM and CUSUMQ tests on the residual. If graphical plot of the CUSUM and CUSUMQ stays within 5% significance level, then coefficient estimators are said to be stable. The estimated result for each money demand specification with both CMR and TBR are represented in both Panel A and B respectively. From fig 1 it is clear that graphical plot of the CUSUM and CUSUMQ stays with in critical band of 5% for M 1 , L 1 , and L 2 demand for money. It indicates that the demand for money is stable. However although CUSUMQ tests for M 3 and NM 3 money demand are slightly out side the band ( during mid 2006 to 2007) most of the cumulative sum of recursive residual squares are with in 5% confidence limit. It indicates that both M 3 and NM 3 demand for money is also relatively stable.
Money Demand Functions
The estimated money demand functions through regression analysis are reported in table 2. The estimated demand functions suggest existence of a stable relationship between real money balances with real income, real interest rate, and to some extent real exchange rate and stock price. From the equations we can find the elasticity of demand for real money balances. The income elasticity of demand with respect to M 1 , M 3 , L 1 , L 2 and NM 3 is 1.014, 1.32, 1.39, 1.387, and 1.397 respectively. The positive sign is consistent with the theory because as income increases the demand for money increases. The interest (CMR ) elasticity of money demand with respect is M 1 , M 3 , L 1 , L 2 and NM 3 is -0,118, -0.127, -0.143,-0.140 and -0.145 respectively, which is also consistent with theory. The elasticity of money demand for M 1 , M 3 , L 1 , L 2 and NM 3 with respect to exchange rate is 0.006, 0.188, 0.284, 0.288 and 0.173 respectively. Similarly the elasticity of money demand for M 1 , M 3 , L 1 , L 2 and NM 3 with respect to stock price is 0.165, 0.038, 0.046, 0.046 and 0.083 respectively. Elasticity of money demand with respect to real income is elastic but inelastic for interest rate, exchange rate and stock price. The results are consistent with theories of demand for money.
Conclusion
The paper started with a discussions on the specification, estimation and stability of the demand for money with respect to various monetary (old and new) and liquidity aggregates. The money demand function specified including exchange rate and stock price in addition to income and interest rates. For empirical testing of the same it uses quarterly data. All the series expressed in natural logarithms are stationary at first difference. The cointegration result shows the presence of more than one cointegrating vector for all types of money demand functions, supporting the long-run equilibrium relationship among variables. Similarly ECM also supports the short-run dynamic properties of money demand functions. Unidirectional causality found from GDP and Stock Prices to monetary, new monetary and liquidity aggregates through Granger causality test. Similarly unidirectional causality is also noticed from interest rates to money demand functions. The CUSUM and CUSUMQ tests show that all the alternative specification of money demand functions is stable. The paper also concludes that except exchange rate, all the other variables significantly affect the money demand function. L2= L1+ Term Deposits with FIs + Term Borrowing by FIs + CDs issued by FIs L3= L2 + Public Deposits with NBFCs Note 2.According to the standard text books, real income determines the demand for money in the classical sense as money is demanded for transaction purpose, whereas for Keynesian it is real income and interest rate as people demand money for transaction, precautionary and speculative purpose. On the other hand, Friedman has given a list of factors affecting money demand such as stock, bonds, etc. which generated wealth. Similar exchange rate also determines the demand for money because of substitution as well as wealth effect. Note 3. According to Rangarajan (1985) ,it is possible to build into such a formulation the lagged impact of the factors that influence the money holding Note 4. Since this is widely applied technique, we are not discussing the details of it. Once can refer a stranded text book on Time series Econometrics. In our earlier version of the paper Padhan (2006) we have discuses about this procedure elaborately. Note 5. The significance level is portrayed by two straight lines whose equations are given in Brown et.al (1975) Note 6. NM2 and L2 are not considered due to lack of required data. Note 7. Gonzalo (1994) analyzed the statistical performance of three cointegration tests such as, Engel-Granger, the Stock and Watson tests, and Johansen's test and found that Johansen's is found to be superiors to the other tests under consideration. Note 8. The results can be obtained from the author upon request. First Difference 
