Describing the position of objects in space necessitates a mapping between the spatial representation(s), computed by the visual system, and the language processing system. However, it turns out that spatial description is influenced not only by where objects are in space, but also by the functions that objects afford, and the functional relations between objects. For example, the preposition at in the woman is at her desk indicates not only that the woman is in close proximity to the desk (a topological-geometric relation), but that she is likely to be working there (an extrageometric functional relation). Indeed, there is much empirical work showing that meaning of spatial prepositions across a range of languages involves the instantiation of both geometric and extra-geometric factors (e.g., CarlsonRadvansky & Radvansky, 1996; Coventry, Prat-Sala & Richards, 2001 ). However, how geometric and extrageometric constraints combine is an open question. Regier and Carlson (2001) present a computational account, the attentional vector sum (AVS) model, which grounds the preposition above in a mechanism analogous to population vector codes in the neural model of Georgopolous et al (1986). However, Regier and Carlson deal only with geometric computations over the visual scene.
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We present a new computational model which attempts to deal with the spatial prepositions in, on, over, under, above and below and extends processing of the visual scene to include functional factors parasitic upon object knowledge. One possibility is that object knowledge can be used as a means of weighting parts of geometric processing, as is suggested by Regier, Carlson and Corrigan (in press ). In contrast, Coventry and Garrod (in press) suggest that separate geometric and extra-geometric processes are operational in parallel, and come together in a situation model. Our approach introduces cognitive-functional constraints by extending Ullman s (1984) notion of visual routines to include operations on dynamic rather than static visual input (cf. Cavanagh et al, 2001 ). We use neuropsychologically-inspired implementations of connectionist models (cf. Regier, 1996) . Based on evidence of motion and spatial-frequency processing in areas V1-V4, the MT, and interactions from regions implicated in objectrecognition, such as the IT cortex (Edelman, 1999) , we construct a model which might account for extra-geometric and geometric factors in one computational system. Developmental accounts of an infant s understanding of concepts such as geometry (spatial relations), dynamics (e.g. gravity, containment and object constancy), and object individuation and identification constrain the training of relevant parts of our model. To give an example, the containing part of a mug is usually taken to be the part the liquid is poured into, and not the semi-circular handle. By watching interactions between mugs and liquids, we induce a dynamic visual routine , and a representation of the object over time. These routines and representations can then be deployed in future processing, for example, to generalize to similar objects in the absence of functional interactions. Initial results show that the computational model performs similarly to reference data, obtained from new experimental data on spatial preposition comprehension tasks.
