Abstract. We prove an analogue of the main result of Buzzard and Taylor [8] for totally real fields in which p is unramified. This can be used to prove certain cases of the strong Artin conjecture over totally real fields.
Introduction
In [8] , Buzzard and Taylor proved a modularity lifting theorem for certain Galois representations in weight 1, combining methods of Wiles and Taylor (à la Diamond [13] ) with analytic continuation of overconvergent modular forms. This work was part of a program laid out by Taylor in [36] to prove the strong Artin conjecture in many icosahedral instances.
The work of Buzzard and Taylor highlighted the importance of the geometric interpretation of overconvergent modular forms, and proved useful the idea of analytic continuation. Later, in [21] , we presented another application of analytic continuation by giving a geometric proof of Coleman's classicality theorem. This method has been used to prove classicality criteria for overconvergent automorphic forms in several contexts. One can mention [22] , [31] , [29] , [27] , and, quite recently, the classicality results in the unramified Hilbert case [28] , [37] .
In this article, we use ideas from our work on analytic continuation of overconvergent Hilbert modular forms to prove an analogue of the main result of [8] in the unramified Hilbert case. The case where p is split in the totally real field has been proven by Sasaki [32] . To understand the dynamic of the U p Hecke correspondence, we use our results (joint with E. Goren) on the geometry of the Iwahori-level Hilbert modular variety studied in [17] , as well as calculations using Breuil-Kisin modules. We should mention that Breuil-Kisin module calculations in this context have also been used by Y. Tian in [37] , and first appeared in the work of S. Hattori on canonical subgroups [19] .
Since, unlike the classical case, analytic continuation of overconvergent Hilbert modular forms in the locus of non-ordinary reduction of the Hilbert modular variety is dependent upon slope conditions which are impossible to hold in this case, the processes of analytic continuation and gluing are subtler. For example, in our argument, it is crucial to prove that overconvergent Hilbert modular forms of finite slope can be analytically extended to a certain region in the "middle parts" of the p-adic rigid analytic Iwahori-level Hilbert modular variety Y rig which is saturated with respect to the map π : Y rig → X rig that forgets the level structure at p. This region can be thought of as an analogue of the circle of radius p/(p + 1) in the case of modular curves. Let us briefly outline the strategy of the proof. For simplicity, assume now that p is inert in the totally real field in question. Let V ⊂ Y rig be the region defined in [17, §5.3.] ; it can be characterized as the region in Y rig classifying pairs consisting of a Hilbert-Blumenthal abelian variety and its canonical subgroup. In [17] , we have proved that every finite slope overconvergent Hilbert modular form can be analytically extended to V. Let w : Y rig → Y rig be the Atkin-Lehner involution. Buzzard-Taylor's idea of gluing forms on V and w −1 (V) to create a Hilbert modular form on Y rig fails in this case, as V ∪ w −1 (V) is only a very small region in Y rig : it misses tubes in Y rig of Zariski dense open subsets of all the 'vertical' irreducible components of Y , the reduction mod p of a formal model of Y rig .
Let Y (respectively, X) denote the reduction mod p of a suitable formal model of Y rig (respectively, X rig ). At the heart of our argument lies the proof that every overconvergent Hilbert modular form of finite slope can be analytically extended from V to a region R ⊂ Y rig with the property that the region R ∪ w −1 (V) ⊂ Y rig is "large" in the sense that its complement collapses to a closed subset of codimension two in X, under the forgetful map π : Y → X. On the other hand, we show that the form obtained by gluing two forms on R and w −1 (V) descends under the morphism π : Y rig → X rig to a form, which, by the above fact, is defined on X rig away from the tube of a codimension-two subset of X. We then invoke a rigid analytic Koecher principle to show that such a form automatically extends to the entire X rig , providing us with a classical Hilbert modular form of level prime to p, and weight (1, 1, · · · , 1). The geometry of the intersection and interposition of irreducible components of the strata in Y , studied in [17] , is used crucially, especially in the gluing of forms on R and w −1 (V).
We now state our main result. Let p > 2 be a prime number, and L a totally real field in which p is unramified. For any prime ideal p|p, let D p denote a decomposition group at p. We prove: 
Then, ρ is isomorphic to ρ f , the Galois representation associated to a Hilbert modular eigenform f of weight (1, 1, · · · , 1) and level Γ 00 (N ), for some integer N prime to p. In [23] , we generalize Theorem 1.1 to allow some ramification for the characters α p , β p . In [32, 33] , Sasaki employs Taylor's method [36] to prove the mod-5 modularity of certain Galois representations in the case of totally real fields in which 5 is split. His method applies equally well to the case where 5 is unramified in the totally real field, as explained in [23, §4] . Using these results, Theorem 1.1 immediately implies the following cases of the Strong Artin Conjecture over totally real fields. Theorem 1.3. Let L be a totally real field in which 5 is unramified. Let
be a totally odd and continuous representation satisfying the following conditions:
• ρ has the projective image A 5 .
• For every place p of L above 5, the projective image of the decomposition group D p at p has order 2. Furthermore, the quadratic extension of
Then, there exists a holomorphic Hilbert cuspidal eigenform f of weight (1, 1, ..., 1) such that ρ arises from f in the sense of Rogawski-Tunnell, and the Artin L-function L(ρ, s) is entire.
In [23] , we use our generalization of 1.1 to prove a more general version of Theorem 1.3.
Geometry of Hilbert Modular Varieties
In this section, we recall some results on the mod p and p-adic geometry of Hilbert modular varieties studied in [17] and [18] .
2.1. Stratifications in characteritic p. Let p be a prime number, and N ≥ 4 an integer prime to p. Let L/Q be a totally real field of degree g > 1 in which p is unramified, O L its ring of integers, and
, a finite field of order p fp . Let κ be a finite field containing an isomorphic copy of all κ p and generated by them. We identify κ p with a subfield of κ once and for all. Let Q κ be the fraction field of W (κ). We fix embeddings
, where B p = {β ∈ B : β −1 (pW (κ)) = p}, for every prime ideal p dividing p. Let σ denote the Frobenius automorphism of Q κ , lifting x → x p modulo p. It acts on B via β → σ • β, and transitively on each B p . For S ⊆ B, we let S c = B − S, and ℓ(S) = {σ −1 • β : β ∈ S}, the left shift of S. Similarly, define the right shift of S, denoted r(S).
where W (κ) β is W (κ) with the O L -action given by β, induces a decomposition,
Let X/W (κ) be the Hilbert modular scheme representing the functor which associates to a W (κ)-scheme S, the set of all polarized abelian schemes with real multiplication and Γ 00 (N )-structure A/S = (A/S, ι, λ, α) as follows: A is an abelian scheme of relative dimension g over S; the real multiplication ι : O L ֒→ End S (A) is a ring homomorphism endowing A with an action of O L ; the map λ is a polarization as in [11] ; α is a rigid Γ 00 (N )-level structure, that is, 
Let π : Y → X be the natural morphism which on points is (A, H) → A. Let X, X, X rig be, respectively, the special fibre of X, the completion of X along X, and the rigid analytic space associated to X in the sense of Raynaud. We use similar notation Y , Y, Y rig for Y , and let π denote any of the induced morphisms. For a point P ∈ X rig , we denote by P = sp(P ) its specialization in X, and similarly for Y .
Let p|p be a a prime ideal of O L . Define w p : Y → Y to be the automorphism
The morphisms w p commute with each other, and their composition is w. We denote by the same notation, the analytifications w, w p :
In the following, we recall stratifications on X and Y studied, respectively, in [18] and [17] . First, recall that to any (A, H) in Y , one can associate the data (f : A → B), where B = A/H is a polarized abelian scheme with real multiplication and Γ 00 (N )-structure, and f : A → B is the natural projection, which is an O L -isogeny killed by p and of degree p g . See Lemma 2.12 of [17] .
Let k ⊇ κ be a field. For a closed point
We note that since Lie(A) is a free O L ⊗ k-module, Lie(A) β is a one dimensional k-vector space. We let
Let (ϕ, η) be a pair of subsets of B. We say that (ϕ, η) is an admissible pair if ℓ(ϕ c ) ⊆ η. There are 3 g admissible pairs and for any k-rational point Q of Y the pair (ϕ(Q), η(Q)) is admissible. Given another admissible pair (ϕ ′ , η ′ ), we say that
In [35] it was shown that for a closed point Q of Y , defined over a field k ⊇ κ, there is an isomorphism
The variables can be, and will always be, chosen such that the vanishing of x β cuts out the locus where β ∈ η, and the vanishing of y β cuts out the locus where β ∈ ℓ(ϕ). Let P be a closed point of X corresponding to A defined over k a prefect field containing κ. The type of A is defined by
where D denotes the contravariant Dieudonné module. The relationship between the type and the (ϕ, η) invariants is explained in the following Lemma proven in [17] , Corollary 2.3.4.
Lemma 2.1. Let Q be a closed point of Y , and P = π(Q). We have
The Ekedahl-Oort stratification on X was studied in [18] . Let τ ⊆ B. There is a locally closed subset W τ of X with the property that a closed point P of X corresponding to A belongs to W τ if and only if τ (A) = τ . These subsets have the following properties:
(1) The collection {W τ : τ ⊆ B} is a stratification of X and
(2) Each W τ is non-empty, regular, and equi-dimensional of dimension g − ♯ τ . (3) The strata {W τ } intersect transversally. In fact, let P be a closed k-rational point of X.
There is a choice of isomorphism
such that for τ ′ ⊆ τ (P ), W τ ′ (and Z τ ′ ) are given in Spf( O X,P ) be the equations {t β = 0 :
We now recall the Kottwitz-Rapoport stratification on Y which was studied in [17] . For an admissible pair (ϕ, η) there is a locally closed subset W ϕ,η of Y whose closed points are those Q in Y with invariants (ϕ, η). Moreover, the subset 
In that case, write
We have:
where I = {x β : β ∈ I − K}, {y γ : γ ∈ I − ℓ(J)} . This implies that each stratum in the stratification {Z ϕ,η } is non-singular.
The horizontal strata of Y rig are defined to be those of the form Z Bt,B t * .
We recall the following result (Theorem 2.6.13 of [17] ) about the irreducible components of the strata Z ϕ,η . This result rules out the existence of irreducible components of strata which may be, in some sense, "isolated" without affecting the general combinatorics of the stratification. This is used in this article to prove connectedness of certain regions of Y rig .
We end this section with Theorem 2.6.4 (3) of [17] .
Theorem 2.5. On every irreducible component of Z ϕ,η , the type is generically ϕ ∩ η.
p-adic
Dissections. Let C p be the completion of an algebraic closure of Q p . It has a valuation val : C p → Q ∪ {∞} normalized so that val(p) = 1. Define
For a point P ∈ X rig (respectively, Q ∈ Y rig ), we denote its specialization by P (respectively, Q). We recall the definition of valuation vectors for points on X rig and Y rig given in [17] . Let P ∈ X rig . Let D P = sp −1 (P ). The parameters t β in (2.6) are functions on D P . We define ν X (P ) = (ν β (P )) β∈B , where the entries ν β (P ) are given by
The above definition is independent of the choice of parameters as in (2.6). Similarly, for Q ∈ Y rig , we can define ν Y (Q) = (ν β (Q)) β∈B , where
This definition is independent of the choice of parameters as in (2.4).
It is easy to see the following.
This valuation has values between 0 and g. By the above proposition, we have ν(
2.2.1. The valuation hypercube. Let Θ = [0, 1] B be the unit cube in R B , whose 3 g "open faces" can be encoded by vectors a = (a β ) β∈B such that a β ∈ {0, * , 1}. The face corresponding to a is the set
We define Star(F) = ∪ F ′ ⊇F F ′ , where the union is over all open faces F ′ whose topological closure contains F. For a as above, we define η(a) = {β ∈ B : a β = 0},
The following is proven in [17] . It allows us to visualize various regions of Y rig using combinatorial data on the g-dimensional hypercube as well as their specializations in terms of the strata W ϕ,η . This is important in understanding the process of analytic continuation.
Theorem 2.8. There is a one-to-one correspondence between the open faces of Θ and the strata
It has the following properties:
We recall a result that provides the first step of our analytic continuation process (see Proposition 5.2) . For p|p, let
In §5.3 of [17] , it is shown that these are admissible open sets and the following Lemma is proved.
Lemma 2.9. Let p|p and β ∈ B p . Let Q ∈ Y rig , and P = π(Q).
(
Before ending this section, we recall a useful rigid analytic Koecher principle which was proved in Theorem 2 of [26] or Theorem 3.5 of [3] . This was first applied in the context of analytic continuation of automorphic forms by Pilloni in [27] to prove automatic extension of overconvergent Siegel modular forms to points of bad reduction. Proposition 2.10. Let Z be an admissible formal scheme with a normal special fibre Z and rigid analytic fibre Z rig . Let W be a closed subset of Z of codimension bigger than 1. Then, any rigid analytic function on sp −1 (Z − W ) extends to a rigid analytic function on Z rig .
Kisin Modules and valuations
In the following, we show that for a point Q = (A, C) of Y rig , the valuations ν β (Q) can be read-off from the Breuil-Kisin module of C. Our references in this section are [4] , [24] , [34] .
3.1. Notation. Let O K be a finite extension of W (κ) of residue field κ ′ and absolute ramification index ν K (p) = e. Let S 1 denote the power series ring κ ′ [[u] ] equipped with its canonical Frobenius morphism φ that sends h(u) → (h(u)) p . For a finite flat p-torsion group scheme G over O K , we denote the Breuil-Kisin module associated to it by M(G), and its Frobenius morphism by Φ.
Subgroups of Abelian Varietes.
Let A correspond to a point P on X rig , and assume that all points Q ∈ π −1 (P ) are defined over 
where each C β is a rank-one free submodule of M β . Let e β denote a generator of C β , and assume
where a β is a unit in S 1 .
Proposition 3.1. With the above notation, we have
By proposition 2.5 of [34] , the group scheme associated to
It remains to treat the case β ∈ I(Q) = ℓ(ϕ(Q)) ∩ η(Q). If β ∈ ℓ(ϕ(Q)), by definition, (f * ) β is an isomorphism, and hence r β = e − ν K (d β ) = e. It also follows from definition of valuations that ν β (Q) = 1. The other remaining case follows similarly.
We fix such a subgroup scheme
, we can apply Proposition 3.1 to (A/C, A[p]/C) and invoke Proposition 2.6 to deduce that, for all β ∈ B, we have
is another point on Y rig , it will also be defined over O K by our assumption, and we can write
By rescaling and modifying the choice of w β if necessary, we can write D β = S 1 (e β + µ β w β ) for some 0 = µ β ∈ S 1 . If we set s β = eν β (A, D), Proposition 3.1 implies
where c β ∈ S × 1 . From this, one can extract relations among µ β 's. We summarize these in the following proposition.
where each r β is an integer between 0 and e. There is a basis {e β ,
for some choice of integers 0 ≤ s β ≤ e, and c β ∈ S
Under this bijection, we have
The following results will be useful later on.
Proof. This follows by a simple calculation from Proposition 3.2.
Corollary 3.4. Let β ∈ B p . With the above notation, we have
Proof. Let m β denote the u-adic valuation of µ β ∈ S 1 − {0}. The result follows from Lemma 3.3, and the fact that m β ≥ 0.
Remark 3.5. These results can be stated in terms of the notion of degree of a finite flat group schemes as studied in [14] . In fact, for every finite flat group scheme C corresponding to a point Q ∈ Y rig , this notion can be refined to define partial degrees deg
. Cast in this langauge, Corollary 3.4 has been proven in both [37] and [28] . 
Overconvergent Hilbert Modular Forms
Let X Qκ , Y Qκ denote, respectively, the base extensions of X, Y to Q κ , as well as the rigid analytic varieties associated to them.
LetX,Ỹ ,X,Ỹ denote, respectively, toroidal compactifications of X, Y , X, Y based on a common fixed choice of rational polyhedral cone decompositions (one for each representative of cl + (F )). LetX,Ỹ denote the completions ofX,Ỹ along their special fibres, andX rig ,Ỹ rig their associated rigid analytic varieties in the sense of Raynaud. We have inclusions Y rig ⊂ Y Qκ ⊂Ỹ rig , and similarly for X.
For any admissible (ϕ, η), defineZ ϕ,η to be the Zariski closure of Z ϕ,η inỸ . Definẽ Let k = {k β : β ∈ B} be a multiset of integers. We define
We continue to denote by ω k the pullback of ω k to Y under π. The locally free sheaf ω k extends to a locally free sheaf onX (and similarly for Y ), and hence toX rig (and similarlyỸ rig ). Let ω k also denote the pullback of ω k to anyỸ p rig under π 1 .
An overconvergent Hilbert modular form f of weight k and level Γ 00 (N ) is an element of the following space:
The subspace of classical modular forms is defined as
where the inclusion M k → M † k is the natural map induced by restriction.
Remark 4.1. Using Rapoport's work [30] , one can show that for each r < 1, all the natural maps
are isomorphisms, if L = Q. See Lemma 4.1.4 of [25] for details. This implies that we can define overconvergent Hilbert modular forms using any of the three rigid analytic varieties
There is a full Hecke algebra acting on M † k preserving M k . In §5.1, we will briefly recall the geometric construction of the U -operators at prime ideals dividing p.
Analytic continuation
In this section, we show that every overconvergent Hilbert modular form of finite slope extends automatically to a region of Y rig which is large enough for our arguments. 2,p (U 2 ) for admissible opens U 1 , U 2 ofỸ rig , we can define an operator Definition 5.1. The U p operator on M † k is obtained as above, using the fact that, by Lemma 2.9, for any 0 < r < 1, we have
The U p operators commute with each other and their composition is called U p .
We also define, for any U ⊂Ỹ rig , and any p|p,
by w p (f ) = pr * w * p (f ). We can similarly define w :
For Q = (A, H) ∈ Y rig , we can decompose H = ⊕ p|p H p . For a fixed p 0 |p, we define
Elements of Sib(Q) are points of Y rig corresponding to all (A, H ′ ), in which H ′ is different from H. From definition, we have U p (Q) = (1/p fp ) Q ′ ∈Sibp(Q) w p (Q ′ ) as a correspondence onỸ rig . We recall an analytic continuation result proved essentially in [17] .
k be a U p -eigenform with eigenvalue a p = 0. Then, f can be extended to a section of ω k on V := {Q ∈Ỹ rig : ν β (Q) + pν σ•β (Q) < p, ∀β ∈ B}.
It is enough to show that for any s < p, we can extend f to V(s). Let M ≥ 0 be an integer such that V(p −M s) ⊂Ỹ rig [0, r]. We consider f as a section of ω k over V(p −M s) by restriction. Consider the sequence of admissible opens inỸ rig
By Proposition 3.1 of [22] , to extend f from V(p −M s) to V(s), it is enough to show that for all 1 ≤ i ≤ M , we have π
. This follows immediately from Lemma 2.9 and Proposition 2.6.
5.2.
The locus |τ | ≤ 1. By properties of the stratification {W τ } of X recalled in §2, the union
is a closed subscheme of X, and, in fact, a closed subscheme ofX. We definẽ
).
We also defineX |τ |≤1 rig
rig ). These are admissible open subsets ofX rig andỸ rig , respectively. We will study the dynamics of the Hecke correspondences U p onỸ |τ |≤1 rig .
Analytic Continuation.
From this point on, to keep the notation less cluttered, and the presentation clearer, we will assume that p is inert in O L . In §7, we will indicate how to extend these arguments to the general case where p is unramified in O L . The passage from the inert case to the general case is mostly of combinatorial nature. If p is inert in O L , then the notation simplifies as follows: 
In particular, for such points, ν(Q) determines ν β (Q) for all β ∈ B, by simply choosing m to be the integral part of ν(Q). Furthermore, we have I(Q) = {σ m • β 0 } if ν(Q) ∈ Z, and I(Q) = ∅ otherwise.
Proof. Assume that for some 0 ≤ r ≤ g − 1, we have ν σ r •β 0 (Q) = 1. We show that ν σ s •β 0 (Q) = 0 for all r < s < g. If r = g − 1, then there is nothing to prove. Otherwise, using part (1) of Theorem 2.8, it follows that σ r+1 • β 0 ∈ ϕ(Q). Since σ r+1 • β 0 ∈ τ (π(Q)), Lemma 2.1 implies that σ r+1 • β 0 ∈ η(Q). This, in turn, implies that ν σ r+1 •β 0 (Q) = 0. We can now replace r with r + 1, and repeat the same argument until we arrive at r = g − 1 and the claim is proved. Since Q has non-ordinary reduction, there is 0 ≤ r ≤ g − 1, such that ν σ r •β (Q) = 1. Taking m to be the smallest such r proves the first part of the Lemma. Proof. Part (1) of Theorem 2.8 allows us to calculate the (ϕ, η)-invariants of Q using the valuation vector of Q, and observe that ϕ(Q) ∩ η(Q) = {β 0 }, and ϕ(Q) c ∩ η(Q) c = ∅. Lemma 2.1 implies that τ (π(Q)) = {β 0 } and the lemma follows. rig [0, 1). By Proposition 3.1 of [22] , to extend f further to R, it is enough to show that
Let R = (A, C, D) be such that Q = (A, C) ∈ R. We can assume that Q has non-ordinary reduction, and, hence, τ (A) = {β 0 }, for some β 0 ∈ B. We want to show that π 2 (R) ∈Ỹ Assume it doesn't hold. Then, writing the inequality from Corollary 3.4 for β = σ g−1 • β 0 and noting that ν β (Q) ≤ 1 for all β ∈ B, we deduce
whence,
1/p i , which contradicts our choice of Q. This proves the claim. 
The following is a key result. It is more refined than necessary for the purpose of the analytic continuation in Proposition 5.7, but it is important for the gluing process and the proof of classicality that follow.
In other words,Ỹ |τ |≤1 
. Therefore, comparing u-adic valuations, we deduce that the valuation of µ σ g−1 •β 0 equals r/p. This valuation is calculated in Lemma 3.3. It follows that
1/p i ), as desired. Then, ρ is isomorphic to ρ f , the Galois representation associated to a Hilbert modular eigenform f of weight (1, 1, · · · , 1) and level Γ 00 (N ) for some integer N prime to p.
For any p ∈ S, let a p = α p (F rob p ), and b p = β p (F rob p ). Then, a p , b p are nonzero, and a p = b p for all p ∈ S. One can repeat Buzzard-Taylor's argument [8] using Gee's results on companion Hilbert modular forms [16] , and applying Taylor-Wiles argumentsà la Diamond/Fujiwara [15] , to produce a collection of 2 |S| overconvergent Hilbert eigenforms {f T : T ⊂ S}, of weight (1, · · · , 1) with identical Hecke eigenvalues corresponding to prime-to-p ideals, and such that
A detailed argument is written in §7 of [32] , where Kisin's modularity results have been used instead. The assumption that p is split in the totally real field is not necessary for the argument presented there, as long as p = 2. In what follows, we show that the existence of {f T : T ⊂ S} as described above, implies that they are all classical, proving the theorem.
6.2. Analytic continuation and gluing. In the following, we prove that certain overconvergent Hilbert modular forms are classical. This applies to finish the proof of Theorem 6.1. As before (starting from §5.3), for clarity of presentation, we will write the proof in the case p is inert in L. The general case will be discussed in §7. We prove the theorem in what follows. First, we use the condition on the q-expansions to prove an equality of sections of ω k over a certain region ofỸ For any choice of the polarization module (a, a + ) , the region R a is connected.
Proof. It is enough to show that R a ∩ Y rig is connected. To ease the notation, throughout this proof, we continue to denote R a ∩ Y rig with R a . We first show that
and, for 0 ≤ i ≤ g − 1, set
where,
Define
Using Theorem 2.8, it is easy to see that − 1) ). The claim would follow if we show W (g − 1) is connected. We argue by induction. For i = 0, W (0) contains the ordinary locus in (Z B,∅ ) a , and, hence, is a dense subset in (the nonsingular) (Z B,∅ ) a . It follows that W (0) is irreducible and, hence, connected. Now, assume W (i) is connected. Pick any Q ∈ W (i)−W (i−1), and set ϕ = ϕ(Q) = {β, · · · , σ 1+i−g • β} for some β ∈ B. Let ϕ ′ = {σ i−g • β} ∪ ϕ. Let C be an irreducible component of Z ϕ,ℓ(ϕ) c which contains Q. Theorems 2.4 and 2.2 imply that C intersects
is nonempty. The first statement follows from Theorem 2.5, which shows that type is generically ϕ ∩ ℓ(ϕ) c = {β} on Z ϕ,ℓ(ϕ) c , and hence on C. For the second statement, note that Z ϕ ′ ,ℓ(ϕ ′ ) c ∩ C is a union of irreducible components of
By Theorem 2.5, on every such irreducible component the type is generically ϕ ′ ∩ ℓ(ϕ) c = {β}. 
We now prove that R a is connected. It is enough to show that
In fact, by definition of valuations, this statement is also valid for every
Using the isomorphism 2.3, it follows that sp −1 (Q) is a product of g − 1 open discs and one annulus with variable x σ g−1 •β 0 , and A is the subset given by ν(x σ g−1 •β 0 ) ≤ v. Therefore, A is connected and we must have A ⊂ W. But this implies that on A, we must have ν(x σ g−1 •β 0 ) > ǫ > 0, which is clearly not true. This completes the proof of the lemma.
Lemma 6.5. We haveỸ
Proof. The claim follows from the equality w −1 (R ′ ) =Ỹ |τ |≤1 rig (g − 1, g]. This equality follows from Lemma 5.5.
The same proof shows that Lemma 6.6. We have C = R ∩ w −1 (R ′ ).
Remark 6.7. In an earlier version of this article, we had performed the (forthcoming) gluing of two forms on R and w −1 (R). This argument is done more simply and concisely in this version, by gluing forms, instead, on R and w −1 (R ′ ). The main advantage is that Proposition 6.9 immediately implies that the two forms in question agree on the intersection R∩w −1 (R ′ ) = C, whereas, we have C R ∩ w −1 (R), and it would require more work to show that the two forms agree on this intersection.
We have applied a similar modification to the argument in the general unramified case dealt with in §7, in Lemma 7.11, and the lead-up to it. By Proposition 5.7, we know that both f 1 , f 2 can be extended to R. Recall from Remark 5.8 that π 
where
Proof. In this argument, we extend scalars to a finite extension of the base containing an N p-th root of unity. Let (a, a + ) be a representative of a class in cl + (L). Fix a rational polyhedral cone decomposition {σ α } on a R . Consider an unramified cusp T a a = ((G m ⊗d −1 L )/q a −1 , < ζ >) (underline indicates the inclusion of standard PEL structure) inducing a local chart (T a a ) σα of the universal family overỸ rig for any fixed σ α . Here, ζ denotes an O L -generator of (
Let η k denote a generator of the sheaf ω k on the base of T a a .
We can write f i ((T a a ) σα ) = ξ∈(a −1 ) + a i,ξ(a) q ξ η k for i = 1, 2. The assumptions on f 1 , f 2 imply that, after normalizing, we can assume a 1,ξ(a) = a 2,ξ(a) for all ξ ∈ p(a −1 ) + , and that a i,ξ(pa) = a i,p a i,ξ(a) for all ξ ∈ (a −1 ) + and i = 1, 2. Let c ∈ a −1 − pa −1 . We will calculate both sides of the equality over (T a 0 a ) σα = ((T a a ) σα , < q c >), a local chart of the universal family over
rig . By < q c >, we mean the subgroup induced by the O L -submodule generated by q c .
On the other hand, we can write:
To end the proof, it is enough to show that every connected component of π 1 (R a ) maps onto R a (using Lemma 6.3). Now, R a containsỸ rig [0, 0] a , which, in turn, contains the entire unramified cuspidal locus ofỸ rig,a . We are done.
By Proposition 5.7, the section a 1,p f 1 − a 2,p f 2 can be extended to R and w(f 1 − f 2 ) can be extended to w −1 (R ′ ). We claim that these sections are equal over the intersection
1/p i ).
Proposition 6.9. Over C, we have:
Proof. Let Q = (A, C) be a point in C. By Lemma 5.9, we have Sib(Q) ⊂ C. Hence, for any distinct pair Q 1 = (A, C 1 ) and Q 2 = (A, C 2 ) of points belonging to π −1 (A), we have (A, C 1 , C 2 ) ∈ π −1 1 (R). By Proposition 6.8, we can write
Writing this equation for all possible distinct pairs as above, we readily obtain our desired equality:
Remark 6.10. Note that it is important for the above argument that we are working over C = Y |τ |≤1
has the same property. While in the above argument we haven't used the full force of this property, we will do so below (Corollary 6.12). This necessitates our chosen extent of the analytic continuation of f 1 , f 2 .
Corollary 6.11. The section a 1,p f 1 − a 2,p f 2 extends toỸ |τ |≤1 rig .
Proof. By the arguments above, the section a 1,p f 1 − a 2,p f 2 on R glues to w(
Hence, a 1,p f 1 −a 2,p f 2 extends analytically to R∪w −1 (R ′ ) which equalsỸ |τ |≤1 rig by Lemma 6.5.
Proof. Looking at the proof of Proposition 6.9, we find that if (A, D) is another point in Sib(Q), we can write
We can now finish the proof of is finite and flat of rank p g + 1, there is a trace map
rig . Note that, by definition ( §5.2), we havẽ
and that codim(W 1 ) > 1 by results of [18] . Therefore, the rigid analytic Koecher principle implies that h extends to a section of ω k onX rig , which we will still call h. We show that (1/(p g + 1))π * (h) provides an analytic continuation of a 1,p f 1 − a 2,p, f 2 toỸ rig . Since all local rings inỸ rig are integral and every connected component ofỸ rig intersects C, it is enough to show that (p g + 1)(a 1,p f 1 − a 2,p f 2 ) agrees with π * (h) on C. Over C, we can write
where (A, D) runs over π −1 (A), and the last equality follows from Corollary 6.12. Therefore, a 1,p f 1 − a 2,p f 2 is classical. Proposition 6.9 now implies that w(f 1 ) − w(f 2 ) is also classical. Also, applying w, it follows that a 1,p w(f 1 ) − a 2,p w(f 2 ) is classical. Since a 1,p = a 2,p , we deduce that both f 1 and f 2 are classical. It also follows that f 1 and f 2 are p-stabilizations of a 1,p f 1 − a 2,p f 2 which we have shown is classical of level Γ 00 (N ). This finishes the proof of Theorem 6.2, and, hence, of Theorem 6.1.
The general unramified case
In this section, we indicate how our proofs in the inert case can be extended to the general case, where p is unramified in the totally real field. The notation is as in §2. Let S = {p|p}, the set of all prime ideals of O L dividing p. We denote the complement of S ⊂ S by S c .
We also defineỸ
where t runs over all ideals t|p, such that for all prime ideals p|t * , we have f p ∈ I p , and for all p |t * , we have 0 ∈ I p . See Definition 2.3 and §4 for the notation.
, and (0, 1) if f p = 1. We define I (respectively, I ′ , I * ) to be the multiset of intervals (as defined above), whose component at p is I p (respectively, I ′ p , I * p ). Using an identical argument as in Lemma 5.3, we can prove
The following lemma is an analogue of Lemma 5.5, and can be proved in exactly the same way. By discussions after the statement of Theorem 6.1, to extend the proof of this Theorem to the general case where the prime p is unramified in O L , it is enough to prove the following result. The proof will be by induction. We first prove a lemma which provides the induction step. We begin by setting some notation. For any Σ ⊂ S, let H Σ be the Hecke algebra generated by the Hecke operators at all ideals prime to p, as well as all the U p operators for p ∈ Σ. For T ⊂ Σ, let λ T denote the system of Hecke eigenvalues on H Σ which is equal to the common system of eigenvalues of {f T : T ⊂ S} at prime-to-p ideals, and a p (respectively, b p ) at U p for p ∈ T (respectively, p ∈ T ).
Let S ⊂ S, and choose q ∈ S. Define I S to be the multiset of intervals such that (I S ) p = [0, f p ] for p ∈ S, and (I S ) p = I p for p ∈ S. Therefore, I S∪{q} will have the same components as I S at prime ideals p = q, and at q, we have (I S∪{q} ) q = [0, f q ]. Let R S =Ỹ |τ |≤1 rig I S . Given q ∈ S, define I S,q to be the multiset of intervals such that (I S,q ) p = (I S ) p for p = q, and (I S,q ) q = [0, 1). Define R S,q =Ỹ |τ |≤1 rig I S,q ⊂ R S . For any polarization module (a, a + ), we define R S,a = R S ∩Ỹ rig,a . Recall that C * =Ỹ |τ |≤1 rig I * . An argument as in Lemma 6.3 can be used to show that R S,a is connected. Also, as in the proof of Lemmas 6.5 and 6.6, we can use Lemma 7.4 to prove that R S∪{q} = R S ∪ w −1 q (R S,q ), and that R S ∩ w −1 q (R S,q ) =Ỹ |τ |≤1
rig I, for a multiset of intervals such that I q = I * q . Note that this implies that Lemma 7.8 can be applied for this region. As in Remark 5.8 (and, in fact, as a byproduct of the proof of Proposition 7.6), one shows that π Proof. Consider T ⊂ (S ∪ {q}) c . We want to define f T (S ∪ {q}). Both T and T ∪ {q} are subsets of S c , and, hence, f T (S) and f T ∪{q} (S) are defined. Without loss of generality, we assume they are normalized. Therefore, by assumptions, they have the same q-expansion coefficients away from q. Applying a q-expansion calculation as in Proposition 6.8, and using the fact that R S,a is connected for each choice of (a, a + ), we can show that on π Now, a q f T ∪{q} (S)−b q f T (S) is defined on R S , and w q (f T ∪{q} (S)−f T (S)) is defined on w −1 q (R S,q ) ⊂ w −1 q (R S ). We want to show that these sections agree on R S ∩ w −1 q (R S,q ) This can be proved using Equation 7.1, in combination with Lemma 7.8, exactly as in Proposition 6.9 (the fact that Lemma 7.8 can be applied was explained before the statement of Lemma 7.11). Gluing these sections, we obtain an extension of a q f T ∪{q} (S) − b q f T (S) to R S ∪ w −1 q (R S,q ) = R S∪{q} , which we define to be f T (S ∪ {q}), and which is clearly an H (S∪{q}) c -eigenform with system of Hecke eigenvalues λ T .
Assume that f T (S∪{q}) = a q f T ∪{q} (S)−b q f T (S) can be extended to Y rig . The above argument shows that w q (f T ∪{q} (S) − f T (S)), and hence f T ∪{q} (S) − f T (S) can be extended to Y rig . Since a q = b q , it follows that both f T (S) and f T ∪{q} (S) extend to Y rig as claimed.
Finally, we need to show that over C * , f T (S ∪ {q}) is independent of C p for p ∈ S ∪ {q}. This is clearly true for p ∈ S by assumptions on f T (S) and f T ∪{q} (S). For p = q this follows as in the proof of Corollary 6.12.
We now prove Theorem 7.10. We argue by induction starting with S = ∅, and {f T (∅)} = {f T }, and add prime ideals to S until we reach S = S. Applying Lemma 7.11, as many times as |S|, it follows that f ∅ (S) is defined on R S =Ỹ |τ |≤1 rig , and f ∅ (S)(A, C) is independent of choice of C over C * . Let h := π * (f ∅ (S)). Using these, and arguing as in the proof of Theorem 6.2, it follows that (p g + 1)f ∅ (S) = π * (h).
On the other hand, h is a section of ω κ defined onX |τ |≤1
rig . Applying the rigid analytic Koecher principle, as in the proof of Theorem 6.2, it follows that h extends toX rig . Therefore, (p g + 1)f ∅ (S) = π * (h) extends toỸ rig . Applying the last statement in Lemma 7.11 successively, it follows that f T (S) is classical for all S ⊂ S and T ⊂ S c . In particular, all f T = f T (∅) are classical. Finally, h provides the classical Hilbert modular form of level Γ 00 (N ) with the same system of prime-to-p Hecke eigenvalues as all the f T 's.
