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The genetic material of a eukaryotic cell (one whose nucleus and other organelles, including mito-
chondria, are enclosed within membranes) comprises both nuclear DNA (ncDNA) and mitochondrial
DNA (mtDNA). These differ markedly in several aspects but nevertheless must encode proteins that
are compatible with one another for the proper functioning of the organism. Here we introduce a
network model of the hypothetical co-evolution of the two most common modes of cellular division
for reproduction: by mitosis (supporting asexual reproduction) and by meiosis (supporting sexual
reproduction). Our model is based on a random hypergraph, with two nodes for each possible
genotype, each encompassing both ncDNA and mtDNA. One of the nodes is necessarily generated
by mitosis occurring at a parent genotype, the other by meiosis occurring at two parent genotypes.
A genotype’s fitness depends on the compatibility of its ncDNA and mtDNA. The model has two
probability parameters, p and r, the former accounting for the diversification of ncDNA during
meiosis, the latter for the diversification of mtDNA accompanying both meiosis and mitosis. An-
other parameter, λ, is used to regulate the relative rate at which mitosis- and meiosis-generated
genotypes are produced. We have found that, even though p and r do affect the existence of evolu-
tionary pathways in the network, the crucial parameter regulating the coexistence of the two modes
of cellular division is λ. Depending on genotype size, λ can be valued so that either mode of cellular
division prevails. Our study is closely related to a recent hypothesis that views the appearance
of cellular division by meiosis, as opposed to division by mitosis, as an evolutionary strategy for
boosting ncDNA diversification to keep up with that of mtDNA. Our results indicate that this may
well have been the case, thus lending support to the first hypothesis in the field to take into account
the role of such ubiquitous and essential organelles as mitochondria.
I. INTRODUCTION
A cell is said to be eukaryotic if it has a nucleus as
well as other organelles enclosed in membranes providing
separation from the cellular medium. With one single
exception known to date [1], these other organelles in-
clude mitochondria, the cell’s powerhouses. Every mul-
ticellular organism is a eukaryote, and so are numerous
unicellular organisms as well, such as unicellular algae
and fungi. A eukaryote’s genotype comprises the genetic
material found in both its nuclear DNA (ncDNA) and
its mitochondrial DNA (mtDNA). Both types of DNA
are essential for the proper functioning of the cell, so
despite the fundamental differences between ncDNA and
mtDNA (such as shape, size, multiplicity, and inheritance
patterns), the proteins their genes synthesize must be
compatible with one another. In fact, it is thought that
such compatibility is key to an organism’s fitness in evo-
lutionary terms [2–4], as well as to regulating metabolic
∗ valmir@cos.ufrj.br
functions and supporting healthy aging [5]. Here we con-
sider eukaryotic cells exclusively.
A cell’s ncDNA is organized as pairs of chromosomes.
Its mtDNA, in turn, is part of a single chromosome in
each mitochondrion. This form of organization is deeply
entwined with how the organism reproduces, since it sup-
ports cellular division (the central reproductive event at
the cellular level) by either of the two most common
modalities, mitosis and meiosis. The mitotic mechanism
of division is used by an organism both for its somatic
cells to multiply and for asexual (or clonal) reproduc-
tion if such is the case. During mitosis, the cell gets
divided into two identical cells, each inheriting from the
original cell an exact copy of its ncDNA and possibly
mutated copies of its mtDNA. This is not to say that
ncDNA never incurs mutations, which in fact constitute
the prevailing cause of abnormalities such as cancer [6],
only that such mutations are so rare as to be negligible
in normal mitosis.
The other common mechanism of cellular division, that
of meiosis, is central to the sexual reproduction of organ-
isms. When a cell undergoes meiosis, its ncDNA is first
“shuffled” through recombination and mutation of the ge-
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2netic material in the paired chromosomes. Each chromo-
some in the resulting pair gets inherited by one of the cells
produced by the division, called a gamete. Each gamete
inherits a mutated version of the parent cell’s mtDNA,
just as in the case of mitosis. The encounter of two ga-
metes, one from each parent during sexual reproduction,
gives rise to a somatic cell of the resulting offspring, now
with the paired chromosomes restored (one chromosome
from each parent). This cell’s mtDNA is in general in-
herited from only one of the parents (the mother). Cell
division by meiosis is a much more complex process than
division by mitosis, and as such requires substantially
more time to complete.
Curiously, some organisms reproduce both asexually
and sexually, depending on environmental and other fac-
tors [7, 8], which hints at the possibility of a deep evolu-
tionary past in which the modes of cellular division were
much less well-defined and coexisted much more freely.
If such a past really existed, then the events that took
place in it must have lied at the very roots of the evolu-
tion of sex and of meiosis as the currently prevalent mode
of cellular division for reproduction. However, in spite
of the evidence we find today in the form of organisms
adopting asexual as well as sexual reproductive strate-
gies, a widely accepted theory of how sex evolved is still
lacking, even though proposals ranging from the purely
biological [9, 10] to the algorithmic and game-theoretic
[11] have been put forward.
In this paper we aim to explore, via mathematical mod-
eling and computer simulations, what seems to be the
most recent proposal as to why sex evolved in the first
place and moreover has endured ever since [12, 13]. This
proposal is based on two core assumptions (cf. [12] and
references therein). Assumption 1 is that the mutation
rates in mtDNA transmission during cellular division,
known to be much higher than that in ncDNA during
recombination, have been consistently high since ancient
times. Assumption 2 is that the inheritance of mtDNA
from only one of the two gametes produced by meiosis,
which is the rule for all eukaryotes with very few excep-
tions, has all along been constrained by natural selection
and as such has also been the rule since the beginning.
What the new theory posits is that sex evolved in order
for the mutations that ncDNA undergoes during recom-
bination to compensate for those of mtDNA and thereby
help maintain compatibility between the two. This is
backed by Assumption 1. As for Assumption 2, it is
needed to prevent mtDNA from acquiring even more vari-
ability through the recombination that could take place if
mtDNA material were inherited from both gametes. The
fundamental nature of both recombination and mutation
has been expressed mathematically in a number of occa-
sions (cf., e.g., [14–18] and references therein), but the
new proposal calls for their roles to be explored during
the co-evolution of two very distinct types of DNA. Such
exploration lies at the core of the present study.
Our model is essentially a network of genotypes with
accompanying dynamical equations, each genotype occu-
pying a node of the network and being characterized by
its abundance (how many of it there are) and by how
it relates to other genotypes. Each genotype is intended
to account for both ncDNA and mtDNA, being there-
fore represented by three sequences, two standing for an
ncDNA pair and one for mtDNA. Our network allows for
the coexistence of two kinds of genotype. One of them
comprises genotypes produced exclusively by mitosis, via
the cloning of any other genotypes, regardless of what
kind those genotypes belong to. Genotypes of the other
kind necessarily result from the process of meiosis on the
parents’ side, again with no restrictions on the kind of
the parent genotypes. Clearly, then, our model allows
for the free coexistence and intermixing of both modes of
cellular division.
The model also includes provisions to incorporate the
Darwinian principles of random mutations and natural
selection, in the form of two probability parameters, p
and r, and of a measure for a genotype’s fitness quanti-
fying the compatibility of its ncDNA and mtDNA. The
parameters p and r are meant to reflect the inherent ran-
domness of ncDNA recombination and mtDNA mutation.
Their role in the model is to regulate the network’s den-
sity by affecting the interconnectedness of the genotypes,
and also the pace of the model’s dynamics. A third and
final parameter, λ, helps account for the different dura-
tions of mitotic and meiotic cellular division.
Our model’s dynamical equations are reminiscent of
the well-known quasispecies equations [19–21], originally
introduced to model the evolution of prebiotic molecules
and RNA viruses [22–24], and of our own modifications
thereof to incorporate network structure [25–27]. They
are presented in Sec. II, along with all other details of
the model. We then proceed with the presentation of
results in Sec. III, discussion in Sec. IV, and conclusions
in Sec. V.
II. MODEL
We represent each genotype as a triplet of sequences,
each one comprising L binary digits (0’s or 1’s). For
genotype i, we denote these sequences by i1, i2, and imt,
where i1 and i2 are the two chromosomes of ncDNA and
imt is the single chromosome of mtDNA. This particu-
lar choice for the representation of a genotype incurs two
strong simplifications, viz., that each allele (gene vari-
ant) gets reduced to only two possibilities and that the
length of the mitochondrial chromosome is the same as
that of the two nuclear chromosomes (whereas, in fact, it
should be orders of magnitude shorter). As will become
apparent, these simplifications have to do with practical
limitations regarding the number of distinct genotypes
given L, henceforth denoted by G, as well as the size of a
network capable of accommodating twice as many geno-
types. The value of G can be calculated by first noting
that, for each of the 2L possibilities for imt, there are
(
2L
2
)
possibilities for the (unordered) pair i1, i2 if i1 6= i2 and
3FIG. 1. (a) Generation of genotype i by mitosis from genotype
j. Sequences j1 and j2 are copied to i1 and i2, respectively,
while imt is a possibly mutated copy of jmt. (b) Generation
of genotype i by meiosis at parents j and k. Sequence i1
originates from recombination and mutation between j1 and
j2, sequence i2 from k1 and k2. Sequence imt is a possibly
mutated copy of either jmt or kmt.
2L possibilities if i1 = i2. That is,
G = 2L
[(
2L
2
)
+ 2L
]
= 23L−1 + 22L−1. (1)
A schematic representation of mitosis and meiosis as they
act on such sequences is given in Fig. 1.
A. Fitness of a genotype
Such simplifications also facilitate the definition of a
genotype’s fitness in terms of how compatible its ncDNA
and mtDNA are. For genotype i, its fitness, denoted by
fi, is given by fi = 2
−di , where di is the number of loci at
which imt differs from both i1 and i2. Clearly, fitnesses
range from 2−L (when i1 and i2 are identical and imt
differs from them at all loci) to 1 (when i1 and i2 do not
necessarily equal each other at all loci but imt coincides
with them wherever equality happens).
Later in the sequel it will become handy for us to know
how many distinct genotypes there exist for which fitness
equals some fixed value 2−k. This number, nk, can be
easily calculated, as follows. Let α be the number of loci
at which i1 and i2 differ and β ≥ k be the number of
loci at which i1 and i2 are equal. Clearly, α + β = L.
If the partition between the α and the β loci were fixed,
then the value of nk, which depends on whether α = 0
or α > 0, would be given as follows. For α = 0, nk
would equal simply
(
L
k
)
2L. For α > 0, it would equal(
β
k
)
22α+β−1, where 2α possibilities for i1 (hence for i2)
and 2α for imt are accounted for on the i1 6= i2 side of
the partition, as well as 2β possibilities for i1 (hence for
i2) on the i1 = i2 side, and moreover such total number of
possibilities gets divided by 2 to account for the fact that
swapping i1 and i2 does not change genotype i. Letting
the partition vary yields
nk =
(
L
k
)
2L +
L−k∑
α=1
(
L
α
)(
L− α
k
)
2α+L−1
= 2L−1
(
L
k
)[
1 +
L−k∑
α=0
(
L− k
α
)
2α
]
= 2L−1
(
L
k
)
(1 + 3L−k). (2)
As expected,
∑L
k=0 nk = G. Moreover, the sum total
of all genotypes’ fitnesses, henceforth denoted by F , is
given by
F =
L∑
k=0
nk2
−k =
3L + 7L
2
. (3)
B. A note on hypergraphs
Most network models rely on graphs as the natural
means of representation. A graph is defined simply as a
set N of nodes and a set of edges that can be any subset
of N×N , so clearly an edge is defined by the pair of nodes
it interconnects. Such a pair is unordered for undirected
graphs, ordered for directed graphs. Given the ordered
pair (i, j), the edge it stands for is said to be directed
from node i to node j.
As it turns out, however, this representational scheme
is not entirely adequate in the present case, owing mainly
to the need to represent not only the generation of geno-
types by mitosis but also the generation that results from
meiosis on the parents’ side. To this end, we resort to the
generalization of graphs known as hypergraphs [28]. A
hypergraph shares with a graph the fact of being defined
on a set N of nodes, but differs from a graph in that the
means it employs to represent an interconnection, now
called a hyperedge, is more general than an edge. At
the level of generality that we require in this paper, a
hyperedge is a nonempty multiset with elements from N .
Just as in the case of graphs, directed hypergraphs
can also be considered [29]. In a directed hypergraph,
a hyperedge is partitioned into node multisets S and D,
called the hyperedge’s source and destination node mul-
tisets, respectively. Our use of hypergraphs will include
directed hyperedges like {i, j} with S = {j} and D = {i}
(really the same as an edge directed from j to i in a
graph), possibly with i = j, and directed hyperedges like
{i, j, k} with S = {j, k} and D = {i}, possibly with any
of the node repetitions i = j, i = k, j = k, or i = j = k.
4FIG. 2. Set A contains meiosis-generated genotypes, B
mitosis-generated genotypes. Three hyperedges, S1 → D1,
S2 → D2, and S3 → D3, indicate genotype generation by
meiosis, two from same-set parents, one from mixed parents.
Two other hyperedges, S4 → D4 and S5 → D5, indicate geno-
type generation by mitosis, the former from a genotype in A,
the latter from another genotype in B.
For i ∈ N , we denote the set of all source multisets S
for which the hyperedge directed from S toD = {i} exists
by Ii (the input set to node i). We write either j ∈ Ii
or jk ∈ Ii for the two possible types of hyperedge in our
case. Correspondingly, we denote the output set of node
j by Oj and that of the node pair j, k by Ojk, writing
i ∈ Oj and i ∈ Ojk, respectively. In these notations, the
use of jk refers to an unordered pair of genotypes.
C. Network structure
Our network of interacting genotypes is represented by
a directed hypergraph H whose set of nodes N has two
nodes for each of the G possible genotypes. We partition
N into sets A and B, each with a full set of distinct geno-
types. That is, any possible genotype is represented in
H by a node in A and another in B. What distinguishes
these two nodes is the set of hyperedges directed toward
them: nodes in B are meant to represent genotypes gen-
erated by mitosis, so Ii for i ∈ B contains single-node sets
only; nodes in A are for genotypes generated by meiosis
of their parents, so Ii for i ∈ A contains two-node multi-
sets only. In either case, the nodes that go into the sets
of Ii originate from the entirety of N , regardless of the
partition into A and B. That is to say, it is possible for a
genotype in B to originate by mitosis from either a geno-
type in A or one in B. In the same vein, each of the two
genotypes that undergo meiosis to give rise to a genotype
in A can be a member of A or B. This is illustrated in
Fig. 2.
The description of hypergraph H is completed by spec-
ifying its hyperedges. We do this based on two probabil-
ity parameters, p and r, which regulate the occurrence of
mutation that accompanies ncDNA recombination and
that which mtDNA undergoes, respectively. Probability
p, therefore, affects the expected number of hyperedges
incoming to nodes in A, whereas probability r has a sim-
ilar effect on nodes in both A and B. Clearly, then, the
resulting H is to be regarded as a sample of the random
hypergraph defined by the probabilities p and r on set
N . By proceeding in this way, we allow for much greater
variation regarding genotype interaction.
Henceforth, we let h(s, t) denote the Hamming dis-
tance between sequences s and t and R(s, t) denote the
set of all sequences that can result from recombination
between s and t. Each sequence in R(s, t), therefore,
equals both s and t at L − h(s, t) loci and equals either
one or the other at the remaining h(s, t) loci. Therefore,
R(s, t) contains 2h(s,t) sequences.
D. Mitotic hyperedges
A mitotic hyperedge is directed from S = {j} to
D = {i} with j ∈ A ∪ B and i ∈ B, possibly with i = j.
This hyperedge can only exist if genotypes i and j have
the same ncDNA (i.e., both i1 = j1 and i2 = j2), since
normal division by mitosis does not alter the nuclear ge-
netic material. If this holds, then the hyperedge exists
with probability pj,i, given by
pj,i = r
h(imt,jmt). (4)
That is, the existence of the hyperedge depends on how
likely it is for the mtDNA of genotype j to mutate into
that of genotype i. If the two are identical (hence i = j),
then pj,i = 1. Consequently, every genotype in B has at
least two incoming hyperedges, one originating from itself
and another originating from its identical counterpart in
A.
E. Meiotic hyperedges
A meiotic hyperedge has S = {j, k} and D = {i} with
j, k ∈ A ∪ B and i ∈ A, allowing for i = j, i = k,
j = k, or i = j = k. Unlike its mitotic counterpart, a
meiotic hyperedge is in no way constrained by how the
genetic material of the genotypes involved relate to one
another. Its existence is therefore unconditionally ran-
dom and occurs with probability pjk,i, whose calculation
must take into account the recombination of genetic ma-
terial of both j and k, possibly affected by mutation, and
the inheritance by genotype i of a mutated version of the
mtDNA of either j or k. Given all the independences
involved, pjk,i can be expressed as
pjk,i = pijk,iρjk,i, (5)
where pijk,i is the probability of the ncDNA-related
events and ρjk,i is the probability of the mtDNA-related
ones.
In order to calculate probability pijk,i, we must take
into account the fact that, even though sequences i1 and
5i2 are interchangeable (swapping them does not affect
genotype i), there are two fundamentally distinct ways
they can originate from genotypes j and k, depending on
whether i1 is paired with j and i2 with k, or conversely.
Thus, pijk,i is given by
pijk,i = pij→i1pik→i2 + pij→i2pik→i1 − pimixed, (6)
where pij→i1 is the probability that i1 results from re-
combination at j with the intervening effect of mutation,
and similarly for pij→i2 , pik→i1 , and pik→i2 . As for pimixed,
it is the probability that, in a population of genotype-i
individuals, some have inherited i1 from genotype j and
i2 from genotype k while others have inherited i1 from
genotype k and i2 from genotype j. This probability is
counted twice as the first two terms in Eq. (6) are added
up, so subtracting it off the total is meant to correct for
this.
The probabilities appearing in Eq. (6) are made ex-
plicit by resorting to the set R(s, t) of all sequences that
can result from recombination between sequences s and
t. We do this by assuming that all recombinations be-
tween ncDNA sequences occur without any bias toward
any two of the sequences (so every sequence in R(s, t) is
equiprobable) and that, in a way similar to that of the
mitotic case, the recombination-related mutation that ac-
companies the transformation of sequence s into sequence
t occurs with probability ph(s,t). We then have
pij→i1 = 2
−h(j1,j2)
∑
`∈R(j1,j2)
ph(`,i1), (7)
pij→i2 = 2
−h(j1,j2)
∑
`∈R(j1,j2)
ph(`,i2), (8)
pik→i1 = 2
−h(k1,k2)
∑
`∈R(k1,k2)
ph(`,i1), (9)
pik→i2 = 2
−h(k1,k2)
∑
`∈R(k1,k2)
ph(`,i2), (10)
and
pimixed = (11)
2−1[pij→i1pik→i2(pij→i2 + pik→i1 − pij→i2pik→i1) +
pij→i2pik→i1(pij→i1 + pik→i2 − pij→i1pik→i2)]. (12)
Equation (12), in particular, can be understood by
analyzing the hypothetical case of a completely uni-
form population of genotype-i individuals, that is, one
in which every i1 comes from j and every i2 from
k, or conversely. The probability that this hap-
pens is pij→i1(1 − pik→i1)pik→i2(1 − pij→i2) + pij→i2(1 −
pik→i2)pik→i1(1 − pij→i1), which can be rewritten as
pij→i1pik→i2 + pij→i2pik→i1 − 2pimixed. This expression
is entirely consistent with that on the right-hand side
of Eq. (6), since the amount to be subtracted off
pij→i1pik→i2 + pij→i2pik→i1 to ensure that the probabil-
ity of a mixed population is counted only once is exactly
half the amount to be subtracted to ensure uniformity.
As for probability ρjk,i, its expression is simply
ρjk,i = r
h(imt,jmt) + rh(imt,kmt) − rh(imt,jmt)+h(imt,kmt),
(13)
where the term subtracted at the end is the probability
that, in a population whose individuals all share genotype
i, some have inherited their mtDNA from genotype j,
some from genotype k. As in the case of Eq. (6), the
probability that this happens is counted twice as the first
two terms are added up. The subtraction fixes this.
F. Interpretation of the base probabilities
As we consider Eqs. (4), (7)–(10), and (13), it is impor-
tant to note that the base probabilities used (p, r, and
2−1) can be interpreted as point probabilities affecting
each one of the loci in question equally and independently
but not the others (whose probability of being affected is
0). Thus, if b is one of the three base probabilities and
h is the number of loci at which two sequences differ,
then the probability that all h loci get affected is indeed
the bh used in various forms in those equations. This
formulation is reminiscent of the uniform-susceptibility
model of quasispecies mutation, introduced elsewhere in
an attempt to circumvent the implausibility of certain
common assumptions (cf. [25] and references therein).
G. Network dynamics
Given hypergraph H, an instance of the random-
hypergraph model described so far, the resulting network
dynamics is expressed by a set of 2G coupled differential
equations, one for each of the genotypes (nodes) in the
network. These equations give the rates at which the
genotypes’ abundances vary with time and depend on the
same probabilities pj,i (equation. (4)) and pjk,i (Eq. (5))
used to sample hypergraph H in the first place. Read-
ily, through these probabilities the parameters p and r
affect network dynamics as much as network structure.
Mutation rates in mtDNA are usually much higher than
those in ncDNA (cf., e.g., [30] and references therein),
suggesting that we use p r.
For use in the dynamics, such probabilities must be
normalized so that summing them up for all i ∈ Oj with
j fixed yields 1, and so does summing them up for all
i ∈ Ojk with j, k fixed. The probabilities’ normalized
versions are, respectively,
qj,i =
pj,i∑
`∈Oj pj,`
(14)
6and
qjk,i =
pjk,i∑
`∈Ojk pjk,`
. (15)
We first give the differential equations for the absolute
abundances of the genotypes. For genotype i, this ab-
solute abundance is denoted by Xi. If i ∈ A (that is,
genotype i is the result of meiosis for parents jk ∈ Ii),
we have
X˙i =
∑
jk∈Ii
j 6=k
fjfkqjk,i min{Xj , Xk}+
∑
jk∈Ii
j=k
f2j qjj,i
Xj
2
. (16)
In this equation, the influence exerted on X˙i by each
jk ∈ Ii depends both on the fitnesses fj and fk of the
two parents and on probability qjk,i. It also depends on
how abundant the pairs they form can be, which in turn
depends on whether j 6= k or j = k. In the former case,
the number of possible pairs is given by min{Xj , Xk}. In
the latter, the number is Xj/2.
If i ∈ B (that is, genotype i results from mitosis for
j ∈ Ii), then a simpler equation ensues,
X˙i = λ
∑
j∈Ii
fjqj,iXj , (17)
where the role played by each j ∈ Ii in altering X˙i is
again dependent on the fitness fj , the probability qj,i,
and the abundance Xj . The parameter λ allows us to
tune the entire dynamics so that the speed with which
mitosis and meiosis occur relative to each other can be
experimented with. Normally mitosis is a substantially
faster process than meiosis (cf., e.g., [31] and references
therein), which to some extent is already accounted for in
Eqs. (16) and (17), owing to the presence of squared fit-
nesses in the former equation. Tuning through the value
of λ is then expected to work in conjunction with this.
Equations (16) and (17) imply the unbounded growth
of every genotype’s absolute abundance. A better ap-
proach is then to turn to the genotypes’ relative abun-
dances instead, since these are constrained to lie in the
interval [0, 1]. The relative abundance of genotype i, de-
noted by xi, is
xi =
Xi∑
`∈A∪B X`
, (18)
whence we have
x˙i =
X˙i∑
`∈A∪B X`
−xi
∑
`∈A∪B X˙`∑
`∈A∪B X`
=
X˙i∑
`∈A∪B X`
−xiφ,
(19)
where
φ =
∑
jk∈A∪B
j 6=k
fjfk min{xj , xk}+
∑
jk∈A∪B
j=k
f2j
xj
2
+ λ
∑
j∈A∪B
fjxj . (20)
From Eq. (19) we can easily derive the counterparts of
Eqs. (16) and (17) for relative abundances:
x˙i =
∑
jk∈Ii
j 6=k
fjfkqjk,i min{xj , xk}+
∑
jk∈Ii
j=k
f2j qjj,i
xj
2
− xiφ
(21)
for i ∈ A and
x˙i = λ
∑
j∈Ii
fjqj,ixj − xiφ (22)
for i ∈ B.
H. Summary
A summary of the topological and dynamical proper-
ties of hypergraph H is given in Table I. In this table,
emphasis is placed on the structure of each type of hyper-
edge, as well as on how the existence of each hyperedge
and the associated dynamics depend on the model’s pa-
rameters.
I. A special case
By Eq. (5), for p = r = 1 we have pjk,i = 1 for all
i ∈ A and all j, k ∈ A ∪B, meaning that every genotype
i ∈ A has the same input set Ii. By Eq. (4), for r = 1
we similarly have pj,i = 1 for all i ∈ B and all j ∈
A ∪ B, provided the ncDNA of genotype j is identical
to that of i. In general, then, genotypes in B can have
distinct input sets. In specifying the special case of this
section, we aim to study the setup in which not only
every possible connection is present but also the value
of Xi is the same for all i ∈ A and likewise for all i ∈
B. This can be imposed for t = 0, but having it hold
subsequently requires moreover that every genotype keep
receiving the same input as all others in the same set (A
or B). This is already true of genotypes in A (by virtue of
their shared input set), but making it true of genotypes
in B as well requires that we circumvent the fact that,
inside a group of same-ncDNA genotypes, fitness can be
distributed differently than inside another group. We
can circumvent this by constraining the nature of the
genotypes that constitute sets A and B so that fitness
distribution is the same for every occurring ncDNA.
Our criterion for including genotypes in A and B is the
simplest possible: genotype i is to be included if and only
if both i1 and i2 are sequences of 0’s, so now all geno-
types in B have identical input sets as well. The number
of genotypes in A or B is therefore no longer the G of
Eq. (1), but instead G0 = 2
L (the number of possibilities
for mtDNA). Likewise, the number of genotypes having
fitness 2−k, previously given by the nk of Eq. (2), now
amounts to nk,0 =
(
L
k
)
(since k is now the number of
loci at which mtDNA is 1). Consequently, the sum total
7TABLE I. Summary of the hyperedges of H in relation to the model’s parameters and dynamics.
Hyperedge’s source
multiset S
Hyperedge’s destination
multiset D
Properties
Genotype set {j}
for j ∈ A ∪B
Genotype set {i}
for i ∈ B
The existence of a hyperedge from S to D depends on probability r.
The dynamics, which represents the generation of genotype i from
mitosis and mitochondrial mutation at genotype j, depends on r, on
the fitness fj of genotype j, and on the rate λ.
Genotype multiset {j, k}
for j, k ∈ A ∪B
Genotype set {i}
for i ∈ A
The existence of a hyperedge from S to D depends on probabilities p
and r.
The dynamics, which represents the generation of genotype i from
meiosis with recombination at genotypes j, k, as well as on
mitochondrial mutation at either j or k, depends on p and r, and on
the fitnesses fj and fk of genotypes j and k, respectively.
of fitnesses in set A or B, previously given by F as in
Eq. (3), is now denoted by F0 and given by
F0 =
L∑
k=0
nk,02
−k =
(
3
2
)L
. (23)
By Eqs. (14) and (15), qk,i = qjk,i = 1/G0. Letting a
stand for any i ∈ A and b for any i ∈ B, we obtain
X˙a =
F 20
2G0
Xa +
F 20
G0
min{Xa, Xb}+ F
2
0
2G0
Xb (24)
and
X˙b =
λF0
G0
Xa +
λF0
G0
Xb. (25)
Rescaling time by the factor F 20 /2G0 and letting µ =
λ/F0 allow us to rewrite these equations as
X˙a = Xa + 2 min{Xa, Xb}+Xb (26)
and
X˙b = 2µXa + 2µXb. (27)
Except for the trivial case of Xi = 0 all over A ∪ B
initially, these two differential equations entail an un-
bounded exponential growth of both Xa and Xb.
There are two regimes to be considered. The first one,
valid while Xa ≤ Xb, leads to System 1,
X˙a = 3Xa +Xb, (28)
X˙b = 2µXa + 2µXb, (29)
whose eigenvalues are u± = µ + 32 ±
√(
µ+ 32
)2 − 4µ.
Assuming Xa(0) = 0 yields
Xa
Xb
=
1− e(u−−u+)t
u+ − 3− (u− − 3)e(u−−u+)t , (30)
and therefore,
lim
t→∞
Xa
Xb
=
1
u+ − 3 . (31)
This steady state can be reached only if it happens while
Xa ≤ Xb, hence for µ ≥ 1 (λ ≥ F0), with µ = 1 implying
Xa = Xb. For µ < 1 the value of Xa catches up with
that of Xb before the steady state can be reached. In
this case, the second regime takes over.
This second regime is valid for Xa ≥ Xb and leads to
System 2,
X˙a = Xa + 3Xb, (32)
X˙b = 2µXa + 2µXb, (33)
of eigenvalues u± = µ + 12 ±
√(
µ+ 12
)2
+ 4µ. For
Xa(0) = Xb(0), we obtain
Xa
Xb
=
3[(u− − 4)eu+t + (4− u+)eu−t]
(u+ − 1)(u− − 4)eu+t + (4− u+)eu−t (34)
and
lim
t→∞
Xa
Xb
=
3
u+ − 1 . (35)
Similarly to the first regime, this steady state can be
reached only if it happens while Xa ≥ Xb, hence for
µ ≤ 1 (λ ≤ F0), again with µ = 1 implying Xa = Xb.
This brief analysis of Systems 1 and 2 reveals how
Xa > Xb can be reached in the long run, having started
at Xa(0) = 0. The general picture is that the genotypes
are initially subject to the solution to System 1, which
remains the case for as long as Xa ≤ Xb. This can either
endure indefinitely, with the genotypes eventually reach-
ing the steady state of Eq. (31), or end when Xa = Xb
occurs before that steady state is reached. The outcome
depends on the value of λ, with λ ≥ F0 implying the for-
mer, λ < F0 implying the latter. It follows that, in order
for the genotypes to go beyond Xa = Xb and eventually
reach a steady state in which Xa > Xb, we must have
λ < F0. In this case the genotypes become subject to the
solution to System 2 as soon as Xa = Xb happens, and
from then on converge to the steady state of Eq. (35),
necessarily with Xa > Xb. Note that the key to this
development from Xa(0) = 0 is assigning a sufficiently
small value to λ. As we show in Sec. III, this continues
to hold when we leave the special case and return to the
general model.
8III. RESULTS
Henceforth we use xA to denote the total relative abun-
dance of genotypes generated by meiosis, and likewise xB
for those generated by mitosis. That is, xA =
∑
i∈A xi
and xB = 1−xA. All our results come from time-stepping
Eqs. (21) and (22) for a fixed instance of hypergraph H,
assuming xi(0) to be selected uniformly at random for
i ∈ B and xi(0) = 0 for i ∈ A (hence xA(0) = 0 and
xB(0) = 1), then averaging or binning over hypergraphs
and initial conditions. Assuming total dominance of mi-
tosis at t = 0 allows us to use our model to probe the
hypothetical evolutionary past in which cellular division
by mitosis was the rule but through mutation and natural
selection gave rise to the appearance of meiosis.
Unlike our previous work based on similar dynami-
cal equations on random networks [25–27], in which a
few thousand nodes could be handled within reason-
able bounds on computational resources, the situation
is now significantly more severe. The reason behind this
is twofold, since not only does it involve a much faster
growth of the number of nodes with sequence length L
(2G = 23L + 22L now versus 2L or 2L+1 before), but also
it requires hyperedges (rather than edges) to be handled.
As a consequence, in this paper we use L = 3, 4, whereas
in those previous publications we reached L = 10 or even
a little higher.
These limitations notwithstanding, we have been able
to elicit richly varied behavior from suitable valuations
of the three parameters, p, r, and λ. Our results are pre-
sented in Figs. 3–7. In Fig. 3 we explore the parameter
landscape as each possibility leads to a form of coexis-
tence between mitosis- and meiosis-generated genotypes.
We do this for both L = 3 and L = 4.
Figures 4–6, in turn, focus on how the relative abun-
dances of genotypes become distributed in the steady
state, given a scenario in which mitosis dominates (xA ≈
0.04, in Fig. 4), another in which mitosis and meiosis
coexist at roughly the same proportion (xA ≈ 0.5, in
Fig. 5), and another in which meiosis dominates (xA ≈
0.96, in Fig. 6). All three figures share the same value
of p and r, with the value of λ being set so that the de-
sired steady-state value of xA is reached. These figures
are relative to L = 4 only, but contain a lot of further
detail in that they include separate histograms for each
of the L + 1 possible values of a genotype’s fitness (2−L
through 20).
Figure 7 is given in the same spirit of the previous
three, now containing plots for both L = 3 and L = 4. All
its panels refer to the eventual preponderance of meiosis
over mitosis (xA ≈ 0.96) for fixed p, with λ adjusted to
support the desired steady-state value of xA while r is
varied.
FIG. 3. Evolution of the relative abundance of genotypes
generated by meiosis (xA) for L = 3 (a)–(c) and L = 4 (d)–
(f). Parameter values omitted from each panel default to
p = 10−5, r = 0.01, and λ = 109.3 (for L = 3) or λ = 683 (for
L = 4).
IV. DISCUSSION
Probabilities p and r influence network structure by
affecting the probabilities pj,i and pjk,i that each hyper-
edge exists: decreasing p leads to sparser meiotic hy-
peredges, decreasing r leads to both sparser mitotic hy-
peredges and sparser meiotic hyperedges. They also in-
fluence network dynamics on a fixed hypergraph, both
through the sparseness of the hyperedges incoming to
any given genotype and by relativizing these hyperedges’
importance (since now the normalized versions of pj,i and
pjk,i, respectively qj,i and qjk,i, are the ones in charge).
Even though we might expect the eventual steady state
to depend on how p and r relate to each other, the plots
in Fig. 3 indicate that, in fact, it depends much more
strongly on the value of λ.
As explained in Sec. II G, λ is intended to complement
the effect of squared fitnesses in lowering the rate of geno-
type production by meiosis when compared to that of
mitosis (to which fitnesses contribute linearly). We see
in Fig. 3 that, for p = 10−5 and r = 0.01, using λ = 3.15
(for L = 3) or λ = 21.4 (for L = 4) ensures the eventual
prevalence of meiosis over mitosis, while increasing these
values slowly reverses the trend and eventually leads to
the prevalence of mitosis in the steady state (panels (c)
and (f)). Moreover, for the values of λ leading mitosis
and meiosis to coexist approximately in the same pro-
portion (these are the default values for λ in the figure),
varying r while p remains fixed at 10−5 (panels (b) and
(e)) or varying p while r remains fixed at 0.01 (panels
(a) and (d)) is practically innocuous. This remains true
if the other values of λ in panels (c) and (f) are used
instead (data not shown), suggesting that, even though
p r is known to hold currently, it need not have held all
along the evolutionary process. This obviates the need
9FIG. 4. Probability density of the stationary-state relative
abundance of genotype i ∈ A ∪ B for L = 4 and xA ≈ 0.04
(i.e., mitosis dominates), with p = 10−5, r = 0.99, and λ =
2.84× 103. Each of panels (a)–(e) refers to genotypes having
the same fitness fi = 2
−k, as indicated. Panel (f) refers to all
genotypes. All panels contain density spikes very near xi = 0
for both mitosis- and meiosis-generated genotypes.
for Assumption 1 (see section I), at least as far as pre-
dicting the eventual situation of mitosis- versus meiosis-
generated genotypes is concerned. In fact, this is true of
Assumption 2 as well, since pushing the value of r very
near 1 (r = 0.99) is practically tantamount to eliminat-
ing r from both Eq. (4) and Eq. (13) and yet produces
no relevant effect. The fact that the two assumptions are
unnecessary in the face of our results by no means invali-
dates the spirit of the hypothesis we set out to explore in
the first place, namely, that by evolving in combination
with mtDNA, the inheritance of ncDNA through cellular
division by mitosis can give rise to meiosis as the preva-
lent mechanism. In this case, the mitochondria are seen
to act not as predicated by Assumptions 1 and 2, but
by strongly influencing a genotype’s fitness as well as the
multitude of pathways through which evolution can work.
Of all the p/r ratios used in Fig. 3, we use the lowest
(p = 10−5 to r = 0.99) in Figs. 4–6, which in sequence re-
fer to a progression in the eventual relative abundance of
genotypes generated by meiosis (from very low in Fig. 4
to very high in Fig. 6, with λ adjusted accordingly all
along). These figures refer to L = 4 and show the proba-
bility density of relative genotype abundances for each
possible fitness value. By Eq. (2), 16 of the mitosis-
generated genotypes have the least possible fitness (2−4),
followed by 128, 480, 896, and 656 genotypes as we move
higher up. The same holds for the meiosis-generated
genotypes.
What we see in Fig. 4 (which corresponds to the
meiosis-generated genotypes reaching only a small rel-
ative abundance in the steady state, xA ≈ 0.04) is that
only the very fittest of the mitosis-generated genotypes
survive, that is, only about 30% of them. This indicates
that co-evolution with genotypes generated by meiosis
exerts considerable pressure on those generated by mito-
FIG. 5. Probability density of the stationary-state relative
abundance of genotype i ∈ A∪B for L = 4 and xA ≈ 0.5 (i.e.,
mitosis and meiosis coexist at about the same proportion),
with p = 10−5, r = 0.99, and λ = 938. Each of panels (a)–
(e) refers to genotypes having the same fitness fi = 2
−k, as
indicated. Panel (f) refers to all genotypes.
FIG. 6. Probability density of the stationary-state relative
abundance of genotype i ∈ A ∪ B for L = 4 and xA ≈ 0.96
(i.e., meiosis dominates), with p = 10−5, r = 0.99, and λ =
26.5. Each of panels (a)–(e) refers to genotypes having the
same fitness fi = 2
−k, as indicated. Panel (f) refers to all
genotypes. Panels (a)–(c) contain density spikes very near
xi = 0 for mitosis-generated genotypes.
sis even in conditions that are highly favorable to the
latter. As the value of λ gets decreased to support
xA ≈ 0.5 (Fig. 5), we start to see nonzero relative abun-
dances at all fitness levels for both mitosis- and meiosis-
generated genotypes. Nevertheless, some of the fittest
mitosis-generated genotypes continue to dominate, oc-
curring with the highest relative abundances in isolation,
though at one full order of magnitude lower than pre-
viously. What supports xA ≈ 0.5 in the steady state
even in these conditions is the fact that meiosis-generated
genotypes are already winning at the three lowest fitness
levels (roughly 29% of such genotypes), as well as the
clash between mitosis- and meiosis-generated genotypes
at the following fitness level (about 41% of the genotypes
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FIG. 7. Probability density of the stationary-state relative
abundance of genotype i ∈ A∪B for L = 3 (a)–(c) and L = 4
(d)–(f), in both cases for xA ≈ 0.96. Probability p is fixed
at p = 10−5; probability r varies from r = 0.01 (a), (d), to
r = 0.9 (b), (e), to r = 0.99 (c), (f); the value of λ for each
panel is as follows: λ = 3.15 (a), λ = 4.1 (b), λ = 4.05 (c),
λ = 21.4 (d), λ = 27.7 (e), λ = 27.7 (f). Panel (f) is identical
to Fig. 6(f). Panels (a)–(c) contain density spikes very near
xi = 0 for mitosis-generated genotypes.
in each group). Decreasing λ considerably further leads
to the steady-state scenario shown in Fig. 6, which corre-
sponds to the rise of the meiotic-generated genotypes to
dominance (xA ≈ 0.96). Readily, genotypes at all fitness
levels contribute, which contrasts sharply with Fig. 4.
A further view of the probability densities associated
with the relative abundance of genotypes is given in
Fig. 7, aiming to complement Figs. 4–6 by including some
L = 3 cases and by varying the value of r. The plots in
Fig. 7 are all given for xA ≈ 0.96 in the steady state, a
setting similar to that of Fig. 6, now letting r vary from
0.01 (a), (d), to 0.9 (b), (e), to 0.99 (c), (f). As before,
the value of λ has been calibrated to yield the desired xA.
As mentioned earlier, increasing the value of r leads to
denser networks in relation to both the hyperedges lead-
ing to mitosis-generated genotypes and to those leading
to meiosis-generated genotypes. As shown in Fig. 7, the
effect of this is to progressively narrow the interval where
nonzero densities are found, particularly so for the win-
ning variety, that of meiosis-generated genotypes. This
seems to be indicating that denser networks tend to ho-
mogenize relative abundances across genotypes generated
in the same manner, at least to a certain extent.
To finalize, we return to the special case of Sec. II I,
where we found F0 to be a strict upper bound on the
value of λ in order for meiosis-generated genotypes to
prevail over mitosis-generated ones. This indication that
lowering the value of λ in the special case is crucial to the
prevalence of meiosis-generated genotypes is true of the
general case as well, as demonstrated in Fig. 3. In fact,
the analogue of λ < F0 in the general case is λ < F , which
as we see in Figs. 3(c), (f), 6, and 7 (those in which the
prevalence of meiosis over mitosis occurs), holds as well:
by Eq. (3), we have F = 185 for L = 3, F = 1 241 for
L = 4, therefore substantially higher than the values of
λ used in those figures. We find it remarkable that such
constraint on the value of λ should remain essentially
valid all the way up from the drastically simplified case
of Sec. II I.
V. CONCLUSION
Our network model of how the mitotic and meiotic
modes of cellular division may have co-evolved, eventu-
ally giving rise to meiosis as the prevalent mechanism
underlying reproduction in eukaryotes, includes an over-
simplified representation of genotypes and only three pa-
rameters. Of these, two (probabilities p and r) aim to
account for the stochastic variability in DNA during cel-
lular division and the third (λ) aims to adjust the growth
rate of genotype populations generated by mitosis to that
of genotype populations generated by meiosis. Probabil-
ity p is related to the recombination that ncDNA under-
goes during meiosis, while probability r is related to mu-
tations that mtDNA undergoes when transmitted from
parent cell to offspring and is therefore present in divi-
sion by both mitosis and meiosis.
In spite of its simplicity, we have found the model to
yield surprisingly complex behavior and to contemplate
a variety of scenarios regarding the steady-state coexis-
tence of the two modes of cellular division. In particular,
we have identified values of λ for which the genotypes
generated by meiosis rise to dominance from initial con-
ditions in which those generated by mitosis dominate ab-
solutely, thus providing theoretical support to the most
recent hypothesis as to why eukaryote reproduction has
come to be dominated by meiosis as the most common
mode of cellular division. Recall from Sec. I that at
the core of this hypothesis is the random diversification
of ncDNA afforded by meiosis as a means to catch up
with that of mtDNA. Our three parameters have been
meant precisely to capture this mismatch. Together with
the various model details, they provide a mathematically
sound view into what may have happened along evolu-
tionary time.
However, our model’s support to the said hypothesis
is not without its caveats. Even though the model’s two
main assumptions (Assumptions 1 and 2), given in Sec. I,
place heavy weight on p  r and on the inheritance of
mtDNA solely from one of the two parents when cellu-
lar division happens by meiosis, our results indicate that
neither of the two assumptions is essential. Instead, they
suggest that, in association with mitochondria, cellular
division by meiosis is naturally poised to navigate a fit-
ness landscape heavily influenced by how the two forms
of DNA interact much more efficiently than cellular divi-
sion by mitosis.
Our conclusions still lack in robustness, though.
Whether they will stand further stressing depends on our
future ability to extend our computational results to sub-
11
stantially lengthier genotypes. Exactly how to achieve
this will be the subject of further research.
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