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a b s t r a c t
To the best of the authors’ knowledge, there are no results based on the so-called
Razumikhin technique via a general decay stability, for any type of stochastic differential
equations. In the present paper, the Razumikhin approach is applied to the study of both pth
moment and almost sure stability on a general decay for stochastic functional differential
equations with infinite delay. The obtained results are extended to stochastic differential
equations with infinite delay and distributed infinite delay. Some comments on how the
considered approach could be extended to stochastic functional differential equationswith
finite delay are also given. An example is presented to illustrate the usefulness of the
theory.
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1. Introduction
In recent years, many classical results about functional differential equations (see [1,2]) have been appropriately
extended to stochastic functional differential equations (SFDEs), mainly including a Gaussian white noise in a deterministic
case. Consequently, there is an enormous interest in stochastic functional differential equations due to their applications in
physical, biological, medical and social sciences, as well as in economics and finance, that is, in every where future states
depend not only on the present state but also on the past states. The study of SFDEs is most complex since, in general,
they cannot be explicitly solved. The main interest, therefore, has been focused on the investigation of the existence and
uniqueness of the solutions, with a special emphasis on the study of stability. We refer the reader to the books [3,4] by Mao,
among other things.
It iswell-known that one of themost important techniques applied in the study of stability for various classes of stochastic
differential equations is based on a stochastic version of the Lyapunov direct method. However, the so-called Razumikhin
technique combinedwith Lyapunov functions or Lyapunov functionals has also been a powerful and effectivemethod in the
study of stability. Recall that Razumikhin [5,6] developed this technique to study the stability of deterministic systems with
a delay. Crucially, this approach requires that some conditions hold on a restriction of the considered function space instead
of on the whole function space. This technique has become very popular in recent years since it is extensively applied to
investigate many phenomena in physics, biology, finance, etc.
Mao incorporated the Razumikhin approach in SFDEs [7] and in neutral SFDEs [8] to study both pth moment and almost
sure exponential stability of these equations (see also [9], for instance). Later, this technique was appropriately developed
and extended to some other SFDEs, especially important in applications, such as stochastic neural networks [10], impulsive
stochastic functional differential systems [11,12], infinite dimensional SFDEs [13] and hybrid stochastic delay interval
systems [14].
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Note that in all the previously cited papers, the pth moment and almost sure stability, as well as the pth moment
uniformly asymptotic stability, are studied, but only with exponential decay rate. However, it should be pointed out that
some stochastic differential equations are in fact stable but with respect to a certain lower decay rate than the exponential
one, for instance, polynomial or logarithmic decay. Some illustrative examples can be found in [15–17] that justify the
investigation of stability with respect to an arbitrary decay, including the exponential decay as a special case (see [18,15–17,
19,20], for instance, and references therein).
Note also that the above cited papers refer to SFDEs with finite delay. However, a little work has been done on the
existence, uniqueness and stability of SFDEs with infinite delay. Recently, precisely, in 2007, Wei and Wang stated in [21]
the basic existence and uniqueness theorems for SFDEwith infinite delay at the phase space BC((−∞, 0]; Rd) to be described
below, under the global Lipschitz condition and weakened growth condition for the coefficients of the equation. Ren et al.
discussed in [22] the same problems under the non-Lipschitz conditions. Hu et al. investigated in [23] the robustness of both
the pth moment and almost sure exponential stability of SFDE with infinite delay. Zhou et al. in [24] and Liu et al. in [25]
studied the both pth moment and almost sure stability of SFDE with infinite delay but with respect to a general decay.
Moreover, by using the Razumikhin approach, Yang et al. derived in [26] and Li and Fu in [27] sufficient conditions ensuring
both the pth moment and almost sure exponential stability of SFDE with infinite delay.
To the best of the authors’ knowledge, there are no results based on the Razumikhin technique referring to a general
decay stability of any type of stochastic differential equations. The main aim of the present paper is to close this gap by
extending the Razumikhin approach to the study of both the pth moment and almost sure stability on a general decay for
SFDEwith infinite delay.More precisely, we generalize the results of paper [26]whichwill be obtained as special caseswhen
the decay rate is taken to be exponential.
The paper is organized as follows. In the sequel of this section, we present SFDE with infinite delay and introduce some
basic notions and notations needed in our investigation. In Section 2, we give the main results — conditions under which
SFDE is pthmoment stable and almost surely stablewith a general decay function. Section 2 is closedwith an example related
to SFDEwith infinite delay, to illustrate the usefulness of the theory. The results of Section 2 are extended in Sections 3 and 4
to stochastic differential equations with infinite delay and with distributed infinite delay, respectively.
Throughout the paper, we assume that all random variables and processes are defined on a complete probability space
(Ω,F , {Ft}t≥0, P) with a natural filtration {Ft}t≥0 satisfying the usual conditions (i.e., the filtration is right-continuous
and F0 contains all P-null sets). As usual, let | · | denote the Euclidean norm in Rn and | · | the Frobenius norm of a
matrix A, that is, |A| = trace(ATA), where AT is the transpose of A. Denote by BC((−∞, 0]; Rn) the family of all bounded
continuous functions ϕ from (−∞, 0] to Rn equipped with the norm ‖ϕ‖ = supθ≤0 |ϕ(θ)|. For p > 0 and t ≥ 0, let
LpFt ((−∞, 0]; Rn) be the family of all Ft-adapted BC((−∞, 0]; Rn)-valued random variables ϕ = {ϕ(θ) : θ ≤ 0} satisfying
‖ϕ‖pE = supθ≤0 E|ϕ(θ)|p <∞.
The topic of our investigation is the following SFDE with infinite delay,
dx(t) = f (t, xt) dt + g(t, xt) dw(t), t ≥ 0, (1)
with initial data x0 = ξ = {ξ(θ) : θ ≤ 0} ∈ LpF0((−∞, 0]; Rn), where x(t) is an Rn-valued unknown stochastic process,
xt = x(t + θ : −∞ < θ ≤ 0) is BC((−∞, 0]; Rn)-valued stochastic process, w = {w(t),Ft , t ≥ 0} is an Rm-valued
Brownian motion and f : R+ × BC((−∞, 0]; Rn)→ Rn and g : R+ × BC((−∞, 0]; Rn)→ Rn×m are Borel measurable.
An Rn-valued stochastic process x = {x(t),−∞ < t < ∞} is said to be the solution to Eq. (1) if it is Ft-adapted for all
t ≥ 0, x0 = ξ a.s. and the corresponding integral form of Eq. (1) holds a.s. for each t ≥ 0.
If ξ ∈ L2F0((−∞, 0]; Rn) and f and g are locally Lipschitz continuous and satisfy the linear growth condition in the
second argument, the basic existence-and-uniqueness theorem (see [2,21,22]) guarantees the existence of a unique a.s.
continuous solution x(t; ξ),−∞ < t < ∞, satisfying E sup−∞<t<∞ |x(t; ξ)|2 < ∞. Moreover, if ξ ∈ LpF0((−∞, 0]; Rn),
p > 0, then there exists the pth moment of x(t; ξ). Since our investigation is focused on stability problems, we assume
with no emphasis on conditions that there exists a unique global solution x(t; ξ),−∞ < t < ∞ to Eq. (1) satisfying
E sup−∞<t<∞ |x(t; ξ)|p <∞, as well as that all the Lebesgue and Ito integrals employed further are well defined.
For the stability purpose, we usually assume that f (0, t) ≡ 0 and g(0, t) ≡ 0, so that Eq. (1) admits a trivial solution
x(t; 0) ≡ 0.
The following definitions on both pth moment and almost surely stability with a certain decay rate will be used in the
sequel.
Definition 1.1. Let the function λ ∈ C(R+; R+) be strictly increasing and λ(t) ↑ ∞ as t →∞. Then, Eq. (1) (or equivalently,
the trivial solution) is said to be pth moment stable with decay λ(t) of order γ if there exists a pair of constants γ > 0 and
c(ξ) > 0 such that
E|x(t; ξ)|p ≤ c(ξ) · λ−γ (t), t ≥ 0
holds for any ξ ∈ LpF0(((−∞, 0] ; Rn)), that is, if lim supt→∞ ln E|x(t;ξ)|
p
ln λ(t) ≤ −γ ; Eq. (1) is said to be almost surely stable with
decay λ(t) of order γ if
lim sup
t→∞
ln |x(t; ξ)|
ln λ(t)
≤ −γ a.s.
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Clearly, replacing λ(t) by et , 1 + t and ln(1 + t) leads to the usual moment stability with exponential, polynomial and
logarithmic decays, respectively.
Since theRazumikhin approach is combinedwith Lyapunov functions in our study,we introduce the followingdifferential
operator associated to Eq. (1).
For any function V ∈ C1,2(R× Rn; R+), letLV be an operator from R+ × BC((−∞, 0]; Rn) to R defined by
LV (t, ϕ) = Vt(t, ϕ(0))+ Vx(t, ϕ(0))f (t, ϕ)+ 12 trace[g
T (t, ϕ)Vxx(t, ϕ(0))g(t, ϕ)],
where Vt = ∂V∂t , Vx =

∂V
∂x1
, . . . , ∂V
∂xn

and Vxx =

∂2V
∂xi∂xj

n×n
.
Before stating the main results, we cite the following version of the Young inequality, which will be used several times
in the sequel. Let a, b ≥ 0, ε > 0. Then, for i = 1, 2 and p ≥ i,
ap−ibi = (εap) p−ip

bp
ε
p−i
i
 i
p
≤ (p− i)ε
p
ap + i
pε
p−i
i
bp. (2)
2. Stability of stochastic functional differential equations with infinite delay
Before stating the Razumikhin-type theorems, we introduce some general assumptions about decay rates and Lyapunov
functions.
(H1) The decay function λ ∈ C1(R+; R+) is strictly increasing, λ(t) ↑ ∞ as t → ∞, λ(0) = 1 and λ(t + s) ≤ λ(t)λ(s)
for all t, s ≥ 0.
(H2) For some constants p > 0 and c1, c2 > 0, the function V ∈ C1,2(R+ × Rn; R+) is such that
c1|x|p ≤ V (t, x) ≤ c2|x|p, (t, x) ∈ R+ × Rn. (3)
Theorem 2.1. Let p > 0 and let the assumptions (H1) and (H2) hold for the functions λ and V , respectively. Also, let there exist
constants µ > 0, q > 0 and ν ≥ 1 such that
ELV (t, ϕ) ≤ −q λ
′(t)
λ(t)
EV (t, ϕ(0)) (4)
for all t ≥ 0 and those ϕ ∈ LpFt ((−∞, 0]; Rn) satisfying
EV (t + θ, ϕ(θ)) ≤ ν λµ(−θ) EV (t, ϕ(0)), −∞ < t ≤ 0. (5)
Then, Eq. (1) is pth moment stable with decay rate λ(t) of order γ = q ∧ µ, that is, for all ξ ∈ LpF0((−∞, 0]; Rn),
E|x(t; ξ)|p ≤ c2
c1
‖ξ‖pE λ−γ (t), for all t ≥ 0. (6)
Proof. For simplicity, we will further use the notation x(t) instead of x(t; ξ) to denote the solution to Eq. (1) for a given
initial condition ξ .
First, for an arbitrary ϵ ∈ (0, γ ), let us take γ¯ = γ − ϵ. Then, the relation (6) follows straightforwardly if we prove that
λγ¯ (t)EV (t, x(t)) ≤ c2‖ξ‖pE for all t ≥ 0 (7)
and letting ϵ → 0.
If t = 0, from (3) and the fact that λ(0) = 1, we obtain
λγ¯ (0)EV (0, x(0)) ≤ c2E|x(0)|p ≤ c2 sup
θ≤0
E|ξ(θ)|p = c2‖ξ‖pE,
so that (7) holds. If t > 0, we will prove (7) by contradiction. For that purpose, let us assume that (7) is false. Since V (t, x(t))
is continuous, we can find ρ ≥ 0 such that
λγ¯ (t)EV (t, x(t)) ≤ c2‖ξ‖pE (8)
holds for all t ∈ [0, ρ]. Likewise, there exists a sequence {tk}k≥1, tk ↓ ρ, such that
λγ¯ (tk)EV (tk, x(tk)) > c2‖ξ‖pE . (9)
Hence,
λγ¯ (ρ)EV (ρ, x(ρ)) = c2‖ξ‖pE . (10)
In the sequel, let us check that condition (5) holds for ϕ = xρ .
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First, let−∞ < θ < −ρ. Then, (3) and (10) yields
ν−1 λ−µ(−θ)EV (ρ + θ, x(ρ + θ)) ≤ λ−γ¯ (−θ)EV (ρ + θ, x(ρ + θ))
≤ λ−γ¯ (−θ)c2 sup
θ≤−ρ
E|x(r + θ)|p
= λ−γ¯ (−θ)c2‖ξ‖pE
≤ λ−γ¯ (ρ)c2‖ξ‖pE
= EV (ρ, x(ρ)). (11)
Let−ρ ≤ θ ≤ 0. By using (8), (10) and the fact that λ(t + s) ≤ λ(t)λ(s) for t, s ≥ 0, we find that
ν−1 λ−µ(−θ)EV (ρ + θ, x(ρ + θ)) ≤ λ−γ¯ (−θ)EV (ρ + θ, x(ρ + θ))
≤ λ−γ¯ (−θ)λ−γ¯ (ρ + θ)c2‖ξ‖pE
≤ λ−γ¯ (ρ)c2‖ξ‖pE
= EV (ρ, x(ρ)). (12)
We now distinguish two cases: EV (ρ, x(ρ)) = 0 and EV (ρ, x(ρ)) > 0. If EV (ρ, x(ρ)) = 0, we obtain from (11) that
EV (ρ + θ, x(ρ + θ)) = 0. In view of condition (3), we deduce that ξ(θ) = 0 a.s. for −∞ < θ < 0, which implies that
x(t) ≡ 0 for all t ∈ R. Hence, the inequality (7) holds. If EV (ρ, x(ρ)) > 0, then (11) and (12) imply that (5) holds for ϕ = xρ .
Moreover, condition (4) yields
ELV (ρ, x(ρ + θ)) ≤ −q λ
′(ρ)
λ(ρ)
EV (ρ, x(ρ)) ≤ −γ¯ λ
′(ρ)
λ(ρ)
EV (ρ, x(ρ))
for all −∞ < θ ≤ 0. By the continuity of ELV (t, xt) and EV (t, x(t)), we can find h > 0 small enough such that for all
ρ − h ≤ t ≤ ρ + h
ELV (t, xt) ≤ −γ¯ λ
′(t)
λ(t)
EV (t, x(t)).
If we apply the Itô formula to λγ¯ (s)EV (s, x(s)), where ρ ≤ s ≤ ρ + ε for any ε ∈ (0, h), and if we use (10), we find that
λγ¯ (ρ + ε)EV (ρ + ε, x(ρ + ε))− c2‖ξ‖pE = λγ¯ (ρ + ε)EV (ρ + ε, x(ρ + ε))− λγ¯ (ρ)EV (ρ, x(ρ))
=
∫ ρ+ε
ρ
λγ¯ (s)
[
γ¯
λ′(s)
λ(s)
EV (s, x(s))+ ELV (s, xs)
]
ds
≤ 0.
This relation contradicts (9) and, therefore, the assertion (7) holds. Thus, the proof is complete. 
The following assertion gives conditions under which Eq. (1) is almost surely stable with decay rate λ(t).
Theorem 2.2. Let all the assumptions of Theorem 2.1 hold for p ≥ 2. Also, let there exist constants K > 0 and δ ∈ (0, γ ), where
γ = q ∧ µ, such that ∞0 λ−δ(t) dt <∞ and
E|f (t, ϕ)|p + E|g(t, ϕ)|p ≤ K sup
θ≤0
λ−µ(−θ)E|ϕ(θ)|p (13)
for all t ≥ 0 and ϕ ∈ LpFt ((−∞, 0]; Rn). Then, Eq. (1) is almost surely stable with the rate function λ(t) of order γ−δp , that is, for
all ξ ∈ LpF0((−∞, 0]; Rn),
lim sup
t→∞
ln |x(t; ξ)|
ln λ(t)
≤ −γ − δ
p
a.s. (14)
Proof. As above, write x(t) instead of x(t; ξ). In order to prove that (14) is valid, we will first show that
E sup
k−1≤t≤k
|x(t)|p ≤ Hλ−γ (k− 1), k ∈ N, (15)
where H is a generic constant.
Let k− 1 ≤ t ≤ k. Then,
E sup
k−1≤t≤k
|x(t)|p ≤ 3p−1

E|x(k− 1)|p + E
∫ k
k−1
f (s, xs) ds
p + E sup
k−1≤t≤k
∫ t
k−1
g(s, xs) dw(s)
p

. (16)
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To estimate the second term, we use Theorem 2.1 and find that
E|x(k− 1)|p ≤ c2
c1
‖ξ‖pE λ−γ (k− 1). (17)
By virtue of the Hölder inequality and condition (13), we derive that
E
∫ k
k−1
f (s, xs) ds
p ≤ ∫ k
k−1
E|f (s, xs)|p ds
≤ K
∫ k
k−1
sup
θ≤0
λ−µ(−θ)E|x(s+ θ)|p ds
≤ K
∫ k
k−1
[
sup
θ≤−s
λ−µ(−θ)E|x(s+ θ)|p + sup
−s≤θ≤0
λ−µ(−θ)E|x(s+ θ)|p
]
ds
≤ K
∫ k
k−1
[
λ−µ(s)‖ξ‖pE + sup−s≤θ≤0 λ
−µ(−θ)λ−γ (s+ θ) c2
c1
‖ξ‖pE
]
ds
≤ K
∫ k
k−1
[
λ−γ (s)‖ξ‖pE + sup−s≤θ≤0 λ
−γ (−θ)λ−γ (s+ θ) c2
c1
‖ξ‖pE
]
ds
≤ K

1+ c2
c1

‖ξ‖pE
∫ k
k−1
λ−γ (s) ds
≤ K

1+ c2
c1

‖ξ‖pE λ−γ (k− 1). (18)
Analogously, due to the Burkholder–Davis–Gundy inequality (see [4,28]), we have
E sup
k−1≤t≤k
∫ k
k−1
g(s, xs) dw(s)
p ≤ Cp E [∫ k
k−1
|g(s, xs)|2 ds
] p
2
≤ CpK

1+ c2
c1

‖ξ‖pE λ−γ (k− 1), (19)
where Cp is a generic constant. It is now easy to obtain the desired inequality (15) with H = (1+ c2/c1)[1+k(1+Cp)] ‖ξ‖pE ,
by putting (17)–(19) into (16).
In view of the Chebyshev inequality, we can derive that
P

sup
k−1≤t≤k
|x(t)|p ≥ λ−(γ−δ)(k)

≤ λγ−δ(k)E sup
k−1≤t≤k
|x(t)|p
≤ H λγ−δ(k) λ−γ (k− 1)
≤ H λγ−δ(1) λ−δ(k− 1).
Since
∞−
k=1
λ−δ(k− 1) ≤
∞−
k=1
∫ k
k−1
λ−δ(s) ds =
∫ ∞
0
λ−δ(s) ds <∞,
the application of the Borel–Cantelli lemma implies that there exists an integer k0(ω) > 0 such that for almost all ω ∈ Ω
and k ≥ k0(ω),
|x(t)|p ≤ λ−(γ−δ)(k) ≤ λ−(γ−δ)(t), k− 1 ≤ t ≤ k.
Finally, the required assertion (14) follows from the last relation, which completes the proof. 
Remark 1. If λ(t) = et , q = µ, ν = 1 and δ = 0, Theorems 2.1 and 2.2 are reduced to the ones from paper [26] referring to
both pth moment and almost sure exponential stability of Eq. (1). In fact, condition
∞
0 e
−δt dt < ∞ is not required in this
case.
Let us briefly consider the perturbed SFDE with infinite delay,
dx(t) = [h(t, x(t))+ f (t, xt)] dt + g(t, xt) dw(t), t ≥ 0, (20)
with initial data x0 = ξ = {ξ(θ) : θ ≤ 0} ∈ LpF0((−∞, 0]; Rn), where h : R+× Rn → Rn is Borel measurable and f and g are
defined as above, h(t, 0) ≡ 0, f (t, 0) ≡ 0, g(t, 0) ≡ 0. The existence and uniqueness theorems could be found in [25,22]. In
the spirit of the previous discussion, we suppose the existence of a global solution for every initial data and state conditions
under which Eq. (20) is both pth and almost surely stable with a decay rate λ(t).
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Theorem 2.3. Let p ≥ 2 and let the assumptions (H1) and (H2) hold for the functions λ and V , respectively. Also, let there exist
constants µ > 0, ρ > 0, ν ≥ 1 and η1, η2, η3, η4 ≥ 0 such that
Vt(t, x)+ Vx(t, x) · h(t, x) ≤ −ρ λ
′(t)
λ(t)
V (t, x), (21)
|Vx(t, x)| ≤ η1 λ
′(t)
λ(t)
[V (t, x)] p−1p , ‖Vxx(t, x)‖ ≤ η2 λ
′(t)
λ(t)
[V (t, x)] p−2p
for all t ≥ 0 and x ∈ Rn, and
E|f (t, ϕ)|p ≤ η3 λ
′(t)
λ(t)
EV (t, ϕ(0)), E|g(t, ϕ)|p ≤ η4 λ
′(t)
λ(t)
EV (t, ϕ(0)) (22)
for all t ≥ 0 and those ϕ ∈ LpFt ((−∞, 0]; Rn) satisfying
EV (t + θ, ϕ(θ)) ≤ ν λµ(−θ) EV (t, ϕ(0)), −∞ < θ ≤ 0. (23)
If ρ > η1η
1
p
3 + 12η2η
2
p
4 , then Eq. (20) is pth moment stable with the decay rate λ(t) of order γ =

ρ − η1η
1
p
3 − 12η2η
2
p
4

∧ µ.
Moreover, if there exist constants K > 0 and δ ∈ (0, γ ) such that ∞0 λ−δ(t) dt <∞ and
E|h(t, ϕ(0))|p + E|f (t, ϕ)|p + E|g(t, ϕ)|p ≤ K sup
θ≤0
λ−µ(−θ)E|ϕ(θ)|p (24)
for all t ≥ 0 and ϕ ∈ LpFt ((−∞, 0]; Rn), then Eq. (20) is almost surely stable with the rate function λ(t) of order γ−δp .
Proof. If we take f (t, ϕ) = h(t, ϕ(0)) + f (t, ϕ), Eq. (20) is reduced to Eq. (1). We first test condition (4) for those
ϕ ∈ LpFt ((−∞, 0]; Rn) satisfying (23). By applying (21), we have
ELV (t, ϕ) ≤ −ρ λ
′(t)
λ(t)
EV (t, ϕ(0))+ η1 λ
′(t)
λ(t)
E

[V (t, ϕ(0))] p−1p |f (t, ϕ)|

+ η2
2
λ′(t)
λ(t)
E

[V (t, x)] p−2p |g(t, ϕ)|2

. (25)
The elementary inequality (2), where we put ε = η3 1p , and (22) yields
E

[V (t, ϕ(0))] p−1p |f (t, ϕ)|

= E

εV (t, ϕ(0))
 p−1
p
[ |f (t, ϕ)|p
εp−1
] 1
p

≤ η3 1p EV (t, ϕ(0)),
and similarly,
E

[V (t, x)] p−2p |g(t, ϕ)|2

≤ η4 2p EV (t, ϕ(0)).
Thus, (25) becomes
ELV (t, ϕ) ≤ −
[
ρ − η1η3 1p + 12 η2η4
2
p
]
λ′(t)
λ(t)
EV (t, ϕ(0)).
By Theorem 2.1, it follows that Eq. (20) is pthmoment stable with the decay rate λ(t) of order γ = ρ−η1η 1p3 − 12η2η 2p4 ∧µ.
Condition (13) also holds from (24), so that the almost sure stability of Eq. (20) follows straightforwardly from
Theorem 2.2. 
Example. By applying the previous theory, let us consider conditions under which a stable deterministic oscillator remains
stable when subjected to a random perturbation driven by a scalar white noise w˙(t). Precisely, the behavior of the oscillator
is described by the following semi-linear stochastic functional differential equation
u¨(t)+ 4u˙(t)+ 3u(t) = a · b(t, ut , u˙t) w˙(t), t ≥ 0, (26)
where a > 0 is a parameter and b : R+ × BC((−∞, 0] ; R2)→ R is locally Lipschitz continuous, b(t, 0, 0) ≡ 0 and
|b(t, ϕ)|p ≤
∫ 0
−∞
1
(1− s)α |ϕ(s)|
p ds, (27)
for ϕ ∈ Lp((−∞, 0] ; R2), where p ≥ 4 and α > 2.
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If we take v(t) = u˙(t) and introduce a newvariable x(t) = (u(t), v(t))T , Eq. (26) can be transformed into a 2-dimensional
SFDE with infinite delay,
dx(t) = Ax(t) dt + G(t, xt) dw(t), t ≥ 0, (28)
where
A =
[
0 1
−3 −4
]
, G(t, xt) =
[
0
a · b(t, xt)
]
.
We also suppose a priori that initial data are x0 = ξ ∈ LpF0((−∞, 0]; R2).
A linear transformation of the state spacemakes it possible to study both pthmoment and almost sure stability of Eq. (28)
with the polynomial decay rate λ(t) = 1+ t . Note that the theory exposed in the paper could not be applied to the study of
the pth moment exponential stability of Eq. (28).
By finding eigenvectors of A, we see that
H =
[
1 1
−1 −3
]
, H−1 = 1
2
[
3 1
−1 −1
]
, H−1AH =
[−1 0
0 −3
]
.
If we put Q = (H−1)TH−1 = 14

10 4
4 2

, then 0.08 |x|2 ≤ xTQx ≤ 3 |x|2. We can now take V (x) = (xTQx) p2 , x ∈ R2 and find
that
LV (ϕ) = p (ϕT (0)Qϕ(0)) p2−1
[
ϕT (0)QAϕ(0)+ 1
2
GT (t, ϕ)QG(t, ϕ)
]
+ p
p
2
− 1

(ϕT (0)Qϕ(0))
p
2−2|ϕT (0)QG(t, ϕ)|2.
It is easy to verify that xTQAx ≤ −xTQx so that
ELV (ϕ) ≤ −p EV (ϕ(0))+ p
2
E

[V (ϕ(0))] p−2p · GT (t, ϕ)QG(t, ϕ)

+ p
p
2
− 1

E

[V (ϕ(0))] p−4p · |ϕT (0)QG(t, ϕ)|2

≡ −p EV (ϕ(0))+ I1 + I2. (29)
For any µ ∈ (1, α − 1) and those ϕ ∈ LpFt ((−∞, 0] ; R2) satisfying
EV (ϕ(s)) ≤ (1− s)µEV (ϕ(0)), s ≤ 0, (30)
we derive I1 and I2 in the following way. First, we see that GT (t, ϕ)QG(t, ϕ) = a22 |b(t, ϕ)|2 and from (30),
E|b(t, ϕ)|p ≤
∫ 0
−∞
1
(1− s)α E|ϕ(s)|
p ds ≤ 1
0.08
p
2 (α − µ− 1) EV (ϕ(0)).
Now, by applying the inequality (2), we find for any ε > 0 that
I1 ≤ a
2p
4
E

[V (ϕ(0))] p−2p |b(t, ϕ)|2

≤ a
2p
4

p− 2
p
ε + 2
pε
p−2
2 0.08
p
2 (α − µ− 1)

EV (ϕ(0))
≡ a2f1(ε) EV (ϕ(0)),
where f1(ε) = p−24 ε + 1
2ε
p−2
2 0.08
p
2 (α−µ−1)
. We can choose ε such that f1(ε) be the smallest. Since f ′1(ε) = 0 yields
ε = ε1 =

0.08 (α − µ− 1) 2p
−1
and since f ′′1 (ε1) > 0, then f1(ε1) = p4 ε1 and, therefore,
I1 ≤ a
2p ε1
4
EV (ϕ(0)). (31)
To estimate I2, we first see that |ϕT (0)QG(t, ϕ)|2 ≤ 2a2|ϕ(0)|2|b(t, ϕ)|2 ≤ a2
|ϕ(0)|4 + |b(t, ϕ)|4. Similarly, by
applying the inequality (2), we derive
I2 ≤ p
p
2
− 1

a2 E

[V (ϕ(0))] p−4p |ϕ(0)|4 + |b(t, ϕ)|4
≤ (p− 2)a2f2(ε) EV (ϕ(0)),
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where f2(ε) = (p−4) ε+ 2
ε
p−4
4 0.08
p
2
α−µ
α−µ−1 . As above, f
′
2(ε) = 0 yields ε = ε2 = 10.082

α−µ
2(α−µ−1)
 4
p
, and since f2(ε2) = p ε2,
then
I2 ≤ a2p(p− 2) ε2 EV (ϕ(0)). (32)
Now, (29) together with (31) and (32) yields
ELV (ϕ) ≤ −
[
p− a
2p ε1
4
− a2p(p− 2) ε2
]
EV (ϕ(0)).
If we require that q = p− a2p ε14 − a2p(p− 2) ε2 > 0,we obtain
ELV (ϕ(0)) ≤ −q 1
1+ t EV (ϕ(0)), t ≥ 0.
In fact, condition (4) holds since λ′(t)/λ(t) = 1/(1+ t) and, therefore, the application of Theorem 2.1 implies that Eq. (28)
is pth moment stable with the decay rate λ(t) = 1+ t of order γ = q ∧ µ.
Moreover, if q > 1, then γ > 1 so that
 0
−∞(1 + t)−δ dt < ∞ for every δ ∈ (1, γ ). To verify the almost sure stability
with respect to λ(t) = 1+ t it is necessary to check condition (13). Simply,
E|Aϕ(0)|p + E|G(t, ϕ)|p ≤ 29 E|ϕ(0)|p + apE|b(t, ϕ)|p
≤ K sup
s≤0
(1− s)−µE|ϕ(s)|p,
where K = 29 + ap/(α − µ − 1). Therefore, Eq. (28) is both pth moment and almost surely stable with decay rate λ(t) =
1+ t if
a2 <
4(p− 1)
p ε1 + 4p(p− 2) ε2 .
Note that the case p = 2 could be investigated very easily since V (x) = xTQx and LV (ϕ) = 2ϕT (0)QAϕ(0) +
GT (t, ϕ)QG(t, ϕ). Then, Eq. (28) is mean square stable with decay λ(t) = 1 + t if a2 < 4 · 0.08 (α − µ − 1), and almost
surely stable if a2 < 2 · 0.08 (α − µ− 1).
3. Stability of stochastic differential equations with infinite delay
We now consider a special case of Eq. (1), the following stochastic differential equation with infinite delay,
dx(t) = Ft, x(t), x(t − δ1(t)), . . . , x(t − δr(t)) dt
+Gt, x(t), x(t − δ1(t)), . . . , x(t − δr(t)) dw(t), t ≥ 0, (33)
with initial data x0 = ξ = {ξ(θ) : θ ≤ 0} ∈ LpF0(((−∞, 0] ; Rn)), p > 0, where δi ∈ C((−∞, 0] ; R+), i = 1, . . . , r ,
F : R+× Rn× Rn×r → Rn and G : R+× Rn× Rn×r → Rn×m. As above, we assume with no emphasis on conditions that there
exists a unique global solution x(t; ξ) to Eq. (33) satisfying E sup−∞<t<∞ |x(t; ξ)|p <∞. For the reason already mentioned
in the previous section, we also assume that F(t, 0, . . . , 0) ≡ 0 and G(t, 0, . . . , 0) ≡ 0.
Although well-known techniques are used in the proofs of the forthcoming assertions (see Mao [7,4], among others), we
will adapt them here to obtain some new stability criteria for Eq. (33), with respect to a general decay.
Theorem 3.1. Let p > 0 and let the assumptions (H1) and (H2) hold for the functions λ and V , respectively. Also, let there exist
constants µ > 0, ν ≥ 1 and η0, η1, . . . , ηr ≥ 0, where η0 >∑ri=1 ηi, such that
Vt(t, x)+ Vx(t, x)F(t, x, y1, . . . , yr)+ 12 trace

GT (t, x, y1, . . . , yr)Vxx(t, x)G(t, x, y1, . . . , yr)

≤ −λ
′(t)
λ(t)

η0V (t, x)− 1
ν
r−
i=1
ηi λ
−µ(δi(t))V (t − δi(t), yi)

. (34)
for all t ≥ 0 and x, y1, . . . , yr ∈ Rn. Then, Eq. (33) is pthmoment stablewith the decay rateλ(t) of order γ =

η0 −∑ri=1 ηi∧µ.
Proof. In order to make the proof appropriate for applying Theorem 2.1, we introduce the following notations: For t ≥ 0
and ϕ ∈ BC((−∞, 0] ; Rn), let us take
f (t, ϕ) = Ft, ϕ(0), ϕ(−δ1(t)), . . . , ϕ(−δr(t)),
g(t, ϕ) = Gt, ϕ(0), ϕ(−δ1(t)), . . . , ϕ(−δr(t)).
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Hence, Eq. (33) becomes Eq. (1), while the operatorLV is
LV (t, ϕ) = Vt(t, ϕ(0))+ Vx(t, ϕ(0))F

t, ϕ(0), ϕ(−δ1(t)), . . . , ϕ(−δr(t))

+ 1
2
trace

GT

t, ϕ(0), ϕ(−δ1(t)), . . . , ϕ(−δr(t))

× Vxx(t, ϕ(0))G

t, ϕ(0), ϕ(−δ1(t)), . . . , ϕ(−δr(t))

.
To check condition (4) from Theorem 2.1, let us notice, for t ≥ 0, those ϕ ∈ LpFt ((−∞, 0]; Rn) satisfying
EV (t + θ, ϕ(θ)) ≤ ν λµ(−θ)EV (t, ϕ(0)) for all −∞ < θ ≤ 0.
Then, by condition (34),
ELV (t, ϕ) ≤ −λ
′(t)
λ(t)

η0 EV (t, ϕ(0))− 1
ν
r−
i=1
ηi λ
−µ(δi(t)) EV (t − δi(t), ϕ(−δi(t)))

≤ −

η0 −
r−
i=1
ηi

λ′(t)
λ(t)
EV (t, ϕ(0)).
Therefore, the application of Theorem 2.1 yields that Eq. (33) is pthmoment stablewith the decay rate λ(t) of order γ , which
completes the proof. 
Theorem 3.2. Let all the conditions of Theorem 3.1 hold for p ≥ 1. Also, let there exist constants K > 0 and δ ∈ (0, γ ), where
γ = η0 −∑ri=1 ηi ∧ µ, such that ∞0 λ−δ(t) dt <∞ and
|F(t, x, y1, . . . , yr)|

|G(t, x, y1, . . . , yr)| ≤ K

|x| +
r−
i=1
λ
− µp (δi(t)) |yi|

(35)
for all t ≥ 0 and x, y1, . . . , yr ∈ Rn. Then, Eq. (1) is almost surely stable with the rate function λ(t) of order γ−δp .
Proof. In order to prove the assertion, let us test condition (13). In view of (35), we find that
E|f (t, ϕ)|p + E|g(t, ϕ)|p ≤ 2E

K

|ϕ(0)| +
r−
i=1
λ
− µp (δi(t)) |ϕ(−δi(t))|
p
≤ 2K p(1+ r)p−1

E|ϕ(0)|p +
r−
i=1
λ−µ(δi(t)) E|ϕ(−δi(t))|p

≤ 2K(1+ r)p sup
θ≤0
λ−µ(−θ) E|ϕ(θ)|p,
so that the desired conclusion follows straightforwardly by applying Theorem 2.2. 
Obviously, it is not convenient to verify condition (34) to apply the previous theorems, because of the difficulties to find
Lyapunov functions. To make our theory more applicable, let us state the following assertions.
Corollary 1. Let p ≥ 2 and let the assumption (H1) hold for the function λ. Also, let there exist constants µ > 0, ρ > 0, ν ≥ 1
and αi, βi ≥ 0, 0 ≤ i ≤ r, such that
xT F(t, x, 0, . . . , 0) ≤ −ρ λ
′(t)
λ(t)
|x|2, (36)
|F(t, x, 0, . . . , 0)− F(t, x¯, y1, . . . , yr)| ≤ λ
′(t)
λ(t)

α0|x− x¯| + 1
ν
r−
i=1
αi λ
−µ(δi(t)) |yi|

, (37)
|G(t, x, y1, . . . , yr)|2 ≤ λ
′(t)
λ(t)

β0|x|2 + 1
ν
r−
i=1
βi λ
−µ(δi(t)) |yi|2

(38)
for all t ≥ 0 and x, x¯, y1, . . . , yr ∈ Rn. If p ≥ 2 and
ρ >
p− 1
2
β0 + 1
ν
r−
i=1

αi + p− 12 βi

, (39)
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then Eq. (13) is pth moment stable with the rate function λ(t) of order γ = p ρ − p−12 β0 − 1ν ∑ri=1 αi + p−12 βi ∧ µ.
Moreover, if supt≥0
λ′(t)
λ(t) <∞ and if there exists δ ∈ (0, γ ) such that
∞
0 λ
−δ(t) dt <∞, then Eq. (13) is almost surely stable
with the rate function λ(t) of order γ−δp .
Proof. Let us take V (x) = |x|p and verify condition (34) on the basis of (36)–(38). Then,
LV (x) ≤ −λ
′(t)
λ(t)

p ρ − p(p− 1)
2
β0

|x|p − p
ν
r−
i=1
αi λ
−µ(δi(t)) |x|p−1|yi|
− p(p− 1)
2ν
r−
i=1
βi λ
−µ(δi(t)) |x|p−2|yi|2

.
By applying the elementary inequality (2) with ε = 1, we easily derive that
LV (x) ≤ −λ
′(t)
λ(t)

p ρ − p(p− 1)
2
β0 − (p− 1)(p− 2)2ν
r−
i=1
βi − p− 1
ν
r−
i=1
αi

|x|p
− 1
ν
r−
i=1
[αi + (p− 1)βi] λ−µ(δi(t)) |yi|p

.
Now, the pth moment stability of Eq. (13) holds in view of condition (39) and Theorem 3.1.
Moreover, since supt≥0
λ′(t)
λ(t) = M = const, condition (35) holds with a generic constant K(M) and, therefore, the desired
conclusion follows in view of Theorem 3.2. 
4. Stability of stochastic differential equations with distributed delay
It is well-known that very important stochastic Lotka–Volterra population systems are in fact special classes of stochastic
differential equationswith distributed infinite delay (see [29], for example, and references therein). In this section,we extend
our discussion to one type of these equations and apply the Razumikhin technique to study stability with a general decay
of their solutions. Precisely, we consider the following stochastic differential equation with distributed infinite delay,
dx(t) = F

t, xt ,
∫ 0
−∞
k1(s)x(t + s) ds, . . . ,
∫ 0
−∞
kr(s)x(t + s) ds

dt
+G

t, xt ,
∫ 0
−∞
k1(s)x(t + s) ds, . . . ,
∫ 0
−∞
kr(s)x(t + s) ds

dw(t), t ≥ 0, (40)
with initial data x0 = ξ = {ξ(θ) : θ ≤ 0} ∈ LpF0((−∞, 0]; Rn), where ki ∈ L((−∞, 0]; R+) i = 1, . . . , r and
F : R+×Rn×Rn×r → Rn, G : R+×Rn×Rn×r → Rn×m. We also assume that there exists a global solution to Eq. (40) satisfying
supt∈(−∞,∞) E|x(t)|p <∞. As above, for the stability purpose, we assume that F(t, 0, . . . , 0) ≡ 0 and G(t, 0, . . . , 0) ≡ 0.
Theorem 4.1. Let p > 0 and let the assumptions (H1) and (H2) hold for the functions λ and V , respectively. Also, let ki ∈
L((−∞, 0]; Rn), i = 1, . . . , r and let there exist a constant µ > 0 such that∫ 0
−∞
ki(s) ds = 1, k¯i =
∫ 0
−∞
ki(s)λµ(−s) ds <∞. (41)
If there exist constants ν ≥ 1 and η0, η1, . . . , ηr ≥ 0, η0 >∑ri=1 ηik¯i, such that
Vt(t, ϕ(0))+ Vx(t, ϕ(0)) F

t, ϕ(0),
∫ 0
−∞
k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds

+ 1
2
trace
[
GT

t, ϕ(0),
∫ 0
−∞
k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds

× Vxx(t, ϕ(0))G

t, ϕ(0),
∫ 0
−∞
k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds
]
≤ −η0 λ
′(t)
λ(t)
V (t, ϕ(0))+ 1
ν
λ′(t)
λ(t)
r−
i=1
ηi
∫ 0
−∞
ki(s)V (t + s, ϕ(s)) ds (42)
for all t ≥ 0 and ϕ ∈ BC((−∞, 0]; Rn) ∩ Lp((−∞, 0]; Rn), then Eq. (40) is pth moment stable with the rate function λ(t) of
order γ = η0 −∑ri=1 ηik¯i ∧ µ.
G. Pavlović, S. Janković / Journal of Computational and Applied Mathematics 236 (2012) 1679–1690 1689
Proof. Let us define for t ≥ 0 and ϕ ∈ BC((−∞, 0]; Rn) ∩ Lp((−∞, 0]; Rn),
f (t, ϕ) := F

t, ϕ(0),
∫ 0
−∞
k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds

,
g(t, ϕ) := G

t, ϕ(0),
∫ 0
−∞
k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds

.
Then, Eq. (40) is reduced to Eq. (1). Now, (5), (41) and (42) yields
ELV (t, ϕ) ≤ −η0 λ
′(t)
λ(t)
EV (t, ϕ(0))+ 1
ν
λ′(t)
λ(t)
r−
i=1
ηi
∫ 0
−∞
ki(s)EV (t + s, ϕ(s)) ds
≤ −

η0 −
r−
i=1
ηik¯i

λ′(t)
λ(t)
EV (t, ϕ(0)).
Since (4) is satisfied with q = η0 −∑ri=1 ηik¯i, the proof follows by applying Theorem 2.1. 
Theorem 4.2. Let all the assumptions of Theorem 4.1 hold for p ≥ 2. Also, let there exist constants K > 0 and δ ∈ (0, γ ), where
γ = (η0 −∑ri=1 ηik¯i) ∧ µ, such that ∞0 λ−δ(t) dt <∞ andF t, ϕ(0), ∫ 0−∞ k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds
2 + Gt, ϕ(0), ∫ 0−∞ k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds
2
≤ K

|ϕ(0)|2 +
r−
i=1
∫ 0−∞ ki(s)ϕ(s) ds
2

for all t ≥ 0, ϕ ∈ BC((−∞, 0]; Rn) ∩ Lp((−∞, 0]; Rn) Then, Eq. (40) is almost surely stable with the rate function λ(t) of order
γ−δ
p .
Proof. Since it is easy to check (13) by applying Hölder inequality, the proof follows straightforwardly on the basis of
Theorem 2.2. 
Corollary 2. Let p ≥ 2 and let the assumptions (H1) and (41) hold for the functions λ and ki, i = 1, . . . , r, respectively. Also, let
there exist constants ρ > 0, ν ≥ 1 and αi, βi ≥ 0, i = 1, . . . , r, such that
ϕT (0) F(t, ϕ(0), 0, . . . , 0) ≤ −ρ λ
′(t)
λ(t)
|ϕ(0)|2,F(t, ψ(0), 0, . . . , 0)− F t, ϕ(0), ∫ 0−∞ k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds

≤ α0 λ
′(t)
λ(t)
|ψ(0)− ϕ(0)| + 1
ν
r−
i=1
αi
λ′(t)
λ(t)
∫ 0−∞ ki(s)ϕ(s) ds
 ,Gt, ϕ(0), ∫ 0−∞ k1(s)ϕ(s) ds, . . . ,
∫ 0
−∞
kr(s)ϕ(s) ds
2
≤ β0 λ
′(t)
λ(t)
|ϕ(0)|2 + 1
ν
r−
i=1
βi
λ′(t)
λ(t)
∫ 0−∞ ki(s)ϕ(s) ds
2
for all t ≥ 0 and ψ, ϕ ∈ BC((−∞, 0]; Rn) ∩ Lp((−∞, 0]; Rn). If ρ > ζ where ζ = p−12 β0 + p−12pν
∑r
i=1[2αi + (p− 2)βi] +
1
p
∑r
i=1[αi + (p− 1)βi]k¯i, then Eq. (40) is pth moment stable with the rate function λ(t) of order γ = p(ρ − ζ )∧µ. Moreover,
if supt≥0
λ′(t)
λ(t) < ∞ and if there exists δ ∈ (0, γ ) such that
∞
0 λ
−δ(t) dt < ∞, then Eq. (40) is almost surely stable with the
rate function λ(t) of order γ−δp .
Proof. The proof is omitted since it is similar to the one of Corollary 1. 
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