In wireless networks, the trade-off between reliability and efficiency is often obtained through multipath routing schemes. In multipath environments, such as those found in sensor networks, traditional internet routing solutions cannot be employed. Moreover, because multipath construction and maintenance is costly, a common alternative is using braided meshes, where it is difficult to calculate the underlying capacity, or to efficiently adapt to the existing network conditions. In this paper we propose the use of network coding over a multipath braided mesh topology that exploits both the low-cost mesh-topology construction, such as those obtained by diffusion algorithms, and the capacity-achieving capability of linear network coding. We implement our proposed algorithm using the ns-2 network simulator, and demonstrate that it achieves the best energy efficiency of existing methods. Moreover, our solution easily adapts to changing conditions in the network and it can be used to adjust reliability on demand.
Introduction
Continuous advances in semiconductor technology and miniaturisation has enabled the creation of affordable wireless devices with enough processing and memory power to perform basic networking operations. These devices have created a whole new networking paradigm for information gathering and distribution, ranging from wireless sensor to personal mesh networks (Akyildiz et al., 2002; Culler et al., 2004) . Limited transmission range and limited battery power, unknown topology and frequent topological changes make traditional wireless networking solutions not applicable to or difficult to adapt to these networking paradigms (Sohrabi et al., 2000) .
This volatile wireless environment with frequent link failures raises the need to provide reliability. While hop-byhop retransmissions can be used to recover from data loss, they also consume power and introduce delay. A typical approach to increase reliability in such scenarios is to exploit path diversity.
The broadcast nature of the wireless medium makes multipath schemes a suitable and cheap technique to cope with the unreliable communication. In fact, multipath routing has been used to improve the robustness of data delivery (Ganesan et al., 2001) , and it has been shown to be effective in energy saving, load balancing and increasing the network lifetime (De et al., 2003) . The extra path diversity reduces the end-to-end delay and the frequency of route discoveries. However, creating and maintaining the different paths is not an easy task. Disjoint multipath protocols have a high overhead cost and may be slow to react to topology changes and persistent transmission errors. But more importantly: multiple paths are used to increase reliability. But how many paths are enough? As an example, in the absence of errors one path is optimal, and adding more paths would be inefficient both in terms of signalling and data transmitted (Li and Li, 2006) .
In order to resolve those problems we resort to two wellknown techniques: multipath braided meshes and network coding (Koetter, 2009) . Multipath braided meshes are easy to construct (they relax the disjointedness requirement), but are also more inefficient than disjoint paths because they have redundant links. Network coding, on the other hand, can be used to efficiently achieve the capacity of the underlying network (Yeung et al., 2005) . We propose an algorithm based on Toledo and Wang (2006) that modifies the directed diffusion algorithm (Intanagonwiwat et al., 2003) to reinforce multiple paths, creating a mesh braided sub-graph between source and destination. Then, the source can use randomised network coding (Ho et al., 2003) over the resulting graph. Network coding can achieve the capacity of the network by encoding the data received in the intermediate nodes (Ahlswede et al., 2000) , and randomised network coding is regarded as a suitable implementation in practical networks because it can be completely decentralised, it does not depend on the topology and furthermore it is very simple to implement. The result is a very simple algorithm, with minimum computational and storage requirements, that provides the same benefits as a disjoint multipath but with less construction and maintenance cost.
Network coding has been used successfully in wireless multipath networks to improve reliability and robustness (Cai and Yeung, 2002; Chou et al., 2002; Ho et al., 2003; Sander et al., 2003; Ho et al., 2004; Zhu et al., 2004; Popa et al., 2006) , even for TCP flows (Radunovic et al., 2008; Sundararajan et al., 2009 ). In particular, MC2 (Gkantsidis et al., 2007) , MORE (Chachulski et al., 2007) or the multi-flow COPE (Katti et al., 2006 ) make use of network coding techniques increase throughput and to provide reliability for unicast sessions. However, these randomised network coding do not deal with the problem of the topology construction, and assume that the multipath topology has already been established, and that no explicit communication is needed with the network coding plane. Then, they simply forward the random combination of the input packets through all the output links of a given node, which is obviously inefficient.
The contributions of this paper are twofold. First we show that by using network coding in simple braided-based mesh schemes, we are able to retain most of the robustness to failure of the mesh topologies with the capacity-achieving network coding, resulting in a vastly increased energy efficiency. While we use directed diffusion, which is tailored towards sensor networks, the results are valid for any wireless scenario that uses a mesh-based routing protocol. Second, our algorithm permits the sources and destination to easily determine the equivalent number of disjoint paths, allowing an adaptive adjustment of the mesh construction algorithm. Network coding allows a natural use of braided edges to complement the capacity achieving scheme, providing robustness to the elimination of any redundant edge or any redundant node without the need of topology or path recalculation. Also, we provide an example of a routing plane that can effectively be used along a network coding scheme, a long 'left-for-future-work' aspect of network coding research. All these characteristics make the multipath topology construction at almost no extra cost, versatile and robust.
The remainder of this paper is organised as follows. In Section 2 we present a taxonomy of multipath data dissemination in wireless networks, and the diffusion algorithms in particular. In Section 3 we briefly introduce network coding and present our algorithms that combine network coding and directed diffusion. The performance of the algorithms is evaluated in Section 4 by using both MATLAB and realistic ns-2 simulations. Finally, Section 5 concludes the paper.
A taxonomy for multipath data dissemination in wireless networks
In order to better understand the cost/benefit tradeoffs of the different multipath dissemination schemes, and particularly in a wireless scenario, we present a novel taxonomy of multipath data dissemination in wireless networks. We differentiate three phases:
Route Discovery: Without loss of generality we assume that the destination periodically broadcasts its location at a very low rate, which is propagated hop by hop in the network. In the directed diffusion terminology this is referred as interest propagation (Ganesan et al., 2001; Culler et al., 2004) if first time received then 10:
Add u as an upstream neighbour to reach t. 11: else 12:
Ignore.
Topology Construction: There are two common designs for multipath networks:
• Disjoint Multipath: where constructed paths are node or link-disjoint with each other. Alternate paths are unaffected by failures on the other paths, but can potentially be less desirable (e.g. have longer latency) than the optimal path (Ganesan et al., 2001 ).
• Braided Mesh Multipath: The braided multipath schemes relax the requirement for node/link disjointedness, and alternate paths in a braid are partially disjoint from the primary path, not completely node-disjoint. We extend the directed diffusion protocol (Intanagonwiwat et al., 2003) to reinforce h ′ paths in the reinforcement phase (instead of just one), according to certain metric such as latency, hop count, throughput, etc. We denote h ′ as the diffusion parameter. Note that the braided topology resulting from reinforcing h ′ paths will contain, at most, h ′ link disjoint paths, i.e. there is no guarantee that there would be exactly h ′ . Algorithm 2 shows the construction of the braided mesh.
Algorithm 2
Braided mesh multipath 1: for i = 1 to h′, the source s do 2:
Broadcast CreateMesh to the next preferred neighbour.
3:
for any node u ≠ s do 4:
if CreateMesh is received from node v. then 5:
Add node v as downstream neighbour of the mesh.
6:
if First time CreateMesh is received then 7:
for i = 1 to h′ do 8:
As an example, Figure 1 (a) shows a scenario in which a one-path (h ′ = 1) directed diffusion is used from a source to a destination in a wireless sensor field with 500 nodes. Figures 1(b) and 1(c) show the resulting topology when h ′ = 2 and h ′ = 3 respectively. This kind of mesh multipath construction usually results in robust multipath delivery, and empirically adapt to a small subset of network paths, achieving significant energy savings when intermediate nodes aggregate responses to queries. However, because diffusion mechanisms do not have control over the number of disjoints paths in the diffusion topology, they usually exploit the multipath delivery by sending the same information to all its neighbours.
Data Dissemination: Data dissemination refers to the policy of using the multiple paths already constructed. In multipath routing schemes such as given by De et al. (2003) , the algorithm maintains multiple paths (disjoint or braided) to be used upon failure of the primary path, but in general, if the source has k paths available for transmission, it could make use of all of them to disseminate its data. Once the multipath is constructed, the data packets can be forwarded to the destination along the multipath topology, using either Packet Replication (PR) or Packet Interleaving (PI). In PR, a packet from a source is copied along all possible paths to its destination. Due to the wireless broadcast nature, this only requires one transmission. To reduce power consumption due to transmission of multiple copies of the same packet, a node will only forward one correct copy of the packet. On the other hand, in PI, each packet is forwarded through one of the routes only, in turn, using a round-robin approach. Note that while the signal transmitted by a node is generally broadcasted to all its neighbours, only one of them will forward it. While this may appear as a waste in a broadcast medium, the fact is that it can increase the throughput if the different paths do not contend with each other, allowing parallel transmissions that can not occur in single paths due to inter-path contention (Li and Li, 2006) . (c) using h′ = 3.
In the rest of the paper we will consider the following five combinations: link disjoint with PR (LDPR), link disjoint with PI (LDPI), their node disjoint counterparts (NDPR and NDPI), and finally the directed diffusion mesh with PR (DDPR). The single path (unicast) topology will serve as a baseline benchmark for comparison.
Qualitative comparison
In terms of energy and number of transmissions, the cost of disjoint paths is less than that of the braided scheme, simply because the number of links/nodes that it traverses is lower. In terms of resilience, disjoint paths give us redundance in the PR case, any number of nodes can fail as long as one path is not broken. In the PI case, the failure of a single node results in the failure of the path it belongs to. By contrast, in braided multipath (DDPR), the various alternative paths are not independent, and a combination of failures could sever all alternative paths. However, the number of distinct alternative paths through a braid is significantly higher than the number of nodes in its primary path. This contributes to the greater resilience of the braid. Overall, the schemes that provide more throughput and energy efficiency are those with less replication, such as NDPI. This efficiency comes at the cost of very low resilience. The DDPR scheme, on the other side of the spectrum, is very resilient, but has the lowest energy efficiency.
The above qualitative understanding, however, does not give us any insight into several important questions: what is the energy efficiency of the schemes in real scenarios (with node and link errors), and different node densities? It is clear that energy efficiency determines the life expectancy of a sensor network, so we expect to obtain the best efficiency under a certain required resilience. But, how well the different schemes tradeoff energy efficiency and resilience? How resilient is each of the schemes for a given node/link error probability? And finally, can we do better and aim for high resilience and efficient usage of the resources? In the next section we describe our highly efficient and robust multipath data dissemination scheme, combining network coding and braided mesh multipath.
Proposed scheme: directed diffusion and network coding
In their seminal work, Ahlswede et al. (2000) showed that the capacity of the network can be achieved by encoding the data received in the intermediate nodes. In such network coding approach, nodes are allowed to perform coding operations on the received data instead of the simple storeand-forward operation in the standard routing schemes. When the topology and other network parameters such as number of senders, receivers and the min-cut from each sender to each receiver are known, a solution to any solvable network coding problem can be found. Existing approaches such as by Sanders et al. (2003) , Jaggi et al. (2003) , Fragouli and Soljanin (2004) are often based on the acquisition of h disjoint paths from senders to receivers, or, at least, the previous knowledge of the min-cut from the sources to each of the receivers. In the general case, however, this is not possible.
To address this problem, Ho et al. (2003) introduced a randomised approach to network coding, in which nodes independently and randomly select linear mappings from its input edges to its output edges over some field. The algorithm is simple: each node will forward in its output edges a random linear combination of the symbols received on the input edges. Randomised network coding is regarded as a suitable implementation in practical networks because it can be completely decentralised, it does not depend on the topology and furthermore it is very simple to implement.
However, the application of randomised network coding to a wireless network has two main problems: first, if the maximum rate C G (s, t) between the sender s and the receiver t is not known, the sender may send at a rate above the capacity, in which case the receiver may not be able to decode all the information sent by the source; or the source may send at a rate below capacity, wasting resources. Second, same as the existing algorithms in the literature, because the route to the destination is not known, existing randomised network coding forwards the random combination of the input symbols through all the output links of a given node. In a dense network this implies using many nodes that are not interested in the information, with the consequent power waste.
Preliminaries
We model a wireless network as a collection of homogeneous wireless nodes deployed within a two-dimensional area. Each node is equipped with an omnidirectional antenna, where both the transmission range and the interference range are the same (Li and Li, 2006) . More precisely, the communication network consists of a number of links that interconnect some nodes, and it can be represented as a directed graph G = (V, E) where E is the set of edges and V is the set of vertices or nodes. We represent an edge with the pair e = (u, v), with u ≠ v, and we say that the edge is directed, i.e. it transmits information from its tail u to its head v (all the edges in our scenario are directed, so we use the term 'edge' and 'directed edge' interchangeably). The tail and head of an edge e = (u, v) are denoted by tail(e) = u and head(e) = v respectively. Node u can send information through the edge (u, v) at a rate of at most C bits per time unit. Note that in the wireless medium if a node u transmits, all its neighbours, i.e. all the nodes i for which exist an edge (u, i), receive the same information.
We define the input-set Γ I (u) and the output-set Γ O (u) of a node u as the set of edges that terminates and originates from that node, respectively, i.e. Γ I (u) = {e ∈ E | head(e) = u} and Γ O (u) = {e ∈ E | tail(e) = u}. We also define in-degree δ I (u) and out-degree δ O (u) as the cardinalities of the input and output sets, respectively, i.e. δ I (u) = |Γ I (u)| and
A path from node u to node v is a sequence of edges (u,w 1 ),(w 1 ,w 2 ) … (w n ,v) in G. A cycle is a path from one node to itself. We say two paths from u to v are link-disjoint if the paths do not have any common edge, and nodedisjoint if they do not share any common node. We define the capacity C G (s,T) of the network G from s ∈ V to T ⊆ V as the maximum rate that information can be transmitted from a source s to a set of receivers T.
We consider that nodes cannot transmit and receive at the same time, i.e. a transmission is lost if the receiver of the transmission is in turn transmitting at the same time. Also one transmission interferes with another transmission if the destinations of both transmissions are within the transmission range of the other.
Consider an acyclic graph G = (V, E) in which a source node s ∈ V has a multicast session with a set T ⊆ E of receivers, and assume that C G (S,T) = h. We assume that edges have no delay without essential loss of generality and focus on one time slot, instead of discussing streams of data.
Denote y e as the symbol carried by edge e ∈ E. The source s can transmit as much as h symbols s 1 , s 2 ,…s h through its outgoing edges Γ O (S).
In linear network coding, the symbol on edge e is a linear combination of the symbols on the edges entering tail(e). For the edges connected to the source node s, the information carried on the outgoing edges is 
Since each y e is a linear combination of the source symbols, any destination t receiving h symbols with linearly independent global encoding vectors can recover the source symbols. A capacity-achieving linear network coding assignment is an assignment of local encoding operators { } , e e β ′ such that all destinations t ∈ T can recover all the source symbols.
Combining network coding with directed diffusion
In our proposed scenario a number of sources s i want to communicate with a destination t. In what follows we will show how each source s i can estimate its individual maxflow C G (s i ,t), and how they can use network coding to individually transmit their data point-to-point to the destination using energy-efficient multipath dissemination by combining directed diffusion and network coding. We use the convention that the edges are directed from source s to sink t, so that if e is an edge of a path from s to t, head(e) is closer to s and tail(e) is closer to t. Let us consider a simple situation with one sink t and only one source node s, with C G (s, t) = h and h is unknown.
The topology of the sub-graph constructed by the directed diffusion algorithm is not known, and hence the exact value of C G (s, t) is also unknown, so randomised network coding cannot be used directly. The reason is that the sender has no way to know the number of distinct symbols to send through the outgoing edges.
The following results will show that we can indeed use the network coding vectors to probe the network and estimate the value of C G (s, t) at the senders (Fragouli et al., 2006 
Proof: It follows from the fact that directed diffusion creates acyclic graphs, and by the use of sufficiently large alphabet size I with network coding to ensure decodability.
The above results indicate that the global coding vector assignment of a randomised network coding algorithm indeed serves the purpose of calculating the C G (s, t) at the receiver if every node always assigns unused linearly independent vectors to its outgoing edges. This result tells us that when a sender transmits at a rate above capacity, the receiver will receive information at the capacity rate. Or, in this case, if the sender assigns coding vectors to its outgoing edges such that the rank is greater than C G (s, t), the coding vectors received at the receiver will indeed have rank s, t) . Note that we are not sending data, but only disseminating coding vectors to probe the network. We can use the directed diffusion algorithm to take advantage of the interest propagation phase, in which the sink first broadcasts the interest to all the possible senders as follows:
Algorithm 3
Modified interest propagation phase 1: In the interest propagation phase the sink t assign g e,j = ∈ j ∀e ∈ E such that tail(e) = t, where ∈ j is the j-th unit vector over the δ O (s)-dimension vector space over the set of integers I . 2: For the rest of the nodes: forward a random linear combination of the incoming vectors through the links from where vectors where not received. 
Proof: By construction of the directed diffusion network, the sink starts forwarding interest messages through all its outgoing edges. Let G ′ be the network resulting from the interest propagation phase (i.e. from the sink to the sources). By Theorem 1 we have that the set of vectors g e received at the senders have rank C G′ (t, s) .
Consider the network G resulting from the senders reinforcing all the paths from where an interest message is received. By symmetry we have C G (s, t) = C G′ (t, s), which is exactly the rank that the sender receives in the initial interest propagation.
The previous theorem is an important result towards a distributed operation of the protocol. In the absence of any knowledge about the capacity of the graph, as it is in the case of a sensor network in which a variable diffusion algorithm such as Algorithm 3 is used, the sink can start assigning to its outgoing edges any linearly independent set of vectors of dimension h ′ , where h′ is the diffusion parameter h ′ ∈ {1,…, |Γ O (t)|}. After the initial interest propagation, all the senders s i will have the information C G (s i , t) simply by observing the rank of the vectors received. In fact, this is true for all the intermediate nodes.
The resulting algorithm proceeds as follows: the sink periodically propagates interest following Algorithm 3. Each of the sources then calculates their max-flow towards the sink by calculating the rank of the received coding vectors. Then each source independently starts a point-to-point transmission to the sink using randomised network coding through the resulting sub-graphs connecting them to the sink. A summary of the resulting algorithm is given in Algorithm 4.
Algorithm 4
Joint directed diffusion and network coding (DDNC) 1: Sink estimates an initial h′. 2: loop 3:
Sink refreshes interests as in Algorithm 3, reinforcing h′ paths.
4:
Sources calculate h = C G (s, t) from the rank of the coding vectors received from the sink. 5:
Sources start their independent point-to-point transmissions to the sink, using a randomized network code through all the paths from where they received a reinforcing message at a rate of h symbols per time unit.
Note that the above algorithm performs the PI technique described in Section 2 in the source, and coding with PR in the rest of the nodes in the directed diffusion multipath topology: the source first sends distinct data to all its neighbours, which then proceed to mix the data and send replicated packets (taking advantage of the broadcast medium) to the nodes downstream. We call our approach DDNC, as it is based in the directed diffusion and the network coding paradigms.
To illustrate the operation of the protocol, consider for example the scenario in , where GF(q) is a finite field. In the example, for illustration purposes we use the set of integers I . As the interest is propagated, each intermediate node will forward through the edges from which no interest is received a random linear combination of the vectors received from the sink. For example, node a receives the vector (0,1) and randomly generates (0,7) (a linear combination of (0,1)), broadcasting it to nodes s 1 and s 3 . Node c, on the other hand, receives the vectors {(0,3),(2,0)} and generates the vector (7,4) that is forwarded to node s 2 . Now observe the rank of the vectors received in every node corresponds to the min-cut to the sink: C G (s 1 ,t) = rank ({(0,7) , (0,3)}) = 1, C G (s 2 ,t) = rank ({(0,9),(7,4) ,(6,0)}) = 2, and C G (s 3 , t) = rank({(0,7)}) = 1. Note that the three senders receive a set of vectors whose rank correspond to the min-cut of the resulting network after all the paths are reinforced, knowing the number of symbols they can transmit at any time slot.
In the next phase of the directed diffusion algorithm, the sources will reinforce the paths and use the regular randomised network coding algorithm, correctly using vectors from
. In the absence of knowledge about C G (s, t), if the source wants to achieve the full network capacity, it assigns a random code from To highlight the importance of the knowledge of C G (s, t) when using random network coding, consider the same scenario such as Figure 2 in which only node s 2 is transmitting, and assume source s 2 does not know C G (s 2 , t) [Figure 3(a) ]. In that case, to fully utilise the network capacity, s 2 sends three symbols through its outgoing edges x 1 , x 2 , x 3 . The sink would not be able to decode the symbols without other information. Figure 3(b) shows the case in which s 2 knows C G (s 2 , t) = 2, and assigns to its outgoing edges linearly independent vectors in GF(q) 2 , sending the following information through its outgoing edges: 
Discussion
The above algorithm provides a way of probing the network by reinforcing h ′ paths in an adaptive manner. Upon receiving of the interest vectors, the sender will have the exact knowledge of the equivalent disjoint paths to the sink, and may decide to reinforce more or less paths, knowing at each moment how many symbols it can transmit at a given time by inspecting the rank of the received coding vectors. This is a nice addition to the directed diffusion algorithm, where the number of equivalent link disjoint paths is not known.
The 'soft state' nature of the directed diffusion algorithm, in which the interest messages are propagated periodically, allows the adaptation to changing conditions in the network. If the topology changes due to nodes disconnecting from the network, the capacity calculation will eventually be updated upon the next propagation phase. Note, however, that our algorithm does not provide errorless communications. In the example of Figure 3(b) , if the transmission from node a or node b to the sink fails, the data would be lost. The applications can implement different error correction schemes on top of our multipath data dissemination scheme such as source coding (e.g. rateless coding; Lun et al., 2004) , forward error correction or retransmissions (ARQ).
To get an insight on how the different values of h ′ relate to the actual number of equivalent k disjoint paths of the topology, we use an ad-hoc event-based simulator developed in MATLAB. Sensors are uniformly distributed in the field and neighbours are distance based. The results are averaged over 1000 runs of the experiment. Figure 4(a) shows the equivalent number of disjoint paths of the network for different h ′ values. Note that as the network grows the path diversity allows the algorithm to get closer and closer to h′. Figure 4(b) shows how the maxflow of the network changes with the diffusion parameter h′. Note that as h′ grows, the maxflow of the network gets saturated to the real capacity of the whole sensor field (an average of 4.2 in our experiments when all nodes are used). Note that the maxflow follows h′, so the source has deterministic control over the capacity, i.e. it can change h′ according to the importance of the data and the communication requirements.
It is important to note that adjusting h′ requires minimum changes to the existing diffusion protocols. The benefit over a protocol that tries to achieve a capacity of h′ by calculating h′ disjoint paths is obvious. Such adaptive change in capacity allows the sink to control the sensor network delivery as in the case of event-driven data-centric protocols, in which sinks determine the communication requirement. The specifics of how this adaptation can be performed are, however, left for future research.
Simulation results

Simulation parameters:
We performed the simulations in the ns-2 simulator version 2.27 (McCanne and Floyd, 2009 ). We modified the diffusion3 implementation to include the possibility of multiple path selection and we developed the randomised network coding application for code assignment, including the overhead of adding the local coding vectors in the packets. The MAC used was IEEE 802.11 available in ns-2. Nodes are uniformly distributed in the space. We constructed the basic topology based on distance, i.e. each node sees a neighbour if it falls within its transmission radius. Neighbours are ordered by the time the reinforcements were heard first, resulting in selecting first neighbours in the lowest latency path. Unless otherwise specified, the parameter values considered in the simulations are as follows: number of nodes is 200, uniformly distributed over a 100 m × 100 m space; the range of the circular coverage of each node is 15 m; packet size is 512 bytes; number of packets per session is 10,000.
Since the end-to-end distance and the multipath formation is random in each simulation, sufficient number of sessions are simulated to achieve results within a 95% confidence interval. We denote k as the number of disjoint paths used by the multipath disjoint protocols, and h′ is the diffusion parameter of our algorithm.
Performance metrics: In order to evaluate the different diffusion schemes, we consider two metrics: resilience, as the probability that the data sent by the source will reach the destination; and energy efficiency, defined as the total number of transmissions required to deliver one data packet to the destination. For a fair comparison, we normalise the energy consumed by the throughput obtained by the scheme. This would indicate if the routing algorithm is energy efficient.
Topology maintenance and recovery:
In multipath schemes, in addition to the low rate flooding by the sink in order to establish the interest gradients, the source periodically floods low-rate data over all paths in order to keep them alive. This combination of path discovery/path refresh permits a fast recovery from topology changes. Clearly, the frequency of these refresh messages determines how quickly the topology recovers from failures. However, this latency of recovery is not the focus of this paper. For a good study on the latency tradeoff the reader is referred to previous work in De et al. (2003) and Ganesan et al. (2001) . Rather, we are interested in knowing the tradeoff between energy consumption per data unit and the likelihood of multipath failure.
Error model: We consider two kinds of errors: node errors and link errors. Node errors capture the probability that a node disappears from the topology. Link error represents the probability that a neighbour does not decode the data received due to impairments in the radio transmission.
Performance in error-free scenario
First we look at the performance of the different multipath scenarios in an error-free network. The idea is to gain some insight on the characteristics of each scheme and how they relate to each other. Figure 5 (a) and 5(b) show the total throughput and the total number of transmissions per packet in a 200-node network, when no nodes fail and when no link errors occur. As expected, the PI schemes obtain a much higher throughput and are much more energy efficient than their PR counterparts, because when PR is used, much more copies of the packets are broadcast into the network. Within the former, the node-disjoint scheme is more efficient than the link-disjoint one. With respect to the braided mesh topology, its energy efficiency and throughput are much lower, first because it is a PR scheme, and second because it significantly relaxes the disjointedness requirement.
The energy efficiency of our DDNC algorithm is remarkable, considering it is based on a braided mesh. The reason is that the simple network coding mixing guarantees that the underlying topology obtains the network capacity, all without requiring complex routing schemes to obtain the disjoint paths. As we will see in the next sections, even in the presence of errors, the DDNC retains most of the resilience of the DDPR scheme, while obtaining a higher throughput, resulting in a much more efficient scheme.
As we discussed in Section 2, the NDPI scheme is able to obtain more throughput than the unicast scheme when the number of disjoint paths is increased, as the probability of some of those paths not contending with each other increases as well. In the absence of errors, it seems clear that the most efficient scheme is either the unicast, or the NDPI, as long as either a clever construction of the disjoint paths is provided, or k increases beyond certain critical point which is node-density dependent. Interestingly the energy efficiency of the DDPR topology increases as the error probability becomes higher. This is the result of the transmission errors causing less copies of the packets dispersed through the network. As a result, the topology becomes closer to a link-disjoint topology, in which most of the links carry useful data. Obviously, the reliability of DDPR also falls accordingly. In terms of throughput, the PI schemes start with the highest throughput, and fall rapidly in the presence of errors, followed by the PR schemes. Our DDNC scheme maintains the throughput because it is able to use redundant nodes with useful data up to the point in which not all the packets can be decoded. Finally the DDPR scheme is the only one achieving throughput at very high error levels. In fact, the throughput increases slightly as some or the redundant packets are not injected in the network, and hence do not produce further contention. In the presence of node errors, our DDNC obtains an energy efficiency very close to the disjoint PI schemes but at a much higher resilience. Our DDNC scheme obtains a resilience very close to that of the DDPR scheme [ Figure 6 (c)], and its superior energy efficiency makes it preferable for any node error probability above 5%. For very low error probabilities, the PI disjoint schemes are preferred over the rest, due to their high energy efficiency.
Performance in the presence of node errors
The above results show that our DDNC scheme retains most of the resilience of the braided topologies, while taking advantage of the high throughput of the randomised network coding. Also, the coding easily adapts to the changing conditions of the network, being able to maintain a high equivalent number of disjoint paths after the elimination of any redundant nodes. This allows the DDNC scheme to maintain a very high energy efficiency, as most of the transmissions carry useful data.
Effect of node density
Figures 7(a) and 7(b) show the throughput and the energy efficiency respectively for a network with a much less density of nodes (60), as the error node probability increases. We can see that the relative performance of the different schemes remains the same as in the higher density network. However, the reduced number of available neighbours makes all the schemes to be closer in terms of energy efficiency. Our DDNC scheme stills outperforms the other schemes, but with less margin.
Performance in the presence of link errors
Figures 8(a) and 8(b) show the energy efficiency and resilience respectively for the same network as before, but when transmission errors occur. The results are similar to the case of node error with some notable exceptions: first, the performance penalty is lower than the node error scenario. The reason is that a link error has less effect in the topology than a node error (that might potentially contains several links). This makes the braided-based topologies to perform better, as they contain more redundant links than the disjoint topologies. In fact, when the link error probability is extremely high (>50%), the DDPR scheme is the only one obtaining a reasonable reliability, and hence a higher energy efficiency. Note, however, that this scenario does not include any error correction capabilities or retranmissions. In practical situations, even in the case of sensor networks, the link error probabilities are lower, making our DDNC scheme extremely efficient to implement data dissemination without the need of implementing ARQ schemes.
Effect of k
Figures 9(a) and 9(b) show the energy efficiency and the reliability for a network of 200 nodes when the link error probability is 30%. We allow different values of k to identify the optimal operating point of each algorithm. This is of importance for the protocols based on the directed diffusion paradigm, as they do not have h′ disjoint paths guaranteed. The result shows an important result: the very high energy efficiency of DDNC and its stability as h′ increases, suggesting that the value of h′ can be increased in order to obtain a similar reliability as the DDPR mechanism, and still maintain a better energy efficiency than DDPR. As we commented in Section 3.3, our scheme allows the sink to communicate the source to reinforce more paths in order to increase reliability. Then, as the optimal number of disjoint paths is reached, the DDNC scheme has the best energy efficiency of all the methods. 
Conclusions
In this paper we have proposed the use of network coding to construct capacity-achieving communications in a loosely controlled multipath topologies. We have presented a simple network code that can be used even when the network topology is unknown. Our practical scheme achieves an adaptive equivalent solution to the construction of disjoint multipath routes from a source to a destination by the combination of low cost mesh-topology construction, such as those obtained by diffusion algorithms, and the capacityachieving linear network coding. We have implemented our proposed algorithm in MATLAB and in the ns-2 simulator and have shown that it outperforms existing methods. We have shown that our solution has superior energy efficiency than existing approaches, retaining most of the resilience of the multipath directed diffusion schemes. Moreover, it allows a flexible adaptation to the changing conditions of the network, providing robustness to the elimination of any redundant edge or any redundant node without the need of topology or path recalculation, making it low cost, versatile (it can be used by the sinks to increase or decrease reliability on demand), and robust.
