Abstract: Target detection from hyperspectral images is an important problem but encounters a critical challenge of simultaneously reducing spectral redundancy and preserving the discriminative information. Recently, the joint sparse representation and multi-task learning (JSR-MTL) approach was proposed to address the challenge. However, it does not fully explore the prior class label information of the training samples and the difference between the target dictionary and background dictionary when constructing the model. Besides, there may exist estimation bias for the unknown coefficient matrix with the use of 1 / 2 minimization which is usually inconsistent in variable selection. To address these problems, this paper proposes an adaptive joint sparse representation and multi-task learning detector with locality information (JSRMTL-ALI). The proposed method has the following capabilities: (1) it takes full advantage of the prior class label information to construct an adaptive joint sparse representation and multi-task learning model; (2) it explores the great difference between the target dictionary and background dictionary with different regularization strategies in order to better encode the task relatedness; (3) it applies locality information by imposing an iterative weight on the coefficient matrix in order to reduce the estimation bias. Extensive experiments were carried out on three hyperspectral images, and it was found that JSRMTL-ALI generally shows a better detection performance than the other target detection methods.
Introduction
Target detection is essentially a binary classification problem, which aims to separate specific target pixels from various backgrounds with prior knowledge of the targets [1, 2] . With the characteristic of high spectral resolution [3] , hyperspectral images (HSIs) with hundreds or even thousands of spectral bands can distinguish subtle spectral differences, even between very similar materials, providing a unique advantage for target detection [4, 5] . Target detection has therefore attracted much attention in many HSI applications, and it has been successfully used in real-world applications such as detecting rare minerals in geology, oil pollution in environmental research, landmines in the public safety and defense domain, and man-made objects in reconnaissance and surveillance applications [6] [7] [8] [9] .
The current target detection methods mainly utilize the detailed spectral information from the HSI data and use different techniques to distinguish the targets and the background, such as the statistical hypothesis testing theory [10] [11] [12] , filtering or projection technique [13] [14] [15] , and sparse representation technique [16] [17] [18] [19] . These existing target detection methods, using a uniform vector of test pixel's spectrum as input, usually employ all the original bands to both construct the model and perform the detection. In other words, these methods fully and uniformly utilize the discriminative information within all single-band images, without considering the inherent similarity between the adjacent single-band images of HSI. In fact, the spectral resolution of HSIs is so high that the adjacent single-band images present a great spectral similarity or redundancy, and this spectral redundancy provides an obstacle for effective target detection. Many methods via dimension reduction for hyperspectral target detection have been proposed in order to relieve this problem [20] [21] [22] [23] [24] . However, none of them can guarantee that all the valuable discriminative spectral information underlying the HSI data is preserved, since the HSI data dimension is greatly reduced after the dimension reduction process. To summarize, there exists a dilemma to simultaneously reduce spectral redundancy and preserve discriminative information for Hyperspectral target detection.
In recent years, the multi-task learning (MTL) technique has attracted much interest [25] [26] [27] [28] and has been employed to address the above dilemma for hyperspectral target detection in [29] , labeled as the joint sparse representation and multi-task learning (JSR-MTL) approach. The approach explores the spectral similarity between the adjacent single-band images to construct multiple sub-HSIs with a band cross-grouping strategy, which leads to multiple related detection tasks. The approach further explores the similarity between the sub-HSIs to analyze the latent sparse representation of each task. Then multiple sparse representation models via the union target and background dictionary are integrated via a unified multitask learning technique. In this way, the redundancy in each detection task can be effectively avoided; and the spectral information behind the high dimension original HSI dataset fully used, so that the discriminative information is not lost [29] .
However, there still exist several problems with the JSR-MTL approach. Firstly, it does not fully incorporate the class label (prior) information of the training samples, which only utilizes the class label information in post-processing when calculating the residuals for each class and ignores the class label information when constructing the sparse representation models. Secondly, it encourages shared sparsity among the columns of the coefficient matrix corresponding to the union dictionary, which lead to the same sparsity constraint among the tasks corresponding to both the target dictionary and background dictionary. However, as the size and the spectral variability of the target dictionary are much different from the background dictionary, it is therefore not appropriate to impose the same sparsity constraint for both the coefficient matrices corresponding to the target dictionary and background dictionary. Finally, it does not take the locality information between the test pixel and all the neighboring background training samples into consideration, which may make a contribution for better signal reconstruction, due to the fact that the samples similar to the test pixel are more likely to be selected for signal reconstruction.
To address the above problems, this paper proposes an adaptive joint sparse representation and multi-task learning detector with locality information (JSRMTL-ALI). The proposed method explores the prior class label information of the training samples to construct two joint sparse representation and multi-task learning models, where the test pixel is separately modeled via the target dictionary or background dictionary. Considering also the great difference between the target dictionary and background dictionary, different regularization strategies encoding the task relatedness are employed for the two joint sparse representation and multi-task learning models based on the target dictionary or background dictionary. Besides, a locality information descriptor is introduced to indicate the difference between the central test pixel and the neighboring background training samples. Additionally, inspired by the idea that the coefficient matrix may have estimation bias in [30, 31] , since the 1 / 2 minimization used in the regularization strategy is usually inconsistent in variable selection, a locality information descriptor-based weight is employed to iteratively constrain the regularization term to reduce the estimation bias.
variable selection, a locality information descriptor-based weight is employed to iteratively constrain the regularization term to reduce the estimation bias.
The rest of this paper is organized as follows. Section 2 briefly introduces the original JSR-MTL method. The proposed JSRMTL-ALI method is then presented in Section 3. The experimental results of the proposed method with several HSIs are presented in Section 4. Finally, the discussion and conclusions are drawn in Sections 5 and 6.
Brief Introduction to the JSR-MTL Method
For the hyperspectral imagery (HSI), as discussed in [29] , the adjacent single band images are similar to each other and MTL technology is introduced to utilize the spectral similarity for hyperspectral target detection.
The MTL methodology was proposed by Caruana [28] . It is an inductive transfer method that uses the domain-specific information contained in the training signals of related tasks, which can guarantee that the related tasks can learn from each other and make the inductive transfer method work. There are two key techniques of MTL. One is the construction of multiple tasks with commonality. The other key technique is the relevance analysis of multiple tasks. The multiple tasks can be constructed in various ways, which may depend on the specific application [25, 26] . Tasks can be related in various ways. There are two commonly used approaches: (1) tasks may be related by assuming that all the learned functions are close to each other in some norm, such as the linear regression function [25] ; and (2) tasks may also be related in that they all share a common underlying representation [32] , such as sparsity, a manifold constraint, or a graphical model structure.
In JSR-MTL [29] , multiple related detection tasks are constructed through band cross-grouping strategy. In accordance with the band order of the original HSI, the multiple adjacent single-band images are cross-grouped into different groups. Each group then forms a sub-HSI, as shown in Figure  1 . Based on the spectral similarity between the adjacent single-band images, multiple sub-HSIs from the original HSI are related with each other. Therefore, these multiple related sub-HSIs naturally correspond to multiple related detection tasks [29] . For the relevance analysis of the multiple tasks, the spectral similarity of the multiple sub-HSIs naturally guarantees the relevance of the multiple detection tasks. Therefore the multiple detection tasks are likely to share a common sparse representation [29] , which has shown effectiveness in hyperspectral target detection [16] [17] [18] [19] .
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represents the partial test pixel in each sub-HSI. For the relevance analysis of the multiple tasks, the spectral similarity of the multiple sub-HSIs naturally guarantees the relevance of the multiple detection tasks. Therefore the multiple detection tasks are likely to share a common sparse representation [29] , which has shown effectiveness in hyperspectral target detection [16] [17] [18] [19] .
Considering hyperspectral data X ∈ R h×w×B with training samples D = D t , D b , where D t is the target dictionary generated via the target training samples {d i t } N t i=1 ∈ R B , and D b is the background dictionary generated via the background training samples {d
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For the k-th sub-HSI, the partial test pixel x k K k=1 ∈ R B k can be modeled to lie in the union of the background and target subspaces respectively spanned by the background training samples
and the target training samples {d
. Therefore, x k can be represented by a sparse linear combination of the training samples
where ς k is the random noise. D kb and D kt are the B k × N b background sub-dictionary and B k × N t target sub-dictionary, respectively. w k ∈ R N b +N t is a concatenation of w kb and w kt , which are the coefficient sub-vectors over the k-th sub-dictionary D kb and D kt .
Since the K groups of partial test pixels are highly related to each other, the sparse representation for a single-task case can be generalized to a multiple-task case. Thus, for the multiple detection tasks, the original pixel x ∈ R B decomposed into K sub-vectors can be represented as
These can be incorporated into the joint sparse representation and multi-task learning model
where W ∈ R (N b +N t )×K is the coefficient matrix formed by stacking the vectors w k ∈ R N b +N t . ρ is the regularization parameter to trade off the data fidelity term and the regularization term, which penalizes the 2,1 -norm of the coefficient matrix W. The 2,1 -norm of W is obtained by first computing the 2 -norm of the rows {w i }
(across the tasks) of the matrix W, and then computing the 1 -norm of the vector
T . This norm encourages the sparsity of each column of the matrix W, and simultaneously encourages shared sparsity among the columns of the matrix W.
Adaptive JSR-MTL with Locality Information Detector

Adaptive JSR-MTL Model
Some sparse representation classifiers employ the sparsity within a class for the classification, and show that a few background samples are adequate to reconstruct a test background sample in HSI [18] . ∈ R B k as follows:
where ς kb is the random noise. D kb is the B k × N b background sub-dictionary. w kb ∈ R N b is the coefficient sub-vector over the sub-dictionary D kb . For the multiple detection tasks, the original background pixel x ∈ R B decomposed into K sub-vectors can be represented as
These models can be incorporated into the following joint sparse representation and multi-task learning model
where W b ∈ R N b ×K is the matrix formed by stacking the vectors w kb ∈ R N b . Ω(W b ) is the regularization term to further encode the task relatedness. ρ b is the regularization parameter to trade off the data fidelity term and the regularization term. Similarly, a target pixel x ∈ R B decomposed into K sub-vectors can be represented as
where ς kt is the random noise. D kt is the B k × N t target sub-dictionary. w kt ∈ R N t is the coefficient sub-vector over the k-th sub-dictionary D kt . These models can also be incorporated into the following joint sparse representation and multi-task learning model
where W t ∈ R N t ×K is the matrix formed by stacking the vectors w kt ∈ R N t .
In the detection problems, we are given a set of training samples with corresponding labels. The above two JSR-MTL models in Equations (8) and (10) make the assumption that a test sample should be represented by atoms from the same classes that the test sample belongs to, which means that the test sample is modeled separately for target and background pixel. Therefore, the above two JSR-MTL models in Equations (8) and (10) are more complete and realistic than the basic JSR-MTL model in [29] . In the above two JSR-MTL models in Equations (8) and (10), the test samples are modeled separately with more reasonable dictionaries, with only the background training samples for the null hypothesis, and the target training samples for the alternative hypothesis. In the case of the basic JSR-MTL model in [29] , either the target test samples or the background test samples are represented by both the background and target training samples. In other words, the basic JSR-MTL model in [29] does not fully incorporate the class label (prior) information of the data set; it only utilizes the class label (background and target) information in post-processing when calculating the residuals for each class and ignores it when constructing models and calculating sub-vectors.
What is more, as noted, the regularization terms Ω(W) in Equations (8) and (10) are employed to further encode the task relatedness for the background pixel and target pixel, respectively. It can be seen that different assumptions on the task relatedness lead to different regularization terms. Whether the same regularization terms should be used for both the target and background pixel is an interesting problem, which needs further discussion. As we know, in the basic JSR-MTL model [29] , multiple partial test pixels x k in each sub-HSI are sparsely represented via the union target and background dictionary
, and the 2,1 -norm of W encourages shared sparsity among the columns of the matrix Wwhich is formed by stacking the vectors w k ∈ R N b +N t . This will lead to the same sparsity constraint among the columns of the matrix W b and W t corresponding to the target dictionary and background dictionary. This is inappropriate when considering the construction of target and background dictionary. In target detection applications, the number of target pixels is usually small. The target dictionary is therefore constructed from some of the target pixels in the global image scene [17, 18] . The background dictionary is generated locally for each test pixel through a dual concentric window which separates the local area around each pixel into two regions, a small inner window region (IWR) centered within a larger outer window region (OWR), which can better represent and capture the spectral signature of the test sample [17, 18] . The background dictionary consists of many locally neighboring background training samples whose spectra are likely to be similar to each other. Thus, for the background pixel, multiple columns of the coefficient matrix W b corresponding to multiple background sub-dictionaries are likely to share consistent sparsity among different tasks. However, the case for the target pixel is much different from the background pixel. The size of the target dictionary is smaller than the background dictionary, and the target training samples selected from the whole image are likely to show spectral variability [11] . Therefore it is inappropriate to assume consistent sparsity among multiple columns of the coefficient matrix W t corresponding to multiple target sub-dictionaries. In brief, different regularization terms should be used for the target pixel and background pixel.
For the background pixel in (8), the 2,1 -norm can be enforced to the matrix W b as is done in [29] . For the target pixel in Equation (10), the 1 -norm is applied for the matrix W t , which is obtained by the sum of absolute values in the matrix. The difference between 1 -norm and 2,1 -norm of the matrix W is that, 1 -norm imposes element wise sparsity and does not require consistent feature selection among columns (tasks), while 2,1 -norm by grouping rows together can achieve consistent sparsity among different columns (tasks).
Therefore, Equations (8) and (10) can be rewritten as the following adaptive JSR-MTL model, which can be labeled as the JSRMTL-A model:
Locality Information Descriptor-Based Weight
The background dictionary is further discussed in this section. It can be seen from Equation (11) that, all the training samples (atoms) in the background dictionary are treated equally for signal representation, which ignores locality information, such as differences between the neighboring pixels and the central test pixel. However, some surrounding pixels may be quite similar to the center pixel and are likely to be selected for signal representation; some are quite different from the center pixel, such as the pixel which has a different kind of material from the central pixel, which should be limited or even prohibited for signal representation. The differences between the test pixel and the target atoms are not discussed here due to the small size of the target atoms and the global target atoms selection method.
To preserve the locality difference between the central test pixel and the neighboring background atoms, a distance based locality information descriptor is introduced, which can be expressed as
where α k i is the sample-specific descriptor for training sample i(i = 1, 2, · · · , N b ) in the k-th background sub-dictionary D kb . It is clear that a smaller α k i indicates x k is more similar to the atom d kb i , and vice versa. Once the above descriptor is included, all the atoms in the background dictionary will be adaptively treated for signal representation via the 2,1 -norm. However, there may still exist estimation bias for the signal representation. As stated in [30, 31] the estimation bias can be large due to the fact that the 1 / 2 minimization is generally inconsistent in variable selection. Many efforts have been made to reduce the estimation bias, such as adaptive Lasso method [30] and the reweighted 1 minimization [31] . Inspired by the reweighted 1 minimization, a weight strategy on the 2,1 -based regularization term is introduced to reduce the estimation bias as follows.
where Ψ = Ψ k i is the weighting matrix, and Ψ k i is the weight for atom i(i = 1, 2, · · · , N b ) and column (task) k(k = 1, 2, · · · , K), denotes modifying the element in the coefficients matrix W b by iteratively multiplying a weight during the coefficient optimization.
In order to impose a relatively higher penalty for smaller coefficients and a lower penalty for larger coefficients, the weight can be computed as inversely proportional to the sparse coefficient
Combining the above locality information descriptor and weight strategy, we obtain the locality information descriptor-based weight defined as
Model Optimization
For the model optimization, we use the popular accelerated proximal gradient (APG) algorithm [33, 34] to efficiently solve the problem in Equations (12) and (14) . The APG algorithm alternately updates a matrix sequence W 
, which has a different format for (12) and (14) .
For (12), the matrix W t+1 can be updated as follows
where P Ω is the projection of a matrix onto an entry set, and Ω is the index of the entry set.
For (14), the matrix W t+1 can be updated as follows
where 
where the sequence τ t is conventionally set to τ t = 2(t − 1)/(1 +
, as applied in our implementation.
The optimization methods for the problem in Equations (12) and (14) can be summarized as Algorithms 1 and 2, respectively. Algorithm 1. The Coefficients over Target Dictionary Optimization Algorithm.
Step (1): Initialization: w Step (1): Initialization: w
Final Sketch of the JSRMTL-ALI Detector
Once given the recovery of the coefficient vectors w as follows.
where w kb and w kt are the subsets of the coefficient vector w k associated with the background and target. The output of the test pixel x is then calculated by
Finally, a visual illustration of the proposed LWAJSR-MTL algorithm for HSIs is shown in Figure 2 . Given a hyperspectral image, multiple sub-HSIs are extracted via the band cross-grouping strategy. Each pixel is represented by the multi-task sparse representation model via the target dictionary and background dictionary, respectively. The coefficient matrices corresponding to the target dictionary and dictionary are recovered via the Algorithms 1 and 2, respectively. Finally, the detection decision rules in favor of the target class or the background class with the lowest total reconstruction error difference accumulated over all the tasks. (22) Finally, a visual illustration of the proposed LWAJSR-MTL algorithm for HSIs is shown in Figure  2 . Given a hyperspectral image, multiple sub-HSIs are extracted via the band cross-grouping strategy.
We construct the multiple-signals for each pixel
with the local dual window, and multiple target dictionary
Each pixel is represented by the multi-task sparse representation model via the target dictionary and background dictionary, respectively. The coefficient matrices corresponding to the target dictionary and dictionary are recovered via the Algorithms 1 and 2, respectively. Finally, the detection decision rules in favor of the target class or the background class with the lowest total reconstruction error difference accumulated over all the tasks. 
Experiments and Analysis
Dataset Description
Three hyperspectral datasets were used in this study to evaluate the effectiveness of the proposed detector introduced in Section 3.
The first dataset was collected by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor from San Diego, CA, USA. The spatial resolution of this image is 3.5 m per pixel. The image has 224 spectral channels in wavelengths ranging from 370 to 2510 nm. After removing the bands that correspond to the water absorption regions, low-SNR, and bad bands (1-6, 33-35, 97, 107-113, 153-166, and 221-224), 189 bands were retained in the experiments. An area of 100 × 100 pixels was used for the experiments. The image scene is shown in Figure 3a . There are three planes in the image, 
Experiments and Analysis
Dataset Description
The first dataset was collected by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor from San Diego, CA, USA. The spatial resolution of this image is 3.5 m per pixel. The image has 224 spectral channels in wavelengths ranging from 370 to 2510 nm. After removing the bands that correspond to the water absorption regions, low-SNR, and bad bands (1-6, 33-35, 97, 107-113, 153-166, and 221-224), 189 bands were retained in the experiments. An area of 100 × 100 pixels was used for the experiments. The image scene is shown in Figure 3a . There are three planes in the image, which consist of 58 pixels, as shown in Figure 3b . We selected one pixel from each plane as the target atoms, N t = 3.
The second dataset was gathered by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over the Indian Pines test site in Northwest Indiana and consists of 145 × 145 pixels and 224 spectral reflectance bands in the wavelength range 0.4-2.5 µm. The false color image of the Indian Pines image is shown in Figure 4a . We also reduced the number of bands to 200 by removing bands covering the regions of water absorption: 104-108, 150-163, and 220, as referred to in [35] . This image contains 16 ground-truth classes via a ground truth labels, and the stone-steel-towers was selected as the target of interest to be detected, which has 93 pixels, as shown in Figure 4b . We selected three pixels from the target as the target atoms, N t = 3.
The third data set was acquired by the Nuance Cri hyperspectral sensor. This sensor can acquire imagery with a spectral resolution of 10 nm. The image scene covers an area of 400 × 400 pixels, as shown in Figure 5a , with 46 spectral bands in wavelengths ranging from 650 to 1100 nm. There are ten rocks located in the grassy scene, which consist of 1254 pixels, as shown in Figure 5b . We selected one pixel from each rock as the target atoms, N t = 10.
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Evaluation of JSRMTL-ALI Model
Firstly, the effectiveness of the JSRMTL-ALI model was investigated and compared with the original JSR-MTL model in Equation (3) and the adaptive JSR-MTL (labeled as JSRMTL-A) model in Equations (11) and (12) . We took three detection tasks (K = 3) as an example, and the JSR-MTL with K = 1 which indicates the detection performance without the multi-task learning technique. For simplicity, all regularization parameters used in the four models are set with the same value (ρ = 0.1). The sizes of the OWR for the three datasets were respectively set as 17 × 17, 23 × 23, and 23 × 23. The sizes of the IWR are related to the size of the target, and were set as 7 × 7, 15 × 15, and 15 × 15 for the AVIRIS, Indian, and Cri datasets, respectively. The numbers of the background training samples for the three datasets were therefore N b = 240, N b = 304, and N b = 304, respectively. The detection performance for the four models with three datasets are provided by the area under the receiver operation characteristics (ROC) curves, as shown in Figure 6 .
For the AVIRIS dataset, as shown Figure 6a , the ROC curve of JSRMTL-ALI is not above that of JSRMTL-A, however, it is above that of JSR-MTL with K = 3 and K = 1. For the Indian dataset, as shown in Figure 6b , the ROC curve of JSRMTL-ALI is always above those of the other models, and the ROC curve of JSRMTL-A is always above that of JSR-MTL with K = 3 and K = 1. For the Cri dataset, as shown Figure 6c , the ROC curve of JSRMTL-ALI is successively above that of JSRMTL-A, JSR-MTL with K = 1, and JSR-MTL with K = 3.
Overall, the results show that the performance of the JSR-MTL model is generally better than that without the multi-task learning technique, especially for the AVIRIS and Indian datasets. The JSRMTL-A model can also obtain a better detection performance compared to the JSR-MTL model for all three datasets, which shows the effectiveness of the adaptive JSR-MTL (JSRMTL-A) model. This result demonstrates that it is useful to explore the prior class label information of the training samples and the difference between the target dictionary and background dictionary for hyperspectral target detection. What is more, the JSRMTL-ALI model can further improve the detection performance of the JSRMTL-A model, especially for the Indian and Cri datasets. This result confirms that the locality information descriptor-based weight can improve the detection performance, which can remain as the locality information between the central test pixel and neighboring background training samples, and also reduce the estimation bias caused by the 1 / 2 minimization. In addition, we can further adjust the number of detection tasks, the regularization parameter, and the window size to obtain an even better performance.
Firstly, the effectiveness of the JSRMTL-ALI model was investigated and compared with the original JSR-MTL model in Equation (3) and the adaptive JSR-MTL (labeled as JSRMTL-A) model in Equations (11) and (12) . We took three detection tasks ( =3 K ) as an example, and the JSR-MTL with =1 K which indicates the detection performance without the multi-task learning technique. For simplicity, all regularization parameters used in the four models are set with the same value ( =0.1 ρ ).
The sizes of the OWR for the three datasets were respectively set as Overall, the results show that the performance of the JSR-MTL model is generally better than that without the multi-task learning technique, especially for the AVIRIS and Indian datasets. The JSRMTL-A model can also obtain a better detection performance compared to the JSR-MTL model for all three datasets, which shows the effectiveness of the adaptive JSR-MTL (JSRMTL-A) model. This result demonstrates that it is useful to explore the prior class label information of the training samples and the difference between the target dictionary and background dictionary for hyperspectral target detection. What is more, the JSRMTL-ALI model can further improve the detection performance of the JSRMTL-A model, especially for the Indian and Cri datasets. This result confirms that the locality information descriptor-based weight can improve the detection performance, which can remain as the locality information between the central test pixel and neighboring background training samples, and also reduce the estimation bias caused by the 1 2 /   minimization. In addition, we can further adjust the number of detection tasks, the regularization parameter, and the window size to obtain an even better performance. 
Parameter Analysis for the JSRMTL-ALI Algorithm
In this section, we examine the effect of the parameters on the detection performance of the JSRMTL-ALI algorithm with the three datasets. We fixed the other parameters and focused on one specific parameter at a time. There are three key parameters in the JSRMTL-ALI algorithm: the detection task number parameter K , the regularization parameter ρ , and the size of the dual window. As is done in [29] , the range of K was set as [ 
In this section, we examine the effect of the parameters on the detection performance of the JSRMTL-ALI algorithm with the three datasets. We fixed the other parameters and focused on one specific parameter at a time. There are three key parameters in the JSRMTL-ALI algorithm: the detection task number parameter K, the regularization parameter ρ, and the size of the dual window. As is done in [29] , the range of K was set as [1, 2, 3, 4, 5, 6, 7, 8, 9] and the range of ρ was set as [1, 0.5, 10−1, 10−2, 10−3, 10−4, 10−5]. For the size of the dual window, the size of the IWR is related to the size of the target. When the size of the IWR is set too large, the background training samples in the OWR will not effectively represent the local background characteristic. Thus, the sizes of the IWR were fixed as above-mentioned 7 × 7, 15 × 15, and 15 × 15 for the AVIRIS, Indian, and Cri datasets, respectively. The range of the size of the OWR for AVIRIS dataset was set as [17, 19, 21, 23, 25] , and it was set as [23, 25, 27, 29, 31] for the Indian and Cri datasets. The experimental results are provided through the AUC values, as shown in Figures 7-9 . The X-axes and the Y-axes respectively represent the value range of the corresponding parameter and the AUC values. For the AVIRIS dataset in Figure 7a , the AUC value of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases to 6. After that, the detection performance slowly decreases as K increases to 9. For the Indian dataset in Figure 7b , the AUC value generally improves as K increases to 6 and then decreases as K increases to 9. For the Cri dataset in Figure 7c , the AUC value improves as K increases to 3, gently decreases as K increases to 9. Based on these results, it can be generally concluded that the performance of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases and then begins to decrease after the maximum value. The reason for this may be as follows. As discussed in [29] , a large detection task number K results in too many detection tasks which leads to too many unknown coefficients; however, the rows of the dictionary for the multiple representation models will be significantly decreased. This can lead to a weakened estimation for the unknown coefficient matrix, which will affect the detection to the size of the target. When the size of the IWR is set too large, the background training samples in the OWR will not effectively represent the local background characteristic. Thus, the sizes of the IWR were fixed as above-mentioned 7 × 7, 15 × 15, and 15 × 15 for the AVIRIS, Indian, and Cri datasets, respectively. The range of the size of the OWR for AVIRIS dataset was set as [17, 19, 21, 23, 25] , and it was set as [23, 25, 27, 29, 31] For the AVIRIS dataset in Figure 7a , the AUC value of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases to 6. After that, the detection performance slowly decreases as K increases to 9. For the Indian dataset in Figure 7b , the AUC value generally improves as K increases to 6 and then decreases as K increases to 9. For the Cri dataset in Figure 7c , the AUC value improves as K increases to 3, gently decreases as K increases to 9. Based on these results, it can be generally concluded that the performance of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases and then begins to decrease after the maximum value. The reason for this may be as follows. As discussed in [29] , a large detection task number K results in too many detection tasks which leads to too many unknown coefficients; however, the rows of the dictionary for the multiple representation models will be significantly decreased. This can lead to a weakened estimation for the unknown coefficient matrix, which will affect the detection to the size of the target. When the size of the IWR is set too large, the background training samples in the OWR will not effectively represent the local background characteristic. Thus, the sizes of the IWR were fixed as above-mentioned 7 × 7, 15 × 15, and 15 × 15 for the AVIRIS, Indian, and Cri datasets, respectively. The range of the size of the OWR for AVIRIS dataset was set as [17, 19, 21, 23, 25] , and it was set as [23, 25, 27, 29, 31] For the AVIRIS dataset in Figure 7a , the AUC value of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases to 6. After that, the detection performance slowly decreases as K increases to 9. For the Indian dataset in Figure 7b , the AUC value generally improves as K increases to 6 and then decreases as K increases to 9. For the Cri dataset in Figure 7c , the AUC value improves as K increases to 3, gently decreases as K increases to 9. Based on these results, it can be generally concluded that the performance of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases and then begins to decrease after the maximum value. The reason for this may be as follows. As discussed in [29] , a large detection task number K results in too many detection tasks which leads to too many unknown coefficients; however, the rows of the dictionary for the multiple representation models will be significantly decreased. This can lead to a weakened estimation for the unknown coefficient matrix, which will affect the detection For the AVIRIS dataset in Figure 7a , the AUC value of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases to 6. After that, the detection performance slowly decreases as K increases to 9. For the Indian dataset in Figure 7b , the AUC value generally improves as K increases to 6 and then decreases as K increases to 9. For the Cri dataset in Figure 7c , the AUC value improves as K increases to 3, gently decreases as K increases to 9. Based on these results, it can be generally concluded that the performance of the JSRMTL-ALI algorithm improves as the detection task number parameter K increases and then begins to decrease after the maximum value. The reason for this may be as follows. As discussed in [29] , a large detection task number K results in too many detection tasks which leads to too many unknown coefficients; however, the rows of the dictionary for the multiple representation models will be significantly decreased. This can lead to a weakened estimation for the unknown coefficient matrix, which will affect the detection performance. Besides, the advantage of the multi-task learning technique for hyperspectral image lies in the fact that it can explore the relatedness within the corresponding single-band images in the same position in each sub-HIS. However, a large detection task number is highly likely to reduce the relatedness within multiple sub-HSIs, and the effectiveness of MTL will decrease in return.
For the AVIRIS dataset in Figure 8a , the AUC value of the JSRMTL-ALI algorithm improves when the regularization parameter ρ decreases from 1 to 10 −1 , and the AUC values gradually decrease as ρ decreases from 10 −2 to 10 −5 . For the Indian dataset in Figure 8b , the AUC value improves as ρ decreases from 1 to 10 −4 , and decreases as ρ decreases to 10 −5 . For the Cri dataset in Figure 8c , the AUC value improves as ρ decreases from 1 to 0.5, and generally decreases as ρ decreases to 10 −5 . Based on these results, it can be generally concluded that a too small or too large regularization parameter ρ can decrease the detection performance of JSRMTL-ALI. The reasons may be listed as follows. A too small regularization parameter makes the dominant part of Equations (11) and (14) become the first
2 , which will weaken the effect of the multiple detection task combination, and will affect the final detection performance of JSRMTL-ALI. A too large regularization parameter makes the dominant part of Equations (11) and (14) become the second term, which will weaken the effect of the data representation, and again affect the final detection performance of JSRMTL-ALI.
For the AVIRIS dataset in Figure 9a , the AUC value of the JSRMTL-ALI algorithm decreases as the size of the OWR increases to 23, and then slightly increases as the size of the OWR increases to 25. For the Indian dataset in Figure 9b , the AUC value improves as the size of the OWR increases to 31. For the Cri dataset in Figure 9c , the AUC value of the JSRMTL-ALI algorithm generally decreases as the size of the OWR increases to 31. Based on these results, it can be seen that the detection performance decreases as the size of Outer Window Region (OWR) increases for the AVIRIS dataset and Cri dataset, while the case is totally different for the Indian dataset. Although the regular patter of the size of the OWR for all datasets is not obvious; it can still generally be concluded that a too large or too small size of OWR can affect the detection performance of JSRMTL-ALI. The reason for this may be as follows. For a too large size of OWR, the background training samples in the OWR will not effectively represent the local background characteristic, which may include some other background materials. For a too small size of OWR, the background training samples in the OWR are not sufficient to represent the local background characteristic. Both cases will lead to a weakened detection performance. Therefore, it is not easy to select a proper value for the size of OWR in a practical application.
Detection Performance
In this section, the detection performance of the proposed JSRMTL-ALI algorithm was further analyzed and compared with traditional detectors of local adaptive coherence/cosine estimator (LACE), local constrained energy minimization (LCEM), reweighted adaptive coherence/cosine estimator (rACE) [10] , hierarchical constrained energy minimization (hCEM) [14] , STD [17] , RBBHD [18] , and JSR-MTL [29] . The parameters of the JSRMTL-ALI algorithm were set as the optimal parameter values for the three datasets. The detection task number parameter K was respectively set as 6, 6, and 3 for the three datasets. The regularization parameter ρ was respectively set as 10 −1 , 10 −4 , 0.5 for the three datasets. The size of the OWR was set as 17, 31, and 23 for the three datasets. For the comparison methods, the parameters were also tested, such as the sparsity level for the sparsity-based detectors (STD, SRBBHD), and so on. The optimal parameter values were experimentally set for the comparison methods. For all the detectors, we used the same given target spectra as a priori target spectra. In the case of hCEM and LCEM, the mean of the target atoms was used as the target signature. We adopted the pixels falling in the OWR to estimate the background covariance matrix for LACE, to estimate the background correlation matrix for LCEM, and to construct the background dictionary for STD, SRBBHD, JSR-MTL, and JSRMTL-ALI. The detection performance of the eight detectors are provided through the receiver operation characteristics (ROC) curves, as shown in Figure 10 .
For the AVIRIS dataset, as shown in Figure 10a , the ROC curve of JSRMTL-ALI is above that of the other detectors, except for rACE. For the Indian dataset, as shown in Figure 10b , the ROC curve of JSRMTL-ALI is always above those of the other detectors. For the Cri dataset, as shown in Figure 10c , rACE and hCEM obtain the best result, and the ROC curve of JSRMTL-ALI is above those of the rest of the detectors.
Overall, the results generally show that the JSRMTL-ALI algorithm obtains a better detection performance than the other detectors, especially for the Indian dataset. For the AVIRIS and Cri dataset, JSRMTL-ALI does not perform as well as rACE or hCEM. However, the detection performances of rACE and hCEM are much different for the three datasets and a robust detection performance is not shown. For example, rACE obtains a good performance for AVIRIS and Cri datasets, while obtains a weak performance for the Indian dataset. hCEM obtains a good performance for Indian and Cri datasets, while obtaining a weak performance for the AVIRIS dataset.
The separability between target and background was evaluated via separability maps, as shown in Figure 11 . After statistical calculation of the detection values of each pixel, boxes were drawn to enclose the main parts of the pixels, excluding the biggest 10% and the smallest 10%. There are target and background columns for each detector. The lines at the top and bottom of each column are the extreme values, which are normalized to [1] . The orange boxes illustrate the distribution of the target pixel values, and the line in the middle of the box is the mean of the pixels. In a similar way, the green boxes enclose the middle 80% of the pixels of the background pixels. The position of the boxes reflects the tendency and compactness of the distribution of the pixels. In other words, the position reflects the separability between target and background.
For the AVIRIS dataset, as shown in Figure 11a , STD and rACE can effectively suppress the background information; and LACE, LCEM, STD, SRBBHD, rACE and hCEM can effectively suppress the middle 80% of the background pixels. Compared to these detectors, the gaps between the target box and the background box for rACE, JSR-MTL, and JSRMTL-ALI are very obvious, and the gap for JSRMTL-ALI is larger than JSR-MTL. The target box and the background box for rACE, JSR-MTL, and JSRMTL-ALI are overlapping, but the overlapped region for JSR-MTL is slightly less. For the Indian dataset, as shown in Figure 11b , rACE can specially, effectively suppress the middle 80% of the background pixels. Compared to these detectors, the gap between the two boxes for JSRMTL-ALI is very obvious, and the two boxes for the other detectors are overlapping. For the Cri dataset, as shown in Figure 11c , JSRMTL-ALI, hCEM, and rACE can gradually and successively increase the gap between the target box and the background box. Based on these results, it can be seen that, the proposed JSRMTL-ALI algorithm can perform well at the distinguishing target from the background. For the AVIRIS dataset, as shown in Figure 10a , the ROC curve of JSRMTL-ALI is above that of the other detectors, except for rACE. For the Indian dataset, as shown in Figure 10b , the ROC curve of JSRMTL-ALI is always above those of the other detectors. For the Cri dataset, as shown in Figure  10c , rACE and hCEM obtain the best result, and the ROC curve of JSRMTL-ALI is above those of the rest of the detectors.
For the AVIRIS dataset, as shown in Figure 11a , STD and rACE can effectively suppress the background information; and LACE, LCEM, STD, SRBBHD, rACE and hCEM can effectively suppress the middle 80% of the background pixels. Compared to these detectors, the gaps between the target box and the background box for rACE, JSR-MTL, and JSRMTL-ALI are very obvious, and the gap for JSRMTL-ALI is larger than JSR-MTL. The target box and the background box for rACE, JSR-MTL, and JSRMTL-ALI are overlapping, but the overlapped region for JSR-MTL is slightly less. For the Indian dataset, as shown in Figure 11b , rACE can specially, effectively suppress the middle 80% of the background pixels. Compared to these detectors, the gap between the two boxes for JSRMTL-ALI is very obvious, and the two boxes for the other detectors are overlapping. For the Cri dataset, as shown in Figure 11c , JSRMTL-ALI, hCEM, and rACE can gradually and successively increase the gap between the target box and the background box. Based on these results, it can be seen that, the proposed JSRMTL-ALI algorithm can perform well at the distinguishing target from the background. Finally, 2-D plots of the detection map of all the comparison algorithms with the three data sets are shown in Figures 12-14 . For the AVIRIS dataset, as shown in Figure 12 , we can see that the proposed JSRMLT-ALI shows high statistical values for the target pixels as well as STD, rACE, and JSR-MTL. However, compared with JSRMLT-ALI, STD and JSR-MTL also show high values for some tree or grass pixels, particularly in the bottom/right left corner in the image. Also rACE shows a good performance for suppressing background. For the Indian dataset, as shown in Figure 13 , none of these detectors show a clearly distinguishable statistic map, but JSRMLT-ALI generally shows relatively higher statistical values for the target pixels compared with all the other detectors. For the Cri dataset, as shown in Figure 14 , the proposed JSRMLT-ALI shows low statistical values for the background pixels as well as rACE and hCEM. However, compared with rACE, JSRMTL-ALI does not show a clearly distinguishable statistic map between target and background. Figure 11 . The separability maps of eight detectors for three datasets.
Finally, 2-D plots of the detection map of all the comparison algorithms with the three data sets are shown in Figures 12-14 . For the AVIRIS dataset, as shown in Figure 12 , we can see that the proposed JSRMLT-ALI shows high statistical values for the target pixels as well as STD, rACE, and JSR-MTL. However, compared with JSRMLT-ALI, STD and JSR-MTL also show high values for some tree or grass pixels, particularly in the bottom/right left corner in the image. Also rACE shows a good performance for suppressing background. For the Indian dataset, as shown in Figure 13 , none of these detectors show a clearly distinguishable statistic map, but JSRMLT-ALI generally shows relatively higher statistical values for the target pixels compared with all the other detectors. For the Cri dataset, as shown in Figure 14 , the proposed JSRMLT-ALI shows low statistical values for the background pixels as well as rACE and hCEM. However, compared with rACE, JSRMTL-ALI does not show a clearly distinguishable statistic map between target and background. Finally, 2-D plots of the detection map of all the comparison algorithms with the three data sets are shown in Figures 12-14 . For the AVIRIS dataset, as shown in Figure 12 , we can see that the proposed JSRMLT-ALI shows high statistical values for the target pixels as well as STD, rACE, and JSR-MTL. However, compared with JSRMLT-ALI, STD and JSR-MTL also show high values for some tree or grass pixels, particularly in the bottom/right left corner in the image. Also rACE shows a good performance for suppressing background. For the Indian dataset, as shown in Figure 13 , none of these detectors show a clearly distinguishable statistic map, but JSRMLT-ALI generally shows relatively higher statistical values for the target pixels compared with all the other detectors. For the Cri dataset, as shown in Figure 14 , the proposed JSRMLT-ALI shows low statistical values for the background pixels as well as rACE and hCEM. However, compared with rACE, JSRMTL-ALI does not show a clearly distinguishable statistic map between target and background. Figure 12 . Two-dimensional plots of the detection map for the AVIRIS dataset. 
Discussion
An adaptive joint sparse representation and multi-task learning detector with locality information (JSRMTL-ALI) is proposed in this paper. In order to fully explore the prior class label information of the training samples, JSRMTL-ALI constructs two joint sparse representation and multi-task learning models corresponding to the target and background classes. In order to consider the difference between the target dictionary and background dictionary, JSRMTL-ALI then employs different regularization strategies encoding the task relatedness for the two models, where the 
An adaptive joint sparse representation and multi-task learning detector with locality information (JSRMTL-ALI) is proposed in this paper. In order to fully explore the prior class label information of the training samples, JSRMTL-ALI constructs two joint sparse representation and multi-task learning models corresponding to the target and background classes. In order to consider the difference between the target dictionary and background dictionary, JSRMTL-ALI then employs different regularization strategies encoding the task relatedness for the two models, where the 2,1 -norm is enforced to the coefficient matrix W b corresponding to the background dictionary, while the 1 -norm is applied for the coefficient matrix W t corresponding to the target dictionary. These two contributions lead to the so-called JSRMTL-A model. What is more, in order to keep the locality information between the central test pixel and neighboring background training samples, JSRMTL-ALI employs the locality information descriptor-based weight to the joint sparse representation and multi-task learning model corresponding to the background class, which can also reduce the estimation bias caused by the 1 / 2 minimization.
From the above experimental results, it can be seen that Figure 6 shows the superiority of the JSRMTL-A model to the traditional JSR-MTL. The JSRMTL-ALI model can generally further improve the detection performance of the JSRMTL-A model. In the detection performance analysis section, as shown in Figure 10 , the detection performance of the JSRMTL-ALI generally outperforms the other detectors for all the datasets, especially the robustness of the JSRMTL-ALI compared to the rACE and hCEM algorithms. From the separability maps as shown in Figure 11 and detection map as shown in Figure 12 , it can be seen that, the proposed JSRMTL-ALI algorithm generally performs well at a distinguishing target from the background. However, the performance of suppressing background for the JSRMTL-ALI algorithm is not as good as rACE, which needs further consideration in the future.
There are three key parameters of the JSRMTL-ALI algorithm, which have been analyzed as depicted in Figures 7-9 . As shown in Figure 7 , it can be seen that a large detection task number K can affect the detection performance of JSRMTL-ALI. A larger value for detection task number K is recommended for the dataset with more bands, such as 6 for the AVIRIS and Indian datasets and a lower value is recommended for the dataset with fewer bands, such as 3 for the Cri dataset. Then as shown in Figure 8 , it can be seen that a too small or too large regularization parameter ρ can decrease the detection performance of JSRMTL-ALI, and a proper value should be set for ρ, such as 0.1. Based on the results as shown in Figure 9 , it can be seen that, it is not easy to recommend a regular value for the size of OWR in practical application. Our future research will investigate the construction of a global background dictionary in order to avoid tuning the size of the OWR.
Conclusions
In this paper, the adaptive joint sparse representation and multi-task learning detector with locality information (JSRMTL-ALI) algorithm was proposed. Based on the prior class label information of the training samples, this algorithm constructs an adaptive joint sparse representation and multi-task learning (JSRMTL-A) model, where the test pixel (target pixel or background pixel) is separately modeled via the target dictionary or background dictionary. Considering the great difference between the target dictionary and background dictionary, different regularization strategies encoding the task relatedness are employed for the two joint sparse representation and multi-task learning models based on the target dictionary or background dictionary. A locality information descriptor is then introduced to indicate the difference between the central test pixel and neighboring background training samples. A descriptor based weight strategy is applied to reduce the estimation bias caused by 1 / 2 minimization used in the JSRMTL-A model. The detection decision rules in favor of the target class or the background class with the lowest total reconstruction error difference accumulated over all the tasks.
Experiments in hyperspectral target detection with three datasets confirmed the superior performance of the multiple detection task combination in the proposed JSRMTL-ALI algorithm. With the integration of the JSRMTL-A model and local information descriptor based weight strategy, the JSRMTL-ALI shows its superiority to the traditional JSR-MTL for hyperspectral target detection. In general, the JSR-MTL presents a better detection performance and better separability than the other common detectors.
