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Abstract
Let k be a commutative ring of characteristic p > 0. We prove that leaps of chain formed by modules of
integrable derivations in the sense of Hasse-Schmidt of a k-algebra only occur at powers of p.
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INTRODUCTION
Let k be a commutative ring and A a commutative k-algebra. A Hasse-Schmidt derivation of A over k of
length m ∈ N or m =∞ is a sequence D = (Dn)
m
n≥0 such that:
D0 = IdA, Dn(xy) =
∑
a+b=n
Da(x)Db(y)
for all x, y ∈ A. We denote by HSk(A;m) the set of Hasse-Schmidt derivations of A of length m. The component
Dn of a Hasse-Schmidt derivation is a differential operator of order ≤ n vanishing at 1, in particular D1 is a
k-derivation.
Hasse-Schmidt derivations of length m, also called higher derivations of order m (see [Ma]), were introduced
by H. Hasse and F.K. Schmidt ([H-S]) and they have been used by several authors in different contexts (see
[Na1], [H-K],[Se], [Tr] or [Vo]). An important notion related with Hasse-Schmidt derivations is integrability.
Let m ∈ N or m = ∞, then we say that δ ∈ Derk(A) is m-integrable if there exists D ∈ HSk(A;m) such that
δ = D1. The set of all m-integrable k-derivations is an A-submodule of Derk(A) for all m, which is denoted by
IDerk(A;m).
If k has characteristic 0 or A is 0-smooth over k, then any k-derivation is∞-integrable ([Ma]), that means that
Derk(A) = IDerk(A;∞). However, if we consider k a ring of positive characteristic and A any commutative k-
algebra, then we do not have the same property, i.e., there could be n, a positive integer, for which IDerk(A;n−
1) 6= IDerk(A;n) (see [Na2], [Ti]). In this case, we say that A has a leap at n. Nonetheless, the modules
IDerk(A;m) have better properties than Derk(A) (see [Mo]) and so their exploration could help us to better
understand singularities in positive characteristic.
The aim of this paper is to prove that leaps of modules of integrable k-derivations, where k is a ring of
characteristic p > 0, only occur at powers of p.
This paper is organized as follows:
In section 1 we recall the definition of Hasse-Schmidt derivations and give some properties that will be useful
in later sections. Moreover, we associate to any Hasse-Schmidt derivation a special Hasse-Schmidt derivation
that we use to prove the main theorem of this paper.
In section 2 we prove that any k-algebra does not have leaps at certain integers. Namely, if k is any
commutative ring and A any commutative k-algebra, we show that A does not have leaps at any integers
invertible in k; If the characteristic of k is p = 2, then we show that A does not have a leap at 6, and if the
characteristic of k is p 6= 2, then we prove that A does not have leap at 2p.
In section 3 we give an integral of the first non-vanishing component of a Hasse-Schmidt derivation and in
section 4, we prove our main result, namely that A only has leaps at powers of p.
∗Partially supported by MTM2016-75027, P12-FQM-2696 and FEDER.
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2Throughout this paper, all rings (and algebras) are assumed to be commutative.
1 Hasse-Schmidt derivations
In this section, we recall the main definitions of the theory of Hasse-Schmidt derivations and give some results
that will be useful in other sections. From now on, k will be a commutative ring and A a commutative k-
algebra. We denote N := N ∪ {∞} and, for each integer m ≥ 1, we will write A[|µ|]m := A[|µ|]/〈µm+1〉 and
A[|µ|]∞ := A[|µ|]. General references for the definitions and results in this section are [Ma] and [Na2].
Definition 1.1 A Hasse-Schmidt derivation of A (over k) of length m ≥ 1 (resp. of length ∞) is a sequence
D := (D0, D1, . . . , Dm) (or resp. D = (D0, D1, . . .)) of k-linear maps Dn : A→ A, satisfying the conditions:
D0 = IdA, Dn(xy) =
∑
i+j=n
Di(x)Dj(y)
for all x, y ∈ A and for all n. We write HSk(A;m) (resp. HSk(A)) for the set of Hasse-Schmidt derivations of
A (over k) of length m (resp. ∞).
Any Hasse-Schmidt derivation D ∈ HSk(A;m) is determined by the k-algebra homomorphism
ϕD : A → A[|µ|]m
x 7→
m∑
n≥0
Dn(x)µ
n
satisfying ϕD(x) = x mod µ. ϕD can be uniquely extended to a k-algebra automorphism ϕ˜D : A[|µ|]m →
A[|µ|]m with ϕ˜D(µ) = µ. So, HSk(A;m) has a canonical group structure where the identity is Id = (Id, 0, . . . , 0)
and the inverse will be called D∗. Namely, D ◦D′ = D′′ ∈ HSk(A;m) with
D′′n =
∑
i+j=n
Di ◦D
′
j
for all n. Moreover, the Dn component is a k-linear differential operator of order ≤ n vanishing at 1. In
particular, the D1 component is a k-derivation. So, the map (Id, D1) ∈ HSk(A; 1) 7→ D1 ∈ Derk(A) is an
isomorphism of groups.
There are three important operations in this paper:
1. For any a ∈ A and any D ∈ HSk(A;m), the sequence a •D = (aiDi) ∈ HSk(A;m).
2. For any 1 ≤ n ≤ m and anyD ∈ HSk(A;m), we define the truncation map by τmn(D) = (Id, D1, . . . , Dn) ∈
HSk(A;n).
3. For any D ∈ HSk(A;m) and any n ≥ 1, we define D[n] ∈ HSk(A;mn) as
D[n]i =
{
Di/n if i = 0 mod n
0 otherwise
Definition 1.2 Let D ∈ HSk(A;m) where m ∈ N and n ≥ m. Let I be an ideal of A.
• D is I-logarithmic if Di(I) ⊆ I for all i. The set of I-logarithmic Hasse-Schmidt derivations is denoted
by HSk(log I;m), HSk(log I) := HSk(log I;∞) and Derk(log I) := HSk(log I; 1).
• D is n-integrable if there exists E ∈ HSk(A, n) such that τnm(E) = D. Any such E will be called a
n-integral of D. If D is ∞-integrable we say that D is integrable. If m = 1, we write IDerk(A;n) for the
set of n-integrable derivations and IDerk(A) := IDerk(A;∞).
3• D is I-logarithmically n-integrable if there exists E ∈ HSk(log I;n) such that E is a n-integral of D. We
put IDerk(log I;n) for the set of I-logarithmically n-integrable derivations when m = 1 and IDerk(log I) :=
IDerk(log I,∞).
Notation 1.3 Let D ∈ HSk(A;m) be a Hasse-Schmidt derivation where m ∈ N, r < m and I an ideal of A.
We say that D is r − I-logarithmic if τmr(D) ∈ HSk(log I; r).
Lemma 1.4 1. HSk(log I;m) is a subgroup of HSk(A;m) for all m ∈ N.
2. IDerk(A;n) is an A-submodule of Derk(A) for all n ∈ N thanks to the group structure of HSk(A;n) and
operation 1.
Definition 1.5 A has a leap at s > 1 if the inclusion IDerk(A; s− 1) ) IDerk(A; s) is proper.
Definition 1.6 For each Hasse-Schmidt derivation D ∈ HSk(A;m) such that D 6= Id, we denote
ℓ(D) := min{h ≥ 1 | Dh 6= 0}
and for D = Id, ℓ(D) =∞.
Lemma 1.7 ([Na3], §4) If D,E ∈ HSk(A;m), then ℓ(D ◦ E) ≥ min{ℓ(D), ℓ(E)}.
Definition 1.8 For each D ∈ HSk(A;m) and 1 < e ≤ m integer, if Dj = 0 for all j 6= 0 mod e, we denote
ℓ(D; e) = ⌈m/e⌉ if m <∞ and ℓ(D; e) =∞ if m =∞. Otherwise,
ℓ(D; e) := min{h ≥ 0 | Dhe+α 6= 0 for some α ∈ {1, . . . , e− 1}}.
Lemma 1.9 • ℓ(D) ≥ e if and only if ℓ(D; e) ≥ 1.
• If D ∈ HSk(A;m) and 1 < e ≤ m, then ℓ(D[e]; e) = ⌈m/e⌉ if m <∞ and ℓ(D[e]; e) =∞ when m =∞.
• If ℓ(D; e) = i ≥ 1 and ℓ(E; je) ≥ i/j where 1 ≤ j ≤ i, then ℓ(D ◦ E; e) ≥ i.
Proof. The first two statements are obvious, we will prove the third one. We denote D′ = D ◦ E. To show
that ℓ(D′; e) ≥ i, we have to see that D′α = 0 for all α < ie such that α 6= 0 mod e. Let us consider α with
these properties. Since ℓ(E; je) ≥ i/j ≥ 1 then ie ≤ ℓ(E; je)je, so we have that Eγ = 0 for all γ 6= 0 mod je
such that γ ≤ ie. Thanks to this,
D′α =
∑
β+γ=α
Dβ ◦ Eγ =
α∑
γ=0
Dα−γ ◦ Eγ =
⌊α/je⌋∑
γ=0
Dα−jeγ ◦ Ejeγ
Note that α − jeγ 6= 0 mod e and α − jeγ < ie − jeγ ≤ ie. So, Dα−jeγ = 0 because ℓ(D; e) = i. Hence,
ℓ(D′; e) ≥ i.

Lemma 1.10 Let D ∈ HSk(A;m) be a Hasse-Schmidt derivation of length m ∈ N and 1 < e ≤ m an integer.
Let us assume that ℓ(D; e) = i ≥ 1, then Die+α ∈ Derk(A) for all ie+ α ≤ m where α = 0, . . . , e− 1.
Proof. From the definition of Hasse-Schmidt derivation,
Die+α(xy) =
∑
a+b=ie+α
Da(x)Db(y) =
ie∑
a=0
Da(x)Die+α−a(y) +
α∑
a=1
Die+a(x)Dα−a(y).
4In the second term, Dα−a = 0 for all a 6= α because 0 < α − a < e and ℓ(D; e) ≥ 1. In the first one, since
ℓ(D; e) = i, if a 6= 0 mod e, then Da = 0, so we can write the previous equation as:
Die+α(xy) =
i∑
a=0
Dae(x)Die+α−ae(y) +Die+α(x)y
Note that if a 6= 0, then ie+ α− ae < ie. Moreover ie+ α− ae 6= 0 mod e, so Die+α−ae = 0. Then,
Die+α(xy) = xDie+α(y) +Die+α(x)y
i.e, Die+α is a k-derivation of A for all α = 0, . . . , e− 1.

Lemma 1.11 Let m > 1 and n > 0 be two integers and D ∈ HSk(A;mn) a Hasse-Schmidt derivation such that
ℓ(D;m) = n. Then, D is (n+1)m− 1-integrable and there exists an integral of D, D′ ∈ HSk(A; (n+1)m− 1),
such that ℓ(D′;m) = n+1. Moreover, if I ⊆ A is an ideal and D ∈ HSk(log I;mn), then D is I-logarithmically
(n+ 1)m− 1-integrable.
Proof. Let δ1, . . . , δm−1 ∈ Derk(A) be k-derivations and let us consider the sequence
D′ = (Id, D′1, . . . , D
′
mn, D
′
mn+1, . . . , D
′
mn+m−1) = (Id, D1, . . . , Dmn, δ1, . . . , δm−1).
We claim that D′ ∈ HSk(A; (n+ 1)m− 1). If this is true, D′ is a (n+ 1)m− 1-integral of D.
To prove this claim we have to show that the following equality must hold for all α = 1, . . . ,m− 1:
D′mn+α(xy) := δα(xy) =
mn+α∑
β=0
D′β(x)D
′
mn+α−β(y)
By hypothesis, Dβ = 0 for all β 6= 0 mod m and β ≤ n. Since D′β = Dβ for all β ≤ mn,
mn+α∑
β=0
D′β(x)D
′
mn+α−β(y) =
mn∑
β=0
Dβ(x)D
′
mn+α−β(y) +
mn+α∑
γ=mn+1
D′γ(x)D
′
mn+α−γ(y)
=
n∑
β=0
Dβm(x)D
′
(n−β)m+α(y) +
α∑
γ=1
D′mn+γ(x)D
′
α−γ(y)
In the first term, if β > 0, then 0 < (n − β)m + α < mn and (n − β)m + α 6= 0 mod m, so D′(n−β)m+α =
D(n−β)m+α = 0. In the second one, if γ 6= α, then D
′
α−γ = Dα−γ = 0 because 0 < α− γ < m. So,
mn+α∑
β=0
D′β(x)D
′
mn+α−β(y) = xD
′
mn+α(y) +D
′
mn+α(x)y = xδα(y) + δα(x)y = δα(xy)
Observe that, for each α = 1, . . . ,m − 1, we can choose any k-derivation to be δα. In particular, we can put
δα = 0 for all α. In that case, ℓ(D
′;m) = n+1. Thanks to this, it is easy to see that if D is I-logarithmic, then
D is I-logarithmically (n+ 1)m− 1-integrable.

Lemma 1.12 Let m > 1 be an integer and n ∈ N. If D ∈ HSk(A;mn) is a Hasse-Schmidt derivation such that
ℓ(D;m) = n then, there exists D′ ∈ HSk(A;n) such that D′α = Dmα for all α ≤ n.
5Proof. We have to prove that D′ is a Hasse-Schmidt derivation, so D′0 = D0 = Id and
D′α(xy) = Dmα(xy) =
∑
β+γ=mα
Dβ(x)Dγ(y) =
∑
mβ+mγ=mα
Dmβ(x)Dmγ(y)
=
∑
β+γ=α
Dmβ(x)Dmγ(y) =
∑
β+γ=α
D′β(x)D
′
γ(y)
where the third equality holds thanks to ℓ(D;m) = n.

Lemma 1.13 Let D ∈ HSk(A;n) be a Hasse-Schmidt derivation of length n ∈ N. For each m > 1, there exists
E ∈ HSk(A; (n+1)m−1) such that Em = −D1 and ℓ(E;m) = n+1. Moreover, if D is I-logarithmic for I ⊆ A
an ideal, then E is I-logarithmic.
Proof. We know that D′ := ((−1) •D) [m] is a Hasse-Schmidt derivation of length mn such that D′m = −D1
and ℓ(D′;m) = n. By Lemma 1.11, there exists E ∈ HSk(A; (n+1)m−1) an integral of D′ with ℓ(E;m) = n+1.
So, this derivation satisfies the lemma. Moreover, if D is I-logarithmic then D′ is also I-logarithmic and, by
Lemma 1.11, E is I-logarithmic too.

Definition 1.14 For each D ∈ HSk(A;n) and m > 1, we denote by ED,m ∈ HSk(A; (n+ 1)m− 1) the Hasse-
Schmidt derivation defined in Lemma 1.13.
1.1 Some technical lemmas about composition of Hasse-Schmidt derivations
In this section, we give some results related with the composition of Hasse-Schmidt derivations.
Lemma 1.15 Let I ⊆ A be an ideal. If D ∈ HSk(A;n) is (n − 1)− I-logarithmic and E ∈ HSk(log I;n), then
D′ := D ◦E ∈ HSk(A;n) is (n− 1)− I-logarithmic with D′n = Dn +H where H is an I-logarithmic differential
operator, i.e H(I) ⊆ I.
Proof. From the definition of the composition between Hasse-Schmidt derivations, we have that
D′α =
∑
β+γ=α
Dβ ◦ Eγ = Dα +
∑
β+γ=α,β 6=α
Dβ ◦ Eγ
By hypothesis, Dβ and Eγ are I-logarithmic for all β < n and all γ ≤ n. Since β+γ = α ≤ n and β 6= α, the last
term is always I-logarithmic. Moreover, if α < n, then Dα is I-logarithmic, so D
′ is (n− 1)− I-logarithmic. On
the other hand, if α = n, D′n = Dn +H where H =
∑
β+γ=α,β 6=αDβ ◦Eγ which is an I-logarithmic differential
operator, so we have the result.

Lemma 1.16 Let e > 1 and i ≥ 1 be two integers and n ≥ ie. Let D,E ∈ HSk(A;n) be two Hasse-Schmidt
derivations such that ℓ(D; e) = i ≥ 1 and ℓ(E) > ie and denote D′ := D ◦ E ∈ HSk(A;n). Then, for α ≤ n,
D′α =
{
Dα α ≤ ie
Dα + Eα α = ie+ 1, . . . , ie+ (e− 1)
Proof. If 0 < γ ≤ ie, then Eγ = 0, so
D′α =
∑
β+γ=α
Dβ ◦ Eγ = Dα +
α∑
γ=ie+1
Dα−γ ◦ Eγ
6Hence, if α ≤ ie, D′α = Dα. Let us consider α = ie + a ≤ n where a ∈ {1, . . . , e − 1}. Then, the previous
equation can be written as
D′ie+a = Die+a +
a∑
γ=1
Da−γ ◦ Eie+γ
Note that if γ 6= a, then 0 < a− γ < e and, since ℓ(D; e) ≥ 1, Da−γ = 0, i.e, D′ie+a = Die+a + Eie+a for all a.

Lemma 1.17 Let e > 1 and j > 0 be two integers, n ≥ je and D,E ∈ HSk(A;n) two Hasse-Schmidt derivations
such that ℓ(D) = je and ℓ(E; je) = ⌈n/je⌉. Let us denote D′ := D ◦ E ∈ HSk(A;n). Then, ℓ(D′) ≥ je,
ℓ(D′; e) ≥ ℓ(D; e) and for each i ∈ N such that j ≤ i ≤ ℓ(D; e), we have that, for α ≤ n:
D′α =
{
Dje + Eje if α = je
Dα if α = ie+ 1, . . . , ie+ e− 1
Proof. From Lemma 1.7, l(D′) ≥ je. Let us denote ℓ(D; e) = s ≥ j. Then, (s − 1)e < n, so (s − 1)/j =
(s− 1)e/je < ⌈n/je⌉. Then, s− 1 < ⌈n/je⌉j, i.e, s/j ≤ ℓ(E; je). Hence, by Lemma 1.9, ℓ(D′; e) ≥ ℓ(D; e).
By hypothesis, Eγ = 0 for all γ 6= 0 mod je so,
D′α =
∑
β+γ=α
Dβ ◦ Eγ =
∑
β+jeγ=α
Dβ ◦ Ejeγ (1)
If α = je, then γ can only take the values 0 and 1, so D′α = Dje+Eje. Let us consider i such that j ≤ i ≤ ℓ(D; e)
and α = ie+ a ≤ n where a ∈ {1, . . . , e − 1}. Then, in the equation (1), β = α − jeγ = (i − jγ)e + a. Hence,
when γ > 0, β < ie and it is not a multiple of e, so Dβ = 0 and the only non-zero term is when γ = 0, i.e.,
D′ie+a = Die+a for all a.

The proof of the following lemma is easy by induction:
Lemma 1.18 Let Da ∈ HSk(A;n) be an orderer family of Hasse-Schmidt derivations for a = 1, . . . , t. We
denote D := ◦ta=1D
a = D1 ◦D2 ◦ · · · ◦Dt ∈ HSk(A;n). Then, Dα =
∑
|β|=αD
1
β1
◦ · · · ◦Dtβt where |β| =
∑
i βi.
Lemma 1.19 Let e, i ≥ 1 be integers and n ≥ ie+e−1. Let us consider Da ∈ HSk(A;n) such that ℓ(Da; ie+a) ≥
2 for all a = 1, . . . , e−2 and ℓ(De−1; ie+e−1) ≥ 1. We write D := ◦e−1a=1D
a = D1 ◦D2 ◦· · ·◦De−1 ∈ HSk(A;n).
Then, ℓ(D) ≥ ie+ 1 and
Die+a = D
a
ie+a where a = 1, . . . , e− 1.
Proof. Since ℓ(Da; ie+ a) ≥ 1 for all a = 1, . . . , e− 1, then ℓ(Da) ≥ ie+ a ≥ ie+1 and, by Lemma 1.7, we can
deduce that ℓ(D) ≥ ie+ 1. Suppose now that α = ie+ a ≤ n where a ∈ {1, . . . , e− 1}. From Lemma 1.18, we
have that
Dα =
∑
|β|=α
D1β1 ◦ · · · ◦D
e−1
βe−1
Let us consider β = (β1, . . . , βe−1) such that |β| = α. If there is b ∈ {1, . . . , e − 1} such that 0 < βb < ie + b,
then the term associated to β is zero so, we can consider βb = 0 or βb ≥ ie+ b for all b = 1, . . . , e− 1.
Let us suppose that there exist b, b′ ∈ {1, . . . , e− 1} such that βb, βb′ > 0, then,
ie+ a = α ≥ βb + βb′ ≥ ie+ b+ ie+ b
′ > 2ie > α!!!
Hence, there is only one b ∈ {1, . . . , e− 1} such that βb 6= 0. Since ℓ(Db; ie+ b) ≥ 2 for all b = 1, . . . , e− 2, we
have that Dbγ = 0 for all γ = ie + b + 1, . . . , 2i(e + b) − 1 (or until n if n ≤ 2i(e + b) − 1). So, in order to the
term associated to β be not zero, if b ∈ {1, . . . , e − 2}, βb = ie + b or βb = 0. On the other hand, if b = e − 1
7and βb > ie+ b = (i + 1)e− 1, then α = ie+ a ≤ (i + 1)e − 1 < βb!!! So, βb = ie+ b or βb = 0. Hence, we can
conclude that, if βb 6= 0, then βb = ie+ b and
βb = ie+ b = ie+ a = α⇔ b = a
Therefore, the only summand which is not zero is the one associated to β = (0, . . . , 0, ie + a, 0, . . . , 0) where
ie+ a is in the a-th position, i.e, Die+a = D
a
ie+a for all a = 1, . . . , e− 1.

1.2 Polynomial rings and Hasse-Schmidt derivations
Let us consider R = k[xi| i ∈ I] the polynomial ring over k in an arbitrary number of variables and I ⊆ R an
ideal. In this section, we recall some general result about integrability of k-derivations in polynomial rings.
Theorem 1.20 [Ma, Th. 27.1] If the ring A is 0-smooth over a ring k, then a Hasse-Schmidt derivation of
length m <∞ over k can be extended to a Hasse-Schmidt derivation of length ∞.
Corollary 1.21 Any Hasse-Schmidt derivation of R (over k) of length m ≥ 1 is integrable.
Proof. Since R is 0-smooth, Theorem 1.20 gives us the corollary. 
The proof of the following proposition is analogous to that of Proposition 1.3.4 of [Na2]:
Proposition 1.22 Let R = k[xi| i ∈ I] be the polynomial ring and I ⊆ R an ideal. Then, the map Πn :
HSk(log I;n) → HSk(R/I;n) defined by Πn(D) = D where Di(r + I) = Di(r) + I for all 0 ≤ i ≤ n is a
surjective group homomorphism.
The following result generalizes Corollary 2.1.9 of [Na2].
Corollary 1.23 Let R = k[xi| i ∈ I] be the polynomial ring and I ⊆ R an ideal. Then, the map Π :
IDerk(log I;n) → IDerk(R/I;n) defined by Π(δ) = δ where δ(r + I) = δ(r) + I is a surjective group homo-
morphism.
Proof. Let δ ∈ IDerk(R/I;n) be a n-integral derivation. From the definition, there exists D ∈ HSk(R/I;n)
an n-integral of δ. By Proposition 1.22, there exists E ∈ HSk(log I;n) such that Πn(E) = D, in particular
Π(E1) = δ and E1 ∈ IDerk(log I;n).

Corollary 1.24 Let I be an ideal of R = k[xi| i ∈ I]. Then, R/I has a leap at s > 1 if and only if the inclusion
IDerk(log I; s− 1) ) IDerk(log I; s) is proper.
1.3 Multivariate Hasse-Schmidt derivations
In this section we recall some notions and results of [Na3]. Throughout this section, k will be a commutative
ring and A a commutative k-algebra. Let q ≥ 1 be an integer and let us call s = {s1, . . . , sq} a set of q variables.
The monoid Nq is endowed with a natural partial ordering. Namely, for α, β ∈ Nq, we define
α ≤ β ⇔ ∃γ ∈ Nq such that β = α+ γ ⇔ αi ≤ βi ∀i = 1, . . . , q
The support of a series a =
∑
α aαs
α ∈ A[|s|] is Supp(a) := {α ∈ Nq | aα 6= 0}. The order of a non-zero
series a =
∑
α aαs
α ∈ A[|s|] is
ord(a) := min{|α| | α ∈ Supp(a)}
and if a = 0 we define ord(a) :=∞.
8Definition 1.25 We say that a subset ∆ ∈ Nq is a co-ideal of Nq if whenever α ∈ ∆ and α′ ≤ α, then α′ ∈ ∆.
For example, for β ∈ Nq, nβ := {α ∈ Nq | α ≤ β} is a co-ideal of Nq.
Definition 1.26 For each co-ideal ∆ ⊂ Nq, we denote by ∆A the ideal of A[|s|] whose elements are the series∑
α∈Nq aαs
α such that aα = 0 if α ∈ ∆. i.e, ∆A = {a ∈ A[|s|] | Supp(a) ⊆ ∆c}.
Let us denote A[|s|]∆ := A[|s|]/∆A. Note that if q = 1 and ∆ = {i | i ≤ m}, then A[|s|]∆ = A[|s|]m defined
before. From now on, ∆ will be a non-empty co-ideal.
Definition 1.27 A (q,∆)-variate Hasse-Schmidt derivation of A over k is a family D = (Dα)α∈∆ of k-linear
maps Dα : A→ A, satisfying the conditions:
D0 = IdA, Dα(xy) =
∑
β+γ=α
Dβ(x)Dγ(y)
for all x, y ∈ A and for all α ∈ ∆. We denote by HSqk(A; ∆) the set of all (q,∆)-variate Hasse-Schmidt
derivations of A over k and HSqk(A) for ∆ = N
q. For q = 1 and ∆ = {i| i ≤ m}, a (1,∆)-variate Hasse-
Schmidt derivation is a Hasse-Schmidt derivation of length m in the usual way.
Remark 1.28 ([Na3], §4,7) Any (q,∆)-variate Hasse-Schmidt derivation D of A over k can be understood
as a power series ∑
α∈∆
Dαs
α ⊆ Endk(A)[|s|]∆
and so we can consider HSqk(A; ∆) ⊆ Endk(A)[|s|]∆.
Corollary 1.29 ([Na3], Corollary 1) Let k be a ring, A a k-algebra, q ≥ 1 an integer and ∆ ⊆ Nq a non-
empty co-ideal. Then, HSqk(A; ∆) is a group.
Namely, the group operation in HSqk(A; ∆) is explicitly given by
(D,E) ∈ HSqk(A; ∆)×HS
q
k(A; ∆) 7→ D ◦ E ∈ HS
q
k(A; ∆)
with
(D ◦ E)α =
∑
β+γ=α
Dβ ◦ Eγ
Notation 1.30 Let us denote
Hom◦k−alg(A;A[|s|]∆) := {f ∈ Homk−alg(A,A[|s|]∆) | f(x) ≡ x mod (n0)A ∀x ∈ A}.
Lemma 1.31 ([Na3], §4) Let k be a ring, A a k-algebra, q ≥ 1 an integer, s = {s1, . . . , sq} a set of q variables
and ∆ a non-empty co-ideal. Then, the map
D ∈ HSqk(A; ∆) 7→
[
x ∈ A 7→
∑
α∈∆
Dα(x)s
α
]
∈ Hom◦k−akg (A,A[|s|]∆)
is a group isomorphism.
91.3.1 Substitutions
Let k be a commutative ring, A a commutative k-algebra, s = {s1, . . . , sq}, t = {t1, . . . , tm} two sets of variables
where q,m ≥ 1 and ∆ ⊆ Nq and ∇ ⊆ Nm non-empty co-ideals.
Definition 1.32 An A-algebra map φ : A[|s|]∆ → A[|t|]∇ will be called a substitution map if ord(φ(si)) ≥ 1 for
all i = 1, . . . , q.
Proposition 1.33 ([Na3], Prop. 10) For any substitution map φ : A[|s|]∆ → A[|t|]∇, we have that if f ∈
Hom◦k−alg(A,A[|s|]∆), then φ ◦ f ∈ Hom
◦
k−alg(A,A[|t|]∇).
Notation 1.34 Let φ : A[|s|]∆ → A[|t|]∇ be a substitution map and ϕD : A→ A[|s|]∆ ∈ Hom
0
k−alg(A,A[|s|]∆)
the k-algebra homomorphism associated to D ∈ HSqk(A; ∆). We denote by φ • D ∈ HS
m
k (A;∇) the (m,∇)-
Hasse-Schmidt derivation associated to φ ◦ ϕD.
Let φ : A[|s|]∆ → A[|t|]∇ be a substitution map and D =
∑
Dαs
α ∈ HSqk(A,∆), then
φ •D = φ
(∑
Dαs
α
)
=
∑
φ(s)αDα
Remark 1.35 Thanks to the previous expression, it is easy to see that, if φ : A[|s|]∆ → A[|t|]∇ is a substitution
map and D ∈ HSqk(log I; ∆) for any I ⊆ A an ideal, i.e, Dα(I) ⊂ I for all α ∈ ∆, then φ •D ∈ HS
m
k (log I;∇).
Examples 1.36 The operations defined in 1 are examples of substitution maps. Namely, let D ∈ HSk(A;m) a
Hasse-Schmidt derivation of length m ∈ N.
1. For any a ∈ A, a •D = φ •D where φ : µ ∈ A[|µ|]m 7→ aµ ∈ A[|µ|]m.
2. Let 1 ≤ n ≤ m be an integer. If φ : µ ∈ A[|µ|]m 7→ µ ∈ A[|µ|]n then, τmn(D) = φ •D.
3. For any n ≥ 1, D[n] = φ •D where φ : µ ∈ A[|µ|]m 7→ µn ∈ A[|µ|]mn.
Notation 1.37 Let D ∈ HSk(A) be a Hasse-Schmidt derivation. We denote BD = φ • D ∈ HS
2
k(A) where
φ : µ ∈ A[|µ|] 7→ µ1 + µ2 ∈ A[|µ1, µ2|].
Lemma 1.38 Let D ∈ HSk(A) be a Hasse-Schmidt derivation. Then, BD(i,j) =
(
i+j
i
)
Di+j for all (i, j) ∈ N2.
Proof. We can write D =
∑
α≥0Dαµ
α ⊆ Endk(A)[|µ|]. Then,
BD = φ •
∑
α≥0
Dαµ
α
 = ∑
α≥0
Dα(µ1 + µ2)
α =
∑
α≥0
Dα
∑
i+j=α
(
α
j
)
µi1µ
j
2 =
∑
i+j≥0
(
i + j
j
)
Di+jµ
i
1µ
j
2
So,
BD(i,j) =
(
i+ j
j
)
Di+j

Lemma 1.39 Let I be an ideal of A and let us consider D ∈ HSk(A) a (n− 1)− I-logarithmic Hasse-Schmidt
derivation. If i+ j < n, then BD(i,j)(I) ⊆ I.
Proof. If i+ j < n, then Di+j(I) ⊆ I, so BD(i,j)(I) =
(
i+j
i
)
Di+j(I) ⊆ I. 
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1.3.2 External product
Definition 1.40 Let R be a ring, q,m ≥ 1, s = {s1, . . . , sq}, t = {t1, . . . , tm} disjoint sets of variables
and ∆ ⊂ Nq and ∇ ⊂ Nm non-empty co-ideals. For each r ∈ R[|s|]∆, r
′ ∈ R[|t|]∇, the external product
r ⊠ r′ ∈ R[|s ⊔ t|]∆×∇ is defined as
r ⊠ r′ :=
∑
(α,β)∈∆×∇
rαr
′
βs
αtβ
Proposition 1.41 ([Na3], Prop. 6) Let D ∈ HSqk(A; ∆), E ∈ HS
m
k (A;∇) be Hasse-Schmidt derivations.
Then its external product D ⊠ E is a (s ⊔ t,∇×∆)-variate Hasse-Schmidt derivation.
Remark 1.42 With the above notation, (D ⊠ E)(i,j) = DiEj for all (i, j) ∈ N
2.
Notation 1.43 Let D ∈ HSk(A) be a Hasse-Schmidt derivation. We denote FD = D ⊠ D ∈ HS
2
k(A) and(
FD
)∗
∈ HS2k(A) its inverse.
It is easy to proof the next lemma:
Lemma 1.44
(
FD
)∗
(i,j)
= D∗jD
∗
i where D
∗ ∈ HSk(A) is the inverse of D.
Lemma 1.45 Let I be an ideal of A and let us consider D ∈ HSk(A) a (n− 1)− I-logarithmic Hasse-Schmidt
derivation. If i, j < n, then
(
FD
)∗
(i,j)
(I) ⊆ I.
Proof. Since D is (n− 1)− I-logarithmic, D∗ is (n− 1)− I-logarithmic too. So,
(
FD
)∗
(i,j)
(I) = D∗jD
∗
i (I) ⊆ I.

1.4 A special Hasse-Schmidt derivation
In this section, we define a Hasse-Schmidt derivation that we will use in later sections and give some properties
about it. Throughout this section, k will be a commutative ring, A a commutative k-algebra, I ⊆ A an ideal
and D ∈ HSk(A) a Hasse-Schmidt derivation.
Notation 1.46 For each D ∈ HSk(A), we define GD := BD ◦ (FD)∗ ∈ HS
2
k(A) (see Notations 1.37 and 1.43).
Namely, GD(i,j) =
∑
α+β=(i,j) B
D
α ◦ (F
D)∗β.
From now on, we will omit the superscript and we will write G := GD, B := BD and F := FD.
Lemma 1.47 For each m > 0, we have that G(m,0) = G(0,m) = 0 and G(1,m), G(m,1) ∈ Derk(A).
Proof. First, we calculate G(m,0):
G(m,0) =
∑
α+β=(m,0)
BαF
∗
β =
∑
α1+β1=m
B(α1,0)F
∗
(β1,0)
=
∑
α1+β1=m
Dα1D
∗
β1 = 0
The calculation of G(0,m) is analogous. Now, by definition of multivariate Hasse-Schmidt derivation:
G(1,m)(xy) =
∑
α1+β1=1
α2+β2=m
G(α1,α2)(x)G(β1,β2)(y) =
∑
α2+β2=m
G(0,α2)(x)G(1,β2)(y) +
∑
α2+β2=m
G(1,α2)(x)G(0,β2)(y)
= xG(1,m)(y) +G(1,m)(x)y
It is analogous for G(m,1).

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Lemma 1.48 Let us suppose that D ∈ HSk(A) is (n− 1)− I-logarithmic. We have the following properties:
1. If 0 ≤ i+ j < n, then G(i,j)(I) ⊆ I
2. If i and j are not zero and i+ j = n > 0, then G(i,j) =
(
n
i
)
Dn+H where H is an I-logarithmic differential
operator.
Proof.
1. If i + j = 0, then G(i,j) = Id and, if i = 0 or j = 0 then, G(i,j) = 0 so the result is obvious and we can
suppose that i, j > 0. We have that
G(i,j) =
∑
α1+β1=i
α2+β2=j
B(α1,α2) ◦ F
∗
(β1,β2)
Since i and j are not zero, 1 ≤ i, j < n− 1 so, β1, β2 < n− 1. Moreover, α1 + β1 + α2 + β2 = i + j < n,
so α1 + α2 < n. By Lemmas 1.39 and 1.45, the sum is I-logarithmic.
2. By definition,
G(i,j) =
∑
α1+β1=i
α2+β2=j
B(α1,α2) ◦ F
∗
(β1,β2)
= B(i,j) +
∑
α1+β1=i
α2+β2=j
α6=(i,j)
B(α1,α2) ◦ F
∗
(β1,βs)
=
(
n
i
)
Dn +
∑
α1+β1=i
α2+β2=j
α6=(i,j)
B(α1,α2) ◦ F
∗
(β1,β2)
If α 6= (i, j), then α1 < i or α2 < j so, α1 + α2 < i + j = n and, by Lemma 1.39, Bα(I) ⊆ I. On the
other hand, β1, β2 < n because i, j < n. Hence, F
∗
β (I) ⊆ I (Lemma 1.45). So, the sum is an I-logarithmic
differential operator.

From now on, k will be a commutative ring of characteristic p > 0, A and I as before and n = esp
s+ · · ·+etpt
a positive integer expressed in base p expansion where s ≥ t ≥ 1 and 0 ≤ ei < p with es, et 6= 0 (note that t and
s could be equal). It is easy to proof the next lemma:
Lemma 1.49 Let p, n be as before. Then,
pt = min
{
m ∈ N+ |
(
n
m
)
6= 0 mod p
}
.
Thanks to this lemma, we can prove the next result:
Lemma 1.50 Let p be a prime and n = esp
s + · · · + etpt a positive integer expressed in base p expansion
where es, et 6= 0 and s ≥ t ≥ 1. Let us consider i, j ≥ 0 such that i + j = n and i < pt. If D ∈ HSk(A) is
(n− 1)− I-logarithmic then, G(i,j)(I) ⊆ I.
Proof. By Lemma 1.47, if i = 0 or j = 0, then G(i,j) = 0 so, it is I-logarithmic. If i, j ≥ 1, by Lemma 1.48,
G(i,j) =
(
n
i
)
Dn +H where H(I) ⊆ I. By Lemma 1.49,
(
n
i
)
= 0 and we have the result.

Let us consider the following substitution map:
ϕr : R[|µ1, µ2|] → R[|µ|]
µ1 7→ µr+1
µ2 7→ µr
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Notation 1.51 Let p be a prime and n = esp
s + · · · + etpt a positive integer expressed in base p expansion
where s ≥ t ≥ 1 and 0 ≤ ei < p with es, et 6= 0. Let D ∈ HSk(A) be a Hasse-Schmidt derivation and let us
consider GD ∈ HS2k(A) defined in 1.46. We define G
D,pt = τ∞,(n+1)pt
(
ϕp
t
•GD
)
∈ HSk(A; (n+ 1)pt).
Lemma 1.52 Let p, n be two positive integers as before. Then, ℓ
(
GD,p
t
)
≥ 2pt+1. Moreover, if D ∈ HSk(A)
is (n − 1) − I-logarithmic then, GD,p
t
is ((n + 1)pt − 1)− I-logarithmic and Gp
t
(n+1)pt =
(
n
pt
)
Dn +H where H
is an I-logarithmic differential operator.
Proof. Note that
ϕp
t
•GD = ϕp
t
∑
(i,j)
GD(i,j)µ
i
1µ
j
2
 =∑
(i,j)
GD(i,j)µ
(pt+1)i+ptj =
∑
α≥0
 ∑
(i,j):(pt+1)i+ptj=α
GD(i,j)
µα
Since GD(i,j) = 0 if i or j is zero (Lemma 1.47), we have that G
D,pt
0 = Id and for all α ≥ 1,
GD,p
t
α =
∑
(i,j):(pt+1)i+ptj=α
i,j 6=0
GD(i,j)
If α < 2pt + 1 then there is not (i, j) with i, j 6= 0 such that (pt + 1)i + ptj = α, so GD,p
t
α = 0. Hence,
ℓ
(
GD,p
t
)
≥ 2pt + 1. Now, we will suppose that D is (n − 1) − I-logarithmic and will prove the rest of the
lemma.
Let us consider a pair (i, j) with i, j 6= 0 and i+ j = n+ l where l ≥ 0. Then,
(pt + 1)i+ ptj = pt(i+ j) + i = pt(n+ l) + i.
If l > 0, then pt(n+ l) + i > pt(n+ l) ≥ pt(n+ 1). So, GD(i,j) does not appear in any component of G
D,pt .
If l = 0, then ptn + i ≤ (n + 1)pt if and only if i ≤ pt. So, GD(i,j) appears in some component of G
D,pt
if i ≤ pt. By Lemma 1.50, GD(i,j)(I) ⊆ I if i < p
t. On the other hand, if i = pt, then j = n − pt and
(pt + 1)pt+ pt(n− pt) = (n+1)pt. Hence, GD(pt,n−pt) is a term of G
D,pt
(n+1)pt and it is the only component that is
not I-logarithmic. So, GD,p
t
is ((n+ 1)pt − 1)− I-logarithmic and
GD,p
t
(n+1)pt = G
D
(pt,n−pt) + Some I-logarithmic differential operator =
(
n
pt
)
Dn + Some I-logarithmic diff. op.
where the last equality holds because of Lemma 1.48.

2 Some partial integrability results
In this section, k will be a commutative ring of characteristic p > 0 and A a commutative k-algebra. We will
give some results about leaps of modules of integrable k-derivations of A. Namely, we prove that A does not
have leaps at the integers that are not a multiple of p and on the first multiple of p which is not a power of p.
Lemma 2.1 If m is invertible in k, any Hasse-Schmidt derivation of length m− 1 is m-integrable.
Proof. Since A is a k-algebra, we can write A := R/I where R is a polynomial ring (in an arbitrary number
of variables) and I ⊆ R an ideal. Let D ∈ HSk(A;m− 1) be a Hasse-Schmidt derivation of A of length m− 1.
Then, there exists D˜ ∈ HSk(log I;m− 1) such that Πm−1(D˜) = D. Thanks to Corollary 1.21, we can integrate
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D˜, so we have E ∈ HSk(R;m) such that τm,m−1(E) = D˜. From Definition 1.2.11 and Proposition 3.1.2 of [Na4],
εm(E) = mEm +H ∈ Derk(R) where H is an I-logarithmic differential operator. Then,
E′ := E ◦ ((−1/m) • (Id, εm(E)))[m] = (Id, E1, . . . , Em−1,−(1/m)H) ∈ HSk(log I;m).
So, Πm(E
′) ∈ HSk(A;m) is a m-integral of D (Proposition 1.22).

Corollary 2.2 If k has characteristic p > 0 and m 6= 0 mod p. Then, IDerk(A;m− 1) = IDerk(A;m), i.e., A
does not have a leap at m.
Proposition 2.3 Let k be a ring of characteristic p = 2 and A a k-algebra. Then, IDerk(A; 5) = IDerk(A, 6).
Proof. As in the previous proof, we can write A := R/I where R is a polynomial ring and I ⊆ R an ideal.
By Corollary 1.24, IDerk(A; 5) = IDerk(A; 6) if and only if IDerk(log I; 5) = IDerk(log I, 6). The inclusion
IDerk(log I; 6) ⊆ IDerk(log I; 5) is always true, so let δ ∈ IDerk(log I; 5) be an I-logarithmically 5-integrable
k-derivation and we consider D ∈ HSk(log I; 5) an integral of δ. By Corollary 1.21, we can integrate D until ∞.
So, we have D = (Id, D1, . . . , D5, D6, . . .) ∈ HSk(R) which is 5−I-logarithmic. Then, let us consider G := GD ∈
HS2k(R) defined in 1.46. By Lemma 1.48, G(i,j)(I) ⊆ I for all i+j ≤ 5. Moreover, G(2,4) =
(
6
2
)
D6+H = D6+H
where H(I) ⊆ I.
On the other hand, by definition of multivariate Hasse-Schmidt derivation and Lemma 1.47:
G(2,4)(xy) =
∑
α+β=(2,4)
Gα(x)Gβ(y) =
∑
α1+β1=2
α2+β2=4
G(α1,α2)(x)G(β1,β2)(y)
= G(2,4)(x)y + xG(2,4)(y) +
∑
α2+β2=4
G(1,α2)(x)G(1,β2)(y)
= G(2,4)(x)y + xG(2,4)(y) +G(1,1)(x)G(1,3)(y) +G(1,3)(x)G(1,1)(y) +G(1,2)(x)G(1,2)(y)
Since G(1,j) ∈ Derk(A) by Lemma 1.47,
D′ = (Id, G(1,2), G(2,4) −G(1,1)G(1,3)) ∈ HSk(R; 2)
and D′ is 1− I-logarithmic. Moreover,
(
G(1,1)G(1,3)
)
(I) ⊆ I, so D′2 = D6 +H
′ where H ′(I) ⊆ I. Then,
D′′ = τ∞,6(D) ◦D
′[3] = (Id, D1, . . . , D6 +D3G(1,2) +D6 +H
′) = (Id, D1, . . . , D3G(1,2) +H
′) ∈ HSk(log I; 6)
Hence, IDerk(log I; 5) = IDerk(log I; 6) and we have the result.

Now, we prove that IDerk(A; 2p− 1) = IDerk(A; 2p) when p 6= 2. We will start with some previous results.
Definition 2.4 Let p be a prime and n = esp
s+ · · ·+ e0 a positive integer expressed in base p expansion where
es 6= 0. We define sp(n) :=
∑s
i=0 ei.
Remark 2.5 If 1 ≤ n ≤ p− 1, then sp(n) = n. If n ≥ p, then sp(n) < n.
Definition 2.6 For each j ≥ 0, we define sjp(n) := sp(sp(· · · (sp︸ ︷︷ ︸
j times
(n)) · · · ).
Lemma 2.7 There exists j ≥ 0 such that sjp(n) = s
j+1
p (n). Moreover, if s
j
p(n) = s
j+1
p (n) then, s
j
p(n) = s
J
p (n)
for all J ≥ j.
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Proof. If n ≤ p−1, n = sp(n). Hence, the lemma holds for j = 0. If n ≥ p, then sp(n) < n. So, if sp(n) ≤ p−1,
then s2p(n) = sp(n) and the lemma holds for j = 1. Otherwise, s
2
p(n) < sp(n) < n. By performing this process
recursively, we obtain that sjp(n) ≤ p − 1 for some j. So, s
j
p(n) = s
j+1
p (n) and the lemma holds for this j.
Moreover, if sjp(n) = s
j+1
p (n), then s
j
p(n) ≤ p− 1, so s
J
p (n) = s
j
p(n) for all J ≥ j.

Definition 2.8 Let p be a prime and n a positive integer. Let us consider j = min{l ≥ 0 | slp(n) = s
l+1
p (n)}.
We define Tp(n) := s
j
p(n).
Lemma 2.9 Tp(n) = s
J
p (n) for all J ∈ {l ≥ 0 | s
l
p(n) = s
l+1
p (n)}.
Proof. By definition, Tp(n) = s
j
p(n) where j = min{l ≥ 0 | s
l
p(n) = s
l+1
p (n)}. If J ∈ {l ≥ 0 | s
l
p(n) = s
l+1
p (n)},
then J ≥ j and sjp(n) = s
J
p (n) thanks to Lemma 2.7.

Lemma 2.10 For all x ∈ Fp and n ≥ 1, we have that x
n = xTp(n).
Proof. If n ≤ p− 1, then Tp(n) = s0p(n) = n, so x
n = xTp(n). Suppose that xm = xTp(m) for all m < n where
n ≥ p and we express n =
∑s
i=0 eip
i in base p expansion where es 6= 0. Then,
xn = x
∑
eip
i
=
∏
i
xeip
i
=
∏
i
xei = x
∑
ei = xsp(n) mod p
where sp(n) < n because n ≥ p. By hypothesis, if Tp(sp(n)) = sjp(sp(n)), then
xn = xsp(n) = xTp(sp(n)) = xs
j
p(sp(n)) = xs
j+1
p (n)
Observe that sj+1p (n) = s
j
p(sp(n)) = s
j+1
p (sp(n)) = s
j+2
p (n). So, Tp(n) = s
j+1
p (n) by Lemma 2.9.

Lemma 2.11 Let p be a prime. Then, for all m such that 1 < m < p, there exists a finite number of elements
ai ∈ F∗p (multiplicative group) such that { ∑
i ai = 1 mod p∑
i a
m
i = 0 mod p
Proof. Note that p > 2 because there is not m ∈ N such that 1 < m < 2. Since F∗p is a cyclic group, there
exists g ∈ F∗p a generator of F
∗
p = {g, g
2, . . . , gp−1 = 1}, so g 6= gm for all m = 2, . . . , p− 1. We call a′0 = g and
let us consider h = gm mod p with 0 < h < p. Then, we put a′i = 1 for i = 1, . . . , p− h. In this case,
p−h∑
i=0
(a′i)
m = gm +
p−h∑
i=1
1 = gm + p− h = 0 mod p
and
p−h∑
i=0
a′i = g +
p−h∑
i=1
= g + p− h = g − h 6= 0 mod p
because h = gm mod p and, if g = h mod p then g = gm mod p!!!. If we define ai = a
′
i/(g − h), we have the
result.

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Theorem 2.12 Let k be a ring of characteristic p > 0 and A a k-algebra. Let n ≥ 1 be an integer such that
Tp(n) 6= 1. Then, IDerk(A;n− 1) = IDerk(A, n).
Proof. Since A is a k-algebra, we can see A = R/I where R is a polynomial ring (in an arbitrary number
of variables) and I ⊆ R an ideal. By Corollary 1.24, A has not leap at n if and only if IDerk(log I;n −
1) = IDerk(log I;n). The inclusion IDerk(log I;n − 1) ⊇ IDerk(log I;n) is always true. Let us consider δ ∈
IDerk(log I;n−1) and D ∈ HSk(log I;n−1) an integral of δ. By Corollary 1.21, we can integrate D until n. So,
we rewrite D = (Id, D1, . . . , Dn−1, Dn) ∈ HSk(R;n) as an integral of the previous D and we obtain an integral
of D1 = δ which is (n− 1)− I-logarithmic.
Let us consider (ai)i a solution of the system of Lemma 2.11 where m = Tp(n). Then,
E := ◦i (ai •D) =
(
Id,
∑
i
aiD1, . . . ,
∑
i
ani Dn +H
)
where H :=
∑
|β|=n:βi<n∀i
◦i
(
aβii Dβi
)
By Lemma 2.10,
∑
ani =
∑
a
Tp(n)
i = 0 mod p. Moreover, since Dβ(I) ⊆ I for all β < n, H is an I-logarithmic
differential operator. So, since
∑
ai = 1 mod p,
E = (Id, D1, . . . , H) ∈ HSk(log I;n).
Therefore D1 ∈ IDerk(log I;n− 1) = IDerk(log I, n) and, by Corollary 1.24, IDerk(A;n− 1) = IDerk(A;n).

Corollary 2.13 Let k be a ring of characteristic p ≥ 3 and A a k-algebra. Then, IDerk(A; 2p − 1) =
IDerk(A, 2p).
Proof. Since Tp(2p) = 2, we have the result by Theorem 2.12. 
3 Integrating the first non-vanishing component of a Hasse-Schmidt
derivation
In this section, k will be a commutative ring, A a commutative k-algebra and I ⊆ A an ideal. We start with
some numerical properties that we will use in later sections and we end up calculating an integral for the first
non-vanishing component of a Hasse-Schmidt derivation which will be the key to prove the main theorem of
section 4.
3.1 Numerical results
In this section, we give some numerical results that will be useful in later results.
Definition 3.1 Let p, s,m, e be integers such that p, s ≥ 1. Then, we define
Cpm,e,s := {j ∈ N | mp
j < eps}.
Lemma 3.2 If e ≤ m < eps, then Cpm,e,s is not empty and 0 ≤ maxC
p
m,e,s < s.
Proof. Cpm,e,s 6= ∅ because j = 0 holds the inequality, so maxC
p
e,m,s ≥ 0. On the other hand, let us consider
r ≥ s, then
eps ≤ epr ≤ mpr
so, r 6∈ Cpm,e,s and, we can conclude that 0 ≤ maxC
p
m,e,s < s.

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Lemma 3.3 Let us assume that e < m < eps with m 6= 0 mod e and we denote r = maxCpm,e,s. Then,
mpr+1 − 1 ≥ eps.
Proof. Since r = maxCpm,e,s, we have that mp
r+1 ≥ eps. We will see that the equality never holds. Suppose
that mpr+1 = eps. From Lemma 3.2, r + 1 ≤ s, so m = eps−(r+1) but m is not a multiple of e by hypothesis.
Therefore, mpr+1 > eps and we have the result.

Let us consider p a prime and n = esp
s + · · · + etpt a positive integer expressed in base p expansion where
s ≥ t ≥ 1 and 0 ≤ ei < p with es, et 6= 0 (note that s and t can be the same).
Lemma 3.4 Let p and n be as before. For all a ∈ N such that 2pt+1 ≤ a < n+1, we have 0 ≤ maxCpa,n+1,t ≤ s.
Proof. Observe that 0 ∈ Cpa,n+1,t, so these sets are not empty. Consider r > s, then
(2pt + 1)pr < (n+ 1)pt ⇔ (2pt + 1)pr−t = 2pr + pr−t < n+ 1
The last inequality is false because n < ps+1 ≤ pr, so n + 1 < pr + 1 ≤ 2pr + pr−t. Hence, Cp2pt+1,n+1,t ≤ s.
Now, we consider a > 2pt + 1 and, as before, r > s, then,
(n+ 1)pt ≤ (2pt + 1)pr < apr
where the first inequality holds because maxCp2pt+1,n+1,t ≤ s. So, r 6∈ C
p
a,n+1,t for r > s, i.e, maxC
p
a,n+1,t ≤ s.

Lemma 3.5 Let p, n be as before and let us suppose that n is not a power of p, then 2pt ≤ n.
Proof. If p = 2, then s > t, because n is not a power of 2, so 2pt = pt+1 ≤ ps ≤ ps + es−1p
s−1 + · · ·+ pt = n.
Let us assume that p 6= 2. If s > t then, 2pt < ps ≤ esps ≤ n and we have the inequality. Otherwise, if s = t,
then et ≥ 2 because n is not a power of p, so 2pt ≤ etpt = n.

Lemma 3.6 Let p, n be as before. Let us assume that n is not a power of p (remember that n is a multiple of
p). For each integer a such that 2pt+1 ≤ a < n+1, we denote ra = maxC
p
a,n+1,t. Then, ap
ra+1−1 ≥ (n+1)pt.
Proof. By definition apra+1 ≥ (n + 1)pt. We will see that the equality never holds. Let us suppose that
apra+1 = (n+ 1)pt. Since a < n + 1, we have that ra + 1 > t. Then, ap
ra+1−t = n+ 1, i.e, n + 1 has to be a
multiple of p!!! So, apra+1 − 1 ≥ (n+ 1)pt.

3.2 Computing the integral of the first non-vanishing component of a Hasse-
Schmidt derivation
Let k be a commutative ring and A a commutative k-algebra.
Hypothesis 3.7 Let a ≥ 1 and p ≥ 2 be integers and I ⊆ A an ideal. We say that A satisfies the condition
HIp,a if for all M ∈ N+ not a power of p with 1 < M < p
a, then IDerk(log I;M − 1) = IDerk(log I;M).
Remark 3.8 Note that I can be A. In this case, the condition in Hypothesis 3.7 is IDerk(A;M − 1) =
IDerk(A;M).
Lemma 3.9 1. If A satisfies HIp,a for some a ≥ 1, then A satisfies H
I
p,s for all 1 ≤ s ≤ a.
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2. If char(k) = p > 0, then A satisfies HAp,1.
3. If char(k) = p > 0 and A = k[xi| i ∈ I], the polynomial ring in an arbitrary number of variables, then A
satisfies HIp,1 for all I ⊆ A ideal.
Proof.
1. It is obvious.
2. If 1 < M < p, thenM can not be a multiple of p, i.e.,M 6= 0 mod p. By Corollary 2.2, IDerk(A;M−1) =
IDerk(A;M).
3. From Corollary 1.24, we have that IDerk(log I;M − 1) = IDerk(log I;M) if and only if A/I does not have
leap at M , i.e, if IDerk(A/I;M − 1) = IDerk(A/I;M). Since A/I satisfies H
A/I
p,1 , for all M ∈ N+ with
1 < M < p, we have the last equality, so A satisfies HIp,1.

From now on, k will be a commutative ring, A a commutative k-algebra, I ⊆ A an ideal and p ≥ 2 an
integer.
Lemma 3.10 Let us assume that A satisfies HIp,1. Let e > 1 be an integer and D ∈ HSk(A; ep) a Hasse-Schmidt
derivation that is (ep− 1) − I-logarithmic and ℓ(D; e) = i with 0 < i < p. Then, there exists D′ ∈ HSk(A; ep)
such that D′ is (ep− 1)− I-logarithmic, ℓ(D′; e) ≥ i+ 1, D′α = Dα for all α ≤ ie and D
′
ep = Dep +H where H
is an I-logarithmic differential operator.
Proof. Since ℓ(D; e) = i ≥ 1, from Lemma 1.10, we have that Die+α ∈ Derk(log I) for all α = 1, . . . , e − 1
and, thanks to the condition HIp,1, we know that all derivations are I-logarithmically (p − 1)-integrable. Let
Dα ∈ HSk(log I; p − 1) be an integral of Die+α and consider ED
α,ie+α ∈ HSk(log I; (ie + α)p − 1), defined in
1.14, for all α = 1, . . . , e− 1. Note that (ie + α)p − 1 > iep ≥ ep, so we can truncate all these derivations. We
denote Eα := τ(ie+α)p−1,ep
(
ED
α,ie+α
)
. Remember that Eαie+α = −Die+α and ℓ(E
α; ie+ α) = ⌈ep/ie+ α⌉ ≥ 2
for all α because ie+ α < (i+ 1)e ≤ ep.
We denote E := E1 ◦ E2 ◦ · · · ◦ Ee−1 ∈ HSk(log I; ep). From Lemma 1.19, ℓ(E) > ie and Eie+α = −Die+α
for all α = 1, . . . , e− 1. From Lemma 1.16, D′ := D ◦ E ∈ HSk(A; ep) satisfies the result because D′α = Dα for
all α ≤ ie and D′ie+α = Die+α + Eie+α = 0 for α = 1, . . . , e − 1, so ℓ(D
′; e) ≥ i + 1. Moreover, from Lemma
1.15, D′ is (ep− 1)− I-logarithmic and D′ep = Dep +H where H is an I-logarithmic differential operator.

Lemma 3.11 Let us assume that A satisfies HIp,1. Let e ≥ 1 be an integer and D ∈ HSk(A; ep) an (ep− 1)− I-
logarithmic Hasse-Schmidt derivation such that ℓ(D) ≥ e. Then, De is p-integrable and there exists D′ ∈
HSk(A; p) an integral of De such that D
′ is (p − 1) − I-logarithmic and D′p = Dep + H where H is an I-
logarithmic differential operator.
Proof. If e = 1, the result is trivial, so we will suppose that e > 1. We prove the result by reverse induction
on p ≥ ℓ(D; e) ≥ 1 (note that ℓ(D; e) ≥ 1 because ℓ(D) ≥ e and ℓ(D; e) ≤ ⌈ep/e⌉ = p).
If ℓ(D; e) = p, by Lemma 1.12, there exists D′ ∈ HSk(A; p) such that D′α = Dαe for all α = 1, . . . , p. Since
D is (ep − 1) − I-logarithmic, D′α(I) = Dαe(I) ⊆ I for all α < p, so D
′ is (p − 1) − I-logarithmic. Moreover,
D′p = Dep so, D
′ satisfies the lemma.
Now, let us assume that if D is a Hasse-Schmidt derivation with ℓ(D) ≥ e and ℓ(D; e) ≥ i + 1 where
1 ≤ i < p, then we have the result. We will prove it for a Hasse-Schmidt derivation D such that ℓ(D) ≥ e and
ℓ(D; e) = i.
By Lemma 3.10, there exists D′ ∈ HSk(A; ep) such that D′ is (ep − 1) − I-logarithmic, ℓ(D′; e) ≥ i + 1,
D′α = Dα for all α ≤ ie and D
′
ep = Dep +H where H is an I-logarithmic differential operator. Since ℓ(D
′) ≥ e
because ℓ(D′; e) ≥ i+1 ≥ 1, we can apply the induction hypothesis, so there exists D′′ ∈ HSk(A; p) an integral
of D′e = De which is (p−1)−I-logarithmic and D
′′
p = D
′
ep+H
′ = Dep+H+H
′ where H+H ′ is an I-logarithmic
differential operator. Hence, we have the lemma.

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Lemma 3.12 Let us assume that A satisfies HIp,a for some a ≥ 1. Let e, s,m be integers such that 1 ≤ s ≤ a
and 1 < e ≤ m < eps. We denote r := maxCpm,e,s and we consider δ ∈ IDerk(log I; p
r). We have the following
properties:
1 If m = 0 mod e, then there exists E ∈ HSk(log I; eps−1) such that Em = −δ and ℓ(E;m) = ⌈eps−1/m⌉.
2 If m 6= 0 mod e, then there exists E ∈ HSk(log I; eps) such that Em = −δ and ℓ(E;m) = ⌈eps/m⌉.
Proof. By Lemma 3.2, we have that 0 ≤ r < s ≤ a, so pr+1 ≤ pa. Thanks to the condition HIp,a, we have that
δ ∈ IDerk(log I; pr) = IDerk(log I; pr+1 − 1). Let D ∈ HSk(log I; pr+1 − 1) be an integral of δ. Let us consider
ED,m ∈ HSk(log I,mpr+1 − 1) (Definition 1.14) where ED,mm = −δ and ℓ
(
ED,m;m
)
= pr+1, i.e., ED,mα = 0 for
all α 6= 0 mod m. Moreover, from the definition of r, mpr+1 − 1 ≥ eps − 1.
If m = 0 mod e, then E = τmpr+1−1,eps−1(E
D,m) satisfies the lemma. Otherwise, if m 6= 0 mod e, by
Lemma 3.3, mpr+1 − 1 ≥ eps. So, E = τmpr+1−1,eps(E
D,m) satisfies the lemma.

Lemma 3.13 Let us assume that A satisfies HIp,a for some a ≥ 1. Let e, s,m be integers such that 1 ≤ s ≤ a
and 1 < e ≤ m < eps and we denote r := maxCpm,e,s. Let D ∈ HSk(log I; ep
s − 1) be a Hasse-Schmidt
derivation such that ℓ(D) ≥ m where Dm ∈ IDerk(log I; pr). Then, there exists D′ ∈ HSk(log I; eps − 1) such
that ℓ(D′) ≥ m+ 1 with D′α = Dα for all α = m+ 1, . . . , 2m− 1.
Proof. If Dm = 0, we put D
′ = D and we have the lemma. Let us assume that Dm 6= 0. From Lemma 3.12,
for any e ≤ m < eps, we have E ∈ HSk(log I; eps − 1) such that Em = −Dm and ℓ(E;m) = ⌈eps − 1/m⌉. We
can apply Lemma 1.17 to D′ = D ◦ E ∈ HSk(log I; eps − 1). Then, ℓ(D′) ≥ m and
D′α =
{
Dm + Em if α = m
Dα if α = m+ 1, . . . , 2m− 1
Since Em = −Dm, D′m = 0 and hence, ℓ(D
′) ≥ m+ 1 and D′ satisfies the lemma.

Theorem 3.14 Let us suppose that A satisfies HIp,a for some a ≥ 1. Let e, s ≥ 1 be two integers such that
s ≤ a and D ∈ HSk(A; eps) an (eps − 1)− I-logarithmic Hasse-Schmidt derivation with ℓ(D) ≥ e. Then, there
exists D′ ∈ HSk(A; ps) an integral of De such that D′ is (ps − 1) − I-logarithmic with D′ps = Deps +H where
H is an I-logarithmic differential operator.
Proof. We prove the result by induction on s ≥ 1. Note that if s = 1, we have the theorem from Lemma 3.11.
So, let us assume that the theorem is true for all j such that 1 ≤ j < s ≤ a. Note that we can suppose that
e > 1 (if e = 1 the theorem is trivial). We will divide this proof in several lemmas:
Lemma 3.15 Let D ∈ HSk(log I; eps − 1) such that ℓ(D) ≥ m with eps > m ≥ e > 1. Then, Dm ∈
IDerk(log I; p
r) with r = maxCpm,e,s < s.
Proof. By Lemma 3.2, we have that 0 ≤ r < s. We rewrite D := τeps−1,mpr (D) ∈ HSk(log I;mpr) (note
that mpr ≤ eps − 1 by definition of Cpm,e,s). If r = 0, then it is obvious that Dm is I-logarithmically
pr-integrable. Let us suppose that r ≥ 1. Then, since 1 ≤ r < s ≤ a, by the induction hypothesis of
the theorem, there exists D′ ∈ HSk(A; pr) an integral of Dm such that D′ is (pr − 1)− I-logarithmic and
D′pr = Dmpr + (some I-logarithmic diff. op.). But Dmpr is I-logarithmic, so D
′ is I-logarithmic too and
Dm is I-logarithmically p
r-integrable.
⋄
Lemma 3.16 Let D ∈ HSk(log I; eps − 1) such that ℓ(D; e) = i < ps and ℓ(D) ≥ e > 1. Then, there
exists D′ ∈ HSk(log I; eps − 1) such that ℓ(D′) > ie and D′α = Dα for all α = ie+ 1, . . . , ie+ e− 1.
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Proof. Note that the only components that can be not zero before ie + 1 are those that are in the
multiples of e. If ℓ(D) > ie then the lemma is obvious, otherwise ℓ(D) = je for some 1 ≤ j ≤ i. We will
prove the result by reverse induction on 1 ≤ j ≤ i.
Let us assume that ℓ(D) = ie. By Lemma 3.15, Die ∈ IDerk(log I; pr) where r = maxC
p
ie,e,s < s.
From Lemma 3.13, there exists D′ ∈ HSk(log I; eps − 1) such that ℓ(D′) ≥ ie + 1 and D′α = Dα for all
α = ie+ 1, . . . ,min{eps − 1, 2ie− 1}. Note that ie+ e− 1 ≤ eps − 1, so D′ satisfies the lemma.
Let us suppose now that the lemma is true for all derivation with ℓ(·) > je and we will prove it for j < i.
By Lemma 3.15, Dje ∈ IDerk(log I; pr) where r = maxC
p
je,e,s < s. From Lemma 3.12, there exists
E ∈ HSk(log I; eps−1) such that Eje = −Dje and ℓ(E; je) = ⌈eps−1/je⌉ ≥ 1. We can apply Lemma 1.17
to D and E and we obtain D′ = D ◦ E ∈ HSk(log I, eps − 1) such that ℓ(D′) ≥ je, ℓ(D′; e) ≥ ℓ(D; e) = i
and
D′α =
{
Dje + Eje if α = je
Dα for all α = ie+ 1, . . . , ie+ e− 1
Since ℓ(D; e) = i, there exists a ∈ {1, . . . , e − 1} such that Die+a 6= 0 and, since D′ie+a = Die+a, we have
that ℓ(D′; e) = i. Moreover, Eje = −Dje, so ℓ(D′) ≥ je + 1, but ℓ(D′; e) > j, therefore ℓ(D′) ≥ (j + 1)e.
Now, we can apply the induction hypothesis. Hence, there exists D′′ ∈ HSk(log I; eps − 1) such that
ℓ(D′′) > ie and D′′α = D
′
α = Dα for all α = ie+ 1, . . . , ie+ e− 1 and we have the lemma.
⋄
Lemma 3.17 Let D ∈ HSk(log I; eps − 1) be a Hasse-Schmidt derivation such that ℓ(D) > ie with
1 ≤ i < ps. Then, for all α = 1, . . . , e − 1 there exists Eα ∈ HSk(log I; eps) such that Eαie+α = −Die+α
and ℓ(Eα; ie+ α) = ⌈eps/ie+ α⌉.
Proof. If ℓ(D) ≥ (i+1)e, then Die+α = 0 for all α = 1, . . . , e− 1 and we have the result. Let us suppose
that ℓ(D) = (i+1)e− 1. By Lemma 3.15, D(i+1)e−1 ∈ IDerk(log I; p
re−1) where re−1 = maxC
p
(i+1)e−1,e,s.
Since (i+ 1)e− 1 6= 0 mod e, Lemma 3.12 give us the result.
Let us assume that the lemma is true for all Hasse-Schmidt derivations such that ℓ(·) = ie + β with
1 ≤ j < β ≤ e− 1 and we will prove it for a Hasse-Schmidt derivation D such that ℓ(D) = ie+ j.
As before, from Lemma 3.15 and Lemma 3.12, there exists Ej ∈ HSk(log I; eps) such that E
j
ie+j = −Die+j
and ℓ(Ej ; ie + j) = ⌈eps/ie + j⌉. We can apply Lemma 1.17 to D and E := τeps,eps−1(Ej) obtaining
D′ = D ◦E ∈ HSk(log I; eps − 1) such that ℓ(D′) ≥ ie+ j and
D′α =
{
Dα + Eα if α = ie+ j
Dα if α = ie+ j + 1, . . . ,min{eps − 1, 2(ie+ j)− 1}
Note that ie+ e− 1 ≤ eps − 1, so D′α = Dα for all α = ie+ j + 1, . . . , ie+ e− 1. Since Eie+j = −Die+j ,
ℓ(D′) > ie+ j and we can use the induction hypothesis on D′ obtaining that, for all α = j + 1, . . . , e− 1,
there exists Eα ∈ HSk(log I; eps) such that Eie+α = −D′ie+α = −Die+α and ℓ(E
α) = ⌈eps/ie + α⌉. So,
we have the lemma.
⋄
Lemma 3.18 Let D ∈ HSk(A; eps) be an (eps − 1) − I-logarithmic Hasse-Schmidt derivation with 1 ≤
ℓ(D; e) = i < ps. Then, there exists D′ ∈ HSk(A; eps) such that D′ is (eps− 1)− I-logarithmic, ℓ(D′; e) ≥
i+ 1, D′je = Dje for all j ≤ i and D
′
eps = Deps +H where H is an I-logarithmic differential operator.
Proof. Let us consider Dτ = τeps,eps−1(D) ∈ HSk(log I; eps − 1). Then, ℓ(Dτ ; e) = i ≥ 1 so, ℓ(Dτ ) ≥ e.
By Lemma 3.16, there exists D′ ∈ HSk(log I; eps − 1) such that ℓ(D′) > ie and D′ie+α = Die+α for all
α = 1, . . . , e− 1.
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By Lemma 3.17, for each α = 1, . . . , e− 1, there exists Eα ∈ HSk(log I; eps) such that Eαie+α = −D
′
ie+α =
−Die+α and ℓ(Eα; ie+ α) = ⌈eps/ie+ α⌉. Note that ie+ α < eps so, ⌈eps/ie+ α⌉ ≥ 2. By Lemma 1.19,
if we denote E = E1 ◦ · · · ◦ Ee−1 ∈ HSk(log I; eps), then ℓ(E) ≥ ie+ 1 and Eie+α = Eαie+α = −Die+α.
Now, we consider D′ = D ◦ E ∈ HSk(A; eps). By Lemma 1.15, D′ is (eps − 1) − I-logarithmic and
D′eps = Deps +H where H is an I-logarithmic differential operator. On the other hand, by Lemma 1.16,
we have that
D′β =
{
Dβ if β ≤ ie
Dβ + Eβ if β = ie+ 1, . . . , ie+ e− 1
Hence, D′β = 0 for all β = ie+ 1, . . . , ie+ e− 1 so, ℓ(D
′; e) ≥ i+ 1. Therefore, D′ satisfies the lemma.
⋄
Now, with the help of the previous lemmas we will finish the proof of Theorem 3.14. We show this result
by reverse induction on 1 ≤ ℓ(D; e) ≤ ps.
If ℓ(D; e) = ps, by Lemma 1.12, there is D′ ∈ HSk(A; ps) such that D′α = Dαe for all α ≤ p
s and we have
the result.
Let us assume that the theorem is true for Hasse-Schmidt derivation with ℓ(·; e) > i for 1 ≤ i < ps
and we will prove it for D ∈ HSk(A; eps) with ℓ(D; e) = i. By Lemma 3.18, there exists D′ ∈ HSk(A; eps)
which is (eps − 1) − I-logarithmic, such that ℓ(D′; e) ≥ i + 1 (so ℓ(D′) ≥ e), D′ej = Dej for all j ≤ i and
D′eps = Deps +H where H is an I-logarithmic differential operator. By induction hypothesis, D
′
e = De has a
(ps − 1)− I-logarithmic ps-integral, D′′ ∈ HSk(A; p
s) with D′′ps = D
′
eps +H
′ = Deps +H +H
′ where H +H ′ is
an I-logarithmic differential operator. Hence, we have the result.

4 Integrability and leaps
In this section, we prove that, any commutative k-algebra, where k is a commutative ring of characteristic p > 0,
only has leaps at powers of p, or what is the same:
Theorem 4.1 Let k be a ring of char(k) = p > 0 and A a k-algebra. Then, for all n > 1 not a power of p,
IDerk(A;n− 1) = IDerk(A;n).
Proof. It is enough to show the theorem when n is a multiple of p, not a power of p because, if n 6= 0
mod p, by Corollary 2.2, we have the result. We will prove this theorem by induction on n multiple of p,
not a power of p. We have two base cases, when p = 2 and p 6= 2. In the first case, we have to prove that
IDerk(A; 5) = IDerk(A; 6). Proposition 2.3 gives us the theorem. In the second one, we have to prove that
IDerk(A; 2p− 1) = IDerk(A; 2p) and we have the result by Corollary 2.13. Let us assume that for all m < n not
a power of p, IDerk(A;m− 1) = IDerk(A;m) and we will prove the equality for n, a multiple of p, not a power
of p.
Since A is a k-algebra, we can express A = R/I where R = k[xi| i ∈ I] is a polynomial ring of an
arbitrary number of variables and I ⊆ R an ideal. Then, by Corollary 1.24, we have that IDerk(log I;m− 1) =
IDerk(log I;m) for allm < n not a power of p and it is enough to prove that IDerk(log I;n−1) = IDerk(log I;n).
Let us express n = esp
s + · · ·+ etpt in base p expansion where 1 ≤ t ≤ s and 0 ≤ ei < p with es, et 6= 0. By
induction hypothesis, we have that R satisfies HIp,s (3.7).
Let δ ∈ IDerk(log I;n− 1) be a k-derivation and D ∈ HSk(log I;n− 1) an integral of δ. We can integrate D
until length infinity (Corollary 1.21), so we rewrite D ∈ HSk(R) the integral of D. Note that D1 = δ and D is
(n−1)− I-logarithmic. Now, we consider G := GD,p
t
∈ HSk(R; (n+1)pt) the Hasse-Schmidt derivation defined
in 1.51. From Lemma 1.52, G is ((n + 1)pt − 1) − I-logarithmic, ℓ(G) ≥ 2pt + 1 and G(n+1)pt =
(
n
pt
)
Dn +H
where H is an I-logarithmic differential operator.
By Lemma 3.5, we have that 2pt + 1 ≤ n + 1. If n + 1 = 2pt + 1, then from Theorem 3.14, we obtain T ∈
HSk(R; p
t) a (pt−1)−I-logarithmic Hasse-Schmidt derivation such that Tpt = G(n+1)pt+H
′ =
(
n
pt
)
Dn+H+H
′
where H +H ′ is an I-logarithmic differential operator.
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Let us suppose now that 2pt + 1 < n + 1 and we denote r = maxCp2pt+1,n+1,t. By Lemma 3.4, 0 ≤ r ≤ s
and by definition of Cp2pt+1,n+1,t, (2p
t + 1)pr < (n + 1)pt. Hence, we can consider τ(n+1)pt,(2pt+1)pr (G) ∈
HSk(log I; (2p
t+1)pr). If r = 0, then G2pt+1 ∈ IDerk(log I; p
r). Otherwise, r ≥ 1 and applying Theorem 3.14 to
this Hasse-Schmidt derivation, we have that G2pt+1 is p
r-integrable, and there existsD′ ∈ HSk(R; pr) an integral
that is (pr − 1) − I-logarithmic with D′pr = G(2pt+1)pr + some I -logarithmic diff. op.. Since G(2pt+1)pr is I-
logarithmic, G2pt+1 is I-logarithmically p
r-integrable. So, in both cases, we have that G2pt+1 ∈ IDerk(log I; p
r).
We have two cases:
• If r < s, then G2pt+1 ∈ IDerk(log I; p
r+1−1) from the hypothesis, i.e, there existsD′ ∈ HSk(log I; pr+1−1)
an integral of G2pt+1 and we can consider E
D′,2pt+1 ∈ HSk
(
log I; (2pt + 1)pr+1 − 1
)
.
By Lemma 3.6, we can consider T = τ(2pt+1)pr+1−1,(n+1)pt
(
ED
′,2pt+1
)
∈ HSk(log I; (n + 1)pt) where
T2pt+1 = −G2pt+1 and ℓ(T ) ≥ 2p
t + 1.
• If r = s, then G2pt+1 ∈ IDerk(log I; p
s). Since ps < n < ps+1, G2pt+1 ∈ IDerk(log I;n − 1). Let
D′ ∈ HSk(log I;n− 1) be an integral of G2pt+1 and let us consider E
D′;2pt+1 ∈ HSk(log I; (2pt+1)n− 1).
Note that
n(2pt + 1)− 1 > (n+ 1)pt ⇔ npt + n− 1 > pt
Since the last inequality always holds, we can consider T = τ(2pt+1)n−1,(n+1)pt)
(
ED
′,2pt+1
)
∈ HSk(log I; (n+
1)pt) where T2pt+1 = −G2pt+1 and ℓ(T ) ≥ 2p
t + 1.
Therefore, in both cases, we can compose G and T obtaining
G(1) := T ◦Gp
t
=
(
Id, 0, . . . , 0, G
(1)
2pt+2, . . . , G
(1)
n+1, . . . , G
(1)
(n+1)pt
)
∈ HSk(R; (n+ 1)p
t)
a ((n+1)pt−1)−I-logarithmic Hasse-Schmidt derivation where G
(1)
(n+1)pt =
(
n
pt
)
Dn+H with H an I-logarithmic
differential operator.
Suppose that, by doing this process, we obtain a ((n+ 1)pt − 1)− I-logarithmic Hasse-Schmidt derivation:
G(j) = (Id, 0, . . . , 0, G
(j)
j , . . . , G
(j)
n+1, . . . ,
(
n
pt
)
Dn +H) ∈ HSk
(
R; (n+ 1)pt
)
with H(I) ⊆ I and 2pt + 1 < j < n+ 1.
We denote r = maxCpj,n+1,t. By Lemma 3.4, 0 ≤ r ≤ s. Since jp
r < (n+1)pt, we have τ(n+1)pt,jpr
(
G(j)
)
∈
HSk(log I; jp
r) and we can deduce that G
(j)
j is I-logarithmically p
r-integrable in the same way as before. We
have two cases:
• If r < s, then G
(j)
j ∈ IDerk(log I; p
r) = IDerk(log I; p
r+1 − 1). Let us consider D′ ∈ HSk(log I; pr+1 − 1)
an integral of G
(j)
j and E
D′,j ∈ HSk(log I; jp
r+1 − 1). By Lemma 3.6, jpr+1 − 1 ≤ (n+ 1)pt. So, we have
T = τjpr+1−1,(n+1)pt(E
D′,j) ∈ HSk(log I; (n+ 1)pt) where Tj = −G
(j)
j and ℓ(T ) ≥ j.
• If r = s, then G
(j)
j ∈ IDerk(log I; p
s) = IDerk(log I;n− 1). Then, there exists D′ ∈ HSk(log I;n − 1) an
integral of G
(j)
j and we can consider E
D′,j ∈ HSk(log I; jn− 1). Since jn− 1 > (2pt+1)n− 1 > (n+1)pt,
we can define T = τjn−1,(n+1)pt(E
D′,j) ∈ HSk(log I; (n+ 1)pt) where Tj = −G
(j)
j and ℓ(T ) ≥ j.
Therefore, we can obtain a ((n+ 1)pt − 1)− I-logarithmic Hasse-Schmidt derivation:
G(j+1) := T ◦G(j) = G(j+1) = (Id, 0, . . . , 0, G
(j+1)
j+1 , . . . , G
(j+1)
n+1 , . . . ,
(
n
pt
)
Dn +H
′) ∈ HSk
(
R; (n+ 1)pt
)
whereH ′ is an I-logarithmic differential operator. So, we can do this process for all j such that 2pt+1 ≤ j < n+1
and we obtain a ((n+ 1)pt − 1)− I-logarithmic Hasse-Schmidt derivation:
G(n+1) = (Id, 0, . . . , 0, G
(n+1)
n+1 , . . . ,
(
n
pt
)
Dn +H
′) ∈ HSk
(
R; (n+ 1)pt
)
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where H ′ is an I-logarithmic differential operator. Then, we can apply Theorem 3.14 to G(n+1). So, in both
cases, when n+ 1 = 2pt + 1 or not, we have that there exists T = (Id, T1, . . . ,
(
n
pt
)
Dn +H
′) ∈ HSk(R; pt) that
is (pt − 1)− I-logarithmic and H ′ is an I-logarithmic differential operator.
Let f ∈ F∗p be the inverse of
(
n
pt
)
. So that,
D ◦ (−f • T ) [n/pt] =
Id, D1, . . . , Dn + (−f)pt(npt
)
Dn − f
ptH ′ +
∑
α+β=n
α,β 6=0
Dα ◦
(
(−f · T ) [n/pt]
)
β
 =Id, D1, . . . , ∑
α+β=n
α,β 6=0
Dα ◦
(
(−f · T ) [n/pt]
)
β
− fH ′
 ∈ HSk(log I;n)
Hence, D1 = δ ∈ IDerk(log I;n).

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