This paper presents a general approach t o a m ultiresolution analysis and wavelet spaces on the interval ;1 1]. Our method is based on the Chebyshev transform, corresponding shifts and the discrete cosine transform (DCT). For the wavelet analysis of given functions, e cient decomposition and reconstruction algorithms are proposed using fast DCT{algorithms. As examples for scaling functions and wavelets, polynomials and transformed splines are considered.
Introduction
Recently, several constructions of wavelets on a bounded interval have been presented. Most of these approaches are based on the theory of cardinal wavelets. The simplest construction consists in the trivial extension of functions f : 0 1] ! R by setting f(x) : = 0 for x 2 R n 0 1]. These functions can be analyzed by means of cardinal wavelets. But in general, this extension produces discontinuities at x = 0 a s w ell as x = 1, which are re ected by large wavelet coe cients for high levels near the endpoints 0 and 1, even if f is smooth on 0 1]. Thus the regularity o f f is not characterized by the decay o f w avelet coe cients. Another simple solution, often adapted in image analysis, consists in the even 2{periodic We are interested in wavelet methods on a bounded interval which can exactly analyze the boundary behaviour of given functions. Up to now, three methods are known to solve this problem. The often used rst method is based on special boundary and interior scaling functions as well as wavelets (see 3, 4, 13] ) such that numerical problems at the boundaries can be reduced. Then the bases of sample and wavelet spaces do not consist in shifts of single functions. The second method (see 9]) works with two generalized dilation operations, since the classical dilation is not applicable for functions on a bounded interval.
A third wavelet construction on the interval I := ;1 1], rst proposed in 6], is based on Chebyshev polynomials. Both scaling functions and wavelets are polynomials which satisfy certain interpolation properties. As shown in 16], this polynomial wavelet approach can be considered as generalized version of the well{known wavelet concept, which is based on shift{invariant subspaces of the weighted Hilbert space L 2 w (I) with respect to the Chebyshev shifts (see 2]), where w denotes the Chebyshev weight. The objective of this paper is a new general approach t o m ultiresolution of L 2 w (I) and to wavelets on the interval I, based on the ideas in 16]. As known, the Fourier transform and shift{invariant subspaces of L 2 (R) are essential tools for the construction of cardinal multiresolution and wavelets (see 5] ). Analogously, the nite Fourier transform and shift{ invariant subspaces of L 2 2 lead to a uni ed approach to periodic wavelets (see 7, 11] ). This concept can be transferred to the Hilbert space L 2 2 0 of even periodic functions using the shift operator S a F := 1 2 (F ( + a) + F( ; a)) (a 2 R) for F 2 L 2 2 0 . The isomorphism between L 2 2 0 and L 2 w (I) can be exploited in order to construct new sample and wavelet spaces in L 2 w (I). Using fast algorithms of discrete cosine transforms (DCT), e cient frequency based algorithms for decomposition and reconstruction are proposed. As special scaling functions and wavelets, we consider algebraic polynomials and transformed splines. It is remarkable that our decomposition algorithm for polynomial wavelets needs less multiplications up to a certain level than the fast decomposition algorithm for cubic spline wavelets on 0 1] proposed in 13]. The outline of our paper is as follows. In Section 2 we brie y introduce the Chebyshev transform, related shifts and the DCT. In Section 3 we analyze shift{invariant subspaces of L 2 w (I). The scalar product of functions from shift{invariant subspaces can be simpli ed to a nite sum by means of the so{called bracket product. In Section 4 we consider a nonstationary multiresolution of L 2 w (I) consisting of shift{invariant subspaces V j (j 2 N 0 ) generated by shifts of scaling functions ' j . The required conditions for the multiresolution of L 2 w (I) and their consequences for the scaling functions ' j are analyzed in detail. In Section 5 we i n troduce the wavelet space W j (j 2 N 0 ) as the orthogonal complement o f V j in V j+1 . Then W j is a shift{invariant subspace generated by shifts of the wavelet j . Using the two{scale symbol of ' j and the bracket product of ' j and ' j+1 , t h e w avelet j is characterized in Theorem 5.3. Section 6 provides fast, numerically stable decomposition and reconstruction algorithms based on fast DCT{algorithms. In Section 7 we present polynomial wavelets on I (see 6, 16] 
Chebyshev Transform and Shifts
In this section, we i n troduce the Chebyshev transform and corresponding shifts and we examine their relations to the even shifts of periodic even functions. For more details on Chebyshev shifts we refer to 2, 16] . Throughout this paper, we consider the interval Observe that for n 2 N 0 S a cos(n ) = c o s ( na) cos(n ) a n (S a F) = cos(na) a n (F ) : Restricting F = f(cos) on 0 ], the arccos{transformed function F(arccos) coincides with f 2 L 2 w (I). From (2.2) { (2.3) it follows directly the Chebyshev expansion f = 1 2 a 0 f] + 1 X n=1 a n f] T n a n f] = a n (f(cos)) (n 2 N 0 ) :
Further, the even shift S a of F = f(cos) (a 2 R) g o e s i n to the Chebyshev shift s h f of f with h := cos a 2 I, i.e.
For the realization of the Chebyshev transform in nite dimensional subspaces of L 2 w (I), we will use fast algorithms of the discrete cosine transform (DCT). In the following, we brie y introduce the di erent t ypes of DCT. (iii) h j u f gi = hf j u gi (iv) j u T n = c o s ( nu =N j ) T n a n j u f] = cos (nu =N j ) a n f] (n 2 N 0 ) (v) j u f 2 n for f 2 n (n 2 N 0 ) . Note that j 0 f = f and j N j f = f(; ) f o r f 2 L 2 w (I). Further, for f 2 C(I) w e h a ve ( j u f)(1) = f(h j u ) (u 2 Z) : S j 1 (') := span f j+1 2l+1 ' : l = 0 : : : N j ; 1g is said to be of type 1 generated b y ' 2 L 2 w (I). It is obvious by Lemma 3.1, (i) { (ii) that S j 0 (') S j+1 0 (') a n d S j 1 (') = S j 0 ( j+1 1 ') S j+1 0 ('). By de nition, f 2 S j+1 0 (') can be represented in the form
Using Lemma 3.1, (iv) and Chebyshev transform, we obtain the Chebyshev coe cients a n f] = j+1 n (f) a n '] (n 2 N 0 )
k=0 and that the following properties of periodicity and symmetry hold for n 2 N 0 and k = 0 : : : N j+1 ;1
In particular, for f 2 S j 0 (') w e get the representation (3.2) with j+1 2l+1 (f) : = 0 (l = 0 : : : N j ; 1) :
Then it follows that the vector (^ j+1 n (f)) N j n=0 with components (3.4) is the DCT{I (N j +1) of ( j+1 2l (f)) N j l=0 . F or f 2 S j 1 (') w e obtain (3.2) with j+1 2l (f) : = 0 (l = 0 : : : N j ) (3.6) and the corresponding vector (^ j+1 n (f))
In the following, we derive some important properties of the subspaces S j ('). We c haracterize S j (') ( 2 f 0 1g) b y the Chebyshev transform: Lemma 3.2 Let j 2 N 0 , 2 f 0 1g and ' f 2 L 2 w (I) be given.
(i) Then f 2 S j (') if and only if there exist^ j+1 n (f) 2 R (n 2 N 0 ) witĥ
such that (3.3) is satis ed.
(ii) Let j+1 f 2 S j ('). Then S j (f) = S j (') if and only if supp a j+1 f] = supp a j+1 ']
where supp a f] : = fn 2 N 0 : a n f] 6 = 0 g is the support of a f]. Proof: As mentioned before, if f 2 S j ('), then (3.7) is satis ed. Since the Chebyshev transform is a linear bijective mapping, the proof of the reversed direction is straightforward. Hence (i) is valid. Now w e show (ii) for = 0 .
1. If S j 0 (f) = S j 0 ('), then ' 2 S j 0 (f). From (i) it follows that supp a '] supp a f]. Analogously, b y f 2 S j 0 (') w e nd supp a f] supp a ']. Hence we obtain (3.8).
2. Assume that (3.8) is satis ed. We only need to show that ' 2 S j 0 (f). Since f 2 S j 0 ('), we h a ve (3.3) with (3.7). By supp a f] = supp a '], we conclude that a n '] = j+1 n a n f] (n 2 N 0 ) with^ j+1 n := ^ j+1 n (f) ;1 if^ j+1 n (f) 6 = 0 0 otherwise , for which (3.7) is also satis ed. For = 1, the assertion follows immediately from S j 1 (') = S j 0 ( j+1 1 ') a n d S j 1 (f) = S j 0 ( j+1 1 f). w (I) be g i v e n . Further, let f 2 S j ('), g 2 S j ( ) with a n f] = j+1 n (f) a n '] a n g] = j+1 n (g) a n ] (n 2 N 0 ) be given, where^ j+1 n (f),^ j+1 n (g) 2 R possess the properties (3.7). Then we have
In particular, for = ,
Using the Parseval identity (2.1), the proof follows by straightforward calculations. In The system B j 1 (') is called orthonormal, if the Gramian matrix satis es
Then we obtain the following characterizations for the bases B j (') ( 2 f 0 1g) in terms of the bracket products. we see that by construction B j 0 (' ? ) is an orthonormal basis of S j 0 (' ? ). By Lemma 3.2, the de nition of ' ? implies that S j 0 (' ? ) = S j 0 ('). Using (2.7) and (3.11), the assertions follow analogously for = 1 .
With the help of the bracket product, we are able to give a simple description of the orthogonal projectors P j ( = 0 1) of L Lemma 3.6 Let j 2 N 0 , 2 f 0 1g and let ' 2 L 2 w (I) with (3.14) be given. Then for f 2 L 2 w (I) we have a n P j f] = c j+1 n (P j f) a n '] (n 2 N 0 )
where the coe cientsĉ j+1 n (P j f) satisfy the relations (3.7) and
(l = 0 : : : N j ; ):
The projector P j is shift{invariant of level j, i.e., for all f 2 L 2 w (I) and k = 0 : : : N j ;
Proof: We show the assertion only for = 0 . For f 2 L 2 w (I), the orthogonal projection P j 0 f 2 S j 0 (') is determined by f ; P j 0 f ? S j 0 ('). Then there are coe cientŝ c j+1 n (P j 0 f) ( n 2 N 0 ) satisfying the properties (3.7) of symmetry and periodicity with a n P j 0 f] = c j+1 n (P j 0 f) a n '] (n 2 N 0 ):
Using Lemma 3.3, we obtain for all l = 0 : : : N j 0 = hf ;
Hence the coe cientsĉ j+1 k (P j 0 f) satisfy (3.16). The shift{invariance of P j 0 follows from a n j l (P j 0 f)] =ĉ j+1 n (P j 0 f) a n '] cos ln N j =ĉ j+1 n (P j 0 ( j l f)) a n '] = a n P j 0 ( j l f)] (n 2 N 0 ):
4 Multiresolution of L 2 w (I)
We form shift{invariant subspaces V j := S j 0 (' j ) with ' j 2 L For orthonormal scaling functions, the assertion follows by Lemma 3.5, (ii).
Wavelet Spaces
Let the wavelet space W j of level j (j 2 N 0 ) be de ned as the orthogonal complement o f V j in V j+1 , i.e. The subspace W j is shift{invariant of level j, since by Lemma 3.6 we h a ve for g := f;P j 0 f (f 2 V j+1 ), j l g = j l f ; j l (P j 0 f) = j l f ; P j 0 ( j l f) 2 W j :
Assume that the shift{invariant subspace W j can be of type 1 generated by a function j 2 V j+1 such that W j = S j 1 ( j ). Further, we suppose that the set B j 1 ((N j =2) is satis ed. By means of the Chebyshev transform this yields a n j ] = B j+1 (n) a n ' j+1 ] (n 2 N 0 ) (5.2) a n j+1 1 A j+1 (N j+1 ; n) ; B j+1 (N j+1 ; n) :
As usual, these matrices will play an important role in deriving the decomposition and reconstruction algorithms. Therefore we h a ve t o i n vestigate the invertibility o f S j+1 (n). Let ( = 0 1) be the eigenvalues of S j+1 (n), i.e., it holds det (S j+1 (n) ; I) = 0 with the unit matrix I. Proof: Using Lemma 4.3 and (5.4) { (5.5), we nd for n = 0 : : : K j (N j+1 ; n) = K j (n) (n = 0 : : : N j ; 1) for some constants and .
Proof: 1. Let B j+1 be given in the form (5.10) with K j satisfying (5.11). Then by .4) and (5.5). Now, put for n = 0 : : : N j+1 K j (n) : = A j+1 (n) B j+1 (N j+1 ; n) + A j+1 (N j+1 ; n) B j+1 (n) : Note that K j (n) = K j (N j+1 ; n) for n = 0 : : : N j ; 1. Then we continue K j on N 0 by K j (n + rN j+1 ) : = K j (n) for all n = 0 : : : N j+1 ; 1 and r 2 N 0 . Thus K j satis es the conditions (5.11). Multiplying (5.5) with A j+1 (n), by Lemma 4.3 we obtain for n = 0 : : : N j ; 1 and also for n = N j + 1 : : : In order to reconstruct f j+1 2 V j+1 (j 2 N 0 ), we h a ve to compute the sum (6.2) with given functions f j 2 V j and g j 2 W j . Assume that j m (f j ) j r (g j ) 2 R in (6.4) or the corresponding DCT data (6.5) { (6.6) are known. Then f j+1 2 V j+1 can be uniquely Proof: From (6.4), it follows by Lemma 3.1, (iv) that for all n 2 N 0 a n f j ] = j n a n ' j ] with^ j n := N j X l=0 " j l j l (f j ) cos ln N j :
Analogously, b y (6.1) and (6.3) { (6.6) we h a ve for all n 2 N 0 a n f j+1 ] = j+1 n a n ' j+1 ] a n g j ] = j n a n j ] (6.8) where^ j+1 n is de ned similar to^ j n and j n := Using (7.1) and (7.4), we obtain the Chebyshev transformed two{scale relation of j a n j ] = B j+1 (n) a n ' j+1 ] (n 2 N 0 )
with the corresponding two{scale symbol B j+1 (n) : = 0 n = 0 : : : N j 2 n = N j + 1 : : : N j+1 : In the following, we compare the arithmetical complexity of our decomposition algorithm 6.2 for these polynomial wavelets on I with that of the fast decomposition algorithm for linear and cubic spline wavelets on 0 1] proposed in 13]. Let j 3. Assume that 2 j+1 + 1 function values of f j+1 2 V j+1 are given. The decomposition algorithm for linear spline wavelets in 0 1] needs 6 2 j+1 real multiplications in order to compute all wavelet coe cients of g j 2 W j . For the same problem, the decomposition algorithm for cubic spline wavelets in 13] can be implemented using 14 2 j+1 real multiplications. Compared to that, our algorithm 6.2 requires fewer real multiplications up to the level j = 14. { Now w e consider the complete decomposition of f j+1 2 V j+1 . Here we h a ve to determine all coe cients of the related functions in W j W j;1 : : : W 3 and V 3 . Figure 5 shows the numbers of needed real multiplications (divided by 2 j+1 ) for the complete decomposition with linear spline wavelets (3), cubic spline wavelets (2) and polynomial wavelets (+). Our procedure needs fewer real multiplications than the method in 13] for cubic spline wavelets up to level j = 20. Since a level j 2 f 7 : : : 11g is often used in praxis, our algorithm is an interesting alternative to the method in 13]. As numerical application of the decomposition algorithm 6.2, we w ould like to mention that an exact detection of singularities of a given function near the boundary 1 i s possible. For example, we consider a linear spline function in order to determine its spline knots. Let B 2 denote the cardinal linear B{spline. Interpolating the function f(x) : = B 2 (4x + 3 :96) (x 2 I) at level j = 7 and decomposing f, w e can observe the singularities at ;0:99 ;0:74 and ;0:49 in the corresponding wavelet part of level j = 6 (see Figure 6 ). On the other hand, the decomposition of the function f(x) : = B 2 (4x + 4 ) (x 2 I) shows that f has singularities at ;0:75 and ;0:5, but not at ;1 (see Figure 7) . where B 2m denotes the 2m{th Bernoulli number. Observe that we h a ve found the same constants as in the case of the multiresolution generated by cardinal splines of order m (see 12]). Note that di erent scaling factors of scaling functions are used in 12]. Let the wavelet j be de ned by its Chebyshev coe cients a n j ] : = 2 sin n N j+2 m 2m (;e ;in =N j+1 ) a n ' j+1 ] (n 2 N 0 )
i.e., j possesses the two{scale symbol B j+1 (n) = 2 sin n N j+2 m 2m (;e ;in =N j+1 ) (n 2 N 0 ): By de nition it is clear that j 2 V j+1 . In order to show t h a t W j = S j 1 ( j ), we h a ve to check the orthogonality V j ? S j 1 ( j ) and the L 2 w (I){stability o f B j 1 ((N j =2) 1=2 j ) (j 2 N 0 ). Since m is even, we easily observe that (5. Observe that these constants are the same as the constants found for the well{known cardinal Chui{Wang wavelet (cf. 12]). Note that di erent scaling factors of wavelets are used in 12]. In contrast with polynomial wavelets, the shifted scaling functions and wavelets are supported on small subintervals of I. The Fourier cosine coe cients read a n (~ j ) = 2 N j cos n N j+1 ( sin n N j+2 ) m 2m (;e ;in =N j+1 ) (sinc n N j+2 ) m = 2 cos n N j+1 ( sin n N j+2 ) m 2m (;e ;in =N j+1 ) a n ' j+1 ] :
Comparing with the Chebyshev coe cients of j we nd for the restriction of~ j on 0 ]: j+1 1 j =~ j (arccos) :
