Several new protocols such as RBUDP, User-Level UDP, Tsunami, and SABUL, have been proposed as alternatives to TCP for high speed data transfer. The purpose of this paper is to analyze the effects of SABUL congestion control algorithm on SABUL performance matrices such as bandwidth utilization, self-fairness, aggressiveness and average packet losses. We propose a deterministic model of SABUL congestion control algorithm and use the model to assess these metrics. Our results explain SABUL throughput oscillations, derive bounds on its aggressiveness/responsiveness, show that SABUL can be self-fair, and identify conditions under which SABUL may experience excessive packet losses. We also validate our model by doing experimental analysis.
I. INTRODUCTION
The high-performance networks being developed at present offer the promise of connectivity at speeds up to 40 Gbps or more. Such networks can enable new classes of high performance applications, such as remote data analysis/visualization and high performance grid-based computation. Although there is significant bandwidth available for such applications, the effective use of the available bandwidth is a challenge.
Several studies [7] , [11] , [2] (and references therein) have shown that, in practice, user-level distributed applications connected by high-speed networks (e.g., Abilene) cannot fully utilize the available bandwidth. The main reason for this subpar performance is the congestion control mechanism of the transport protocol (e.g., TCP). Thus, to improve bandwidth utilization, two alternatives are to (i) improve the performance of TCP, and, (ii) develop new transport protocols that are suitable for a high-delay but high-bandwidth environment.
Several studies have attempted to improve TCP performance by (i) adjusting TCP receiver buffer size [5] , [19] , (ii) using TCP with Selective Acknowledgment [12] , (iii) using TCP parallel streams [18] , (iv) increasing TCP packet size [3] , and (v) modifying TCP congestion control algorithm to adjust to highspeed environments [4] , [11] .
Examples of new hybrid protocols are RBUDP [10] , User-level UDP [2] , and SABUL [8] , [9] . These protocols use UDP to transfer the data and TCP or UDP for signaling. RBUDP, User-level UDP and Tsunami [20] have no congestion control mechanism, while SABUL provides congestion control. SABUL has been evaluated empirically and by simulations [8] , [9] quite extensively. Only limited theoretical studies related to SABUL performance are available [8] .
The purpose of this paper is to study the effects of SABUL congestion control algorithm on performance matrices such as (instantaneous) bandwidth utilization, self-fairness, aggressiveness/responsiveness, and longterm average packet losses. The work presented here is built upon our earlier study of SABUL properties [13] [14] [15] . The study is based on the simplified model of SABUL's congestion control algorithm. The model is sufficient to capture the effects of the algorithm parameters and can be used in selecting parameter values in order to control the algorithm behavior (and in particular its oscillations and aggressiveness).
The remainder of this paper is organized as follows. We present a brief overview of the SABUL protocol in the next section. In section III we formulate a deterministic model of SABUL behavior. We summarize our results in section IV. For clarity of presentation, the proof of these results is presented in the appendix.
II. A BRIEF OVERVIEW OF THE SABUL CONGESTION CONTROL ALGORITHM
Unlike TCP, which uses a window-based algorithm, SABUL employs a rate-based algorithm to adjust its sending rate as a response to congestion and/or traffic losses. SABUL rate control algorithm adjusts the "inter-packet gap" (i.e., the amount of time before two packets are sent to the network) in rounds.
A "round" in SABUL is defined as a fixed time interval Ì . The inter-packet gap is calculated at the beginning of a round and kept constant during the entire round. Let « ¼ denote a target packet loss rate, the idea being that losses up to « are acceptable to the application. During the Ò Ø round, i.e., during the time interval ´Ò ½µÌ Ò Ì µ, SABUL uses feedback from the receiver to measure ´Òµ, the actual packet loss rate in the Ò Ø round. Based on this measurement, SABUL increases or decreases AE´Òµ, the inter-packet gap to be used in the next round, as Equations 1 through 4 specify AE´Ò · ½ µ AE´Òµ £´½ · ½´ ´Òµ «µµ · if ´Òµ « (1) AE´Ò · ½ µ AE´Òµ £´½ · ¾´ ´Òµ «µµ if ´Òµ « (2) ½ ¾ and are positive constants to be selected by the implementor. Equation 1 specifies how the inter-packet gap is increased, as a result of "high losses". Equation 2 specifies how the inter-packet gap is decreased, as a result of "low losses." We focus on these two equations in the analysis presented in this paper. 1 Based on the above equations, ´Òµ, the instantaneous sending rate or throughput, throughout the Ò Ø round, is simply given by
In Equation 5 , L denotes the length of the transmitted packets (assumed constant for simplicity) and C denotes the capacity of the sender's network interface.
III. DETERMINISTIC ANALYSIS
As we have seen in section 2, SABUL rate control algorithm depends on multiple parameters. In this section we propose a simple, deterministic model to study qualitatively the behavior of the sending rate in Equation 5 and gain insight into how various parameters affect properties of the algorithm, such as oscillations, aggressiveness, responsiveness, fairness, and packet losses. To the best of our knowledge, while oscillation has been observed via simulations and experimentation [9] , [8] , no explicit study of the remaining metrics of SABUL has been previously reported.
A. Modeling assumptions
Consider a SABUL sender, connected to a high-speed network through an interface of capacity Mbps.
The sender has an infinite supply of packets of constant length Ä bits, which it transmits to a SABUL receiver, through a "bottleneck router", as shown in Figure 1 . Let denotes the service rate (bit/sec) a single SABUL connection receives at the bottleneck router. In this model, we assume the is constant. This will be the case, for example, when guaranteed-rate schedulers, such as any variant of Weighted Fair Queueing, are employed at the bottleneck router [16] . Moreover, we assume that the SABUL connection has a dedicated buffer of size Ã packets inside the router.
These assumptions enable us to utilize a deterministic model in order to analyze Equations 1 and 2. Despite its simplicity, the model captures the essential features of actual operation (see [13] ). 1 To be more precise, SABUL uses two more equations, in its rate control algorithm:
AE´Ò · ½ µ AE´Òµ · if excessive packet are lost 
B. Results
For simplicity of presentation, in this section, we say that SABUL operates in "decrease mode" (resp.
"increase mode") if, during the Ò Ø round, it uses Equation 1 (resp. Equation 2) to increase (resp. decrease) the sending rate by adjusting the inter-packet gap.
The performance metrics of interest are grouped into two areas: transient and long-term average behavior.
Transient behavior metrics include oscillations and aggressiveness. Long-term metrics include average packet losses and fairness. In Lemmas 1 through 6 we provide conditions on the algorithm parameters under which the algorithm oscillates for ever between the two modes or "locks" into the increase mode. The duration of oscillations is shown to be bounded in Lemmas 4 and 5. In Lemma 7, we provide conditions on the algorithm parameters under which the algorithm can allow excessive average packet losses. In Lemma 8, we provide conditions on the algorithm parameters under which the algorithm exhibits fairness properties. For a complete proof of these results, see [13] .
Transient behavior of the algorithm Lemmas 1 to 5 describe conditions under which the SABUL sending rate will oscillate, with oscillation periods that are of bounded duration.
and ¾ « ½. As long as SABUL algorithm operates in the "increase mode", the sequence of sending rates 
Intuitively, condition 6 of Lemma 1 says that any sender interface capacity, , greater than ´½ «µ , is "high" enough to eventually lead to losses. The limiting value for the sending rate implies that SABUL will "capture" the available bottleneck link capacity and that losses will occur.
As long as the SABUL algorithm operates in the "decrease mode", the sequence of sending rates ´Òµ Ò ½ ¾ ¡ ¡ ¡ is a monotonically decreasing sequence; the sequence of losses ´Òµ Ò ½ ¾ ¡ ¡ ¡ is also a monotonically decreasing sequence. Moreover, in the limit, we have ´Òµ Ò ½ ¼ and as ´Òµ Ò ½ ¼
The monotonicity property and the zero limit for losses stated in Lemma 2 imply that SABUL will not "lock"
into the "decrease mode".
Lemma 3:
Suppose that the parameters of the rate control algorithm satisfy the conditions:
Then, SABUL algorithm will oscillate between the "increase" and the "decrease" modes forever.
The condition ´½ «µ allows the source to increase the sending rate as high as . However, as the Lemma 3 states, SABUL will not be overly aggressive, since a period of increase will always be followed by a period of decrease and vice versa.
We next show that the oscillations between increase and decrease modes have upper bounds; in other words, The following two Lemmas provide bounds for the duration of the increase and decrease modes of operation.
The last Lemma in this section provides a sufficient condition for the algorithm to lock into a single mode of operation. Intuitively, the condition of the Lemma states that the interface capacity at the senders is "small" (or equivalently, the loss tolerance « is set very high).
If SABUL starts in the "increase mode", it will operate in the "increase mode" forever.
Long-term behavior
The long-term performance metrics of interest are average packet loss and fairness.
We define the average packet loss as
We study fairness between SABUL and connections only, i.e., the TCP-friendliness of the protocol is not analyzed.
Lemma 7 states that average losses can be higher than the parameter «. This result may be surprising at a first glance. Note, however, that the control equations use the instantaneous losses only. The average loss is not directly controllable by SABUL.
Lemma 7:
Suppose that the parameters of the rate control algorithm satisfy the inequalities
Then the average packet loss rate in Equation 12 exceeds «.
We next provide (sufficient) conditions under which two SABUL connections are fair to each other.
Lemma 8:
Consider two SABUL connections that have the same bottleneck link. Suppose that each connection has the same rate control interval, Ì , and the same parameters ½ ¾ « . Then both connections will eventually achieve the same throughput, i.e.,
IV. EXPERIMENTS

A. Experimental Setup
To validate the mathematical model and understand the general behaviors of SABUL, experiments were performed in two environments: (i) a private local area network where the round trip time (RTT) is in microseconds (a short-haul network), (ii) Abilene network where the round trip time (RTT) is in milliseconds (a long-haul network). The preliminary results are shown in [15] . Figure 3 represents the experimental setup for the private local area network. In a local private network, we distinguish "slow" and "fast" end-clients (machines). The model of the "slow" machines is IBM Netfinity 4000R server (CPU speed of 700 MHz, 1 GB of memory, 1 Gbps Ethernet fiber adapter). The model of the "fast" machines is IBM eServer x335 (CPU speed is 1 GHz, 1.5 GB of memory, 1Gbps Ethernet fiber adapter). All machines are running Linux. They were interconnected via an Extreme Networks 6800 series Blackdiamond, 10Gb switch. and University of Washington (UW). At NCSU, there is one machine named localhost. At GT, there are three machines named fast1, fast2, and fast3. At UW, there is one machine named fasttcp. These machines run Linux operating system (Kernel version 2.4.18) with CPU speeds of 3 GHz and 2 GB of memory. Each machine is equipped with 1-gigabit Ethernet card. These machines are connected to each other through Abilene backbone network. The effective point-to-point capacity of each link between Abilene end-points used in these experiments is 2.4 Gb/s. Then the bottleneck link in the path is 1Gb/s, to the end-host.
B. Experimental Results
The purpose of this set of experiments was to study SABUL self-fairness, bandwidth utilization, and factors affecting these properties. Multiple SABUL connections were studied in both short-and long-haul networks.
We emphasize the long-haul network part because the main purpose of SABUL is to aid file transfer in high-speed long RTT networks.
2 Table I 
The second set (È Ö ½) of congestion control parameters is set according to the conditions in Lemma 7 experience packet losses and they need to reduce the sending rate. Then SABUL instantaneous sending rate will show a saw tooth pattern as shown in Figures 5 and 6 . Therefore, the sum of the average sending rate will be less than 1 Gb/s. RTT and different rate control interval, and (iv) different congestion control parameters. We notice that both connections get the similar average sending rate when rate control interval is the same regardless of RTT and initial sending rate. Both connections show an unfairness behavior when the rate control interval of both connections are different. This behavior can be explained as follows. SABUL sender recalculates a new sending rate every time it receives a SYN packet from the receiver and the receiver generates a SYN packet every 2 The results shown in this paper express the general behavior of the SABUL congestion control algorithm. However, the results may vary if network environments are not the same. constant rate control interval. For the connection having a short rate control interval, the sender will receive a signal to increase a sending rate more often than the connection having a longer rate control interval. Moreover, SABUL congestion control is a variant of Multiplicative Increase and Multiplicative Decrease algorithm. The sender increases sending rate aggressively. Then the connection with a short rate control interval increases the sending rate more aggressively than the connection with a longer rate control interval, causing unfairness.
Even though the connection with a short rate control interval sees the number of packet losses larger than the one with a long rate control interval (thus the one with a short rate control interval will reduce the sending rate severely), with multiplicative increase algorithm, the connection with a short rate control interval will increase its sending rate aggressively. Then on the average sending rate, the connection with a short rate control interval will get higher throughput than the one with a long rate control interval as we show in Figures 8 and   9 . Moreover, the initial sending rate of each connection has no impact on SABUL fairness as long as both connections have the same rate control interval as we show in Figures 5 and 6 . This is because the connection having the high sending rate may experience more packet losses than the one having the low sending rate.
Thus the connection having the high sending rate will reduce the sending rate more aggressively than another connection. With this behavior, the low sending rate connection will have more room to increase its sending rate and eventually, both connections will converge to same sending rate. Moreover, another source of SABUL unfairness is protocol congestion control parameters. The last two experiments (as shown in Figures 11 and   12 ) in this set show that the connection with the second set of protocol parameters achieve higher sending rate the one with default value of protocol parameters (during the experiments, we run UDP with rate 420 Mb/s as a background traffic to help expressing the unfairness of both connections). This is because the connection with parameter set È Ö ½ causes a SABUL sender to decrease its sending rate less aggressively than the one with parameter set È Ö ¼. Moreover, È Ö ½ does not reduce the sending rate to a value that is small enough for the bottleneck queue to be drained, while the connection with È Ö ¼ suffers a large amount of losses and most of its packets are dropped at the bottleneck queue (this leads to throughput losses). to 10, we notice that SABUL still maintains the oscillation property. And also, we notice the "synchronized" behavior, i.e., sources oscillate in phase. Synchronized behavior is an unpleasant behavior since it can reduce the overall throughput of the system. Synchronized behavior occurs due to the drop-tail operations at the router, and the round trip time (RTT) effect. With drop-tail routers, each congestion period introduces global synchronization in the network as noted in [6] . When the queues overflow, packets from several connections are dropped and these connections decrease their sending rate at the same time. The consequence is loss of throughput at the router. The effect of the RTT on the send rate fluctuation was already mentioned.
The results in Table II are explained in a fashion similar to the results in Table I , except that we did not show the the effect of congestion control parameters due to space limitations. Once again, this behavior shows that SABUL average sending rate depends primarily on the employed rate control interval and not RTT. RTT has no effect on the self-fairness of this protocol, but rate control interval does. As would be expected, the synchronization behavior still occurs The behavior is clearly shown in figures 15 to 17. Even though it is not apparent in figures 13 and 14 due to the log scale, the behavior is still the same.
V. CONCLUSION
In this paper, we have analyzed transient and long-term average SABUL performance by using a simple deterministic model for the rate control algorithm. The metrics of interest include oscillatory behavior, aggressiveness, long-term average packet losses and fairness. The results provide conditions on the algorithm parameters under which the algorithm can exhibit oscillatory/locking behavior, long-term losses above the desired tolerance and fairness. The model can be used as a guideline for selecting values for the algorithm's parameters in practice.
Moreover, we validated our model by doing the experimental analysis. The results show how bandwidth utilization is affected by round trip time (RTT), rate control interval (Ì ), and protocol parameters. In addition, the experimental results reveal that SABUL self-fairness property depends heavily on rate control interval (Ì ), and protocol parameters, while RTT has no effect on SABUL self-fairness.
VI. APPENDIX
In this appendix, we present proofs of lemmas 1, 4, 7, and 8. Proofs for the other lemmas are similar and presented in [13] . This implies that it will take a finite number, Ò, of rounds to increase the sending rate from ´¼µ to ´Òµ . The value of Ò can be determined from the equation:
Up until this Ò Ø round, the connection's queue at the bottleneck has no effect in it. Next, we determine a lower bound to the number of rounds it will take SABUL to fill up the bottleneck queue. Toward this end, assume that the initial queue size is zero. Then, beginning with the´Ò · ½ µ ×Ø round, the queue will start building up. It will take a finite number, Ð, of additional rounds, to fill up the queue and have losses greater than «. Suppose SABUL sender is at the "increase mode", ´Òµ « . Then Note that Ì ½ is not an upper bound to the duration of subsequent rounds, since the starting rate at such rounds can be smaller that ´Ò¼µ, the initial rate in round 1. In order to bound the duration of subsequent increase modes, we will estimate next the value of Ñ Ò . From Equation 1, we have AE´Ò · ½ µ AE´Òµ´½ · ½´ ´Òµ «µµ · and AE´Ò · ½ µ will attain its maximum value if ´Òµ ½ . Let Ñ Ü denote the maximum value that the send rate can achieve during and increase period. Clearly, Ñ Ü . Then Ñ Ò can be calculated in two cases: (i) when the value of Ñ Ü is less than the link interface capacity but greater than , and (ii) when the value of Ñ Ü is equal to the interface link capacity . 
Suppose ´Ò ¼ · ½ µ ; then ´Ò ¼ · ½ µ ¼ and AE´Ò ¼ · ½ µ Ä Ä . In the next round,´Ò ¼ · ¾ µ , the sender will increase the sending rate. Then
Note that the bottleneck queue is still full, then
At the´Ò ¼ · ¿ µ Ø round, SABUL sender will decrease the sending rate. Then
Since AE´Ò ¼ · ¾ µ Ä Ä µ´½ ¾ «µ, we can easily see that Proof of Lemma 8. We will demonstrate the fairness property by using a "phase space" technique similar to that in [1] . Consider the (AE ½´Ò µ AE ¾´Ò µ) plane shown in figure 2 . A point in this plane represents the "state" of the two senders at the beginning of round Ò. All points on the AE ½´Ò µ AE ¾´Ò µ line represent fair systems, since the rates of the two senders are equal (hence this line is labeled the fairness line). Points "above" the fair line represent systems in which sender 1 has a larger sending rate than sender 2. The (nonlinear) curve represented by the equation AE½´Òµ£AE¾´Òµ AE½´Òµ·AE¾´Òµ ÓÒ×Ø ÒØ separates the state space into an "overload" and an "underload" region.
Under the conditions of the lemma, both senders receive the same congestion indication, in a synchronized manner. They both adjust their inter-packet gaps according to the control equations in 1 and 2, leading to typical sample paths in this phase space as exemplified in figure 2 . We can summarize how the control equations behave as follows:
(1). AIAD (Additive Increase and Additive Decrease): the phase plot will move parallel to the AE ½ AE ¾ line, since both senders increase or decrease their AE ´Òµ by the same amount.
(2). MIMD (Multiplication Increase and Multiplicative Decrease): the phase plot will move along the line joining (AE ½ AE ¾ ) to the origin, since both senders increase or decrease their AE ´Òµ by the same amount.
Suppose both senders start in the "increase mode" with an "unfair" initial condition After losses occur, both senders will decrease their sending rate (in a typical sample path of this behavior, the phase plot will move to point C). As we can see, the fairness of both connections has been improved when the sending rate is decreased. For the decreasing algorithm, the additive portion is the key to "pushing" the system closer to fairness line. Note that, under the conditions of Lemma 4, the system will oscillate between the over-and underload region forever. Therefore, eventually, both senders will achieve equal sending rates. 
