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Chapitre 1
Introduction générale
Cette thèse est motivée par une problématique rencontrée par l’équipe
de Pharmacocinétique Clinique de l’Institut de Recherches Internationales
Servier (IRIS). Ce chapitre présente le contexte, la problématique ainsi que le
plan de la thèse.
1.1 Recherche et développement d’un médica-
ment
La recherche et le développement d’un médicament est un processus long,
coûteux et exigent. Plus de dix ans sont souvent nécessaires avant qu’un
nouveau médicament soit commercialisé. La recherche et le développement
d’un médicament se composent d’un ensemble d’études permettant de passer
d’une molécule susceptible d’avoir un intérêt thérapeutique à un médicament
commercialisé. Ces études commencent par une identification et une sélection
de molécules prometteuses à l’aide de tests in vitro et in silico (sur ordinateur).
Les molécules les plus intéressantes sont ensuite testées in vivo sur des
animaux : on parle d’essais précliniques. Certaines de ces molécules sont
ensuite testées sur l’homme : on parle alors d’essais cliniques. On estime
souvent que sur 5000 à 10 000 molécules étudiées, 250 sont retenues pour les
essais précliniques, cinq pour les essais cliniques, et une seule deviendra un
médicament.
Les essais précliniques et cliniques visent à évaluer l’innocuité et l’efficacité
du médicament en développement. Ils sont obligatoires pour la constitution du
dossier de demande d’autorisation de mise sur le marché destiné aux autorités
de Santé : l’Agence Française de Sécurité Sanitaire des Produits de Santé
(Afssaps) pour la France, l’« European Medicines Agency » (EMEA) pour
l’Europe, la « Food and Drug Administration » (FDA) pour les Etats-Unis.
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Les essais précliniques permettent de caractériser les propriétés physico-
chimiques et pharmacologiques (i.e. les interactions médicament/organisme)
ainsi que la toxicité du médicament en développement.
Les essais cliniques testent le médicament en développement chez l’homme
(d’abord des volontaires sains, puis des malades). Ces essais ne peuvent être
entrepris que si les essais précliniques ont été jugés prometteurs en terme
d’efficacité et d’innocuité.
Les essais cliniques se déroulent en quatre phases.
En phase I, les essais cliniques sont généralement réalisés chez des volon-
taires sains. Ces essais sont très contrôlés et n’impliquent qu’un petit nombre
d’individus (quelques dizaines). Ils visent principalement à s’assurer que les
effets indésirables du médicament observés chez l’homme sont comparables à
ceux observés lors des essais précliniques chez l’animal.
Les essais cliniques de phase II ont pour objectif de déterminer la posologie
optimale du médicament candidat en terme d’efficacité et de tolérance sur
une population limitée et homogène de patients (quelques centaines).
Les essais cliniques de phase III, de plus grande envergure, impliquent plu-
sieurs milliers de patients représentatifs de la population cible du médicament.
Il s’agit souvent d’essais comparatifs au cours desquels le médicament en
développement est comparé à un médicament de référence ou, si il n’y a pas de
médicament de référence, à un placebo. Ces essais visent à démontrer l’intérêt
thérapeutique du médicament et à évaluer son rapport bénéfice/risque. A
l’issue de cette phase, le dossier de demande d’autorisation de mise sur le
marché est constitué pour être soumis aux autorités de Santé.
Après la mise sur le marché du médicament, une phase de pharmacovigi-
lance (appelée phase IV) vise à repérer d’éventuels effets indésirables rares non
détectés durant les phases précédentes, et permet de préciser les conditions
d’utilisation chez certaines populations de patients spécifiques.
1.2 Pharmacocinétique (PK), Pharmacodyna-
mie (PD) et PK/PD
1.2.1 Concepts de PK, PD et PK/PD
Au cours des essais précliniques et cliniques, la pharmacocinétique (PK)
et la pharmacodynamie (PD) jouent un rôle important car elles permettent
de déterminer de façon rationelle un schéma posologique.
La PK étudie le devenir du médicament dans l’organisme. Elle s’intéresse
notamment à l’évolution de la concentration du médicament dans la circulation
générale. En effet, le sang irriguant tous les organes, dont les organes cibles du
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médicament, cette concentration constitue souvent une information pertinente
pour estimer la concentration de médicament autour des sites d’action et
donc prédire les effets du médicament.
La PD étudie les effets (désirables ou non) du médicament.
La PK/PD vise à relier la PK et la PD. Par une description quantitative
des processus d’absorption, de distribution, d’élimination et d’action du
médicament, les études PK et/ou PD permettent d’aider à la détermination
d’un schéma posologique : voie, dose et fréquences d’administration.
1.2.2 Données PK et/ou PD
Typiquement, les études PK se basent généralement sur des données
comprenant pour un individu :
– n concentrations de médicament dans la circulation générale (mesurées
dans la sang, le sérum ou le plasma) notées Y1 . . . Yn,
– les n instants de mesure de ces concentrations, notés t1 . . . tn,
– le schéma d’administration (i.e. quantités de médicament administrées,
temps et voies d’administration).
La figure 1.1 illustre deux exemples de données PK.
temps (heure)5
Concentration d’ Indométhacine (µg/mL)
1
temps (heure)12
Concentration de Théophylline (mg/L)
5
Figure 1.1 – Evolution de la concentration d’Indométhacine et de Théophyline
au cours du temps après administration à t = 0. Les croix représentent les concen-
trations mesurées sur un individu. La figure de gauche représente les concentrations
plasmatiques d’Indométhacine au cours du temps après administration par voie
intraveineuse (IV) en bolus : la concentration de médicament est maximale immé-
diatement après l’administration, puis décroît progressivement (à mesure que le
médicament est éliminé). La figure de droite représente les concentrations sériques
de Theophylline au cours du temps après administration orale : la concentration de
médicament est minimale à l’administration, puis croît progressivement (absorption
du médicament), et enfin décroît (élimination du médicament). Ces données sont
issues de la librairie nlme du logiciel R.
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Les études PD s’appuient généralement sur des mesures de l’effet du
médicament au cours du temps. La figure 1.2.2 illustre les données PD d’un
médicament anti-diabétique développé par IRIS. Les études PK/PD analysent
à la fois les données PK et les données PD.
temps (mois)
1 12
Concentration plasmatique de Glucose à jeun (mmol/L)
7
Figure 1.2 – Evolution de la concentration plasmatique de Glucose à jeun au cours
du temps, alors qu’on administre tous les jours 60 mg de Gliclazide à libération
modifiée (médicament anti-diabétique développé par IRIS, commercialisé sous de
nom de Diamicron LM R©). Les croix représentent les concentrations mesurées sur
un individu.
1.2.3 Modélisation PK et/ou PD
Pour analyser les données PK et/ou PD, une approche, dite compartimen-
tale ou de modélisation PK et/ou PD, est couramment utilisée. Le but de la
modélisation PK et/ou PD est de trouver une fonction du plan de l’expérience
(noté d, constitué des doses administrées et des instants d’administration) et
du temps de l’observation j (noté tj) qui donne une bonne description des
données (notées Yj) pour toute observation j parmi 1 . . . n. Cette fonction,
couramment appelée modèle structural, dépend souvent de P paramètres
(notés x?), inconnus au début de l’analyse, qui permettent d’ajuster le modèle
aux données observées, i.e. on cherche une valeur x des paramètres PK et/ou
PD telle que :
Yj ≈ f(tj, d, x), j = 1 . . . n,
où f(tj, dj, x) est le modèle structural et le sens de l’approximation est précisé
dans la partie 1.2.5.
La modélisation PK et/ou PD s’appuie très souvent sur une représen-
tation de l’organisme par un ensemble de compartiments, dans lesquels le
1.2. PK, PD ET PK/PD 5
médicament se répartit de façon homogène, reliés entre eux et/ou à l’exté-
rieur. Typiquement, un compartiment central contient la circulation sanguine
générale. D’éventuels compartiments d’absorption et/ou périphériques, liés
au compartiment central, permettent de modéliser les phases d’absorption
et de distribution du médicament. Chaque compartiment est caractérisé par
plusieurs paramètres :
– son volume,
– sa capacité d’échange avec l’extérieur et/ou ses compartiments voisins.
La modélisation compartimentale permet de trouver un modèle structural
(souvent dépendant de la voie d’administration) grâce à la caractérisation de
l’évolution des concentrations dans le compartiment central en fonction du
temps.
Pour les non-pharmacocinéticiens, les modèles PK et/ou PD utilisés dans
la thèse sont décrits dans la partie suivante.
Une autre approche, dite non-compartimentale, est également utilisée
pour analyser des données PK et/ou PD d’un individu. Cette approche, plus
descriptive, ne sera pas décrite ici car elle est peu utilisée dans le cadre des
études PK et/ou PD de population.
1.2.4 Modèles PK et PK/PD utilisés dans la thèse
Plusieurs modèles PK et PK/PD classiques, utilisés dans les chapitres
suivantes de la thèse, sont décrits ci-dessous.
Les modèles utilisés dans le chapitre 2 sont des modèles PK très simples : ce
sont des modèles à 1 compartiment. Pour ces modèles, dit monocompartimen-
taux, l’ensemble de l’organisme est représenté par un unique compartiment.
Nous étudierons ici deux modèles PK monocompartimentaux : un modèle
monocompartimental pour une administration intraveineuse (IV) en bolus
(la dose de médicament est administrée par voie IV de manière instantanée)
et un modèle monocompartimental pour une administration extra-vasculaire
(EV).
Dans le chapitre 3, nous utilisons un modèle PK/PD sigmoïdal avec
compartiment d’effet.
Modèle monocompartimental pour une administration IV bolus
Quand on administre une dose D de médicament à l’instant t = 0 par
voie IV en bolus, on peut choisir le modèle structural monocompartimental
IV suivant :
f(tj, d, x
?) =
D
x?2
exp−x
?
1tj/x
?
2 ,
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où le plan d’expérience d est constitué de la dose administrée D (et impli-
citement de l’instant d’administration t = 0), x? = (x?1, x?2) est un vecteur
contenant des paramètres inconnus du modèle : x?1 est appelé clairance, x?2
est appelé volume de distribution. Ce modèle structural est déterminé grâce
à l’expression analytique de la concentration de médicament dans le compar-
timent central du modèle monocompartimental IV (représenté par la figure
1.3). Les étapes de ce calcul sont décrites ci-dessous.
D
Compartiment central
(de volume V )
Ke
t
C(t) = DV exp
−Ke×t
Figure 1.3 –Modèle monocompartimental avec administration IV bolus. Le schéma
du modèle est représenté à gauche. L’évolution temporelle de la concentration de
médicament dans le compartiment central (notée C(t)), calculée d’après ce modèle,
est représentée à droite.
Pour une administration IV bolus, on considére que toute la dose admi-
nistrée entre directement dans le compartiment central à l’instant d’adminis-
tration t = 0. Par conséquent, si on suppose que la concentration initiale de
médicament dans le compartiment est nulle, la concentration de médicament
dans le compartiment au temps t = 0 (notée C(0)) vérifie C(0) = D/V , où V
est le volume du compartiment central (que l’on suppose constant au cours
du temps). De plus, la loi de conservation de la matière nous donne, pour
tout t > 0 et h > 0 :
C(t+ h)V = C(t)V + E(t, t+ h)− S(t, t+ h),
où E(t, t + h) (respectivement S(t, t + h)) est la quantité de médicament
entrée (respectivement sortie) entre t et t + h. On sait que E(t, t + h) = 0
quelque soit t > 0. Quant à S(t, t+ h), on l’explicite grâce à une hypothèse
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très classique en PK, connue sous le nom d’hypothèse d’élimination linéaire
ou du 1er ordre. Cette hypothèse suppose que le flux de médicament sortant
du compartiment central à chaque instant est proportionnel à la quantité
présente dans le compartiment. Sous cette hypothèse, on a :
S(t, t+ h) =
∫ t+h
t
KeC(τ)V dτ,
où Ke est la constante de proportionnalité entre le flux de la quantité de
médicament présente dans le compartiment et la quantité éliminée. Elle
est couramment appelée constante d’élimination. Finalement, l’équation de
conservation de la matière devient :
C(t+ h)− C(t)
h
= −Ke
h
∫ t+h
t
C(τ)dτ.
Par passage à la limite h→ 0, on obtient l’équation différentielle du 1er ordre
suivante :
dC(t)
dt
= −KeC(t).
Avec la condition initiale C(0) = D/V , cette équation admet une unique
solution :
C(t) =
D
V
exp−Ket,
où les paramètres Ke, V sont les paramètres PK inconnus du modèle. De
manière équivalente, on écrit C(t) = D/V exp−Clt/V , où Cl = KeV est appelée
clairance et représente le débit d’élimination du médicament.
Modèle PK monocompartimental pour une administration EV
Quand on administre une dose D de médicament à l’instant t = 0 par
voie extra-vasculaire (abbrégé EV), on peut choisir le modèle structural
monocompartimental EV suivant :
f(tj, d, x
?) =
x?4Dx
?
3
x?2x
?
3 − x?1
(exp−x
?
1tj/x
?
2 − exp−x?3tj),
où le plan d’expérience d contient la dose administrée D (et implicitement
l’instant d’administration t = 0), x? = (x?1, x?2, x?3, x?4) est un vecteur contenant
des paramètres inconnus du modèle : x?1 est la clairance, x?2 le volume de distri-
bution, x?3 la constante d’absorption, x?4 la fraction biodisponible. Ce modèle
structural est déterminé grâce à l’expression analytique de la concentration de
médicament dans le compartiment central du modèle monocompartimental
EV (représenté par la figure 1.4). Ce calcul est détaillé ci-dessous.
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F ×D
Compartiment d’absorption
(de volume Va)
Compartiment central
(de volume V )
Ka
Ke
t
Ca(t) = FDVa exp
−Kat
t
C(t) = FDKaV (Ka−Ke) (exp
−Ket− exp−Kat)
Figure 1.4 – Modèle monocompartimental avec administration EV. Le schéma
du modèle est représenté à gauche. L’évolution temporelle de la concentration de
médicament dans les compartiments d’absorption (notée Ca(t)) et central (notée
C(t)), calculées d’après le modèle, sont représentées à droite.
Lors d’administration par voie EV d’une dose D de médicament (au temps
t = 0), on considère qu’une fraction F de la dose entre à l’instant d’admi-
nistration t = 0 dans un compartiment appelé compartiment d’absorption.
La fraction F , appelée fraction biodisponible, représente la fraction de la
dose administrée qui parvient à la circulation générale. En effet, lors d’une
administration EV, une part de la dose administrée est parfois éliminée avant
d’atteindre la circulation générale : par exemple, lors d’une administration
orale, une part de la dose peut être éliminée par les selles avant de passer par
la circulation générale.
Dans ces conditions, on peut supposer que la concentration initiale dans
le compartiment d’absorption, notée Ca(0), vérifie Ca(0) = FD/Va, où Va est
le volume du compartiment d’absorption. En supposant que l’absorption est
du 1er ordre, Ca(t) est décrit par une équation différentielle du 1er ordre sans
second membre, similaire à celle détaillée précédemment pour l’administration
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IV bolus. La solution unique de cette équation est :
Ca(t) =
FD
Va
exp−Kat,
où Ka est la constante d’absorption.
La concentration dans le compartiment central peut être supposée nulle à
l’instant d’administration t = 0 : C(0) = 0. De plus, l’équation de conservation
de la matière nous donne (sous l’hypothèse d’élimination du 1er ordre) :
dC(t)
dt
V = KaCa(t)Va −KeC(t)V, pour tout t > 0
où, comme précédemment, V est le volume du compartiment central, Ke est
la constante d’élimination. En remplaçant la valeur de Ca(t), on obtient une
équation différentielle du premier ordre avec second membre :
dC(t)
dt
= −KeC(t) +KaFD
V
exp−Kat
Avec la condition initiale C(0) = 0, cette équation admet une unique solution :
C(t) =
FDKa
V (Ka −Ke)(exp
−Ket− exp−Kat).
De manière équivalente, on peut exprimer C(t) en fonction de la clairance du
médicament (notée Cl) :
C(t) = FDKa(exp
−Cl t/V − exp−Kat)/(V Ka − Cl).
Remarque 1.2.1. La fraction biodisponible n’est identifiable que si on dispose
de données IV en plus des données EV. Quand ce n’est pas le cas, on peut
considérer le modèle :
f(tj, d, x
?) =
Dx?3
x?2x
?
3 − x?1
(exp−x
?
1tj/x
?
2 − exp−x?3tj),
où x?1 (respectivement x?2) est le rapport de la clairance (respectivement du
volume de distribution) et de la fraction biodisponible. Ces variables sont
appelées clairance et volume de distribution apparents.
Modèle PK/PD sigmoïdal avec compartiment d’effet
Pour relier les données PK (mesures de la concentration du médicament
au cours du temps) et les données PD (mesures de l’effet du médicament au
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cours du temps), on utilise généralement un modèle, dit PK/PD, qui décrit
l’effet du médicament en fonction d’une mesure de l’exposition au médicament.
Plusieurs mesures de l’exposition au médicament sont couramment utilisées.
Les plus classiques sont : la concentration de médicament dans la circulation
générale à un instant t, le maximum de cette concentration sur l’intervalle de
dosage, l’aire sous la courbe temps/concentration sur l’intervalle.
Un modèle PK/PD très utilisé est le modèle sigmoïdal. Ce modèle suppose
que l’effet du médicament (noté E) dépend de l’exposition au médicament
(notée C) selon :
E(C) =
EmaxC
γ
ECγ50 + C
γ
,
où Emax représente l’effet maximum du médicament (i.e. limC→+∞E(C)),
EC50 représente l’exposition au médicament nécessaire pour obtenir 50% de
l’effet (i.e. E(EC50) = 50%Emax) et γ est un coefficient appelé coefficient
de Hill. Une illustration de cette relation exposition/effet pour γ = 1 est
représenté par la figure 1.5.
Exposition au médicament (C)
Effet du médicament (E(C))
Emax
50%× Emax
EC50
E(C) = (Emax + C)/(EC50 + C)
Figure 1.5 – Relation sigmoïdale entre l’ exposition au médicament (C) et son
effet (E). L’effet du médicament augmente quand l’exposition augmente jusqu’à
atteindre un plateau.
Dans certaines situations, ce modèle décrit ci-dessus n’est pas compléte-
ment satisfaisant car on observe un décalage temporel entre le maximum de
l’exposition au médicament et le maximum de l’effet. Dans ce cas, la relation
entre l’exposition et l’effet décrit par un cycle d’hystéresis (voir figure 1.6).
Pour modéliser ce décalage temporel entre le maximum de l’exposition
et celui de l’effet, Sheiner et al. (1979) proposent d’utiliser un compartiment
d’effet. L’idée est de supposer que l’effet du médicament n’est pas directement
lié aux concentrations dans le compartiment central mais aux concentrations
dans le compartiment d’effet. Le décalage temporel s’explique alors par le
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t
Exposition au médicament C(t)
Cmax
tmax
C(t)
Effet du médicament E(C(t))
Emax
Cmax
Figure 1.6 – Cycle d’hystéresis entre l’exposition au médicament et l’effet. La
courbe de droite représente un exemple d’évolution de l’exposition au médicament
en fonction du temps. La courbe de droite représente l’évolution de l’effet du
médicament en fonction de cette exposition : il y a un décalage temporel entre le
maximum de l’exposition et le maximum de l’effet. C’est un cycle d’ hystéresis.
Les flèches symbolise l’évolution temporelle. Entre l’instant t = 0 et t = tmax,
l’exposition et l’effet augmentent. A l’instant t = tmax, l’exposition au médicament
est maximale mais l’effet ne l’est pas. Pendant un laps de temps, il continue de
croître alors que l’exposition décroît. Il atteint ensuite son maximum. Finalement,
l’exposition et l’effet décroissent jusqu’à s’annuler.
temps d’équilibration du compartiment d’effet. Le modèle avec compartiment
d’effet est représenté par la figure 1.7.
Le but est de calculer la concentration dans le compartiment d’effet. On
note C(t) (respectivement Ce(t)) la concentration de médicament dans le
compartiment central (respectivement dans le compartiment d’effet) à l’instant
t. On suppose que la concentration dans le compartiment d’effet s’équilibre
avec la concentration dans le compartiment central, selon la relation :
dCe(t)
dt
= Keq(C(t)− Ce(t)),
où Keq est une constante positive, appelée constante d’équilibration avec le
compartiment d’effet. Avec la condition initiale Ce(0) = 0, cette équation
différentielle du 1er ordre admet une solution de la forme :
Ce(t) = Keq exp
−Keqt
∫ t
τ=0
expKeqτ C(τ)dτ.
Pour obtenir une forme simple de Ce(t), on fait 2 hypothèses. Tout d’abord,
on suppose que les quantités échangées entre les compartiment central et le
compartiment d’effet sont négligeables par rapport aux quantités échangées
entre le compartiment central et les autres compartiments périphériques.
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entrée et/ou compartiments périphériques
Compartiment central
sortie et/ou compartiments périphériques
Compartiment d’effet
Keq
t
C(t) = CSS
t
Ce(t) = CSS(1− exp−Keqt)
CSS
Figure 1.7 – Modèle PK/PD avec compartiment d’effet. Le schéma du modèle
compartimental est représenté en haut. L’évolution de la concentration de médica-
ment dans le compartiment central (notée C(t)) au cours du temps est représentée
en bas à gauche. On suppose que C(t) est constante. L’évolution de la concentration
de médicament dans le compartiment d’effet (notée Ce(t)) au cours du temps,
calculée d’après le modèle, est représentée en bas à droite.
Cette hypothèse permet de considérer que la concentration C(t), et donc
l’analyse PK, n’est pas modifiée par le compartiment d’effet. Elle est assez
classique. La deuxième hypothèse est plus spécifique à l’étude des données
PK/PD du Diamicron MR (illustrées dans la figure 1.2.2 et analysées dans
le chapitre 3) : comme on administre le médicament tous les jours sur une
longue periode de temps (presque 1 an), on suppose que la concentration de
médicament dans le compartiment central est constante au cours du temps,
C(t) = CSS.
Sous ces hypothèses, la concentration de médicament dans le compartiment
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d’effet est égale à :
Ce(t) = CSS(1− exp−Keqt).
On préfère parfois mesurer l’exposition avec l’aire sous la courbe (abbrégée
AUC) de la concentration pendant l’intervalle de temps entre 2 administrations
(noté ∆) :
AUCe(t) =
∫ t+∆
t
Ce(τ)dτ.
Quand ∆ est faible, on fait l’approximation :
AUCe(t) = ∆× Ce(t) = AUC(1− exp−Keqt),
où AUC = ∆× CSS.
1.2.5 Inférence statistique
Une fois que le modèle structural est déterminé, il faut trouver les valeurs
des paramètres inconnus x? (par exemple, la clairance et le volume de dis-
tribution) qui décrivent le mieux les données PK et/ou PD d’un individu :
yj, j = 1 . . . n.
On considère que les données observées yj, j = 1 . . . n, sont des réalisa-
tions indépendantes des variables aléatoires Yj, j = 1 . . . n, selon le modèle
statistique :
Yj = f(tj, d, x
?) + σ?εj, (1.1)
où tj est l’instant de mesure de l’observation Yj, d est le schéma d’adminis-
tration (i.e. doses et instants d’administration), x? est la vraie valeur des
paramètres x (vecteur de dimension P ), σ?εj est une variable aléatoire re-
présentant l’erreur résiduelle (i.e. les erreurs de mesure, de spécification du
modèle. . .), σ?2 est la variance de l’erreur résiduelle et εj est une variable
aléatoire, indépendante et identiquement distribuée (i.i.d.) selon une normale
centrée réduite :
εj
iid∼ N (0, 1), j = 1 . . . n.
Le but de l’inférence statistique est de trouver un estimateur des paramètres
inconnus du modèle (ici, x? et σ?2) à partir des données observées (yj, j =
1 . . . n). L’estimateur le plus couramment utilisé est l’estimateur du maximum
de vraisemblance (abbrégé MLE en anglais).
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Estimateur du maximum de vraisemblance
Comme son nom l’indique, le MLE est basé sur l’évaluation de la vrai-
semblance des observations (yj, j = 1 . . . n) en fonction des paramètres x et
σ2, d’après le modèle statistique. Plus précisément, la fonction vraisemblance
(notée Ln) est définie en x et σ2 comme la probabilité (ou la densité de
probabilité) d’observer l’échantillon (yj, j = 1 . . . n) si x? = x et σ?2 = σ2.
L’estimateur du maximum de vraisemblance, noté (xˆn, σˆ2n), est la valeur qui
maximise Ln(x, σ2) (ou son logarithme) :
(xˆn, σˆ2n) = argmax
(x,σ2)∈X×R+?
Ln(x, σ
2) = argmax
(x,σ2)∈X×R+?
logLn(x, σ
2),
où X représente l’espace contenant toutes les valeurs possibles de x?.
Pour le modèle (1.1), la log-vraisemblance s’écrit comme :
logLn(x, σ
2) = −n
2
log(2pi)− n
2
log(σ2)− 1
2
n∑
j=1
(yj − f(tj, d, x))2
σ2
Ainsi, la maximisation de la logLn(x, σ2) est équivalente à la résolution du
système : {
xˆn = argmin
x∈X
∑n
j=1(yj − f(tj, d, x))2
σˆ2n =
1
n
∑n
j=1(yj − f(tj, d, xˆn))2
Pour un σ2 fixé, la maximisation de la vraisemblance en x, correspond à la
minimisation du carrés des différences entre f(tj, d, x) et yj . Cette méthode est
également connue sous le nom de méthode des moindres carrés. La solution de
la minimisation des moindres carrés est généralement non-explicite, mais peut
être facilement calculée avec un algorithme d’optimisation classique. La figure
1.8 illustre le résultat de l’estimation par maximisation de la vraisemblance
pour les données PK illustrée précédemment.
Propriétés statistiques du MLE
D’après la Figure 1.8, le MLE semble donner des estimations raisonnables
des paramètres du modèle dans le cas des données PK de la Théophylline.
Cependant, on peut se demander quelles sont ses propriétés dans un cadre
général. Est-il biaisé (on parle aussi d’inexactitude) ? Quelle est sa variance
(on parle aussi d’imprécision) ? Est-on sûr d’améliorer sa précision si on
considère un plus grand nombre de données ? Une étude précise des propriétés
statistiques du MLE permet de répondre à ces questions et d’introduire des
notions de statistique asymptotique, importantes pour la suite.
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temps (heure)12
Concentration de Théophylline (mg/L)
5
concentrations observées
Dxˆ3
xˆ2xˆ3−xˆ1 (exp
−xˆ1temps/xˆ2 − exp−xˆ3temps)
Figure 1.8 – Concentrations observées (croix bleues) et estimées avec un mo-
dèle structural monocompartimental EV (courbe rouge) par maximisation de la
vraisemblance. Les paramètres inconnus (la clairance apparente, le volume de dis-
tribution apparent, la constante d’absorption et la variance de l’erreur résiduelle)
sont respectivement estimés par xˆ1 = 0.044, xˆ2 = 0.44, xˆ3 = 1.94 et σˆ2 = 1.1.
Le théorème suivant montre que les propriétés asymptotiques du MLE
sont établies sous des hypothèses assez générales.
Théorème 1.2.2 (Convergence forte du MLE (Seber and Wild, 1989)). On
note X (respectivement T et D) les espaces contenant l’ensemble des valeurs
possibles de x? (respectivement tj et d). De plus, on considère les hypothèses :
A1 (identifiabilité) si x 6= x? alors il existe au moins un couple (t, d) ∈
T × D tel que f(t, d, x) 6= f(t, d, x?)
A2 (régularité de f) la fonction f(t, d, x) est continue sur T × D × X ,
A3 T , D et X sont des espaces fermés et bornés de Rn, Rdim(D) et RP
respectivement.
Si les hypothèses A1, A2 et A3 sont satisfaites, le MLE est presque sûrement
convergent :
(xˆn, σˆ2n)
a.s.−→
n→+∞
(x?, σ?2)
Ce théorème est une extension du théorème classique de convergence du
MLE au modèle 1.1 dont les données Yj ne sont pas identiquement distribuées
(car leurs moyennes sont différentes à cause des différents temps de mesure).
Cette extension s’appuie sur le fait que les temps de mesures et le schéma
d’administration, notés (tj, d, j = 1 . . . n), peuvent être considérés comme un
échantillon i.i.d. d’une variable aléatoire (Tj, Dj) de distribution µ(t, d). De
la même manière, la normalité asymptotique du MLE est garantie par le
théorème suivant (sous des hypothèses un peu plus restrictives).
Théorème 1.2.3 (Normalité et efficacité asymptotique du MLE (Seber and
Wild, 1989)). On considère les hypothèses :
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A4 (x?, σ?2) est à l’intérieur de X × R+?
A5 Les fonctions ∂f(t, d, x)/∂xp et ∂2f(t, d, x)/∂xp∂xq (p, q = 1 . . . P ) sont
continues sur T × D × X ,
A6 La matrice Ix = [
∫ ∂f(t,d,x)
∂xl
∂f(t,d,x)
∂xc
dµ(t, d), l, c = 1..p)] n’est pas singulière
en x = x?
Si les hypothèses A1, A2, A3, A4, A5 et A6 sont satisfaites, le MLE est
asymptotiquement normal :
√
n
(
(xˆn, σˆ2n)
T − (x?, σ?2)T )  
n→+∞
N (0, I−1),
où T symbolise la transposition et I est la matrice d’information de Fisher :
I =
[
Ix? 0
0 2σ?2
]
.
Ce théorème établit que, quand n est grand, le MLE suit approximati-
vement une distribution normale centrée sur la vraie valeur des paramètres
et de variance 1√
n
I−1. Ce résultat est très utile : par exemple, il permet de
donner des intervalles de confiance asymptotiques de (x?, σ?2). De plus, le
fait que la variance du MLE tende vers I−1/n nous garantit que le MLE
est un estimateur asymptotiquement efficace : pour n grand, il n’existe pas
d’estimateur sans biais avec une variance strictement inférieure.
1.3 PK et/ou PD de population
1.3.1 Concept de PK et/ou PD de population
La PK et/ou PD de population a pour objet l’étude de la PK et/ou PD
dans l’ensemble de la population cible des patients. Plus précisément, la PK
et/ou PD de population vise à décrire, quantifier et expliquer la variabilité
inter-individus de la PK et/ou PD du médicament. L’objectif final est de
proposer un schéma posologique adapté à l’ensemble de la population de
patients, avec d’éventuelles adaptations de posologie pour des sous-populations
à risque.
1.3.2 Données PK et/ou PD de population
Les études PK et/ou PD de population reposent sur des données PK et/ou
PD de plusieurs individus. Les figures 1.9 et 1.10 représentent des données de
PK et PD de population pour les exemples présentés précédemment.
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Concentration d’ Indométhacine (µg/mL)
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5
Figure 1.9 – Données PK de population de l’Indométhacine (à gauche) et de la
Theophylline (à droite). Chaque courbe représente les données PK d’un individu.
Ces données sont issues de la librairie nlme du logiciel R.
Des données PK concernant plusieurs individus sont souvent disponibles
dès la phase I du développement du médicament, réalisée chez des volontaires
sains. Cependant, l’intérêt de la PK de population durant cette phase de
développement est moindre que dans les phases ultérieures de développment,
car les études de phase I n’impliquent qu’un petit nombre d’individus, peu
représentatifs de la population cible du médicament (car les volontaires sains
ne sont pas malades).
La PK et/ou PD de population est bien plus intéressante pour les études
de phase II et de phase III de développement car ces études impliquent un
très grand nombre de patients (parfois plusieurs milliers) représentatifs de la
population cible du médicament. Malheureusement, les données de phase II
ou III comportent souvent peu d’observations par individu (souvent moins de
cinq observations par individu) car il est difficile de réaliser des mesures PK
et/ou PD (qui utilisent souvent des prélèvements sanguins) sur des patients.
On parle de données « sparses » (éparses en français), quand le nombre
d’observations par individu (noté ni) est inférieur au nombre de paramètres
PK et/ou PD du modèle structural.
Cette caractéristique des données de phase II et de phase III est une
contrainte importante pour l’analyse statistique : on pourra généralement
supposer qu’on est dans des conditions asymptotiques concernant le nombre
d’individus de l’échantillon (noté N) mais pas concernant le nombre de
mesures par individu i (ni).
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Figure 1.10 – Données PD de population du Gliclazide à libération modifiée pour
634 individus. Chaque courbe représente les données PD d’un individu.
1.3.3 Analyse des données PK et/ou PD de population
L’observation de données PK et/ou PD de population suggère généralement
que le modèle PK et/ou PD structural est commun à tous les individus mais
que les paramètres PK et/ou PD du modèle (tels que le volume de distribution,
la clairance) sont propres à chacun. Par exemple la figure 1.9 montre que
la forme générale du profil temps/concentration semble similaire pour tous
les individus, bien que les courbes ne soient pas identiques d’un individu à
l’autre.
Par conséquent, les données PK et/ou PD de population sont modélisées
par extension du modèle individuel (1.1) en considérant que les paramètres
PK et/ou PD sont propres à chaque individu. Typiquement, on considère que
l’observation j (j = 1 . . . ni) de l’individu i (i = 1 . . . N), notée yij, est une
réalisation de la variable Yij, telle que :
Yij = f(tij, di, xi) + σ
?εij,
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où f est le modèle structural, tij l’instant d’observation de yij, di le schéma
d’administration pour l’individu i, xi les paramètres PK et/ou PD propres à
l’ individu i et σ?εij l’erreur résiduelle pour l’observation j de l’individu i.
Pour analyser les données PK et/ou PD de population, on pourrait consi-
dérer que les valeurs des paramètres PK et/ou PD (notées xi) sont des
paramètres déterministes pour chacun des individus i = 1 . . . N . Ainsi, on
pourrait décrire la PK et/ou PD de chacun des individus échantillonnés,
mais on n’a aucune indication sur les paramètres PK et/ou PD d’individus
qui n’ont pas été échantillonés. Cependant, la connaissance de xi pour les
individus i = 1 . . . N semble donner quelques informations. Par exemple, si
pour tous les individus i (i = 1 . . . N), le paramètre xi ne dépasse jamais
10, il semble peu probable qu’il soit égal à 100 pour un nouvel individu.
Le fait de considérer que la connaissance d’un grand nombre de xi donne
des informations sur la distribution de probabilité des paramètres PK et/ou
PD dans l’ensemble de la population, supposent implicitement que les xi
sont les réalisations de variables aléatoires Xi identiquement distribuées dans
l’ensemble de la population (l’aléa illustrant l’échantillonnage des individus).
Ainsi, les analyses PK et/ou PD de population considèrent toujours que
les xi sont des réalisations d’une variable aléatoire, puisque cette hypothèse
est indispensable pour extrapoler les données observées sur un échantillon
fini de patients à l’ensemble de la population cible du médicament. En
conséquence dans la suite de la thèse, on parlera deXi comme d’une « variable »
(aléatoire) PK et/ou PD (et de xi comme de sa réalisation), plutôt que comme
d’un « paramètre » PK et/ou PD (dénomination plus fréquente pour les
pharmacocinéticiens) afin d’éviter toute confusion entre les variables aléatoires
et les paramètres (déterministes) du modèle.
Quand on considère que les variables PK et/ou PD (notés Xi) sont des
variables aléatoires i.i.d. dans l’ensemble de la population, l’information
majeure à estimer est la distribution de probabilité de Xi car c’est cette
distribution qui permet d’extrapoler les résultats à l’ensemble de la population.
Pour estimer la distribution de Xi deux approches sont couramment
utilisées : une approche en deux étapes et une approche utilisant les modèles
non linéaires mixtes (abrégé NLME pour « non-linear mixed effects »).
1.3.4 Approche « en deux étapes » et ses limites
Une première approche permettant d’analyser les données PK et/ou PD
de population est une approche en deux étapes. Dans une première étape, on
analyse séparément les données de chacun des individus de l’échantillon avec
l’approche individuelle présentée dans la partie 1.2. Ainsi, on obtient pour
chaque individu i une prédiction de Xi, notée Xˆi. Dans la deuxième étape, on
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estime la distribution de Xi par la distribution empirique de l’ensemble des
Xˆi, pour i = 1 . . . N . En particulier, on estime la moyenne et la variance de
Xi par la moyenne et la variance empirique de l’ensemble des Xˆi, i = 1 . . . N .
Si on a un nombre important de mesures pour chacun des individus de
l’échantillon, cette approche fournit de bons résultats. Ainsi, pour les études de
phase I, cette approche est souvent satisfaisante. Cependant pour analyser les
données des études de phase II ou III, cette approche à plusieurs inconvénients,
décrits par Steimer et al. (1984). Avant tout, elle requiert d’avoir au moins
autant d’observations individuelles que de variables PK et/ou PD, pour tous
les individus de l’échantillon : i.e. ni > P , pour tout i = 1 . . . N . En effet, si
ni < P , l’analyse individuelle ne permet pas de prédire Xˆi car le problème
est dégénéré (la méthode des moindres carrées fournit une infinité de Xˆi
possibles). De plus, même quand ni > P pour tous les individus i, l’approche
« en deux étapes » n’est pas complètement satisfaisante car elle donne la
même importance à toutes les prédictions de Xi qu’elles soient basées sur
ni = P ou ni = 10× P observations, ce qui signifie que l’imprécision de Xˆi
n’est pas prise en compte dans la deuxième étape.
1.3.5 Modèles non-linéaires à effets mixtes
Quand ni est très faible pour certains individus, une approche basée sur
les modèles NLME, introduite par Sheiner et al. (1977) est plus satisfaisante.
Les modèles à effets mixtes considèrent que la variable aléatoire observée
(ici Yij) dépend d’une erreur résiduelle (notée εij) qui est une variable aléatoire
centrée, d’effets fixes (notés θ?) qui sont des paramètres déterministes inconnus,
et d’effets aléatoires (notés ηi), qui sont des variables aléatoires i.i.d. non
observées. Le modèle est dit à effets mixtes car la moyenne de Yij dépend
d’effets fixes et aléatoires. Le modèle à effets mixtes est dit non-linéaire si
la moyenne de Yij dépend non linéairement des effets aléatoires. Cette non-
linéarité est importante car elle peut considérablement complexifier l’étude
de ces modèles, comme nous le verrons dans les chapitres suivants.
Dans le contexte de la PK/PD de population, les effets aléatoires repré-
sentent généralement la variabilité inter-individus. Dans ce contexte, le modèle
mixte est non-linéaire même pour les modèles PK et/ou PD les plus simples.
Le modèle NLME général considéré dans la suite est détaillé ci-dessous.
Modèle général
On suppose que l’observation j (j = 1 . . . ni) de l’individu i (i = 1 . . . N)
est la réalisation d’une variable aléatoire Yij telle que :
Yij = fθ?(tij, di, Xi) + gθ?(tij, di, Xi)εij, (1.2)
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où
– θ? est un vecteur de Q paramètres inconnus appartenant à un sous-
ensemble Θ de RQ,
– fθ? est une fonction à valeurs dans R supposée connue à θ? près, qui
représente le modèle structural,
– tij est l’instant d’observation de Yij,
– di est le plan expérimental pour l’individu i (par exemple les temps
d’administrations et les doses administrées),
– Xi est un vecteur appartenant à un sous-ensemble X de RP , contenant
les P variables aléatoires PK et/ou PD, tel que :
Xi
iid∼ P?, i = 1 . . . N,
– gθ? est une fonction à valeurs dans R+?, supposée connue à θ? près,
– εij est une variable aléatoire réelle, indépendante de Xi, et telle que :
εij
iid∼ N (0, 1), i = 1 . . . N, j = 1 . . . ni.
Des exemples usuels de modèle structural (noté fθ?) ont été décrits dans
la partie 1.2.4 : par exemple décrire des données PK concernant une adminis-
tration orale, le modèle structural peut être :
fθ?(tij, di, Xi) =
DiX3i
X2iX3i −Xi1 (exp
−X1itij/X2i − exp−X3itij),
où le plan expérimental di contient la dose administréeDi etXi = (X1i, X2i, X3i)
est le vecteur contenant les variables PK aléatoires (la clairance et le volume
de distribution apparents et la constante d’absorption).
Les modèles d’erreur (notés gθ?) les plus classiques en PK et/ou PD de
population sont :
– le modèle d’erreur homoscédastique : gθ?(tij, di, Xi) = σ?,
– le modèle d’erreur proportionnel à f : gθ?(tij, di, Xi) = σ?×fθ?(tij, di, Xi),
où θ? contient σ?.
Le modèle (1.2) peut s’écrire de manière équivalente sous la forme vecto-
rielle suivante :
Yi = fiθ?(ti, di, Xi) + giθ?(ti, di, Xi)εi, i = 1 . . . N,
où
– Yi = (Yij, j = 1 . . . ni)T ,
– ti = (tij, j = 1 . . . ni)T ,
– fiθ?(ti, di, Xi) = (fθ?(tij, di, Xi), j = 1 . . . ni)T ,
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– giθ?(ti, di, Xi) est une matrice diagonale de dimension ni × ni dont les
valeurs de la diagonale sont (gθ?(tij, di, Xi), j = 1 . . . ni),
– εi = (εij, j = 1 . . . ni)T .
Afin de décrire l’influence des covariables sur les variables PK et/ou PD,
il est fréquent en PK et/ou PD de population d’associer une modélisation de
Xi au modèle 1.2. Cette modélisation est décrite dans la partie suivante.
Modélisation des variables PK et/ou PD
En PK et/ou PD de population, les variables PK et/ou PD sont souvent
exprimées en fonction de covariables observées (notées Zi) et d’effets aléatoires
centrés (notés ηi). On considère généralement que :
Xi = hθ?(Zi, ηi),
où hθ? est une fonction à valeurs dans X ⊂ RP , connue à θ? près. A noter que,
pour ne pas alourdir les notations, on ne différencie pas les paramètres fixes
impliqués dans le modèle structural, le modèle d’erreur et la modélisation de
Xi : on suppose que tous ces paramètres sont contenus dans le vecteur noté
θ?, vivant dans Θ ⊂ RQ.
Des modélisations usuelles de Xi sont :
– le modèle additif sans covariable :
hθ?(Zi, ηi) = θ
?
1 + ηi,
où θ? contient le vecteur (de dimension P ) θ?1, qui représente la moyenne
de Xi,
– le modèle exponentiel sans covariable :
hθ?(Zi, ηi) = θ
?
1  expηi ,
où représente le produit vectoriel composante par composante, expηi =
(expηip , p = 1 . . . P ) et θ? contient le vecteur (de dimension P ) θ?1 qui
représente la moyenne géométrique de Xi,
– des modèles additifs ou exponentiels avec covariables : la moyenne
(arithmétique ou géométrique) de Xi dépend des covariables Zi. Par
exemple :
hθ?(Zi, ηi) = (θ
?
1 + θ
?
2  (Zi − Z)) expηi ,
où θ? contient les vecteurs (de dimension P ) θ?1 et θ?2, Zi est une cova-
riable quantitative de l’individu i (par exemple le poids ou l’âge), Z est
la moyenne empirique de l’ensemble des Zi pour i = 1 . . . N .
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Remarque 1.3.1 (Les variables PK et/ou PD sont-elles identiquement distri-
buées ?). Dans le modèle général 1.2, on suppose que :
Xi
iid∼ P?, i = 1 . . . N.
Cette hypothèse ne s’oppose pas avec le modèle de covariable :
Xi = hθ?(Zi, ηi)
si on considère que Zi est une variable aléatoire i.i.d. pour l’ensemble des
individus de l’échantillon. En effet, dans ce cas, le couple (Xi, Zi) est i.i.d., et
donc, marginalement, Xi est i.i.d. Par contre, conditionellement à Zi, les Xi
ne sont généralement pas identiquement distribués.
Le modèle (1.2) s’accompagne d’hypothèses portant sur la distribution
de ηi. L’hypothèse la plus courante suppose que ηi a une distribution nor-
male. Cette hypothèse conduit à un modèle paramétrique. Des hypothèses
moins restrictives sur la distribution de ηi peuvent conduire à des modèles
nonparamétriques (NP). Ces deux types de modèles sont l’objet des chapitres
suivants.
1.4 Modèle paramétrique en PK et/ou PD de
population
Un modèle statistique est dit paramétrique si l’ensemble de toutes les
inconnues du modèle est inclus dans un espace de dimension finie. Dans le
modèle NLME (1.2), l’ensemble des inconnues du modèle se résume par :
– θ? (qui regroupe les inconnues du modèle structural, de la modélisation
de Xi et du modèle d’erreur)
– et la distribution de ηi.
Comme on a supposé que θ? est un vecteur de Θ ⊂ RQ, le modèle (1.2) est
paramétrique si et seulement si on suppose que la distribution de ηi appartient
à un espace de dimension finie.
Un modèle très classique en PK et/ou PD de population complète le
modèle (1.2) par l’hypothèse :
ηi
iid∼ N (0,Ω?). (1.3)
Cette hypothèse conduit à un modèle paramétrique puisque sous cette
hypothèse, la distribution de ηi appartient à un ensemble de dimension
P × (P + 1)/2.
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Cette hypothèse de normalité des effets aléatoires est assez naturelle car la
distribution normale est la distribution de probabilité la plus connue, la plus
utilisée et elle intervient dans de nombreux résultats statistiques importants
(notamment le théorème central limite).
De plus, elle fait du modèle NLME (1.2) un modèle régulier, pour lequel le
MLE du couple (θ?,Ω?), noté ϑ?, a de très bonnes propriétés asymptotiques
sous des hypothèses faibles : en particulier, il est convergent et asymptotique-
ment efficace.
Malheureusement, le calcul de cet estimateur s’avère difficile pour les
modèles NLME car la vraisemblance n’est pas explicite.
La log-vraisemblance de l’échantillon (yi, i = 1 . . . N), notée logLN , s’écrit
comme :
logLN(ϑ) =
N∑
i=1
logpYi(yi)
=
N∑
i=1
log
∫
RP
pYi|ηi(yi, η)pηi(η)dη
=
N∑
i=1
log
∫
RP
φni(yi; fiθ(ti, di, hθ(zi, η)), giθ(ti, di, hθ(zi, η)))
×φP (η; 0P ,Ω)dη,
où pYi(yi) (respectivement pηi(η) et pYi|ηi(yi, η)) est la densité de probabilité
du vecteur Yi en yi (respectivement de ηi en η et de Yi en yi conditionnelle-
ment à ηi = η), 0P est un vecteur colonne de dimension P dont toutes les
composantes sont nulles, φn(x;M,V ) représente la densité d’une distribution
normale de dimension n de moyenne M et de variance V en x.
Pour un modèle homoscédastique dont la moyenne de Yi dépend linéai-
rement de ηi pour tout i = 1 . . . N , Yi a une distribution normale (dont la
moyenne et la variance sont explicites), car c’est une combinaison linéaire des
composantes du vecteur Gaussien ηi et du vecteur Gaussien εi indépendant
de ηi. Par conséquent, dans ce cas particulier, la vraisemblance est explicite.
Malheureusement dans le cas non-linéaire, la distribution de Yi est généra-
lement inconnue. Ainsi, les intégrales intervenant dans la log-vraisemblance
ne sont généralement pas explicites. En particulier, elles ne sont pas explicites
pour la plupart des modèles PK et/ou PD de population, même pour les plus
simples.
Plusieurs méthodes de calcul du MLE (ou d’un estimateur approché) ont
été proposées.
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1.4.1 Calcul du MLE par linéarisation du modèle
Les premières méthodes proposées pour calculer le MLE dans les modèles
NLME se basent sur une linéarisation du modèle en ηi. Les paragraphes
suivants décrivent les trois principales méthodes basées sur une linéarisation :
la méthode du « premier ordre » (abrégée FO, pour « first order » en anglais),
la méthode FO conditionnelle (abrégée FOCE pour « first order conditional
estimation » en anglais) et la méthode FOCE avec intéraction (abrégée FOCEI
pour « first order conditional estimation with interaction » en anglais). Ces
méthodes sont implémentées dans plusieurs logiciels dont le logiciel NONMEM,
logiciel de référence en PK et/ou PD de population. Elles sont couramment
utilisées pour les analyses PK et/ou PD de population : Dartois et al. (2007)
rapportent qu’au moins la moitié des études PK et/ou PD de population
publiées de 2002 à 2004 utilisent une de ces méthodes pour l’estimation des
paramètres.
Méthode FO. Beal and Sheiner (1982) proposent la méthode FO qui ap-
proche le modèle NLME (1.3) par un modèle linéaire mixte. Plus précisément,
le modèle (1.3) est linéarisé grâce à un développement limité à l’ordre 1 du
modèle structural, et à l’ordre 0 du modèle d’erreur, au voisinage de ηi = 0P .
Le modèle approché s’écrit comme :
Yi = fiθ?(ti, di, X0) +
[ ∂
∂ηi
fiθ?(ti, di, hθ?(zi, ηi))
]
ηi=0P
ηi + giθ?(ti, di, X0)εi,
(1.4)
où X0 = hθ?(zi, ηi = 0P ) et
[
∂
∂ηi
fiθ?(ti, di, hθ?(zi, ηi))
]
ηi=0P
est la matrice
Jacobienne de fθ?(tij, di, hθ?(zi, ηi)) par rapport à ηi évaluée en ηi = 0P .
Comme le modèle approché (1.4) est linéaire, sa vraisemblance est explicite.
Le maximum de cette vraisemblance est souvent non-explicite mais peut
être facilement calculé en utilisant un algorithme d’optimisation usuel (comme
par exemple l’algorithme de Newton-Raphson). Ainsi, la méthode FO fournit
rapidement des estimateurs des valeurs inconnues (notées ϑ?) du modèle
NLME (1.3). Malheureusement, dans le cas général, les estimateurs calculés
avec FO sont biaisés et ne convergent pas vers ϑ? quand N → +∞ et/ou
mini=1...N ni → +∞ (Demidenko, 1997).
Méthode FOCE. Lindstrom and Bates (1990) proposent d’améliorer la
méthode FO en remplaçant la linéarisation du modèle structural au voisinage
de ηi = 0P par une linéarisation au voisinage d’une prédiction de ηi. Le modèle
d’erreur est linéarisé à l’ordre 0 au voisinage de la moyenne de ηi (ηi = 0P ),
comme pour la méthode FO. Plus précisément, Lindstrom and Bates (1990)
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proposent une méthode itérative, qui a chaque itération k, étant donnée une
prédiction ηˆ(k−1)i de ηi, considère le modèle linéaire mixte :
Yi = fiθ?(ti, di, Xˆ
(k−1)
i )+
[ ∂
∂ηi
fiθ?(ti, di, hθ?(zi, ηi))
]
ηi=ηˆ
(k−1)
i
ηi+giθ?(ti, di, X0)εi,
(1.5)
avec les mêmes notations que précédemment et Xˆ(k−1)i = hθ?(zi, ηi = ηˆ
(k−1)
i ).
L’estimation de ϑ? à l’itération k, notée ϑˆ(k), est calculée par maximisation
de la vraisemblance du modèle linéaire mixte (1.5). La prédiction de ηi est
actualisée par :
ηˆ
(k)
i = argmax
η∈RP
p
ηi|Yi
ϑˆ(k)
(η, yi),
où pηi|Yi
ϑˆ(k)
(η, yi) représente la densité de probabilité de ηi en η conditionellement
à Yi = yi.
Dans le cas homoscédastique (i.e. si gθ?(tij, di, Xi) = σ), Demidenko (1997)
montre que la méthode FOCE fournit un estimateur convergent si N → +∞
et mini=1...N ni → +∞. Malheureusement, quand ni est fini ou quand l’erreur
résiduelle est hétéroscédastique, la convergence de l’estimateur fournit par la
méthode FOCE n’est pas établie.
Méthode FOCEI. La méthode FOCEI permet de prendre en compte la
variabilité inter-individus dans le modèle d’erreur. L’idée est de remplacer la
linéarisation à l’ordre 0 du modèle d’erreur au voisinage de la moyenne de
ηi (ηi = 0P ), par une linéarisation au voisinage d’une prédiction de ηi. Plus
précisément, à chaque itération k, étant donnée une prédiction ηˆ(k−1)i de ηi,
la méthode FOCEI considère le modèle :
Yi = fiθ?(ti, di, Xˆ
(k−1)
i )+
[ ∂
∂ηi
fiθ?(ti, di, hθ?(zi, ηi))
]
ηi=ηˆ
(k−1)
i
ηi+giθ?(ti, di, Xˆ
(k−1)
i )εi,
(1.6)
où les notations sont les mêmes que dans le paragraphe précédent. L’esti-
mation de ϑ? à l’itération k, notée ϑˆ(k), est calculée par maximisation de la
vraisemblance du modèle linéaire mixte (1.6). La prédiction de ηi est actualisée
par comme précédemment.
Si le modèle d’erreur giθ(ti, di, Xi) ne dépend pas de Xi, la méthode FOCEI
est équivalente à la méthode FOCE.
1.4.2 Calcul du MLE par approximation de la vraisem-
blance
Comme alternative à la linéarisation du modèle, plusieurs auteurs pro-
posent une approximation de la log-vraisemblance grâce à l’évaluation nu-
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mérique des intégrales la définissant. En effet, la log-vraisemblance (notée
logLN(ϑ)) s’écrit comme une fonction d’intégrales non-explicites :
logLN(ϑ) =
N∑
i=1
log
∫
RP
φni
(
yi; fiθ(ti, di, hθ(zi, η)), giθ(ti, di, hθ(zi, η))
)
×φP (η; 0P ,Ω)dη
où, comme précédemment, φP (η; 0P ,Ω) représente la densité d’une distribution
normale de dimension P de moyenne 0P et de variance Ω en η.
Deux grands types de méthode d’évaluation numérique des intégrales ont
été proposés : les méthodes de quadrature et les méthodes de Monte Carlo
(abrégé MC).
Méthodes de quadrature. Les méthodes de quadrature permettent d’éva-
luer l’intégrale d’une fonction univariée réelle du type F (η)W (η) par une
somme pondérée d’évaluation de F :∫
I
F (η)W (η)dη ≈
O∑
o=1
woF (ao),
où O est appelé ordre de la quadrature, wo et ao sont respectivement nommés
poids et abscisses de la quadrature, et I est l’intervalle d’intégration. Cette
approximation est exacte si F est un polynôme d’ordre inférieur ou égal à
l’ordre de la quadrature O. Si F n’est pas un polynôme, mais est développable
en série entière, l’approximation est généralement d’autant plus précise que O
est grand. Selon les intervalles d’intégration I et la fonctionW , différents types
de quadratures sont disponibles. La quadrature de Gauss-Hermite est bien
adaptée à l’évaluation de la log-vraisemblance car elle considère la fonction de
poids W (η) = exp−η2 et l’intervalle d’intégration R. Les poids et les abscisses
des quadratures de Gauss-Hermite sont bien connus, ils sont documentés par
Abramowitz and Stegun (1965), entre autres.
Comme les analyses PK et/ou PD impliquent généralement plusieurs effets
aléatoires, la quadrature de Gauss-Hermite doit être utilisée pour une fonction
F multivariée :∫
I1
. . .
∫
IP
F (ηp, p = 1 . . . P )W (η1) . . .W (ηP )dη1 . . . dηP ≈
O∑
o1=1
. . .
O∑
oP=1
F (aop , p = 1 . . . P )wo1 . . . wop .
Dans ce cas, l’évaluation d’une intégrale avec les quadratures de Gauss-Hermite
implique une somme de OP termes. Cette augmentation exponentielle avec
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P du nombre de termes impliqués dans l’évaluation de l’intégrale est la
faiblesse majeure des méthodes de quadrature. Dès que P est supérieur à 3
ou 4, l’évaluation de la log-vraisemblance avec les méthodes de quadrature
est difficile car très coûteuse en temps de calcul, et très souvent génératrice
d’instabilité numérique (car on fait la somme d’un très grand nombre de
termes dont beaucoup sont très proches de 0).
Pour améliorer la précision de la quadrature, Pinheiro and Bates (1995)
proposent des quadratures adaptatives, dont les abscisses sont centrées et
réduite autour de la fonction F . Lemenuel-Diot et al. (2005) affine cette
méthode par une optimisation de la réduction.
Méthodes de Monte Carlo (MC). Les méthodes de Monte Carlo (abrégé
MC) permettent d’approcher une intégrale en utilisant des simulations. Ces
méthodes sont basées sur la loi forte des grands nombres, qui montre sous des
hypothèses très faibles, qu’une intégrale (potentiellement multidimensionelle)
peut être estimer en utilisant un grand nombre K de simulations :
1
K
K∑
k=1
F (ηk) ≈
∫
RP
F (η)p(η)dη,
où (ηk, k = 1 . . . K) est un échantillon i.i.d. d’une variable aléatoire de distri-
bution p(η)dη.
Ainsi, les méthodes MC permettent d’approcher la vraisemblance. Cette
vraisemblance approximée peut être ensuite maximisée en utilisant des algo-
rithmes d’optimisation usuels.
Ces méthodes MC ont l’avantage d’être beaucoup moins sensibles au
nombre d’effets aléatoires que les méthodes de quadratures. Par contre, elles
requièrent souvent un très grand nombre de simulations pour avoir une bonne
précision (souvent plusieurs milliers). De plus, elles sont souvent aussi instables
numériquement que les méthodes de quadrature.
1.4.3 Calcul du MLE par l’algorithme « Expectation
Maximisation »
L’algorithme « Expectation Maximisation » (abrégé EM), introduit par
Dempster et al. (1977), vise à calculer le MLE dans des modèles à variables
dites latentes (ou non-observées ou manquantes) : i.e. quand on connaît la
distribution d’un couple, noté (ηi, Yi), de variables aléatoires, mais que seule
la variable Yi est observée. Depuis son introduction, l’algorithme EM a été
largement utilisé car il s’est avéré très efficace dans de nombreux domaines
d’application.
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Les modèles mixtes pouvant être considérés comme des problèmes à va-
riables latentes (les variables latentes sont les effets aléatoires), l’utilisation de
l’algorithme EM pour le calcul du MLE du modèle NLME (1.3) est attrayante.
Malheureusement, l’algorithme EM n’est pas directement applicable pour ce
modèle. Par conséquent, de nombreuses adaptations de cet algorithme ont
été proposées. Après une description rapide de l’algorithme EM classique, les
paragraphes suivants en présentent deux adaptations : un algorithme EM avec
simulations MC, et une approximation stochastique de l’algorithme EM (abré-
gée SAEM, pour « stochastic approximation EM » en anglais) couramment
utilisée en PK et/ou PD de population.
Algorithme EM. La principale propriété de l’algorithme EM (Dempster
et al., 1977) est d’augmenter la log-vraisemblance de l’échantillon observé à
chaque itération k :
logLN(ϑˆ
(k)) > logLN(ϑˆ(k−1)),
où logLN est la log-vraisemblance de l’échantillon (yi, i = 1 . . . N), ϑˆ(k−1)
et ϑˆ(k) sont les estimations des paramètres inconnus du modèle à l’itération
(k − 1) et à l’itération k, de l’algorithme EM.
A chaque itération k, étant donné ϑˆ(k−1), l’algorithme EM se compose
de deux étapes. La première étape, nommée E pour « expectation » vise à
calculer :
Qϑˆ(k−1)(ϑ) = Eϑˆ(k−1) [logL
(η,Y )
N (ϑ)|Yi = yi, i = 1 . . . N ],
où logL(η,Y )N (θ,Ω) représente la log-vraisemblance d’un échantillon (ηi, Yi, i =
1 . . . N). La seconde étape, nommée M pour « maximisation »résout :
ϑˆ(k) = argmax
ϑ∈Θ×MS?(P )
Qϑˆ(k−1)(ϑ),
où MS?(P ) est l’ensemble des matrices réelles symétriques définies positives
de dimension P × P .
Une caractéristique intéressante de l’algorithme EM est qu’il permet
d’augmenter la log-vraisemblance de l’échantillon observé sans jamais évaluer
cette fonction. Cette caractéristique semble particulièrement utile pour le
modèle NLME (1.3), pour lequel la log-vraisemblance est difficile à évaluer.
Malheureusement, pour ce modèle, l’algorithme EM s’applique difficilement
car la fonction Q de l’étape E n’est pas explicite. Des adaptations de cet
algorithme ont donc été proposées.
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Algorithme EM avec simulations de MC (MCEM). La fonction
Qϑˆ(k−1)(ϑ) n’étant généralement pas explicite pour les modèles à données
latentes tels que le modèle (1.3), plusieurs auteurs proposent d’utiliser des
méthodes numériques pour approcher cette fonction. Par exemple, Wei and
Tanner (1990) proposent d’utiliser une méthode MC pour calculer l’intégrale
définissant Qϑˆk−1(θ). Si le nombre de simulations réalisées à chaque itération
et très grand, cet algorithme MCEM fournit, comme l’algorithme EM, une
suite d’estimateurs qui fait croître la log-vraisemblance. De plus, l’algorithme
MCEM est généralement plus stable numériquement que la maximisation
d’une approximation MC de la log-vraisemblance (car on fait la somme des
logarithmes au lieu de faire le logarithme de la somme). Cependant, la réali-
sation d’un grand nombre de simulations à chaque itération peut être très
coûteuse en temps de calcul.
Approximation stochastique de l’algorithme EM (SAEM). Delyon
et al. (1999) proposent une approximation stochastique de l’algorithme EM,
qui permet de ne réaliser qu’un petit nombre de simulations par itération.
L’idée de l’approximation stochastique est d’utiliser toutes les simulations
réalisées depuis la première itération, avec un poids plus important pour les
simulations les plus récentes.
Plus précisément, à l’itération k, étant donné ϑˆ(k−1), l’algorithme SAEM
se compose de trois étapes. La première étape consiste en la simulation
de mk échantillons de la variable manquante (notés ηk,1 . . . ηk,mk) d’après
la distribution de ηi conditionnellement à Yi = yi (pour i = 1 . . . N) et
en supposant que la vraie valeur des paramètres inconnus du modèle est
ϑˆ(k−1). La deuxième étape, dite d’approximation stochastique, consiste en
l’approximation de la fonction Qϑˆ(k−1)(ϑ) par Qˆk(ϑ), définit comme :
Qˆk(ϑ) = Qˆk−1(ϑ) + γk
( 1
mk
mk∑
m=1
logL
(ηk,m,y)
N (ϑ)− Qˆk−1(ϑ)
)
.
La dernière étape, dite de maximisation, vise à résoudre :
ϑˆ(k) = argmax
ϑ∈Θ×MS?(P )
Qˆk(ϑ).
L’algorithme SAEM est facilement applicable aux modèles appartenant à
la famille exponentielle courbe. Beaucoup de modèles PK et/ou PD appar-
tiennent à cette famille. En effet, Kuhn and Lavielle (2005) montrent que
le modèle NLME paramétrique (1.3) fait partie de la famille exponentielle
courbe si l’on peut séparer les effets fixes des effets aléatoires dans le modèle
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structural et le modèle d’erreur :
fθ(tij, di, Xi) = f1(tij, di, Xi)f2θ(tij, di)
et gθ(tij, di, Xi) = g1(tij, di, Xi)g2θ(tij, di).
Pour cette famille de modèles, Delyon et al. (1999) montrent que l’algo-
rithme SAEM fournit une suite d’estimation convergeant presque sûrement
vers un maximum (local ou global) de la log-vraisemblance de l’échantillon
observé.
Kuhn and Lavielle (2004) généralisent l’algorithme SAEM au cas où
l’étape de simulation des données manquantes selon la loi conditionnelle aux
observations est difficile. Dans ce cas, ils montrent qu’à chaque itération
k, on peut remplacer les mk simulations des données manquantes (notées
ηk,1 . . . ηk,mk) par mk itérations d’une chaîne de Markov dont l’état initial est
ηk−1,mk−1 et la loi stationnaire est la loi des données manquantes conditionnelle
aux observations en supposant que ϑ? = ϑˆ(k−1). La convergence presque-sûre
de cet algorithme vers un maximum de la log-vraisemblance est établit par
Kuhn and Lavielle (2004) (pour des mk finis).
L’algorithme SAEM est implémenté dans plusieurs logiciels dédiés à la
PK et/ou PD de population : dans le logiciel Monolix (www.monolix.org)
et, depuis peu dans le logiciel NONMEM (uniquement dans la version VII,
www.icon.com).
Une comparaison de la méthode SAEM implémentée dans Monolix et des
méthodes de linéarisation implémentées dans NONMEM (Laveille et al., 2008)
montre que, pour un grand nombre d’études PK et/ou PD de population,
SAEM est généralement plus rapide et moins sujet à des non-convergences
que FOCE et FOCEI.
1.5 Limites du modèle paramétrique
Le modèle paramétrique (1.3) peut permettre de décrire une grande
variété de distributions des variables PK et/ou PD (notées Xi). Cependant,
l’hypothèse de normalité des effets aléatoires peut parfois apparaître trop
restrictive et difficile à vérifier, à cause notamment d’un phénomène appelé
« shrinkage ». Ces limites du modèle paramétrique (1.3) sont détaillées dans
les parties suivantes.
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1.5.1 Validité restreinte de l’hypothèse de normalité
L’hypothèse de normalité des effets aléatoires (ηi) n’est pas complètement
satisfaisante.
Par exemple, on peut trouver gênant que le modèle paramétrique (1.3)
soit dépendant du paramétrage du modèle PK et/ou PD : en effet, le modèle
paramétrique (1.3) qui suppose la normalité de la clairance (notée Cl dans la
partie 1.2.4) et volume de distribution (noté V ) n’est pas équivalent au modèle
paramétrique (1.3) qui suppose la normalité de la constante d’élimination
(notée Ke) et du volume de distribution (Cl = KeV ).
Mais surtout, il peut arriver en pratique que la distribution de ηi s’écarte
fortement de la normalité. Les paragraphes suivants présentent deux exemples
typiques d’écarts à la normalité.
Exemple 1.5.1 (Multimodalité de la distribution de ηi.). Les variables PK et/ou
PD ne sont pas toujours homogènes dans l’ensemble de la population. Il arrive
que l’on distingue plusieurs sous-populations ayant des variables PK et/ou
PD moyennes différentes. Par exemple, la distribution de la clairance peut
être bimodale, i.e. on distingue deux groupes dans la population : une sous-
population correspondant à des métaboliseurs lents, dont la clairance moyenne
est plus faible que la clairance moyenne dans l’ensemble de la population,
et une sous-population correspondant à des métaboliseurs rapides, dont la
clairance moyenne est plus élevée que la clairance moyenne dans l’ensemble
de la population. Cette bimodalité de la distribution de la clairance peut être
expliquée par un polymorphisme génétique des enzymes impliqués dans le
métabolisme du médicament. Dans ce cas, Xi peut s’écrire :
Xi = θ
?
1 × 1[Zi = 1] + θ?2 × 1[Zi = 2] + ηi,
avec ηi
iid∼ N (0,Ω). Or de telles hétérogénéités ne sont pas toujours identifiées
lors de l’analyse PK et/ou PD de population : soit parce que la covariable
zi n’a pas été mesurée (c’est fréquent dans le cas de covariables génétiques),
soit parce que, en première intention, on n’a pas inclus les covariables dans le
modèle NLME (c’est souvent la démarche adoptée : on construit d’abord le
modèle structural, l’inclusion des covariables pour modéliser Xi n’intervenant
qu’après). Ainsi, il peut arriver que l’on choisisse le modèle :
Xi = θ
?
1 + ηi,
avec ηi
iid∼ N (0,Ω). Dans ce cas, le modèle paramétrique ne peut pas fournir
une bonne estimation de la distribution de Xi, car il contraint la distribution
de ηi à l’unimodalité, alors qu’elle est bimodale.
1.5. LIMITES DU MODÈLE PARAMÉTRIQUE 33
Exemple 1.5.2 (Queue lourde de la distribution de ηi.). L’hypothèse de nor-
malité peut également apparaître trop restrictive quand la vraie distribution
des variables PK et/ou PD a une « queue lourde » : i.e. s’il existe au moins
un p (parmi 1 . . . P ), tel que, pour tout λ > 0,
expλx P[Xip > x] −→
x→+∞
∞.
En pratique, les queues lourdes s’identifient par l’observation régulière de
valeurs extrêmes, également appelées valeurs abbérantes. En PK et/ou PD,
les valeurs extrêmes des variables PK et/ou PD peuvent avoir différentes
causes.
Elles peuvent venir d’une absence de réponse thérapeutique chez certains
patients, pas toujours bien comprise biologiquement. Par exemple, pour le
Gliclazide à formulation modifiée (médicament antidiabétique dont les données
PD sont illustrées par la Figure 1.10), Frey et al. (2003) décrivent une sous-
population de patients qui ne répondent pas au traitement contrairement au
reste de la population.
Il arrive aussi qu’on observe des valeurs extrêmes des variables PK et/ou
PD à cause d’un non-respect du schéma d’administration : on parle d’inob-
servance. L’inobservance de certains individus n’est pas rare dans les essais
cliniques de phase II et de phase III car ces essais sont moins contrôlés que les
essais de phase I. Quand l’inobservance n’est pas identifiée, elle peut générer
des valeurs extrêmes des variables PK et/ou PD : par exemple, une clairance
très grande ou une EC50 très faible.
Ces écarts à la normalité peuvent affecter l’inférence statistique : par
exemple, Hartford and Davidian (2000) montrent que l’estimation (par la
méthode FO) des paramètres fixes du modèle est affectée par que la non-
prise en compte d’une bimodalité de ηi. Mais surtout, ils peuvent avoir des
conséquences importantes sur l’analyse PK et/ou PD de population. Par
exemple, la non-prise en compte d’une bimodalité de la distribution de la
clairance peut amener à recommander un schéma posologique inadapté, qui
risque d’être accompagné d’effets indésirables dans la sous population de
patients qui ont une faible clairance, et inefficace dans la sous-population de
patients qui ont une forte clairance.
Par conséquent, il est important d’évaluer la plausibilité de l’hypothèse
de normalité et de tenter de détecter d’éventuels écarts à la normalité. Les
procédures usuelles d’évaluation de cette hypothèse sont décrites dans la
partie suivante.
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1.5.2 Difficile évaluation de l’hypothèse de normalité
Le modèle paramétrique (1.3) repose sur de nombreuses hypothèses :
principalement,
– la forme du modèle structural, du modèle d’erreur et du modèle de Xi,
– la normalité de ηi et εij,
– l’indépendance des ηi pour i = 1 . . . N , l’indépendances de εij pour
i = 1 . . . N, j = 1 . . . ni et l’indépendance de ηi et εij pour i = 1 . . . N et
j = 1 . . . ni.
Malheureusement, il est souvent très difficile de vérifier de manière rigoureuse
ces hypothèses. Toutefois, afin de s’assurer que le modèle choisi est adéquat,
de nombreuses procédures dites d’évaluation du modèle ont été proposées et
sont vivement recommandées par les autorités de Santé (EMEA, 2007 ; FDA,
1999).
Ces procédures d’évaluation jouent un rôle important dans l’analyse des
données PK et/ou PD de population car elles participent au processus de
construction du modèle. Plus précisément, elles sont généralement utilisées
pour illustrer la pertinence du modèle, comparer des modèles entre eux et
éventuellement suggérer des améliorations du modèle.
L’évaluation du modèle NLME paramétrique (1.3) repose sur de multiples
procédures complémentaires.
Certaines procédures permettent d’évaluer le modèle NLME paramétrique
(1.3) dans sa globalité. Les plus utilisées actuellement reposent sur :
– les « visual predictive checks » (abbrégé VPC) décrits par Karlsson and
Holford (2008) qui comparent les observations à des simulations du
modèle NLME paramétrique (1.3),
– les « normalized prediction distribution errors » (NPDE), métriques
introduites par Brendel et al. (2006), qui quantifient l’adéquation des
données au modèle,
– une « global uniform distance », statistique d’un test d’adéquation des
données au modèle basé sur des projections aléatoires, introduite par
Laffont and Concordet (2009).
D’autres procédures d’évaluation visent à évaluer de manière spécifique cer-
taines hypothèses du modèle NLME paramétrique (1.3) : typiquement, la
normalité et l’homoscédasticité des εij ainsi que la normalité de ηi. Les procé-
dures d’évaluation qui s’intéressent à l’évaluation de la normalité de ηi sont
détaillées ci-dessous.
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Procédures d’évaluation de la normalité basées sur un « modèle de
mélange »
Les procédures d’évaluation de la normalité basées sur un « modèle de
mélange » consistent à comparer le modèle paramétrique usuel, qui suppose la
normalité de ηi, à un modèle, dit de mélange, qui suppose que la distribution
de ηi est un mélange de plusieurs (typiquement 2) normales.
Ces procédures, qui visent à s’assurer que la vraie distribution de ηi
n’est pas multimodale, ne sont pas systématiquement utilisées en pratique
car elles peuvent être contraignantes. Tout d’abord, elles nécessitent au
moins une estimation supplémentaire qui peut d’avérer difficile à réaliser si le
modèle paramétrique usuel est déjà très complexe. De plus, l’interprétation
des résultats, généralement basée sur la statistique du test du rapport de
vraisemblance n’est pas évidente car la distribution de cette statistique de test
sous H0 n’est pas un χ2 pour ces modèles de mélanges. Lemenuel-Diot (2004)
propose un test spécifique aux modèles de mélanges, inspiré des travaux de
Vuong (1989), mais qui nécessite des calculs supplémentaires. Finalement, les
capacités d’un mélange de normales à détecter tous les écarts à la normalité
dans le cas de modèles NLME, ne sont pas renseignées, à notre connaissance.
Procédures d’évaluation de la normalité basées sur des prédictions
individuelles
Les procédures d’évaluation basées sur des prédictions individuelles sont
souvent utilisées en pratique, car elles sont très faciles à mettre en oeuvre.
Des prédictions individuelles des effets aléatoires, connues sous le nom
d’« estimateurs empiriques Bayésiens » (abrégées EBEs, pour « Empirical
Bayes Estimates » en anglais) et notées EBEi, sont définies pour chaque
individu i par :
EBEi = argmax
η∈RP
p
ηi|Yi
θˆN
(η|yi),
où θˆN est l’estimation des effets fixes θ? et p
ηi|Yi
θˆN
(η|yi) représente la densité de
probabilité de ηi = η conditionnellement à Yi = yi, si θ? = θˆN . A partir de ces
prédictions des effets aléatoires, on calcule des prédictions individuelles des
variables PK et/ou PD (Xi), des observations (Yij) et de εij, respectivement
notées Xˆi, IPREDij et IWRESij :
Xˆi = hθˆN (zi, ηi = EBEi)),
IPREDij = fθˆN (tij, di, EBEi),
IWRESij = (Yij − IPREDij)/gθˆN (tij, di, EBEi).
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Ces prédictions peuvent être utilisées pour construire des graphes GOF.
On peut représenter, par exemple :
– les IPREDij en fonction des données observées yij (afin d’évaluer le
modèle structural),
– les IWRESij en fonction des IPREDij ou des instants d’observation
tij (afin d’évaluer les modèles structural et d’erreur),
– la distribution empirique des EBEi ou des IWRESij (afin d’évaluer
les hypothèses de normalité des ηi et des εij),
– les ηˆi en fonctions des covariables (afin d’inspecter les relations poten-
tielles entre les variables PK et/ou PD et les covariables).
1.5.3 Le phénomène de « shrinkage »
On parle de « shrinkage » quand la variance empirique des prédictions
individuelles de ηi ou de εij est beaucoup plus petite que leur variance estimée.
Ce phénomène de réduction de la variance, mis en évidence par Karlsson
and Savic (2007), est inhérent à la définition des prédictions individuelles
de ηi (notées EBEi). En effet, pour le modèle paramétrique (1.3), les EBEs
maximisent, pour chaque individu i, la somme de deux termes :
EBEi = argmax
η∈RP
pηi|Yi(η, yi)
= argmax
η∈RP
pηi,Yi(η, yi)
pYi(yi)
= argmax
η∈RP
pηi,Yi(η, yi)
= argmax
η∈RP
pYi|ηi(yi|η)pηi(η)
= argmax
η∈RP
logpYi|ηi(yi, η) + logpηi(η).
La maximisation du premier terme de la somme est équivalente à la minimisa-
tion des moindres carrés de la régression non-linéaire usuelle présentée dans la
partie 1.2.5. Elle implique ni carrés, où ni est le nombre d’observations pour
l’individu i. Si parmi ces ni carrés il existe au moins P carrés contraignant
les P composantes des effets aléatoires, alors cette maximisation admet une
solution unique, qui définit la courbe qui passe au plus prés des observations
au sens de la distance euclidienne. Dans le cas contraire, cette maximisation
admet une infinité de solutions qui passent toutes au moins par une observa-
tion. Par conséquent, si ni < P , cette maximisation admet nécessairement
une infinité de solutions.
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La maximisation du deuxième terme de la somme est équivalente au calcul
de la meilleure prédiction de ηi. L’optimum est toujours EBEi = 0P (qui est
parfois appelée prédiction de population).
Ainsi, la prédiction individuelle EBEi est le vecteur qui réalise le meilleur
compromis entre la solution des moindres carrés et la prédiction de population.
Quand ni est très grand devant P et que le plan d’expérience est raison-
nable, la maximisation du premier terme fournit une solution proche de la
vraie réalisation de ηi (d’après les résultats présentés dans la partie 1.2.5). De
plus, la maximisation du premier terme domine celle du second terme car elle
implique plus de carrés. Par conséquent, quand ni est grand et que le plan
d’expérience est raisonnable, les prédictions individuelles EBEi et IWRESi
sont proches des vraies réalisations de ηi et εij. Finalement, si on a un grand
nombre d’observations bien réparties pour un grand nombre d’individus, on
n’observe pratiquement pas de shrinkage. Sinon, on observe une réduction
de la variance des prédictions de ηi et/ou des prédictions de εij : on parle de
alors η-shrinkage et/ou de ε-shrinkage. Ces deux notions sont décrites dans
les paragraphes suivants.
η-shrinkage
On parle de η-shrinkage quand la variance empirique de l’ensemble des
prédictions individuelles de ηi (notées EBEi, i = 1 . . . N) est inférieure à la
variance de ηi.
Ce phénomène est typiquement dû au fait qu’un grand nombre de EBEi
(i = 1 . . . N) sont plus proches de la prédiction de population ηi = 0P que les
vraies réalisations de ηi. Typiquement, ce phénomène s’observe quand, pour
plusieurs individus i,
– ni est faible,
– ou le plan d’expérience ne permet pas de donner une bonne prédiction
individuelle d’une variable PK et/ou PD.
En effet, dans ces cas là, la maximisation du deuxième terme a beaucoup de
poids dans la détermination de la solution. Le phénomène de η-shrinkage peut
être accentué si la variabilité de l’erreur résiduelle (dont l’inverse pondère le
premier terme) est grande devant la variabilité inter-individu (dont l’inverse
pondère le deuxième terme). C’est rarement le cas en PK et/ou PD de
population, où la variabilité inter-individus est généralement plus grande que
la variabilité résiduelle.
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ε-shrinkage
On parle de ε-shrinkage quand la variance empirique de l’ensemble des
prédictions individuelles de εij (notées IWRESij, i = 1 . . . N , j = 1 . . . ni)
est inférieure à la variance de εij (qui est égale à 1).
Le ε-shrinkage est typiquement dû au fait qu’un grand nombre de EBEi
décrit une courbe qui passe plus prés des observations que la courbe décrite
par la vraie réalisation de ηi. Il est typiquement observé quand le nombre
d’observations par individu est faible pour un grand nombre d’individus i et
que la variance inter-individus est grande par rapport à la variance de l’erreur
résiduelle.
Quantification du shrinkage
Pour quantifier le shrinkage, Karlsson and Savic (2007) proposent un
indice basé sur le rapport entre l’écart-type des prédictions individuelles et
l’écart-type estimé. Plus précisément, ils proposent de quantifier le shrinkage
par les formules suivantes :
η-shrinkage (p) = 1− sd[EBE](p)/√ωˆp, p = 1 . . . P
ε-shrinkage = 1− sd[IWRES]/1,
où sd[EBE](p) désigne l’écart-type empirique de la composante p des EBEi
pour i = 1 . . . N , ωˆp désigne l’estimation de la variance de la composante p de
ηi et sd[IWRES] est l’écart-type empirique des IWRESij pour i = 1 . . . N ,
j = 1 . . . ni.
Bertrand et al. (2008) préfèrent une quantification du shrinkage basée
sur le rapport des variances, plus naturel en statistique que le rapport des
écart-types :
η-shrinkage (p) = 1− var[EBE](p)/ωˆp, p = 1 . . . P
ε-shrinkage = 1− var[IWRES]/1,
où var[EBE](p) est la variance empirique de la composante p des EBEi
pour i = 1 . . . N , var[IWRES] est la variance empirique des IWRESij pour
i = 1 . . . N , j = 1 . . . ni.
Dans l’ensemble du document, on privilégiera plutôt la quantification du
shrinkage basée sur les écart-types, car c’est actuellement la plus couramment
utilisée en PK et/ou PD de population.
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Impacts du shrinkage
Savic and Karlsson (2007) montrent que le phénomène de shrinkage
peut rendre les procédures d’évaluation basées sur les EBEs trompeuses :
l’histogramme des EBEs peut être décentré et asymétrique alors que la
vraie distribution est normale, la représentation des EBEs en fonction des
covariables peut masquer des relations existantes ou suggérer des relations
inexistantes.
Dans ce contexte, une alternative aux modèles paramétriques est at-
trayante.
1.6 Modèles non-paramétriques en PK et/ou
PD de population
Un modèle statistique est dit non-paramétrique (abrégé NP) si l’ensemble
de toutes les inconnues du modèle n’est pas inclus dans un espace de dimension
finie. Typiquement, l’inconnue vivant dans un espace de dimension infinie est
la fonction de régression ou la distribution de probabilité des observations.
La dénomination NP illustre donc le fait que les modèles NP ne reposent
sur un nombre fini de paramètres inconnus. Mais, cette dénomination ne
signifie pas que l’inférence statistique des modèles NP ne s’appuie pas sur
l’estimation de paramètres : pour une taille d’échantillon fixée, l’inférence
statistique des modèles NP consiste en l’estimation d’un nombre fini de
paramètres inconnus, comme pour les modèles paramétriques. Cependant, le
nombre de paramètres à estimer pour les modèles NP augmente avec la taille
de l’échantillon tandis qu’il reste fixe pour les modèles paramétriques.
L’avantage majeur des modèles NP est le peu de contraintes imposées sur
l’estimation quand la taille de l’échantillon est grande. An contre partie, leur
inconvénient est le grand nombre d’individus souvent nécessaire pour avoir
une estimation fiable.
Dans cette thèse, nous nous limiterons à un modèle NP très particulier qui
concerne la distribution des effets aléatoires (notés ηi) du modèle NLME (1.2),
les fonctions de régression (notées fθ? et gθ?) et la distribution de l’erreur
résiduelle étant estimées de manière paramétrique.
1.6.1 Attraits
Les modélisations NP de la distribution des effets aléatoires se caractérisent
par une absence d’hypothèse restrictive portant sur cette distribution. Dans
un contexte où l’hypothèse paramétrique de normalité peut être violée et est
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difficile à vérifier, cette caractéristique est particulièrement attrayante. De
plus, il semble que les données PK et/ou PD de population des essais cliniques
de phase III, impliquant un très grand nombre d’individus, se prêtent bien à
une modélisation NP.
Plusieurs modèles NP ont été proposés pour les modèles NLME.
Premièrement, un modèle NP pour lequel P? appartient à l’espace (de
dimension infinie) contenant l’ensemble des distributions de probabilité. Ce
modèle NP a de nombreux atouts. Tout d’abord, il ne fait absolument aucune
hypothèse sur la distribution des variables PK et/ou PD. De plus, pour
ce modèle, des résultats de convergence du MLE sont établis (Chafaï and
Loubes, 2006 ; Laird, 1978 ; Pfanzagl, 1988). Par ailleurs, Lindsay (1983)
montre que le MLE d’un échantillon de taille N est une distribution discrète
avec au plus N points de support. Ce résultat simplifie considérablement le
calcul du MLE : il suffit de maximiser la vraisemblance sur l’ensemble (de
dimension finie) des mesures discrètes avec au plus N points de support,
or la vraisemblance est explicite sur cet ensemble ! Enfin, des algorithmes
de calcul spécifiques au calcul de ce MLE sont disponibles : l’algorithme
« non-parametric maximum likelihood », abrégé NPML (Mallet, 1986) et
l’algorithme « non-parametric expectation maximisation », abrégé NPEM
(Schumitzky, 1991). Une adaptation de cet algorithme, nommée NP adaptative
grid (NPAG), est implémentée dans le logiciel USC*PACK (Laboratory of
Applied Pharmacokinetics, 2002).
Depuis 2006, le logiciel NONMEM (Boeckmann et al., 2006, 2008), logiciel
de référence en PK et/ou PD de population, propose un estimateur NP
discret (ici appelé NPNM) dont les points de support sont des prédictions
individuelles des effets aléatoires calculées sous l’hypothèse de normalité, les
probabilités des points du support maximisant la vraisemblance.
Des estimateurs de la densité de probabilité des effets aléatoires ont
également été proposés. Davidian and Gallant (1993) proposent un estimateur
NP « lisse »(abbrégé SNP pour « smooth NP ») dont la convergence est établie.
Plus tard, Kuhn (2003) propose un MLE basé sur des log-splines, dont la
convergence est établie dans un cas très particulier (ηi est unidimensionnel).
1.6.2 Limites
Plusieurs méthodes NP (par méthode NP, nous entendons le modèle
associé à un estimateur et un algorithme de calcul) ont été proposées pour les
analyses PK et/ou PD de population, mais leur utilisation dans l’industrie
pharmaceutique reste très limitée, et ceci pour plusieurs raisons.
D’un point de vue théorique, les propriétés statistiques des estimateurs NP
sont souvent moins bien connues que celles des estimateurs paramétriques. Par
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exemple, les résultats très généraux de convergence et d’efficacité asymptotique
du MLE concernent uniquement les modèles paramétriques. Pour les modèles
NP, les propriétés du MLE doivent souvent être étudiées au cas par cas.
En pratique, les méthodes NP semblent difficiles à appréhender et coûteuses
en temps de calcul, tandis que leur intérêt n’est pas clairement établi pour
les études PK et/ou PD de population. De plus, jusqu’en 2006, les méthodes
NP ne sont pas implémentées dans les logiciels de référence en PK et/ou
PD de population tels que SAS, R, NONMEM ou Monolix, ce qui limite
fortement leur utilisation. Avec l’introduction d’une méthode NP dans le
logiciel NONMEM, les méthodes NP connaissent un regain d’intérêt. La
méthode NPNM est attrayante car elle semble facile à implémenter et rapide
à calculer, cependant elle paraît moins satisfaisante au niveau théorique que
les méthodes NP proposées précédemment. Par conséquent, une évaluation
des méthodes NP est nécessaire.
1.6.3 Objectifs et plan de la thèse
La thèse vise à l’évaluation des méthodes NP, et à leur amélioration poten-
tielle, en vue d’une utilisation plus courante dans l’industrie Pharmaceutique
pour les études PK et/ou PD de population.
Notre travail s’est limité à l’étude de quatre méthodes NP parmi les plus
importantes : NPML, NPEM, SNP et NPNM. L’estimateur NP basé sur des
log-splines (Kuhn, 2003) n’a pas été étudié dans le cadre de la thèse, car
il est décrit dans le cadre d’effets aléatoires uni-dimensionnels alors que les
modèles PK et/ou PD de population les plus simples impliquent au moins 2
effets aléatoires. Par ailleurs, l’algorithme NPAG, implémenté dans le logiciel
USC*PACK (Laboratory of Applied Pharmacokinetics, 2002) n’a pas été
étudié dans le cadre de la thèse car il est peu documenté.
Une évaluation des méthodes NP
Le premier objectif de la thèse est donc de faire le point sur quatre grandes
méthodes NP : NPML, NPEM, SNP et NPNM.
Dans un premier temps, les propriétés statistiques de ces méthodes sont
clarifiées grâce à une étude bibliographique. Leurs propriétés de convergence
sont rappelées.
Dans un deuxième temps, les méthodes NP sont évaluées sur des données
simulées inspirées d’études de PK de population simples (concernant le Phé-
nobarbital). Cette étude de simulation s’intéresse à la capacité des méthodes
NP à détecter des sous-populations de patients « métaboliseurs-lents » (i.e.
avec une clairance faible), en fonction du nombre de patients et du nombre
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d’observations disponibles par individu. Un grand nombre d’échantillons est
simulé puis analysé avec chacune des quatre méthodes NP étudiées.
Ce premier travail met en évidence les faiblesses de la méthode d’évaluation
de la normalité basée sur les EBEs quand il y a du « shrinkage » à cause d’un
faible nombre d’observations par individu. L’intérêt des méthodes NP apparaît
alors clairement : toutes les méthodes NP étudiées fournissent généralement
une meilleure estimation de la distribution de la clairance que leur équivalent
paramétrique (la distribution empirique des EBEs). Nous montrons que
pour un modèle PK très simple, toutes les méthodes NP sont a peu prés
équivalentes. Mais pour un modèle PK légèrement plus complexe et de grands
échantillons, la méthode NPNM semble légèrement moins performante que les
autres méthodes. Concernant l’implémentation et le temps de calcul, toutes les
méthodes NP n’apparaissent pas équivalentes. La méthode NPNM est simple
est rapide à mettre en oeuvre. Mais, les autres méthodes NP apparaissent
plus difficiles à utiliser à cause de l’implémentation et/ou du temps de calcul.
Ce travail est décrit dans le chapitre 2.
A l’issue de ce travail, les méthodes NP montrent un intérêt certain pour les
analyses PK de population impliquant un grand nombre de patients avec peu
de mesures par individus. Cependant, cette première étude ne s’appuie que sur
des analyses PK de population très simples impliquant des plans d’expérience
très réguliers. Une évaluation des méthodes NP sur une analyse PK et/ou
PD de population plus complexe et plus proche des analyses conduites dans
l’industrie Pharmaceutique est donc nécessaire. C’est l’objet de la partie
suivante.
Évaluation et application des méthodes NP à une analyse PK/PD
de population
La deuxième partie de la thèse est plus appliquée. Elle a pour objet l’utili-
sation des méthodes NP pour l’analyse PK/PD de population du Gliclazide
à libération modifiée (abrégé MR pour « modified release » en anglais). Le
Gliclazide MR est un antidiabétique développé par IRIS et commercialisé sous
le nom de Diamicron LM R©. L’analyse PK/PD de population du Gliclazide
MR est plus compliquée que les analyses PK de population étudiées dans la
première partie de la thèse pour les raisons suivantes :
– elle implique un grand nombre d’individus (plus de 600),
– le modèle PK/PD est complexe (il implique 5 effets aléatoires),
– le plan d’expérience est déséquilibré, ce qui entraîne un η-shrinkage
important pour certains effets aléatoires.
Par ailleurs, l’application des méthodes NP à cette analyse est particuliè-
rement intéressante car l’hypothèse de normalité des effets aléatoires n’est
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pas satisfaisante pour le Gliclazide MR : en utilisant des modèles de mé-
lange, Frey et al. (2003) et Lemenuel-Diot et al. (2007) ont montré qu’une
partie des patients ne répond pas (ou presque pas) au traitement. Dans ce
contexte, l’objectif est d’évaluer la capacité des méthodes NP pour détecter
une telle sous-population étant données les contraintes de l’analyse (modèle
PK/PD complexe, fort η-shrinkage). Dans ce but, les méthodes NP sont
d’abord évaluées sur des données simulées. Elles sont ensuite appliquées au
vrai jeu de données et comparées aux études réalisées par Frey et al. (2003)
et Lemenuel-Diot et al. (2007).
Les études de simulation confirment la difficulté de détection de l’écart à la
normalité avec les EBEs à cause du fort η-shrinkage. De plus, elles montrent
que les méthodes NPEM et SNP sont mieux adaptées à la détection d’une
sous-population de non (ou faiblement) répondeurs.
Les résultats de l’application de ces méthodes au vrai jeu de données du
Gliclazide MR sont en accord avec les analyses de Frey et al. (2003) et de
Lemenuel-Diot et al. (2007).
Ce travail est décrit dans le chapitre 3.
Développement d’un algorithme stochastique pour la maximisation
globale de la vraisemblance SNP
Les deux premières parties de la thèse ont établi l’intérêt de la méthode
SNP pour les analyses PK et/ou PD de population. Cependant, elles ont aussi
mis en évidence plusieurs faiblesses. En particulier, le calcul de l’estimateur du
maximum de la vraisemblance SNP est souvent compliqué car la vraisemblance
SNP n’est pas explicite et probablement multimodale. L’algorithme de calcul
utilisé dans les premières parties de la thèse repose sur une maximisation au
voisinage du point d’initialisation de la log-vraisemblance SNP approchée par
des quadratures. Cet algorithme de calcul a deux défauts : il ne maximise
pas la log-vraisemblance SNP exacte, et il peut rester piégé dans des maxima
locaux.
Par conséquent, on s’intéresse à la recherche d’un algorithme stochastique
permettant la maximisation globale de la vraisemblance du modèle SNP. Un
algorithme de gradient stochastique perturbé, qui s’apparente également à
un algorithme EM stochastique, est proposé. On montre sa convergence en
probabilité vers le maximum global de la log-vraisemblance SNP. Cependant
ses performances pratiques restent à évaluer.
Ce travail est décrit dans le chapitre 4.
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Discussion générale
La thèse s’achève par une discussion générale dans le chapitre 5.
Chapitre 2
Comparison of nonparametric
methods
Ce chapitre a fait l’objet d’un article, rédigé en collaboration avec Céline M.
Laffont, Djalil Chafaï et Didier Concordet, paru dans la revue « Computational
Statistics and Data Analysis » le 15 Janvier 2009 (volume 53, numéro 3, pages
642-656).
Résumé
Lors du développement d’un médicament, les modèles non-linéaires à
effets mixtes sont couramment utilisés pour étudier la pharmacocinétique et
la pharmacodynamie. La distribution des effets aléatoires est particulièrement
intéressante car elle permet de décrire l’hétérogénéité de la pharmacociné-
tique ou de la pharmacodynamie du médicament dans la population des
individus étudiés. Des modèles paramétriques sont largement employés, bien
qu’ils reposent sur une hypothèse de normalité qui peut être trop restrictive.
En pratique, cette hypothèse de normalité peut être vérifiée en utilisant la
distribution empirique de prédictions Bayésienne des effets aléatoires. Mal-
heureusement, quand les données individuelles sont « sparse » (comme dans
beaucoup d’essais cliniques de phase III), cette méthode n’est pas fiable. Dans
ce contexte, des estimations non-paramétriques (NP) de la distribution des
effets aléatoires sont attrayantes. Plusieurs méthodes NP (i.e. estimations
associées à un algorithme de calcul) ont été proposées, mais leur utilisation
reste limitée. En fait, leur propriétés pratiques et théoriques ne sont pas
claires. De plus elles sont réputées coûteuses en temps de calcul. Dans ce
chapitre, quatre méthodes NP sont évaluées en comparaison avec la méthode
paramétrique usuelle. Leurs caractéristiques théoriques et calculatoires sont
récapitulées. Leurs performances pratiques sont comparées dans des études
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de simulation imitant de vraies analyses pharmacocinétiques. Les méthodes
NP se révèlent très utiles quand les données sont « sparse ».
Abstract
During the drug development, nonlinear mixed effects models are routinely
used to study the drug’s pharmacokinetics and pharmacodynamics. The
distribution of random effects is of special interest because it allows to
describe the heterogeneity of the drug’s kinetics or dynamics in the population
of individuals studied. Parametric models are widely used, but they rely
on a normality assumption which may be too restrictive. In practice, this
assumption may be checked using the empirical distribution of random effects’
Bayesian predictions. Unfortunately, when individual data are sparse (like in
patients phase III clinical trials), this method is unreliable. In this context,
nonparametric estimators of the random effects distribution are attractive.
Several nonparametric methods (estimators and their associated computation
algorithms) have been proposed but their use is limited. Indeed, their practical
and theoretical properties are unclear and they have a reputation for being
computationally expensive. Four nonparametric methods in comparison with
the usual parametric method are evaluated. Statistical and computational
features are reviewed. Practical performances are compared in simulation
studies mimicking real pharmacokinetic analyses. The nonparametric methods
seemed very useful when data are sparse.
2.1 Introduction
Nonlinear mixed effects (NLME) models are increasingly used in several
biomedical applications. Especially, they have become a routine tool for
the analysis of pharmacokinetic (PK) and/or pharmacodynamic (PD) data
obtained in clinical trials during drug development. Furthermore, the Food
and Drug Administration (FDA, 1999) strongly recommends their use for
regulatory review. For each individual, PK data include the dosing history
(amount of drug administered, route and time of administration), measured
drug concentrations in blood or in plasma, measurement times and values of
clinically relevant covariates (e.g. sex, age, weight, renal function...). The drug’s
systemic concentration-time profile depends on fixed effects and on individual-
specific random effects quantifying the drug’s absorption, distribution and
elimination. The NLME models allow to estimate the distribution P∗ of
random effects, even when within-individual information is sparse. They are
particularly interesting in phase II or phase III clinical trials that involve a
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large group of individuals representative of the target population, with often
little information per individual. The objective of these analyses is to give a
rationale for dosing recommendations and identify subpopulations of patients
that require a dosing adjustment.
The most widely used model is parametric : it is usually assumed that
P∗ is a (log-) normal distribution. The model is said parametric because the
distribution of random effects P∗ depends only on a finite number of para-
meters : its mean and variance. In this framework, the maximum likelihood
estimator (MLE) is generally favored because it is consistent and efficient.
The nonlinear relationship between the observations and the random effects
makes the likelihood not explicit. Several algorithms have been proposed
to compute approximations of the MLE. The most popular are First Order
Conditional Estimates with Interaction (FOCEI), First Order Conditional
Estimates (FOCE) and First Order (FO) algorithms. They are implemented
in the gold standard software NONMEM (Boeckmann et al., 2006, 2008).
However, the parametric assumption may be too restrictive to describe
very heterogeneous populations. In practice, this can be checked by looking at
the empirical distribution of individual predictions of random effects, known
as empirical Bayes estimates (EBEs) (EMEA, 2007 ; Pinheiro and Bates,
2000). The problem is that, when the number of measurements per individual
is low (the dataset is qualified as sparse), the EBEs are strongly influenced
by the parametric assumption and their empirical distribution is unreliable
(Karlsson and Savic, 2007).
In that context, nonparametric (NP) estimators, which allow P∗ to live in
an infinite dimensional space, are attractive. Several NP methods have been
proposed (by method, we mean an estimator plus its computation algorithm).
Laird (1978), Pfanzagl (1988) and Lindsay (1983) studied the MLE when no
assumption is made on P∗. Two algorithms have been introduced to compute it.
Mallet (1986) exploited a duality with the D-optimal design theory to develop
the Nonparametric Maximum Likelihood (NPML) algorithm. Schumitzky
(1991) proposed a generalization of the EM algorithm (Dempster et al.,
1977) : the Nonparametric EM (NPEM) algorithm. An advanced version of
the NPEM algorithm, named NPAG, has been developed (Laboratory of
Applied Pharmacokinetics, 2002).
Gallant and Nychka (1987) and Davidian and Gallant (1993) investigated a
Smooth (or Semi) Nonparametric (SNP) estimator assuming that P∗ admits a
smooth probability density function pi∗ with respect to the Lebesgue measure.
Kuhn (2003) proposed a consistent logspline estimator of pi∗.
Finally, since 2006, NONMEM has introduced a discrete estimator whose
support points are the EBEs (Boeckmann et al., 2006, 2008). In the present
article, we will refer to it as NPNM which stands for NP in NONMEM.
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Several articles evaluated one of these NP methods on simulated data :
Roe et al. (1997) studied NPML ; Bustad et al. (2006) evaluated NPEM ; Savic
et al. (2009) focused on NPNM. However, there is a lack of a comparison
between the different NP methods. Besides these studies do not include
comparison with the empirical distribution of EBEs which remains widely
used, despite its weaknesses.
This article offers to carry out a detailed review and comparison of four NP
methods among the most widely used or documented ones : NPML, NPEM,
SNP and NPNM, with focus on PK applications. The empirical distribution
of EBEs is also included in the study. The logspline estimator (Kuhn, 2003)
is not further investigated here, because it is only defined for unidimensional
random effects whereas the simplest PK model deals with bidimensional
random effects.
This chapter is organized as follows. The model and the notations are
briefly recalled in section 2.2. Section 2.3 describes the different methods
studied. Section 2.4 is dedicated to the review of their asymptotic properties.
Section 2.5 presents two PK simulation studies that empirically compare the
performance of the methods. The chapter ends with a conclusion in section
4.6.
2.2 Notations and framework
We consider the following general NLME model :
Yi = fiθ?(ti, di, Xi) + giθ?(ti, di, Xi)εi, i = 1 . . . N, (2.1)
where
– Yi = (Yij, j = 1..ni) is the ni-vector of observations on individual i,
– θ? is an unknown Q-vector of fixed effects living in Θ,
– ti = (tij, j = 1 . . . ni) is the vector of the sampling times for individual
i,
– di is the known experimental design for individual i (e.g. the dose
administered),
– Xi = (X1p, p = 1 . . . P ) is the vector of the PK and/or PD random
variables of individual i,
– fiθ? is a known Rni function that represents the structural model,
– giθ?(ti, di, Xi) is a known ni × ni diagonal matrix,
– εi = (εij, j = 1..ni) is a random error, independant of Xi and normally
distributed :
εi
iid∼ N (0, Ini) i = 1 . . . N.
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The random PK and/or PD variables (noted Xi), also known as random
effects, are assumed independent and identically distributed (i.i.d.) from the
probability measure P? :
Xi
iid∼ P? i = 1 . . . N.
We denote Π? the cumulative distribution function (cdf) of Xi, and, if it
exists, pi? its probability density function (pdf) with respect to the Lebesgue
measure.
An important feature of NLME models is the nonlinearity of fi with
respect to the random effects Xi.
The challenge of the statistical inference is the estimation of θ? and P? from
the observation of the sample (Yi, i = 1 . . . N) while the Xi are unobserved.
In phase II or phase III clinical trials, the number of individual mea-
surements (noted ni) is usually not large enough to be under asymptotic
conditions and can even be very low. Thus, the only asymptotic examined
in the following will be the number N of individuals in the sample, whereas
ni will remain finite and possibly small (with possible differences between
individuals).
In population PK and/or PD analyses, the mean variations of Xi are often
described with covariates (e.g. age, body weight, renal function). In that case,
it is necessary to assume that the mean of Xi (i.e. the first moment of P∗) is
finite. Consequently, in that case, the mean of Xi is usually estimated as a
fixed parameter, and the distribution of interest is usually the distribution
of some centered random effects (noted ηi in the introduction). However, it
is important to note that, in that chapter, we do not want to constraint the
distribution of Xi and then allow the mean of Xi to be infinite. For that
reason, the mean of Xi will not be considered here as a fixed effect and the
centered random effects ηi will not be considered. The ability of the NP
methods to apply when the mean of Xi is constrained will be discussed in
the following.
2.3 Studied methods
2.3.1 The EBEs’ empirical distribution (EBEsED)
In population PK and/or PD analyses, it is common to assume the (log-)
normality of Xi. In this parametric model, P∗ only depends on its mean
and variance. These parameters and the fixed effects (noted θ∗) are generally
estimated by MLE :
(θˆparametricN , PˆparametricN ) = argsup
θ∈Θ,P∈NP
LN(θ,P),
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where NP denotes the set of the P -dimensional (log-)normal distributions
and LN (θ,P) the likelihood of the sample (Yi, i = 1 . . . N) evaluated at θ and
P .
After this parametric estimation step, some predictions of the random effects
Xi, known as empirical Bayes estimates (EBEs), can be computed :
EBEi = argsup
x
p
parametric
Xi|Yi (x, Yi),
where pXi|Yi(x, Yi) is the pdf of Xi conditionally to Yi and assuming that
θ? = θˆparametricN and P? = PˆparametricN . In practice, the (log-) normality of Xi
is often checked by looking at the EBEs’ empirical distribution (abbreviated
EBEsED). In that context, the EBEsED can be considered as an NP estimator
of the random effects distribution P? : it is discrete with EBEs as support
points and equal frequencies for all individuals (equal to 1/N). Its cdf (noted
ΠˆEBEsEDN ) is :
ΠˆEBEsEDN (x) =
1
N
N∑
i=1
1[EBEi 6 x],
where 1[EBEi 6 x] equals 1 when, for all p = 1 . . . P , EBEi(p) 6 x(p), and
0 otherwise.
The main drawback of EBEsED is that it gives the same weight (1/N) to
all EBEs even if the accuracy of each EBEi can be very different depending
on the number of individual observations (noted ni) and on the quality of the
experimental design (e.g. the measurement times).
2.3.2 Nonparametric in NONMEM (NPNM)
The software NONMEM (version VI) has recently introduced a non-
parametric subroutine. As EBEsED, this estimator, referred to as NPNM,
is a discrete measure with the EBEs used as support points. However, in
contrast to EBEsED, the frequencies p1, . . . , pN associated with support
points EBE1, . . . , EBEN are not necessarily the same for all individuals.
They maximize the log-likelihood :
(p1, . . . , pN) = argsup lnLN(θˆparametricN , PˆNPNMN )
= argsup
N∑
i=1
ln(
N∑
l=1
plpYi|Xi(Yi, EBEl)),
under the constraint 0 6 pl 6 1 for all l = 1 . . . N and
∑N
l=1 pl = 1, where
pYi|Xi(Yi, EBEl) is the pdf of Yi conditionally to Xi = EBEl with θ? =
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θˆparametric. It shall be noticed that, thanks to the discreteness of NPNM, the
log-likelihood is explicit. Besides, this optimization is a convex problem.
2.3.3 Nonparametric Maximum Likelihood (NPML)
When no assumption is made on P?, the maximum likelihood estimator
(MLE) (noted PˆNPN ) is defined as :
PˆNPN = argsup
P∈PP
LN(θ,P) = argsup
P∈PP
N∏
i=1
∫
pYi|Xi(Yi, x)dP(x)
where the supremum is over the set of all probability measures on RP and
pYi|Xi(Yi, x) the density of Yi conditionally to Xi = x with θ? = θ. The
following theorem gives a handy way to compute PˆNPN .
Theorem 2.3.1 (Discreteness of PˆNPN (Lindsay, 1983)). If {(pYi|Xi=x(Yi), i =
1..N), x ∈ RP} is a compact set, P̂NPN can be expressed as a discrete measure
with at most N support points.
The proof deals with convexity and the theorem of Caratheodory.
From a computational point of view, this discreteness has two useful
consequences. Firstly, for a given N , the likelihood maximization can be
restricted to the finite dimensional set of all discrete measures with at most
N support points. Secondly, the integral with respect to PˆNPN is a finite sum,
and thus the likelihood LN(θ, PˆNPN ) has an explicit form :
LN(θ, PˆNPN ) =
N∏
i=1
∫
pYi|Xi(Yi, x)dPˆNPN (x)
=
N∏
i=1
N∑
l=1
pYi|Xi(Yi, Sl)× pl,
where Sl, l = 1 . . . N denote the support points of PˆNPN and pl, l = 1 . . . N
their probabilities.
Despite the explicit writing of the likelihood, its maximum is still not
explicit. Therefore, iterative algorithms have been developed to compute PˆNPN .
Mallet (1986) used an optimal design analogy to build the NPML algorithm.
NPML is derived from algorithm of Fedorov (1972). Assuming that, at iteration
k, Pˆ(k)N has L support points, NPML builds Pˆ(k+1)N in 3 steps :
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1. Support optimization step. The support of Pˆ(k+1)N is built by adding a
new point S(k+1)L+1 to the support of Pˆ(k)N . S(k+1)L+1 is defined as :
S
(k+1)
L+1 = argsup
S
∂LN(θ, Pˆ(k)N )
∂S
,
where ∂LN (θ,Pˆ
(k)
N )
∂S
is the directional derivative of the likelihood in the
direction S.
If argmax
S
∂LN (θ,Pˆ(k)N )
∂S
= 0, the algorithm can be stopped because Pˆ(k)N
maximizes the likelihood.
2. Frequencies optimization step. The (L + 1) frequencies of Pˆ(k+1)N are
computed by likelihood maximization :
(p
(k+1)
1 , . . . , p
(k+1)
L+1 ) = argsup LN(θ, Pˆ(k+1)N ),
where the supremum is over all pl (l = 1 . . . L+ 1) between 0 and 1 such
that
∑L+1
l=1 pl = 1.
3. Index limitation step. If Pˆ(k+1)N has N + 1 support points, a point can be
removed from the support without a decreasing of the likelihood. Such
a point S can be determined by the resolution of the linear system :
P Y |X × S = b
where P Y |X is an (N + 1)× (N + 1)-matrix and b an (N + 1)-vector :{
P
Y |X
ij = pYi|Xi(Yi, S
(k+1)
j ) i = 1 . . . N, j = 1 . . . N + 1,
P
Y |X
ij = 1 i = N + 1, j = 1 . . . N + 1.
If P Y |X is singular then bi = 0 ∀i = 1 . . . N + 1, else bi = 1pYi (Yi)
i = 1 . . . N and bN+1 = 0.
Theorem 2.3.2 (convergence of NPML, Mallet (1986)). Each iteration of
NPML increases the sample likelihood. Besides, if the maximum likelihood
estimator PˆNPN is unique :
Pˆ(k)N −→
k→+∞
PˆNPN
where Pˆ(k)N is the NPML estimator after k iterations.
2.3. STUDIED METHODS 53
2.3.4 Nonparametric Expectation Maximization (NPEM)
As Mallet (1986), Schumitzky (1991) proposed an algorithm to compute
the MLE PˆNPN defined in the preceding section.
The Expectation Maximisation (EM) algorithm (Dempster et al., 1977) is
acknowledged to be very efficient for likelihood maximization with unobserved
data. However, despite a wide area of applications, this algorithm does not
permit to compute PˆNPN . Actually, the EM algorithm is restricted to absolutely
continuous estimators of P?. Schumitzky (1991) extended the EM algorithm to
the specific computation of PˆNPN . The Nonparametric EM (NPEM) algorithm
consists of 2 steps. At iteration (k + 1), given Pˆ(k)N with L support points
(L 6 N), Pˆ(k+1)N is defined in two steps :
1. Support optimization step. For l = 1 . . . L, the support points S(k+1)l of
Pˆ(k+1)N are computed as :
S
(k+1)
l = argsup
S∈Rq
N∑
i=1
P[Xi = S
(k)
l |Yi]× lnpYi|Xi(Yi, S),
where S(k)l , l = 1 . . . L are the support points of Pˆ(k)N .
2. Frequencies optimization step. For l = 1 . . . L, the probabilities p(k+1)l
of S(k+1)l have an explicit form :
p
(k+1)
l =
1
N
N∑
i=1
P[Xi = S
(k)
l |Yi],
where P[S(k)l |Yi] is the probability of Xi = S(k)l conditionally on Yi and
assuming that P? = Pˆ(k)N .
Theorem 2.3.3 (Convergence of NPEM, Schumitzky (1991)). Each iteration
of NPEM increases the likelihood.
NPEM often leads to measures with a low number of support points. Actually,
NPEM does not allow to increase the number of support points, but some
points can be removed if their probability becomes zero.
2.3.5 Smooth Nonparametric (SNP)
In most applications, the random effects Xi have absolutely continuous
distributions. Davidian and Gallant (1993) proposed a smooth estimation of
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the density pi∗ of Xi. More precisely, they considered the set SNPO of all
density functions with finite mean m of form :
[PO(U
−1(x−m))]2 × φP (x−m; 0, UUT ) + pi0(x−m),
where
– K is a fixed truncation parameter,
– φP (x;M,V ) is the density of a q-dimensional normal random variable,
with mean M and variance matrix V ,
– PO(x) is a polynomial in x = (x1, ..., xq) of degree O,
– U is a non singular upper triangular matrix, UT is the transposed matrix
of U,
–  is small positive real number,
– pi0 is a strictly positive probability density function with zero mean,
and such that ‖pi0‖S is bounded, where ‖.‖S is a weighted Sobolev norm
(see Gallant and Nychka (1987) for details).
The term pi0(x − m) ensures that all the densities considered are strictly
positive. In practice, this lower bound can generally be disregarded ( = 0)
without affecting the behavior of the log-likelihood.
The SNP estimators θˆSNPN and pˆiSNPN of θ∗ and pi∗ are defined as the MLE
over the set SNPO :
(θˆSNPN , pˆi
SNP
N ) = argsup
θ,pi∈SNPO
LN(θ, pi(x)dx)
The likelihood is not explicit, but it can be approximated by Gauss-Hermite
quadrature. The maximization of the approximated likelihood with respect
to θ, the coefficients of the polynomial PO and the terms of U under the
constraints
∫
pˆiSNPN (x)dx = 1 and
∫
xpˆiSNPN (x)dx = m can be performed
thanks to standard algorithms. Davidian and Gallant (1993) suggested for
instance the Sequential Quadratic Programming algorithm.
2.4 Asymptotic behaviors
2.4.1 The EBEs’ empirical distribution (EBEsED)
In this section, the consistency of EBEsED, considered as an NP estimator
of P∗, is investigated.
If all Xi (i = 1..N) were observed, their empirical cdf would be an unbiased
consistent estimator of the cdf Π∗. In general mixed effects models, Xi are not
observed but EBEi, defined in section 2.3, can give an accurate prediction of
Xi. Besides, if θ∗ is known and all ni are large, the accuracy of this prediction
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is little affected by a misspecification of P∗ (see van der Vaart (1998) for
instance) : conditionally on Xi = xi,
‖EBEi − xi‖ a.s.−→
ni→+∞
0 i = 1..N even if P∗ is misspecified.
Consequently, when θ∗ is known and all ni are large, EBEsED is consistent
in the sense that, if for all i, ni ∼ +∞,
ΠˆEBEsEDN (x) =
1
N
N∑
i=1
1[EBEi 6 x] a.s.−→
N→+∞
Π∗(x), ∀x ∈ Rq.
However, when data are sparse, the properties of EBEsED can be questio-
ned. In a general NLME model, when ni remains fixed, the rigorous study of
the asymptotic (in N) behavior of EBEsED is not easy. However, for a specific
linear homoscedastic mixed effects model, the following theorem shows that
the EBEsED is not consistent.
Theorem 2.4.1 (non consistency of EBEsED). Consider the model :
Yi = Xi + θ
∗εi, i = 1..N,
with the same notations as for model 2.1. Besides, we suppose that ni is the
same for all individuals i. Under the assumptions :
1. |E[Xi]| <∞ and var[Xi] <∞,
2. ∃M <∞, limN→+∞ supi=1...N |EBEi| 6M .
If  means convergence in law, we have :
PˆEBEsEDN 6 
N→+∞
P∗.
Proof : In this linear mixed effects model, the EBEi, PˆEBEsEDN , its mean
and its variance are explicit. They depend on the parametric estimators of θ∗,
E[Xi] and var[Xi], which, in this linear mixed effects model, are consistent
even if P∗ is misspecified. Then, by the law of large numbers, assumption 1,
the continuous mapping theorem, one can easily show that :
E[PˆEBEsEDN ] −→
N→+∞
E[P∗]
and
var[PˆEBEsEDN ] −→
N→+∞
1
1 + 1
ni
θ∗2
var[P∗]
var[P∗] 6= var[P∗]
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By assumption 2, it implies the non weak consistency of PˆEBEsEDN (van der
Vaart, 1998, example 2.21).
The shrinkage phenomenon, described by Karlsson and Savic (2007), is
an illustration of this result : when the data are sparse (that is the number of
measurement per individual is small) or ‘uninformative’ (the variance of the
residual error is high in comparison with the variance of Xi), the variance of
EBEsED shrinks, i.e. it is smaller than the variance of P∗. As expected, the
bias of var[PˆEBEsEDN ] leads to 0 when ni leads to +∞.
To our knowledge, the (non) consistency of EBEsED has not been establi-
shed in sparse general NLME models.
2.4.2 Nonparametric in NONMEM (NPNM)
To the best of our knowledge, asymptotic properties of NPNM have not
been documented.
2.4.3 NPML and NPEM
NPML and NPEM aim at computing the same estimator, PˆNPN , defined
as :
PˆNPN = argsupP LN(θ,P),
where P is unrestricted because the supremum is over the set of all probability
measures on RP .
For a specific NLME model, Pfanzagl (1988) gave the asymptotic properties
of PˆNPN . His result has been extended to a non-equally distributed (ni and
di are not the same for all individuals) and heteroscedastic NLME model by
Chafaï and Loubes (2006).
Theorem 2.4.2 (Consistency of PˆNPN Chafaï and Loubes (2006)). Under the
assumptions
1. ∀(P1,P2) ∈ Pq ×Pq, P1 6= P2 ⇒
LN(θ,P1)dy1..dyN 6= LN(θ,P2)dy1..dyN in PN ×PN ,
2. the fixed effects θ∗ are known.
The maximum likelihood estimator PˆNPN is weakly consistent :
PˆNPN  
N→+∞
P∗.
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Assumption 1 ensures identifiability of the model. Assumption 2 is very
restrictive because θ∗ is generally unknown. Pfanzagl (1990) showed that
assumption 2 can be relaxed if θ∗ is consistently estimated whatever P∗.
But, to the best of our knowledge, such an estimation of θ∗ is not currently
available for a general NLME model. Lai and Shih (2003) proposed to jointly
estimate θ∗ and P∗ by likelihood maximization. This procedure is consistent
in an Ibragimov-Has’minski framework :
∃I, 1 6 I 6 N, I −→
N→+∞
+∞ such that ∀i = 1 . . . I, ni ∼ +∞.
As noticed in section 2.2, it is usual in PK and/or PD analyses to constrain
the mean of Xi (E[Xi] = m <∞) in order to explain between subjects varia-
tions with the available covariates. Unfortunately, to the best of our knowledge,
generalization of theorem 2.4.2 when the mean of Xi is constrained is not
trivial. Mallet et al. (1994) circumvent this difficulty by considering all co-
variates as random effects. In this case, the distribution of interest is the
distribution of Xi conditionally to covariates. The joint distribution of Xi and
the covariates is first estimated by unconstrained likelihood maximization
(with NPML or NPEM). The distribution of Xi conditionally to covariates is
then easily obtained by the Bayes formula. The method provides a consistent
estimator of the distribution of Xi conditionally to covariates. Besides, the
specification of a regression model between Xi and the covariates, and esti-
mation of the regression parameters, are no longer necessary. On the other
hand, this method increases the dimension of the distribution to be estimated.
This highly increases the computation time and requires very large samples
because the estimation of a joint distribution is much more demanding than
the estimation of the distribution of Xi.
2.4.4 Smooth Nonparametric (SNP)
The estimators θˆSNPN and pˆiSNPN have strong asymptotic properties.
Theorem 2.4.3 (consistency of SNP, Gallant and Nychka (1987)). Let
(θˆSNPN , pˆi
SNP
N ) be the MLE defined as :
(θˆSNPN , pˆi
SNP
N ) = argmax
(θ,pi)∈Θ×SNPO
LN(θ, pi(x)dx),
where Θ ⊂ RQ is compact and SNPO is the set of smooth density functions
defined in section 2.3.5. Under the assumptions :
1. E[Xi] = m is finite. The actual density pi∗ of Xi can be written as :
pi∗(x) = h2(x−m) + h0(x−m),
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where  is a positive real number, h and h0 are probability density
functions with zero mean. ‖h‖S and ‖h0‖S are bounded, where ‖.‖S
denotes a weighted Sobolev norm, see Gallant and Nychka (1987). h0 is
strictly positive. The actual fixed effect θ∗ lives in Θ.
2. O −→
N→+∞
+∞
3. there is a function L(θ, pi, θ∗, pi∗) that is continuous in (θ, pi) with respect
to ‖(θ, pi)‖ = (‖θ‖2 + ‖pi‖2S∞)1/2 such that, with probability 1,
lim
N→∞
sup
θ×pi
|LN(θ, pi(x)dx)− L(θ, pi, θ∗, pi∗)| = 0
where ‖.‖S∞ is an infinite weighted Sobolev norm (see Gallant and
Nychka (1987) for details).
4. the model is identifiable.
The following convergences hold :
‖pˆiSNPN − pi∗‖S∞ a.s.−→
N→+∞
0 and ‖θˆSNPN − θ∗‖ a.s.−→
N→+∞
0
Consistency with respect to ‖.‖S∞ implies L1-consistency of pˆiSNPN and of
its derivatives up to a certain order, and consistency of the first moments of
Xi.
Assumption 1 imposes regularity conditions on pi : the bound on ‖h‖S
restricts violent oscillatory behavior and tail’s thickness, conditions on h0
bound the tails from below. This assumption seems realistic for most of the
applications because numerous type of densities, like skewed, leptokurtic,
platykurtic, or multi-modal, are allowed.
Assumption 2 ensures that the potential complexity of pˆiSNPN increases with
the sample size. The polynomial order O thus plays a key role in the SNP
estimation. In practice, its determination for a given sample size N is not
obvious. Fenton and Gallant (1996) investigated deterministic rules. When Xi
is observed and univariate, they found that the optimal convergence rate (with
respect to the L1-norm) was achieved for O = N
1
5 . To our knowledge, there has
been no extension of this result to NLME models. In these models, Davidian
and Gallant (1993) recommend to « inspect plots [. . .] for all models between
those selected by Schwarz and Akaike criteria inclusively and make a visual
selection ». An automatic rule can be necessary when an a priori knowledge or
the subjectivity of the analyst could distort the figures interpretation. In that
case, Davidian and Gallant (1993) advise to use the Hannan-Quinn criterion
which gives good results in others Hermite series expansion studies.
It is noteworthy that theorem 2.4.3 proves the consistency of the fixed
effects’ estimation jointly with the distribution of random effects’ estimation.
Such a result is not established for the others NP methods.
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It shall be noticed that theorem 2.4.3 ensures that pˆiSNPN and θˆSNPN remain
consistent when the mean of Xi is constrained : this allows to use covariates
for explaining the mean variations of Xi.
Given that the (log-) normal distribution is a special case of SNP estimation
(for O = 0), the (log)-normality assumption can be tested with, for instance,
the likelihood ratio test.
2.5 Comparison on simulation studies
In order to compare the various NP methods in practical situations, we
performed two simulation studies. This section is organized in 3 parts : part 1
describes the design of the simulations, part 2 presents the various criteria
used to compare the different methods performance, and part 3 is devoted to
the results.
2.5.1 Design of simulations
General strategy
The simulations were conducted in a PK framework. In order to simulate
realistic datasets, the model’s settings were chosen according to real population
PK studies of phenobarbital in infants. The phenobarbital is a barbiturate
generally used to treat neonatal seizures. Two simulations were performed :
simulation 1 illustrates a simple PK analysis, simulation 2 illustrates a more
challenging PK analysis.
Simulation 1 was inspired by the phenobarbital PK analysis of Grasela
and Donn (1985). The PK of phenobarbital after intravenous administration
is described with a one compartment model with first order elimination, as
follows :
fiθ?(ti, di, Xi) =
( D
Xi2
× exp−Xi1×tij/Xi2 , j = 1 . . . ni
)
,
where the vector of measurement times ti contains ti1 . . . tini and the known
experimental design di consists of the administered dose D at time 0. The
2 random effects are : the clearance (Xi1) and the volume of distribution
(Xi2). The measurement error is assumed to be proportional to the expected
concentration :
giθ?(ti, di, Xi) = θ
? × diag(fiθ?(ti, di, Xi)),
where θ? is the only fixed effect. The clearance was simulated with a bi-
modal distribution. Clearance and volume of distribution were considered
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independent. In order to investigate the influence of data sparseness, some
datasets, referred to as non-sparse datasets, were simulated with non-sparse
individual information for most of individuals, and other datasets, referred
to as sparse datasets, were simulated with sparse individual information for
most of individuals.
Simulation 2 was inspired by the phenobarbital PK analysis of Yukawa
et al. (2005). The PK of phenobarbital after oral administration is described
with a one compartment model with first-order elimination and first-order
absorption, as follows :
fiθ?(ti, di, Xi) =
( DXi3
Xi2(Xi3 −Xi1/Xi2)(exp
−Xi1×tij/Xi2 − exp−Xi3×tij),
j = 1 . . . ni
)
,
where ti and di are defined as previously. The 3 random effects are : the
apparent clearance (Xi1), the apparent volume of distribution (Xi2) and
the absorption rate constant (Xi3). The measurement error is assumed to
be proportional to the expected concentration. The apparent clearance was
simulated with a bimodal distribution. Apparent clearance and volume of
distribution were considered correlated.
For each simulation, samples of different size were simulated (N = 50,
100, 200, 300, 400) in order to assess the consistency of the methods.
For each simulation and sample size, 100 independent datasets were simulated
and analyzed with the various methods studied (EBEsED, NPML, NPEM,
SNP, NPNM).
More details on simulations 1, on simulation 2 and on computational
settings are provided in the following sections.
Details on simulation 1
In order to choose the values of θ? and of the first moments of Xi, we
analyzed the real dataset Grasela and Donn (1985), without taking into
account the covariates and assuming that Xi was log-normal. The estimation
was performed using NONMEM software (subroutine ADVAN1 TRANS2,
method FOCEI). The estimated values were :
– 12.8% for θ∗,
– 0.00613 liters per hour (L/h) for the mean clearance and 34.3%×0.00613
for its standard deviation,
– 1.60 liters (L) for the mean volume of distribution and 47.3%× 1.60 for
its standard deviation.
2.5. COMPARISON ON SIMULATION STUDIES 61
We simulated Xi with the following distribution with a minor (30%) and a
major (70%) sub-population for clearance (Xi1, see figure 2.1) :
Xi1
iid∼
{
logN (0.00735, (14.84%× 0.00735)2) with probability 70%
logN (0.00330, (20.27%× 0.00330)2) with probability 30%
Xi2
iid∼ logN (1.60, (47.32%× 1.60)2),
where logN (m, v) denotes the log-normal distribution with mean m and
variance v, Xi1 and Xi2 were independently simulated. The values of modes
and proportions were arbitrary chosen in such a way that the overall mean
and variance were similar to those estimated from the real dataset used by
Grasela and Donn (1985).
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Figure 2.1 – The distribution of random effects chosen in simulation 1 : contour
plots of the joint pdf of clearance and volume of distribution at quantiles 5%, 10%,
25%, 50%, 75%, 90% and 95%. The pdf of clearance is bimodal. Clearance and
volume of distribution are independent.
In the simulations, we supposed that a single dose D was administered at
time t = 0 to all individuals. The value of D was set to the mean of the initial
doses of the real dataset used by Grasela and Donn (1985) : D = 25.7µg. We
simulated some non-sparse and some sparse datasets. For non-sparse datasets,
we simulated :
– 2 observations per individual for 85% of the individuals : one early and
one late,
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– 3 observations per individual for 15% of the individuals : one early, one
intermediate and one late.
For sparse datasets, we simulated :
– 1 single observation per individual for 85% of the individuals. This ob-
servation was early for half of the individuals, late for others individuals,
– 3 observations per individual for 15% of the individuals : one early, one
intermediate and one late.
The observation times were : 12 minutes (min) for the early observation, 6
hours (h) for the intermediate one and 246 h for the late one. These times
respectively correspond to the minimum, the median and the maximum of the
observation times following intravenous administration in the real dataset.
The average η-shrinkage resulting from these simulation settings is reported
in Table 2.1.
Table 2.1 – Average η-shrinkage (with standard deviation) with respect to sample
size (N) for simulation 1. The η-shrinkage is computed as recommended by Karlsson
and Savic (2007) and using the parametric estimations.
Non-sparse datasets Sparse datasets
N Clearance Volume of distribution Clearance Volume of distribution
50 8.1% (3.2) 3.2% (1.6) 34.3% (2.6) 20.9% (2.0)
100 8.5% (2.1) 3.5% (1.1) 33.9% (1.4) 21.6% (1.6)
200 8.5% (1.4) 3.6% (0.8) 33.9% (1.0) 21.9% (1.1)
300 8.6% (1.0) 3.8% (0.7) 33.9% (0.8) 21.9% (0.8)
400 8.7% (1.0) 3.7% (0.6) 33.7% (0.7) 21.9% (0.7)
Details on simulation 2
The value of θ∗ used for the simulations equals the one found by Yukawa
et al. (2005) : 25.2% for oral administration. Yukawa et al. (2005) also found
that, for an individual with a mean body weight of 2.9 kg and a mean
postnatal age of 21 days : the apparent clearance has a mean of 0.0363 L/h
and a standard deviation of 32% × 0.0363 L/h, the apparent volume of
distribution has a mean of 7.75 L and a standard deviation of 54% × 7.75
L, the absorption rate constant equals 50h−1 (it was considered as a known
fixed effect).
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We simulated Xi with the following distribution (see figure 2.2) :
Xi1
iid∼
{
logN (0.0465, (43.01%× 0.0465)2) with probability 70%
logN (0.0124, (47.72%× 0.0124)2) with probability 30%,
Xi2
iid∼ logN (7.75, 17.5)
and Xi3
iid∼ logN (5.00, 2.25).
Within each sub-population, the apparent clearance and volume of distribution
were correlated :
correlation[log(Xi1), log(Xi2)] = 0.6.
The absorption rate constant (Xi3) was independent of apparent clearance
(Xi1) and volume of distribution (Xi2). The values of modes and proportions
were arbitrary chosen in such a way that : the mean of Xi1 and Xi2 and the
standard deviation of Xi2 were similar to the value found by Yukawa et al.
(2005). The Xi1 coefficient of variation was increased from 32% to 64% to
obtain a larger between individuals variability, very usual in PK applications.
The absorption rate constant was considered as a random effect in order to
have a more complex model. Its mean value was decreased from 50h−1 to
5h−1.
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Figure 2.2 – The distribution of random effects chosen in simulation 2. On the
left, contour plot of the joint pdf of the apparent clearance and the apparent volume
of distribution at quantiles 5%, 10%, 25%, 50%, 75%, 90% and 95%. The pdf of
apparent clearance is bimodal. The apparent clearance and volume of distribution
are correlated. On the right, the absorption rate constant’s marginal pdf : it was
independently simulated as a log-normal random variable.
The value of the dose administered (D) was set to the mean of the real
dataset’s doses : D = 12, 400µg. In contrast to simulation 1, we only simulated
sparse datasets, with :
64 CHAPITRE 2. COMPARISON OF NONPARAMETRIC METHODS
– 2 observations per individual for 85% of the individuals. One of these
observations was around the maximum of the concentration-time profile.
The other observation was early for half of the individuals, and late for
others individuals.
– 4 observations per individual for 15% of the individuals : one early, one
intermediate, one late and one around the maximum of the concentration-
time profile.
The early observation time was equal to 12 min, the intermediate one to 6 h
and the late one to 246 h. The time around the maximum of the concentration-
time profile was set to 1h 24 min (this time achieved the maximum of the
population mean concentration-time profile).
The average η-shrinkage resulting from these simulation settings is reported
in Table 2.2.
Table 2.2 – Average η-shrinkage (with standard deviation) with respect to sample
size (N) for simulation 2 (only sparse datasets). The η-shrinkage is computed as
recommended by Karlsson and Savic (2007) and using the parametric estimations.
N Apparent clearance Apparent volume Rate constant
of distribution of absorption
50 23.7% (6.8) 16.2% (7.1) 37.0% (9.7)
100 29.3% (5.7) 20.5% (5.5) 46.4% (8.9)
200 31.6% (3.6) 20.6% (4.0) 49.4% (7.3)
300 32.4% (2.9) 21.0% (2.5) 52.3% (8.0)
400 32.4% (4.0) 22.5% (2.6) 54.8% (6.0)
Computational settings
In order to compute EBEsED, NPNM and an estimation θˆparametricN of
θ∗, we assumed that P∗ was a log-normal distribution and used the software
NONMEM VI with the $ESTIMATION (FOCEI method for simulation 1,
FO method for simulation 2), option POSTHOC and $NONPARAMETRIC
routines (Boeckmann et al. (2006, 2008)). FO has been used in simulation 2
because FOCEI failed too often.
In order to perform NPML and NPEM, an estimation of θ∗ is needed :
we chose θˆparametricN . NPML and NPEM algorithms were implemented in C
++.
NPNM was used as starting point for NPML and NPEM. A Fletcher-Reeves
algorithm with 10 random different initializations was used to perform the
support optimization step of NPML. The frequencies optimization step of
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NPML was performed with an EM algorithm as described by McLachlan and
Peel (2000). NPEM was stopped when :
lnLN(θˆ
parametric
N , Pˆ(k+1))− lnLN(θˆparametricN , Pˆ(k))
| lnLN(θˆparametricN , Pˆ(k))|
< 10−4,
where lnLN(θˆparametricN , Pˆ(k)) is the NPEM likelihood at iteration k. This
stopping criteria was not convenient for NPML, because the likelihood im-
provement between 2 NPML iterations is always very small (each iteration
of NPML modifies only 1 support point whereas NPEM modifies N support
points). We considered the likelihood improvement between N iterations :
NPML was stopped when :
lnLN(θˆ
parametric
N , Pˆ(k+N))− lnLN(θˆparametricN , Pˆ(k))
| lnLN(θˆparametricN , Pˆ(k))|
< 10−4,
where lnLN(θˆparametricN , Pˆ(k)) is the NPML likelihood at iteration k.
A fortran 77 implementation of the SNP method, called nlmix Davidian
and Gallant (1991), is available in the public domain (statlib, Carnegie-Mellon
University). The SNP estimations of θ∗, θˆSNPN , and of P∗ were performed
with nlmix. The likelihood was computed by quadrature (with 15 quadrature
points in simulation 1 and, to save computation time, only 10 in simulation
2). Following Davidian and Gallant (1993) recommendations, the matrix U
was set diagonal for K > 0. Besides, for each dataset, several polynomial
orders O (from 0 to 4) and, for each O, several initialization points (10 in
simulation 1, 5 in simulation 2) were assessed. For a given O, we selected the
initialization which performed the highest likelihood. The best O was then
selected using the Hannan-Quinn criterion. Besides, when O was greater than
0, the matrix U was set diagonal.
2.5.2 Performance evaluation
Comparing the estimation of a distribution in inverse problems is not
an straightforward task. Indeed, ways of comparing estimated and actual
probability distribution of random effects are numerous, and in general not
equivalent. Besides, in such inverse problems the objective in not always the
estimation of the random effects’ distribution. For instance in this study, the
ability to detect the sub-population was of specific interest. Similarly, when
the aim of the statistical study is more predictive than descriptive, the ability
to predict the observed data Yi or the unobserved random effects Xi could be
a pertinent information. Therefore, it is necessary to use several criteria to
compare the methods.
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Estimation of P∗
To compare the estimated and the true distribution, the T1 distance (also
known as Wasserstein or Kantorovich or transport distance) is convenient
here because it can be computed for multidimensional discrete and continuous
distributions. The T1-error made by PˆN (with cdf ΠˆN ) in estimating P∗ (with
cdf Π∗) is defined as :
T1-error(PˆN) =
∫
|ΠˆN(x)− Π∗(x)|dx,
T1-error represents the absolute volume between the estimated and the true
cdf.
Prediction of random effects
A prediction of unobserved random effects Xi can be computed after a
discrete NP estimation PˆN of P∗ and θˆN of θ∗ :
EBENPi (θˆN , PˆN) = arg sup
Xi
PθˆN ,PˆN [Xi|Yi],
where PθˆN ,PˆN [Xi|Yi] denotes the probability of Xi conditionally on Yi and
assuming that θ? = θˆN and P? = PˆN . It is noteworthy that, with this defi-
nition, EBENPi (θˆ
parametric
N , EBEsED) equals the parametric EBEi defined
in section 2.3.1. A similar prediction of Xi can be computed after the SNP
estimation PˆN of P∗ and θˆN of θ∗ :
EBENPi (θˆN , PˆN) = arg sup
Xi
pXi|Yi(Xi, Yi),
where pXi|Yi(Xi, Yi) denotes the probability density function of Xi conditio-
nally on Yi and assuming that θ? = θˆN and P? = PˆN .
For each dataset, the sum of absolute relative errors between EBENPi (θˆN , PˆN )
and the actual realization xi of Xi, gives the average percentage error (denoted
X-error) for the prediction of Xi :
X-errorp(θˆN , PˆN) = 1
N
N∑
i=1
|EBE
NP
i (θˆN , PˆN)p − xip
xip
|.
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Prediction of observed data
In order to evaluate the errors made in predicting the individual concen-
tration time profile of interest, we computed, for each dataset :
Y-error(θˆN , PˆN) = 1
N
N∑
i=1
∫ +∞
t=0
|f(t, EBENPi (θˆN , PˆN))− f(t, xi)|dt,
where f(t, x) = fijθˆN (t, di, x), where di represents the experimental design
with dose D. The Y-error represents the average absolute area between the
predicted and the real concentration-time profiles.
2.5.3 Results
Computation
The NP methods were only run when the NONMEM $ESTIMATION
routine converged without warnings. Table 2.3 reports the number of these
datasets. On these datasets, all NP methods converged (SNP was considered
convergent if at least one initialization converged).
Table 2.3 – Number of analyzed datasets over the number of simulated datasets.
A dataset was analyzed only if the NONMEM $ESTIMATION routine converged
without warnings.
N Simulation 1 Simulation 1 Simulation 2
Non-sparse datasets Sparse datasets Sparse datasets
50 93/100 98/100 38/100
100 95/100 100/100 51/100
200 93/100 95/100 53/100
300 93/100 100/100 58/100
400 96/100 97/100 69/100
Table 3.5 displays the average computation times. The computation time
of each method consists of the computation time needed to compute the fixed
effects estimation (θˆparametricN for EBEsED, NPNM, NPML and NPEM, θˆ
SNP
N
for SNP) and of the time needed to compute the estimation of P∗. For SNP,
the computation time consists of the computation time needed to perform
the MLE with K = 0, 2, 3 and 4, and for each K several initializations (10
for simulation 1, 5 for simulation 2).
As expected, the computation time of all methods increased with the sample
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size and with the number of random effects. SNP appeared particularly
sensitive to an increase of the random effects dimension : this can be explained
by the use of quadratures to approximate the likelihood.
Table 2.4 – Average computation times with respect to the sample size N .
N Method Simulation 1 Simulation 2
Rich datasets Sparse datasets Sparse datasets
50 EBEsED <1 min <1 min <1 min
NPNM <1 min <1 min <1 min
NPML <1 min <1 min <1 min
NPEM < 1 min <1 min < 1 min
SNP 2 min 2 min 26 min
100 EBEsED <1 min <1 min <1 min
NPNM <1 min <1 min <1 min
NPML 2 min 4 min 1 min
NPEM 1 min 1 min 1 min
SNP 3 min 4 min 46 min
200 EBEsED <1 min <1 min <1 min
NPNM 1 min <1 min 3 min
NPML 7 min 4 min 8 min
NPEM 3 min 2 min 7 min
SNP 6 min 9 min 55 min
300 EBEsED <1 min <1 min <1 min
NPNM 2 min 2 min 7 min
NPML 15 min 10 min 11 min
NPEM 5 min 4 min 15 min
SNP 8 min 10 min 67 min
400 EBEsED <1 min <1 min <1 min
NPNM 3 min 3 min 12 min
NPML 27 min 19 min 32 min
NPEM 8 min 6 min 26 min
SNP 12 min 20 min 78 min
Estimation of P∗
The Figures 2.3, 2.4 and 2.5 display boxplots of the T1-errors for simulation
1 and rich datasets, simulation 1 and sparse datasets and simulation 2,
respectively.
For rich datasets (simulation 1 only), EBEsED performed as well as the NP
methods. However, for sparse datasets (for simulations 1 and 2), it produced
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much more T1-error than the NP methods and its T1-error did not really
decrease with the sample size : it seemed not consistent with respect to T1
metric.
On the contrary, in all situations, the T1-errors of all the NP methods
decreased close to 0 with the sample size : all the NP methods seemed
convergent with respect to T1 metric.
For simulation 1, the NP methods performed roughly equivalently with
respect to the T1-error. As expected, these errors were lower for the rich
than for the sparse datasets. It is noteworthy that, in this simulation, NPNM
performed nearly as well as the others methods, which is surprising as its
support points suffer from shrinkage.
For simulation 2, the difference between the NP methods was more per-
ceptible. In particular, NPNM appeared less successful than NPML and
NPEM : we suppose that the EBEs did not provide a convenient support to
describe P? in this 3-dimensional model, because of shrinkage and/or the FO
method was used before NPNM. The performance of SNP was not as good
as in the 2-dimensional model : we speculate that the quadrature did not
provide accurate approximations of the 3-dimensional integrals involved in
the likelihoods and/or that the 5 initializations assessed were not sufficient
to reach the global maximum in this high dimensional optimization problem
(e.g. for K = 4, the dimension equals 41). The difference between NPML and
NPEM was very slight.
Maximization of the likelihood
In order to evaluate the performances of the algorithms for likelihood
maximization, we looked at the likelihood obtained with the various methods.
The likelihood of EBEsED considered here is not the approximated likelihood
given by NONMEM software after the parametric estimation, but the (explicit)
likelihood of the NP discrete measure with EBEs as support points and equal
frequencies. In that sense, it is comparable with the likelihood of NPNM,
NPML and NPEM. The likelihood of SNP is not considered here since it is
not comparable with the others because the estimation of θ? is different. Table
2.5 reports the average log-likelihood of the various methods for samples of
size N = 400. Results for the other sample sizes are not presented here but
led to the same conclusions.
In theory, for a given estimation of θ∗, the likelihood of NPML and NPEM
should be greater than the likelihood of EBEsED and NPNM, since these
algorithms maximize the likelihood over the set of all probability measures.
Besides, the likelihood of NPNM should be greater than the EBEsED’s one.
70 CHAPITRE 2. COMPARISON OF NONPARAMETRIC METHODS
 
50 100 200 300 400
0.
00
0.
01
EBEsED
NPNM
NPML
NPEM
SNP
Figure 2.3 – For simulation 1 and non-sparse datasets, boxplots of T1-errors for
various methods with respect to the sample size N .
Our results are in agreement with the theory for all the datasets.
For simulation 1, the likelihood improvement due to the optimization of
support points (difference between NPML/NPEM and NPNM) is slight in
comparison with the likelihood increasing due to the frequencies optimization
(the difference between NPNM and EBEsED), in both sparse and rich datasets.
On the contrary, for simulation 2, the optimization of the support points
provided a real improvement of likelihood. Overall, these results are coherent
with the T1-error results presented above.
In all situations, in average, NPEM reached a higher likelihood than NPML,
with a lower computational cost. Therefore, it can be concluded that the
NPEM algorithm was, in average, more efficient than the NPML algorithm,
under the studied conditions.
Prediction abilities
Figure 2.6 displays the boxplots of prediction errors for the clearance
(X-error1), for simulation 1, the sparse datasets and samples of size N = 400.
In the overall population, EBEsED produced roughly as much X-error1 as the
NP methods, despite its poor estimation of P∗. Actually, when looking at the
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Figure 2.4 – For simulation 1 and sparse datasets, boxplots of T1-errors for
various methods with respect to the sample size N .
two sub-populations separately, we can see that : in the major sub-population,
EBEsED seemed better than the discrete NP methods, whereas in the minor
sub-population, the discrete NP methods seemed better than EBEsED. For
all methods, the X-error1 was more important in the minor than in the major
sub-population. Surprisingly, SNP performed equivalently to EBEsED with
respect to X-error1, even in the minor sub-population.
Figure 2.7 displays boxplots of prediction errors (Y-error), for simulation
1, the sparse datasets and samples of size N = 400. In the overall popu-
lation, EBEsED made less Y-error than the discrete NP methods. Within
the major sub-population, EBEsED was better than all the NP methods.
However, within the minor sub-population, all the NP methods appeared
better than EBEsED. It is noteworthy that SNP was the best on average, in
this sub-population, despite its poor prediction of clearance (X-error1).
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Figure 2.5 – For simulation 2, boxplots of T1-errors with respect to the sample
size N (the datasets are sparse).
2.6 Conclusion
The goal of this article was to compare several NP methods for estimation
of the random effects’ distribution P? in NLME models, with applications
to PK analyses. We studied four NP methods : NPNM, NPML, NPEM and
SNP. The EBEsED, which is often used to check the parametric assumption,
has also been included in the study.
As expected, the EBEsED appeared to be an efficient estimator of P?
when the experimental design was not sparse. However, when the experimental
design was sparse it appeared unreliable. In that context, the need for NP
methods was confirmed.
The NPNM method is an easy-to-compute discrete NP method. When
preceding by FOCEI method on a simple PK model, it performed nearly as
good as the others NP estimators, but seemed less satisfactory when preceded
by FO method in a more complex PK model. Since its support points can be
affected by shrinkage, its statistical properties are questionable.
The NPML and NPEM algorithms aim at computing the MLE when no
assumption is made on P?. This MLE is a discrete measure with at most N
support points. This discreteness has the advantage of making the likelihood
explicit. On the other hand, it can make the interpretation difficult since P?
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Table 2.5 – Average log-likelihood of the various discrete NP estimators, for
samples of size N = 400. ∗ the likelihood of EBEsED computed here is not the parametric
likelihood but the NP likelihood considering EBEsED as a discrete NP estimator with
EBEs as support points and equals frequencies.
method Simulation 1 Simulation 1 Simulation 2
Rich datasets Sparse datasets Sparse datasets
EBEsED∗ -2403.3 -1518.6 -7260.7
NPNM -2377.9 -1450.5 -7235.9
NPML -2376.7 -1450.1 -7183.4
NPEM -2376.3 -1449.1 -7166.9
EBEsED NPNM NPML NPEM SNP
0
1
EBEsED NPNM NPML NPEM SNP
0
1
EBEsED NPNM NPML NPEM SNP
0
1
Figure 2.6 – Boxplots of prediction errors for the clearance (X-error1), for
simulation 1, sparse datasets and samples of size N = 400 : on the left for the
overall population, in the middle within the major sub-population (around 70% of
the individuals), on the right within the minor sub-population.
is generally continuous. The consistency of this MLE is established, but under
restrictive assumptions : all fixed effects are known and no covariates are
used to explain mean variations of Xi. In our simulation studies, NPML and
NPEM gave satisfactory results even if the fixed effect (relative to residual
error) was previously estimated using a parametric model. In general, NPEM
reached a higher likelihood with a lower computational cost. However, both
NPML and NPEM present the risk of being trapped in local maxima since
they are deterministic algorithms.
In contrast to these discrete NP methods, the SNP method provides a
continuous estimator of P?. Its statistical properties are established under mild
assumptions. In particular, the fixed effects can be estimated and covariate
can be used to explain the mean variations of Xi. Besides, the (log-)normality
can be tested. SNP have two main weaknesses : the selection of the polynomial
order and the likelihood optimization. To select the polynomial order, no
criterion has well established properties in NLME models. As for the likelihood
optimization, this is difficult for two reasons. First, the likelihood is not
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Figure 2.7 – Boxplots of prediction errors of observed data (Y-error), for simulation
1, sparse datasets and samples of size N = 400 : on the left for the overall population,
in the middle within the major sub-population (around 70% of the individuals), on
the right within the minor sub-population.
explicit : here, it was approximated with quadratures which is computationally
very expensive when the number of random effects is important. Second, the
likelihood certainly has several local maxima : the algorithm used here was
deterministic and so several initializations were needed to avoid local maxima.
Investigations on stochastic algorithms would certainly be fruitful.
Finite mixtures of (log-) normal distributions could also be an alternative
to the parametric assumption (Lemenuel-Diot et al. (2005), Wang et al.
(2007)). If P? is really a finite mixture, the MLE is consistent and some
computational algorithms are available. If not, one could think that increasing
the number of mixture components would allow to approximate any kind of
distribution, but, to our knowledge, such a result is not established.
In conclusion, all the studied NP methods seemed promising but would
probably require more investigations on statistical and/or computational
issues in order to be more widely used in population PK and/or PD analyses.
Chapitre 3
Evaluation and Application of
Nonparametric Methods to a
Population PK/PD Analysis
Ce chapitre est l’objet d’un article, écrit en collaboration avec Marylore
Chenel, Céline M. Laffont et Didier Concordet, en préparation pour la revue
« Journal of Pharmacokinetics and Pharmacodynamics ».
Résumé
Contexte. Les méthodes non-paramétriques (NP) sont particulièrement
intéressantes pour les analyses pharmacocinétiques (PK) et/ou pharmacody-
namiques (PD) de population car elles n’imposent pas d’hypothèse restric-
tive sur la distribution des effets aléatoires, qui représentent la variabilité
inter-individus. A ce jour, plusieurs méthodes NP ont été développées dont
NP maximum likelihood (NPML), NP expectation maximization (NPEM),
smooth NP (SNP) et la méthode NP du logiciel NONMEM (NPNM). Toutes
ces méthodes ont donné des résultats prometteurs lors d’évaluations sur des
analyses PK simples. Cependant, elles ont été peu évaluées sur des études
PK/PD difficiles.
Objectif. Évaluer et comparer les principales méthodes NP pour l’analyse de
données réelles et simulées impliquant un modèle PK/PD complexe décrivant
la glycémie à jeun de patients traités par le Gliclazide à libération modifiée.
Méthodes. Premièrement, les méthodes NP ont été évaluées sur trois études
de simulations et selon différents critères : capacités de détection des sous-
populations et des relations avec les covariables, précision des estimations,
facilité et temps de calcul. Elles ont été ensuite appliquées aux données réelles.
Résultats. À cause d’un η-shrinkage très important, les EBEs apparaissent
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généralement incapables de détecter une sous-population de patients ne ré-
pondant pas (ou faiblement) au traitement. Au contraire, les méthodes NP,
et en particulier NPEM et SNP, sont apparues plus aptes à détecter une telle
sous-population. Toutes les méthodes NP ont un temps de calcul acceptable
malgré le grand nombre d’individus de l’échantillon (plus de 600) et les 5
effets aléatoires impliqués.
Conclusion. Les méthodes NP apparaissent comme un outil diagnostic utile
pour aider à l’identification des écarts à la normalité.
Abstract
Context. Nonparametric (NP) methods are attractive for population phar-
macokinetic (PK) and/or pharmacodynamic (PD) analyses because they do
not impose restrictive assumptions on the distribution of the random effects
accounting for inter-individual variability. Several NP methods have been de-
veloped to date including NP maximum likelihood (NPML), NP expectation
maximization (NPEM), smooth NP (SNP) and the NP method of NONMEM
software (NPNM). All these methods gave promising results when evaluated
on simple PK analyses. However, they have been little evaluated on more
challenging PK/PD studies.
Purpose. To evaluate and compare the four NP methods listed above for the
analysis of real and simulated data, using a complex PK/PD model describing
fast plasma glucose in diabetic patients treated with Gliclazide Modified
Release.
Methods. The NP methods were first assessed on three simulation studies,
in comparison to the parametric Empirical Bayes Estimates (EBEs), using
several criteria : ability to detect sub-populations of non/low responders and
relationships with covariates, accuracy of estimations, ease and time of com-
putation. They were then applied to the real dataset.
Results. Because of high η-shrinkage, the EBEs appeared generally unable to
detect a sub-population of non (or low) responder patients. On the contrary,
the NP methods, in particular NPEM and SNP, appeared able to detect such
a sub-population.All NP methods had acceptable computation times despite
the large number of individuals in the sample (more than 600) and the 5
random effects involved.
Conclusion. The NP methods appeared to be an useful diagnostic tool to help
identification of departures from normality.
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3.1 Introduction
Population Pharmacokinetic (PK) and/or Pharmacodynamic (PD) ana-
lyses are increasingly used during drug development, as recommended by
regulatory authorities : Food and Drug Administration (FDA, 1999), Euro-
pean Medicines Agencies (EMEA, 2007). Their main goal is to characterize
variability in drug exposure and effects in the target population through
the distribution of PK/PD variables (clearance, EC50, Emax, etc.). Informa-
tion on this distribution is important to guide dosing recommendations and
adjustments.
Population PK/PD analyses use nonlinear mixed effects models. In these
models, the PK/PD variables are considered as random variables which involve
centred and identically distributed random effects known as ηi. The random
effects ηi account for the inter-individual variability that is not explained by
covariates. The challenge of population PK/PD analyses is thus to estimate
unknown fixed effects as well as the distribution of ηi.
Two kinds of methods can be adopted to estimate ηi distribution : para-
metric methods or nonparametric (NP) methods.
Currently, the most widely used methods are parametric. Parametric me-
thods assume that ηi distribution can be fully characterized with a finite set of
parameters : typically, if ηi is assumed normal with mean 0, only its variance
needs to be estimated to fully characterize its distribution. This normality
assumption may be realistic when the sampled population is homogeneous.
However, it may be too restrictive when the sampled population is very hete-
rogeneous, as in some phase II or phase III clinical trials, because of potential
multimodal or heavy-tailed distributions for the PK/PD variables (e.g. clea-
rance, EC50, Emax, etc.). For example, the population PK/PD analyses of
the antidiabetic drug Gliclazide with modified release (MR) formulation have
evidenced the existence of a non/low responder sub-population (Frey et al.,
2003 ; Lemenuel-Diot et al., 2007). Identification of such sub-populations
can enable therapeutic recommendations to be given (mainly about regular
efficacy controls and drug switching in case of low-response) that ensure an
efficient treatment in the whole population of patients.
It is therefore important to evaluate the normality assumption made on ηi
(EMEA, 2007 ; FDA, 1999). An usual procedure to evaluate this assumption
consists in comparing the parametric model with normality assumption to a
« mixture model », that for instance assumes that ηi distribution is a mixture
of two (or more) normal distributions. Such « mixture models » were used
by Frey et al. (2003) and Lemenuel-Diot et al. (2007) to analyse the Glicla-
zide MR PK/PD dataset and evidence a non/low-responder sub-population.
Unfortunately, this evaluation procedure can be difficult to apply in practice
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when the population PK and/or PD model is complex. An easier procedure
uses individual predictions of ηi, known as Empirical Bayes Estimates (EBEs)
or POSTHOC. It consists of the inspection of the empirical distribution of
EBEs, typically via EBEs histograms or QQ plots (EMEA, 2007 ; Pinheiro
and Bates, 2000). This procedure is reliable when η-shrinkage is low. However,
this procedure can be misleading when η-shrinkage is high, as shown by
Karlsson and Savic (2007) and Antic et al. (2009). In practice, it appears that
η-shrinkage can be very important because of sparse individual information
or unbalanced experimental design (Karlsson and Savic, 2007), which makes
the normality assumption difficult to evaluate.
In that context, NP methods are attractive as they make no restrictive
assumption on the random effects distribution. To be precise, NP methods
consider that ηi distribution may be too complex to be summarized with
a finite number of parameters : the number of parameters to be estimated
increases with the number of individuals in the sample. In the nineties, several
NP methods have been proposed : the NP maximum likelihood (NPML)
algorithm (Mallet, 1986), the NP expectation maximization (NPEM) algo-
rithm (Schumitzky, 1991) and the smooth NP (SNP) method (Davidian and
Gallant, 1993). However, their use has been very limited, mainly because
they were computationally too expensive and/or hard to implement, while
their practical advantages were little documented. Recently, the interest in
NP methods has been renewed for several reasons. First, more and more
population PK/PD analyses involve a large number of individuals, with a
priori high heterogeneity and sparse data per individual : in such datasets, the
parametric assumption is unsatisfactory because it is unrealistic and difficult
to check. Secondly, the improvement of computational capabilities has reduced
the computational cost of NP methods. Last but not least, the version VI
of NONMEM (Boeckmann et al., 2006, 2008) the gold standard software for
population analyses, introduced a NP method in 2006. Consequently, some
recent articles have investigated NP methods. Savic et al. (2009) compared
the parametric method with the NONMEM NP method, here abbreviated
NPNM. Furthermore, we reviewed the theoretical and practical advantages
of four major NP methods, NPNM, NPML, NPEM and SNP (Antic et al.,
2009) in comparison to the parametric method. These two investigations
pointed out theoretical and practical advantages of NP methods compared
to the usual parametric method. However, they were confined to some basic
PK studies with simple models and clean experimental designs, whereas
PK/PD analyses are often more challenging : more random effects are in-
volved together with more individuals, more inter-individual variability and
more shrinkage. Consequently, an evaluation of NP methods on more realistic
datasets was needed. Very recently, Baverel et al. (2009) applied NPNM on
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25 real PK and/or PD datasets : they showed that NPNM generally resulted
in better numerical predictive checks than the parametric method. However,
an evaluation of NPNM, and other NP methods, on other aspects (e.g. ability
to detect departures from normality) is lacking.
The present article aims at evaluating and comparing four major NP
methods (NPNM, NPML, NPEM, SNP) for the population PK/PD analysis
of the antidiabetic drug Gliclazide MR. This PK/PD analysis was particularly
interesting because two previous population PK/PD analyses revealed a
sub-population of non/low responders to treatment using mixture models.
Our work is divided in two parts. Firstly, we assessed the NP methods on
three simulations studies mimicking the Gliclazide MR PK/PD dataset, using
several criteria that are relevant in practice : accuracy of estimations, ability
to detect sub-populations and relationships with covariates and ease and time
of computation. Secondly, the NP methods were applied to the real PK/PD
dataset of Gliclazide MR for comparison with previous analyses performed
on this dataset (Frey et al., 2003 ; Lemenuel-Diot et al., 2007).
3.2 Materials
We chose to compare the NP methods based on the population PK/PD
analysis of Gliclazide MR (Diamicron MR R©), a second generation sulpho-
nylurea used in the treatment of Type II diabetes with once-a-day oral
administration.
This PK/PD analysis was particularly interesting to assess NP methods
because it involves a large and heterogeneous population of patients : more
than 600 patients, including a sub-population of non/low responders, as shown
by Frey et al. (2003) and Lemenuel-Diot et al. (2007) using mixture models.
To allow an enlightened evaluation of the NP methods, we first assessed
the NP methods on datasets simulated using models developed by Frey et al.
(2003) and Lemenuel-Diot et al. (2007). The NP methods was then applied
to the real PK/PD dataset of Gliclazide MR.
This section describes the real and the simulated datasets. The real, as
well as some randomly chosen simulated datasets, are represented in Figure
3.1.
3.2.1 The population PK/PD dataset of Gliclazide MR
The Gliclazide MR PK/PD dataset consists of four clinical trials : a 8-
week phase II dose-escalation study (50 patients including 10 patients on
placebo), a 8-week phase II parallel dose ranging study (176 patients including
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Figure 3.1 – Fast plasma glucose (FPG) concentrations versus time for the real
PK/PD dataset of Gliclazide MR (top left) and for simulated datasets mimicking
(in term of experimental design and structural model) the real dataset. In simulation
study 1, about 25% of patients are non-responders. In simulation study 2, about 15%
of patients are low-responders. In simulation study 3, all patients are responders.
36 patients on placebo), and two 1-year phase III confirmatory therapeutic
equivalence studies (242 and 166 patients, no placebo). The biomarker used to
assess the long-term anti-diabetic effect of Gliclazide MR was the fast plasma
glucose (FPG) concentration.
In the phase II dose-escalation study, the patients received placebo or
increasing doses of Gliclazide MR (from 15 to 60 mg once daily). Fifteen
concentrations of Gliclazide MR were measured on each patient. Besides,
twelve FPG concentrations were measured per patient : before the inclusion
visit and every week thereafter until the end of the 8-week treatment period.
In the phase II parallel dose ranging study, patients received placebo or
different doses of Gliclazide MR (15, 30, 60, 90 or 135 mg once daily). Three
concentrations of Gliclazide were measured on each patient. Besides, four
FPG concentrations were measured per patient : before the inclusion visit
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and after 1, 4 and 8 weeks of treatment.
The two phase III confirmatory therapeutic equivalence studies were
comparative clinical trials of Gliclazide MR with one immediate release
formulation of Gliclazide. The dose of Gliclazide MR was adjusted according
to measured FPG concentrations. Three concentrations of Gliclazide were
measured on each patient. Besides, ten FPG concentrations were measured
per patient : before the inclusion visit, and then every one or two months.
Finally, the Gliclazide MR PK/PD dataset contained 5264 FPG concen-
trations, measured on 634 patients including 46 patients on placebo (the
patients who received an immediate release formulation of Gliclazide were
not included in the dataset). The number of FPG measurements per patient
ranged from 3 to 13 (mean 8.3). These measurements were taken up to after
432 days of treatment (mean 134.3 days).
Besides, for each patient, several covariates were measured : the gender,
the age, the weight, the creatinine clearance, the diabete duration and the
number of classes of oral hypoglycaemic agent received prior to entry in the
studies, abbreviated OHA (OHA equaled 0 for 20% of patients, 1 for 66% of
patients, and 2 or 3 for 14% of patients).
For each patient, based on the EBEs of a parametric population PK
analysis, an individual prediction of the Gliclazide MR daily area under the
curve (AUC) was computed for the plasma concentrations. These individual
predictions of AUC were used for the PK/PD analysis.
More details on this population PK/PD dataset can be found in Frey et al.
(2003).
3.2.2 Simulated datasets
Simulations were performed using the PK/PD models developed by Frey
et al. (2003) and Lemenuel-Diot et al. (2007). Besides, in order the simu-
late datasets similar to the real data, we used for the simulations the real
experimental design (i.e. number of individuals, number of measurements
per individual, times of administration and measurement) and the individual
predictions of plasma AUC of Gliclazide.
Actually, in order to assess the NP methods in different situations as
regards to ηi distribution, we performed three simulation studies.
In simulation study 1, the datasets were simulated according to the mixture
model developed by Frey et al. (2003) : for 75% of patients the Gliclazide
MR effect was modelled with an Emax model with effect compartment, for
25% of patients, referred to as non-responders, the Gliclazide MR had no
effect whatever the exposure and the time of treatment. Besides, the covariate
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OHA was used to model the geometric mean of Gliclazide MR baseline, the
proportion of non-responders and the variance of residual error.
In simulation study 2, the datasets were simulated according to the
mixture model developed by Lemenuel-Diot et al. (2007). For all patients,
the Gliclazide MR effect was modelled with an Emax model with effect
compartment. However, the distribution of the PK/PD variables was a mixture
of two log-normal distributions. Consequently, the Gliclazide MR effect after
100 days of treatment for a median AUC (noted E100 days, median AUCi ) had
a bimodal distribution : for around 85% of patients E100 days, median AUCi was
around than 2 mmol/L, whereas it was less than 0.5 mmol/L for 15% of
patients, referred to as low-responders. Besides, the covariate OHA was used
to model the geometric mean of all the PK/PD variables.
In simulation study 3, the datasets were simulated according to the model
developed by Frey et al. (2003) for the responder patients with OHA = 1.
Consequently, there was no departure from normality in this simulation study.
More details on the three simulation studies can be found in the following
sections and in Table 3.1.
Details on simulation study 1
The simulation study 1 used the model developed by Frey et al. (2003).
In this model, the expected FPG concentration for patient i on day tij
was described as :
FPGij = Basei +DPij − Eij,
where Basei (in mmol/L) was the FPG baseline of individual i on day 0,
DPij (in mmol/L) represented the natural disease progression from day 0 to
day tij and Eij (in mmol/L) was the Gliclazide MR effect on day tij. The
individual i FPG baseline, noted Basei, was modelled as :
Basei = θ1(OHAi) exp(ηi1),
where θ1(OHAi) was the geometric mean of Basei (that depended on the
covariate OHAi) and ηi1 was independent and identically distributed (i.i.d.)
for i = 1 to N according to a centred normal distribution.
The disease progression was linear with tij :
DPij = Ai × tij
365.25
,
where the individual annual constant rate Ai (in mmol/L.year−1) was in-
dependent of Basei and i.i.d. for i = 1 . . . N , according to a log-normal
distribution.
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The Gliclazide MR effect was described with a mixture model :
Eij = 1[Ui 6 p(OHAi)]× 0 + (1− 1[Ui 6 p(OHAi)])Basei Pmaxi AUCeij
AUCeij + AUC50i
,
where Ui was i.i.d. for i = 1 . . . N according to an uniform distribution between
0 and 1, p represented the probability of non-response (that depended on the
covariate OHAi), 1[Ui 6 p] equalled 1 if Ui 6 p and else 0, Pmaxi ×Basei
(in mmol/L) was the maximum effect for individual i, AUC50i (in mg.day/L)
was the daily AUCe which achieves 50% of the maximal effect, AUCeij (in
mg.day/L) was the AUC on day tij in the effect compartment. This AUCeij
was expressed as :
AUCeij = AUCei(t
adm) exp−Keqi(tij−t
adm) +AUCi × (1− exp−Keqi(tij−tadm)),
where Keqi (in day−1) was the rate constant of equilibration of patient i, tadm
was the day of the last administration,AUCei(tadm) was the AUC on the day
tadm of the last administration, and AUCi (in mg.day/L) was the daily AUC
obtained on individual i for the dose administered since day tadm (computed
as the individual prediction resulting from a previous population PK analysis).
Within the responder sub-population (i.e. if 1[Ui 6 p(OHAi)] = 0), the
PK/PD variables related to drug effect (i.e. Pmaxi, AUC50i and Keqi) were
log-normally distributed and independent.
Finally, the FPG concentration Yij (in mmol/L) observed for individual
i, i = 1 . . . N on day tij, (j = 1 . . . ni) was described as :
Yij = FPGij + σ
?(1[Ui 6 p(OHAi)])εij,
where FPGij was the expected FPG concentration (in mmol/L), σ?(1[Ui 6
p(OHAi)])εij was the residual error that accounts for measurement error,
misspecification of the model and the background noise of the data, σ?(1[Ui 6
p(OHAi)]) was the standard deviation of residual error (that depended
on 1[Ui 6 p(OHAi)]), and εij was i.i.d. according to a standard normal
distribution for i = 1 . . . N and j = 1 . . . ni.
Details on simulation study 2
The simulation study 2 used the model developed by Lemenuel-Diot et al.
(2007).
In this model, the expected FPG concentration was described as :
FPGij = Basei +DPij − Eij,
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where the disease progression (DPi) was proportional to tij with annual rate
constant Ai and the Gliclazide MR effect (Eij) was described with an Emax
model with effect compartment for all patients :
Eij =
Basei Pmaxi AUCeij
AUCeij + AUC50i
.
The distribution of the five PK/PD variables (Basei, Ai, Pmaxi, AUC50i
and Keqi) was a mixture of two log-normal distributions, with proportions
85.2% and 14.8%. Besides the geometric means of Basei, Pmaxi and Keqi
depended on the covariate OHAi.
The FPG concentration Yij (in mmol/L) observed for individual i, i =
1 . . . N on day tij, (j = 1 . . . ni) was described as :
Yij = FPGij + σ
?εij,
where εij
iid∼ N (0, 1), ∀i = 1 . . . N, j = 1 . . . ni.
Details on simulation study 3
The simulation study 3 used the model developed by Frey et al. (2003) for
responder patients that received only one class of oral hypoglycaemic agent
received prior to entry in the trials (i.e. OHAi = 1).
More precisely, in this model, the FPG concentration Yij (in mmol/L)
observed for individual i, i = 1 . . . N on day tij, (j = 1 . . . ni) was described
as :
Yij = Basei +DPij − Eij + σ?εij,
where the disease progression (DPi) was proportional to tij with annual rate
constant Ai and the Gliclazide MR effect (Eij) was described with an Emax
model with compartment effect. The five PK/PD variables (Basei, Ai, Pmaxi,
AUC50i and Keqi) were distributed according to a log-normal distribution
with geometric means that did not depend on any covariate.
3.3 Methods
For each simulation study, 100 datasets were analyzed with the parametric
method and the four selected NP methods. All methods were then applied to
analyse the real population PK/PD dataset of Gliclazide MR.
This section describes the methods used to analyse the (simulated and
real) datasets.
3.3. METHODS 85
3.3.1 PK/PD modeling
To analyse the datasets by both parametric and NP methods, we assumed
that :
Yij = Basei +DPi − Eij + σ?εij,
where the disease progression (DPi) was proportional to tij with annual rate
constant Ai, the Gliclazide MR effect (Eij) was described with an Emax
model with effect compartment for all patients, and εij was i.i.d. according to
a standard normal distribution for i = 1 . . . N and j = 1 . . . ni.
The five PK/PD variables (Basei, Ai, Pmaxi, AUC50i and Keqi) were
assumed independent and equal to θ?p × expηpi , p = 1 . . . 5, where ηpi is a
centered real random variable. It is noteworthy that no relationship between
the PK/PD variables and the covariates was assumed (as usual in the first
steps of model development), even if some relationships with covariates were
used to simulate the datasets as in simulation studies 1 and 2 (we indeed
wanted to assess the ability of the methods to detect the relationships with
covariates).
One aim of the population PK/PD analysis was then to estimate σ?,
θ?p (for p = 1 . . . 5) and the distribution of ηi = (ηpi, p = 1 . . . 5). These
estimations were performed with parametric and NP methods, as explained
in the following section.
3.3.2 Parametric and NP estimation of ηi distribution
Parametric estimation with normality assumption
For the parametric population PK/PD analysis, it was assumed that the
distribution of ηi was normal :
ηi
iid∼ Np(0,Ω?).
This estimation is parametric since only a finite number of parameters need
to be estimated : σ?, θ?p and Ω?. This parametric estimation was performed
using the First Order (FO) method of NONMEM software (version VI). In
order to have homogeneous results, we chose to analyse only those datasets
with successful termination of the NONMEM $ESTIMATION subroutine,
i.e. minimization successful and no warning message. Despite its well-known
bias, the FO method was chosen here because the FO conditional estimation
(FOCE) method often ended with some warning or error messages (especially
in simulation study 1). The impact of this choice is discussed in section 3.5.
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NP estimation in NONMEM (NPNM)
The NONMEM software (version VI) has recently introduced a NP su-
broutine, referred to as NPNM (subroutine $NONPARAMETRIC). This
subroutine allows to estimate ηi distribution with a discrete distribution. The
support points are the EBEs of a preceding parametric estimation (compu-
ted using the POSTHOC option in the $ESTIMATION subroutine). The
frequencies of the EBEs are computed by likelihood maximisation.
The NPNM estimation was here computed after a parametric estimation
with normality assumption (method FO), using the $NONPARAMETRIC
subroutine of NONMEM software (version VI), with the default options.
NP estimation with NPML
The NPML algorithm (Mallet, 1986) aims at computing the NP maximum
likelihood estimator. The NP maximum likelihood estimator is a discrete
distribution with at most as many support points as individuals in the
sample (as NPNM except that the support points are optimised by likelihood
maximisation and thus not necessarily equal the EBEs). Thanks to the
discreteness of the distribution, the likelihood has an explicit form even when
the model is nonlinear. Unfortunately, the maximum of the likelihood is not
explicit : some algorithms, like NPML, are thus needed. The NPML algorithm
was inspired by the Fedorov algorithm. Each iteration of NPML increases the
likelihood.
To our knowledge, no current software enables NPML to be computed
for population PK/PD studies. Consequently, for this study, NPML was
implemented in C++. To initialise NPML, we tried two discrete estimations :
the empirical histogram of EBEs and NPNM. On ten datasets randomly
chosen in simulation study 2, these two initialisations led to the same results
in term of likelihood maximisation and ηi distribution estimation, but the
computation time of NPML initialised with NPNM was generally lower than
the computation time of NPML initialised with the empirical distribution of
EBEs (probably because the NONMEM optimisation of frequencies is more
efficient than our). Consequently, NPML was initialised with NPNM. NPML
was stopped when the likelihood increase was low. More precisely, we stopped
NPML at iteration k if :
logLk − logLk−1
| logLk−1| < 10
−4,
where logLk (respectively logLk−1) was the log-likelihood at iteration k
(respectively k − 1).
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NP estimation with NPEM
As NPML, the NP Expectation Maximization, abbreviated NPEM, algo-
rithm (Schumitzky, 1991) is an algorithm that computes the unconstrained
maximum likelihood estimator. The NPEM algorithm is an extension of the
well-known Expectation Maximization (EM) algorithm. Like the classical EM
algorithm, each iteration of NPEM increases the likelihood.
To our knowledge, no current software implements the NPEM algorithm
(the USC*PACK PC software implements only an advanced version of NPEM
based on adaptive grid). Consequently, NPEM was here implemented in C++.
To initialise NPEM, we tried two discrete estimations : the empirical histogram
of EBEs and NPNM. On ten datasets randomly chosen in simulation study
2, the NPEM algorithm initialised with the empirical distribution of EBEs
appeared much more longer to compute than the NPEM algorithm initialised
with NPNM (65% longer, on average), for a slight improvement as regards to
log-likelihood maximisation and ηi distribution estimation. Consequently, we
chose to initialise NPEM with NPNM. NPEM was stopped using the same
criteria as NPML (see above).
NP estimation with SNP
The SNP estimation of ηi distribution is smooth (Davidian and Gallant,
1993). To be precise, the SNP estimation of ηi density is the product of a
squared polynomial with the normal density which maximises the likelihood.
The order Opolynomial of the polynomial tunes the complexity of the SNP
estimation : the higher Opolynomial, the more complex the estimated distribu-
tion. A too low Opolynomial may be too restrictive : for instance, Opolynomial = 0
imposes the normality. On the contrary, a too high Opolynomial can result in
a poor estimation of parameters. To choose Opolynomial, as recommended by
Davidian and Gallant (1993) we used the Hannan-Quinn (HQ) criterion, with
increasing Opolynomial : we began the SNP estimation with Opolynomial = 0
(initialized with the results of the NONMEM parametric estimation), and
then increased Opolynomial as long as the HQ criterion decreased. To facilitate
the optimizations, the SNP estimations for non null Opolynomial were initialized
with the results of the SNP estimations with Opolynomial − 1.
Because the ηi distribution estimated with SNP is smooth, the likelihood
is not explicit (as for the parametric method with normality assumption).
To approximate the likelihood, Davidian and Gallant (1993) suggested to
use Gauss-Hermite quadratures. The quadrature order Oquadrature tunes the
accuracy of the likelihood approximation. The quadrature order Oquadrature
has a critical influence on the computational cost because the cost for li-
88 CHAPITRE 3. APPLICATION OF NP TO POPULATION PK/PD
kelihood evaluation increases with Oquadrature as OPquadrature, where P is the
number of random PK/PD variables (here P = 5). The choice of Oquadrature is
tricky because a too small Oquadrature would lead to an inaccurate likelihood
approximation and thus inaccurate estimations but a too large Oquadrature
would result in very considerable computation time. We chose Oquadrature = 4
as this resulted in low computation times, and on a few tests, increasing
Oquadrature did not clearly improve estimations.
To compute SNP we used the Fortran 77 code nlmix developed by Davidian
and Gallant (1993), which can be freely downloaded from the general archive
of StatLib.
3.3.3 Estimation of σ?
The residual standard deviation σ? was first parametrically estimated
(assuming normality of ηi) with NONMEM software and the FO method. For
NPNM, NPML and NPEM, σ? was fixed to this parametric estimation. For
SNP, σ? was initialized to the result of the parametric estimation and then
estimated by likelihood maximization together with the distribution of ηi.
3.3.4 Detection of a non/low responder sub-population
When using parametric methods with normality assumption, an usual
tool to detect departures from normality is the graphical inspection of the
EBEs histogram (Pinheiro and Bates, 2000). We proposed a NP counterpart
of this diagnostic tool : the graphical inspection of the estimated marginal
distribution of ηi. For the discrete NP methods (NPNM, NPML and NPEM)
we represented an histogram because it is easier to interpret than the discrete
distribution. For the SNP method, we represented the marginal density. In
the simulation studies, we assessed the reliability of these graphs (for the
parametric EBEs and NP methods) by comparison with the true marginal
density. More precisely, we plotted on the same figure the marginal histograms
of the 100 simulated datasets, for each method. Indeed, this graph illustrates :
the method bias (also known as imprecision), by the comparison of mean
histogram with the true density, and the method variance (also known as
inaccuracy), by inspecting the range of the histograms.
Unfortunately, in simulation study 1, the marginal distributions of the
random effects related to the drug’s effect (i.e. ηi3, ηi4 and ηi5) cannot be
compared with the true distributions because we simulated a non-responders
sub-population for which ηi3 = −∞ (Pmaxi = 0) or ηi4 = +∞ (AUC50i =
+∞) or ηi5 = −∞ (Keqi = 0). Consequently, as proposed by Lemenuel-Diot
et al. (2007), we rather inspected the marginal distribution of drug’s effect
3.3. METHODS 89
after 100 days of treatment for a median AUC (noted E100 days, median AUCi ).
By homogeneity, the marginal distribution of E100 days, median AUCi was also
inspected in simulation study 2 and 3.
In order to quantify the ability to detect the non/low responder sub-
population, we additionally computed the estimated proportion of low-
responders patients for each method (recall that the low-responders are defined,
as by Lemenuel-Diot et al. (2007), as the patients with E100 days, median AUCi 6
0.5 mmol/L).
Finally, we investigated the ability of the SNP method to detect departures
from normality using a likelihood ratio test (this test is not easily applicable
to discrete NP methods). The level of this test was first assessed in simulation
study 3, before assessing its power in simulation study 1 and 2.
3.3.5 Detection of relationships with covariates
When using parametric methods with normality assumption, some rela-
tionships with covariates are sometimes detected using the EBEs : typically,
on a plot of the EBEs versus the covariate. We extended this procedure to NP,
by defining some NP-EBEs, as the vector ηi that maximises, for the discrete
NP methods (NPNM, NPML, NPEM), the probability of ηi conditionally
on Yij, j = 1 . . . ni and assuming that the distribution of ηi equals the NP
distribution and, for SNP, the probability density function of ηi conditionally
on Yij, j = 1 . . . ni and assuming that the distribution of ηi equals the SNP
distribution.
3.3.6 Computation times
The computation times of the parametric and NP methods were recorded.
It is noteworthy that the computation times required for initialisations were
included in the computation times of the methods : in particular, the compu-
tation time required to compute NPNM is included in the computation time
of NPML and NPEM. All computations were performed on a basic computers
(mainly an optiplex 745 with 1 gigabyte of RAM).
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3.4 Results
3.4.1 Simulation studies
Estimation of σ?
The mean and standard deviation of σ? estimations are reported in Table
3.2. The parametric estimation of σ? appeared unbiased and very accurate
even when the true ηi distribution was not normal (in simulation studies 1
and 2). Surprisingly, the SNP estimations of σ? were not better than the
parametric estimation.
Detection of a non/low responder sub-population
As expected given the high η-shrinkage affecting the random effects related
toE100 days, median AUCi (see Table 3.3), the EBEs histogram of E
100 days, median AUC
i
always seemed unimodal, even when a sub-population of non or low respon-
ders was simulated (see Figure 3.2 for simulation study 1 and Figure 3.3 for
simulation study 2).
On the contrary, all NP methods appeared to detect the bimodality of
E100 days, median AUCi distribution, on average in simulation study 1 (see Fi-
gure 3.2). However, the sub-population was not correctly located by NPNM.
NPML appeared only slightly better than NPNM as regards to the estima-
tion of the sub-population proportion (see Table 3.4). In contrast, NPEM
correctly located the sub-population, but its proportion was underestimated
(see Table 3.4 for details). On average, SNP provided a good estimation of
E100 days, median AUCi histogram. However, its accuracy was poor (see Table 3.4
for details).
In simulation study 2, NPNM did not detected the bimodality of
E100 days, median AUCi distribution on average. NPML appeared only slightly
better than NPNM as regards to the estimation of the sub-population
proportion (see Table 3.4). NPEM did not detected the bimodality of the
E100 days, median AUCi histogram, on average, but provided a better estimation
of the low-responder sub-population than NPNM and NPML (see Table 3.4).
On average, SNP again provided a good estimation of E100 days, median AUCi
histogram, but its accuracy was poor.
In simulation study 3, all methods (parametric and NP) gave a quite sa-
tisfactory estimation of E100 days, median AUCi distribution. However, on average
NPEM and SNP appeared better than NPNM and NPML. Besides, in this
study, the accuracy of SNP appeared better than the accuracy of NPEM.
However, the test of normality (only for SNP) appeared to give very poor
results : since the null hypothesis of the test (i.e. normality of ηi) was satisfied
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in simulation study 3 the test should reject normality for about 5 datasets
out of 100, when performed with level 5%. However, it appeared to reject 100
datasets out of 100 ! Given these bad performance, this test was no further
applied. Possible explanations of these bad performances are discussed in the
discussion section.
Detection of relationships with covariates
In simulation studies 1 and 2, the true geometric mean of Basei increased
with the covariate OHA (see Table 3.1 for details). This trend was not assumed
when analysing the datasets, however it was generally detectable using the
parametric and NP EBEs : for example in simulation study 1, when we
computed the mean of the SNP-EBEs of Basei for each class of OHA, we
found that it increased with OHA for 100 datasets out of 100. These good
performances were expected because the individual information on Basei was
quite rich.
In simulation study 1, the datasets were simulated with a proportion
of non-responders that increased with the covariate OHA (see Table 3.1
for details). This trend was not assumed when analysing the datasets. The
parametric and NP EBEs appeared generally unable to detect a relationship
between the low-responder sub-population and OHA, certainly because the
proportion of low-responders was generally highly under estimated. Only
the SNP-EBEs appeared to recover the trend between the low-responder
sub-population and OHA : the predicted proportion of the low-responder
sub-population increased with OHA, on average (see Figure 3.5) and for nearly
all datasets analysed (97 datasets out of 100). As expected, this proportion
was underestimated because of shrinkage (NP methods are also affected by
shrinkage as soon as individual predictions are considered).
Computation time
The average computation times are reported in Table 3.5. Note that
these computation times were very sensitive to the computational settings
presented with the description of the methods (initializations, stopping criteria,
quadrature order, etc). With our settings, NPEM was the slowest NP method.
However, if a higher quadrature order was chosen for SNP, SNP might have
been the slowest method.
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3.4.2 Application to the PK/PD analysis of Gliclazide
MR
Estimation of σ?
The parametric estimation of σ? (used to compute NPNM, NPML and
NPEM) equaled 1.09. The SNP estimation of σ? equaled 1.15.
Detection of a non/low responder sub-population
The estimated histograms of E100 days, median AUCi are shown in Figure 3.6.
NPNM and NPML did not reveal any low-responders. However, the simulation
studies showed that this is not relevant because when 15% of patients were
low-responders (simulation study 2), NPNM and NPML seldom detected
low-responders. With NPEM, the estimated proportion of the low-responder
patients sub-population was different from zero, but very low : 2.3%. Only SNP
revealed a clear sub-population of low-responder patients, with proportion
11.2%.
Detection of relationships with covariates
Figure 3.7 represents the boxplots of SNP-EBEs of ηi1 with respect to the
covariate OHA. The mean of ηi1 (related to Basei) seemed to increase with
OHA.
Figure 3.8 displays the histograms of E100 days, median AUCi based on SNP-
EBEs with respect to OHA. The shape of the histograms appeared not similar
for OHA = 0 and OHA > 1. In particular the proportion of the low-responder
sub-population was greater when OHA > 1, indicating that the proportion
of low-responders could increase with OHA.
Computation time
The computation time needed to analyse the Gliclazide MR PK/PD
dataset was similar to the computation times obtained for the analysis of
simulated datasets (see Table 3.5).
3.5 Discussion
In this chapter, four major NP methods (NPNM, NPML, NPEM and
SNP) were evaluated for the population PK/PD analysis of Gliclazide MR.
In a first step, the NP methods were evaluated on simulated population
PK/PD datasets inspired from the population PK/PD analysis of (Frey et al.,
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2003) and Lemenuel-Diot et al. (2007). In a second step, the NP methods
was applied to the real dataset and compared to previous analyses (Frey
et al., 2003 ; Lemenuel-Diot et al., 2007) that found a sub-population of
non/low-responder patients, using mixture models.
The simulation studies allowed assessing the performance of the NP me-
thods under controlled conditions.
NPNM was the most easy-to-use NP method : it required little coding in
NONMEM software and its computation time was quite fast (around 40 mi-
nutes after parametric estimation). In a previous comparison of NP methods
based on basic PK datasets (Antic et al., 2009), NPNM performed nearly
as well as the other NP methods. On the contrary for this PK/PD analysis,
NPNM appeared little reliable because it underestimated a sub-population of
non-responders with proportion 25% in simulation study 1 and was unable
to detect a low-responder sub-population with proportion 15% in simulation
study 2. Recall that despite its well-known bias, the FO method was used
before NPNM, because the FOCE method often ended with some warning or
error messages. The FO method appeared very satisfactory as regards to the
estimation of σ? (see Table 3.2). However, Savic et al. (2009) reported that,
when η-shrinkage is high, NPNM after FOCE or FOCEI is generally better
than NPNM after FO. To investigate further the impact of the estimation
method on our results, we studied the distribution of E100 days, median AUCi esti-
mated with NPNM after FOCE for all the datasets with successful termination
of FOCE (6 datasets in simulation study 1, 35 datasets in simulation study 2
and 59 datasets in simulation study 3). The distribution of E100 days, median AUCi
was slightly better estimated when FOCE (rather than FO) was used before
NPNM, but the low-responder sub-population remained poorly detected :
for example in simulation study 2, the estimated low-responder proportion
equalled to 1% on average instead of 15%. Consequently, we speculate that
the poor performance of NPNM are mainly due to the high shrinkage affecting
the EBEs that are its support points.
Better performances were expected with NPML and NPEM because their
support points are not fixed but improved according to the likelihood maxi-
mization, in order to compute the estimator that maximizes the likelihood
over the set of all probability distribution functions (the consistency of this
estimator has been established by Pfanzagl (1988)). Surprisingly, in the condi-
tion of this work, the performance of NPML was not as good as expected as
it appeared only slightly better than NPNM. The NPML algorithm seemed
not efficient enough to move far enough from its initialization (recall that the
support points of NPML was initialised with EBEs). Other implementations
of NPML (other initialization, stopping criterion) would deserve further in-
vestigation.
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NPEM was slower to compute than NPML (on average, NPEM lasted nearly
4 hours after NPNM, versus a few minutes for NPML) but always reached
a greater likelihood than NPML. Besides, it generally detected some low-
responders, even if it appeared to underestimate its proportion on average.
On average over all the datasets, SNP appeared to be the best method to
detect a low-responder sub-population. In particular, the SNP estimation of
the proportion of the low-responder sub-population was quite precise, ho-
wever its accuracy was poor. A particularity of the SNP method is that it
provides a smooth estimation of the random effects distribution. As regards
to interpretation, this smoothness is probably an advantage because discrete
NP estimations can be difficult to interpret. However, this smoothness entails
some computational difficulties because it makes the likelihood non-explicit
(as for the parametric method with normality assumption). To approximate
the likelihood, we used here Gauss-Hermite quadratures with a low quadrature
order in order to have reasonable computation times. The likelihood was then
maximised using a deterministic optimisation algorithm (with possible conver-
gence to local maxima). Consequently, computation of SNP was practicable
(around 2 hours per dataset) but the likelihood approximation and maximisa-
tion were crude. We speculate that this is the reason for the bad performance
of SNP regarding the normality test : normality was rejected for 100/100
datasets although normality was satisfied. To investigate this point further,
we computed SNP with a very accurate approximation of the likelihood (with
1, 000, 000 Monte-Carlo simulations) and favourable initializations for the
likelihood maximisation (using the true values). In that case, the normality
test gave more satisfactory results : normality was accepted for 10 out of 10
datasets in the case of simulation study 3 (i.e. under H0).
Once the NP methods were evaluated on simulated data, they were
applied to the real Gliclazide MR PK/PD dataset. Overall, the results were
in accordance with the results found by Frey et al. (2003) and Lemenuel-Diot
et al. (2007). The NP residual error estimations were close to the estimations
found by Frey et al. (2003) and Lemenuel-Diot et al. (2007). Concerning the
low-responder subpopulation, NPEM and SNP respectively detected 2.3%
and 11.2% of low-responders (according the simulation studies, the other NP
methods were less reliable on that point). Based on the simulation studies,
these results seem closer to the results of by Lemenuel-Diot et al. (2007), who
estimated around 15% of low-responders, than to the results of by Frey et al.
(2003), who found 25% of non-responders. Concerning the relationship with
covariates, an increase of Basei with OHA (the number of previous treatment
administered) was found with all NP methods. This relationship was also
described by Frey et al. (2003) and Lemenuel-Diot et al. (2007). Besides,
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according to SNP (the more reliable NP method on that point according to
the simulation studies), the proportion of the low-responder sub-population
increased with OHA. A similar result was found in by Frey et al. (2003), and,
to a lower extent, by Lemenuel-Diot et al. (2007).
3.6 Conclusion
We established that the NP methods are practicable for large population
PK/PD analyses. But, with a very high η-shrinkage, we showed that only
advanced NP methods (like NPEM and SNP) are satisfactory. According
to this work, such methods can be useful, as graphical inspection tools, to
detect departures from normality and give some indications on the next step
in the model building process : e.g. trying a mixture on a PK/PD variable,
including a covariate. . .
Other NP methods have been proposed for population PK/PD analyses :
examples include the NP adaptative grid (NPAG) method (Jelliffe, 2007) and
the NP extended grid method (Savic, 2008), available in PsN (Lindbom et al.,
2004). Evaluation of these methods would deserve further investigations.
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Table 3.1 – Summary of simulation settings in simulation studies 1, 2 and 3.
Simulation study 1 Simulation study 2 Simulation study 3
Sub-populations Sub-populations Sub-population
Responder Non-responder Responder Non-responder Responder
Sub-population weight
OHA=0 88.0% 12.0%
OHA=1 76.0% 24.0% 85.2% 14.8% 100.0%
OHA>1 50.0% 50.0%
Basei (mmol/L)
θ1 OHA=0 9.60 9.60 8.88 8.98
OHA=1 10.9 10.9 10.5 10.6 10.9
OHA>1 12.2 12.2 12.4 12.6
CV 17.0% 17.0% 26.6% 25.9% 17.0%
η1i distribution normal normal normal normal normal
Ai (year−1)
θ2 0.840 0.840 0.509 0.518 0.840
CV 143% 143% 262% 268% 143%
η2i distribution normal normal normal normal normal
Pmaxi
θ2 OHA=0 0.262 0.0394
OHA=1 0.290 0 0.256 0.0384 0.290
OHA>1 0.250 0.10375
CV 30.0% not applicable 32.6% 31.1% 30.0%
η3i distribution normal not applicable normal normal normal
AUC50i (mg.L−1)
θ4 20.0 +∞ 16.8 65.0 20.0
CV 60.0% not applicable 64.5% 66.1% 60.0%
η4i distribution normal not applicable normal normal normal
Keqi (day−1)
θ5 OHA=0 0.0475 0.00775
OHA=1 0.0330 0 0.0306 0.00775 0.0330
OHA>1 0.0295 0.00746
CV 84.0% not applicable 75.1% 79.9% 84.0%
η5i distribution normal not applicable normal normal normal
σ? 0.8 1.7 1.00 1.00 0.8
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Table 3.2 – True value and mean (standard deviation) estimated values of σ? in
simulation studies 1, 2 and 3. The parametric estimation was used to computed
NPNM, NPML and NPEM.
Study 1 Study 2 Study 3
True value 1.097 1.00 0.80
Parametric estimation 1.092 (0.025) 0.997 (0.014) 0.799 (0.011)
SNP estimation 1.139 (0.026) 1.089 (0.018) 0.838 (0.012)
Table 3.3 – Average shrinkage (standard deviation) computed as recommended by
Karlsson and Savic (2007) after parametric estimation of 100 datasets, in simulation
studies 1, 2 and 3.
Simulation study 1 Simulation study 2 Simulation study 3 Real dataset
ε-shrinkage
4.7% (2.3) 14.7% (1.3) 31.4% (1.1) 8.5%
η-shrinkage
Basei 9.5% (1.0) 5.9% (1.2) 6.4% (0.8) 8.1%
Ai 49.5% (3.4) 56.2% (4.8) 48.4% (2.6) 40.7%
Pmaxi 44.5% (2.2) 41.8% (1.9) 39.3% (2.0) 48.0%
AUC50i 76.1% (9.2) 72.5% (7.8) 66.1% (7.6) 59.1%
Keqi 72.9% (8.3) 74.1% (10.7) 66.3% (8.3) 61.6%
Table 3.4 – True value and mean (standard deviation) estimated values of the
proportion of low-responders patients (i.e. patients with E100 days, median AUCi 6 0.5
mmol/L), in simulation studies 1 and 2.
Simulation study 1 Simulation study 2
True value 25.2% 14.8%
Parametric EBEs estimation 0.09% (0.3) 0.0% (0.0)
NPNM estimation 0.7% (2.1) 0.0% (0.0)
NPML estimation 2.4% (2.6) 1.4% (1.9)
NPEM estimation 13.9% (3.3) 8.7% (2.9)
SNP estimation 20.7% (11.0) 15.5% (7.9)
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Figure 3.2 – True (on top left) and estimated distributions of E100 days, median AUCi ,
in simulation study 1. On top left, the plain line represents the true distribution.
On top right, the dotted lines represent the empirical distributions of parametric
EBEs for the 100 simulated datasets. The plain line represents the mean of these
empirical distributions over the 100 datasets. The NP estimations are represented
in the center and at the bottom. The dotted lines represent the NP estimation for
each of the 100 datasets. The plain line represents the mean of the NP estimations
over the 100 datasets.
Table 3.5 – Average computation time per dataset for the parametric and NP
methods.
Parametric NPNM NPML NPEM SNP
<1 min 37 min 43 min 4 h 13 min 1 h 50 min
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Figure 3.3 – True (on top left) and estimated distributions of E100 days, median AUCi ,
in simulation study 2. On top left, the plain line represents the true distribution.
On top right, the dotted lines represent the empirical distributions of parametric
EBEs for the 100 simulated datasets. The plain line represents the mean of these
empirical distributions over the 100 datasets. The NP estimations are represented
in the center and at the bottom. The dotted lines represent the NP estimation for
each of the 100 datasets. The plain line represents the mean of the NP estimations
over the 100 datasets. The comparison of this line with the true distribution (on
top left) can give an idea of the estimation bias.
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Figure 3.4 – True (on top left) and estimated distributions of E100 days, median AUCi ,
in simulation study 3. On top left, the plain line represents the true distribution.
On top right, the dotted lines represent the empirical distributions of parametric
EBEs for the 100 simulated datasets. The plain line represents the mean of these
empirical distributions over the 100 datasets. The NP estimations are represented
in the center and at the bottom. The dotted lines represent the NP estimation for
each of the 100 datasets. The plain line represents the mean of the NP estimations
over the 100 datasets. The comparison of this line with the true distribution (on
top left) can give an idea of the estimation bias.
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Figure 3.5 – Histograms E100 days, median AUCi with respect to the number of
oral hypoglycaemic agents administered before the studies (OHA), in simulation
1. At the top, the true histograms of E100 days, median AUCi with respect to OHA
are plotted in plain black lines. Below are plotted the SNP-EBEs histograms of
E100 days, median AUCi with respect to OHA : the dotted lines represent the predictions
for each dataset, the plain blue lines represent the mean of estimations over the 100
datasets.
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Figure 3.6 – Estimated distributions of E100 days, median AUCi with parametric
EBEs and NP methods, for the Gliclazide MR analysis.
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Figure 3.7 – Boxplots of SNP individual predictions of ηi1 (related to Basei)
with respect to the number of oral hypoglycaemic agents administered before the
studies (OHA), for the Gliclazide MR analysis.
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Figure 3.8 – Histograms of E100 days, median AUCi < 0.5 predicted according to
SNP, with respect to the number of oral hypoglycaemic agents administered before
the studies (OHA) for the Gliclazide MR PK/PD analysis. The proportion of
low-responders seems to increase with OHA.
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Chapitre 4
Stochastic algorithms for the
global maximisation of SNP
likelihood
Résumé
Ce chapitre est consacré à la recherche d’algorithmes stochastiques pour la
maximisation globale de la vraisemblance de SNP. Un algorithme de gradient
stochastique est proposé. Sa convergence en probabilité vers le maximum
global de la vraisemblance est établie en utilisant des résultats généraux dus
à Gelfand and Mitter (1991).
Abstract
This chapter is dedicated to the research of stochastic algorithms for the
global maximisation of the SNP likelihood. A perturbed stochastic gradient
algorithm is proposed. Its convergence in probability to the global maximum
of the SNP likelihood is established using general results due to Gelfand and
Mitter (1991).
4.1 Motivations
In this chapter, we investigate stochastic algorithms for the global maximi-
zation of the the smooth non-parametic (SNP) likelihood in non-linear mixed
effects (NLME) models.
NLME models, also known as non-linear inverse models, are used in nu-
merous areas of applications : econometrics, tomography, signal transmission,
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agronomy, population pharmacokinetics (PK) or pharmacodynamics (PD)...
Here the motivation came from a population PK issue. Population PK stu-
dies the future of the drug in the body after administration, in the target
population of patients. In this context, the observed data generally consist
of the plasma drug concentrations (noted Yij) measured at different times
(noted tij, j = 1 . . . ni) after administration, on different individuals (noted
i, i = 1 . . . N). These data are routinely analyzed using nonlinear mixed effects
models, that describe Yij as a function of fixed and random effects plus a
residual error. The residual error is a unobserved centered random variable
that represents the intra-individual variability (e.g. the measurements errors).
It is generally assumed independent and identically distributed (i.i.d.) for
all observations (i = 1 . . . N , j = 1 . . . ni) according to a normal distribution.
The fixed effects θ? are unknown parameters whose values are the same for
all individuals. The random effects (noted ηi, i = 1 . . . N) are unobserved
random variables that represent the inter-individual variability. These ran-
dom variables are generally assumed centered and i.i.d for all individuals
(i = 1 . . . N). The individual specific PK variables, like the drug’s absorption,
elimination or distribution, are often described as a function of fixed and
random effects (and possibly some observed covariates). Consequently, the
aim of the statistical inference is the estimation of the fixed effects and of the
distribution of random effects.
Usual population PK analyses assume that the random effects are nor-
mal. This assumption can simplify the analyses : in particular, it guarantees
convergence and asymptotic normality of the MLE under mild assumptions
because the normality assumption makes the model parametric and regular.
Unfortunately, it is not fully satisfactory because it may be too restrictive
and is difficult to check when the number of observations per individual is
low.
Davidian and Gallant (1993) propose a smooth non-parametric (SNP)
estimation of the random effects distribution. This SNP estimation is attractive
because its consistency is established under unrestrictive assumptions on
the random effects distribution. Besides, its practical performance seemed
promising in the preceding chapters.
To be precise, the SNP estimation of the fixed effects and of the random
effects distribution is defined as the maximum likelihood estimator (MLE)
over, for the fixed effects, a compact set of RQ and, for the random effect
distribution, a set of SNP densities with shape :
PO(U
−1(η))2φP (η; 0P , UUT ),
where U is a non-singular upper triangular matrix, U−1 is its inverse, UT its
transposition, PO(η) is a polynomial in η of degree O, φP (η; 0P , UUT ) denotes
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the density of a P -dimensional normal variable with mean 0P and variance
UUT . Gallant and Nychka (1987) showed that this MLE is consistent if the
polynomial order O increases when the sample size N increases and the true
random effects distribution is regular (see (Gallant and Nychka, 1987) for
details on the regularity conditions), but, in practice, the best polynomial
order O is unknown.
In order to achieve a good balance between estimation bias and variance,
Davidian and Gallant (1993) recommend to choose the polynomial order O ac-
cording the Hannan-Quinn criterion. To be precise, the procedure is generally
the following : the SNP MLE is computed for a collection of polynomial order
O (typically O = 0 . . . Omax), then the polynomial order that achieves the
best (i.e. the lower) Hannan-Quinn criterion is selected. Consequently, this
procedure require the computation of the SNP MLE for several polynomial
order O.
For a fixed polynomial order, the computation of the SNP MLE boils
down to the optimisation problem :
argmax
ϑ∈Θ
logL(ϑ),
where ϑ is the vector that contains the fixed effects and the parameters of the
SNP density (i.e. the coefficients of the polynomial PO and the coefficients of
the matrix U), Θ is a finite dimensional space, that contains of the possible
values for ϑ (its dimension depends on O) and L(ϑ) is the likelihood of the
observed sample (Yi, i = 1 . . . N) at ϑ.
For NLME models, this optimisation problem is very challenging for
several reasons. First, the likelihood is not explicit, even for the simplest
SNP density (O = 0) because the relationship between the mean of Yi and
the random effects is non-linear. Davidian and Gallant (1993) propose to
circumvent this difficulty, by maximising a likelihood approximated with
Gauss-Hermite quadrature. The second difficulty raised by this optimisation
problem is the probable existence of local maxima.
To illustrate this local maxima problem, let us consider the computation
of the SNP MLE for the polynomial order O = 2 and a simple population
PK dataset, with N = 200 individual and a sparse experimental design,
simulated according to a monocompartimental intravenous model (it is one
of the datasets used and described in chapter 2). When performing a local
optimisation (with Sequential Quadratic Programming algorithm) of the SNP
log-likelihood approximated with 15 nodes of Gauss-Hermite quadratures, the
maximum obtained was :
– −760.75, if the optimisation was initialised with a normal distribution
for ηi and the true values of fixed effects and ηi variance,
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– −756.49, if the optimisation was initialised with the true values of fixed
effects and ηi variance, and the ηi density represented in Figure 4.1.
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Figure 4.1 – SNP density of random effects (noted etai1 and etai2) used to
initialise the local maximisation of the SNP log-likelihood. The random effect
eta1 is related to the drug’s clearance. The random effects eta2 is related to
the drug’s volume of distribution.
As shown by Figure 4.2, these two (local or global) maxima highly differs
as regards to the random effects distribution, which can have important
consequences on the population PK analysis.
To avoid these local maxima, Davidian and Gallant (1993) recommend to
always try several initial guesses (around 10). Unfortunately, this procedure
can be very demanding in computation times, especially when an accurate
approximation of likelihood is needed or if the number of random effects is
greater than 3. Besides, it does not insure to find the global maximum except
if the number of initial guesses is very large.
Stochastic algorithm are attractive for global optimisation problem. A
large number of stochastic algorithms have been proposed for log-likelihood
optimisation in NLME models. For example, Gu and Kong (1998) proposed
a stochastic Newton-Raphson algorithm, that converges almost surely to a
stationary point of the log-likelihood. For curved exponential models, Delyon
et al. (1999) introduced a stochastic approximation version of the expectation
maximisation (EM) algorithm that converges almost surely (a.s.) to a (local
or global) maximum of the likelihood.
However, few stochastic algorithms allow to compute the global maximum
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Figure 4.2 – SNP density of random effects (noted etai1 and etai2) obtained
after the SNP log-likelihood maximisation from two different initialisations.
The random effect etai1 is related to the drug clearance. The random effect
etai2 is related to the drug volume of distribution. The true density is normal
for etai2 and a mixture of two normal densities for etai1 : it is closer to the
second density than to the first.
of the log-likelihood in NLME models. Gaetan and Yao (2003) proposed a
Metropolis EM (MEM) algorithm that converges in probability to the global
maximum of log-likelihood under general conditions. The MEM algorithm
is very attractive because it applies in a very general framework : neither
the E-step nor the M-step need to be tractable. To be precise, at iteration
k, given the current estimation ϑˆk−1, the E step is performed using Monte
Carlo simulations :
Qˆk(ϑ) =
1
mk
mk∑
m=1
logL(ηm,i,Yi,i=1...N)(ϑ),
where ηk,m (m = 1 . . .mk) is a sample of the random effects simulated
conditionally on the observed sample (Yi, i = 1 . . . N), for ϑ = ϑˆk−1, and
logL(ηm,i,Yi,i=1...N(ϑ) is the log-likelihood of the sample (ηm,i, Yi, i = 1 . . . N)
at ϑ. The M step of the MEM algorithm is simply one iteration of the simula-
ted annealing algorithm on the function Qˆ(ϑ), starting at ϑˆk−1. Unfortunately,
the MEM algorithm is not directly applicable to the SNP likelihood opti-
misation because it requires simulations of the random effects conditionally
on the observations : the density of this distribution is only known up to a
multiplicative constant for the SNP NLME model. These simulations could
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be performed using a Metropolis Hastings (MH) algorithm at each MEM
algorithm, but it would be demanding in computation time. Coupling the
convergence of the MEM and the MH algorithm seems more attractive, un-
fortunately, a theoretical study of this coupled MH and MEM algorithm
appeared involved.
In this chapter, we propose a perturbed stochastic gradient algorithm that
converges in probability to the global maximum of the SNP log-likelihood.
This algorithm is described in section 4.2. Its convergence properties are
established in section 4.3. In section 4.5, we show that this algorithm can be
considered as an EM algorithm with non-explicit E and M steps. The chapter
ends with a conclusion in section 4.6.
4.2 A perturbed stochastic steepest ascent al-
gorithm
The gradient algorithm, also referred to as the steepest ascent algorithm
(or descent when minimization is considered), is a widely used optimisation
algorithm. The idea is to move in the direction of the gradient that is always
an ascent direction. To be precise, at each iteration k, given ϑˆk−1, the gradient
algorithm compute :
ϑˆk = ϑˆk−1 + γk
d
dϑ
logL(ϑˆk−1),
where the step size γk is a small positive number. When the objective function
is strictly concave, the gradient algorithm converges toward the unique global
maximum. In more general settings, the gradient algorithm can converge to a
stationary point of the objective function which is not the global maximum
(e.g. a local maximum, a saddle point).
Here, the function to maximise is not explicit, so its gradient is not either.
However, the Fisher identity, due to Louis (1982), shows that it is equal to
the expectation of explicit quantities :
(
d logL(ϑ)
dϑ
)(ϑ) = Eϑ[
d
dϑ
logL(ηi,Yi,i=1...N)(ϑ)|Yi, i = 1 . . . N ],
where logL(ϑ) is the log-likelihood of the observed sample (Yi, i = 1 . . . N),
logL(ηi,Yi,i=1...N) is the log-likelihood of the complete sample (ηi, Yi, i =
1 . . . N), and Eϑ[.|Yi, i = 1 . . . N ] denotes the expectation conditionally on the
observed sample, for ϑ = ϑ.
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Younes (1989) proposed to approximate this expectation using with mk
of simulations per iteration. To be precise, he considered the sequence :
ϑˆk = ϑˆk−1 + γk
1
mk
mk∑
m=1
d
dϑ
logL(ηm,i,Yi,i=1...N)(ϑˆk−1),
where ηk,m (m = 1 . . .mk) is a sample of the random effects simulated
conditionally on the observed sample (Yi, i = 1 . . . N), for ϑ = ϑˆk−1. Using
general results of the Robbins Monroe procedure, Delyon et al. (1999) showed
that this algorithm converges almost surely 1 to a maximum (local or global)
of the observed log-likelihood, if γk is such that 0 6 γk 6 1,
∑∞
k=1 γk = ∞
and
∑∞
k=1 γ
2
k <∞. This algorithm can easily be coupled by an MH algorithm
for the simulations of ηk,m.
Unfortunately, this algorithm can be trapped in local maxima. In order to
avoid local traps, Gelfand and Mitter (1991) proposed a perturbed stochastic
steepest ascent algorithm. To be precise, they proposed the following algorithm
in order to maximise a general function U(.) :
ϑ˜k = ϑˆk−1 − ak( d
dϑ
U(ϑk−1) + ξk) + bkσ(ϑˆk−1)Wk,
ϑˆk+1 = 1[ϑ˜k ∈ Θ]ϑ˜k + (1− 1[ϑ˜k ∈ Θ])ϑˆk−1,
where ξk and Wk are random variables and ak and bk are positive numbers
which tend to zero when k tends to infinity. They showed that this perturbed
steepest ascent algorithm converges in probability to the global maxima of
the objective function in the following theorem.
Theorem 4.2.1. (Gelfand and Mitter, 1991)
Gelfand and Mitter (1991) consider the following assumptions.
A1 (assumptions on Θ) : Θ is a closed ball such that Θ = {θ; ‖θ‖ 6 r},
where ‖.‖ denotes the Euclidean norm.
A2 (assumptions on ak and bk) : ak = Ak , b
2
k =
B
k log log k
, k large, where
A and B are positive constants such that A/B is bounded by constant
depending on the oscillations of U .
A3 (assumptions on ξk) : There is an α > −1 and a β > 0 such that :
1. E[ξk|Fk] = O(1/kβ) as k → +∞ uniformly a.s.
2. E[‖ξk‖2|Fk] = O(1/kα) as k → +∞ uniformly a.s.
3. ξk = 0 when ‖ϑˆk‖ > r1 a.s.,
where Fk denotes the σ-field generated by {ϑ0, ξ0, ...ξk−1,W0, . . . ,Wk−1}
and where r1 is such that 0 < r1 < r (typically r − r1 << 1).
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A4 (assumptions on the random perturbation) : Wk is simulated ac-
cording to a standard normal distribution, independent of Fk for all k,
σ(.) is a Lipschitz continuous function from Θ to [0, 1] with
σ(ϑ) = 1 for ‖ϑ‖ 6 r1
σ(ϑ) ∈]0, 1] for r1 6 ‖ϑ‖ < r
σ(ϑ) = 0 for ‖ϑ‖ = r.
A5 (assumptions on the objective function) : U(.) is a twice continuously
differentiable function from Θ to ]−∞ : 0], that admits a unique glo-
bal maximum such that maxU(ϑ) = 0. Besides,
〈
dU(ϑ)
dϑ
, ϑ
〉
< 0 for
‖ϑ‖ > r0, where r0 is such that 0 < r0 < r1 < r (typically r− r0 << 1),
and for  > 0,pi has a unique weak limit as → 0, where
dpi(ϑ) =
1
C
exp(2U(ϑ)/2)dϑ, C =
∫
Θ
exp(2U(ϑ)/2)dϑ.
Under the assumptions A1, A2, A3, A4 and A5, the perturbed stochastic
gradient algorithm converges in probability to the global maximum of the
function U (noted ϑM) :
ϑˆk
p.−→
k→+∞
ϑM.
By application of this algorithm to the SNP likelihood maximisation, we
proposed the following algorithm : at iteration k, given the current estimate
ϑˆk−1, the proposed algorithm compute a new estimate ϑ˜k as :
ϑ˜k = ϑˆk−1 + γk
1
mk
mk∑
m=1
d
dϑ
logL(ηm,i,Yi,i=1...N)(ϑˆk−1) + bkσ(ϑˆk−1)Wk,
where ηk,m (m = 1 . . .mk) is a sample of the random effects simulated
conditionally on the observed sample (Yi, i = 1 . . . N) for ϑ = ϑˆk−1, Wk is
a sequence of independent scaled and normalized random variables, bk is a
sequence of positive numbers with bk −→
k→+∞
0 and σ(.) is a function with
values in [0 : 1]. This new estimate ϑ˜k is then accepted only if it is included
in the set of all possible values (noted Θ) :
ϑˆk = ϑ˜k1[ϑ˜k ∈ Θ] + ϑˆk−1(1− 1[ϑ˜k ∈ Θ]).
The convergence properties of this algorithm are studied in the following
section.
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4.3 Convergence properties
By application to the theorem 4.2.1 of (Gelfand and Mitter, 1991), the
following theorem shows that the proposed algorithm converges in probability
to the global maxima of the SNP log-likelihood.
Theorem 4.3.1. We consider the following assumptions.
A3’ (assumptions on mk) : mk is proportional to kα where α > −1.
A6 (assumptions on the complete log-likelihood gradient) : For each
q, q = 1 . . . Q, we assume that :∫
d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)(q)L
(ηi,Yi,i=1...N)(ϑˆk)dη1 . . . dηN
and ∫
d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)(q)
2L(ηi,Yi,i=1...N)(ϑˆk)dη1 . . . dηN
are bounded uniformly w.p.1., where v(q) denotes the qth component of
a vector v. Besides, when ‖ϑ‖ > r1, we assume that :
d
dϑ
logL(ϑ) =
1
mk
mk∑
m=1
d
dϑ
logL(ηi,Yi,i=1...N)(ϑ).
Under the assumptions A1, A2, A3’, A4, A5 and A6, the perturbed stochastic
gradient algorithm converges in probability to the global maxima of the SNP
log-likelihood (noted ϑM) :
ϑˆk
p.−→
k→+∞
ϑM.
Proof. The proof relies on the theorem 4.2.1 of Gelfand and Mitter (1991).
We show that under assumptions A3’ and A6, the assumption A3 of theorem
4.2.1 is satisfied.
Here our context, ξk is defined as :
ξk =
1
mk
mk∑
m=1
d
dϑ
logL(ηim,Yi,i=1...N)(ϑˆk−1)− d
dϑ
logL(ϑˆk−1)
=
1
mk
mk∑
m=1
d
dϑ
logL(ηim,Yi,i=1...N)(ϑˆk−1)
−E[ d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk−1)|Yi, i = 1 . . . N,Fk],
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by the Fisher identity. The first item of assumption A3 is checked because
E[ξk|Fk] = 0. To prove the second item, we see that
E[‖ξk‖2|Fk] = 1
mk
Q∑
q=1
var[
d
dϑ
logL(ηi,Yi,i=1...N)(ϑk)(q)|Fk].
Under the assumption A6, all the variances are bounded uniformly a.s. and
then
E[‖ξk‖2|Fk] = O( 1
mk
) uniformly a.s.
Under the assumption A3’, mk is proportional to kα and then the second
item is satisfied. Finally, under the assumption A6, the last item of A3 is
satisfied and the theorem is proved.
4.4 Coupling with a Metropolis-Hastings algo-
rithm
In practice, it is generally difficult to simulate the random effects ηi,m, i =
1 . . . N,m = 1 . . .mk conditionally on the observed sample (Yi, i = 1 . . . N)
for ϑˆk−1, because the density of this distribution only known up to a multipli-
cative constant. In that case, the random effects can be simulated via a MH
algorithms : at each iteration k, we draw mk samples (η
(k)
i,m, i = 1 . . . N,m =
1 . . .mk) from a finite number Ik of iterations of a MH with the random effects
distribution conditional to the observed sample as invariant distribution and
initial state (ηi,k−1, i = 1 . . . N). We denote Πϑk−1(.) the transition kernel of
the MH algorithm.
The following theorem guarantees the convergence of this perturbed sto-
chastic gradient algorithm coupled with a MH algorithm.
Theorem 4.4.1. We consider the following assumptions :
A3” (assumptions on Ik) : Ik is proportional to kβ where β > 0.
A3”’ (assumptions on the transition kernel Πθk−1) : Πϑˆk−1 is uniformly
pη|Y,ϑˆk(dηi; yi, i = 1 . . . N)-almost surely geometrically ergodic, i.e. :
there exist constants ρ < 1 and C1 <∞, such that :
‖ΠIk
ϑˆk
(ηi,k,0, dηi, i = 1 . . . N)− pη|Y,ϑˆk(ηi; yi, i = 1 . . . N)‖TV 6 C1ρIk .
A7 (assumptions on the complete log-likelihood gradient) : there is
a positive constant C2, such that for every ϑ ∈ Θ and (ηi, i = 1 . . . N) ∈
RP×N :
‖ d
dϑ
logL(ηi,Yi,i=1...N)(ϑ)‖ 6 C2 a.s uniformly.
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Besides, when ‖ϑ‖ > r1, we suppose that :
d
dϑ
logL(ϑ) =
1
mk
mk∑
m=1
d
dϑ
logL(ηi,Yi,i=1...N)(ϑ).
Under the assumptions A1, A2, A3’, A3”, A3”’, A4, A5 and A7, the perturbed
stochastic gradient algorithm coupled with an MH algorithm converges in
probability to the global maxima of the SNP log-likelihood (noted ϑM) :
ϑˆk
p.−→
k→+∞
ϑM.
Proof. The plan of the proof is the same as for theorem 4.3.1 : we show that
under assumptions A3”, A3” ’ and A7, the assumption A3 of theorem 4.2.1 of
Gelfand and Mitter (1991) is met. The random variable ξk is defined as in
the preceding theorem, except that the ηi,k,m are resulting from Ik iterations
of an MH algorithm.
Let’s show the first item of A3 : there is a β > 0, such that E[ξk|Fk] =
O(1/kβ) as k →∞ uniformly a.s.
‖E[ξk|Fk]‖ = ‖ 1
mk
mk∑
m=1
E[
d
dϑ
logL(ηi,k,m,Yi,i=1...N)(ϑˆk)|Fk]
−E[ d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)|Fk]‖
= ‖ 1
mk
mk∑
m=1
∫
RP×N
d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)
×ΠIk
ϑˆk
(ηi,k−1,m, dηi, i = 1 . . . N)
−
∫
d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)pη|Y,ϑˆk(dηi; yi, i = 1 . . . N)‖
6 1
mk
mk∑
m=1
‖
∫
d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)Π
Ik
ϑˆk
(ηi,k,0, dηi)
−
∫
d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)pη|Y,ϑˆk(dηi; yi, i = 1 . . . N)‖.
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Under the assumption A7, it implies :
‖E[ξk|Fk]‖ 6 C2
mk
mk∑
m=1
‖
∫
ΠIk
ϑˆk
(ηi,k,0, dηi, i = 1 . . . N)
−
∫
pη|Y,ϑˆk(dηi; yi, i = 1 . . . N)‖
6 C2
mk
mk∑
m=1
‖ΠIk
ϑˆk
(ηi,k,0, dηi, i = 1 . . . N)
−pη|Y,ϑˆk(dηi; yi; i = 1 . . . N)‖TV .
Finally, with assumption A3” ’, it implies :
‖E[ξk|Fk]‖ 6 C1C2
mk
mk∑
m=1
ρIk
6 C1C2ρIk .
As Ik = kβ with β > 0 by assumption A3”, the first item of A3 is satisfied.
To prove the second item of A3, we see that :
E[‖ξk‖2|Fk] =
P∑
p=1
var[ξk(p)|Fk] + E[ξk(p)|Fk]2,
where ξk(p) denotes the component p of the vector ξk. Since ‖E[ξk|Fk]‖ is
bounded uniformily a.s., it is sufficient to show that var[ξk(p)|Fk] is uniformly
bounded a.s. for all p, p = 1 . . . P .
var[ξk(p)|Fk] = var
[ 1
mk
mk∑
m=1
d
dϑ
logL(ηi,k,m,Yi,i=1...N)(ϑk)(p)
−E[ d
dϑ
logL(ηi,Yi,i=1...N)(ϑˆk)(p)|Fk]|Fk
]
=
1
mk
mk∑
m=1
var[
d
dϑ
logL(ηi,k,m,Yi,i=1...N)(ϑˆk)(p)|Fk],
because conditionally on Fk, the ηi,k,m are independant. Under the assumption
A7, it implies that var[ξk(p)|Fk] is bounded uniformly a.s. and then proves
the second item A3. Under A7, the third item of A3 is satisfied and then the
theorem is proved.
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4.5 Link with the EM algorithm
Thanks to the Fisher identity, the perturbed stochastic gradient algorithm
can be seen as a perturbed EM algorithm with unexplicit E and M steps.
More precisely, the algorithm is equivalent to an EM algorithm with :
E step Q(ϑ) is approximated by mk simulations of the random effects :
Qˆ(ϑ) =
1
mk
logL(ηi,m,Yi,i=1...N)(ϑ),
M step Qˆ is maximized by one iteration of the gradient algorithm :
ϑ˜k = ϑˆk−1 + γk
d
dϑ
Q(ϑˆk−1),
perturbation step
ϑˆk+1 = ϑ˜k + bkσ(ϑˆk−1),
if ϑ˜k + bkσ(ϑˆk−1) belongs to Θ, else
ϑˆk+1 = ϑˆk.
4.6 Conclusion and perspectives
We proposed a perturbed stochastic gradient algorithm that can be used
to compute the global maximum of the SNP likelihood. The condition for its
convergence in probability are established, within the SNP framework. More
investigations must be performed to discuss these conditions and assess the
practical performance of the algorithm.
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Chapitre 5
Discussion générale
La thèse est consacrée à l’évaluation des méthodes non-paramétriques (NP)
en vue de leur utilisation par l’industrie Pharmaceutique pour les analyses de
Pharmacocinétiques (PK) et/ou de Pharmacodynamie (PD) de population.
Elle a donné lieu a plusieurs productions scientifiques, qui sont listées dans
l’annexe A.
La thèse s’intéresse plus particulièrement à quatre méthodes NP (par
méthode nous entendons un estimateur associé à un algorithme de calcul) :
la méthode « Nonparametric Maximum Likelihood » (NPML) de Mallet
(1986), la méthode « Nonparametric Expectation Maximisation » (NPEM)
de Schumitzky (1991), la méthode « Smooth Nonparametric » (SNP) de
Davidian and Gallant (1993) et la méthode non-paramétrique du logiciel
NONMEM (Boeckmann et al., 2006, 2008), abrégée NPNM. L’évaluation
de ces méthodes porte notamment sur leur capacité à détecter des écarts à
la normalité des effets aléatoires. Ces méthodes NP sont comparées à une
procédure de détection paramétrique basée sur la distribution empirique des
« Empirical Bayes Estimates » (EBEs).
Grâce à de nombreuses études de simulations, notre travail de thèse
confirme que la distribution empirique des EBEs n’est fiable que lorsque
le η-shrinkage est faible (inférieur ou égal à 10%, d’après nos études). Au
contraire, il montre que la distribution empirique des EBEs ne permet pas une
bonne détection des écarts à la normalité quand le η-shrinkage est important
(supérieur à 20%, d’après nos études) à cause de données sparses ou d’un plan
d’expérience déséquilibré. Dans ce contexte, nous montrons que les méthodes
NP sont généralement plus adéquates. Selon la complexité du modèle PK et/ou
PD et l’importance du η-shrinkage, nos travaux indiquent que les méthodes
NP ne sont pas équivalentes. Ces différences sont discutées ci-dessous.
La méthode NPNM propose un estimateur discret dont les points du
support sont les EBEs (calculés selon le modèle paramétrique). Seules les
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fréquences de ces points de support maximisent la vraisemblance NP (les
points de support restant fixés). L’implémentation de cette méthode est très
facile pour les pharmacocinéticiens car elle requiert juste quelques lignes
dans le fichier de commandes du logiciel NONMEM, logiciel de référence
dans l’industrie Pharmaceutique. De plus, son calcul est assez rapide car la
vraisemblance NP est explicite et la maximisation par rapport aux fréquences
est un problème d’optimisation convexe. Toutefois, cette méthode n’est pas
complètement satisfaisante car elle peut être affectée par le η-shrinkage
puisque ses points du support sont les EBEs. Grâce à de nombreuses études
de simulation, nos travaux ont permis de donner quelques indications sur
le cadre d’application de la méthode NPNM pour les analyses PK et/ou
PD de population. D’après nos études, quand le η-shrinkage est inférieur
à 35%, la méthode NPNM est assez satisfaisante. Cependant, quand le η-
shrinkage est très important (supérieur à 45% d’après nos études), la méthode
NPNM montre des faiblesses certaines : par exemple, elle apparaît incapable
de détecter une sous-population (de proportion 15%) de patients faiblement
répondeurs à un traitement antidiabétique (voir chapitre 3). Il faut néanmoins
noter que, pour des raisons pratiques, nous avons souvent utilisé la méthode
« First Order » (FO) pour calculer les effets fixes et les EBEs, malgré le biais
bien connu de cette méthode. On peut se demander quel est l’impact du choix
de FO sur les mauvaises performances de NPNM : en effet, Savic et al. (2009)
montrent que NPNM calculé après « First Order Conditional Estimation »
(FOCE) ou « First Order Conditional Estimation with Interaction » (FOCEI)
fournit souvent de meilleurs résultats que NPNM calculé après FO. Afin
d’évaluer l’impact du choix de FO, nous avons comparé les résultats de
NPNM après FO et FOCE sur quelques jeux de données au chapitre 3 :
l’utilisation de FOCE n’améliore que faiblement les résultats et ne permet
pas de détecter la sous-population mentionnée plus haut. Ainsi, les mauvaises
performances de NPNM quand le η-shrinkage est très important semblent
principalement inhérentes à la méthode elle-même qui utilise les EBEs comme
points de support.
Dans ce contexte, les méthodes NPML et NPEM sont attractives. En
effet, ces méthodes calculent un estimateur discret dont à la fois les points du
support et les fréquences maximisent la vraisemblance NP (qui est explicite).
La méthode NPML est inspirée d’un algorithme proposé dans le cadre de la
planification d’expérience par Fedorov (1972). La méthode NPEM est basée
sur une généralisation de l’algorithme EM (Dempster et al., 1977).
Lindsay (1983) montre que cet estimateur est le maximum de la vraisemblance
sur l’ensemble des distributions de probabilité. De plus, la convergence de
cet estimateur est établie sans faire aucune hypothèse sur la distribution
des variables PK et/ou PD (Pfanzagl, 1988). Il faut cependant noter que ce
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résultat de convergence considère qu’il n’y a pas d’effet fixe inconnu. Cette
hypothèse est peu réaliste en PK et/ou PD de population où au moins la
variance de l’erreur résiduelle est inconnue. Lai and Shih (2003) tentent
d’étendre ce résultat au maximum de vraisemblance conjoint des effets fixes
et de la distribution des effets aléatoires. Ils obtiennent la convergence de cet
estimateur quand le nombre de mesures par individu tend vers l’infini pour
une part croissante d’individus de l’échantillon. Malheureusement, à notre
connaissance, les propriétés asymptotiques de cet estimateur sont inconnues
quand le nombre de mesures par individu est faible. Ainsi dans la thèse,
nous avons utilisé l’estimateur paramétrique des effets fixes qui est apparu
satisfaisant pour l’ensemble de nos études.
Afin de renseigner les performances de NPML et NPEM et de donner des
ordres de grandeur sur leur temps de calcul, ces méthodes ont été implé-
mentées en C++. Avant de commenter les résultats obtenus, il convient de
faire quelques remarques concernant cette implémentation. Tout d’abord,
elle n’est certainement pas optimale : une optimisation du code informatique
permettrait sans doute d’améliorer les temps de calcul. De plus, le choix
de l’initialisation et du critère d’arrêt de ces algorithmes, fait de manière
empirique dans la thèse, pourrait également être optimisé. En particulier,
l’initialisation choisie pour les algorithmes NPML et NPEM mérite d’être dis-
cutée. Les algorithmes NPML et NPEM étant des algorithmes déterministes
de maximisation de la vraisemblance au voisinage du point d’initialisation,
il est préférable de les initialiser avec un estimateur qui appartient au bas-
sin d’attraction du maximum de la vraisemblance. Ainsi, en pratique, il est
recommandé de choisir un estimateur réaliste (i.e. qui a une vraisemblance
assez élevée). Par ailleurs, pour des raisons pratiques évidentes, cet estimateur
doit être facile et rapide à calculer. Dans ce cadre, l’estimateur NPNM est
un bon candidat : les EBEs sont des points du support raisonnables (ils sont
même optimaux quand l’information individuelle est riche) et l’optimisation
des fréquences permet une bonne augmentation de la vraisemblance. De plus,
NPNM est, par construction, bien plus rapide que NPML et NPEM. Enfin,
la démarche qui consiste à utiliser le résultat d’un algorithme rapide pour en
initialiser un autre plus long, s’avère souvent efficace : pour calculer l’estima-
teur du maximum de vraisemblance paramétrique par exemple, il est fréquent
d’utiliser l’estimation FO de NONMEM, grossière mais rapide, pour initialiser
la méthode FOCEI qui est plus sensible à l’initialisation et coûteuse en temps
de calcul. Dans un contexte de comparaison des méthodes, il est clair que ce
choix d’initialisation donne un avantage à NPML et NPEM. Cet avantage
doit être toutefois relativisé. En effet, nous avons vérifié que les résultats
des algorithmes NPML/NPEM initialisés avec la distribution empirique des
EBEs sont semblables à ceux des algorithmes NPML/NPEM initialisés avec
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NPNM, en termes de maximisation de la vraisemblance et d’estimation de
la distribution des effets aléatoires. Seuls les temps de calcul sont différents,
en particulier pour NPEM : par exemple, pour l’analyse PK/PD décrite au
chapitre 3, le temps de calcul moyen de NPEM initialisé avec NPNM est
de 4h13 vs 6h30 pour NPEM initialisé avec la distribution empirique de
EBEs. Ce gain de temps de calcul explique que nous ayons choisi NPNM pour
initialiser NPML et NPEM.
Dans ces conditions d’étude, les méthodes NPML et NPEM atteignent tou-
jours de meilleures vraisemblances que la méthode NPNM. Cependant, quand
la taille d’échantillon est faible (inférieure ou égale à 100 individus, d’après
nos études) ou quand l’information individuelle n’est pas sparse, nos travaux
suggèrent que cette amélioration de la vraisemblance a peu d’impact sur la
qualité d’estimation des effets aléatoires. Au contraire, quand le η-shrinkage est
important (supérieur à 20% d’après nos études) et que la taille de l’échantillon
est grande (supérieure à 200 individus, d’après nos études), les estimations
calculées par NPML/NPEM sont généralement sensiblement meilleures que
pour NPNM. Cette supériorité apparaît particulièrement importante quand
le η-shrinkage est supérieur à 45%.
La dernière méthode étudiée est SNP. Cette méthode est attrayante car
elle calcule un estimateur dont la convergence est établie sous des conditions
qui semblent peu restrictives en PK et/ou PD de population (concernant
principalement la régularité de la vraie distribution des effets aléatoires). Cet
estimateur est un estimateur du maximum de vraisemblance sur un espace
de densités, dites « smooth » s’écrivant comme le produit d’un polynôme au
carré et de la densité normale. Ainsi, la méthode SNP fournit une estimation
de la distribution des effets aléatoires qui est continue par rapport à la mesure
de Lebesgue. Cette continuité a plusieurs avantages : en particulier, elle peut
faciliter l’interprétation des résultats. Cependant, elle a un inconvénient ma-
jeur : elle rend la vraisemblance non-explicite pour les modèles non-linéaires
à effets mixtes. Ainsi, le calcul de l’estimateur SNP n’est pas aisé pour les
analyses PK et/ou PD de population. Dans la thèse, ce calcul a été effectué
en utilisant le code nlmix (en Fortran 77) développé par Davidian and Gallant
(1993) (téléchargeable gratuitement depuis StatLib), qui calcule un maximum
(global ou local) de la log-vraisemblance approchée par des quadratures.
Dans nos études de simulation, la méthode SNP a globalement donné de très
bons résultats en terme d’estimation de la distribution des effets aléatoires :
en particulier, elle est souvent apparue comme la méthode la moins biaisée
(i.e. avec la meilleure exactitude). Son principal inconvénient semble être
une grande variance (i.e. imprécision), mais nous supposons qu’une part de
cette imprécision est due la maximisation grossière de la vraisemblance, dans
nos conditions d’études. En effet, nous ne maximisons ici que localement
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une vraisemblance approchée, probablement multimodale. Pour remédier à
ce problème, nous proposons dans le chapitre 4 un algorithme permettant
de maximiser, de manière globale, la vraisemblance exacte de SNP. Nous
montrons sa convergence en probabilité vers le maximum global de la vrai-
semblance SNP, cependant ses performances pratiques restent à évaluer.
Pour finir, notons que la thèse s’est restreinte à l’étude de quatre mé-
thodes NP, choisies pour leurs propriétés statistiques intéressantes ou leur
facilité d’utilisation au sein de l’industrie Pharmaceutique. Toutefois, d’autres
méthodes NP ont été proposées pour l’analyse de données PK et/ou PD de
population : entre autres, une méthode NP basée sur des log-splines (Kuhn,
2003), une méthode NP discrète basée sur une grille adaptative (Jelliffe, 2007)
et une méthode NP discrète nommée « extended-grid » (Savic, 2008). Ces
méthodes mériteraient d’être évaluées à leur tour. Cela n’a pu être fait au
cours de la thèse, mais nous espérons que nos travaux, en proposant plu-
sieurs configurations et critères d’évaluation des méthodes NP, permettront
de faciliter l’évaluation des méthodes NP existantes et à venir.
Conclusion
A l’issue de ce travail, nous recommandons l’utilisation des méthodes
NP pour les études PK et/ou PD de population réalisées au sein de l’in-
dustrie Pharmaceutique, en particulier lorsque le η-shrinkage est important.
La méthode NPNM semble actuellement la plus facile à utiliser car elle est
disponible dans le logiciel NONMEM, logiciel couramment utilisé dans l’in-
dustrie Pharmaceutique, et qu’elle est peu coûteuse en temps de calcul. Afin
de faciliter l’utilisation de cette méthode dans l’industrie Pharmaceutique,
l’annexe B de la thèse fournit un exemple simple d’implémentation et d’ana-
lyse de NPNM. La thèse montre cependant que cette méthode est limitée
quand le η-shrinkage est très important. Dans ce cas, les méthodes NPEM et
SNP apparaissent plus satisfaisantes. Cependant, leur utilisation au sein de
l’industrie Pharmaceutique paraît actuellement plus compliquée.
Pour finir, il nous semble important de souligner que le travail de thèse
s’est principalement intéressé aux méthodes NP en tant qu’outil diagnostique
pour détecter des écarts à la normalité des effets aléatoires. A ce jour, plus de
recherches semblent nécessaires pour permettent une utilisation des méthodes
NP pour l’ensemble de la procédure de développement du modèle NLME.
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Annexe B
An example of NP in NONMEM
B.1 Implementation of NP in NONMEM
The NP estimation (abbreviated NPNM) can be performed in the version
VI of NONMEM. The code to implement NPNM is quite straightforward :
it suffices to add the following line in the control file NONMEM, after the
$ESTIMATION instruction :
$NONPARAMETRIC
This instruction allows to compute the vector DEN_ and the matrix CDEN_
that consist respectively in the probability and the marginal cumulative
distribution functions (cdf) of NPNM. In order to store these results, the
following lines can be added to the $PK part of the NONMEM control file :
DN = DEN_
CDN1 = CDEN_(1)
CDN2 = CDEN_(2)
...
CDNP = CDEN_(P) ; where P is the number of random effects
and the following line in the $TAB part of the NONMEM control file :
DN CDN1 CDN2 ... CDNP
The interpretation of the NPNM subroutine is not obvious. Some summary
statistics and graphs are often necessary. Such summary statistics and graphs
are not standard and generally require some simple implementations. Here
are provided some commands in R (or Splus with slight modifications) that
can be useful to analyse NPNM.
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B.2 Analysis of NPNM results
B.2.1 Some summary statistics
To interpret the results of NPNM with R, the file .TAB, that contains the
EBEs (here named ETA1 and ETA2) has to be stored in the R workspace,
for example with the code :
> file.tab = "C :\\NP_EXAMPLE.TAB"
> NP.tab = read.table(file.tab,header=T,skip=1)
> NP=NP.tab[duplicated(NP.tab$"ID")==F,]
;keeps one single line per individual
Means The means of NPNM can be easily be computed in R, using the
code :
> meanEta1=sum(NP$ETA1*NP$DN)
> meanEta1
[1] -0.078905
> meanEta2=sum(NP$ETA2*NP$DN)
> meanEta2
[1] -0.01628006
Variances, covariance, correlation The following code allows to compute
the variance, covariance and correlation coefficient of NPNM in R.
> varEta1 = sum(NP$ETA1^2*NP$DN)-meanEta1^2
> varEta1
[1] 0.1486383
> varEta2 = sum(NP$ETA2^2*NP$DN)-meanEta2^2
> varEta2
[1] 0.1695372
> covEta1Eta2 = sum(NP$ETA1*NP$ETA2*NP$DN)-meanEta1*meanEta2
> covEta1Eta2
[1] 0.007280042
> corrEta1Eta2 = covEta1Eta2/sqrt(varEta1)/sqrt(varEta2)
> corrEta1Eta2
[1] 0.0458602
Skewness and Kurtosis Skewness and Kurtosis are statistics developed
to quantify respectively the asymetry and the « peakedness » of a distribution.
These statistics can be easily computed in R, using the following code.
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> centeredEta1 = NP$ETA1-meanEta1
> skewnessEta1 = sum(NP$DN*centeredEta1^3)
/(sum(NP$DN*centeredEta1^2))^(3/2)
> skewnessEta1
[1] -0.4504003
> centeredEta2 = NP$ETA2-meanEta2
> skewnessEta2 = sum(NP$DN*centeredEta2^3)
/(sum(NP$DN*centeredEta2^2))^(3/2)
> skewnessEta2
[1] -0.4187896
> kurtosisEta1 = sum(NP$DN*centeredEta1^4)
/(sum(NP$DN*centeredEta1^2))^2-3
> kurtosisEta1
[1] -0.9826207
> kurtosisEta2 = sum(NP$DN*centeredEta2^4)
/(sum(NP$DN*centeredEta2^2))^2-3
> kurtosisEta2
[1] -0.1849893
B.2.2 Some graphs
Plots of the marginal cumulative distribution functions (cdf) The
following code allows to plot the marginal cdf of ETA1 and ETA2 (the
resulting graph is displayed in figure B.1).
> par(mfrow=c(2,1))
> #ETA1
> eta=rep(NP$ETA1,2)
> o=order(eta)
> eta=eta[o]
> cdf=rep(NP$CDN1,2)
> cdf=c(0.0,cdf[o][1 :(length(cdf)-1)])
> plot(eta,cdf,type=’l’,xlab="ETA1",ylab="Probability")
> gaussianCdf = pnorm(eta,mean=meanEta1,sd=sqrt(varEta1))
> lines(eta,gaussianCdf,col=8)
> #ETA2
> eta=rep(NP$ETA2,2)
> o=order(eta)
> eta=eta[o]
> cdf=rep(NP$CDN2,2)
> cdf=c(0.0,cdf[o][1 :(length(cdf)-1)])
> plot(eta,cdf,type=’l’,xlab="ETA2",ylab="Probability")
> gaussianCdf = pnorm(eta,mean=meanEta2,sd=sqrt(varEta2))
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> lines(eta,gaussianCdf,col=8)
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Figure B.1 – NP marginal cdf of ETA1 and ETA2 (in black) with the cdf of
a normal distribution with same mean and variance (in blue).
Plots of marginal probabilities The following code allows to plot the
probabilities and support points of ETA1 and ETA2 (the resulting graph is
displayed in figure B.2).
> par(mfrow=c(2,1))
> #ETA1
> plot(c(min(NP$ETA1),max(NP$ETA1)),c(0,max(NP$DN)),
> type=’n’,xlab="ETA1",ylab="probability")
> for(i in 1 :length(NP$ETA1)){
> lines(rep(NP$ETA1[i],2),c(0,NP$DN[i]))
> }
> #ETA2
> plot(c(min(NP$ETA2),max(NP$ETA2)),c(0,max(NP$DN)),
> type=’n’,xlab="ETA2",ylab="probability")
> for(i in 1 :length(NP$ETA2)){
> lines(rep(NP$ETA2[i],2),c(0,NP$DN[i]))
> }
The following code provides a « bubble plot » of the support points and
frequencies of the NPNM distribution (the resulting graph is displayed in
figure B.3).
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Figure B.2 – NP support points and probabilities of ETA1 and ETA2.
> plot(NP$ETA1,NP$ETA2,pch=".",xlab="ETA1",ylab="ETA2",
ylim=c(-1.25,1.25))
> symbols(NP$ETA1,NP$ETA2, circle=NP$DN,add=TRUE,fg=1,bg=FALSE)
As the graphs of probabilities and support points can be difficult to
interpret, some histograms or smoothed versions of NPNM can be useful.
Plots of marginal histograms The marginal histograms of NPNM can
be plotted in R using the following code (the resulting graph is displayed in
figure B.4).
> numberOfClasses=10
> hist = hist(NP$ETA1,plot=FALSE,breaks=numberOfClasses)
> nbreaks=length(hist$breaks)
> for(i in 1 :nbreaks-1){
> hist$counts[i]=sum(NP$DN[NP$ETA1>hist$breaks[i]
& NP$ETA1<hist$breaks[i+1]])
> }
> par(mfrow=c(1,2))
> barplot(height=hist$counts,xlab="ETA1",ylab="Probability",space=0.0)
> axis(1,at=seq(from=0,to=length(hist$breaks)-1,by=1),lab=hist$breaks)
> #ETA2
> hist = hist(NP$ETA2,plot=FALSE,breaks=numberOfClasses)
> nbreaks=length(hist$breaks)
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Figure B.3 – Bubble plot of NPNM.
> for(i in 1 :nbreaks-1){
> hist$counts[i]=sum(NP$DN[NP$ETA2>hist$breaks[i]
& NP$ETA2<hist$breaks[i+1]])
> }
> barplot(height=hist$counts,xlab="ETA2",ylab="Probability",space=0.0)
> axis(1,at=seq(from=0,to=length(hist$breaks)-1,by=1),lab=hist$breaks)
Plots of marginal smoothed probability density functions The mar-
ginal smoothed densities of NPNM can be plotted in R using the following
code (the resulting graph is displayed in figure B.5).
> par(mfrow=c(1,2))
> bandWidth = 0.1
> #ETA1
> maxEta=max(abs(min(NP$ETA1)),abs(max(NP$ETA1)))
> eta=seq(from=-maxEta,to=maxEta,by=maxEta/100)
B.2. ANALYSIS OF NPNM RESULTS 143
ETA1
P
ro
ba
bi
lit
y
0.
00
0.
05
0.
10
0.
15
0.
20
-1 -0.6 -0.2 0.2 0.6
ETA2
P
ro
ba
bi
lit
y
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
-1.4 -1 -0.6 -0.2 0.2 0.6 1
Figure B.4 – NPNM marginals histograms of ETA1 and ETA2.
> smoothedDensity = rep(0.0,length(eta))
> for(i in 1 :length(NP$ETA1)){
> gaussianKernel = dnorm(eta, mean=NP$ETA1[i], sd=bandWidth)
> smoothedDensity = smoothedDensity + NP$DN[i]*gaussianKernel
> }
> plot(eta,smoothedDensity,type=’l’,xlab="ETA1", ylab="Smoothed pdf")
> #ETA2
> maxEta=max(abs(min(NP$ETA2)),abs(max(NP$ETA2)))
> eta=seq(from=-maxEta,to=maxEta,by=maxEta/100)
> smoothedDensity = rep(0.0,length(eta))
> for(i in 1 :length(NP$ETA2)){
> gaussianKernel = dnorm(eta, mean=NP$ETA2[i], sd=bandWidth)
> smoothedDensity = smoothedDensity + NP$DN[i]*gaussianKernel
> }
> plot(eta,smoothedDensity,type=’l’,xlab="ETA2", ylab="Smoothed pdf")
The weakness of the histograms and the smoothed densities graphs is that
they require an arbitrary choice for the number of classes in the histogram
or the width of the kernel for smoothed densities. These parameters have
an high influence on the shape of the density. For example, the figure B.6
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Figure B.5 – NPNM marginals smoothed pdf of ETA1 and ETA2.
displays the smoothed marginal densities of ETA1 and ETA2 when a low
width of the Gaussian kernel is chosen.
Plots of jointed smoothed probability density functions The follo-
wing code allows to plot an image of the jointed smoothed probability function
of ETA1 and ETA2 (the resulting graph is displayed in figure B.7)
> bandWidth1=0.1
> bandWidth2=0.1
> maxEta1=max(abs(min(NP$ETA1)),abs(max(NP$ETA1)))+0.5
> eta1=seq(from=-maxEta1,to=maxEta1,by=maxEta1/50)
> maxEta2=max(abs(min(NP$ETA2)),abs(max(NP$ETA2)))+0.5
> eta2=seq(from=-maxEta2,to=maxEta2,by=maxEta2/50)
> eta1.grid = rep(eta1,length(eta2))
> eta2.grid = rep(eta2,length(eta1))
> eta2.grid=sort(eta2.grid)
> smoothedDensity = rep(0.0,length(eta1.grid))
> for(i in 1 :length(NP$ETA2)){
> gaussianKernel = dnorm(eta1.grid, mean=NP$ETA1[i],
> sd=bandWidth1)*dnorm(eta2.grid, mean=NP$ETA2[i],
sd=bandWidth2)
> smoothedDensity = smoothedDensity + NP$DN[i]*gaussianKernel
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Figure B.6 – NPNM marginals smoothed pdf of ETA1 and ETA2.
> }
> smoothedDensity=matrix(smoothedDensity,
> nrow=length(eta1),ncol=length(eta2),byrow=F)
> par(mfrow=c(1,1))
> image(eta1,eta2,smoothedDensity,xlab="ETA1",ylab="ETA2",col=topo.colors(12))
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Figure B.7 – NPNM jointed smoothed pdf of ETA1 and ETA2.
Annexe C
Résumé
Résumé : La thèse étudie les méthodes non-paramétriques (NP) d’estima-
tion de la distribution des effets aléatoires d’un modèle non-linéaire à effets
mixtes. L’objectif est d’évaluer l’intérêt de ces méthodes pour les analyses
Pharmacocinétiques (PK) et/ou Pharmacodynamiques (PD) de population,
dans l’industrie Pharmaceutique.
Dans un premier temps, la thèse fait le point sur les propriétés statistiques
de quatre méthodes NP importantes. De plus, elle évalue leurs performances
pratiques grâce des études de simulation inspirées d’analyses PK de population.
L’intérêt des méthodes NP est établi, en théorie et en pratique.
Les méthodes NP sont ensuite évaluées pour l’analyse PK/PD de popu-
lation d’un médicament antidiabétique. L’objectif est d’évaluer la capacité
des méthodes à détecter une sous-population de patients non-répondeurs
au traitement. Des études de simulation montrent que deux méthodes NP
semblent plus aptes à détecter cette sous-population.
La dernière partie de la thèse est consacrée à la recherche d’algorithmes sto-
chastiques permettant d’améliorer le calcul des méthodes NP. Un algorithme
de gradient stochastique perturbé est proposé.
Mots clés : modèle non-linéaire à effets mixtes (NLME), non-paramétrique
(NP), Pharmacocinétique (PK), Pharmacodynamie (PD), NONMEM, NP
Maximum Likelihood (NPML), NP Expectation Maximisation (NPEM).
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Annexe D
Summary
Summary : This thesis studies non-parametric (NP) methods for the
estimation of random-effects’ distribution in non-linear mixed effect models.
The objective is to evaluate the interest of these methods for population
Pharmacokinetics (PK) and/or Pharmacodynamics (PD) analyses within
Pharmaceutical industry.
In a first step, the thesis reviews the statistical properties of four important
NP methods. Besides, their practical performances are evaluated using some
simulation studies, inspired from population PK analyses. The interest of
NP methods is established in theory and in practice. NP methods are then
evaluated for the population PK/PD analysis of an anti-diabetic drug. The
aim is to evaluate the methods abilities to detect a sub-population of non-
responder patients. Some simulation studies show that two NP methods seem
more capable of detecting this sub-population.
The last part of the thesis is dedicated to the research of stochastic algo-
rithms that improve the computation of NP methods. A perturbed stochastic
gradient algorithm is proposed.
Key-words : non-linear mixed effects models (NLME), non-parametric
(NP), NONMEM, Pharmacokinetics (PK), Pharmacodynamics (PD), NP
Maximum Likelihood (NPML), NP Expectation Maximisation (NPEM).
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