Sporadic-E (Es) is a layer of ionization that irregularly appears within the E region of the ionosphere and is known to generate an unusual propagation of very high frequency waves over long distances. The detailed spatial structure of Es remains unclear due to the limited spatial resolution in the conventional ionosonde observations. We detect midlatitude Es by interferometric synthetic aperture radar (InSAR), which can clarify the spatial structure of Es with unprecedented resolution. Moreover, we use the range split-spectrum method (SSM) to separate dispersive and nondispersive components in the InSAR image. While InSAR SSM largely succeeds in decomposing into dispersive and nondispersive signals, our results indicate that small-scale dispersive signals due to the total electron content anomalies are accompanied by nondispersive signals with similar spatial scale at the same locations. We also examine the effects of higher-order terms in the refractive index for dispersive media. Both of these detected Es episodes indicate that smaller-scale dispersive effects originate from higher-order effects. We interpret that the smaller-scale nondispersive signals could indicate the emergence of nitric oxide (NO) generated by the reactions of metals, Mg and Fe, with nitric oxide ion (NO + ) during the Es. 
Introduction
While the sporadic-E (Es) layer of the ionosphere has been attracting broad research interest since the 1930s (e.g., Whitehead 1989; Mathews 1998; Haldoupis 2011) , there still remain large uncertainties in the dynamics of the Es. Recently, global navigation satellite system (GNSS) receiver data have been used to derive the total electron content (TEC) along the microwave propagation path between the GNSS satellite and receiver. Taking advantage of the dense GNSS receiver network data in Japan, Heki (2014, 2015) derived the TEC anomalies associated with midlatitude Es episodes in Japan and demonstrated the detailed morphology and dynamics of Es. In terms of the spatial resolution in the observation of Es, however, satellite-based InSAR imaging is more advantageous than the GNSS network. Maeda et al. (2016) first succeeded in demonstrating an Es episode in Japan using both GNSS TEC and an InSAR image derived from the Advanced Land Observation Satellite/Phased Array L-band Synthetic Aperture Radar (ALOS/PALSAR). ALOS was launched in 2006 by the Japan Aerospace Exploration Agency (JAXA). Another advantage of InSAR imaging is that no receivers have to be deployed on the imaging area, whereas the temporal resolution of InSAR is seriously limited by the satellite's recurrence interval, which is 46 days in the case of ALOS/PALSAR. Maeda et al. (2016) attributed the phase anomalies in the InSAR image to the Es episode, given the nearly identical location of the phase anomalies in the InSAR data and those derived from the GNSS TEC data. We should note, however, that GNSS TEC is physically distinct from the InSAR phase anomaly, because the InSAR phase includes the dispersive signal due to TEC and the nondispersive phase delay that has been mostly attributed to polar molecules in the troposphere. In contrast to the dual frequency measurement by GNSS, SAR imaging has been performed with a single carrier frequency, and no operational corrections for the ionosphere have been conducted to date. However, it has been demonstrated that the range split-spectrum method (SSM) could virtually perform dual frequency imaging, thereby allowing for the possible operational correction of the dispersive effects (Brcic et al. 2010; Rosen et al. 2010; Gomba et al. 2016) .
Our first objective is to report the results of our application of the SSM to two Es episodes in Japan: the first episode is the one reported by Maeda et al. (2016) , and the second one is a new Es episode detected by ALOS2/ PALSAR2 launched in 2014, a follow-on mission of JAXA's ALOS/PALSAR. The second objective is to examine the impact of higher-order terms in the refractive index on the estimates of dispersive signals, which is motivated by the results based only on the conventional first-order refraction index.
Theory and processing methods

Generation of a single look complex image for SSM
While SAR imaging is performed with a single carrier frequency, f 0 , the actual waveform of each radar pulse is frequency modulated with its variable instantaneous frequency as a linear function of time. Therefore, it has a finite bandwidth, B w , on the order of 10-100 MHz in the frequency domain, which controls the range resolution (Fig. 1a, left) . The actual single look complex (SLC) image is base-banded, and the effect of the carrier frequency is numerically included in the phase value of each slant range pixel (Fig. 1a, right) . A key component of SSM is the splitting of the original bandwidth into two sub-bands with new lower and higher carrier frequencies (Fig. 1b) , followed by standard InSAR processing at each new carrier frequency (Brcic et al. 2010; Rosen et al. 2010; Gomba et al. 2016 ). As such, SSM is performed at the expense of range resolution, whereas the azimuth resolution remains the same as in the original SAR image. While Gomba et al. (2016) have detailed the processing steps, we address the procedure for SSM, paying particular attention to the generation of two new SLC images from the original SLC image.
We first apply two bandpass filters along the range axes of the SLC image, so we can split the original B w into two narrower bands; Fig. 1b illustrates the bandpass filtering at higher frequency. The bandpass SLC image, however, is not base-banded and includes the modulated phase that corresponds to the deviation of the new carrier frequency from the original carrier frequency (Fig. 1b,  right) . We, therefore, need to demodulate the bandpass SLC, so it is base-banded with the new center frequency, f H (Fig. 1c) . We perform the demodulation in the time (range) domain, multiplying the conjugate of the demodulated phase at each slant range. We repeat this procedure for the new lower frequency, f L . When we have new SLC images with new higher and lower carrier frequencies, we can perform the standard processing of the differential InSAR.
Estimation of dispersive phases
The refractive index of dispersive media explicitly depends on the carrier frequency, which allows for separating the ionospheric dispersive phase from the nondispersive phase, such as that due to tropospheric propagation delay and ground displacement signals. where �φ Nondisp , �φ TEC , �φ Mag , and �φ Bend indicate the contribution from the nondispersive phase, firstorder TEC, second-order TEC, and the third-order raybending phase, respectively, and f 0 is the original carrier frequency. The second-order TEC term ∆φ Mag indicates the Faraday rotation effect by the geomagnetic field and is often dubbed the geomagnetic effect. Although
(1) the final term, ∆φ Bend , includes the third-order TEC, higher-order geomagnetic, geometric ray-bending, and ray-bending due to the excess path delay and transverse heterogeneity of TEC (Hernández-Pajares et al. 2014), we call it the bending term for simplicity because the former two contributions would be much smaller than the more dominant terms in ∆φ TEC and ∆φ Mag . In the literature regarding high-precision GNSS positioning, the secondorder geomagnetic and the third-order bending effects are estimated to be orders of magnitude smaller than the first-order TEC, whereas these higher-order terms are currently taken into account in the operational GNSS positioning (e.g., Syndergaard 2002; Kedar et al. 2003) . Dual frequency phase data for both GNSS and InSAR are used to simply solve for the first two terms of Eq. (1) neglecting higher-order dispersive terms. Equation (13) for SSM in Gomba et al. (2016) is also derived under this assumption.
In contrast to the GNSS phase, the InSAR phase indicates the difference between two acquisition epochs, and the dominant first-order term can be significantly reduced in the InSAR phase. Because the effect of Es is included in either one of the two image acquisitions, and Es indicates an anomalously dense ionized layer in the E region of the ionosphere, the higher-order dispersive terms may have a significant impact on the InSAR phase and may be revealed. In order to solve for the effects of the higher-order terms in addition to the two conventional terms above, we may split the original bandwidth into four bands to match the number of observations to those of the unknowns. However, the elements of the matrix become numerically close to each other. Under the available bandwidth and in the presence of phase noises, the condition number for the resulting matrix becomes unacceptably large, preventing the estimation of the higher-order terms. While estimating four unknowns from two InSAR data sets at the two frequencies is an under-determined problem, we can derive the so-called minimum-norm estimates in such a case (e.g., Menke 2012) . Below, we compare the conventional estimates with the minimum-norm estimates. Another reason to consider the effect of higher-order terms in the dispersive phase is that our results based on the conventional scheme do not necessarily result in a distinct separation of dispersive and nondispersive components as shown below.
Results
Es episode on June 28, 2009
We first apply SSM to the Es event reported by Maeda et al. (2016) . Details of the ALOS/PALSAR data sets, the new bandwidth, and frequencies are shown in Table 1 . All the SAR data in this study are acquired along descending path, which passes during the local daytime. Figure 2a , b indicates the unwrapped differential interferograms for the higher and lower frequencies, respectively. The processing strategy for the InSAR data is basically the same as that in Maeda et al. (2016) with the exception of the new center frequency and narrower bandwidth in the range axis. Although the nearly one-third bandwidth makes the range resolution nearly three times coarser than the original, we have performed multi-looking with 50 looks in range and 80 looks in azimuth, with a pixel resolution of ~ 250 m. We do not discuss any signals with sizes smaller than ~ 1 km. We used JAXA's precision orbit data and did not re-estimate, and we did not remove any long-wavelength residual phase trend. Figure 2a , b is quite similar to the original interferogram in Maeda et al. (2016) , suggesting that the spatial resolution is sufficient for confirming the structure of the Es. Figure 3a , b shows the estimated nondispersive and dispersive components using Eq. (13) of Gomba et al. (2016) that takes into account only the first-order dispersion. We do not apply any spatial filters in Fig. 3a, b , and the estimated results are shown.
Although we originally expected that the dispersive signal would dominate over the nondispersive signal, we observe significant nondispersive signals that are partly correlated with dispersive signals. Long-wavelength phase trends arise from the east to west both in the dispersive and nondispersive signals, while the EW phase gradient in each signal is the inverse. In addition, we notice small-scale phase anomalies in both the dispersive and nondispersive signals, which are correlated with each other in terms of their locations. A distinct separation between dispersive and nondispersive components does not seem to be successfully performed as was performed at another location (Additional file 1) and as shown by Gomba et al. (2016) . Figure 4 gives the minimum-norm estimates of nondispersive (Fig. 4a) , first-order TEC (Fig. 4b) , secondorder geomagnetic (Fig. 4c) , and third-order bending effects (Fig. 4d) . The sum of the three dispersive terms is shown in Fig. 4e . Comparing the two estimates of nondispersive effects in Figs. 3a and 4a , the long-wavelength phase slopes across the image are significantly reduced in the minimum-norm estimate in Fig. 4a . The small-scale phase anomalies, however, remain in both Figs. 3a and 4a, whose locations are correlated with those of dispersive signals as noted below. The three dispersive signals indicate interesting characteristics in their spatial distributions. The ENE-WSW-trending phase advance patches near the coastline are commonly observed, suggesting that the first-order term alone cannot capture the entire dispersive signals. We also notice that the small-scale phase anomalies are more significant in the higher-order geomagnetic and bending effects; we do not apply any smoothing filters in Fig. 4 .
Comparing the conventional solutions (Fig. 3a, b) with the minimum-norm solution (Fig. 4a, e) , the overall phase anomalies for nondispersive (Figs. 3a and 4a ) and dispersive effect (Figs. 3b and 4e ) are largely consistent, whereas the long-wavelength EW phase trends are absent in the minimum-norm solutions in contrast to the conventional solutions.
Es episode on May 25, 2016
Next, we describe the second detection of Es by GNSS and InSAR, using ALOS2/PALSAR2 data. To search for the Es episode in Japan, we first examined the ionosonde data at Kokubunji, Wakkanai, and Yamagawa in Japan, and chose the dates when the critical frequencies of Es (foEs) were higher than 15 MHz during the local daytime from May to August in 2015 and 2016, as Es is known to be frequent in the local daytime during the summer. The ionosonde observations were operationally performed by National Institute of Communications and Technology (NICT), Japan. Second, we searched the ALOS-2/PAL-SAR-2 data sets for observation areas, dates, and times matching the ionosonde data above as closely as possible. Third, we generated a GNSS TEC map whose areas, dates, and times were the same as the above, and if Es Table 1 was confirmed in the GNSS TEC map, we generated an interferogram. The GNSS TEC map in Fig. 5a indicates the presence of EW-trending TEC anomalies at 3:10 UTC on May 25, 2016, and Fig. 5b , c shows the time series of slant TEC derived from satellite 31 at the station 0388 and 0400, respectively. We detected the phase anomalies in the pair of February 17, 2016 (Master), and May 25, 2016 (Slave), along a track from Okayama to Kagawa. Details of the ALOS2/PALSAR2 data sets are shown in Table 1 . Figure 6a , b indicates the derived high-and low-frequency interferograms derived by SSM. We first show our estimates of nondispersive (Fig. 7a ) and dispersive components (Fig. 7b) , which are derived on the assumption of the first-order TEC effect alone for the dispersive component. In contrast to the cases in Figs. 3 and 4 , the dispersive phase anomalies are much greater than the nondispersive, notably in the eastern areas. However, we cannot attribute all of the dispersive signals to the Es episode, because it might indicate the TEC in the F region and could be also due to the TEC during the other acquisition date. However, the EW-trending steep phase changes in Fig. 7b are presumably attributable to the Es on May 26, 2016, in light of the GNSS TEC map in Fig. 5a . It seems that the ALOS2/PALSAR2 data could not cover the central part but the eastern edge of the TEC anomalies. Although nondispersive phases are nearly flat over the entire region, there again arise localized and steep phase changes in Fig. 7a , which are closely correlated with those in the dispersive phase of Fig. 7b . This is similar to the observations in the previous case (Figs. 3 and 4) .
The minimum-norm estimates of each term are shown in Fig. 8 . The nondispersive signals in Fig. 8a are mostly flat as in Fig. 7a , and the localized signals near the phase jump still remain, while the amplitude of the localized signals is reduced. The three dispersive signals in Fig. 8b-d reveal spatial characteristics similar to those in Figs. 4 in terms of spatial scales. Large-scale signals are notable in the lower-order terms (Fig. 8b, c) , while smallscale signals are dominant in the higher-order terms (Fig. 8c, d ). Comparing the conventional estimates with the minimum-norm estimates, both the conventional dispersive and the summed dispersive signals are largely consistent (Figs. 7b and 8e) . 
Discussion
Origin of dispersive and nondispersive signals at the same locations
Regardless of whether we consider the effects of higherorder terms in the refractive index, we have identified small-scale phase anomalies on the order of ~ 5 km or less in both dispersive and nondispersive components at the same locations. The dispersive phases originate in the free electrons associated with the Es, while the nondispersive phases at the same locations with comparable magnitude are unexpected but may indicate some physical processes in the ionosphere. It is unlikely that tropospheric nondispersive signals appear at the same locations because of the huge differences in the height. What does the presence of nondispersive phase suggest?
The origin of refractivity is polarization (e.g., Feynman et al. 1963 ; Ch. 31 in Vol. 1, Ch. 32 in Vol. 2). The polarization between positive ions and free electrons is responsible for the refractivity, while the dispersive refractivity in the ionosphere is due to the oscillation of free electrons ) is the most abundant ions in the E region, and metallic ions such as Mg + and Fe + are known to be mainly sustaining the Es (e.g., Mathews 1998) . While the thermal ionization of meteorites is responsible for the generation of metallic ion, the following chemical reactions with NO + have been suggested to be equally important (Nagata and Tohmatsu 1973; Feng et al. 2013): We speculate that the coexistence of dispersive and nondispersive phases may be due to the nitric oxide (NO) molecule according to these reactions, because NO is a well-known polar molecule. Our observation of nondispersive phases may, therefore, validate the reality of the reactions above. In addition, the Es patches shown in this study are highly ionized with foEs well exceeding 15 MHz. In these cases, there must be a substantial transport of metallic ions into the Es region. However, it is unclear how and where such a large amount of metallic ions is deposited (T. Yokoyama, personal communication, November 2, 2015) . In addition to the primary ionization by solar UV, reactions of Mg and Fe with NO + may play a crucial role as a secondary driver for ionization in the daytime E regionIt is also important that highly ionized Es patches occur particularly during daytime when NO + density is rich. The increase in NO density is also suggested by the depletion of NO + density at the peak electron density altitude of Es (Nagata and Tohmatsu 1973; Roddy et al. 2004) . However, in view of the reduced magnitude of the small-scale nondispersive signals in the minimum-norm estimates (Figs. 4a and 8a) , we cannot yet quantitatively evaluate how many NO molecules were generated and need to perform more case studies.
Non-uniqueness of the estimated dispersive and nondispersive signals
Although the conventional scheme to separate dispersive and nondispersive phases solves for two linear equations with two unknowns, we have shown that the two solutions by the conventional scheme are actually not unique and that it may be necessary to estimate higher-order terms for the refractive index. Since the conventional solutions share some characteristics with those derived from the minimum-norm solutions, we prefer the latter minimum-norm solutions, at least in the case of ALOS/PALSAR in Fig. 4 , because they do not leave a long-wavelength phase slope in either the dispersive or nondispersive phases. The significant reduction in the long-wavelength phase slopes might be caused by minimizing the norm of the solutions. However, it seems that the higher-order terms in the refractive index allow us to isolate the scale dependence of the dispersive signal on frequency; small-scale dispersive signals are likely due to the higher-order terms. However, we do not claim that it is always necessary to estimate the effects of the higher-order terms. The case studies in Gomba et al. (2016) and our results in the Additional file 1 indicate that the conventional two unknown scheme could successfully separate the dispersive and nondispersive signals, because they do not seem to show any correlated phases in the other signals. Although it is uncertain now why the conventional scheme works in some cases, it is noticed in the Additional file 1 data that the total phase changes due to the dispersive signals are much greater than those we have found in our Es observations. The first-order TEC effect seems to be intrinsically dominant. 
Availability of data and materials
We generated all the presented InSAR images by processing ALOS/PALSAR level 1.0 and ALOS2/PALSAR2 level 1.1 data, which can be searched and purchased from either RESTEC (https://www.restec.or.jp/en/) or PASCO (http:// en.alos-pasco.com). We can share the original level 1.0/1.1 data upon request within a framework of collaboration with our group. We used the processing software developed by Gamma Remote Sensing (https://www.gamma-rs.ch), and the basebanding of band-passed SLC was performed by our originally developed code.
