ABSTRACT. We present a time change construction of affine processes with state-space R m + × R n . These processes were systematically studied in [DFS03] since they contain interesting classes of processes such as Lévy processes, continuous branching processes with immigration, and of the Ornstein-Uhlenbeck type. The construction is based on a (basically) continuous functional of a multidimensional Lévy process which implies that limit theorems for Lévy processes (both almost sure and in distribution) can be inherited to affine processes. The construction can be interpreted as a multiparameter time change scheme or as a (random) ordinary differential equation driven by discontinuous functions. In particular, we propose approximation schemes for affine processes based on the Euler method for solving the associated discontinuous ODEs, which are shown to converge.
INTRODUCTION
Affine processes on the state-space E = R m + ×R n are a class of processes introduced in [DFS03] for two reasons. First, they contain important classes of Markov processes like Lévy processes, (multi-type) continuous branching processes with immigration, and of the Ornstein-Uhlenbeck type. That is, they contain the fundamental examples of models in (stochastic) population dynamics (as in [Lam08] ) and mathematical finance (as has been argued in [DFS03] and [Kal06] ). Second, they are analytically tractable. Indeed, they have been shown to be parametrized in a manner similar to Lévy processes and one can access their finite dimensional distributions by solving an ordinary differential equation of the Riccati type (cf. [DFS03] ).
To define them, let Z = (Z t ,t ≥ 0) denote a stochastic process on a measurable space (Ω, F ) whose paths are cádlag functions from [0, ∞) to E. The canonical filtration of Z will be denoted F • t . Suppose that the measurable space is equipped with a family of (sub)probability measures (P z , z ∈ E) such that under each P z the process Z starts at z. Furthermore, we assume that Z is stochastically continuous under P z for any z ∈ E and that these measures constitute a Markov family:
Definition. The Markov family (P z , z ∈ E) is affine if (1)
E z e u·Z t = Φ(t, u)e
These processes are part of a larger one of so-called affine processes on general statespaces and much recent work has been aimed at characterizing these Markov processes, for example by proving their Feller property and the precise form of their infinitesimal generator. This work started in [DFS03] for regular affine processes on E and was later extended in [KRST11] , [KRST13] and [CT13] by proving that regularity already follows from stochastic continuity and also by considering more general state-spaces than we do here.
Our main result aims at giving a pathwise construction of affine processes in terms of a multiparameter time change of Lévy processes, which are considered as more basic building blocks. Theorem 1. Let X 1 , . . . , X m and Y be independent Lévy processes on R m+n . We suppose that the first m coordinates of Y are subordinators, that X i,i has no negative jumps and that X i, j is a subordinator for 1 ≤ i, j ≤ m and i = j. Furthermore, in the Gaussian part of X i , the i-th coordinate is assumed independent of coordinates m + 1 up to n.
Let β be an n × n real matrix. Then, for any z ∈ E there exists a unique solution Z to 
denotes the law of Z, then (P z , z ∈ E) is an affine Markov family on E and every affine Markov family E is obtained by this construction.
Note that the non-negative coordinates are more difficult to handle. Indeed, the nonnegative coordinates alone constitute an affine process with n = 0, which is then called a multitype continuous-state branching process with immigration (CBI) introduced (without immigration and with m = 2) in [Wat69] . Once we analyze the case n = 0, we will then get the general case by solving a linear differential equation driven by the solution when n = 0. These real-valued coordinates constitute the Ornstein-Uhlenbeck part of the process, which is now not only driven by a Lévy process but also by a sum of time changed Lévy processes. Equation (2) represents a multiparameter time change equation proposed in [Kur80] to generalize the classical time change construction of Markov processes of Volkonskii (cf. [Vol58] , [Dyn65, Vol 1, Ch 10]). A multiparameter time change representation of affine processes was first proposed (in a weak sense) in [Kal06] ; in that paper, the question of whether the affine process was adapted to the filtration of the Lévy process was left open. Recently, there have been a number of results concerning this time change representation. For example, the PhD thesis [Gab14] (the relevant chapter is found in [GT14] ) proves existence (under additional but minor technical assumptions) for a time change representation as in Theorem 1. A discrete space version of Theorem 1 has also been recently studied. Indeed, a construction of Galton-Watson processes (without immigration) in terms of multiparameter time changes of random walks is found in [CL13] in discrete time and [Cha14] in continuous time. More generally, the connection between time changes and changes of measure and the application to mathematical finance is explored in [BNS10] . The main contribution of our work is that we prove uniqueness of the pathwise representation in (2) (as well as for an accompanying inequality). Uniqueness is the main tool in the forthcoming stability analysis of the pathwise representation.
We now state some continuity properties of the system of equations (2). Consider a sequence, indexed by l ≥ 1, of m + 1 stochastic processes X 1,·,l , . . ., X m,·,l ,Y l which satisfy the upcoming hypothesis H of p. 6. Consider also any sequence of numbers 0 ≤ σ l → 0. The number σ l is interpreted as the discretization parameter to be used in an Euler type scheme as follows. When σ l > 0, let Z j,l and C j,l , 1 ≤ j ≤ m + n, be defined recursively by means of
when 1 ≤ j ≤ m, while for 1 ≤ j ≤ n we only change the definition of Z m+ j,l to
When σ l = 0, the forthcoming Lemma 3 asserts that (2), when driven by X i, j,l ,Y j,l , admits a (global) solution (which could, in principle, explode). In that case, we let Z j,l ,C j,l be any such solution. We recall in Subsection 6.2 the definitions of the Skorohod J 1 topology and of the uniform J 1 topology. Note that the above limit theorem is either weak or strong, which follows from continuity properties of the multiparameter time change equations explored in Section 6. Indeed, we believe this is one strength of the time change representation versus, for example, the SDE representation which is found in the one-dimensional case in [FL10] and [Li14] . Indeed, even in the case of continuous sample paths, it is known that solving SDEs is a discontinuous operation of the driving processes. A manifestation of this is found in Wong-Zakai type phenomena (discovered in [WZ65] ) and depending on the type of approximation to the driving processes one obtains limits to different SDEs, as has been argued in [FH14] . On the other hand, Theorem 2 does not depend on how one approximates the driving processes. We are not advocating, though, the use of one representation over another. The construction of [Li14] is useful in the genealogical interpretation of continuous branching processes, constructing directly some of the flows in [BLG03] .
From Theorem 2 we deduce a limit theorem concerning multi-type Galton-Watson processes stated as Corollary 1. In the one-dimensional case, Corollary 1 includes limit theorems found in [Gri74] , [Li06] and [CPGUB13] . The multidimensional case has often been studied in the literature when the limit process is continuous, as in [JM86] . We state a version without immigration, just to illustrate the kind of statement one can achieve as well as the technique. The technique can be adapted to the case of immigration as in Corollary 7 of [CPGUB13] . Let (X 1,·,l , 1 ≤ i ≤ m) be independent d-dimensional random walks. Suppose that X i,i,l has jumps in Z greater than −1 and that otherwise the coordinates have jumps in N. Let k l = k l 1 , . . . , k l m ∈ N m be a sequence of starting states and define recursively the sequences
It is easy to see that for each l, Z l is a multitype Galton-Watson process such that the quantity of descendants of type j of an individual of type i has the same law as X i, j,l when i = j and the law of X i,i,l + 1 in the remaining case. However, if X l is extended by constancy on intervals of the form [n, n + 1) with n ∈ N, we see that C l is the Euler type approximation of span 1 applied to X l that we have just introduced and Z l is the right-hand derivative of C l . We end this section with an application of Corollary 1. Note that the different processes in Corollary 1 have scalings that have to be adequately balanced in order to obtain a limit (with non-trivial reproduction and immigration components). In order to exemplify how this could be done, let us start by considering the framework of Theorem 4.2.2 of [JM86] , giving a limit theorem for nearly critical multitype Galton-Watson processes under finite-variance assumptions. Indeed, consider a sequence of multitype GaltonWatson processes Z ·,l such that p i,l is the law of the offspring of an individual of type i. We then define the mean matrix M by means of
Consider also the variance matrix σ l given by
Supose that σ l i, j → σ i 1 i= j as l → ∞ and that the following Lindeberg condition holds: 
Indeed, it suffices again to establish convergence of one-dimensional distributions which follow from Chebyshev's inequality. Tightness again follows from the Aldous criterion. Hence, Corollary 1 allows us to conclude that if Z l 0 /l → z then Z l l· /l converges weakly to a continuous branching process Z with continuous sample paths. One can then use the martingales associated to X , as in [Kur80] , to see that the generator of Z is given by
This fact can also be deduced from the infinitesimal parameters of Z that are introduced in Section 2 and from the proof of Theorem 1. Our work continues and extends the one-dimensional situation covered in [CPGUB13] . There are however, important differences with that work. First of all, the discussion of uniqueness to (2) now relies on the concept of (lack of) spontaneous generation. This is to be contrasted to the previous analysis based on taking inverses. The multiple time changes make this one-dimensional approach unfeasible. On the other hand, we also take the point of view of multiparameter time changes from [Kur80] , providing a very concrete (but general) example of its applicability. This has led to several simplifications when proving that solutions to (2) are affine processes.
The paper is organized as follows. We first consider a deterministic framework for equation (2) when n = 0 and analyze existence, uniqueness, and basic measurability questions. This is done in Section 3. We then undertake the proof of Theorem 1 when n = 0, which reduces basically to establishing the Markov property and constructing relevant martingales, in Section 4. The case of general n is taken up in Section 5. Finally, we pass to the stability of equation 2, which contains the proofs of Theorem 2 and Corollary 1 in Section 6.
PRELIMINARIES ON AFFINE PROCESSES
Let Z be an affine process with laws (P z , z ∈ E). Let Φ and ψ be defined as in Equation (1); applying the Markov property, we get the semi-flow property
From Theorem 5.1 in [KRST11] or Theorem 3.3 in [KRST13], it is known that the following derivatives exist and are continuous as a function of u:
.
From the semi-flow property, we deduce the so called Riccati equations
with the initial conditions Φ(0, u) = 1 and ψ(0, u) = u.
If Φ were non-zero and φ were continuous and satisfied e φ = Φ, we would obtain the more familiar equation
Furthermore, Theorem 2.7 in [DFS03] asserts that F and R have the following very specific form: if X 1 , . . ., X m and Y are Lévy processes satisfying the conditions of Theorem 1 then F and R = (R 1 , . . . , R m+n ) are the unique continuous functions such that
and
Furthermore, Section 6 of [DFS03] discusses the (global) existence and uniqueness of the generalized Riccati equations of (6).
PATHWISE ANALYSIS OF THE MULTIDIMENSIONAL TIME CHANGE EQUATION
Following [CPGUB13] , we begin by considering a deterministic system of time change equations appearing in Theorem 1 in the case of non-negative processes (n = 0). Consider m (m + 1) càdlàg functions labeled f i, j , 1 ≤ i, j ≤ m and g j , 1 ≤ j ≤ m . These functions satisfy the following requirements:
H1: f i, j has no negative jumps if i = j and is non-decreasing otherwise. H2: g j is non-decreasing.
The above hypotheses are collectively denoted H.
We seek a solution to the following system of equations for the càdlàg function h = h 1 , . . . , h m :
This system can also be thought of as an ordinary differential equation for c when one notes that h j is the right-hand derivative of c j . With this interpretation, we might want to use other initial conditions for c rather than only zero. This amounts to shifting the functions f i, j ; note however, that the shifts must still satisfy H3.
3.1. A basic monotonicity lemma and existence. Our approach to the study of (8) is based on its monotonicity properties. We begin with a simple and useful case of this and postpone an elaboration of this idea which will be useful to obtain uniqueness.
Lemma 1. Suppose that we have two sets of functions P
satisfying hypothesis H. Assume that f i, j ≤f i, j and g j ≤g j and that additionally, for every j ∈ {1, . . ., m}, either f i, j <f i, j or g j <g j . If h andh are non-negative functions that satisfy (8) driven by P andP respectively then c ≤c.
be a system of functions satisfying the assumptions of our lemma and h,h the associated non-negative solutions to (8). For any ε > 0 and any α > 1, define c j (t) =c j (ε + αt).
Hence c j has a càdlàg right-hand derivative h j given by h j (t) = αh j (ε + αt). We then
as well as the set J of indices j ∈ {1, . . ., m} such that c j exceeds c j strictly at some point of any right neighbourhood of τ.
We deduce the following for j ∈ J:
(Note that the right-hand side of the first strict inequality cannot be zero, which justifies the second strict inequality.) We deduce that c j remains below c j in a right neighbourhood of τ which contradicts the definitions of τ and J. We deduce that c j ≤ c j and, letting α go to 1, that c j ≤c j .
We now tackle existence for (8) in the case when only f j, j , 1 ≤ j ≤ m are not piecewise constant. The proof will be based on the observation that under the piecewise constant hypotheses, the system (8) is one-dimensional on adequate intervals. The piecewise constant case will allow us to prove existence for (8) in general through the monotonicity proved in Lemma 1. The time τ is termed the explosion time of c. Remark 1. For the one-dimensional case, existence follows from Theorem 1 in [CPGUB13] which asserts that the problem IVP( f , 0, x) consisting of a finding a function c with a right-hand derivative h which satisfies
admits, for any x ≥ 0 and any càdlàg function f such that f has no negative jumps, a unique solution which lacks spontaneous generation. When f (x) = 0, the only solution lacking spontaneous generation is the function c(t) = x. When f (x) > 0, the unique solution can be constructed by a Lamperti type transformation obtained by first making zero absorbing after x; formally
We then define i on [x, ∞) by means of
Note that i is strictly increasing on [x, T ) and infinite on (T, ∞). 
The function c so constructed from f is called the Lamperti transform of f absorbed at its first zero after x. Note that c(∞) = T . In the one-dimensional setting, when X is a spectrally positive Lévy process, Proposition 2 of [CPGUB13] shows that there is a unique solution C to IVP(x + X , 0, 0) (with right-hand derivative Z) which has zero as an absorbing state; if T denotes the hitting time of zero of x + X ,X equals X stopped at T , then C is also the unique solution IVP(x + X , 0, 0), so that C ∞ = T . This one dimensional result is important in our proof of uniqueness of solutions to 2. Since stopping a càdlàg process at a stopping time and looking at a càdlàg process at a random time are measurable transformations, we see that the Lamperti transformation is measurable on the Skorohod space of càdlàg trajectories with the σ -field generated by projections. This would hold even if we take the initial value x to be random and measurable.
Proof. Suppose first that
,
k , k ≥ 0 has no accumulation points (similar assumptions hold for g j ) and additionally, for each j
so that assumptions H hold. Let T i, j (resp. T j ) denote the set of change points of the functions f i, j (resp. g j ): 
We now define the times τ
Set c j equal toc 
We then define τ
and let c j (t) =c
We assert that c = c 1 , . . . , c m solves (8); the proof is by induction. However, note that the starting point ofc n is chosen so that c is continuous and has a càdlàg right-hand derivative. On [0, τ 1 ], f i, j • c i and g j are constant and hence, equal to their value at zero. Hence, if we let h j stand for the righthand derivative of c j , we obtain the following equalities for any t < τ 1 
Since τ n increases in n, there are two possibilities: either τ n → ∞ (in which case the solution we have constructed is a global solution) or c j (τ n ) → ∞ for some j by definition of τ j n , τ n , and the fact that the sets T i, j and T j have no accumulation points. In the latter case, c explodes.
Remark 2. As in Remark 1, we note that if we apply the procedure of the above proof in the case of càdlàg stochastic processes (satisfying the conditions of Lemma 2) then the solutions are measurable. This follows because on adequate intervals (which are obtained by stopping), the solutions are unidimensional and are constructed through the Lamperti transformation.
We now tackle existence for (8). Fix any K > 0 and use it to stop c n at the instant τ n,K that any one of its coordinates reach K. Call the resulting functionc n . Since c n+1 ≤ c n then τ n,K ≤ τ n+1,K ; set τ K = lim n τ n,K . Note thatc n has a càdlàg derivativeh n given bỹ By the Arzelà-Ascoli theorem (which applies sincec j n (0) = 0),c n is sequentially compact. We now show that every subsequential limit coincides. Indeed, ifc is the (uniform) limit (on compact sets) ofc j n k as k → ∞, then the bounded convergence theorem implies that for any t < τ K :
We conclude thatc admits a right-hand derivativeh on [0, τ K ) which satisfies (8) on [0, τ K ). However,c is the maximal solution by construction (since we can apply Lemma 1 to the approximations c n ), so that all subsequential limits agree on [0, τ K ]. Finally, note that before τ K the coordinates ofc have to be smaller than K and that at τ K some coordinate equals K. Hence τ K coincides with the instant in which some coordinate of c reaches K. By uniqueness, one can construct a function c which coincides withc on [0, τ K ), so that c is defined and solves (8) on [0, τ) where τ = lim K τ K . By construction, c explodes at τ and is maximal in the class of solutions to (8).
Remark 3. Recall that the approximations of the above proof are measurable in the case of applying them to càdlàg stochastic processes thanks to Remark 2. Then, applying the construction to a càdlàg stochastic process X satisfying hypotheses H, we get another pair of stochastic processes Z and C. Since Z and C are cadlag, then X i, j • C i is also a stochastic process.
3.2. Spontaneous generation and minimal solutions. An interpretation for the onedimensional case of (8) was proposed in [CPGUB13] by noting that if f 1,1 represents the breadth-first walk on a (combinatorial) forest representing the genealogy of a population with immigrants along each generation and g 1 codes the immigration to the population then h 1 is the population profile (that is, the sequence of generation sizes), while c 1 is the cumulative population. The multidimensional case of this discrete coding can be found in Subsection 2.2 of [CL13] , when g j = 0 for all j, and it shows that the one-dimensional interpretation still holds. In particular, the discrete interpretation gives sense to the following definition of lack of spontaneous generation: in the one dimensional case, a solution h = f Definition. Let f i, j , g j satisfy H. We say that a solution h = h j to (8) has no spontaneous generation if whenever h j (s) = 0 for some s ≥ 0 and for all j in J ⊂ {1, . . ., m}, we have that the strict increase of c j at s for some j ∈ J implies that either g j increases strictly at s or there exists i ∈ J such that f i, j • c i increases strictly to the right of s.
As a remark, we mention that h lacks spontaneous generation if and only if at any s ≥ 0 such that the set J(s) = j : h j (s) = 0 is nonempty, the strict increase of c j at s for some j ∈ J(s) implies that either g j increases strictly to the right of s or there exists i ∈ J(s) such that f i, j increases strictly to the right of c i (s).
The definition works very well with induction on the dimension, in the sense that if h = h i , i ≤ m is a non-negative solution to (8) driven by f i, j , 1 ≤ i, j ≤ m and g j , j ≤ m without spontaneous generation and m 1 < m, we can then consider h 1 , . . . , h m 1 as a solution, which will lack spontaneous generation, to (8) but driven by f i, j and
The importance of solutions lacking spontaneous generation is that they have monotonicity properties (see Lemma 4 below) and, consequently, they are minimal solutions to (8) as well as unique. In particular, if all solutions of (8) can be shown to have no spontaneous generation, then there is at most one solution. There are two cases when we can actually apply this technique. First, when g j is strictly increasing for all j since then solutions trivially have no spontaneous generation. Another example is when (8) is driven by Lévy processes satisfying the hypotheses of Theorem 1: we will show in Lemma 6 that solutions have no spontaneous generation, which covers the uniqueness statement in Theorem 1.
Lemma 4. Suppose that we have two sets of functions P
= ( f i, j , g j ) andP = (f i, j ,g j ) satisfying
hypothesis H. Assume that f i, j ≤f i, j and g j ≤g j . If h andh are non-negative functions that satisfy (8) driven by P andP respectively and h lacks spontaneous generation, then c ≤c. Hence, (8) admits at most one solution h whose coordinates are non-negative and have no spontaneous generation.
The above lemma also tells us that solutions without spontaneous generation are minimal in the sense that their primitive is a lower bound for the primitive of any other solution.
Proof. This proof is an elaboration of the proof of Lemma 1. We proceed by induction. Let m = 1, let P = ( f , g) andP = f ,g satisfy hypothesis H and let h andh be nonnegative solutions to (8) driven by P andP and lacking spontaneous generation. Let ε > 0 and α > 1 and use them to define c by means of c(t) =c(ε + αt). Let
Note that c has a càdlàg right-hand derivative h given by h(t) = αh(ε + αt). If h(τ) > 0, since c(τ) = c(τ), our assumptions give
Hence, c ≤ c on a right neighbourhood of τ contradicting its definition. On the other hand, if h(τ) = 0, then we can only infer, as in the previous display, that
We conclude that g is constant on [τ, ε + ατ] which, by lack of spontaneous generation, shows that h = 0 on the same interval so that c cannot exceedc in any small enough right neighbourhood of τ. We conclude that c(t) ≤c(ε + ατ) for any t ≥ 0, any ε > 0 and any α > 1. Hence c ≤c.
Let m ≥ 2. Suppose now that the monotonicity statement c ≤c is true for any solution to (8) of dimension strictly less than m. Let P = f i, j , g j , 1 ≤ i, j ≤ m and P = f i, j , g j , 1 ≤ i, j ≤ m be a system of functions satisfying the assumptions of our lemma in dimension m and h andh the associated non-negative solutions to (8) without spontaneous generation. We proceed as in the one dimensional case: for any ε > 0 and any α > 1, define c j (t) =c j (ε + αt). Hence c j has a càdlàg right-hand derivative h j given by h j (t) = αh j (ε + αt). We then define τ = inf t ≥ 0 : c j (t) > c j (t) for some j as well as the set J of indices j ∈ {1, . . ., m} such that c j exceeds c j strictly at some point of any right neighbourhood of τ.
We deduce that c j remains below c j in a right neighbourhood of τ which contradicts the definitions of τ and J. Hence, we can assume that h j (τ) = 0 for every j ∈ J. Note that
We conclude not only that h j (τ) = 0, but also that g j is constant on [τ, ε + ατ], which implies, by lack of spontaneous generation, that h j is constant on [τ, ε + ατ], which contradicts the definition of τ. Hence, we can assume that J {1, . . ., m} and by relabelling, we write J = {1, . . ., m 1 } where m 1 < m. For every j > m 1 , c j ≤ c j in a right neighbourhood of τ. Also, note that c j , j ≤ m 1 solves system (8) in dimension m 1 when driven by f i, j , i, j ≤ m 1 and g j +∑ i>m 1 f i, j • c j . The same remark holds for c j , j ≤ m 1 . Since this system have dimension strictly less than m and the reduced system h 1 , . . . , h m 1 has no spontaneous generation, monotonicity holds for them and we can conclude that c j ≤ c j , j ≤ m 1 in a right neighbourhood of τ, which again contradicts the definition of τ. As before, we conclude that c ≤c.
Finally, suppose that h andh are two non-negative solutions to (8) which lack spontaneous generation and are driven by the same functions P. Applying our monotonicity statement, we see that c =c which then implies h =h.
3.3.
Further consequences in the stochastic setting. We now show that the process C is a multiparameter random time change in the sense of [EK86, Ch. 6] . For this, consider the σ -field
Lemma 5. Let X 1 , . . ., X m and Y be a stochastic process satisfying hypotheses H. Let Z be the solution to (2) (with n = 0) such that its primitive C is maximal. Then We now study the uniqueness of (2) when n = 0. Proof. Let Z (equivalently C) be a solution to (2). Let τ be the first instant such that Z admits spontaneous generation. We argue that τ = ∞ by contradiction. Indeed, we first show that τ > 0 almost surely and then we apply arguments related to the strong Markov property to deduce that τ < τ on the set τ < ∞.
Let us now show that τ > 0. Note that τ > 0 means that if J = j ≤ m : z j = 0 then the assumption that Y j = 0 on a right neighbourhood of 0 for every j ∈ J and that X i, j = 0 on a right neighbourhood of zero for every j ∈ J and i ∈ J implies that Z j = 0 for every j ∈ J on a right neighbourhood of zero. Hence, the problem is reduced to proving that if From Gronwall's inequality, we see that Z equals zero until there exists i = j such that C i grows. Hence, coordinates j such that X j, j have finite variation cannot be responsible for spontaneous generation. To analyze coordinates with infinite variation, recall from [Rog68] that if X j, j has infinite variation then lim inf h→0 X j, j h /h = −∞. We consider m ≥ 2 since the case m = 1 has been handled in [CPGUB13] . In particular, for A > m−1, we can choose a sequence (t n ) decreasing to zero and such that X j, j t n < −MAt n . We then choose ε n in the interval (Mt n , MAt n /(m − 1)). Now, defineX i, j,n = ε n ∨ (M Id) for i = j and consider a solutionZ toZ
A modification of the proof of Lemma 1 shows that C j ≤C j on [0, T ]. However, note that while everyC j is below ε n /M,C j behaves as the solution tõ
It follows that ifZ j reaches zero before anyC i exceeds ε n /M thenZ j remains at zero afterwards (since this happens for the one-dimensional problem definingZ j ). However, recall from Remark 1, that in the one-dimensional case the total population (C j ∞ ) equals the time the reproduction function reaches zero (inf{t ≥ 0 : (m−1)ε n +X j, j t = 0}). Since (m − 1) ε n + X j, j t n < (m − 1) ε n − MAt n < 0 and t n ≤ ε n /M, it follows thatZ j reaches zero beforeC j reaches ε n /M. Hence,C j ≤ ε n /M and so C = 0 on [0, T ]. We have hence shown that τ > 0.
We now the following identity in law: (10)
The identity in law (10) implies a contradiction since ifZ satisfies (8) but driven by the left-hand side of (10) with initial value Z τ thenZ should, by definition of τ, have spontaneous generation at time 0, which is impossible. To prove the identity in law of (10), we first prove that for any 0 ≤ t 1 , . . . ,t m we have
Indeed, the above will follow from proving that
thanks to Lemma 5. However, note that τ < t is and only if there exists J ⊂ [m] = {1, . . ., m} and j ∈ J such that Z j presents spontaneous generation over a common interval of constancy of Y j and X i, j • C i of length greater than ε. This can be discretized as follows:
. We now consider the random times τ n and C i n where
Then, thanks to (11)
Also, note that τ n and C i n decrease to τ and C i τ respectively. Consider now the processesX i andỸ whereX i t = X i
We assert now that the joint law ofX 1 , . . . ,X m andỸ equals the law of X 1 , . . . , X m and Y . To prove this, we focus on the one-dimensional distributions since the computation of the finite-dimensional distributions is just notationally more cumbersome.
As n → ∞, the processX i converges to X i
. We conclude (10).
CONSTRUCTION OF AFFINE PROCESSES ON R m

+
In this section we aim at completing the proof of Theorem 1 in the case where the process takes values in R m + ; that is, when n = 0. Let X 1 , . . . , X m ,Y be Lévy processes satisfying the conditions of Theorem 1 when n = 0. Let z ∈ R m + have non-negative coordinates, let Z be the unique solution to (2) (when there is uniqueness and let Z be zero otherwise) and let C be the (coordinatewise) primitive of Z which starts at zero. (The solution exists thanks to Lemma 3 and is unique by Lemmas 4 and 6).
For t,t 1 , . . . ,t m ≥ 0, recall the definition of the multiparameter filtration F • t 1 ,...,t m ,t given in (9). Let N be the null sets of P and define Lemma 7 (Measurability details and the Markov property).
(1) For any t ≥ 0, C t is a multidimensional stopping time:
..,t m ,t is a σ -field and the collection (G t ,t ≥ 0) is a filtration satisfying the usual hypotheses.
(3) The following strong Markov property holds: for any t ≥ 0, conditionally on
and the process on the left-hand side is independent of G t .
Proof.
(1) The fact that C is a multidimensional stopping time follows from Lemma 5 once we note that C is almost surely equal to the maximal solution to (2) constructed in Lemma 3 thanks to the fact that solutions have almost surely no spontaneous generation (Lemma 6) and the uniqueness of solutions without spontaneous generation of Lemma 4. (2) It is easy to prove that G t is a σ -field. G t also contains the null sets N since every F t 1 ,...,t m ,t contains them by definition. Also, since F t 1 ,...,t m ,s ⊂ F t 1 ....,t m ,t if s ≤ t, then (G t ,t ≥ 0) is a filtration. To see that G t is right continuous, we only need to prove that and since x → e u·x is bounded on E = R m + × R n if u ∈ R m − , the stochastic processes The random variables (C t ,t ≥ 0) are F s 1 ,...,s m ,t -stopping times and s ≤ t implies C s ≤ C t . Hence, they constitute a multiparameter time change in the sense of Chapter 6 of [EK86] . Consider then the time changed processes Since e u·X i •C i and e u·Y are semimartingales whose local martingale parts are orthogonal, and whose finite variation parts are continuous, we can use integration by parts, the fact that covariation is bilinear and that the covariation with a continuous finite-variation process is zero (cf. Theorem 26.6.viii in [Kal02] We conclude that M is a local martingale.
We deduce the following result, which is important in our proof of stability of the multiparameter time change equation. Indeed, it is important since addition is not continuous on the space of càdlàg functions (with the Skorohod J 1 topology), but it is continuous when the summands do not have common discontinuities, as is discussed for example in Theorem 4.1 of [Whi80] . Proof. As shown in the proof of Lemma 8, the processes e u·X i •C i , 1 ≤ i ≤ m and e u·Y are semimartingales for 1 ≤ i ≤ m with zero covariation. Considering a vector u all of whose coordinates are zero except the j-th which equals −1, we deduce that the semimartingales e −X i, j •C i , 1 ≤ i ≤ m and e −Y j have zero covariation. Since e −Y j is of finite variation, we see that
Since each summand in the right-most side is negative, we conclude that X i, j • C i and Y j do not jump at the same time. The same argument applies when considering X i, j •C i and X i ′ , j •C i ′ if i = i ′ since at most one is of infinite variation.
As already mentioned in Section 2, there exists a unique function ψ(t, u) such that
We also consider the function
In order to prove that the process Z which solves (2) when n = 0 is a CBI associated to the pair of characteristic exponents R and F, it suffices to see that Z is a Markov process (which is covered by Lemma 7), and to prove the following lemma:
Lemma 9. For any z ∈ R m + , and u ∈ R m − E z e u·Z t = e z·ψ(t,u)+φ (t,u) .
for s ∈ [0,t]. We will show that G ′ (s) = 0 for any s ∈ (0,t) which implies that
and hence finishes the proof. To this end, write
Taking expectations in Lemma (8), we see that
On the other hand, we can differentiate under the expectation to obtain:
We conclude that G ′ (s) = 0.
Summary and conclusion of the proof of Theorem 1 when n = 0. Existence for solutions to (2) are covered by Lemma 3 and is valid more generally. Uniqueness is then covered, through the concept of spontaneous generation, in Lemma 6. Lemma 7 then proves that the unique solution to (2) is a Markov process and thanks to Lemma 9 we can identify its one-dimensional distributions with those of a CBI process associated to the parameters of the underlying Lévy processes called R and F.
CONSTRUCTION OF AFFINE PROCESSES ON
. . , X m , Y be Lévy processes satisfying the conditions of Theorem 1. Let R i and F be the characteristic exponents of X i and Y as in Equation (7) and let R = R 1 , . . . , R n+m , where we set R i = 0 for m + 1 ≤ i ≤ m + n. With the first m coordinates of these processes we solve (2) to obtain the non-negative processes Z 1 , . . . , Z m analyzed in Section 4. We can then (re)define Z by setting Z m+ j = z + ∑ m i=1 X i, j •C i +Y j and note that Z solves Equation (2) when β = 0. In this case, we can follow the arguments of the case n = 0 presented in Section 4 to see that Z is a Markov process and that its one-dimensional distributions are characterized by the computation
valid for u ∈ R m − × iR n , where ψ and φ solve the Riccati equations ∂ ∂t
with initial conditions ψ(0, u) = u and φ (0, u) = 0. This proves Theorem 1 when β = 0. Affine processes of this type have been dubbed partially additive in [KRST11] since the law ofz + Z under P z equals Pz +z wheneverz has its first m components equal to zero.
We now extend the process Z = Z 1 , . . . , Z m+n just considered to obtain the full proof of Theorem 1. To do this, consider the equations
If we let extend the matrix β to be (m + n) × (m + n) by adding zeros at coordinates i, j if i ≤ m or j ≤ m, the equations become:
This is a linear stochastic differential equation driven by Z which, of course, admits an unique solution. This is for example contained in [Pro04, Ch. 9 §V], where the following explicit formula is given:
We first construct an exponential martingale, which takes the place of Lemma 8. with initial conditions ψ β (0, u) = u and φ β (0, u) = 0. We now finish the proof that Z β is an affine process, thereby proving Theorem 1 in the remaining case when n = 0. Since we have already determined the one-dimensional distributions of Z β , it remains to discuss the Markov property. Note that defined in (12). This follows simply when T takes values in a discrete set {a k : k ∈ N} because, by definition of G a k , we see that
When T is a general stopping time, we approximate it by the decreasing sequence of stopping times T n which takes the value k/2 n if T ∈ [(k − 1)/2 n , k/2 n ).
Let T equal one of the T j q,0+ and note that T is the increasing limit of T n where T n is the first time after q that Z j is below 1/n or zero depending on if Z j q > 1/n or not. We always have T n ≤ T . If Z j q > 0 then T n < T for all n. Recall that C i T n is a stopping time for the filtration σ (X i ′ s ′ , X i s : s ′ ≥ 0, s ≤ t, i ′ = i),t ≥ 0 defined for each i. Since X i is a Lévy process with respect to that filtration, by quasi-continuity, we see that X i is continuous at C i T . Proof of Proposition 1. Denote byC any process satisfying the inequality (15). Recall that, from Lemma 3, C is obtained as the limit of C l , where C l solves Equation 2 driven by processes strictly bigger than X i, j and Y j . The simple argument presented in Lemma 1 implies thatC is bounded above by C l and thereforeC ≤ C. We now let τ = inf t ≥ 0 :C t < C t . By continuity, we see thatC = C on [0, τ]. Let us suppose that τ < ∞ to reach a contradiction. If τ < ∞, there exist 1 ≤ i, j ≤ m and ε 0 > 0 such that for 0 < ε < ε 0 we have (2) in the deterministic setting of Section 3. We focus on the case n = 0 since our arguments can then handle the non-negative coordinates. Hence, we will concern ourselves with equation (8) implying that the family of functions {c on Skorohod space, and then deducing that ∑
