Abstract. Since its inception in 1992, the fuzzy ARTMAP (FAM) neural network (NN) has attracted researchers' attention as a fast, accurate, off and online pattern classifier. Since then, many studies have explored different issues concerning FAM optimization, training and evaluation, e.g., model sensitivity to parameters, ordering strategy for the presentation of the training patterns, training method and method of predicting the classification accuracy. Other studies have suggested variants to FAM to improve its generalization capability or overcome the prime limitation of the model, which is category proliferation (i.e., model complexity that increases with data complexity). Category proliferation is pronounced in problems that are noisy or contain a large degree of class statistical overlapping. In many investigations, FAM was improved by incorporating elements of optimization theory, Bayes' decision theory, evolutionary learning, and cluster analysis. Due to its appealing characteristics, FAM and its variants have been applied extensively and successfully to real-world classification problems. Numerous applications were reported in, for example, the processing of signals from different sources, images, speech, and text; recognition of speakers, image objects, handwritten, and genetic abnormalities; and medical and fault diagnoses. When compared to other state-of-the-art machine learning classifiers, FAM and its variants showed superior speed and ease of training, and in most cases they delivered comparable classification accuracy.
Introduction
Most state-of-the-art pattern classifiers, such as the multilayer perceptron (MLP) neural network (NN) [1] and the support vector machine (SVM) [2] , usually require extended training periods and large sample sizes to achieve their ultimate performance level. However, in many real-world applications, the provision of extended training periods and large sample sizes can be fulfilled only partially or sometimes not even at all. Nevertheless, the classifier in these applications is expected to learn rapidly using only a few examples.
In addition, the classifier may be expected to learn both in batch (offline) and incrementally (online) to address the different and changing requirements of the domain and provide the system with potential growth. As an illustrative example, take an application for incremental learning based on a robotic vision system that operates under changing environmental conditions and the variable physical characteristics of nonuniform textured objects [3] . We require that models of incremental learning assure plasticity in learning patterns of novel classes while continuing to stably recognize patterns belonging to familiar classes. Also, incremental learning may be beneficial to accommodate changes accumulated not necessarily from the outset but following an initial period for which training was already completed successfully. These changes may not justify re-training the already trained classifier for all the data but rather only modifying classifier parameters based on recent examples. Incremental learning is also advantageous for attaining fast pattern classification at any time. In addition, models of incremental learning improve their accuracies during training and may asymptotically outperform non-incrementally learned models and even reach the ultimate possible accuracy. This is an important advantage of the former models in non-stationary domains and when classifying large databases. Finally, as we are interested in pattern classification, the accomplishment of all theses objectives should not come at the expense of achieving high classification accuracy.
The fuzzy ARTMAP (FAM) [4] is considered one of the leading algorithms for classification. Compared to the MLP, which is learned based on error minimization, FAM performs prototype-based learning. That is, for any given input, MLP minimizes the error between its respective output and the corresponding label, whereas FAM learns by selecting the nearest prototype to the input. FAM excels in fast incremental supervised learning in a non-stationary environment and using few examples. The network enables the learning of new data without forgetting past data, addressing the so-called "plasticity-stability dilemma" [5] , which is crucial for incremental learning. Following increase in data complexity, FAM expands its complexity by allocating nodes dynamically without user intervention. Most other NNs, however, have fixed configurations. For example, once the numbers of hidden layers and units in each hidden layer of MLP are determined, they remain unchanged. Furthermore, these numbers are not known beforehand and some preliminary experimentation is required to find the most appropriate values for them. A network that is designed with fewer than the required number of hidden neurons may underfit the data, whereas that having more hidden neurons than required may overfit the data. In both cases, network performance is only sub-optimal. Therefore, the use of a FAM provides design flexibility that is usually missing in other NN models and exempts from excessive preliminary experimentation to determine network configuration. Additional advantages of the FAM algorithm are its dependence on minimal heuristics and parameter settings and its guarantees of short training periods and convergence [4, 6, 7] .
FAM and its variants have exemplified themselves as accurate and fast learners in performing various classification tasks, such as automatic target recognition based on radar range profiles [8] , speaker-independent vowel recognition [9] , online handwritten recognition [10] , QRS-wave recognition [11] , medical diagnosis of breast cancer and heart disease [12] , three-dimensional object understanding and prediction from a series of two-dimensional views [13] , classification of noisy signals [14] , discrimination of alcoholics from nonalcoholics [15] and recently genetic abnormality diagnosis [16] , as well as many other classification tasks such as [17, 18, 19, 20, 21, 22, 23] .
The major limitation of FAM is its sensitivity to statistical overlapping between the classes. It is the self-organization nature of the algorithm that while enabling continuous learning of novel patterns also leads to the overfitting of noisy (overlapped) data that are mistakenly considered novel. This sensitivity can lead to uncontrolled growth in the number of categories, also referred to as category proliferation, leading to high computational and memory complexities and possible degradation in classification accuracy [7, 9, 16, 24, 25, 26, 27, 28, 29] . Improving FAM classification accuracy and reducing model category proliferation are the most studied topics in the FAM literature.
We begin this chapter by reviewing the basics of the fuzzy ART and FAM (Section 2). Advanced FAM-based developments that improve classification pitfalls of the original model are reviewed in Section 3. We focus particular attention on modifications and enhancements to reduce category proliferation and improve the generalization capability of FAM. We continue in Section 4 with a review of successful applications of FAM and its variants and complete the chapter in Section 5 by presenting the results of experimental studies comparing FAM to its advanced variants and non-FAM models.
Fuzzy ARTMAP Principles and Dynamics
The FAM NN for incremental supervised learning [4] incorporates two fuzzy adaptive resonance theory (ART)
1 modules denoted ART a and ART b . These two modules are linked by a map field module associating nodes (categories) from ART a with nodes in ART b . The fuzzy ART module [30] performs fast, incremental unsupervised learning by clustering M -dimensional input patterns 2 into categories, each forming a hyperrectangular region in the M -dimensional input space. The jth category is defined by a vector of weights w j that are initially set at 1 and then monotonically nonincreasing through time. Categorization with the fuzzy ART is performed in three stages: category choice, category match (vigilance test), and learning. In the category choice stage, a choice function is calculated for the current input I and each existing category w j
where ∧ is the fuzzy AND operation, (X ∧ Y) i = min(x i , y i ), α > 0 is a choice parameter 3 , and the norm is L 1 . The chosen category is the one achieving the highest value of the choice function.
When a category J is chosen, a hypothesis test called a vigilance test is performed to measure the category match to the input I. If the match function exceeds the vigilance parameter ρ ∈ [0, 1]
then the chosen category is said to win and learning is performed. Otherwise, the chosen category is removed from the search for the current input. As a result, a new category maximizing the choice function (1) is chosen and the process continues until a chosen category satisfies the vigilance test (2) . The vigilance parameter, the lowering of which provides broader generalization (large categories) and vice versa, controls the level of similarity required between the chosen category and the input to enable learning. If none of the existing categories meets the vigilance test, a new category is formed and learning is performed without a vigilance test. Either way, learning is accomplished by updating the weight vector of the winning (or new) category according to (3) where β ∈ (0, 1] is the learning rate and β = 1 defines fast learning [4] .
In pattern recognition tasks, the input I a to ART a is the pattern and the input I b to ART b is the pattern label. As ART b inputs are labels, ART b vigilance parameter ρ b is configured to one, so each label is clustered by a specific ART b category. The map field between ART a and ART b includes a matrix of weights w ab that maps ART a categories to ART b categories. The J th row vector of w ab denotes the prediction of ART b categories as a result of the J th winning category in ART a . The map field is activated to produce the output
where ART b output, y b , has boolean coordinates
|x ab | is the value of the output that predicts the winning ART b K th category as a result of the winning ART a J th category. During the training phase, the map field performs a vigilance test similar to the ART a vigilance test, where if the match function exceeds the map field vigilance parameter ρ ab ∈ [0, 1]
then resonance and learning occur. This test assures that the prediction of the correct class complies with the label represented by the winning ART b K th category. Otherwise, a match tracking procedure is activated for finding a better category in ART a . In this process, the map field raises the ART a vigilance parameter ρ a
This ensures that the current J th category fails the vigilance test in ART a and is removed from the competition. The search in ART a proceeds until an ART a category that predicts the correct ART b category is chosen, otherwise a new category is created. When the J th category upholds the map vigilance test (6) , its association with the ART b categories is adapted by the following learning rule w (8) which is activated during resonance in the map field. In fast learning mode (β ab = 1), the link between the ART a J th category and the ART b K th category is permanent, i.e., w ab JK = 1 for all input presentations. In the test phase, only ART a is active, so the vigilance test in the map field is avoided. The class prediction is deduced from the map field weights of the winning ART a category.
Advanced FAM-Based Developments
The introduction of the FAM algorithm to the NN and pattern classification communities in 1992, was followed by the development of advanced FAM-based techniques. We divide these developments into two main categories -modifications to the original FAM and new FAM-based algorithms. This division is an attempt to distinguish between (1) new methodologies to train or optimize FAM; (2) simplifications of FAM; and (3) developments in which the alternations do not change FAM substaintially, on the one hand, and developments that are based on new concepts, on the other hand. Nevertheless, the borderline between these two categories is thin and sometimes we may have crossed it unintentially. Additionally, ignoring previous developments that were already described, we focus on and expand recent developments. Note that most of the models described in this section have been compared experimentally to other classifiers in numerous studies, but we defer the description of results to Section 5.
Modifications to FAM
Different FAM training methods, such as "one-epoch", "until completion" and "with validation", have been studied [16, 27] . In the one-epoch training method, the FAM classifier is trained using a single presentation of all the training patterns. When training until completion, the classifier is repeatedly trained until the training set is predicted perfectly. In the training with validation method, every training epoch (or so) classifier accuracy is evaluated on a validation set and training continues until no further increase in the accuracy is achieved. Training with validation is a popular approach in the machine learning community aimed at reducing overfitting to enhance generalization [1] . This approach also regards the training until completion method as erroneous as it is prone to overfitting. On the other hand, the developers of FAM declared training until completion as the method of choice and as such it is used frequently [4, 16, 27] .
The three training methods were compared experimentally on artificial and "real-world" databases [16, 27] . In [27] , the accuracy of training with validation was evaluated on a validation set after the presentation of every 100 training patterns. For the artificial databases, training with validation increased accuracy significantly only when class overlapping was "medium" to "high" (the degree of overlapping -medium or high, was determined by the authors [27] ). Nevertheless, for all the degrees of overlapping that were tested, the use of a validation set dramatically reduced the number of categories compared to those created by the training until completion or the training for one epoch methods. On the realworld databases, no significant differences in either the accuracy or number of categories between training with validation and training until completion were found. The accuracy of the FAM trained with validation was higher than that of the FAM trained for one epoch but at the expense of having (sometimes substantially) more categories.
A recent alternative methodology for FAM training is particle swarm optimization (PSO) [32] , a population-based stochastic optimization technique that belongs to the class of evolutionary algorithms. Each solution in the search space is a particle and the population of particles is called a swarm. PSO co-jointly learns FAM weights, parameters (α (1), ρ (2), β (3) and δ (7); see Section 2), and number of categories, such that the generalization error is minimized.
Usually, researchers overcome the sensitivity of FAM to training pattern presentation order by training an ensemble of classifiers, each with a different order, and then predicting the true classification accuracy by averaging or voting using the ensemble [4, 9, 12, 16, 27] . Dagher et al. [24] suggested a methodology that tries to remedy this dependence of FAM on the presentation order. To that end, they introduced the ordered FAM that uses the max-min clustering algorithm to identify a fixed presentation order. They showed that the ordered FAM achieves generalization performance comparable to that of FAM with the same network size and only small computational overhead. There is no need to train an ensemble of classifiers, however when using the ordered FAM.
Another methodology for using FAM in pattern classification was suggested in [19] . The authors used hypothesis testing and proposed retraining the network with patterns classified with low levels of confidence. They computed the confidence in FAM classification and compared the confidence in classifying each pattern to a threshold. Patterns with high confidences for rejecting both the null and alternative hypotheses were called ambiguous, and the network was retrained to ensure these patterns were classified correctly when encountered again. Using this methodology, FAM accuracy in classifying piping welds at nuclear power plants was doubled after four iterations of retraining.
The simplified FAM (SFAM) of Taghi et al. [33] is a simpler and faster variant of FAM. The SFAM combines the two FAM ART modules into one mechanism that provides the same functionality as the original FAM but using a simpler structure. Kasuba's SFAM model [34] is similar to that of Taghi et al., although the former is slower to train than the latter [33] . Another model that simplifies FAM is the modified and simplified FAM (MSFAM) [35] . Similar to the two SFAM variants of Taghi et al. [33] and Kasuba [34] , MSFAM reduces the architectural redundancy of FAM. It also extracts rules from the data that are more comprehensible than those of FAM. Nevertheless, an experimental comparison of the MSFAM model to the SFAM of Kasuba [34] , showed almost no difference in classification performance between the two models.
One of the main research targets of the modifications to the FAM and FAMbased new algorithms is the reduction of category proliferation, which in FAM originates mainly from two sources -inadequate representation of the data and sensitivity to class overlapping. Inadequate data representation is the outcome of using the fuzzy set theory "minimum (∧)" and "maximum (∨)" operators that lead to categories having hyperrectangular class decision boundaries. Although it may suit data distributed uniformly, a hyperrectangle does not fit the most natural (Gaussian) data distribution, which solicits a decision boundary in the form of a hypersphere or hyperellipsoid. As the dimension of the classification problem increases, the ratio between the volumes of a hyperrectangle and a hyperellipsoid (both bounding the data) increases monotonically [9] . That is, as the dimension increases, the hyperrectangle category represents higher volumes in which there are no patterns to support this representation (these are the hyperrectangle "corners"). Patterns residing in these corners but belonging to different classes than that which is associated with the category, are wrongly clustered by the category. In such a case, the match tracking procedure is activated to find a better existing category, and if none is found, then a new category is created that contributes to category proliferation.
The second source of category proliferation is FAM sensitivity to statistical overlapping between classes, which is responsible for misclassifications during FAM training. Each misclassification requires match tracking and raising the vigilance parameter to find a more suitable category for the misclassified pattern. The selected category, then, needs a larger weight vector to beat the new vigilance parameter in the vigilance test (2) , and thus a smaller size. Repeated for many patterns of both classes and because small categories cannot represent wide regions, such misclassifications are responsible for the formation of a large number of small categories within the overlapping area. Moreover, if no existing category is found for a misclassified pattern during match tracking, a new category is formed. Either way, the result is category proliferation that is intensified with the degree of class overlapping. In many real-world applications, the result can be the creation of hundreds and thousands of categories, many if not most of which are redundant categories that contribute very little, if at all, to the classification process. Finally, we also note that category proliferation is a sign of overtraining, as increasing numbers of categories are formed to represent larger databases or overlapped classes. In addition to causing increased complexity, category proliferation (overtraining) may also degrade classifier generalization capability.
One of the first attempts to reduce category proliferation was entailed in the distributed ARTMAP (dARTMAP) [36] . Originally credited with the capacity to merge distributed MLP code compression and FAM fast online learning, however, the analysis and experiments done using dARTMAP in [25] and [36] showed no substantial advantage in using this approach.
Perhaps the main technique directed at overcoming category proliferation is pruning. In the FAM algorithm, each category, which corresponds roughly to a rule, has an associated weight vector that can be translated into a verbal or an algorithmic description of the antecedents in the corresponding rule. Since large databases typically lead to an overabundance of rules, the application of a ruleextraction mechanism enables the selection of a small set of highly predictive categories and the description of these categories in a comprehensible form. For example, the cascade ARTMAP [18] incorporates symbolic knowledge into the fuzzy ARTMAP. In addition to the "if-then" symbolic rules improving predictive accuracy and learning efficiency, the inserted rules can be refined and enhanced by the network.
Blume et al. [37] noted several methods for reducing category proliferation. They suggested a pruning method, in which categories that are responsible for the fewest training patterns are temporarily removed. Another method is to limit the number of clusters that can be formed. A third method is to change the choice function (1) to favor large categories over small ones. Allowing categories both to grow and to shrink (as opposed to FAM, which only allows them to grow) is another method for controlling category proliferation. In addition, Blume et al. proposed allowing each category to be associated with more than one class. They tested these methods on several data sets and concluded that no single method or combination of methods is always preferable.
Carpenter and Tan [38] introduced several pruning methods based on category confidence factors, which are scores related to category usage and performance accuracy. By removing low-confidence categories, the algorithm can produce smaller networks. μARTMAP of Sanchez et al. [10] includes a mechanism that avoids raising ART a vigilance, which is an operation that leads to category proliferation.
Lin and Soo [26] suggested using the minimum description length (MDL) principle [39] to strike a balance between improved accuracy and increased complexity brought by the newly created category. According to the MDL principle, the best model to select is the one that minimizes both the encoding length of the model and that of the data given the model. Lin and Soo computed FAM encoding length as a function of the number of possible values for each category, the number of categories, the dimension of the problem and the number of patterns. They used a greedy algorithm (e.g., best-first search) to find the model minimizing this MDL score from among a variety of models, each having a different number of categories.
FAM-Based New Algorithms
Two previous FAM-based algorithms of Carpenter and colleagues are ARTMAP-IC [12] and ART-EMAP [13] . ARTMAP-IC encodes inconsistent cases, i.e., instances of identical input having different outcomes, and thereby yields probabilistic predictions. ART-EMAP is an ART-based model that integrates spatial and temporal evidence for dynamic predictive mapping.
Lim and Harrison [40] suggested the probabilistic FAM (PFAM), which is an extension of PROBART [7] , in which the weight w ab jk is the frequency of associations between the j th ART a category and the k th ART b category. Thus, w ab jk /|W ab j | is the empirical estimate of the posterior probability P (C k |j) that ART a category j is associated with ART b category k. The strength of the PRO-BART algorithm is in its data projection and regression functions and hence, it is not discussed further here. However, the PFAM algorithm [40] integrates FAM with the probabilistic NN (PNN) [41] yielding a hybrid algorithm. FAM clusters input patterns into categories and thereby provides a compact representation of the input space to the PNN. The PNN uses this representation to estimate class posterior probabilities, and by selecting the highest posterior estimate or the minimum risk estimate according to Bayes' theory, classification can be made. Lim and Harrison had an earlier, simpler version of PFAM [40] , which they called the modified FAM [42] . They introduced two heuristic rules, one for the category formation process and another for the category selection process, which oriented the FAM toward classification. Learning and prediction using the modified FAM were similar to those of PFAM.
Lavoie et al. [43] proposed modifying the FAM choice function by adding an attentional tuning parameter. Using this parameter, the network can learn and use different categories with different degrees of generality, hence enabling mutual representation by both general and specific categories. They suggested replacing the fuzzy ART choice function (1) with
where
e., the jth category), and S is a parameter equals to the desired category size 0 ≤ S ≤ M .
The desired category size S can be set as S ≡ κM (1 − ρ), and thereby a single parameter, κ, controls both vigilance and attentional tuning. Lovoie et al. claimed that by using this choice function and properly determining the vigilance parameter, every category (and not only one as is the case with FAM) can be recalled. Using this modified choice function, then, enables the network to make a trade-off between generalization and discrimination as only the categories of a particular size are chosen.
Another new algorithm is FAMR -fuzzy ARTMAP with relevance factor [44, 45] , which estimates the class posterior probability by assigning a relevance factor to each sample-label pair. This factor is proportional to the importance of that pair as learned during training, and it may be user-defined or related to either the misclassification cost or to the closeness of the sample to the decision boundary (weighing outliers low) [45] .
Recently, Al-Daraiseh et al. [28] suggested the heuristic genetic FAM (GFAM), an evolved FAM network produced by repeatedly applying genetic operators on an initial population of trained FAM networks. These initial networks have been trained using different values of the vigilance parameter or presentation orders of patterns, i.e., they have different sizes and generalization capabilities. After initialization, genetic operators, such as selection, crossover, and mutation, are applied to the network population. The pth network is evaluated using the fitness score,
where P CC(p) is the correct classification rate of the pth network on a validation set, N a (p) is the number of categories created by this network, Cat min is the number of classes in the problem, and α is a user-defined parameter that allows trade-off between network accuracy and complexity. Categories are allowed to be deleted as long as in every network there is at least one category for each class. Also, a stopping criterion is determined that is based on a maximum number of iterations and a maximum number of iterations without fitness improvement. Another algorithm designed to eliminate category proliferation is that of Tan et al. [46] . The authors suggest what they call a "conflict-resolving network" based on FAM and a mechanism of dynamic decay adjustment, i.e., FAMDDA. During learning, FAMDDA heuristically shrinks the width of a category that clusters a pattern if the pattern belongs to a class that is different than that associated with the category. This conflict-resolving mechanism enabled FAMDDA to improve FAM accuracy.
Verzi et al. [47, 48] "boosted" the ARTMAP by using the notion of structural risk minimization [2] to trade-off between training error and model complexity. The so-called boosted ARTMAP (BARTMAP) is forced to make a training error that is bounded by a tolerance value. By allowing an error, BARTMAP encourages a relatively uncomplicated model that can both improve the generalization error and provide a smaller network (number of categories).
Recently, Vigdor and Lerner [29] modified FAM, improving its classification accuracy while simultaneously reducing its category proliferation, using the Bayesian framework. The proposed algorithm, called Bayesian ARTMAP (BA), preserves the advantages of FAM and also enhances its performance by (1) representing a category using a multidimensional Gaussian distribution rather than the conventional hyperrectangular shape, (2) limiting the volume of a selected category, hence allowing the category to grow or shrink, (3) probabilistically associating patterns with categories and categories with classes to perform, respectively, ART and ARTMAP learning, (4) using Bayes' decision theory [49] for learning and inference, and (5) employing the probabilistic association between every category and a class to predict the class. In addition, BA estimates the class posterior probability. Estimating posterior probabilities can be employed for classification by assigning a pattern to the class having the highest posterior probability to generate this pattern. However, being a generative rather than a discriminative model, BA can use the estimated probabilities to incorporate loss into the problem and classify according to the minimum expected loss, to reject patterns which are unlikely to be correctly classified, or to balance between distributions that are different in the training and test sets.
Similar to FAM, BA [29] comprises two hierarchies -the Bayesian ART and the Bayesian ARTMAP. Similar to the fuzzy ART algorithm, the Bayesian ART algorithm includes category choice, vigilance test, and learning. The chosen (winning) category J in the category choice stage is the category maximizing the a posteriori probability to represent the M -dimensional pattern
N cat is the number of categories andP (w j ) is the estimated prior probability of the j th category. The likelihoodp(x|w j ) of w j with respect to x is estimated using all patterns already associated with the multivariate Gaussian category w j . The vigilance test ensures that the chosen category is limited in size. The test restricts the BA category hypervolume S J to the maximal hypervolume allowed for a category, S J ≤ S MAX , where the hypervolume is defined as the determinant of the Gaussian covariance matrix. If the winning category matches this criterion, learning occurs. Otherwise, the category is removed from the competition for this pattern and the Bayesian ART algorithm searches for another category. If all existing categories fail the vigilance test, a new category is formed with a mean vector that constitutes the input pattern and an initial covariance matrix that enables attaining S MAX . If a chosen category matches the maximal hypervolume, then category parameters (mean and covariance matrix) are adjusted according to the patterns that were clustered by the Jth category before introducing the current pattern.
Learning in BA occurs first by mapping the category w j of the Bayesian ART algorithm to class c i with probability P (c i |w j ). Next is match tracking. If the class posterior probability for the winning category P (c i |w J ) is larger than a threshold, then the J th category is associated with the ith class. Alternatively, match tracking is activated by lowering the category maximal hypervolume S MAX enough to disqualify the winning Jth Bayesian ART category. As a result, the Bayesian ART algorithm starts searching for a new category with a smaller hypervolume S J . This procedure continues until a winning category satisfies the threshold or a new category is formed.
Learning by BA is carried out by estimating the joint category-and-class probabilityP (c i , w j ) using the frequency count N ij for the number of training patterns that belong to the ith class of the C classes and are clustered to the jth category of the N cat categories, i.e.,
Marginalizing this joint probability over the classes, we get the jth category prior probabilityP (w j ). Using Bayes' theorem, the estimate for the class posterior probability given a category iŝ
N kj (13) which is simply the number of patterns from the jth category that are associated with the ith class normalized by the number of patterns clustered by the jth category. When an input pattern belonging to class c is learned by the winning Jth Bayesian ART category, the frequency count is updated N new cJ = N old cJ + 1 . BA-based inference corresponds to the association of a category with a class when predicting a test pattern, and is carried out by using all the categories that are associated with a class. That is, the class chosen for a test pattern x is c I = arg max
P (c i |w j ),P (w j ) andp(x|w j ) were defined above and we assume thatP (c i |w j , x) =P (c i |w j ), which means that once Bayesian ART identifies the winning category for the test pattern, only the association between the category and class affects the classification of this pattern. BA is closely related to the Gaussian ARTMAP (GA) algorithm [9] , and both BA and GA are based on FAM. The main differences between the FAM algorithm and the GA/BA models are, respectively: (1) pattern normalization through complement coding versus Mahalanobis distance (the distance from the pattern to the category mean normalized by the category variance [49] ); (2) hyperrectangular versus multidimensional Gaussian categories; (3) categories can only grow versus grow or shrink as a consequence of statistical learning; (4) category choice using terms of fuzzy set theory operations versus Bayes' decision theorem. Using Bayes' theorem, both GA and BA favor categories that are either close to the pattern and small (via the likelihood), highly populated (via the prior probability), or both; (5) ART learning by category movement toward the pattern in terms of fuzzy set theory operations versus terms of maximumlikelihood-based sequential updating of parameters (mean, covariance and prior probability); (6) class prediction during inference, based on a single category versus multiple categories associated with the class.
The differences between GA and BA are outlined below, beginning with (1) the multidimensional representation of the Gaussian cluster, which is limited in GA by a diagonal covariance matrix but which is not limited in BA in which any covariance matrix is allowed. (2) Choice function: GA employs a discriminant function whereas BA computes the posterior probability and thus establishes a generative model with the benefits mentioned before. (3) Category match: GA determines how well the winning category matches the pattern using the Mahalanobis distance from the pattern to the category mean. This distance emphasizes the importance, when evaluating a match, of the closeness of the winning category to the input pattern. However, it neglects the role that the category size may have. That is, a large category (the mean of which is not necessarily close to the pattern) has a greater chance of attaining a category match. Since a large category is more likely to represent patterns of different classes, this category tends to cause mismatches during ARTMAP training followed by match tracking to find or establish more suitable categories. The consequence is category proliferation. However, category proliferation is controlled in BA by limiting the size of a category as part of the category match stage. Only a winning category with a limited volume can match category conditions and be learned. (4) ARTMAP learning: GA-based learning is accomplished by mapping the winning category to the pattern class unless this category has already been associated with another class. Learning in BA is achieved by mapping all categories to all classes in probability. (5) Inference: GA assigns a pattern to the class having the highest sum of joint probabilities for the pattern and each category which is associated with the class. BA does the same but using the weighted and normalized sum. Normalization turns the sum of joint probabilities into a posterior probability and thereby enables the calculation of the probability that the test pattern indeed belongs to a class rather than just deciding that it belongs to this class. Weighting the joint probabilities byP (c i |w j ) before the summation in (14) ensures that categories that are strongly associated with the class (as estimated during training) and thereby lead to higher posterior probabilitieŝ P (c i |w j ) will influence the selection of the class more than those categories that are marginal to the class. That is, categories representing the class mass of distribution contribute to the posteriorP (c i |x) more than categories representing class outliers.
Advanced FAM-Based Applications
Along with the advanced FAM-based developments, numerous applications based on FAM and these developments were revealed in the last fifteen years. One of the first such applications was automatic target recognition based on radar range profiles [8] . In a previous application, three-dimensional object recognition based on predictions formed from simulated two-dimensional views of a geometric object observed from various angles was performed by FAM and ART-EMAP [13] . Represented using Gabor-based features, these views were recognized in both noise-free and noisy environments. In another earlier application, Murshed et al. [20] developed a FAM-based offline signature verification system. Williamson [9] presented speaker-independent vowel recognition using the Gaussian ARTMAP (GA) and compared it to FAM. Carpenter et al. [12] exemplified the medical diagnosis of breast cancer and heart disease using ARTMAP-IC.
More recently, Sanchez et al., introducing μARTMAP [10] , described an experiment that investigated online handwritten character recognition. Palaniappan et al. [15] discriminated alcoholics from nonalcoholics using a FAM. They extracted spectral power features of a filtered visual evoked potential (VEP) that indicates the effect of alcohol on the nervous system. Parsons and Carpenter [50] reported on the use of the FAM in data mining of geospatial images. They explained their choice of the FAM model because of its computational capabilities in incremental learning, fast stable learning, and visualization.
Aggarwal et al. [21] classified faults that arose in multicircuit transmission systems as caused by mutual coupling between parallel circuits. Dependence of the coupling on electrical variables and fault characterization led to the mutual impact of faults between different circuits, thereby undermining system stability and the continuity of the power supply. In another FAM application applied to fault detection [22] , the algorithm was trained to detect faults in the viscous damper bearing of a helicopter drive shaft. The authors examined features based on spectograms, linear prediction coefficients and cepstrum coefficients of time signatures representing "good" and "bad" (faulty) bearings. They eliminated features achieving less than 50% classification accuracy and projected the remaining features onto the space spanned by the eigenvectors corresponding to the largest eigenvalues (i.e., principal component analysis (PCA) [51] ). Based on the spectral features, Hush et al. [22] accomplished FAM-based fault detection of "good" and "bad" bearings with a misclassification rate of around 27%. The authors reported that they could further reduce this error when using FAM as a novelty detector, i.e., trained on the "good" signatures to alert when a "bad" signature appears.
Recently, Vigdor and Lerner [16] investigated FAM in both off and online classifications of fluorescence in situ hybridization (FISH) image signals. This classification enables the clinical diagnosis of numerical genetic abnormalities. Real and artifact signals of Down and Patau syndromes were classified using features of size, shape, intensity, and color. The authors evaluated the classification task (detecting the two abnormalities separately or simultaneously), the classifier paradigm (monolithic or hierarchical), the predicting strategy of the true accuracy (averaging or voting), the training method ("for one-epoch", "with validation" or "until completion") and model sensitivity to the vigilance parameter. Below we detail parts of this evaluation and focus on the differences between the training methods and on incremental learning.
For example, to examine FAM sensitivity to different values of the vigilance parameter ρ a , Vigdor and Lerner experimented with the Down syndrome signals, averaging strategy and the three training methods for increasing values of ρ a . Figure 1 , Figure 2 and Figure 3 show the training, validation (if applicable), and test classification accuracies for increasing values of ρ a , for the one-epoch, with validation, and until completion training methods, respectively. In the one-epoch training method and for most of the range of ρ a (Figure 1) , the gap between the training and test accuracies is relatively small (3-4%), but it grows as training continues -7-8% for training with validation ( Figure 2 ) and ∼ 13% for until completion (Figure 3 ), which is a sign for entering overfitting.
Accuracies for all training methods can be divided roughly into three ranges. In the first range, where 0 ≤ ρ a ≤ 0.2, the accuracies (estimated means and standard deviations) are identical. In the second range, 0.2 < ρ a < 0.7, the tested the incrementally learned network on the same 100 test signals. In each iteration, they recorded the FAM number of categories and accuracy for both the training and test sets. This procedure was repeated until all 900 signals had been presented to the network (i.e., one training epoch). The procedure continued for several epochs until no change in the training and test accuracies was noticed. The whole experiment was repeated using CV-10 and 5 training pattern orderings, and FAM performance was averaged over all experiments. The number of categories as well as the test and training accuracies are shown in Figure 4 for the first eight epochs. The number of categories rises monotonically and smoothly to 64.4. The training accuracy for the first signals of each epoch is high and it decreases until the end of the epoch as more variants of the signals (noise) participate in the training set. However, from epoch to epoch, the slope of this reduction becomes more moderate until going flat in the seventh epoch, as FAM learns to predict the training set perfectly. The corresponding test accuracy varies between 78.5% and 87.1% during the first epoch and then gradually converges to 85.4% after seven epochs.
To summarize that study, FAM accomplished the classification tasks by requiring only few training epochs. Also, the voting prediction strategy was more Training Sample Size precise than the averaging strategy. If trained for only one epoch, FAM provided fast, yet stable and accurate learning and was insensitive to model complexity. Early stop of training using a validation set reduced FAM complexity as for other machine learning models but could not improve accuracy beyond that achieved when training was completed. Compared to other machine learning models, FAM did not loose but instead gained accuracy when overtrained, although increasing its complexity (number of categories). Learned incrementally, FAM achieved its ultimate accuracy fast, obtaining most of its data representation capability and accuracy by using only a few examples. The conclusion of the study was that FAM demonstrated rapid and accurate FISH signal classification both off and online, using different classification paradigms, model parameters, ordering strategies and training methods. Finally, FAM was tested in the classification of incomplete radar pulse data [23] . The pulses were represented by carrier wave frequency, pulse width, and pulse repetition rate and belonged to fifteen different emitters. FAM classified the pulses accurately; Even when only 0.5% of the training date (around
Experimental Evaluation of FAM-Based Algorithms
Results of experimental evaluations of the advanced developments described in Section 3 and the advanced applications of Section 4 are provided in this section. Definitions of the acronyms used are given in those sections.
Carpenter et al. [12] compared ARTMAP-IC to FAM, ART-EMAP, logistic regression [52] , k -nearest neighbor (KNN) [49] , decision tree C4 [53] , and some other models using four databases taken from the UCI repository [54] . The performance of the ARTMAP-IC model was superior to the performances of the other ARTMAP-based models, slightly superior to that of the KNN, and similar to that of the logistic regression.
Sanchez et al., introducing μARTMAP [10] , described an experiment of online, handwritten character recognition, in which the suggested model reduced the number of FAM categories in 60% though at the same time it undermined the accuracy in 16%. Palaniappan et al. [15] reported that they cut the optimization stage of their system for discriminating between alcoholics and nonalcoholics from around 42 days when experimenting with the MLP classifier to only 17 minutes when using FAM.
Aggarwal et al. [21] analyzed fault diagnosis by several NN classifiers and found that FAM is fast to train, practical, and accurate when compared to other NNs, such as the MLP and self-organizing map (SOM) [55] . Experiments by Ramuhalli et al. [19] showed that the accuracy of classifying piping welds of nuclear power plants was doubled after retraining the FAM algorithm during four iterations on patterns that were classified with low confidence in each iteration. Charalampidis et al. [14] slightly modified FAM to improve its ability to classify noisy signals. They compared their modified FAM with the original FAM using textured images with different noise sources added, and their modified version performed better than the original FAM at high noise levels and independent of the type of the noise and the size of the network.
The modified FAM [42] was examined in binary classification and using synthetic databases. For continuous-valued data, the modified FAM was more accurate than FAM and close to the Bayes' limit, as long as the problem dimension was low and the data were stationary. For discrete data, the modified FAM advantage was not limited. However, this model created more categories than the original FAM. On two other problems -one of animal identification and the other of DNA promoter recognition -the cascade ARTMAP [18] showed higher accuracy than did FAM. On the latter problem, the cascade ARTMAP also outperformed the KNN classifier, MLP, ID3 decision tree, and some other classifiers.
In another comparison that was made for fault detection [22] , FAM was trained to detect faults in the viscous damper bearing of a helicopter drive shaft. The classifier was compared with the linear and quadratic classifiers [51] , the 1 -nearest neighbor, and the MLP and the radial basis function (RBF) NNs [1] . The accuracy of FAM was amongst the lowest achieved.
In an application of handwritten character recognition [56] , the researchers reported a clear advantage of FAM over MLP. That is, recognition rates of 83% versus 60%, respectively. It is known that researchers comparing their suggested algorithm with other algorithms sometimes fail to do that appropriately. While they optimize their model well to the problem, they neglect to do the same for the other models. We believe that in this case [56] , proper MLP optimization would have yielded a level of accuracy similar to that of FAM. Nevertheless, in another publication from the same authors in the same year, they reported a prototype mail sorting machine that was successfully designed and developed based on the same FAM.
In this context, we note that in 2003, Taghi et al. [33] searched the INSPEC database and found 42 papers that ran FAM-MLP comparisons based on various datasets and domains. They explored 17 of these papers and identified 16 common pitfalls that undermine performing a fair and reliable experimental comparison. We encourage every practitioner, especially in the NN field, to study [33] carefully.
BARTMAP [47] was compared with FAM, ART-EMAP [13] , GA [9] , ARTMAP-IC [12] , dARTMAP [36] , μARTMAP [10] , and other ARTMAP-based models on several synthetic databases [48] . In general, BARTMAP was more accurate and had simpler networks than most alternative FAM-based models. MSFAM [35] was compared to SFAM of Kasuba [34] using two synthetic and two real-world databases with almost identical classification accuracies [35] . However, MSFAM predominated over SFAM with respect to the number of extracted rules explaining the data. Taghi et al. [33] used several databases to compare variants of their SFAM with MLP variants. They reported that SFAM is inferior to MLP with respect to classification accuracy and testing time but superior to MLP regarding training speed and ease of parameter tuning.
By pruning FAM categories using confidence factors, Carpenter and Tan [38] reduced FAM network size by two thirds and slightly improved model accuracy on the UCI Pima Indian diabetes database. In a later paper [57] , the same authors checked their method on two other UCI databases and compared it with the performances of algorithms that extract symbolic rules from MLP, KNN, and C4.5 [58] . On the mushroom database, MLP, FAM, and the rule-pruning-based FAM achieved similar accuracies. The rule-pruning-based FAM needed a similar number of categories (rules) as did FAM. When testing the classifiers on the DNA promoter database, MLP and FAM exhibited similar error rates of 7.9% and 7.4%, respectively, while the methods of the rule-pruning-based FAM had errors between 7.0% and 10.4%, and KNN showed an error of 5.5%, similar to that of FAM when using ten voters. Nevertheless, pruning cut the number of categories to between 17% and 34% of the number of FAM categories.
Lim and Harrison [40] compared their PFAM model (integration of PNN and FAM) with FAM, MLP, learning vector quantization (LVQ) [55] , Boltzmann machine (BM) [59] , and probabilistic NN (PNN) [41] in separating two eightdimensional overlapping Gaussians as formulated in [60] . Among the classifiers, BM exhibited the lowest error (which was very close to the Bayes' error), FAM and PNN had the highest errors, and those of MLP, LVQ, and PFAM fell in between. When FAM and PFAM were compared in incremental learning, PFAM reached the Bayes' limit, which far exceeded the accuracy achieved by FAM. In addition, PFAM provided probability estimations in addition to pure classification decisions. Both FAM and PFAM created the same number of categories. Lim and Harrison also compared FAM and PFAM with the nearest-neighbor and the classification and regression trees (CART) classifiers on the UCI Waveform database. Again, FAM ranked lowest among the classifiers and PFAM was close to the Bayes' limit.
In an interesting comparison of incremental NN classifiers [3] , the researchers compared the performances of the growing neural gas (GNG), the growing cell structures (GCS) and the FAM models to MLP on different databases. During training, GNG, GCS, and FAM perform local adaptations whereas MLP performs global adaptations, which may increase its generalization capability. On the other hand, the latter network is fixed in its configuration while the incremental networks can automatically add new nodes that may enhance their performance. The authors employed four databases and evaluated the difficulty in classifying them using the dispersion and (KNN) confusion matrices that measure the degree of class overlapping. The databases presented different levels of classification problem difficulties. By using values defining different network configurations and learning scenarios, the authors established different data sets from each database, enabling examination of the classifiers in a vast range of environments. The evaluation showed that, on average, (1) FAM required fewer nodes (categories) than all other incremental algorithms, (2) FAM needed the lowest number of epochs to terminate learning, and (3) FAM was generally the least accurate classifier. FAM performed reasonably well on small datasets, on Boolean patterns, or on classes consisting of linear decision boundaries. The authors summarized their comparative investigation by saying that "considering the similar classification performance of MLP, GNG, GCS, the rapid convergence of GNG and GCS and the small dependence on variation of parameters of GNG, the overall ranking of networks in descending order is: GNG, GCS, MLP, and FAM. However, when the dataset shows linear boundaries between classes, FAM and MLP can perform better than GNG and GCS."
Palaniappan et al. [15] discriminated alcoholics from nonalcoholics based on spectral power features of a filtered visual evoked potential (VEP) using FAM and MLP. When they averaged classification accuracies over several classifier configurations, MLP achieved accuracies between 94.3% and 96.1% (depending on the number of VEP channels) compared to accuracies between 86.2% and 90.1% of FAM.
Lin and Soo [26] compared their FAM variant, which prunes redundant categories using the minimum description length (MDL) principle [39] , with both the original FAM and the C4.5 decision tree learned using MDL. When applied to the UCI Wisconsin breast cancer database, the classification accuracies of their FAM variant and C4.5 were shown to be identical and higher than that of the original FAM. Their MDL-based FAM needed one third of the categories required by FAM. On the UCI Pima Indian diabetes database, although the MDL-based FAM did not improve FAM accuracy, it did cut the number of categories used by an order of magnitude. However, there are two disadvantages to the suggested MDL variant with respect to the original FAM. First is that the MDL variant requires much longer training periods than the original FAM since it has to examine all training patterns before removing a category. Second, the MDL variant, at least in its current form, is applied only to two-class classification problems.
FAM variant was trained via particle swarm optimization (PSO) [32] and compared to the original FAM using two synthetic databases and the NIST Special Database 19 (SD19) [61] . On the synthetic databases, the classification error of the PSO-trained FAM was lower than that of FAM. On databases extracted from SD19, this error of the PSO-trained FAM was 1/3 -1/2 that of FAM but these errors exceeded those of 1 -nearest neighbor, MLP, and SVM.
FAMDDA [46] was tested against FAM on UCI Iris, Wisconsin breast cancer, and Statlog image segmentation databases, where it demonstrated an average improvement of around 1% to the FAM classification accuracies for each of these databases. FAMDDA also improved FAM accuracy in monitoring the conditions of a circulating water system in a power generation plant. Twelve-dimensional patterns representing heat and water conditions were classified into four classes by FAMDDA, which succeeded in improving FAM accuracy by about 1%.
A FAM-based analysis was suggested as support for manufacturing technology investment decisions [62] . As such, FAM was used to match project proposals for investment with past, successful projects. Projects that showed a match were kept and based on all such successful matches, the system extracted rules to be used in prioritizing new projects. Features related to cost, risk factors, and prioritization scores (derived from, e.g., technology novelty and intellectual property potential) were used by the system to identify the similarity of a given new project to a successful project from the past. The most promising new projects were then presented for evaluation by a project committee that decided whether to invest in the recommended projects. When the system was trained to classify the prospective projects of a company in the pharmaceutical industry as "good", "average", or "reject", it achieved up to 90% and 92% classification accuracies using the averaging and voting strategies, respectively. Downs et al. [63] reported on using Kasuba's SFAM model [34] in three medical applications. The first, which predicts the chances of death or survival for patients admitted to a coronary care unit, was run using the voting strategy. In this case, SFAM exhibited classification accuracies between 95.2% and 99.3% for 3 to 13 voters. In the second application concerned, the diagnosis of cancer from fine needle aspirates of the breast, SFAM outperformed the human expert with respect to accuracy and sensitivity but not in terms of specificity. This result was more evident after the network was pruned, in which redundant categories were removed as part of learning. The third application concerned the diagnosis of acute myocardial infarction (AMI) from information available at an early stage of hospital admission. Despite some modifications to SFAM, however, the physicians beat it on all measures with the exception of sensitivity.
When examined in electric load forecasting [64] , FAM showed higher accuracy than MLP. Fault diagnoses of integrated navigation systems was performed by a FAM that located the faults based on gyro and accelerometer outputs [65] . Odor discrimination using a FAM-based electronic nose was reported in [66] , where the authors reported that FAM accuracy was superior to that of MLP for the odors of coffee and cow breath and that the FAM training period was typically one order of magnitude faster than that of MLP. FAM-based automatic fuel pellet inspection was studied [67] to reduce manual exposure to radiation and to increase inspection accuracy and speed, but the accuracy of FAM was inferior to that of MLP.
FAM was investigated in the off and online classification of fluorescence in situ hybridization image signals enabling the clinical diagnosis of numerical genetic abnormalities [16] . Real and artifact signals of Down and Patau syndromes were classified using twelve features of size, shape, intensity, and color. FAM accuracy was found to be comparable to the accuracies of MLP and SVM and superior to those of the naive Bayesian and linear classifiers [49] . In addition, FAM required fewer than six training epochs compared to the hundreds of epochs required by MLP to perform the same task [68] .
GFAM [28] was evaluated on twelve Gaussian databases differing in the number of classes and degree of class overlapping, four other artificial databases, and eleven databases from the UCI repository. GFAM was compared to variants of FAM, the ellipsoid ARTMAP (EFAM) [69] , μARTMAP, and GA. On the artificial databases, GFAM performance -classification accuracy and number of categories -was usually the best among the classifiers. Unfortunately, the authors did not complete, or present, classifier comparison for real-world databases.
The ordered FAM [24] and the FAM were compared on nine UCI databases. The FAM was evaluated using ten different presentation orders. The ordered FAM generalization performance was superior to the average performance of FAM, in certain cases the ordered FAM performed as good as, or better than, the best FAM performance. This was achieved with networks having similar sizes and in almost no additional computational load.
Very recently, Vigdor and Lerner compared Bayesian ARTMAP (BA) performance with respect to classification accuracy, learning curves, number of categories, sensitivity to class overlapping, and risk with the performances of FAM and GA using synthetic and real-world databases [29] . FAM was trained for either one epoch or until completion. We report here on three experiments from that study.
In the first experiment, the authors used one dimensional patterns generated from two classes, each represented by a mixture of two Gaussian components. The sensitivity of the classifiers to increasing degrees of statistical class overlapping was examined by changing the variance of each density component. The degree of overlapping was measured using the accuracy achieved by the Bayes' classifier (which is an upper bound on the classification accuracy). Figure 5 shows that all the classifiers produce good results (accuracy and number of categories) for very high (95%-100%) Bayes' bound, i.e., almost no statistical overlapping between the classes. As the Bayes' bound is lowered (i.e., the degree of overlapping is increasing), the average accuracies of BA and GA remain close to the Bayes' bound represented by the line y = x. BA and GA accuracies (71.2% and 69.6%, respectively) for the lowest measured Bayes' bound are close to that bound (74.3%) whereas those of the FAM trained for one epoch or until completion are 58.6% or 62.7%, respectively. The advantage of the BA classifier over the other classifiers with respect to the number of categories is even clearer. While the FAM trained until completion, the FAM trained for one epoch, and GA require an average of 363.4, 185, and 108.6 categories, respectively, for the lowest Bayes' bound measured, BA required an average of only 41.7 categories.
In the second experiment of [29] , non-Gaussian data of two classes were used. The first class was composed of a mixture of uniform and Rayleigh densities and the second was a mixture of two uniform densities. When measured for increasing sample sizes, the test accuracy of BA was almost insensitive to the sample size, and only slightly lower than the Bayes' bound (85.7%) ( Figure 6 and Table 1 ). GA accuracy, however was lower than that of BA by about ∼ 2-7%, and more sensitive to the sample size. FAM accuracy was lower than that of BA by about 10% for both training modes. Thus, the high test accuracy attained by BA demonstrated its superior ability to approximate non-differentiable and nonGaussian densities. This superiority was also evident in BA category growth (i.e., the rate of increase in the number of categories as sample size increases), which was lower than those of the other classifiers by at least an order of magnitude Table 2 . The test classification accuracy and variance, and the number of categories for the BA, the FAM trained for one epoch or until completion, the SGE, and the KDE classifiers averaged over twenty real-world UCI databases (from [29] (Table 1 ). In addition, examining the standard deviations in Figure 6 with respect to both accuracy and number of categories, BA was more stable and reliable than the other classifiers.
In the third experiment, Vigdor and Lerner investigated the BA using realworld classification problems from the UCI repository, the United-States Postal Service (USPS) Database [70] , and a cytogenetic database [71] . BA was compared to FAM trained for one epoch or until completion, the single Gaussian classifier (SGE) [1] , and the kernel density estimation (KDE) classifier [1] . The experiments were performed using CV10 and the averaging strategy with five different data presentation orders. Detailed results are given in [29] . Averaging the test classification accuracy and number of categories over the twenty databases examined show ( Table 2 ) that BA outperforms on average all other evaluated classifiers with respect to accuracy. The second best classifier, the FAM trained until completion, exhibited an average accuracy that was 4.9% lower than that of the BA. In addition, BA was more robust than FAM, as its accuracy variance was smaller (6% compared to 8.3%). Finally, the number of BA categories averaged over all twenty databases was much closer to that of the FAM trained for one epoch than to that of the FAM trained until completion.
In summary, in almost all the experimental comparative studies reported in this section, FAM was the fastest and most easy to train but among the least accurate of the classifiers. Almost all FAM developments, whether modifications to the original model or new algorithms, improved its accuracy and reduced its category proliferation. Nevertheless, these developments did not always provide an advantage with respect to accuracy over other state-of-the-art classifiers.
Discussion
Most advanced developments of the FAM aim at enhancing the model classification accuracy, reducing its category proliferation problem, or both. These developments may incorporate elements from different fields, such as optimization theory, evolutionary learning, Bayes' decision theory, or statistical learning theory. Some of the developments simplify the original FAM model and others extend it probabilistically. Other developments use optimization methods, methods for rule extraction or pruning, heuristic rules to limit the number or width of categories, and methods to penalize models that are too complex or weigh the importance of patterns to classification. Most advanced developments indeed improve FAM performance -they either reduce category proliferation, improve classification accuracy, or both.
In November, 2007, to understand the current FAM research trend, we searched IEEE Xplore for all papers investigating or employing FAM in pattern classification. A histogram (Figure 7 ) of the number of such publications published between 1993 and 2007 reveals a peak in the number of publications in 2001. In the years after 2001, the graph declines and levels out to around six to seven publications per year. Nevertheless, some of the most important FAMbased developments have occurred since 2001. Furthermore, due to the unique advantages of FAM with respect to the training speed in dual operational modes -off and online, to recent progress in rendering the FAM classifier probabilistic and more accurate, and to the ever-increasing number of FAM-based applications, we expect that the motivation to further improve FAM will remain at least as high as it has been in recent years. If this review intensifies the existing motivation even a bit, then writing it was a worthwhile investment.
