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Abstract
Metal halide perovskite (MHP) thin films are currently undergoing an intense
research thrust due to the excellent performance of MHP based photovoltaic (PV)
devices, which have the potential to revolutionize the worlds energy production via
a unique combination of low-cost fabrication and high power conversion efficiency
(PCE). However, the vast majority of research is currently aimed at incremental
improvements in device PCE, resulting in a body of work without the foundational
understanding of the charge-carrier dynamics of the system upon photoexcitation.
This thesis begins with the development of a phase-modulated multidimensional
coherent spectroscopy (PM-MDCS) experiment. PM-MDCS is an ultrafast multidi-
mensional coherent spectroscopy (MDCS) technique that can identify photophysical
processes unavailable to one-dimensional spectroscopies. The thesis then goes on
to describe the development of a novel data acquisition scheme and data process-
ing technique, diagonal slice four-wave mixing (DS-FWM). Next, a description of
calibrating the absolute phase in PM-MDCS experiments is presented. Finally, the
thesis discusses the application of steady-state photoluminescence (PL), MDCS, and
DS-FWM to study the charge-carrier dynamics in MHP thin films at 5K. These
studies provide crucial information to building a fundamental understanding of the
photophysical processes in MHP films under illumination, providing direction for
targeted research toward improved MHP PV performance.
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A novel technique for collection of PM-MDCS data, and analysis of all MDCS
data, DS-FWM succeeds where other MDCS lineshape analyses have failed, analyti-
cal separation of broadening mechanisms in MDCS data. This technique significantly
shortens data acquisition time for time-domain coherent spectroscopies, such as PM-
MDCS, and provides direct access to relevant material paramters, such as the pure
dephasing rate in the studied system, without the need for any assumptions.
Phasing PM-MDCS spectra is a central concern because the interpretation of
spectra rely critically on the phase. We developed a method of calibrating the
absolute phase in PM-MDCS that reconstructs all phase contributions to the signal
and removes all but the phase of the material response.
The PM-MDCS data presented on MHP thin films clearly show long-lived exci-
tons in the system, the existence of which has long been debated in the literature,
with surprisingly long dephasing times up to ∼ 1 ps. These excitons show clear in-
homogeneous broadening, likely due to the large amount of disorder intrinsic to the
MHP system, disproving a widely cited finding in the literature that the emission of
the MHP system is homogeneously broadened and the system is well ordered. The
data also show multiple isolated states that appear as one peak in steady-state PL
data, likely due to defect states in the imperfect MHP lattice. PM-MDCS has the
capability to disentangle spectrally broad resonances in ways that steady-state mea-
surements cannot, allowing the studies performed to access the individual response
of these states directly. Time dependent studies spanning hundreds of femtoseconds
to about one nanosecond show multiple relaxation pathways and timescales between
these states and some coherent coupling. The interaction of the states and transfer
pathways of the charge-carriers are of vital importance, as the coupling of defect-
states to current-generating states could lead to marked improvements in MHP PV
performance.
iii
Acknowledgements
My most overwhelming gratitude goes to my advisor and friend, Mark Siemens,
who has pushed me to become a better scientist through his inexhaustible curiosity
about, passion for, and wonder from the world we live in. Mark has imparted in
me a confidence that simply was not there when I began graduate school. For these
things, and a very long list more, I will be forever grateful.
I would next like to thank my peers and friends from my time at DU. Travis
Autry, Chris Smallwood, Matt Day, and Steve Cundiff made my experiment possi-
ble by allowing me to spend time working on theirs. Amani Alfaifi and Sean Shaheen
provided the samples that made this work possible. Sam Alperin made me scratch
my head and laugh many times. Jasmine Andersen and I had many wonderful con-
versations about our roles as scientists and people. She also edited the manuscript,
which was no small task. I would also like to thank all the other wonderful members
of the Siemens group for making B7 a fun and stimulating place to spend my time.
I need to thank my wonderful parents and step-parents, for believing I would
make something of myself when no one else did. To the Fitz-allinis, thank you
for never having any doubt that I could be successful at whatever I tried. To the
Diederich-Anstines, thank you for being a bit more grounded. Thank you to my
favorite aunt Floss for taking care of Rosie and being more involved than an aunt is
required to be. Thank you to my sisters for always being a phone call away should I
need them. Thank you to my nieces and nephews for giving me constant motivation
to improve the world for those who will live in it after I’m gone. Finally, thank
you to my amazingly patient and loving partner, Michi, for putting up with years of
supporting someone who lives too far and works too much. I hope you are all proud,
as I believe this work to be a shared effort.
iv
Table of Contents
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
1 Introduction 1
1.1 Solar Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 A History of Perovskites . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 A History of Multidimensional Coherent Spectroscopy . . . . . . . . 5
1.4 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Multidimensional Coherent Spectroscopy 8
2.1 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 Classical Resonance Theory . . . . . . . . . . . . . . . . . . . 9
2.1.2 Nonlinear Optical Response . . . . . . . . . . . . . . . . . . . 15
2.1.3 Density Matrix Formalism & The Optical Bloch Equations . 18
2.1.4 Double Sided Feynman Diagrams: A Simple Method for Track-
ing the OBEs . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Coherent Spectroscopy Experiments . . . . . . . . . . . . . . . . . . 25
2.2.1 Linear Absorption Spectroscopy . . . . . . . . . . . . . . . . . 25
2.2.2 Four-Wave Mixing Experiments . . . . . . . . . . . . . . . . . 26
2.2.3 Multidimensional Spectroscopy Experiments . . . . . . . . . . 30
2.3 Interpretation of Multidimensional Spectra . . . . . . . . . . . . . . . 32
2.3.1 Signal Contributions . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Coherent Signal Pathways . . . . . . . . . . . . . . . . . . . . 38
2.3.3 Optical Selection Rules and MDCS Polarization Schemes . . . 45
2.3.4 Power Dependence and Many Body Effects in MDCS Spectra 47
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3 Experimental Details 50
3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.1 Construction of the Nonlinear Signal Frequencies . . . . . . . 54
3.2 Signal Detection and Wave Packet Interferometry . . . . . . . . . . . 55
3.3 Phase Cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 Phase Stabilization and Measurements in the Rotating Frame . . . . 57
3.5 Feynman Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
v
3.6 Demonstration of PM-MDCS with GaAs Quantum Wells . . . . . . . 61
3.6.1 GaAs QW Heavy Hole Exciton Spectrum . . . . . . . . . . . 62
3.6.2 GaAs QW Excited State Coupling . . . . . . . . . . . . . . . 63
4 Diagonal Slice Four-Wave Mixing 66
4.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Analytical Form of Lineshapes . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5 Absolute Phase Calibration in Phase-Modulated Multidimensional
Coherent Spectroscopy 77
5.1 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Explanation of PM-MDCS Phasing . . . . . . . . . . . . . . . . . . . 82
5.3 Novel Phasing Procedure . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6 MDCS of FAMACs Thin Films 90
6.1 Current Metal-Halide Perovskite Research . . . . . . . . . . . . . . . 90
6.2 Exciton Broadening, Formation, and Relaxation at Low Temperature 95
6.3 Spectral Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7 Conclusions and Future Projects 108
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.2 Measuring Disorder in Metal Halide Perovskites . . . . . . . . . . . . 109
7.2.1 Novel experimental research tools . . . . . . . . . . . . . . . . 110
7.2.2 Determining the role of defects and interfaces in ultrafast car-
rier transport. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2.3 Revealing disruptions in quantum pathways caused by cation
disorder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.3 Hot Carriers in Metal Halide Perovskites . . . . . . . . . . . . . . . . 120
7.3.1 Novel and enabling research tools . . . . . . . . . . . . . . . . 120
7.3.2 Power dependent analysis . . . . . . . . . . . . . . . . . . . . 121
7.3.3 Carrier temporal pathways . . . . . . . . . . . . . . . . . . . 122
7.3.4 Carrier spatial pathways . . . . . . . . . . . . . . . . . . . . . 124
Bibliography 126
Appendix 150
A.1 Derivation of the Nonlinear Polarization . . . . . . . . . . . . . . . . 151
A.1.1 The Density Operator and the Optical Bloch Equations . . . 151
A.1.2 The Perturbative Expansion of The Schrödinger Equation . . 158
A.1.3 The Perturbative Expansion of The Density Matrix . . . . . . 160
A.1.4 The Nonlinear Polarization . . . . . . . . . . . . . . . . . . . 162
vi
List of Figures
1.1 NREL photovoltaic efficiency chart . . . . . . . . . . . . . . . . . . . 3
1.2 Perovskite unit cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Absorptive and dispersive portions of the relative permitivity . . . . 13
2.2 Double Sided Feynman Diagrams for three pulse experiments . . . . 25
2.3 Three Pulse Train for Four-Wave Mixing . . . . . . . . . . . . . . . . 27
2.4 Four-Wave Mixing Experiments . . . . . . . . . . . . . . . . . . . . . 29
2.5 BOXCARS beam geometry . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Number of points necessary in different coherent spectroscopies . . . 31
2.7 Comparison of MDCS with linear spectroscopies . . . . . . . . . . . 32
2.8 Rephasing spectra of a homogeneous resonance . . . . . . . . . . . . 37
2.9 Rephasing spectra of an inhomogeneous distribution . . . . . . . . . 40
2.10 Nonrephasing spectra of an inhomogeneous distribution . . . . . . . 41
2.11 Spectral placement of Raman coherences . . . . . . . . . . . . . . . . 43
2.12 Selection rules for optical transitions in semiconductors with the MDCS
pulse train . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 Basics of the PM-MDCS experiment . . . . . . . . . . . . . . . . . . 51
3.2 Explanation of the rotating frame in PM-MDCS experiments . . . . 57
3.3 Double Sided Feynman Diagrams for four pulse experiments . . . . . 60
3.4 Energy level diagram and photoluminescence spectrum of GaAs quan-
tum wells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5 MDCS spectrum of GaAs QW heavy hole . . . . . . . . . . . . . . . 63
3.6 MDCS spectrum of GaAs QW light hole and heavy hole . . . . . . . 65
4.1 Explanation of rotated coordinate frame and projection-slice theorem 69
4.2 GaAs QW MDCS data . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3 Diagonal fitting data . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4 Cross-diagonal fitting data . . . . . . . . . . . . . . . . . . . . . . . . 75
5.1 Simulated PM-MDCS spectra showing incorrect phasing . . . . . . . 81
5.2 Schematic of our phasing procedure . . . . . . . . . . . . . . . . . . . 84
5.3 Feynman diagrams relevant to PM-MDCS phasing . . . . . . . . . . 85
5.4 Autocorrelation used in phasing . . . . . . . . . . . . . . . . . . . . . 87
5.5 Comparison of phasing procedures on GaAs quantum wells . . . . . . 89
vii
6.1 Neat FAMACs PL at low temperature . . . . . . . . . . . . . . . . . 96
6.2 PM-MDCS spectra of a FAMACs film showing relaxation between
exciton states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3 PM-MDCS spectra of FAMACs showing exciton formation . . . . . . 99
6.4 Spectral diffusion in FAMACs thin films . . . . . . . . . . . . . . . . 102
6.5 DS-FWM spectra of FAMACs film . . . . . . . . . . . . . . . . . . . 104
6.6 Fits and dynamics of spectral diffusion . . . . . . . . . . . . . . . . . 105
6.7 Proposed mechanism for cation-dependent spectral diffusion . . . . . 106
7.1 Explanation of simultaneous pholuminescence and photocurrent de-
tected coherent spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 113
7.2 Plan for spectrally identifying defect states . . . . . . . . . . . . . . . 114
7.3 Plan for measuring cation alignment-dependent inhomgeneity in the
perovskite system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.4 Explanation of multidimensional J-V curves . . . . . . . . . . . . . . 121
7.5 MDCS signatures of different carrier relaxation mechanisms . . . . . 123
7.6 Schematic of device architecture used to probe carrier spatial diffusion 127
A.7 Feynman Diagrams for Linear Absorption . . . . . . . . . . . . . . . 166
A.8 Feynman Diagram for Excited State Emission . . . . . . . . . . . . . 168
viii
Chapter 1
Introduction
1.1 Solar Energy
With CO2 emissions steadily rising and political awareness of the looming en-
ergy crisis increasing, due to growing energy demands in many developing countries
and the shortage of traditional fossil fuels, it is of vital importance that alterna-
tive energy sources be developed before their implementation becomes a necessity.
The development of quite a few alternative energy sources has been underway for
the past few decades [5], namely nuclear, wind, geothermal, catalytic fuel produc-
tion, and solar. Unfortunately, public opinion and low output make many of these
strategies hard to implement for large-scale municipal power. Conversely, high up-
front cost and space demands make most of the remaining strategies difficult for
small-scale personal power production. Solar energy production is the most likely
candidate to lead the way in alternative energies due to relatively low cost and space
requirements, applicability to most climates, and effectively infinite energy source.
The first photovoltaic (PV), developed at Bell Laboratories in 1954 to provide power
to upcoming space missions, was a silicon p-n junction architechture that produced
∼ 6% power conversion efficiency (PCE). Since then, PV research has been a field
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of intense study that merges materials science, chemistry, electrical engineering, and
physics in an attempt to produce new technologies that will make solar energy com-
mercially competitive against traditional fossil fuels. At present, silicon and other
single crystals hold the records for highest efficiencies, with silicon reaching ∼ 27.6%
PCE as well as gallium arsenide reaching ∼ 29.3% PCE and going much higher if
multijunction devices are considered [4]. The problem with these types of PV is the
high quality crystals necessary for their operation which require high temperatures,
high vacuums, and ultimately high cost. Thus, with traditional PV technologies
closing in on the theoretical limit of ∼ 33.7% [119] for PV PCE, research has turned
to finding lower cost alternatives that can realize similar performance, such as or-
ganic photovoltaics (OPVs) [58], quantum dot photovoltaics (QDPVs) [157], and
dye-sensitized photovoltaics (DSPVs) [35]. Each of these emerging PV technologies
holds the potential for low-cost, solution processable, fabrication to both bring down
the cost for individuals and meet the demands of large-scale energy producers. Un-
fortunately, none have broken past about half of the PCE of single crystal PV; OPV
and DSPV seem to have plateaued. However, a new technology based on lead-halide
perovskites (LHPs) has gained tremendous research interest as its PCE skyrocketed
to ∼ 23.3% (see figure 1.1) in under a decade while maintaining the low cost and
solution processability of other new PV technologies.
1.2 A History of Perovskites
Perovskite is the name for the mineral CaTiO3, originally discovered in the Ural
Mountains of Russia by Gustav Rose in 1839 and named for the minerologist Lev
Perovski. Since Goldschmidts work on tolerance factors [49], the name has described
materials with the crystal structure ABX3, where B and X are a metal and an anion,
respectively, that form a lattice of octahedra, and A is a cation held inside the
interstitial space of that lattice. Figure 1.2 shows the unit cell of a perovskite crystal.
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Figure 1.1: Photovoltaic PCEs
In Goldschmidts original work, perovskites were metallic oxides ABO3, where many
metals were stable in the crystal. However, over half a century after Roses initial
discovery, Wells and coworkers prepared the first cesium-lead-halide perovskites from
aqueous solutions [150], although the assignment of the perovskite structure to these
materials didn’t come until the work of Møller in 1957 [89]. Around that time,
BaTiO3 was gaining some interest for its ferroelectric properties, high dielectric
constant, and its potential application to energy storage [45], leading to interest
in other perovskite oxides such as YBa2Cu3O7−δ which showed high-temperature
superconductivity at 93 K [153].
The half century following Møllers work found perovskites in several applications,
but the next big advance came in 1978 with the synthesis of the first hybrid organic-
inorganic perovskite: CH3NH3PbI3, or MAPbI3 as it is commonly referred to [145].
From here, perovskites gained some limited traction in optoelectronic devices with
the first perovskite LED developed at IBM in 1999 [25] and a report of perovskite
field-effect transistors [70] the same year. The first use of perovskites in PV was in
3
Pb
I
C
N
H
Figure 1.2: Perovskite unit cell
2009 and saw MAPbI3 QDs as a sensitizing dye on a mesoporous TiO2 substrate,
a common solar cell architechture with the perovskite absorber replacing other dye
molecules or lead chalcogenide quantum dots (QDs), achieving 3.8% PCE [75]. A
few years later, better synthesis procedures and QD size engineering would push
the record to 6.54% [62] efficiency and the introduction of a hole conductor in the
mesoporous substrate would yield 9.7% efficiency [72]. Though dye-sensitized ar-
chitechtures using perovskite QDs would continue to see improvements in efficiency,
this PV architechture requires liquid electrolytes and have very short operating times,
rendering them infeasible for real-world application. To circumvent this issue, the
solid state perovskite PV was introduced in 2013 with efficiences of 12% [83] and
15% [81] employing thin films deposited by chemical vapor deposition. A simpler
film deposition procedure with no loss in efficiency was reported the following year
[154]. This surprisingly fast progress in efficiency led to a dramatic increase in re-
search efforts to maximize the efficiency of perovskite PV, as well as to push the
material into other optoelectronic applications such as light emitting diodes (LEDs)
[53] and lasers [33, 113]. Recently, research has turned to explaining the fundamen-
tal physical and optical processes taking place in photoexcited perovskite crystals to
facilitate material and PV design.
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MAPbI3 , in particular, has many interesting physical properties that also con-
tribute to its performance as an active material in PV. Most important of which is
the high absorption coefficient across the solar spectrum, about 1.5 times that of
GaAs [2], which allows for much thinner active layers, down to ∼ 800 nm [156]. Ad-
ditionally, experimental reports place the optical bandgap of MAPbI3 at ∼ 775 nm
[60], just outside of the optimal range (800− 1100 nm) for solar conversion by a sin-
gle absorber. The nearly ideal optical absorption spectrum in MAPbI3 also features
a sharp onset, indicating a small Urbach energy and lack of deep trap states [31].
The dominance of shallow traps likely leads to the long diffusion lengths observed,
reaching ∼ 175µm in single crystal MAPbI3 [158]. Diffusion lengths of this magni-
tude, relative to the necessary active layer thickness, allow planar heterojunction PV
that utilize charge selective contacts of the simple forms p-i-n and n-i-p. This allows
perovskite PV to bypass many of the complications of the mesoporous sensitized
architechtures where they first found footing in the field. Finally, simple fabrication
techniques, with low temperature and no vacuum necessary for high quality poly-
crystalline films [160], make perovskites attractive as the next material for low-cost
commercial PV.
1.3 A History of Multidimensional Coherent Spectroscopy
Multidimensional coherent spectroscopy (MDCS) was first proposed by Jean
Jeener in 1971 [64] and demonstrated experimentally by Richard R. Ernst in 1976
[8] in the context of nuclear magnetic resonance (NMR) spectroscopy experiments
probing nuclear spin coherences in simple systems including 2, 3−dibromothiophene,
2, 3, 4− trichloronitobenzene, and 1, 1, 2− trichloroethane. Ernsts work built on his
own previous work in NMR, where he excited the system with a radio frequency
(RF) pulse and Fourier transformed the resulting time domain signal to produce an
energy spectrum[41, 42]. The breakthrough of multidimensional NMR was, as the
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name suggests, the extra dimensionality of the experiment. In these experiments, a
sequence of electronically gated microwave pulses interacted with the sample under
study and measured a nonlinear response that correlated initial and final nuclear
spin states through quantum pathways that tracked an initial states coherence, an
excited population which could evolve, and a final states coherence. These multi-
dimensional correlation maps allowed powerful insights into dephasing mechanisms,
vibrational coupling, and transient dynamics in an intuitively simple to interpret
spectrum. Fast forward to 1998 and the seminal works of David Jonas’s group on
extending 2D NMR into the optical regime, which could probe the electronic states
in the material under study [61, 47, 69]. These studies used a similar framework
and pulse sequence as NMR experiments, but were based on the four-wave mixing
(FWM) signals found in nonlinear optics and required much higher interferometric
precision due to the decreased wavelength of optical fields compared to microwaves.
Since its inception, MDCS has been applied with great success to many systems span-
ning across disciplines in science. A sampling of these applications so far includes:
measuring the exciton structure in photosynthetic bacteria [137], coherent coupling
and many-body interactions in quantum-confined semiconductors [159, 19, 123, 26],
vibrational couplings in nucleic acids [151], isolation of single quantum dot responses
from random size distributions [57, 103], many-body physics in monolayer transition
metal dichalcogenides [94, 93], and directly measuring the photocurrent spectrum in
a quantum dot photovoltaic [71]. The breadth of applications for MDCS advocates
its power as a spectroscopic technique.
1.4 Dissertation Outline
The remainder of this work will be in-depth chapters explaining the topics intro-
duced, or describing work we have done in the Siemens lab to further them. Chapter
2 begins with a simple mathematical description of the physical processes that lead
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to MDCS. Readers that are interested in a more rigorous derivation are directed to
appendix 7.3.4, which contains much more detail to arrive at the same results. A
brief overview of different techniques in nonlinear spectroscopy is offered, as a way to
build up to the complexity of MDCS experimental implementations. Finally, a dis-
cussion of how to ‘read’ MDCS spectra is presented to prepare the reader for the data
of the novel work. Chapter 3 presents an explanation of the experimental apparatus
itself, as well as sections highlighting the differences between our implementation of
MDCS and the MDCS experiments discussed in chapter 2. This chapter ends with a
presentation of data for a well-studied system, collected by our experiment, to verify
that the system is functional. Chapter 4 begins the novel work of this dissertation.
Herein, we present diagonal slice four-wave mixing (DS-FWM); a novel experimen-
tal approach to collecting time-domain MDCS data, as well as a new and powerful
method for analyzing MDCS lineshapes. Chapter 5 discusses a technique we de-
veloped to address phasing of MDCS experiments that collect population signals.
Chapter 6 contains the main results of this work, our MDCS experiments on MHP
thin films. Finally, chapter 7 explains what we would like to do next in this series of
experiments, highlighting two main questions about the photophysics of MHPs and
proposing two novel experimental implementations of MDCS.
Unless stated otherwise, all work described in this dissertation was perfomed
by myself, under the supervision of Dr. Mark Siemens. The exceptions are: triple
cation perovskite sample fabrication was work performed by Amani Alfaifi under the
supervision of Dr. Sean Shaheen, double cation perovskite sample fabrication was
performed by Donghoe Kim and Joe Berry, Travis Autry collaborated on the writing
of the manuscript that was minimally altered to become chapter 4, and the ideas
for proposed experiments, as well as the manuscripts that became chapter 7, were a
collaborative effort between myself, Mark Siemens, and Sean Shaheen.
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Chapter 2
Multidimensional Coherent
Spectroscopy
2.1 Theoretical Background
This section will derive the main results necessary to understand MDCS with
a simple, and relatively easy to follow set of derivations. These derivations were
followed from Nonlinear Optics, 3rdEdition by Robert Boyd [16] , Optical Properties
of Solids by Mark Fox [46], and Optical Resonance and Two Level Atoms by L. Allen
and J.H. Eberly [3]. A more rigorous and complete derivation of the same results,
following Shaul Mukamels Principles of Nonlinear Optical Spectroscopy [95], can be
found in appendix 7.3.4. Additional information about the interpretation and history
of MDCS can be found in review papers by Steve Cundiff [26], Minhaeng Cho [24],
David Jonas [69], and Mark Siemens [120]. Information about the subtleties of
nonlinear spectroscopies can be found in many of the aforementioned references as
well as Andrei Tokmakoffs book on the subject [139].
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2.1.1 Classical Resonance Theory
We consider the simple case of a collection of two-level atoms, whose electrons
couple to electric fields through the dipole moment created by the ion-electron pair.
Assuming that the electrons oscillate about their equilibrium positions with small
amplitudes, we may model the motion of the constituent electrons as simple harmonic
oscillators. This assumption is valid if the applied electric field is sinusoidal in time
and the nuclei of the constituent atoms are far more massive than the oscillating
electrons considered. The electrons are then described by the Hamiltonian,
H = 1
2m
∑
a
(
p2a + ω
2
am
2
0r
2
a
)− e∑
a
ra ·E
(
t′, ra
)
(2.1.1)
where pa = mva + eAa and ra are the canonical momentum and position of the ath
electron, whose mass and resonant frequency are m0 and ωa and whose charge is
−e. E (t, ra) is the applied electric field at the ath electron at time, t′. The first two
terms in equation 2.1.1 are the kinetic energy terms arising from the motion of the
electron-ion system and the oscillation of the electron about its equilibrium point,
and the last term is the potential energy of the electron in the applied electric field.
Solving Hamiltons equations
p˙ = p˙a = −∂H
∂q
and q˙ = r˙a =
∂H
∂p
(2.1.2)
for a single oscillator where only parallel components of the field and position may
couple leads to the result
x¨a + ω
2
axa = −
e
m0
E(t′, ra) (2.1.3)
where E(t′, ra) is the field strength in the x direction at point ra and time t′. Equa-
tion 2.1.3 is just the Lorentz force law at non-relativistic speeds. Clearly, the dipoles
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do not act as perfect harmonic oscillators and a damping term must be added to
reconcile equation 2.1.3 with the true behavior of the dipoles. In gases, this term
might be caused by collisions between atoms in the gas transferring energy. In solids
at room temperature, collisions with phonons are largely responsible. Equation 2.1.3
then becomes,
m0x¨a +m0γax˙a +m0ω
2
axa = −eE(t′, ra) (2.1.4)
where γa is the decay rate of an individual oscillators amplitude. γa may be mea-
sured, for example, by measuring the dephasing time T2a =
1
γa
via a time resolved
coherent spectroscopy technique. Equation 2.1.4 clearly shows a damped driven
oscillator.
If we choose the form for the time-dependent electric field strength to be a
continuous-wave laser, interacting with the oscillators at a position z = 0 with a
phase φ = 0, then we may write the excitation as
E(t′) = E0e−iωt′ , (2.1.5)
where E0 is the constant amplitude of the electric field and ω is the frequency of the
field, then the electronic oscillations will be driven at the frequency, ω, of the field
with some arbitrary phase. Thus we try a solution with the form of an oscillation
with a constant amplitude, x0,
xa(t) = Re
[
x0e
−iωt′
]
, (2.1.6)
where we will drop the notation and assume the real part of the solution going
forward. We can then rewrite equation 2.1.4 as
−ω2m0x0e−iωt′ − iωγam0x0e−iωt′ + ω2am0x0e−iωt = −eE0e−iωt
′
(2.1.7)
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which can be straightforwardly solved to give
x0 = −
eE0
m0
ω2a − ω2 − iγaω
, (2.1.8)
the excitation frequency dependent amplitude of the electronic oscillation. Here it is
helpful to recall the homogeneous dephasing time for the oscillator, T2, which turns
equation 2.1.8 into
x0 = −
eE0
m0
ω20 − ω2 − 2iωT2
(2.1.9)
where we have also put the expression back onto an individual oscillator, defining
ω0 ≡ ωa and dropping the ath subscripts in the process.
There is a simple relationship between T2 and the time constant for population
decay, T1, given by T2 = 2T1, that is easily seen by writing out the time evolution of
a population and a coherence. If we use the definition of a density matrix element as
the outer product of two states, we can write the time dependence of a population
in the excited state, e, as
ρee = |e〉 〈e| = |Ce|2e−2
(
t′
Te
)
= |Ce|2e
− t′1
2Te (2.1.10)
and a coherence between the ground and excited states has the time dependence
ρeg = |e〉 〈g| = C∗eCge−
(
t′
Tg
+ t
′
Te
)
, (2.1.11)
where Tn is the lifetime of state n. Since there is no decay out of the ground state,
Tg →∞ and equation 2.1.11 becomes
ρeg = |e〉 〈g| = C∗eCge−
t′
Te . (2.1.12)
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It is clear in these expressions that the dephasing time is twice the lifetime of the
excited state. However, in real systems, additional dephasing from scattering with
carriers and phonons increases this time and the relationship becomes 1T2 =
1
2T1
+ 1T ∗2
,
where T ∗2 is the additional dephasing time associated with these scattering processes.
Here, contributions to the dephasing time add similarly to parallel resistors due to
the fact that it is the dephasing rates that are added, which are the inverse of the
dephasing times.
We have just determined the amplitude of a given oscillator, but the macroscopic
polarization is a collective phenomenon of many individual dipole moments p(t) =
−ex(t). If we consider a material of identical oscillators with atomic density N , then
the macroscopic polarization is given by
P(t′) = Np(t′) = −Nex(t′) =
(
Ne2
m0
)
1
ω20 − ω2 − 2iωT2
(
E0e−iωt′
)
. (2.1.13)
The denominator in 2.1.13 shows quite clearly that the farther off resonance an
incoming light field is, the smaller the macroscopic polarization of the material will
be in response.
From here we can recall the electric displacement field, defined by
D = 0E + P, (2.1.14)
and the definition of the polarization density of a linear, isotropic, material, P =
0χE, to show that
D = 0rE (2.1.15)
where r is the relative permittivity and χ is the electric susceptibility. This allows
us to construct an expression for r, and thus χ, as a function of excitation frequency
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by noticing the expression in 2.1.13 inside the parentheses is E, which gives
r(ω) = χ+ 1 +
(
Ne2
0m0
)
1
ω20 − ω2 − 2iωT2
(2.1.16)
χ(ω) = r − 1−
(
Ne2
0m0
)
1
ω20 − ω2 − 2iωT2
. (2.1.17)
These complex expressions can be broken into their real and imaginary parts, which
are connected to the refractive index, n, and absorption coefficient, α = 2ωκc , through
the complex refractive coefficient, n˜ = n+ iκ, and it’s simple relation to the relative
permittivity, n˜2 = r. The complex components of r are shown in figure 2.1.
Figure 2.1: The real (dispersive) and imaginary (absorptive) components of the
relative permitivity, showing the resonant frequency, ω0, and dephasing dependent
linewidth, γ.
The imaginary part of r shows a positive Lorentzian peak centered at ω0, in-
dicating increased absorption at resonance, with a FWHM of γ, which shows the
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dependence of resonance linewidth on the lifetime of a state. The real part of r
starts at r0 for ω  ω0, then shows a gradual increase for ω < ω0 up to a maximum
at ω0 − γ2 then a minimum at ω0 + γ2 and then a gradual increase for ω > ω0 up to
r∞ for ω  ω0. r0 & r∞ are easily found by taking the limits as ω approaches 0
and ∞, respectively. They are
r0 = r(0) = χ+ 1 +
(
Ne2
0m0ω20
)
(2.1.18)
and
r∞ = r(∞) = χ+ 1. (2.1.19)
To relate r to the refractive index, n, and the absorption coefficient, α = 2ωκc ,
we recall that Re[r] = n2−κ2 and that Im[r] = 2nκ. Solving these equations gives
κ =
1√
2
√
−Re[r] +
√
Re[r]2 + Im[r]2 (2.1.20)
and
n =
1√
2
√
Re[r] +
√
Re[r]2 + Im[r]2. (2.1.21)
In this way, we can see that r and χ tell us about what a material does with the
energy of the light fields it interacts with. Specifically, the real portion tells us about
dispersion of the energy and the imaginary portions tells us about absorption of the
energy.
The analysis performed so far can be straightforwardly extended to materials with
many resonances by modifying equations 2.1.13 and 2.1.16 to include summations
over all the transitions to produce
P =
(
Ne2
m0
)∑
j
(
fj
ω2j − ω2 − 2iωT2(j)
)
E (2.1.22)
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r(ω) = χ+ 1 +
(
Ne2
0m0
)∑
j
(
fj
ω2j − ω2 − 2iωT2(j)
)
, (2.1.23)
where ωj and T2(j) are the center frequency and lifetime of the jth transition and fj is
a phenomenological oscillator strength that accounts for the differing resonance am-
plitudes (this will be explained quantum mechanically by the density matrix element
of a given transition).
2.1.2 Nonlinear Optical Response
As we saw in section 2.1.1 the definition of the macroscopic linear polarization
of a material in response to an incident light field is
P = 0χE. (2.1.24)
However, this statement is an approximation that is only valid for sufficiently low
incident field intensities. For increasingly larger fields, higher order nonlinearities
must be included must be included added to equation 2.1.24 to accurately describe
the polarization. We can describe these nonlinearities by Taylor expanding equation
2.1.24 about the incident field. This gives the series
P = 0
[
χE + χ(2)E2 + χ(3)E3 + . . .
]
, (2.1.25)
where χ(n) is the nth order nonlinear susceptibility which, analogously to the linear
susceptibility in section 2.1.1, will tell us about the nonlinear absorption and dis-
persion in the material. Due to total cancellation of the nonlinear signals, all even
ordered nonlinear effects vanish in centrosymmetric media and 3rd order nonlinear
effects are left as the lowest order optical nonlinearity that is present in every mate-
rial. In MDCS we are concerned with the 3rd order polarization, which allows us to
connect two distinct coherences and one population such that we can make correla-
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tion maps of the initial and final state of the system that depend on the evolution
of the populations in the material.
If we access this nonlinearity with the simple excitation field
E = Ecos (ωt′) , (2.1.26)
and use the identity
cos3 (x) =
1
4
cos (3x) +
3
4
cos (x) , (2.1.27)
we get an expression for the 3rd order macroscopic polarization of the form:
P (3) =
1
4
0χ
(3)E3cos (3ωt′)+ 3
4
0χ
(3)E3cos (ωt′) . (2.1.28)
The first term in equation 2.1.28 describes the process of third harmonic generation,
simply interpreted by noticing the polarization oscillates at thrice the input fre-
quency. We are not interested in third harmonic generation, nor does it contribute
to the MDCS signal, and ignore this term. The second term, however, describes a
nonlinear contribution to the refractive index of the material which, as we saw in
section 2.1.1, is related to the absorption and dispersion of the light’s energy in the
material. This second term is what MDCS probes.
In order to access higher order nonlinearities in any appreciable amount, the in-
tensity of the incident field must typically be higher than a continuous wave (CW)
laser source, described by equation 2.1.26, can provide. In these experiments, ul-
trafast pulsed lasers are used both to provide a high enough excitation density to
access nonlinear processes as well as to provide high temporal resolution. We will
now consider the 3rd order polarization produced by the interactions of a material
with three unique fields. The fields will take the more realistic form
E = E1e(ik1·r−iω1t′) + E2e(ik2·r−iω2t′) + E3e(ik3·r−iω3t′) + C.C., (2.1.29)
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where kn and ωn are the momentum and frequency of the nth field, respectively, C.C.
denotes the complex conjugate, and we have assumed the chosen fields are in phase
with each other. Plugging equation 2.1.29 into 2.1.24 gives 44 unique terms, tagged
by their momenta and frequencies. The majority of these terms correspond to non-
linear processes with which MDCS is not concerned, like sum frequency generation
or optical rectification. MDCS experiments will only detect processes that interact
with each field once, and only once, while also generating a polarization within the
bandwidth of our measurement system, which is defined by the laser bandwidth.
Enforcing these selection criteria leaves three processes, which have the forms
P(3)I = 60χ
(3)E1E2E3ei(−k1+k2+k3)·r−i(−ω1+ω2+ω3 t′), (2.1.30)
P(3)II = 60χ
(3)E1E2E3ei(k1−k2+k3)·r−i(ω1−ω2+ω3 t′), (2.1.31)
and
P(3)III = 60χ
(3)E1E2E3ei(k1+k2−k3)·r−i(ω1+ω2−ω3 t′). (2.1.32)
These three signals are known as ‘four-wave mixing’ (FWM) signals, due to the
interaction of the three input fields producing a fourth signal field via the nonlinear
polarization. Most nonlinear spectroscopies, such as transient absorption, time-
resolved four-wave mixing, and raman spectroscopy, measure these signals. The
processes are differentiated by the output direction and frequency of their emitted
signals, seen by the unique frequency and momenta terms in the expressions. These
different ‘tags’ are the result of energy and momentum conservation, and are essential
in FWM experiments for isolating the processes of interest from background and
other nonlinear processes.
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2.1.3 Density Matrix Formalism & The Optical Bloch Equations
To describe the oscillators under consideration quantum mechanically, the con-
cept of the wavefunction, ψ(r, t), must be introduced as well as the time dependent
version of the Schrödinger equations, which describes the time evolution of the wave-
function. Schrödinger’s equation is
i~
∂ψ
∂t
= Hˆψ, (2.1.33)
where Hˆ is the Hamiltonian of the system. For a two level atom undergoing dipole
transitions, we may write the Hamiltonian as
Hˆ = Hˆ0 − µˆ · Eˆ(r0, t′), (2.1.34)
where Hˆ0 is the unperturbed Hamiltonian of the atom, µˆ is the transition dipole
moment operator and has the form of the electrons position operator multiplied by
its charge, r0 is the position of the atom, and hats denote operators. Since we
are interested in resonance phenomena, we assume that the incoming light field is
very nearly monochromatic and nearly coincident with the energy separating the
excited, e, and ground, g, eigenstates that have respective energies ~ωe and ~ωg.
The matrices for Hˆ0 and µˆ are
〈e, g| Hˆ0 |e, g〉 =
~ωe 0
0 ~ωg
 & 〈e, g| µˆ |e, g〉 =
 0 µeg
µge 0
 . (2.1.35)
The Hˆ0 matrix has only diagonal matrix elements because e and g are eigenstates
and the µˆ matrix has only off-diagonal matrix elements because there is no transition
dipole moment from a given state to itself. The complex matrix elements of µˆ may
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be written as
µeg = µr + iµi & µge = µ
∗
eg = µr − iµi (2.1.36)
where µr and µi are the situationally dependent real and imaginary portions of the
transition dipole operator. If we recall the Pauli matrices,
σˆx = σˆ1 =
0 1
1 0

σˆy = σˆ2 =
0 −i
i 0

σˆz = σˆ3 =
1 0
0 −1
 ,
(2.1.37)
then we can write the transition dipole moments and unperturbed hamiltonian op-
erators in the more compact forms
µˆ = µrσˆ1 − µiσˆ2 (2.1.38)
and
Hˆ0 = 1
2
(~ωe + ~ωg) Iˆ +
1
2
(~ωe − ~ωg) σˆ3. (2.1.39)
Thus, equation 2.1.34 becomes
Hˆ = 1
2
(~ωe + ~ωg) Iˆ +
1
2
(~ωe − ~ωg) σˆ3 −
(
µr · Eˆ
)
σˆ1 +
(
µi · Eˆ
)
σˆ2 (2.1.40)
where Iˆ =
1 0
0 1
 is the unity matrix. We further simplify this expression from
here on by replacing the last two terms in equation 2.1.34 with −µˆ · Eˆ = Vˆ .
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Here we introduce the density matrix operator, which gives information about
the probability of the possible states in the two level system and is defined by
ρˆ =
e∑
j,k=g
|j〉 〈k| =
ρgg ρ∗ge
ρge ρee
 . (2.1.41)
We can describe the evolution of the quantum system by defining the time evolution
of the density matrix which describes the states in the system. The Heisenberg
equation of motion of an operator that is not explicitly time dependent is i~ ˙ˆA =[
Aˆ, Hˆ
]
, where the brackets represent the commutator of the two operators. Thus,
the time evolution of the density matrix is,
˙ˆρnm =
−i
~
[
Hˆ, ρˆ
]
nm
=
 0 iω0ρge
−iω0ρ∗ge 0
− i~
(Vge − V ∗ge) ρge (ρee − ρgg)Vge
(ρgg − ρee)V ∗ge
(
V ∗ge − Vge
)
ρ∗ge
 ,
(2.1.42)
where we can now more formally define the transition frequency introduced earlier
by the expression,
ω0 ≡ ~ωe − ~ωg~ . (2.1.43)
Equation 2.1.42 is known as the Louiville von Neumann equation. It describes
the time evolution of the density matrix and can be more easily understood if we
break ˙ˆρ down into its elements,
˙ˆρee =
i
~
(
V ∗geρge − Vgeρ∗ge
)
(2.1.44)
˙ˆρgg =
i
~
(
Vgeρ
∗
ge − V ∗geρge
)
(2.1.45)
˙ˆρge = iω0ρge +
i
~
Vge (ρee − ρgg) . (2.1.46)
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These equations are commonly referred to as the Optical Bloch Equations (OBEs),
and they describe the time evolution of the density matrix elements for ground state
populations, excited state populations, and coherent superpositions, respectively. We
can clearly see that the sum of equations 2.1.44 and 2.1.45 is zero, indicating that
the total population is conserved. We also know that the diagonal matrix elements
of ρˆ are the probabilities that the electron will be in a given state, which leads us to
the relation
ρgg + ρee = 1. (2.1.47)
The preceding treatment of the elements of the density matrix, and the resultant
OBEs, has neglected any sort of relaxation between the states or any time-dependent
dephasing of the coherences. To include these effects, we phenomenologically add
terms that describe the decay processes of oscillators that can only decay from the
excited state to the ground state of the same oscillator. In this case, the excited
state population will decay to a ground state population with a rate Γe, which is
equivalent to defining the lifetime of the excited state as T1 = 1Γe . Here we will
also use the homogeneous dephasing time of the system, T2, defined in sec. 2.1.1.
Introducing these terms turns equations 2.1.44- 2.1.46 into
ρ˙ee = −ρee
T1
− i
~
(
V ∗geρge − Vgeρ∗ge
)
(2.1.48)
ρ˙gg =
ρee
T1
+
i
~
(
Vgeρ
∗
ge − V ∗geρge
)
(2.1.49)
ρ˙ge = −
(
iω0 +
1
T2
)
ρge +
i
~
Vge (ρee − ρgg) . (2.1.50)
These equations force the conditions that populations can only spontaneously relax
from the excited state to the ground state, indicated by the signs of the terms in
˙ρee & ˙ρgg, and that coherences decay back to the ground state with time. These
expressions can be further modified to account for transitions between oscillators
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by adding in phenomenological rates to describe the pumping of a given state by
external oscillators.
2.1.4 Double Sided Feynman Diagrams: A Simple Method for Track-
ing the OBEs
Tracking the evolution of the density matrix elements for a given coherent path-
way can be easily done using double-sided Feynman diagrams. The diagrams consist
of two vertical columns which show kets on the left and bras on the right with time
progressing vertically upward, showing the density operator ρij = |i〉 〈j|. Arrows
going into or coming out of these columns represent the interactions between the
fields of the incident laser pulses and the state of the oscillators; arrows going into
the columns indicate an absorption process and increase the corresponding matrix
index, while arrows leaving the columns indicate stimulated emission and lower the
index. The direction of the arrows on the diagram describe how the field couples to
the material during the interaction, and we will employ a more general form of the
light field than in 2.1.1,
E′n = En · e(ikn·r−iωnt
′) + E∗n · e(−ikn·r+iωnt
′), (2.1.51)
where we have defined En as the temporal envelope, kn as the wavevector, and ωn
as the center frequency of the nth pulse in the pulse sequence incident on the sample.
There are two terms in equation 2.1.51 that can couple the field to the material and
drive an interaction; arrows pointing to the right indicate that the normal portion of
the pulse, En = En · e(ikn·r−iωnt′), is acting and arrows pointing to the left indicate
that the conjugate portion of the pulse, E∗n = E∗n · e(−ikn·r+iωnt′), acts.
It is important to note the physical interpretation of the ‘conjugate’ pulses, as the
name can be misleading. We are treating all pulses as identical copies of each other
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with no variation in their physical properties. ‘Conjugate’ pulses are just ‘normal’
pulses whose conjugate portion of the complex field drives the interaction. The
difference between ‘normal’ and ‘conjugate’ pulses can be seen quite easily from the
expressions for En and E∗n; a change in the signs of the wavevector and frequency of
the interaction. In reality, all portions of the field are interacting with the sample,
but the experiment is sensitiveto a specific quantum pathway (or pathways) that
includes a conjugate interaction. The change in wavevector (frequency) sign from a
conjugate interaction plays an important role in the wavevector (frequency) selection
condition required for isolating nonlinear optical processes. Additionally, the sign
change on the frequency means negative phase evolution with time and has a crucial
role in interpreting the different signals of an MDCS experiment discussed in section
2.3.
Fig. 2.2 shows all quantum pathways that contribute to the FWM signal in
the phase-matched direction ksig = −k∗A + kB + kC , excluding redundant signal
contributions that swap the two ‘normal’ pulses since they are identical signals that
can be easily selected out with proper time ordering of the pulse train. It should be
noted that the sign of different signal contributions is easily obtained from Feynman
diagrams. Every interaction on the right side of the diagram will have a minus
sign associated with it, since each interaction on the right side of the diagram is an
interaction between a light field and the bra portion of the density matrix. Thus,
the sign of the signal is simply (−1)n, where n is the number of interactions on the
right hand side of the diagram.
If we assume that our pulses are delta functions in time (i.e. they are impulsive
perturbations), then each pulse will impart a factor of±iµjk, with the sign dependent
on whther it is a bra or ket interaction and j, k describing the density matrix index.
We can then recall that coherences evolve as e(±iωjk−γjk)t
′
, while populations evolve
as e−
t′
T1 , allowing us to construct the time-domain MDCS signal for a given quantum
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pathway. For example: the first interaction in the SIESE quantum pathway will
produce a factor of (−iµ01) e(iω01−γ01)τ (the signs on the i’s in the argument of the
exponential are positive because the conjugate interaction imparts a minus sign), The
second interaction will produce a factor of (iµ10) e
− T
T1 , and the third interaction will
produce a factor of (−iµ10) e(−iω10−γ10)t. Here we introduced the standard notation
for the time delays in MDCS experiments, τ , T , and t. If we define µ01 = µ10, and
put these factors together, we arrive at
S (τ, T, t) ∝ iµ301e−iω01(t−τ)−γ01(t+τ)−
T
T1 (2.1.52)
where S is the signal. This expression is more commonly written in the literature
with the factor of iµ301 dropped, assuming T = 0, and including the possibility of
Gaussian inhomogeneous broadening of the resonance. The expression then takes
the form
S (τ, t) ∝ e−iω01(t−τ)−γ01(t+τ)−σ
2(t+τ)2
2 , (2.1.53)
where σ is the standard deviation of the Gaussian that defines the inhomogeneous
distribution. The inhomogeneous broadening term can be added by convolving the
decays in τ and t with Gaussian decays, the derivation of which is omitted for
brevity [54]. The expression in equation 2.1.53 clearly shows the orthogonality of
the line broadening mechanisms, and how the conjugate action of pulse A forces that
orthogonality. This procedure can be repeated for all signal contributions, drawing
Feynman diagrams to arrive at expressions for the relevant signal, for all acting
quantum pathways to simulate and predict MDCS spectra. Appendix 7.3.4 has a
more detailed description of how to construct the nonlinear signal from Feynman
diagrams.
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Figure 2.2: Double sided Feynman Diagrams for the phase-matched direction
ksignal = −ka + kb + kc showing SI , SII , and SIII signals and all signal contri-
butions for coherently detected MDCS experiments. Since the time ordering of the
non-conjugate pulses has no bearing on the output signal, each diagram shown rep-
resents two distinct sets of field contributions that result in identical signal fields.
An explanation of these diagrams can be found in the text.
2.2 Coherent Spectroscopy Experiments
2.2.1 Linear Absorption Spectroscopy
Linear absorption is the simplest coherent spectroscopy (readers used to think-
ing of linear absorption as an incoherent process are directed to section A.1.4 in
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the appendix for a justification of this assertion) and is the result of a single field
interaction. The field increases the density matrix element by one, as we saw in
section 2.1.4, creating a 1st order coherence that oscillates, under the free evolution
of the system Hamiltonian, and emits a signal field. Phase matching conditions re-
quire this signal to be emitted in the direction of the input beam and to have the
same frequency as the light that was absorbed, ensuring that the emitted coherent
signal will be automatically interfered with the light transmitted through the sam-
ple. Every interaction with a light field incurs a factor of i, which corresponds to
a pi2 phase shift. The destructive interference of the phase-shifted coherent emission
and the transmitted input beam defines the change in spectral intensity that we call
absorption spectra.
2.2.2 Four-Wave Mixing Experiments
As was briefly mentioned in section 2.1.2, FWM is the foundation on which
MDCS is built. In fact, MDCS is simply a phase-sensitive time-resolved FWM (TR-
FWM) experiment. Thus, an explanation of simple FWM experiments will help the
reader to understand the basics of MDCS. We will begin with the simplest of these
experiments and add complexity to build up to MDCS experiments. Throughout
this discussion, we will think about experiments as a train of three pulses; A, B, and
C, with an emitted signal field called S, and three associated time delays; τ , T , and
t. Thus, the time between pulses A and B is τ , the time between pulses B and C
is T , and the time between C and the emission of S is t. In all cases, it is assumed
that the quantum pathway under investigation results in the polarization PI from
section 2.1.2 as is most common in the literature.
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τ T t
Figure 2.3: Top: Pulse train for FWM interactions with pulses labeled in red, delays
labeled in black, and the signal labeled in blue. Bottom: The state of the system
during each inter-pulse waiting period.
Transient Absorption Spectroscopy
Also commonly called ‘pump-probe’ spectroscopy because it is easily performed
with two beams, transient absorption (TA) spectroscopy is the the simplest time-
resolved nonlinear experiment. TA experiments probe the population dynamics of
the system under study which gives a great deal of insight into the physical processes
taking place compared with standard linear absorption measurements. If a two pulse
train is employed, measuring the population requires that the first pulse acts as both
the A and B fields and that τ = 0, since only even ordered field interactions can
produce populations in the perturbative regime. The second pulse then acts as the C
field and the delay between the two pulses defines the population time, T . In typical
TA experiments, the output of a pulsed laser is split into two beam paths of equal
length with a controllable delay on one of the paths. If we consider the momentum
of S from the polarization PI (described in 2.1.2, and from now on referred to as
SI), we can determine the direction of the signal relative to the input beams. The SI
momentum matching condition requires ksig = −kA∗+kB +kC , where kA∗ = kB in
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TA experiments. Thus, ksig = kC , meaning that the signal is colinear with the probe
beam, C. Similarly to linear absorption, TA is an interferometric experiment and
needs a reference to interfere with to produce the correct spectra before being sent
to a spectrometer and this interference happens automatically due to the geometry
of the experiment. By increasing the delay between the pulses and measuring the
spectra at each delay, the population dynamics can be measured. Similar experi-
ments can be performed with varying beam geometries to produce TA and transient
grating (TG) experiments, but the difference between these spectroscopies is sub-
tle and unimportant for the discussion of MDCS and a thorough discussion will be
omitted [139].
Four-Wave Mixing Spectroscopy
The next step in complexity of the FWM experiments is time-integrated FWM
(TI-FWM). FWM experiments build on the foundation of TA, such that a typical
FWM experiment can take TA spectra as well as resolve the coherent dynamics in
τ (and sometimes t). Here the experimental configuration for a three-pulse FWM
experiment will be outlined. The output of a pulsed laser is split and one output is
split once more, resulting in three beams. Each beam travels a path of equal length
with variable delays on two of the paths. The beams are steered to a lens where they
may be arranged in a few common geometries such as three of the corners of a square
(the so-called BOXCARS geometry) or in a line with one beam in the center and the
others equally spaced on either side (the pump-probe geometry). The same SI signal
is typically desired and so the optics for collection are placed in the −kA∗+kB +kC
direction. For TI-FWM, the signal is simply sent to a slow photodetector. The
photodetector, with typical time resolutions that are many orders of magnitude
slower than the ultrafast dynamics under study, integrates the t dependent signal,
while the experiment has control over, and resolution of, the τ and T delays. If the
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temporal dynamics of the signal during the t interval are desired, TR-FWM may
be employed. A TR-FWM experiment is very similar to a TI-FWM experiment
with the addition of a strongly nonlinear crystal cut for sum frequency generation
(or another nonlinear process). The signal is focused through the crystal with a
reference pulse that has been routed completely around the sample. The reference
line has a variable delay and scanning this delay will give a cross correlation between
the signal and the reference, allowing a measurement of the emission time of the
signal pulse. Finally, an experiment can forego the photodetector outright in favor
of a spectrometer to spectrally resolve the signal. This version is called spectrally-
resolved FWM (SR-FWM) and, if the signal is heterodyned with a reference of
known amplitude and phase, is an identical experiment to most MDCS experiments.
Figure 2.4: Schematic depiction of the different FWM spectroscopy experiments
discussed in the text.
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2.2.3 Multidimensional Spectroscopy Experiments
Coherently Detected Multidimensional Spectroscopy
Coherently detected MDCS is collected in the same way as heterodyned SR-
FWM, using the momentum matching condition discussed in section 2.1.2. Typically
done in the BOXCARS geometry, with a fourth pulse, D, routed around the sample
to serve as a reference field for phase-sensitive detection, the ωt axis is spectrally
resolved in a spectrometer. In this way, data can be acquired quickly with only
n steps necessary for an n × n data set since each single data point fully resolves
the ωt axis. The signal detected is the emission from the coherent superposition of
two states, as can be seen in figure 2.2. There are many experimental realizations
for this class of MDCS experiments [18, 117, 109], each with different strategies for
implementing time delays and phase stabilization.
Figure 2.5: Schematic of the BOXCARS geometry for FWM experiments. The
beams define the corners of a box on the focusing lens. As a result of the momentum
matching conditions (kSI = −kA∗ + kB + kC ,kSII = kA − kB∗ + kC , and kSIII =
kA∗+kB−kC∗), the three FWM signals are spatially separated from all other beams
in predictable locations.
Incoherently Detected Multidimensional Spectroscopy
Incoherently detected MDCS is more similar, experimentally, to TR-FWM ex-
periments with all information collected, point by point, in the time domain. In
this class of MDCS experiments, four pulses are incident on the sample instead of
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three. This may seem counter intuitive, since the final quantum state of the system
is now an excited population as opposed to the coherent superposition measured
in coherently detected MDCS experiments, but because the coherent information
is preserved into the final population state there is no phase evolution or coherent
dynamics in the final population state that emits the signal. These details will be
discussed in more detail in chapter 3.
Time domain signal collection can raise problems concerning data aqcuisition
times. As discussed above, an n × n data set from a coherently detected MDCS
experiment will require n data points be collected. The same data set from an
incoherently detected MDCS experiment requires that the full n × n = n2 data
points be individually sampled, illustrated in figure 2.6. This can mean quite large
investments of time, with possible fluctuations in the external environment of the
experiment and degradation of less robust samples, for incoherently detected MDCS
experiments. We developed a solution that only samples data along key directions
in the time domain that correspond to important material parameters. Chapter
4 contains a detailed discussion of diagonal slice four-wave mixing (DS-FWM), a
strategy to bypass this limitation at the cost of sacrificing some of the information
contained in the full n× n data set.
MDCS: N points COPS: N2 points DS-FWM: N pointsIndividually collected
in the tim
e dom
ain
Individually collected
in the tim
e dom
ain
Not collected
Simultaneously collected
on a spectrometer
Individually collected
in the time domain
Individually collected
in the time domain
Figure 2.6: Representation of the increase in the required number of points for a full
dataset in MDCS and COPS experiments and how DS-FWM reduces that number.
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Figure 2.7: Comparison of MDCS with linear spectroscopies, showing the power of
MDCS to clearly identify physical properties that are obscured in linear spectro-
scopies. The insets in the bottom left corners of the MDCS spectra show a simpli-
fied energy level structure, with black arrows indicating coherences and red arrows
indicating population transfer. To the left (bottom) of the MDCS spectra is the as-
sociated absorption (emission) spectra with a single homogeneous resonance drawn
in magenta, a distribution of states drawn with colors ranging from red to blue, and
the total absorption (emission) drawn in black. A discussion of these spectra is in
the text.
2.3 Interpretation of Multidimensional Spectra
MDCS spectra are correlation maps of energy transfer in response to optical
excitation with the initial state of the system along the vertical ~ωτ axis (which is
typically plotted negative for SI spectra because the phase evolution during the τ
delay is negative, as will be explained in the next section), and the final state along
the horizontal ~ωt axis. In practice, this correlates to absorption energy along the
vertical axis and PL energy along the horizontal axis. In fact, a projection of the
MDCS spectra onto these axes provides nonlinear absorption and PL spectra gated
by the bandwidth of the excitation pulses.
Figure 2.7 shows three simulated SI MDCS spectra that would have qualita-
tively identical linear (absorption and PL, shown at the left and bottom) spectra.
The left panel shows two transitions, one of which is a homogeneously broadened
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resonance and the other is an inhomogeneously broadened distribution. The differ-
ence between these two transitions is immediately clear in the MDCS spectrum; the
inhomogeneously broadened resonance is elongated along the diagonal (−~ωτ = ~ωt)
line, showing that each individual oscillator in the distribution absorbs and emits
from the same energy state, but that the homogeneous broadening of the resonances
is greater than their separation. In extreme cases, linear spectra can be used to
deduce how a resonance is broadened based on its lineshape (distributions are typ-
ically Gaussian, while pure resonances are Lorentzian). However, in systems with
moderate inhomogeneity, it is very difficult to characterize the resonances in this
way.
The middle panel of figure 2.7 shows a situation that is impossible for linear
spectroscopies to identify. In this spectrum, there exists a third peak that is off of
the diagonal. Off diagonal peaks represent some coupling or energy transfer in the
system, because now some of the light is being absorbed into one initial state and
emitted from a different final state. In this case, the system is absorbing at a higher
energy and emitting at a lower energy, indicating relaxation during the population
waiting time T . We can characterize the onset and decay of this relaxation by taking
data at increasingly long T delays. If, conversely, we saw this peak on the other side
of the diagonal, that would indicate excitation up to a higher energy state (which has
been left out of the simulated spectrum for clarity). Given that the coupling peak
always has to appear at the vertical and horizontal spectral positions of other peaks,
a linear spectrum of this system would show no change from the system without
coupling.
The right panel of figure 2.7 shows a spectrum with off-diagonal peaks both
above and below the diagonal. This is typically indicative of two resonances that
share a ground state and exhibit coherent coupling. This spectrum could also come
from a system with both relaxation and excitation between the two states, but these
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two systems will display drastically different T dynamics and are easily identified
in MDCS. For a coherently coupled system, the off-diagonal peaks track a coherent
superposition between the two excited states. This superposition will accumulate
phase with increasing T and the peaks will oscillate during this time. For a system
with population dynamics, the peaks will exponentially decay during T as described
above. Additionally, as we will see below, off diagonal peaks can be identified without
measuring the T dynamics by comparing SI and SII spectra.
2.3.1 Signal Contributions
Reviewing the Feynman diagrams in figure 2.2, it is clear that for a given sig-
nal pathway (SI , SII , SIII), the initial and final coherences are identical (with the
exception of the final coherence for excited state absorption pathways, which can
only happen in systems more complex than a two-level system). This means that
the differentiating physical processes are happening to the populations during T and
that the coherences during times τ and t are identifying the states for producing
the correlation map. This means that the same physical interpretations from TA
spectroscopy, which measures only the T dynamics, can be applied to MDCS data.
This connection is critically important as TA experiments are much more common
than MDCS experiments. The relative rarity of MDCS experiments can make it
difficult to connect results to past work; the ability to verify MDCS results against
the current literature as well as extending the understanding of the processes seen
in TA experiments is extremely powerful and often overlooked in the body of MDCS
work. Here, we will briefly review the signal contributions to MDCS in the context of
∆A, the change in absorption, as T increases. MDCS experiments typically measure
the amount of light scattered into the direction (or, for incoherently detected MDCS
experiments, at the frequency) corresponding to a given quantum pathway, leading
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to the convention that MDCS plots changes in transmission and a negative ∆A is
read as a positive signal.
Excited State Emission (ESE)
ESE is the emission of carriers already promoted to the excited state, stimulated
by the C pulse in MDCS experiments (the ‘probe’ pulse in TA ). For a homogeneous
two-level system with equal populations in the ground and excited state, an incoming
photon has identical Einstein coefficients for being absorbed by a ground state car-
rier or stimulating emission from an excited state carrier. The Einstein coefficients
describe the probability of an optical transition, meaning that these two processes
are equally probable. Thus, once pulses A and B have created an excited population,
the C pulse can stimulate emission from the excited state. These photons propagate
along the same direction as the C pulse photons, meaning more light reaches the
detector and an increase in the transmission (−∆A) is measured, this leads to the
positive signal shown on the Feynman diagram in figure 2.2. The light from this
signal can only come from optically allowed transitions (i.e. will not measure ‘dark’
states efficiently) and will follow the spectral shape of the linear PL. If we refer to
figure 2.2 and build a signal expression as we did in section section 2.1.4 we arrive
at an expression for ESE signals that takes the form
SIESE (τ, T, t) ∝ e−iω01(t−τ)−
T
T1
−γ01(t+τ)−σ
2(t+τ)2
2 . (2.3.1)
Ground State Bleaching (GSB)
GSB is the depopulation of the ground state from the interaction pulses A and
B with the carriers. This interaction leaves fewer carriers that can potentially be
excited by pulse C and leads to increased transmission (−∆A) of the C beam.
Analogously to ESE, the spectral shape of this signal follows the shape of the linear
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absorption. In practice, since the coherences (which define the spectral position of
the signal) are identical and both signals are positive in MDCS, the GSB and ESE
signals are inseparable in MDCS data. If we check the Feynman diagram for GSB
signals, we see that it is identical to ESE signals, except that the population during
T is in the ground state. Thus, GSB signals have no T dependence and take the
form
SIGSB (τ, t) ∝ e−iω01(t−τ)−γ01(t+τ)−
σ2(t+τ)2
2 . (2.3.2)
Excited State Absorption (ESA)
Finally, if a three (or greater)-level system is under consideration, ESA is the
absorption of photons that excites a carrier already in the excited state to a higher
lying excited state. This manifests as decreased transmission (+∆A) at the energy
of the separation between the two excited states. ESA signals are the only purely
negative signal in the MDCS spectra (although all signals have negative lobes),
making them easily identifiable from ESE and GSB features (especially in spectra of
the sum of SI and SII , where positive signals have no negative lobes). Unless there
is significant anharmonicity in the excited state energy structure, ESA signals will
spectrally overlap ESE and GSB signals and cancel them. When anharmonicity is
present, the two peaks will shift from each other and the spectrum will appear to
have one peak that has negative and positive lobes shifted from each other along
the ωt axis. The expression for this signal is more complex, since there are multiple
transitions acting, and takes the form
SIESA (τ, T, t) ∝ e−i(ω21t−ω01τ)−
T
T1
−(γ21t+γ01τ)−(
σ221t+σ
2
01τ)
2
2 . (2.3.3)
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Figure 2.8: Simulated SIGSB (see equation 2.3.2) spectra of a single homogeneous
resonance, with red (blue) indicating positive (negative) signal. The time domain
clearly shows oscillations in the in the t−τ direction and an exponential decay in the
t+ τ direction. The frequency domain shows how these factors affect the spectra.
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2.3.2 Coherent Signal Pathways
Rephasing (SI) Spectra
Rephasing spectra (also known as SI spectra) come from the PI polarization
(equation 2.1.30) in section 2.1.2. These spectra have the frequency (momentum)
tag −ωA∗ + ωB + ωC (−kA∗ + kB + kC). If we refer to the Feynman diagrams for
SI signals from figure 2.2, we can see that the density matrix element during the
τ coherence time is |0〉 〈1|, due to the conjugate action of pulse A, and the density
matrix element during the t coherence time is |1〉 〈0|. This difference is also manifest
in the phase matching condition, where the frequency and momentum contribution
to the signal from pulses A and C are oppositely signed. Physically, this means that
the phase evolution during the τ and t waiting times is opposite. For a perfectly
homogeneous two level system, this sign change has little effect on the resulting
spectra. For an inhomogeneously broadened distribution of two level transitions,
however, the sign flip leads to a photon echo. Simply, the distribution consists of
many transitions with slightly shifted transition frequencies. When this ensemble
is allowed to freely decay, the nth transition accumulates phase at a rate defined
by eiωnt∗ . This causes the macroscopic phase coherence of the entire distribution
to decay much faster than any single transition. Thus, inhomogeneously broadened
systems appear to have much faster dephasing dynamics than they should. How-
ever, the phase of the individual oscillators is still intact, allowing this process to
be reversed. If the nth oscillator is subsequently pushed into a coherence with the
phase evolution defined by e−iωnt∗ , the indivudual resonators will rephase with each
other in the reverse fashion that they dephased during τ (this phenomenon leads
to the name rephasing spectra). In the time domain, this leads to a pulse at times
t = τ with the bandwidth defined by the inhomogeneous broadening of the system.
This phenomenon is named the ‘photon echo’, after the analogous ‘spin echo’ in
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NMR experiments. Along the t+ τ direction, then, we see the purely homogeneous
response of the oscillators in that distribution, removed from any effects of the dis-
tribution itself (this is dependent on γ, the homogeneous dephasing rate), while the
response along the t − τ direction is solely caused by the effect of the distribution
(whose dephasing is dependent on the width of the distribution, σ). When Fourier
transformed, this system will have a sharp Lorentzian lineshape in the cross diag-
onal direction, defined by γ, and a broad Gaussian lineshape, defined by σ, along
the diagonal direction. Thus, lineshape analysis of these resonances can separate
broadening mechanisms in a fashion unavailable to other spectroscopies. In addi-
tion, incoherent population transfer as well as Raman coherences between excited
states will produce peaks that show up off of the diagonal, at the intersection of the
energies of the states between which the transfer happened. This allows immediate
identification of electronic couplings between states that aren’t resolvable in linear
spectroscopy.
Non-Rephasing (SII) Spectra
Non-rephasing spectra (also known as SII spectra) come from the PII polar-
ization (equation 2.1.31) in section 2.1.2, and have the frequency (momentum) tag
ωA−ωB∗+ωC (kA−kB∗+kC). If we refer to the Feynman diagrams for SII signals
from figure 2.2, we can build a GSB signal of the form
SIIGSB (τ, t) ∝ e−iω10(t+τ)−γ10(t+τ)−
σ2(t+τ)2
2 . (2.3.4)
The preceding expression and associated Feynman diagram show that the density
matrix element during the τ coherence time is |1〉 〈0|, since pulse A is no longer
acting as a conjugate pulse, and the density matrix element during the t coherence
time is identical. Nonrephasing spectra can then be thought of as an SI scan taken
out to negative τ delays. The major consequence of this is that phase evolution
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Figure 2.9: Simulated SIGSB (see equation 2.3.2) spectra of an inhomogeneous distri-
bution, with red (blue) indicating positive (negative) signal. The time domain shows
the dephasing of the macroscopic polarization due to the distribution, as the signal
decay is greatly enhanced off of the t = τ line and the lineshape in the frequency
domain is still sharp in the cross-diagonal direction.
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Figure 2.10: Simulated SIIGSB (see equation 2.3.4) spectra of an inhomogeneous
distribution, with red (blue) indicating positive (negative) signal. The time domain
signal here decays much more quickly than in SI and the entire lineshape in the
frequency is broadened, due to the inhomogeneity.
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of the nth oscillator during the 1st and 3rd order coherences, which evolve during
the τ and t times, accumulate phase in an identical manner described by e−iωnt∗ .
This removes the rephasing behavior in inhomogeneous distributions, and so will
not lead to the photon echo phenomenon found in SI scans. Simply, the orthogonal
separation of broadening mechanisms is lost and the entire system will dephase,
and be broadened, by whatever mechanism causes it to dephase the most quickly.
For many applications, this fact alone makes SII spectra much less useful than its
counterpart. An ensemble of multiple measurements, however, is the only true way to
fully characterize the 3rd order response and, as such, SII spectra become important
as one piece of a larger dataset.
However, SII spectra do have value on their own, as they can isolate certain
quantum pathways that SI spectra cannot [114]. For example, in SI spectra, off-
diagonal peaks can be caused by incoherent population transfer and so-called Raman
coherences between excited states, making these processes indistinguishable without
investigating dynamics during the time T . On the other hand, Raman coherences
must, as can be seen in figure 2.11, be placed on the diagonal in SII spectra. This
means that only incoherent population transfer can produce off-diagonal peaks in
SII and, if both SI and SII data are collected, off-diagonal peaks can be identified
immediately with a single spectrum at an arbitrary T . Additionally, if Raman co-
herences are present, on-diagonal peaks will oscillate during T , and will be stronger,
in SII due to the additional signal pathways contributing. The added strength
can make on-diagonal peaks easier to distinguish when inhomogeneous broadening
smears them together in SI . For the most part, SII data in this dissertation will
be used to construct total correlation spectra, which will be discussed in the next
section, and to investigate broad peaks with small energy separation.
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Figure 2.11: Energy level diagram with excitation spectrum (left), Feynman diagram
(center), and density matrix (right) for coherently coupled excited states. Due to
pulse ordering considerations, these coherences can only appear as off-diagonal peaks
in SI spectra and on-diagonal peaks in SII spectra.
Total Correlation (SI+II) Spectra
Total correlation result from summing the frequency dependent contributions of
SI and SII spectra. They are named such because they represent the total third
order signal that probes a 1st order coherence, 2nd order population, and 3rd order
coherence (SIII spectra, for example, probe 1st, 2nd, and 3rd order coherences [140,
73, 129]). Homodyned pump-probe experiments, such as TA, necessarily collect
SI+II , as both signals are emitted in the direction of the probe beam [13].
SI+II signals serve a few purposes for the interpretation of MDCS spectra. Typ-
ically, absorptive resonances, which have a Lorentzian lineshape, have a high ampli-
tude positive peak, centered at ω0, and low amplitude negative lobes to the sides.
SI+II make the real part of absorptive resonances completely positive or negative. In
congested spectra that contain multiple contributions with unique phases, disentan-
gling a negative feature from the negative lobe can be difficult. SI+II spectra make
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these assignments simple, as any oppositely signed features in a spectrummust result
from different contributions to the signal (such as ESE, GSB, or ESA). In addition,
the removal of the negative lobes from the sides of resonances also has the effect of
sharpening the lineshapes considerably and decongesting the spectra. Finally, the
TA spectrum can be directly obtained by projection of an SI+II spectrum onto the
ωt axis. Since TA experiments are vastly more common than MDCS, this allows an
important direct comparison to previously published results.
Double Quantum (SIII) Spectra
Double quantum spectra (also known as SIII spectra) come from the PIII polar-
ization (equation 2.1.32) in section 2.1.2. These spectra have the frequency (momen-
tum) tag ωA + ωB − ωC∗ (kA + kB − kC∗). If we refer to the Feynman diagrams for
SIII signals from figure 2.2, we can see that the density matrix element during the τ
coherence time is |1〉 〈0|, and the density matrix element during the T time is |2〉 〈0|.
As in SII spectra, the phase evolutions have the same sign and a distribution will not
rephase. SIII spectra, however, now probe higher lying states in the excited state
manifold via the coherence in the T time. Inspection of the Feynman diagrams for
SIII spectra shows that the two contributions should identically cancel if the |1〉 〈0|
and |2〉 〈1| coherences evolve at the same frequency (i.e. the separation between the
excited states is equal). Thus, SIII spectra can only be non zero in the presence of
anharmonicity, for example from many-body effects that modulate the excited state
manifold. In addition, GSB and ESE signals are not present in SIII spectra, making
them especially sensitive to many body effects. There are other properties of double
quantum spectra, but the data presented in this dissertation will not make use of
this signal pathway and a further discussion will be omitted. Readers are directed
to references [140, 73, 129] for more information on the nuances of these spectra.
44
( ( ( ( ( (
A
B
C
D
Figure 2.12: Selection rules for optical transitions in semiconductors excited by the
MDCS pulse train. On the diagrams, colors indicate which beam initiates a transi-
tion, solid (dashed) lines indicate that the transition couples to σ+ (σ−) excitation,
and greyed out states are inaccessible to the pulse train. Below each diagram is a sim-
ulated Re [SI ] spectrum with red (blue) indicating positive (negative) signal. Left:
Colinear polarization, a sum of left- and right-hand polarization, excites all possible
transitions. Labeled on the diagram are the transition energies for the singly (E1)
and doubly (2E1) excited exciton, as well as the shifts for biexcitons with binding
energy EBX and for the doubly excited exciton states in an anharmonic potential
with energy shift ∆. All beams can access all transitions, so colors have been left
out for ease of reading. Center: Cocircular polarization excites transitions up the
exciton ladder. Right: Cross-circular polarization supresses the exciton ladder and
enhances the biexciton.
2.3.3 Optical Selection Rules and MDCS Polarization Schemes
Optical selection rules govern the allowed electronic transitions that may be
activated by light. In most semiconductors, excluding wide gap semiconductors like
GaN that have wurtzite crystal structure, a four-band model is used to describe
the band structure near the band gap (a simple image of these bands is shown in
figure 3.4). The conduction band is assumed to be s-like (J = 12), contributing one
band, and the valence band is treated as p-like (J = 32), contributing three bands.
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The three bands of the valence band are the heavy hole (HH, J = 32 Jz = ±32),
light hole (LH, J = 32 Jz = ±12), and the so-called ‘split-off’ band (SO, J = 12
Jz = ±12). Conservation of angular momentum requires that the initial and final
electron momenta be equal, enforcing a transfer of spin from the photon to the
electron during optical transitions. This spin comes in discrete single units of ±~
in circularaly polarized light, due to the bosonic nature of photons. Thus, we can
readily build selection rules based on the band the electron begins and ends the
transition in. The left panel of figure 2.12 shows how these rules are applied to a
multiexciton system. Considering these selection rules, MDCS can take advantage of
the unique polarization of each beam in its pulse train to tune what processes appear
in the data; forbidding certain transitions and pumping others. Since the emission
processes in MDCS are stimulated by the excitation, even interactions that lower the
density matrix index need to follow the optical selection rules. Figure 2.12 shows a
schematic of the three most common polarization schemes in MDCS experiments,
the following sections will explain each.
Colinear
Colinear polarization describes a pulse train in which each pulse has identical lin-
ear polarization. Since optical transitions couple directly to circularly polarized light,
linear polarizations should be written in terms of combinations of circularly polarized
light. Left- and right-hand circular polarization describe fields whose polarization
rotates around the propagation axis in opposite directions. Thus, if we add both
circular polarizations with the correct phase, we can construct linear polarization
from a combination of circular polarizations, specifically l= (σ
++σ−)√
2
(horizontally
polarized light has the same form, with a phase shift between the two circularly
polarized fields). Changing to a circular basis ensures that each beam in a colinearly
polarized pulse train can excite any transition in the excited state manifold. The
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MDCS spectra for linearly polarized pulse trains, then, has contributions from all
transitions present in the system.
Cocircular
Cocircular polarized pulse trains have identical circular polarization in each pulse.
Referring to the center frame of figure 2.12, we can see that single excitons and
multiple unbound excitons (the addition of more excitons with the same spin) are
allowed, as their transitions require identical excitation polarizations. Biexcitons,
however, are suppressed, as they require two excitons with opposite spins to bind
together.
Cross-circular
Cross-circular polarization has the opposite effect of cocircular polarization. The
change in photon spin between the second and third pulses suppresses single exciton
transitions, which require uniform spin in all pulses, and enhances biexciton signals
by creating excitons of opposite spins that can bind together.
2.3.4 Power Dependence and Many Body Effects in MDCS Spectra
One of the most powerful aspects of MDCS is its sensitivity to many body effects
(MBEs), a group of effects that have to do with the interactions between excited
particles. Typically the MDCS signal should scale with the power as S ∝ En = I n2
where the intensity, I is the power per unit area and n is the number of fields
that contribute to the signal (n = 3 and 4 for coherently and incoherently detected
MDCS, respectively). However, MBEs are dependent on the concentration of excited
particles and thus have a strong dependence on the intensity in the experiment. As
the excitation intensity is increased, it is common to see MBEs increasingly con-
tribute to the spectra. These effects can be described by a full many body treatment
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that includes interactions between all particles, but this approach is computationally
difficult and often times unnecessary. A phenomenological approach that results in
corrections to the OBEs can reproduce many spectra with good agreement [159].
The most common MBEs are excitation induced dephasing (EID) and excitation
induced shift (EIS), whose contribution to MDCS spectra will be briefly explained
in the following sections.
Excitation Induced Dephasing
EID is a power dependent change in the homogeneous dephasing time of a reso-
nance. Typically, the homogeneous dephasing time is largely determined by carrier-
phonon scattering and is maximized by performing low temperature experiments.
However, as the power is increased there exists a larger number of excited carriers
that can scatter the carrier being measured and dephase it [144]. MDCS is ideally
suited to measure this effect, since it can sully separate the homogeneous dephasing
from other broadening mechanisms. EID manifests itself as a simple power depen-
dent broadening of a resonance. Often, a series of MDCS spectra are taken while
varying the excitation power to recover the power dependence of a resonance by
fitting the spectral shape to known expressions [121]. The curve of the power depen-
dent linewidths can then be extrapolated to zero power to extract the homogeneous
linewidth in the absence of EID.
Excitation Induced Shift
Excitation induced shift (EIS) is a consequence of many-body effects that an-
harmonically shifts the higher-order excited states of the carriers. This shift means
that ESA pathways will have a different spectral position than GSB and ESE path-
ways. The shift is typically small, leading to lineshapes that appear dispersive in the
real part of the complex spectrum. The absolute value of these seemingly dispersive
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lineshape will be dragged off of the diagonal by the anharmonically shifted ESA
resonance, producing spectra that appear to have a single off-diagonal peak.
2.4 Conclusion
The details of this chapter give readers a basic understanding of how MDCS
experiments work, and how to interpret the spectra they produce. This will allow
them to understand how the experimental apparatus used to produce the data of
this dissertation, described in chapter 3, is different from other MDCS experiments.
The differences in our experiment have produced new challenges which have led to
solutions, described in chapters 4 and 5, that have benefit for all MDCS experi-
ments and open the possibility for new experimental implementations of coherent
spectroscopy. These differences also provide new opportunities by exploiting the
novel aspects of our experiment. Chapter 7 describes a few of these opportunities
and their application to answering questions about the perovskite system. Finally,
the interpretation of MDCS spectra described is crucial to understanding the data
presented throughout the remainder of this dissertation.
49
Chapter 3
Experimental Details
The phase-modulated MDCS (PM-MDCS) experiment that I built at DU is
an incoherently detected MDCS experiment. Rather than using three noncolinear
excitation pulses to establish a 3rd order coherence that radiates a signal in a a phase-
matched direction, PM-MDCS employs four colinear pulses. The fourth pulse in the
train excites the 3rd order coherence into a 4th order population, which is measured
via PL from the sample at a phase- matched frequency. The final population does
not significantly change the measured signal, as will be shown in section 3.6, because
populations experience no phase evolution (the population state effectively ‘locks’
the final phase). For completeness, the signal may also be achieved by application
of an electric field to separate and collect charge carriers in the material at electrical
contacts [98, 99] or by measuring a photoinduced absorption [80].
3.1 Experimental Setup
The experiment begins with the output of a modelocked Ti:Sapphire laser with
a repetition rate of 80MHz, bandwidth of ∼ 40meV, and a tuning range ∼ 750nm−
850nm (Spectra Physics Tsunami), which is directed through a half wave plate be-
fore entering a 50:50 polarizing beam splitting cube (Thorlabs BSW05) to allow
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Figure 3.1: Basics of the PM-MDCS experiment. Panel a.) shows the pulse train for
PM-MDCS interactions with pulses labeled in red, delays labeled in black, and the
signal labeled in blue with the state of the system during each inter-pulse waiting
period in panel b.). The difference between this diagram and that in figure 2.3 is
the fourth pulse, D, which stops the phase evolution during the time t. Panel c.)
shows a schematic representation of the PM-MDCS experiment, which is described
in detail in the text. Here, REF refers to the photodiode that collects the CW laser
to provide a frequency to the lock-in amplifier, and black solid boxes represent beam
blocks. The reference and excitation beams are actually vertically offset but have
been drawn horizontally offset for ease of reading. Panel d.) shows the raw signal
of the temporally overlapped beams, with the four-wave mixing frequency indicated
by black arrows. The many frequencies present are due to linear beating between all
pairs of beams, but only one in the diagram corresponds to the signal frequency.
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for continuous power attenuation and constant horizontal polarization of the ex-
citation pulses entering the experiment. The pulses that are directed away from
the experiment by the polarizer are sent to a bench top USB spectrometer with
∼ 1 nm resolution (Ocean Optics USB2000) for pulse characterization. Alongside
the mode locked laser, an extremely narrow linewidth (< 50 kHz) CW Ti:Sapphire
laser (referred to as REF) with a similar tuning range (MSquared SolsT iS) is passed
through analogous power attenuation optics, entering the experiment with vertical
polarization. The two beams are aligned, separately, along the same optical path
and subsequently vertically offset from one another. The two beams co-propagate in
this way throughout the experiment until being separated just before reaching the
sample.
The beams pass through a non-polarizing 50:50 beamsplitter, coated to suppress
reflections in the NIR (Thor Labs BSW05), creating two copies of the original pulse.
One of the copies travels along a motorized delay stage (Newport MTM250PP1)
capable of adding about one nanosecond of delay between the two pulses. From here,
each pulse undergoes this sequence once more. They are each split, creating four
copies of the original pulse, and each branch has variable delay added in through the
use of two more motorized delay stages (Newport UTMPP.1), allowing each beam to
be independently time delayed with respect to each other beam. This experimental
apparatus is, essentially, a Mach-Zehnder interferometer with another Mach-Zehnder
interferometer nested in each of its arms. The four pulses are seperately focused into
four independent acousto-optic modulators (AOMs) (Isomet 1205−C) before being
recombined via three more 50:50 non-polarizing beamsplitters. The AOMs add a
unique frequency shift to each beam such that they beat in the kHz range when
recombined.
Once the four pulses are traveling colinearly with the desired time delays, they
are sent to a pair of chirped mirrors for pulse compression. The chirped mirrors have
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layers of dielectric coating that are optimized to reflect different portions of the laser
spectrum very efficiently, stacked such that each bounce provides negative dispersion
to the beam that can undo the positive dispersion accrued by passing through the
optics of the experiment. These mirrors allow the pulses to reach ∼ 80fs duration,
which is within ∼ 20% of the transform limit. The REF beam is spatially separated
from the pulses via a pickoff mirror and sent to photodetector module with a built in
low-noise transimpedance amplifier (Thor Labs PDA100A). The remainder of the
pulse power is focused onto the sample, which produces PL collected back through
the same objective.
Once the beams are split by the pickoff mirror, they are spatially filtered to
ensure that only the pulsed excitation laser reaches the sample and only the REF
laser reaches the reference photodetector. The nonlinear signal frequencies beat
at sidebands located at ωCD ± ωAB, where ωjk is the beat frequency between the
frequency-tagged beams j and k. This can be thought of as a pump-probe experi-
ment where the pump and probe are each a pair of beams and the signal oscillates at
sidebands around the frequency of the probe beams defined by the modulation due
to the pump beams. Since the REF doesn’t have enough power to efficiently pro-
duce nonlinear signals in a photodiode, the signal frequencies must be constructed
artificially. The reference signal is sent to a digital signal processor (DSP) (Analog
Devices EV AL − ADAU1761Z) which performs signal manipulations to produce
the appropriate FWM frequencies and sends them to the external reference input
of the lock-in amplifier, see section 3.1.1 for a description of the construction of
these frequencies. The photoluminescence from the sample is simultaneously sent to
an avalanche photodiode (Hamamatsu C5460), whose output is sent to a low-noise
voltage amplifier (Stanford Research Systems SR560), and then to a dual-phase,
two-channel, lock-in amplifier (Zurich Instruments HF2−LI) for detection. At this
point, the phase difference between the two beams has three contributions. The
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first is a constant offset that comes from the difference in output phase of the two
lasers, caused by the difference in the length of the optical paths before the beams
are set to be colinear and the different lengths of the electronic paths the signals
travel. Since this simply produces a constant phase offset, it can be easily measured
and identically subtracted from each data point in a spectrum. The second arises
from phase fluctuations that aren’t written out of the signal, likely from the jitter on
optics before the beams are colinear and air current fluctuations that differ between
the beams. These are minimized experimentally and contribute very little to the
signal phase, section 3.4 explains the phase stability of the experiment. The final
phase contribution to the experiment is the phase of the true signal that we wish to
measure. This phase dominates the signal, the proof of which can be seen in section
3.6.
3.1.1 Construction of the Nonlinear Signal Frequencies
Once the REF beam is sent to the REF photodiode, the electrical signal is a
wave with beating at the difference frequencies between all combinations of the four
AOM driving frequencies (ωA, ωB, ωC , ωD). The signal is sent to a DSP where an
analog-to-digital converter digitally recreates the signal, the DSP chip performs the
necessary manipulations on the signal, and a digital-to-analog converter reconstructs
an analog output of the processed signal that is sent to the lock-in amplifier. First,
the amplitude and phase of the linear beat frequencies for the τ and t interferometers
(ωAB = ωA − ωB, ωCD = ωC − ωD) are isolated by band-pass filtering in the DSP.
Once we have the appropriate frequencies isolated, the DSP performs a Hilbert
transform on both frequencies. The Hilbert transform acts to shift positive frequency
components by pi2 , such that H [cos (x)] = sin (x). Now, we have the in-phase and
in-quadrature components of the REF wave and can apply the identity
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cos (x± y) = cos (x) cos (y)∓ sin (x) cos (y)
cos
(
ωABt
′ ± ωCDt′
)
= cos
(
ωABt
′) cos (ωCDt′)∓ sin (ωABt′) cos (ωCDt′) (3.1.1)
where t′ is real time. We now have the sideband frequencies of the nonlinear inter-
actions, containing all phase fluctuations of the experimental apparatus, which can
be sent to the lock-in amplifier where it is used to demodulate the optical signal.
Expanding these gives mixing frequencies based on the AOM driving frequencies,
ωCD + ωAB = ωSI = −ωA∗ + ωB + ωC − ωD∗
ωCD − ωAB = ωSII = ωA − ωB∗ + ωC − ωD∗ , (3.1.2)
which match the phase-matched directions (kSI = −kA∗ + kB + kC and kSII =
kA − kB∗ + kC) exactly, with the addition of a fourth pulse. If we assume the the
probe final beam is actually the final two beams (ωC → ωCD), then they also match
the frequency tags of the nonlinear polarizations in equation 2.1.30 and 2.1.31.
3.2 Signal Detection and Wave Packet Interferometry
Coherently detected MDCS experiments rely on a 3rd order wavepacket (〈ψABC |)
produced by three sequential input fields (A,B,C). The wavepacket is manifest as
a 3rd order coherence that emits a coherent signal at a phase-matched direction
and frequency. The coherent signal is heterodyned with a known reference field
(〈ψABC |ψD〉), usually another pulse in the train that does not interact with the
sample, to produce an interferogram, from which the phase and amplitude can be
determined. This seems strikingly dissimilar to the signal collection in PM-MDCS,
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which relies on a 4th order population created by four input fields (A,B,C,D). This
population then emits an incoherent signal which is collected without any hetero-
dyning with a known field. In reality, both experiments use four pulses and inter-
ferometric collection. In PM-MDCS experiments, the interference happens in the
sample under study. As the pulses of the train interact with the material, a 3rd or-
der coherent wavepacket (〈ψABC |) is produced in exactly the same fashion as other
MDCS experiments. The fourth pulse, then, produces a 1st order wavepacket |ψD〉
whose amplitude and phase are directly dependent on the input field, a known field.
The intereference of these two wavepackets (〈ψABC |ψD〉) is ‘written’ into the 4th or-
der population that they create, encoding the phase information into an incoherent
signal, like PL. The PL then carries the phase matched frequency as amplitude oscil-
lations that beat slowly in time (relative to the optical frequency of the excitation)
and can easily be isolated and collected via lock-in amplification.
3.3 Phase Cycling
Static phase cycling schemes have been used in past MDCS experiments to ex-
tract the FWM signal from colinear excitation trains [132]. These schemes take
multiple measurements of each spectra (with varying number, sometimes as many
as 27 for each spectrum [30]) with unique phase shifts on each pulse in the train.
Summing the contributions of the phase cycled spectra results in cancellation of
spurious signals and enhancement of the true signal. These schemes don’t rely on
the phase matching condition applied to the output direction of the signal, and as
such can be used on colinear experiments. PM-MDCS experiments intrinsically use
a pulse-to-pulse phase cycling based on the repetition rate of the laser and the carrier
frequencies of the frequency tagged beams. The AOMs in the experiment are run
with a longitudinal acoustic wave continuously propagating along the AOM crys-
tal, dynamically changing the refractive index seen by the incident laser pulse and
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creating a time-dependent grating that sweeps across the crystal. This grating has
the effect of adding a phase mφ, where φ is the phase of the longitudinal acoustic
wave, to the mth order diffracted beam, as well as adding ωj to the frequency of the
beam, where j selects the beam in a given pulse train j ∈ {A,B,C,D}. In this way,
the AOM acts to impart a constant phase modulation to each pulse train while also
adding a small phase offset to successive pulse trains. These frequency shifts are in
the kHz range, orders of magnitude smaller than the optical frequency (∼ 375THz)
but easily detected by conventional electronic systems.
3.4 Phase Stabilization and Measurements in the Rotat-
ing Frame
Figure 3.2: Explanation of the rotating frame in PM-MDCS experiments. Top: To
an observer in a DC frame of reference, both the reference and signal undergo high
frequency oscillations. Sampling high frequency oscillations requires high experimen-
tal bandwidth and high precision delay stage movements. Bottom: To an observer
in a frame of reference where the reference is at DC, the signal oscillates at a greatly
reduced frequency ωsig − ωref and relaxes much of the experimental precision nec-
essary for MDCS. The vertical dashed lines across both panels show the time steps
necessary to sample the PM-MDCS signal at twice the Nyquist frequency.
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Phase stability in MDCS experiments is particularly crucial, since the Fourier
transform that generates the frequency-domain correlation map requires that the full
phase be measured. If the phase fluctuates significantly during the data aqcuisition
period, erroneous phases will be present in the signal and can lead to incorrect
interpretation of the data. In typical MDCS experiments, the phase is stabilized by
separate interferometers that measure the precise position and jitter of each of the
experimental interferometers [17]. These interferometers send their information to
negative feedback loops that move piezoelectric actuators appropriately to make high
precision steps of the interferometer delay, as well as stabilizing the interferometer
position, and phase, compensating for phase jitter in the experiment. Given the
frequency of a typical Ti:Sapphire laser (∼ 375 THz), and the standard of λ100 that
defines a ‘phase-stable’ experiment, this phase-locking scheme needs to be accurate
to ∼ 10 nm, which can pose a significant experimental challenge. Other methods
for enforcing stability have been proposed, typically involving common optics for
different interferometer arms [117] or removing the interferometer arms entirely by
encoding the time delays via other strategies[109, 56, 106], but these methods limit
the range of the time delays to . 1 ps. For this reason, active feedback methods
remain a dominant stability strategy.
PM-MDCS experiments, on the other hand, forego the strict phase stability
requirements of other MDCS techniques in favor of recording and removing the phase
jitter and relaxing the accuracy necessary when stepping arms of the interferometers.
As seen in figure 3.1c.), a CW beam propagates along the same path as the excitation
beams with a vertical offset. This beam produces the demodulation frequency sent
to the lock-in amplifier for reading the signal. By running this beam through all the
same optics as the excitation beams, jitter in the phase is written into the optical
signal that creates the demodulation frequencies and, thus, written out of the true
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signal. Using this system, we can achieve phase stability of ∼ λ150 without any active
stabilization of the interferometers.
Another effect of using a separate laser for the live demodulation frequency comes
about because of the way that lock-in amplifiers work; they shift all signals, such
that the demodulation frequency becomes DC, then apply a low-pass filter to the
shifted signals, removing all signals except those at the demodulation frequency.
The frequency of the signal has two components, a slowly oscillating (10’s of kHz)
envelope frequency created by the beating of the frequency shifts provided by the
AOMS and a quickly oscillating (100’s of THz) optical frequency that defines the
photon energy. By shifting the frequency of the reference laser (which is typically
offset from the resonances by < 10 nm spectrally) to DC, the demodulation scheme
moves the experiment into a rotating frame of reference where the reference laser has
a DC frequency. This acts to shift the signal to a reduced frequency in the kHz range,
greatly relaxing many of the precision requirements placed on MDCS experiments
in non-rotating frames. The simple effect is to reduce the necessary bandwidth from
100’s of THz, to the bandwidth of the excitation laser. Figure 3.2 shows this effect
schematically.
3.5 Feynman Diagrams
The Feynman diagrams for the PM-MDCS quantum pathways are mostly iden-
tical to those shown in figure 2.2 and are shown in figure 3.3. The most striking
contrasts are the addition of the fourth beam and the fact the signal is emitted from
the |1〉 〈1| population state, rather than some coherence. The D pulse is always a
conjugate pulse acting on the bra side of the diagram, leading to an extra minus
sign in each Feynman diagram (recall from section 2.1.4 that the sign of the signal
is (−1)n, where n is the number of bra-side interactions). These signs are flipped
during data processing to match PM-MDCS data to other MDCS data.
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Figure 3.3: Double sided Feynman Diagrams for the phase-matched frequency
ωsignal = −ωA + ωB + ωC showing SI , SII , and SIII signals and all signal contri-
butions for incoherently detected PM-MDCS experiments. Since the time ordering
of the non-conjugate pulses has no bearing on the output signal for identical pulses,
each diagram shown represents two distinct sets of field contributions that result in
identical signal fields. An explanation of these diagrams can be found in the text.
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Figure 3.4: Left: Energy bands for a GaAs QW, showing how quantum confinement
splits the light hole (J = 32 , Jz = ±32) and heavy hole (J = 32 , Jz = ±12) bands
relevant to the MDCS data shown. The spin-orbit band (J = 12) lies outside of the
spectral window accessible by the experiment and will be excluded from the discus-
sion of results. Right: PL spectrum of the sample, with the excitation spectrum in
red, showing the LH exciton (∼ 797 nm), HH exciton(∼ 802 nm), and luminescence
from bulk GaAs attached to the substrate (∼ 821 nm).
3.6 Demonstration of PM-MDCS with GaAs Quantum
Wells
The first system studied with the PM-MDCS experiment was a sample of GaAs
quantum wells (QWs) embedded between AlGaAs barriers. This system is a model
spectroscopic system with a large body of MDCS literature to compare results with.
The left frame of figure 3.4 shows the energy bands for this sample. The heavy
hole (HH) and light hole (LH) bands, named for their different effective masses,
are degenerate at the k = 0 point in bulk GaAs. In the QWs, however, quantum
confinement splits this degeneracy and the system has two spectrally distinct tran-
sitions that share a ground state. These two transitions can be seen in the PL from
the sample, shown in the right panel of figure 3.4. These two transitions appear at
∼ 797 nm and ∼ 802 nm, respectively. The large PL peak at ∼ 821 nm is residual
bulk GaAs on the substrate and will be ignored in the MDCS experiments.
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To verify that our experimental apparatus functions properly, we will look at two
MDCS spectra of the GaAs QW sample and point out specific features in each that
line up well with those previously reported in the literature. These features are the
shape, and phase, of the HH exciton peak, and the four peaks that indicate coherent
coupling between the LH and HH peaks. It should be noted that the MDCS spectra
presented in this section were pi phase-shifted from spectra in the literature when
originally processed. This phase-shift is brought about by an issue with how PM-
MDCS spectra are phased. We identified and developed a solution for this problem,
which is the subject of chapter 5. The pi phase-shift has been corrected in the spectra
by adding a −pi phase-shift during processing.
3.6.1 GaAs QW Heavy Hole Exciton Spectrum
The shape and phase of the HH exciton in a GaAs QW are shown in figure
3.5. In the time-domain data we can see a few key features that correspond to
important processes in the material. First, we see a polka dot pattern in the time-
domain. This is a direct manifestation of quantum beating between the heavy hole
and light hole exciton states. This quantum beating is only present when the states
are coupled, and this regular pattern indicates coherent coupling between the states.
However, the frequency domain window in this data set does not extend far enough
to see this coupling in the spectra. Second, we see a photon echo along the t = τ
line. Recall that this signifies inhomogeneous broadening in the sample, due to
fluctuations in the quantum well thickness in this case. The frequency domain data
confirms this behavior, showing elongation along the ~ωt = −~ωτ line. Additionally,
there is a distortion of the peak, clearly seen in the absolute value spectrum, that
reaches to red-shifted emission which coincides with a negative peak at redshifted
emission energy. The redshift and negative peak indicate biexciton formation, since
biexciton formation follows an ESA pathway and must have some binding energy.
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Figure 3.5: Rephasing MDCS spectra of the GaAs HH exciton taken with llll polar-
ization. Red and blue show positive and negative signals, respectively. Left: Time-
domain absolute value spectrum showing quantum beating between the HH and LH
states, as well as a photon echo along the t = τ line. Center: Frequency-domain
absolute value spectrum showing inhomogeneous broadening of the HH exciton (the
LH exciton is outside the bandwidth of this dataset). Right: Real valued spectra
showing a dispersive lineshape on the main diagonal peak, indicative of many-body
interactions creating an anharmonic potential. The additional negative peak (shown
with an arrow) is a biexction redshifted by its binding energy from the main peak.
Non-absorptive lineshapes, like that seen on the diagonal peak, are typically caused
by MBEs, indicating that MBEs in the system create an anharmonic potential for
the HH exciton. This spectrum was taken with a colinearly polarized excitation
sequence. Referring to the diagrams in figure 2.12, we can see that the optical
transition pathways for singly and doubly excited excitons, as well as biexcitons, will
be excited with this pulse sequence. Given that quantum confinement increases the
biexciton binding energy, we should expect to see both excitons with an anharmonic
potential and biexciton formation in this spectrum.
3.6.2 GaAs QW Excited State Coupling
It is well understood that the heavy hole and light hole exciton states in GaAs
QWs share a ground state [26, 159, 18] and are coherently coupled. Recall from
section 2.3 that this situation should produce a spectra with four peaks defining
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the corners of a square that is bisected by the diagonal, with the off-diagonal peaks
oscillating during T . Figure 3.6 clearly shows this behavior and the correct phase
shift (pi2 ) between the on-diagonal peaks. No T dependent data were taken to verify
the off-diagonal oscillations, due to the well known coherent coupling behavior in
this system. One may notice that the time-domain data from this spectrum also
looks significantly different from that of figure 3.5, most notable is the lack of the
well defined photon echo. This is not a change in the physics measured but rather
a practical consideration. The LH exciton is much weaker than the HH exciton,
requiring that the spectrum be tuned heavily in favor of resonantly exciting the LH
transition. The bandwidth of our excitation laser was simply not broad enough to
drive the HH exciton strongly when detuned by this amount. This leaves the HH
signal much weaker and the scale of the time-domain data washes out the photon
echo. This effect is quite obvious in the frequency-domain data as well, which appear
much noisier. In these spectra, much of the excitation power is lost, as it’s spectral
peak is detuned from the resonances, resulting in a much lower signal-to-noise ratio
in spectra that clearly show the LH exciton.
The PM-MDCS spectra presented show that the experiment functions as in-
tended and presents the same information as more conventional MDCS implementa-
tions. An important aspect of these spectra is that they show that we can accurately
measure the amplitude and phase of spectral features with our PM-MDCS experi-
ment. In light of this, the standard interpretation of MDCS spectra, explained in
chapter 2, will be applied to all PM-MDCS data presented in the remainder of this
dissertation.
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Figure 3.6: Rephasing MDCS spectra of the GaAs LH and HH excitons taken with
llll polarization. Red and blue show positive and negative signals, respectively.
Left: Time-domain absolute value spectrum showing quantum beating between the
HH and LH states. Center: Frequency-domain absolute value spectrum showing off
diagonal peaks indicative of coherent coupling between the associated on-diagonal
peaks. Right: Real valued spectra showing a dispersive lineshape on the HH exciton,
indicative of many-body interactions (as in figure 3.5), and an absorptive lineshape
for the LH exciton. The biexciton formation signal is only barely seen here, likely
because the signal is not strong enough to resolve it.
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Chapter 4
Diagonal Slice Four-Wave Mixing
This work was published in Optics Letters: Volume 43, issue 24 under the title
Diagonal slice four-wave mixing: natural separation of coherent broaden-
ing mechanisms [34].
While powerful and intuitive, it is difficult to quantify material properties in
MDCS due to the increased complexity of multidimensional lineshapes. One di-
mensional lineshape analysis has historically enabled measurement of the oscillator
strength [12], exciton lifetime [128, 146], homogeneous and inhomogeneous linewidths
[100, 116, 40], and chemical shifts [7]. The most common approach to quantifying
optical multidimensional data sets employs quasi one-dimensional lineshape analysis
of frequency-domain slices [121], although other approaches exist[11, 96, 138]. This
was realized by taking data slices from the frequency domain for lineshape fitting.
The frequency slice approach can be used to measure changes in the homogeneous
response of an inhomogeneous distribution [28, 27, 21]. However, all extracted slices
depend on both homogeneous and inhomogeneous broadening. This problem can be
mitigated by simultaneous fitting of diagonal and cross-diagonal lineshapes or fit-
ting entire MDCS spectra [121, 11]. However, to my knowledge, no MDCS lineshape
analysis has completely separated homogeneous and inhomogeneous broadening.
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In this chapter, we present diagonal slice four-wave mixing (DS-FWM), a data
acquisition scheme for rapidly measuring material properties accessible in a MDCS
spectrum without acquiring a full MDCS data set. Critically, the analysis deter-
mines both a time-domain basis and frequency-domain analytic functions that are
orthogonal with respect to the broadening mechanisms found in MDCS by utilizing
time slices from the rephasing pulse sequence in either the diagonal or cross-diagonal
directions. I derive analytical expressions for the complex signal response in which
different broadening mechanisms are decoupled along different time axis, using per-
turbative solutions to the optical Bloch equations (OBEs). Analytical expressions for
frequency domain projections are derived by applying the projection-slice theorem
to the time-domain slices. The resulting frequency-domain expressions completely
separate the homogeneous and inhomogeneous broadening, fit simulated resonances
and experimental data from GaAs quantum wells (QWs), and demonstrate excellent
agreement with previously used lineshape analysis.
4.1 Theory
The Projection-Slice Theorem states that the Fourier transform of a slice in two
dimensions is equivalent to a projection onto that axis in the Fourier domain [96].
Mathematically,
P (kx) = F [S(x)] =
∫ ∞
−∞
S(x)e−i2pikxxdx, (4.1.1)
where S(x) denotes a slice in any arbitrary x direction and P (kx) denotes a projec-
tion onto the same kx axis in the Fourier domain. Here, we will consider only the
rephasing pulse sequence for a sample with inhomogeneous broadening. This system
will exhibit a photon-echo at t = τ , where τ, T = 0, t are the inter-pulse delays
between the first-second (τ), second-third (T ), and third-fourth (t) pulses. Note,
in the present analysis the signal is assumed to be a third order coherence mapped
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onto a fourth order population by a fourth pulse in contrast to heterodyning schemes
[86, 15].
The perturbative time-domain solution to the OBEs for an inhomogeneously
broadened ensemble of two-level systems interacting with this pulse sequence is;
s(t, τ) = s0,0e
−(γ(t+τ)+iω0(t−τ)+σ2(t−τ)2/2)Θ(t)Θ(τ), (4.1.2)
where s0,0 is the signal amplitude at time zero, ω0 is the center frequency of the
resonance, γ and σ are the homogeneous and inhomogeneous dephasing rates, Θ de-
notes a unit step function that enforces causality between the pulses and the signal,
and τ (t) is the time delay corresponding to absorption (emission) processes. In the
frequency domain, ωτ (ωt) is the frequency axis for absorption (emission) processes.
Recent work has extended the formalism of spectral analysis to include non-delta
function pulses [127] and those with chirp [74]. However, in this study these con-
siderations are excluded in that delta function pulses and Gaussian inhomogeneous
broadening are assumed.
We can now rewrite Eq. (4.1.1) in terms of physical parameters relevant to
MDCS data,
P (ωt + ωτ ) =
∫ ∞
−∞
S(t+ τ)ei2pi(t+τ)(ωt+ωτ )d(t+ τ). (4.1.3)
The two orthogonal time axes t′ = (t+τ)√
2
and τ ′ = (t−τ)√
2
(shown in Fig. 4.1)
correspond to the diagonal and cross-diagonal directions in the MDCS time domain,
and allow Eq. 4.1.2 to be rewritten in this new basis. The signal normalized to s0,0
in this new basis is
s(t′, τ ′) = e−(
√
2γt′+ i
√
2ω0τ ′+σ2τ ′2)Θ(t′ − τ ′)Θ(t′ + τ ′). (4.1.4)
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Figure 4.1: Diagram showing the rotated coordinate system in the 2D time [a.), e.)]
and 2D frequency domains [b.), f.)], along with the slices [c.), h.)], and associated
projections [d.), i.)], that are the focus of this chapter. The the dashed lines in
a.) and e.) represent the data slices in the time domain and arrow tipped lines in
b.) and f.) represent bins that are integrated in the projections (most have been
omitted, for clarity). All data in this image is simulated, absolute value, rephasing
data for ease of reading.
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This form of the signal simplifies the contribution of homogeneous and inhomoge-
neous broadening to the diagonal (t′) and cross-diagonal (τ ′) linewidths, at the cost
of adding complexity to the step functions involved.
4.2 Analytical Form of Lineshapes
The Fourier transform of time domain slices provides simplified expressions in
both the time and frequency domains.
A slice along t′, at τ ′ = 0, gives
S(t′, τ ′ = 0) = e−
√
2γt′Θ2(t′) (4.2.1)
and a slice along τ ′, at a fixed t′ = t′0, results in the expression
s(t′ = t′0, τ
′) = e−(
√
2γt′0+i
√
2ω0τ ′+σ2τ ′2)Θ(t′0 − τ ′)Θ(t′0 + τ ′), (4.2.2)
where t′0 is the intercept of the slice on the t′ axis. It should be noted here that
t′0 must be greater than zero to retrieve any meaningful information from a dataset
that does not extend to negative delays. As shown by the purple dashed line in Fig.
4.1 [e.), h.), i.)], a slice along t′0 = 0 gives a delta function in time that when Fourier
transformed becomes a constant in the frequency domain. Likewise, a slice at t′0 < 0
will be zero everywhere due to the step functions enforcing causality.
Fourier transforming Eq. 4.2.1 gives
P (ωt′) =
1√
2pi
(√
2γ − iωt′
) , (4.2.3)
with an absorptive (dispersive) Lorentzian component for the real (imaginary) part
of the lineshape. The absolute value of this complex lineshape is a square root
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Lorentzian, with a full-width at half-maximum (FWHM) of
√
2γ. The Fourier trans-
form of the τ ′ slice gives
P (ωτ ′) = e
−√2t′0γ e
−
(√
2ω0−ωτ ′
2σ
)2
4σ(
Erf
[
t′0σ +
i
(√
2ω0 − ωτ ′
)
2σ
]
+ Erf
[
t′0σ −
i
(√
2ω0 − ωτ ′
)
2σ
])
(4.2.4)
which does have a γ dependent term, but only as a constant scaling factor that does
not affect the lineshape. Here Erf denotes an error function. The expression in Eq.
4.2.4 has a Gaussian lineshape with a FWHM of 4
√
ln (2)σ.
The expressions in Eqs. 4.2.3 and 4.2.4 are analytical projections onto the ωt′
and ωτ ′ axes, respectively. The use of the projection-slice theorem to arrive at these
expressions is similar to the treatment of NMR spectra in [96] with the important
distinction that DS-FWM uses only the t′ and τ ′ directions to take advantage of
their isolated γ and σ dependent behavior.
These expressions show the advantage of using the frequency projection as the
basis for lineshape analysis: complete separation of the inhomogeneous and homo-
geneous broadening via their independent axes. These expressions thus improve
upon previous analysis [121, 11] that resulted in coupled expressions for the different
broadening mechanisms.
The disadvantage of DS-FWM is that taking a projection removes the individual
information content providing only an average material response [92]. Thus pro-
jections onto the frequency axis may be a more natural basis for considering single
resonances or ensemble responses as a whole, while slices along the frequency axis
are better suited to studying the response of individual oscillators in an ensemble.
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Figure 4.2: Experimental MDCS data from GaAs QWs in the a.) Time and b.)
frequency domain. Both spectra are absolute value rephasing spectra.
4.3 Experiment
To validate the derived expressions, I use them to fit simulated and experimental
data. The experimental setup used is described in [99, 135], with the signal collected
via photoluminescence (PL). This signal choice provides a direct analog to optical
Ramsey spectroscopy in atomic physics. Briefly, a pulsed Ti:Sapphire oscillator
(Spectra-Physics Tsunami), with 90 fs pulses and a bandwidth of 30meV is split into
four identical copies, each with a precisely controlled delay via mechanical translation
stages. Each beam is passed through an acousto-optic modulator (AOM) (Isomet
1205-C ) where it is given a unique carrier frequency shift with a distinct radio
frequency (RF). The resulting pulse train undergoes dynamic, pulse to pulse, phase
cycling that averages out unwanted signal contributions and forces the signal PL to
beat at RF frequencies specific to the desired quantum pathway.
This signal choice requires that all data must be collected in the time domain,
point by point. This can significantly increase the number of points, and hence the
acquisition time to acquire a MDCS spectrum as compared to measurements using
a spectrometer. However, by only collecting data along the t′ and τ ′ directions,
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Figure 4.3: Time [a.), c.)] and frequency [b.), d.)] domain DS-FWM data for a
simulated resonance [a.), b.)] and GaAs QWs [c.), d.)]. All data was taken in the
τ ′ direction and fit using Eq. 4.2.3. Dots show the data and solid lines show the
function with best fit parameters (γ = 0.1051meV).
DS-FWM can measure the homogeneous and inhomogeneous linewidths in a similar
amount of time that a coherently detected MDCS experiment could with no ambigu-
ity or mixing of the broadening contributions. DS-FWM provides a greatly simplified
analysis to extract many of the most important physical parameters accessible with
MDCS. Collection along the t′ and τ ′ axes is realized by simultaneously stepping the
stages that control t and τ time delays in the experiment and collecting data at each
point.
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4.4 Results
To verify the derived DS-FWM expressions, we fit both simulated and experi-
mental data to the complex functions. The sample used in this experiment consists
of four GaAs QWs surrounded by Al0.3Ga0.7As barriers. It has been previously
shown that strained bulk GaAs [152] and ’natural quantum dots’ [91] can be present
in QW samples, in addition to the light hole (LH) exciton that is present in the
sample. Here, the heavy-hole (HH) exciton in the well is isolated by checking its
frequency in a PL spectrum (Ocean Optics USB2000 ) and tuning the excitation
frequency to the HH PL frequency, with as little overlap with the LH exciton as
possible. The sample is kept at a temperature below 10K by a recirculating liquid
Helium cryostat (Montana Instruments Cryostation). For simulated data of a single
resonance with σγ ≈ 3, both the diagonal, and cross-diagonal, projection is fit with
r2 ≈ .9999. We then took DS-FWM spectra, in both the t′ and τ ′ directions. The
experimental ωt′ projection was fit to the expressions with r2 ≈ .9682 and the ωτ ′
projections fit the data with r2 ≈ 0.9718. The results of these fits can be seen in Figs.
4.3 and 4.4. We acknowledge that the sample system was not the ideal single reso-
nance assumed by the derivation, as can clearly be seen in the beating of the GaAs
QW time-domain data in Figs. 4.2 and 4.3. The LH exciton of the quantum well has
a small signal that is present in the DS-FWM spectra but is much weaker than the
HH resonance and should not significantly contribute to the projected lineshapes.
We note that this procedure may be performed directly by the experiment in the
time domain by only collecting data in the t′ and τ ′ directions or in the analysis of a
full MDCS spectrum by extracting data slices from a larger data set. We performed
the analysis using each of these procedures and saw no significant difference in the
results. We would also like to note that any MDCS experiment that that collects
all data in the time domain, such as those that detect a population with a fourth
readout pulse as opposed to an emitted electric field or those that use a fourth
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Figure 4.4: Time [a.), c.)] and frequency [b.), d.)] domain DS-FWM data for a
simulated resonance [a.), b.)] and GaAs QWs [c.), d.)]. All data was taken in the
τ ′ direction and fit using Eq. 4.2.3. Dots show the data and solid lines show the
function with best fit parameters (ω0 = 1548.97, σ = 0.306meV).
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pulse for heterodyne detection on a photodiode, is already set up to take DS-FWM
spectra, although the potential of a simplified experimental setup that collects data
slices only along t′ and τ ′ in the MDCS time domain is very promising. Such an
experiment could access critically relevant material parameters (γ, σ, ω0) without the
data collection times and experimental complexity of many MDCS experiments.
In this chapter, we have presented a new ultrafast coherent spectroscopy tech-
nique and an associated lineshape analysis that is applicable to MDCS spectra as
well as DS-FWM spectra. We derived analytical expressions for slices along the t′
and τ ′ axes in the MDCS time domain, as well as expressions for the associated fre-
quency domain ωt′ and ωτ ′ projections and shown that these projections completely
separate the homogeneous and inhomogeneous broadening mechanisms to the line-
shape. We have fit these expressions to both simulated and experimental data and
shown excellent agreement. The technique presented here offers a deeper insight into
the nature of lineshape broadening in coherent spectroscopy as well as a protocol for
faster data collection to find key material parameters.
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Chapter 5
Absolute Phase Calibration in
Phase-Modulated
Multidimensional Coherent
Spectroscopy
This work has been accepted to Optics Letters with the same title as this chapter.
Multidimensional coherent spectroscopy (MDCS) is a powerful spectroscopic
technique that can measure the coherent dynamics of complex systems [26, 69, 24,
98, 16]. The earliest realization of MDCS used radio frequencies in nuclear magnetic
resonance (NMR) experiments [8, 43, 63, 42], later evolving into the IR where it
was used to study vibrational couplings [55]. Recently, MDCS has been extended
to electronic resonances at optical frequencies and phonons in solids in the terahertz
[61, 77, 76].
One of the most powerful aspects of MDCS experiments is their ability to unravel
the quantum pathways of many separate signal contributions and assign them to
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physical processes, disentangling spectra that would be congested and ambiguous in
one-dimensional measurements. Much of this ability comes from the measured signal
phase information utilized in MDCS to perform the Fourier transform and generate
energy correlation maps. For example, excited state absorption pathways give rise to
negative signals that can add with positive signals to form dispersive lineshapes in the
real portion of the complex spectrum [20, 126]. The phase of these features is critical
to correct interpretation of the spectrum. For example, an anharmonic resonance
with incorrect phase can lead to an incorrect measurement of the anharmonicity or
an incorrect assignment of which quantum pathways are active. Without accurate
phase information, MDCS loses much of its power to resolve microscopic physics.
The gold standard for phasing MDCS spectra is to perform a separate spectrally-
resolved transient absorption (SRTA) measurement with the exact experimental pa-
rameters of the MDCS data collection [47]. Since SRTA is homodyned (the probe
pulse also acts as the interferometric reference pulse), there can be no phase fluctua-
tions that differ between the signal and the phase reference. Thus, SRTA experiments
are invariant to phase artifacts and always produce the correct phase. Projections of
MDCS spectra onto their horizontal (ωt) axes contain the same information as SRTA
experiments [69], allowing a phase correction to be applied to MDCS data to match
the SRTA spectrum to the MDCS-derived SRTA spectrum match. Despite the es-
tablished validity of the SRTA technique for phasing data, many MDCS experiments
don’t phase to a SRTA measurement because it requires an additional measurement
step, doesn’t work with all polarization schemes [159], and is incompatible with
reflection-mode MDCS experiments.
Phase-modulated MDCS (PM-MDCS) is an implementation of MDCS that allows
diffraction limited excitation spots by employing a colinear geometry and collection
of a population signal such as photoluminescence (PL) [135], photocurrent [99, 71],
or photoinduced absorption [80]. Currently, the phase in PM-MDCS experiments is
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corrected by setting the phase of the signal at the origin in the time domain (t0,0) to 0
[99, 135]. For systems comprised of a collection of two-level resonances in the absence
of many-body effects, this procedure correctly phases spectra. In semiconductor
systems, it is well known that many-body effects can produce apparently dispersive
lineshapes and so this phasing method may yield incorrect phase calibration.
In this letter, we present a method for accurately phasing PM-MDCS spectra
that is easily implemented into existing experiments. We demonstrate the need for
phase correction by showing that the incorrect phase is obtained in models including
non-absorptive resonances, such as in systems with higher-order excitations. We
implement phase correction in our PM-MDCS setup by measuring the phase of the
excitation pulses and lock-in delay via linear autocorrelations, whose signals must be
emitted with zero phase. Using this technique, we show properly phased PM-MDCS
spectra of GaAs quantum wells (QWs) which match previously published results
calibrated with SRTA.
5.1 Modeling
To highlight the need for a procedure that accurately phases spectra, we model
PM-MDCS signals that contain a single oscillator, subject to an anharmonic poten-
tial with or without noise. We choose this system because it contains significant
contributions with non-zero phase, as excitations to the 2nd excited state give a
negative peak (with pi phase). We model this system with the perturbative time-
domain solution to the OBEs for an anharmonic ladder system probed with the
rephasing (SI) pulse sequence. This pulse sequence has time ordering A∗, B, C, D∗
in PM-MDCS experiments, where a star denotes a conjugate interaction and the D
pulse is a readout pulse that allows the phase to be measured through wavepacket
interferometry [134, 99, 135]. In this PM-MDCS pulse ordering, the time delay τ
corresponds to the time between the first and second pulses, T corresponds to the
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time between the second and third pulses, and t corresponds to the time between
the third and fourth pulses. In this model, there are two signals that need to be
combined to produce the correct spectra: a ground state bleach (GSB) of the singly
excited exciton transition, and an excited state absorption (ESA) that probes the
anharmonically shifted doubly excited exciton.
In the 2-D time domain, the GSB signal of a homogeneous resonance is written
as
SI,1X(t, τ) = S0,0e
−i(γ(t+τ)+iω0(t−τ))Θ(t)Θ(τ), (5.1.1)
where S0,0 is the signal amplitude at time zero, ω0 is the center frequency of the
resonance, γ is the homogeneous dephasing rate, Θ denotes a unit step function that
enforces causality between the pulses and the signal, and τ (t) is the time delay
corresponding to absorption (emission) processes [120]. The ESA signal arising from
the doubly excited exciton state is written as
SI,2X(t, τ) = −S0,0e−i((ω0+∆2X)t−ω0τ)−γ(t+τ)Θ(t)Θ(τ), (5.1.2)
where ∆2X is the frequency associated with the anharmonic shift of the doubly
excited exciton state (shown in Fig. 5.1c), and we have assumed that both resonances
dephase at the same rate. The SI,1X signal has a positive sign and so is in phase
with the excitation pulses (φSig,GSB = 0, an absorptive resonance), while the SI,2X
signal has a negative sign and is out of phase with the excitation (φSig,ESA = pi, an
emissive resonance).
Simulated signals and 2-D spectra containing the contributions described in Eqs.
5.1.1 and 5.1.2 are shown in Fig. 5.1, with Gaussian noise added to Fig. 5.1b, (signal
to noise ratio of 20) to model experimental data. The SI,1X and SI,2X signals are pi
phase shifted from each other, and they produce destructive interference at t0,0. The
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insets show this behavior, and demonstrate that experimental noise can dominate
the signal in these spectra at t0,0.
t ħωt
b.)
a.)
ħω
ττ 
ħω
ττ 
t ħωt
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Incorrect
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c.)
Figure 5.1: Simulated 2-D spectra, real part, with red (blue) indicating positive
(negative signal). Panel a.) shows the signal from a homogeneously broadened
resonance subject to an anharmonic potential (one that shifts the second excited
state by ∆2X) in the 2-D time (left) and frequency (right) domains. The SI,1X and
SI,2X signals are out of phase and interfere in the time domain, leading to zero signal
at t0,0 (seen in the lower-left corner of inset). Panel b.) shows the same signal with
the addition of a small amount of noise. In both panels, the time domain shows
the unphased signal and the frequency domain shows a phased 2-D spectrum using
Eq. 5.2.1, while the insets show an enlarged image of the signal near t0,0. When
noise is added to the weak signal at t0,0, the measured signal is shifted by a random
phase set by the noise. This is easily seen in the inset of panel b.) which has a small
amount of noise at t0,0, leading the phasing procedure to produce an emissive peak.
Panel c.) shows a diagram of the energy levels for this anharmonic system.
The expressions in Eqs. 5.1.1 and 5.1.2 model the signal that should be measured
in a correctly-phased PM-MDCS experiment. In PM-MDCS each pulse has a unique
carrier envelope frequency. These frequencies in the excitations produce signals that
beats at specific frequencies and can be collected with phase sensitivity via a lock-in
amplifier. The signal is Fourier transformed, typically over the τ and t delays, to
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produce correlation maps in the frequency domain (ωτ , ωt) that link the absorption
and emission of the measured system.
5.2 Explanation of PM-MDCS Phasing
The phase in PM-MDCS (shown by the signs of Eqs. 5.1.1 and 5.1.2) indi-
cates the phase shift of the emitted signal relative to the excitation. In PM-MDCS
experiments, the phase has to be determined from a measured phase that has con-
tributions from the phases of the signal itself (φSig), the pulses that drive the signal
(φE), and the delay in the lock-in electronics used in the detection of the signal
(φRef ). The measured phase of the signal (φMeas) can be written as a sum of these
terms, φMeas = φSig + φE + φRef . In the case of purely absorptive resonances con-
tributing to the signal, the signal phase at t0,0 (τ = t = 0), φSig,0 must be equal
to zero and so φMeas,0 = φE + φRef . This leads to the phasing procedure typically
used in PM-MDCS experiments, which subtracts the measured phase at t0,0 from all
points in the 2D spectrum [135, 99]. This phasing scheme can be written
φSig = φMeas − φMeas,0 (5.2.1)
where φMeas is the signal phase as measured by the lock-in amplifier, φMeas,0 is
φMeas at t0,0, and φSig is the final signal phase in spectra phased using this method.
The underlying assumption of this method, that all resonances in the spectrum
are absorptive, is valid in many systems studied with MDCS. However, in systems
with complex energy structures that allow higher-order excitations, resonances with
pi phase (such as the ESA in Eq. 5.1.2) are also allowed and this assumption breaks
down. If we apply the phasing procedure of Eq. 5.2.1 to the time-domain data in
Fig. 5.1, we can see the problem when phasing a system that includes non-absorptive
resonances. In a noise-free simulation, such as Fig. 5.1a, the amplitude is zero at
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t0,0, leading to a determination that φMeas,0 = 0 and no change to the phase via
Eq. 5.2.1. However, when even a small amount of noise is added to the simulation,
it dominates the signal and phase at t0,0, and the spectrum is incorrectly phased to
the noise if the signal phase at t0,0 is used to phase the spectrum. This can be seen
in Fig. 5.1b. Additionally, any system where an ESA signal dominates at t0,0 will
necessarily add an artificial pi phase shift to the entire spectrum when phased via
Eq. 5.2.1, even in the limit of zero noise.
5.3 Novel Phasing Procedure
We propose an alternative phasing scheme that uses a separate measurements
of φE,0 = φE + φRef , the phase of the excitation measured at t0,0, on a signal with
guaranteed zero phase at t0,0. This allows us to extract the signal phase using
φSig = φMeas − φE,0. (5.3.1)
Our phasing scheme also allows for a separate measurement of lab-time dependent
electronics drift in φRef (∆φRef ), which can also be subtracted from φMeas. The
phase contributions and subtraction scheme are illustrated in Figs. 5.2a and 5.2b.
In order to phase spectra using Eq. 5.3.1, it is necessary to measure φE,0 in a
setting where the phase of φSig is known absolutely. We turn to Feynman diagrams
for a determination of this setting. Feynman diagrams, described elsewhere [69, 26,
120], are a convenient tool for tracking MDCS signal contributions, and they describe
whether a given pathway will have a phase of 0 or pi relative to the excitation. The
Feynman diagram for a GSB signal (φSig = 0, shown in Fig. 5.3a ) is shown in Fig.
5.3a and the Feynman diagram for an ESA signal (φSig = pi, shown in Fig. 5.3b)
arising from the doubly excited exciton state is shown in Fig. 5.3b. In contrast to the
3rd order processes measured by PM-MDCS, Feynman diagrams for linear processes
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Figure 5.2: Schematic diagram of the proposed phasing scheme. Panel a.) shows
the phases that contribute to the measured phase. Our method to extract the true
signal phase, φSig, is shown in panel b.), where φE,0, which contains both φE and
φRef , is removed from the data. This is a graphical depiction of Eq. 5.3.1. Panel c.)
shows a schematic of the signal collection and photodiode setup.
only produce positive (φSig = 0) signals, as can be seen in Fig. 5.3c. Thus, we can
use second order autocorrelations to measure φE,0, which will allow phasing spectra
via Eq. 5.3.1.
The experimental implementation of our phasing procedure is simple, adding
only an additional photodiode to our existing PM-MDCS experiment (shown in Fig.
5.2c). The experimental setup used is described in [99, 135], with signal collected
via PL. Briefly, a pulsed Ti:Sapphire oscillator, with 200 fs pulses is split into four
identical copies, each with a precisely controlled delay provided by mechanical trans-
lation stages. The pulses have cocircular polarization in the experiments described
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Figure 5.3: Representative Feynman diagrams for 4th and 2nd order processes, where
the sign of the PM-MDCS signal is (−1)n−1 and n is the number of arrows on the
right-hand side of the diagram. The 4th order diagrams, two of which are shown
in panels a.) and b.), demonstrate that the signals in PM-MDCS can be in phase
or out of phase with the excitation. The only possible 2nd order process, shown in
panel c.), produces a signal in phase with the excitation.
here. Each beam is passed through an acousto-optic modulator (AOM) where it
acquires a unique carrier frequency shift with a distinct radio frequency (RF). The
resulting pulse train undergoes dynamic, pulse to pulse, phase cycling that averages
out unwanted signal contributions and forces the signal PL from a desired quantum
pathway to beat at a specific RF frequency. We collect the PL back through the same
objective used to focus the excitation and send it to an avalanche photodiode (PD),
requiring a 50:50 beamsplitter immediately before the objective. The pulses directed
away from the sample by that beamsplitter are sent to a separate photodiode (PD′,
added in this work for phasing) for real-time characterization of ∆φRef .
Two measurements are required to accurately phase the spectra. The first is a
single measurement of the phase offset of the excitations on PD, φE,0. The second
is a measurement on PD′ of ∆φRef that is taken during the MDCS data collection.
In a time-domain analog to [19], we measure φE,0 by performing autocorrelations
of the pulses on PD with the exact experimental parameters of the MDCS scan we
plan to phase. The autocorrelations are performed at the linear beat frequencies,
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ωAB = ωA−ωB and ωCD = ωC−ωD, between pairs of the excitation pulses, providing
the same information as interferometric autocorrelations [99, 134, 135]. We then
measure the phases at t0,0, ∆φAB,0 = (φA,0−φB,0)+φRef,AB and ∆φCD,0 = (φC,0−
φD,0) + φRef,CD, to construct the excitation phase φE,0 = (∆φCD,0 − ∆φAB,0) =
φE + φRef (or φE,0 = (∆φCD,0 + ∆φAB,0) for SII spectra). The statement φRef =
φRef,CD − φRef,AB is valid because the frequency dependence of φRef on our lock-
in amplifier is very nearly linear in the frequency range used in our experiments
(verified seperately). Using this method, the uncertainty of the phase between the
pulse pairs leads to a pi phase ambiguity in the signal. This can be measured and
corrected using an autocorrelation between the B and C beams, or by measuring the
MDCS signal of the pulses themselves directly on a photodiode (for which φSig,0 = 0,
because the response of a silicon photodiode is well described as a two-level system)
and appropriately setting the sign. We perform the latter correction on a second
photodiode, since we are already using an external photodiode to measure ∆φRef
(as described below).
To measure ∆φRef , we subtract φ′E,0, the excitation phase measured on PD
′ at
t0,0 of the autocorrelations, from φ′Meas,0, the FWM phase measured on PD
′ at t0,0
during the MDCS data acquisition. Since we know that φ′Sig, the ‘signal’ phase on
PD′, is 0 at t0,0, we can find ∆φRef using
φ′Meas,0 − φ′E,0 = ∆φRef . (5.3.2)
Continuously measuring and removing ∆φRef during MDCS data collection removes
any long-term phase drift associated with changes in the collection electronics, pro-
viding phase stability better than λ100 over a measured time of 15 hours.
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Figure 5.4: Autocorrelations between beams A and B used to measure φAB,0 and
φ′AB,0, measured on the signal collecting photodiode (PD) and an additional pulse-
characterization photodiode (PD′) respectively. In this figure, lines show the auto-
correlation amplitude (which is the same for both PD and PD′) and circles show
the associated phase. The phase shift at t0,0 defines the phase shifts φAB,0 and φ′AB,0
used, along with φCD,0 and φ′CD,0 (not shown), to construct φE,0 and φ
′
E,0.
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We then combine all of our measured parameters using φSig = φMeas − φE,0 −
∆φRef , allowing us to accurately phase a single spectrum or a series of many spectra
taken in a single data set.
5.4 Results
We test our phasing method on experimental data from a sample of four GaAs
quantum wells (QWs) surrounded by Al0.3Ga0.7As barriers at 10K, for which the
phase of MDCS experiments has been well-characterized by SRTA. We isolate the
resonance of the HH exciton in the well, which presents an anharmonic resonance
under cocircular excitation [20] and allows direct comparison to the model shown in
Fig. 5.1.
The results in Fig. 5.5 show the significant and important difference between
the data phased using Eq. 5.2.1 (Fig. 5.5a) and the data phased by our procedure
in Eq. 5.3.1 (Fig. 5.5b). Our phasing procedure shows the characteristic lineshape
of an anharmonic oscillator, with its negative lobe above the diagonal, reproducing
SRTA-phased experiments [159, 126, 20] and the model shown in Fig. 5.1. The
data in Fig. 5.5a, however, suggests an emissive peak on the diagonal, leading to an
incorrect interpretation of the data.
In conclusion, PM-MDCS is now being applied to condensed matter systems,
and so there is a growing need for a phasing procedure that can accurately phase
spectra with non-absorptive features. In this letter, we simulate spectra that high-
light the need for phase correction, present a technique for absolute phasing, and
show experimental data phased by our procedure that match previous reports. The
technique described here properly phases PM-MDCS data even for complex systems,
which will ensure accurate measurement and interpretations of the physical meaning
of MDCS lineshapes.
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Figure 5.5: Experimental PM-MDCS GaAs quantum well data with red (blue) indi-
cating positive (negative) signal in the real portion of the complex spectrum. Panel
a.) is phased by using Eq. 5.2.1. Panel b.) is phased by our procedure, Eq. 5.3.1.
The standard procedure fails to correctly phase the complex spectra, and would lead
to the incorrect interpretation of an emissive peak on the diagonal. Our technique
correctly phases the spectrum, reproducing the dispersive shape of the HH resonance
due to anharmonicity.
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Chapter 6
MDCS of FAMACs Thin Films
6.1 Current Metal-Halide Perovskite Research
Metal halide perovskites (MHPs) have gained huge research interest over the
last nine years as MHP- based PVs have skyrocketed to nearly 25% efficiency (ac-
cording to the national renewable energy laboratory’s yearly PCE chart), as well as
applications in other optoelectronic devices such as light emitting diodes [133], lasers
[33, 113], and photodetectors [36]. MHPs have a crystal structure ABX3, where B
and X are a metal and an anion that form a lattice of octahedra and A is a cation
held inside the interstitial space of that lattice that is free to rotate. The prototyp-
ical MHP is MAPbI3, where MA is methylammonium (CH3NH3), but halide and
cation substitution are common for fine tuning the band gap and crystal structure,
respectively. For instance, the band gap can be tuned from 1.5 eV to >1.7 eV by
substituting cesium for formamidinium in lead perovskite, and from 1.45 eV to <1.3
eV by the same substitutions in tin perovskite [78, 79]. The unique crystal structure
and favorable optoelectronic properties of these materials — long diffusion lengths
[130], low Urbach energies [32], and tunable absorption spectrum [65]— make them
prime candidates for PV devices. However, fundamental questions regarding the
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physics of these materials remain under debate or unanswered, answers to which
have the potential to push device efficiencies and reliability even higher.
MHP thin films are disordered materials in which positional, orientational, and
compositional disorder lead to many of their interesting, and useful, optical and
electronic properties. Although MHP devices have a high level of tolerance for static
disorder created by lattice imperfections [155], defects introduce a level of energetic
inhomogeneity that can still scatter carriers and disrupt optically initiated processes
[10] as they would in more traditional inorganic semiconductors. However, unlike
traditional semiconductors, MHP materials posses dynamic disorder based on the
rotational degrees of freedom of the interstitial cations that can cause internal fields
that vary temporally and spatially across crystal grains. Recent calculations suggest
a variety of effects that arise from this dynamic disorder including the formation
of highly delocalized excited states [6] and band gap fluctuations [22], as well as
separate localization of charges in the valence and conduction bands [82] leading to
efficient charge separation. This type of dynamic disorder is not easily related to well
studied semiconductor systems such as gallium arsenide, which leaves a gap in the
understanding of the effect of dynamic disorder on excited charge carrier lifetime,
formation, and transport. Indeed, there remains a lack of consensus on many of
the mechanisms that contribute to the excellent performance of MHP PV devices,
particularly those that stem from the disordered nature of the material.
The nature of the excitonic states in MHPs, as well as their importance, is still
mostly misunderstood and lacking consensus in the literature. Although some dis-
miss the excitonic effects in the absorption processes in MHPs, we argue that they are
critical to a full understanding of the optoelectronic properties. Strong absorption
into the exciton states, followed by dissociation into free carriers, seems to be the
dominant channel for light absorption [111], and is subsequently a defining factor for
PV device performance. Even excluding excitonic channels that lead to free carrier
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generation, bound exciton states can play a major role in interband absorption of
unbound, but correlated, free carriers through the Sommerfield enhancement [101].
A particular point of uncertainty concerns the broadening mechanisms associated
with the excitonic states. Inhomogeneous line broadening is a measure of energetic
inhomogeneity in a system and, in MHPs, will provide crucial information about the
degree of orientational randomness in the cations as well as the defect density in the
region of the crystal being examined. Surprisingly, PL experiments have shown evi-
dence of homogeneous broadening [147] in these materials. However, studies done on
MAPbI3 and CsPbI3 quantum dots [53] showed different amounts of emission broad-
ening in these two materials and attributed the difference of the cation sensitivities
to fluctuations in the local electric field — an inhomogeneous effect. Some previous
multidimensional coherent spectroscopy (MDCS) experiments also show signatures
of an inhomogeneously broadened exciton state [110, 90]. Nevertheless, the assump-
tion that the exciton emission is homogeneously broadened is widely accepted and
cited in the literature [67, 23, 68]. Without a thorough understanding of the exciton
states, which are heavily dependent on the intrinsic disorder in the system, we can-
not build an accurate description of the opto-electronic processes in MHP devices
which is necessary for directed gains in efficiency.
The influence of disorder on which photogenerated species are present after ex-
citation is also still under debate. Optical-pump-terahertz-probe (OPTP) measure-
ments have shown that the decay rates seen in MHPs match bimolecular decay rates
[68] and transient absorption (TA) measurements suggest that Auger recombination
rates follow a three-body model [141], both indicative of free carrier populations.
Separate OPTP measurements done over a range of temperatures indicate that ex-
citons are the dominant species only below 80 K [88]. However, MDCS experiments
done at room temperature suggest the presence of an exciton that dissociates faster
than the time resolution of the previously mentioned experiments [66]. This dissoci-
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ation is likely a consequence of dynamic cation reorientation and subsequent change
to the local potential in the area of the exciton. Recently, transient absorption
microscopy (TAM) experiments have provided evidence for spatially heterogeneous
populations of excitons and free carriers within single perovskite crystal grains [97]
that were not resolvable in previous experiments, further complicating the response
of the MHPs to excitation. We are confident that this spatial localization of excited
species is directly correlated to static spatial heterogeneity in the MHP crystal. We
believe that understanding the role of the static and dynamic disorder intrinsic to the
MHP system is critical to a coherent description of the process of photogeneration
and dissociation of charge carriers on ultrafast timescales.
The nature of photoexcitations in MHPs is still only beginning to be understood
and a full description of the interaction between the disordered local environment
and the photogenerated charge carriers will mark a substantial step forward in that
understanding. This description requires measurements that can distinguish between
the spectrally distinct excitonic and free carrier contributions with high spatial and
temporal resolution correlated to the microscopic environment. This will allow direct
analysis of each individual contribution and clear assignment of spectral features to
physical processes.
There are currently only a handful [52, 66, 110, 90, 136, 9, 51, 37] of published
reports using MDCS to study MHP films or devices, with only four of these stud-
ies performed on polycrystalline films of 3D perovskite grains with the excitation
spectrum overlapping the exciton. This is very surprising given the unique power of
MDCS and the plethora of important and interesting questions about carrier trans-
port in the MHP system. Of these experiments, one used MHPs as a sample simply
to identify and correct spurious signals in the measurement technique [52], one fo-
cused solely on free carrier thermalization and ignored the exciton [110], and the last
two were performed at room temperature — providing spectra that were difficult to
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interpret due to their broad nature [66, 90]. There is tremendous potential to apply
the coherence and transport-tracking power of MDCS to MHP device systems for
new, and potentially transformative, insights into exciton and free carrier transport
dynamics in MHP films and devices. This potential is magnified by recent results
showing different signals from separate MDCS collection modalities in a PbS quan-
tum dot solar cell [71], though no published research has acknowledged the potential
power of simultaneously employing multiple collection modalities to build a more
complete picture of the ultrafast dynamics and, certainly, none has attempted these
measurements along with diffraction-limited spatial resolution as we have proposed
to do in chapter 7.
Methylammonium based perovskites, MAPbI3 , have been the prototypical per-
ovskite material since their introduction as a sensitizer in PV in 2009 [75]. A few
years later in 2014, formamidinium based perovskites, FAPbI3 (FA = CH(NH2)2),
were introduced as a broadly tunable alternative with similar PV performance [39].
However, the crystal structure of both materials was unstable and synthesis would
often lead to crystallization in a non-photoactive phase. Mixtures of the two were
shown to increase the stability of the photoactive crystal phase [65], and a device
with 18% PCE was made from a thin film with a FAPbI3 :MAPbI3 mixture of about
5:1. Recently, the advent of triple cation perovskites employing FA, MA, and Cs
(cesium) ions and a mixture of iodine and bromine have become popular due to the
stabilizing effect that the Cs ions have on the crystal structure [112]. Despite the PV
research shifting towards more complex alloyed thin films, fundamental spectroscopy
studies have focused their attention on MAPbI3 . This is likely due to the increased
complexity of more diversely alloyed films and the speed at which the field is pro-
gressing. We have been performing spectroscopic studies on these so-called ‘kitchen
sink’ perovskites, Cs0.05 (FA.83MA0.17)0.95 Pb (I0.83Br0.17)3 , which I will refer to as
FAMACs films for the remainder of this chapter. The first section of this chapter
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will present data and preliminary interpretation from our experiments that show
inhomogeneous broadening, relaxation from free to defect-bound exciton states, and
exciton formation from free carriers. The second section presents data that exhibits
spectral diffusion that occurs much faster than in typical semiconductors.
6.2 Exciton Broadening, Formation, and Relaxation at
Low Temperature
We began our studies by trying to find evidence of the existence of excitons in
the FAMACs system at low temperature. To this end, we investigate the PL to
identify spectral regions of interest for later MDCS experiments. In neat FAMACs
films at low temperature (here, neat means that the films were kept in an air free
environment whenever possible and were not allowed to significantly degrade), the
PL looks like a single modified Gaussian that has a long tail on the red end of the
spectrum. Thus, we assume that there are multiple contributions, their spectral
overlap is large, and that they are inhomogeneously broadened. We fit the data with
two Gaussian lines varying only their amplitude, width, and position. Figure 6.1
shows the PL at 5 K as well as the Gaussian contributions to the fit with peaks at
798.45 nm (1552.32 meV) and 803.59 nm (1542.39 meV). The separation of these
peaks is in a similar range to previous FWM studies on MAPbI3 at low temperature
indicating free and defect-bound exciton states [85], so we similarly assign these
peaks to free and defect-bound excitons.
Based on the steady state PL, we conclude that the low temperature optical
response in FAMACs is dominated by excitons. The density of states for the free
carriers in semiconductors should follow a square root dependence near the band
edge [46], and theoretical studies have shown that the perovskite band-edge density
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Figure 6.1: Cs0.05 (FA.83MA0.17)0.95 Pb (I0.83Br0.17)3 PL at 5 K and the Gaussian
contributions to the fit. Based on previous work [85], we assign these two peaks to
free (cyan) and defect-bound (green) exciton states.
of states is similar to a step function [29]. Neither of these should lead to Gaussian
emission, and so we conclude that the PL is dominated by exciton recombination.
An MDCS spectrum at T = 0 is shown at the top of figure 6.2. The spectrum is
inhomogeneously broadened (elongated along the diagonal), indicating a distribution
of resonance energies in the region probed by the experiment. The PL spectra are
fairly spatially uniform across the sample, indicating that the cause of the inhomo-
geneity is uniform across the film. We hypothesize that the inhomogeneity is caused
by the random orientation of the organic cations in the lattice at low temperature.
Details of a proposed experiment to explore this idea can be found in chapter 7. Our
finding that the exciton is inhomogeneously broadened is in contrast to previous
findings that show evidence for the contrary [148]. We also find that the peak of
the resonance is centered at the maximum of the PL, it is slightly shifted from the
cyan line that indicated the free exciton energy found in figure 6.1. This is due to
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TFigure 6.2: Absolute value PM-
MDCS spectrum of FAMACs at
5 K. The dashed lines mark
the centers of the free (cyan)
and defect-bound (green) contri-
butions to the fit in figure 6.1.
At T = 0 The resonance is
inhomogeneously broadened with
an inhomogeneous:homogeneous
broadening ratio of ∼ 3 : 1. The
peak of the resonance is slightly
below the free exciton resonance
energy, likely due to the fact
that our excitation spectrum is
roughly the same spectral width
as the resonances and distorts
the shape somewhat. As T in-
creases, the peak of the resonance
shifts, first to slightly lower ener-
gies on the diagonal over ∼ 10 ps
and then off the diagonal over
∼ 100 ps. The peak significantly
broadens (see the next section in
this chapter) but the movement
off of the diagonal here is indica-
tive of some relaxation between
excited states. The peak appears
to move to a cross peak indicating
absorption into the free exciton
and emission out of the defect-
bound exciton, this spectral po-
sition indicates incoherent relax-
ation between these two states.
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the fact that our excitation spectrum has similar bandwidth to the resonances we
are studying. This means that the excitation necessarily changes the shape of the
resonances in the MDCS spectra. In the PL spectrum shown in figure 6.1, the ex-
citation is centered on the PL maximum and drags the maximum of the resonances
with it.
Of course, MDCS is a powerful tool capable of quantifying and separating the
homogeneous and inhomogeneous linewidths but can also track the dynamics of a
system. We performed MDCS and observed a change in the lineshape as a function
of the population evolution time T . As T increases in figure 6.2 we see the main
peak slide along the diagonal to slightly lower energies over ∼ 10 ps, possibly indi-
cating that the signal from the defect states is increasing. More importantly, we see
the peak move off the diagonal over ∼ 100 ps to a point where it is absorbing at
the free exciton energy and emitting from the defect bound energy. This indicates
incoherent relaxation between these two states and the long time scale could be a
factor contributing to the defect tolerance of perovskites.
In addition to directly probing the exciton, we attempted to probe the free-carrier
relaxation into the exciton state by detuning our excitation to higher energies than
the PL. Our measurement bandwidth is limited to the laser excitation bandwidth,
so we must overlap our excitation spectrum with the PL in order to measure any
excitonic response. In the data set shown in figure 6.3, the excitation only overlaps
the PL from ∼ 785 nm (∼ 1579meV) to ∼ 792 nm (∼ 1565meV) and the maximum
of this overlap is marked on the plots, as well as the maximum of the excitation
itself.
Figure 6.3 shows three distinct signal contributions: a broad positive peak along
the diagonal that roughly matches the excitation spectrum (modulated by the con-
tinuum absorption), a negative peak just below the diagonal and positioned at the
maximum of the spectral overlap between the PL and the excitation, and a nega-
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Figure 6.3: Real
PM-MDCS spec-
trum of FAMACs
at 5 K and
T = 800 fs, with
positive (negative)
signal shown in
red (blue) and the
excitation tuned
into the continuum
states. Above the
MDCS plot is a
plot of the PL
data (fit) shown in
black dots (line),
and estimate of
the continuum ab-
sorption in green,
and the excitation
field in red. The
MDCS spectrum
shows two dis-
tinct contributions
(based on relative
sign), with one
roughly matched
to the excitation
spectrum and the
other matched to
the accessible PL.
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tive cross peak that shows relaxation from the excitation maximum to the exciton.
Currently, we do not know the meaning of the sign flip between these contributions
and the absolute sign is not meaningful (we developed our phasing procedure after
this data set was collected), but we plan to pursue this phenomeon in future exper-
iments using our absolute phase calibration. Our current hypothesis is that we are
seeing exciton formation over T from directly excited free carriers. The relaxation
process begins within 500 fs (though there appears to be some direct excitation of
the exciton at shorter times) and persists out to at least 30 ps (the largest T value
in this data set). MDCS at various T delays suggest that the onset of this process
is much slower than GaAs at low temperature, where previous MDCS experiments
[159] see exciton formation on a sub-100 fs timescale (typically this process happens
faster than the pulse duration).
The results of these experiments provide insight into the efficacy of perovskite
thin films, particularaly FAMACs thin films, in solar energy applications. FAMACs
films appear to have slow exciton trapping and slow exciton formation, allowing for
long lived carriers that can diffuse to electrical contacts and generate current. We
hope to continue these experiments by turning the knobs of the material composition
and structure to slow these processes even further.
6.3 Spectral Diffusion
As detailed in chapter 2, the difference between inhomogeneous broadening and
homogeneous broadening is not just a spectroscopic artifact, but is in the broad-
ening mechanisms themselves. Specifically, homogeneous linewidths are determined
by dynamic processes like scattering events or solvent interactions in molecular so-
lutions. Inhomogeneous broadening, on the other hand, is caused by changes in
the environment of the carriers, typically a static distribution of possible energies
available to the excited carriers [139]. In a semiconductor QW, for example, in-
100
homogeneous broadening comes from the irregularity in the thickness of the well.
Since the bandgap of the system is dependent on the well thickness, this will spa-
tially fluctuate in any imperfect sample [124, 92] (a similar effect is well known in
quantum dots of different sizes [44]). This means that as excitons in a QW diffuse
and sample different locations within the material, their resonance energy may shift.
This process is called spectral diffusion, and it describes the pseudo-random walk
(the effect is particularly sensitive to temperature and phonon population, making
it a random walk only at temperatures above 10 K [143]) that excited carriers take
through the distribution of possible resonance energies over time.
In MDCS, spectral diffusion will cause a redistribution of energies across the in-
homogeneous distribution that appears to broaden the homogeneous linewidth, γ as
the population evolution period, T , is increased (technically, spectral diffusion causes
a different lineshape in spectra but we will estimate the diffusion by measuring γ with
DS-FWM). At temperatures above 10 K with enough time, all carriers will sample
all possible resonance energies and the diagonally elongated line in MDCS spec-
tra, indicative of an inhomogeneously broadened resonance in MDCS, will become
circular as all frequencies become correlated. However, these changes in resonance
frequency must be accompanied by emission or absorption of a phonon (typically)
to conserve the energy of the system. This leads to a temperature dependent spec-
tral diffusion where systems above 10 K become circular in an MDCS spectrum, as
they have access to phonons in the material they can absorb, but low temperature
systems typically only broaden in via phonon emission (below the diagonal in an SI
spectrum) [124].
When measuring a spatially-dependent optical response, high numerical aper-
tures (leading to small measurement spots) are critical for isolating small-scale re-
gions of interest and minimizing heterogeneous effects in the measurement. Non-
colinear MDCS experiment have drastically reduced numercial apertures based on
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Figure 6.4: Absolute value MDCS spectra from FAMACs thin films showing rapid
spectral diffusion. This diffusion occurs when the oscillators take random walks
through the spatially inhomogeneous system, leading to random walks through the
energy distribution. This diffusion happens much faster here than in typical semi-
conductors like GaAs [124].
their geometry [17], leaving them with excitation spot sizes on the order of 100 µm in
diameter that sample relatively large areas. However, PM-MDCS excitation spots
are only limited by the diffraction limit (and have the potential to go smaller if
super-resolution techniques are implemented [122, 59]). This leaves PM-MDCS in a
unique position to probe microscopic effects in a way that noncolinear MDCS can’t.
In the perovskite thin films studied here, the grains are on the order 0.5-1 µm and
our excitation spot is on the order of 1-5 µm. This means that we are not sampling
a statistical number of individual grains and can truly measure few-grain effects.
As mentioned above, spectral diffusion in QWs typically says something about the
spatial diffusion of carriers within the beam spot. In our case, spectral diffusion
likely holds information about single-grain effects.
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To investigate the spectral diffusion in our sample, we collected MDCS spectra
at 5 K from neat FAMACs films with increasing T . Figure 6.4, shows these spectra.
From left to right, each panel increases T by approximately an order of magnitude
(starting at T = 0 on the left, then T = 1 ps in the middle, and T = 10 ps on the
right). These spectra show clear spectral diffusion, with the below diagonal portion
of the resonance expanding significantly as T is increased. In order to quantify this
diffusion, we fit DS-FWM spectra with the analytical expressions in equation 4.2.3.
These spectra and fits are shown in figure 6.5. At short T , equation 4.2.3 fits the data
well. At longer T , the data becomes asymmetrical and equation 4.2.3 fails to fit well.
This asymmetry is consistent with the picture presented above of spectral diffusion at
low temperature, and matches temperature dependent studies on GaAs QWs [124].
The spectral diffusion should add a Gaussian contribution to the DS-FWM spectra,
so we add half of a Gaussian centered on the center of the Lorentzian from equation
4.2.3. In these fits, we use the γ value extracted from the T = 0 DS-FWM fits and
only vary the relative amplitudes of the Gaussian and Lorentzian contributions. The
fit to the data at T = 2 ps is shown in figure 6.6a.), and the evolution of the peak
amplitudes of the Gaussian and Lorentzian contributions is shown in figure 6.6. As
T is increased, the spectral diffusion takes over the spectra and the Gaussian and
Lorentzian contributions reach equal peak amplitudes. By T = 2 ps the spectral
diffusion contribution is half as strong as the main peak, by T = 5 ps it is 80%
as strong as the main peak, and by T = 40 ps the two contributions are equal.
Although we could not find any quantitative measurement of spectral diffusion in
typical semiconductors, qualitative comparison to GaAs QWs reveals that spectral
diffusion in perovskites is quite fast [124, 125].
The significant increase in the rate of spectral diffusion in our spectra tells us
that there must be some additional processes contributing to the random walks of
the carriers through the energy landscape. The most obvious explanation is the
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Figure 6.5: DS-FWM spectra of FAMACs films at 5 K. The left panel shows the
DS-FWM spectrum at T = 0, from which we derive a homogeneous linewidth of
γ = 1.44meV. At longer T , the DS-FWM lineshape expressions fail to fit the data
due to the added spectral diffusion in the MDCS spectrum.
same as in a GaAs QW: carrier transport to regions with different resonance ener-
gies. Given the pseudo-random orientation of the dipoles at low temperature [149],
reversible alloying caused by ion migration [38], and self-doping due to defects [104],
combined with the stark effect of internal electric fields [105] in perovskites, spectral
diffusion could be caused by migration within a single crystal grain. Additionally,
stoichiometric changes can influence the bandgap significantly and grains can form
with imperfect stoichiometries [115] which could lead to spectral diffusion arising
from grain-to-grain transport. These contributions to the spectral diffusion are al-
most certainly present, but we doubt that they are the dominant contributions as we
don’t expect significant grain-to-grain effects in our spectra and there is no reason
that intragrain migration should be significantly faster than in GaAs QWs.
However, dynamic cation reorientation is something unique to the perovskite
system that would change the stark-effect-induced resonance energy even for an
excited carrier that is immobile. Our hypothesis for the effect of cation orientation
104
a.) b.)
Figure 6.6: Fit and dynamics of spectral diffusion in FAMACs silms. Panel a.) shows
a representative fit of DS-FWM spectrum taken from an full MDCS spectrum at
∼ 2ps. DS-FWM does not include spectral diffusion contributions to the linewidth.
A truncated Gaussian was added was added to the fit to match the data. Panel
b.) shows the peak amplitudes of the Gaussian and Lorentzian contributions. As T
increases, spectral diffusion dominates the signal and the Gaussian contribution to
the fit rises.
on resonance is shown in figure 6.7a.). This static picture would lead to a similar
effect as the well width in GaAs QWs described earlier. However, as shown in figure
6.7b.), the cation orientation is still dynamic at low temperature, leading to a spatial
energy distribution that evolves with time as the cations reorient themselves. It has
been shown by two dimensional infrared spectroscopy (2DIR), that the timescale
for room temperature cation reorientation is ∼ 300 fs for ‘wobble-in-a-cone’ rotation
about a single axis and ∼ 3 ps for discrete jumps to rotation about new orthogonal
axes [9]. To our knowledge, no direct measurement has been made of these timescales
at low temperature. However, theory predicts that this timescale should increase
by less than an order of magnitude between room temperature and 5 K [87] and
experiments have shown that reorientations to new rotation axes should stop [48].
This would leave rotation timescales on the order of a few picoseconds, which is a
compelling match to the picosecond timescale in which we see significant spectral
diffusion.
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Figure 6.7: Proposed mechanism for cation-dependent spectral diffusion. Panel a.)
shows a static distribution of resonance energies caused by cation alignment. Carriers
moving through the material would exhibit spectral diffusion as they move through
the varying energy landscape. Panel b.) shows the T dependent rotation and how it
can dynamically alter the local energy landscape. All carriers, mobile or not, would
exhibit spectral diffusion due to this process.
In order to quantify the effect of cation disorder on inhomogeneous broadening
and spectral diffusion, we have devised an experiment that aims to force the orienta-
tions of the cations to align before cooling to low temperature and taking measure-
ments. This experiment is detailed in chapter 7. Finally, we would like to note here
that the experiments and simulations from which the reorientation timescales were
derived were performed on MAPbI3 films [9, 87, 48] and the degree of applicability
to FAMACs films is unclear. At this time there is very little spectroscopic literature
on the FAMACs system that we can use to verify our findings.
It should be noted that excitons are thought to play a minor role in the device
performance of perovskite based PVs [130]. Typically, unbound carriers are thought
to be excited directly, or through very short-lived transient excitonic absorption
channels [60]. However, we think that their role is currently underestimated; the
existence of excitonic states is known to significantly modify band edge states of
unbound carriers, in addition to high absorption cross sections in excitons that can
improve PV devices by collecting more photons near the band edge [46]. Most
relevantly, we can use excitons to measure the effects of different processes in the
perovskite system. Significantly, our results point to some of the mechanisms by
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which perovskite PV performance is achieved. Slow binding of free carriers into
excitons, as shown in this chapter, is highly relevant in PV, as the transport of
excitons cannot create current. Our spectral diffusion results, though measured via
excitons, provide useful insight into the role of cation disorder that can then be
applied to free carriers in the system as well. The work presented here, though
not measure the direct product of interest in PV devices, provides insight into the
mechanisms by which perovskite based PV has seen its success.
In this chapter, I have presented MDCS spectra from FAMACs thin films and
interpretations of those spectra. We see evidence in our spectra for inhomogeneous
broadening of exciton states, slow exciton formation and trapping, and fast spectral
diffusion. These measurements provide us with new insight into the photophysics
of perovskite thin films that are relevant to their performace in PV. We believe
that MDCS is uniquely suited to study these materials, as their broad lineshapes
and complex behavior can be disentangled in multidimensional spectra in a way
one dimensional experiments can’t. Studies like the ones presented in this chapter,
coupled with variations to the stoichiometry and architecture of MHP devices, will
allow for optimization of the material for PV applications. The following chapter
will detail experiments we have planned to achieve this goal.
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Chapter 7
Conclusions and Future Projects
In this chapter, the main conclusions of the work so far and a series of experi-
ments to continue the work of this dissertation will be described. The goal of these
experiments is to exploit the power of MDCS , and to specifically exploit the id-
iosyncrasies of the PM-MDCS experiment, to probe optoelectronic behaviors that
are unique to the MHP system. First, I will describe a novel experimental imple-
mentation and a series of experiments aimed at describing the role of disorder in the
MHP system and how that disorder modulates the processes relevant to solar energy
production. In the second section, I will describe a separate novel experimental im-
plementation and series of experiments, this time aimed at measuring the potential
for hot carrier extraction in MHP devices to potentially engineer devices that can
beat the Shockley-Quiessar limit.
7.1 Conclusions
In this dissertation, I have described the work I have done in my years as a
graduate student at DU. I think my time here has been quite fruitful, resulting in
a few publications, quite a few presentations at conferences, and a powerful experi-
mental setup that our group can use long after I’ve moved on to new opportunities.
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I have built a PM-MDCS experiment from scratch, learning much about nonlinear
optics and ultrafast spectroscopy along the way. While working on my experiment,
I developed a lineshape analysis technique that, for the first time ever, analytically
separates inhomogeneoues and homogeneous lineshape contributions in spectroscopy.
This work came with the added benefit of producing a protocol for fast data acqui-
sition of coherent spectra. I also developed a procedure for accurately and reliably
calibrating the absolute phase in PM-MDCS experiments, allowing future work to
access the power of phase resolved MDCS spectra. My work on FAMACs at low
temperature has revealed surprisingly fast spectral diffusion in perovskite materials,
which we attribute to the contributions arising from the existence of both static and
dynamic disorder in these materials. Additionally, we found surprisingly slow exci-
ton formation from unbound free carriers at low temperature. These results provide
powerful insight into the mechanisms by which perovskite PV has seen its enormous
success in the last decade. In the remainder of this chapter, I will describe how this
work can be expanded to help fill out the picture of the fundamental photophysics
in the perovskite system.
7.2 Measuring Disorder in Metal Halide Perovskites
We consider two open questions concerning the effect of local environment on
processes occurring after photoexcitation in MHP devices and propose novel spectro-
scopic and synthetic approaches, implemented in a series of controlled experiments,
to answer them. These experiments will use MDCS to provide quantum pathway
tracking of both exciton and free carrier transport in MHP thin-film PV devices in
a tight feedback loop with MHP device synthesis that is scalable to address het-
erogeneity over larger scales. The goal of these experiments is to enable new gains
in device efficiency by directly measuring carrier transport in MHP devices under
different material and environment conditions. This work will involve close and agile
109
collaboration with our device fabrication collaborators (Sean Shaheens group at the
University of Colorado at Boulder), and will make excellent use of their existing
resources in MHP device fabrication and exploration and our high spatial resolution
MDCS measurements.Below, each of three major topic areas for the project is de-
scribed: 1. Novel experimental tools, 2. Determining the role of defects
and interfaces in ultrafast carrier transport, and 3. Revealing disruptions
in quantum pathways caused by cation disorder.
7.2.1 Novel experimental research tools
Simultaneous detection of PL and PC MDCS signals with sub-grain spa-
tial resolution
We plan to develop and implement a novel version of the PM-MDCS experi-
ment that simultaneously collects both fourth-order population signals (both PL and
photocurrent (PC)) commonly seen in this approach. While previous MDCS experi-
ments of this type have chosen one or the other detection modality, our multi-modal
collection will allow us to get a more complete picture of the ultrafast dynamics
taking place in MHP devices by collecting both excited species: those that radia-
tively recombine as well as those that are separated to the device contacts. In PVs,
where optimizing PC collection is critical to device performance, we believe that
multi-modal collection will be an invaluable tool for informing improved material
and device design.
We will also take advantage of the collinear geometry of our experiment to achieve
diffraction-limited excitation spots that are on the order of, or smaller than, individ-
ual perovskite crystal grains. This will allow us to present microscopic MDCS images
of the grains in a film, each containing the PL and PC collected spectra described
earlier. We will build spatial maps of the exciton and free-carrier dynamics to probe
the intragrain heterogeneity, coupled with a parallel Raman spectroscopy experiment
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to connect microscopic structure with ultrafast dynamics in an ideally comprehen-
sive manner. Raman spectroscopy is a demonstrated tool to characterize defects and
grain boundaries, and has been applied successfully to characterize perovskite thin
films and identify the vibrational modes of both cage and cation [107, 108]. We have
measured Raman spectra of silicon and many 2D materials, and we recently mea-
sured a Stokes Raman spectrum for a perovskite thin film, which is unpublished. We
are proposing the first combination of Raman and MDCS with microscopic spatial
resolution, which will, for the first time, allow us to conclusively connect features in
the electronic spectra with the presence of defects or grain features.
Additionally, our MDCS experiment has ultrafast time resolution (50 fs) coupled
with an extremely long time range (∼ 1 ns). This will allow us to access the ultrafast
dissociation times that many experiments cannot resolve, and address the confusion
over the role of excitonic effects in the optical properties of MHPs. Conversely, many
ultrafast experiments lack long time capabilities — most of the previous ultrafast
experiments on MHPs are limited to ∼ 10 ps — and cannot see the regime of
free carrier-dominated signal and energy transfer. Our MDCS experiment is ideally
suited to bridging these two time regimes due to its high temporal resolution and
long accessible time delay, which will allow us to not only characterize the ultrafast
exciton dynamics, but to observe the exciton dissociation and subsequent free carrier
dynamics as well. This, combined with simultaneous PC and PL measurement will
allow our experiments to produce a more complete picture of the photoexcitation
and energy transport than any currently published work.
7.2.2 Determining the role of defects and interfaces in ultrafast
carrier transport.
We plan to explore the claims made by other published research [84, 118] that
multiple excitonic states exist, corresponding to free and defect-bound excitons, by
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comparing 2D spectra collected with simultaneous PC and PL detection modali-
ties. We hypothesize that defect-bound excitons, due to their spatial confinement,
are highly probable to radiatively recombine and contribute to the fourth-order PL
signal, while free excitons are more likely to dissociate into free carriers that con-
tribute to the fourth-order PC signal. As can be seen in Fig. 7.1, our dual-detection
technique will allow us to directly discern between exciton dissociation (leading to
PC) and exciton recombination (leading to PL) for the first time. Shown schemat-
ically in Fig. 7.2, our sub-grain-size spot will allow us to scan across individual
grains and spatially map the response. We will compare this MDCS spatial map to
a spatial map of Raman spectra from the same experimental setup and use changes
in the Raman peak shapes to identify high defect-density areas in the MHP grains
[50, 1, 131, 102]. This mapping will give us a similar image to those found by tran-
sient absorption microscopy [97], but with the added spectral resolution of MDCS,
the isolation of signals of our simultaneous PL and PC collection, and direct cor-
relation to areas of high defect density. MHP device and material composition can
then be tuned to optimize PC and minimize PL, with ideal feedback enabled by our
uniquely comprehensive experiment.
Mapping energetic heterogeneity in single perovskite grains
We plan to begin with devices containing the prototypical MHP, MAPbI3 , and
perform spatially-resolved Raman spectroscopy across a single grain, producing a
Raman image of the grain that maps the relative defect density via the line broad-
ening and amplitude of phonon mode lines in the Raman spectra. We will then
perform spatially resolved MDCS on the same grain to produce an MDCS map that
coincides with the Raman map. The peak positions and intensities in the MDCS
spectra, when correlated to the relative defect density derived from the Raman line-
shapes, will allow us to confidently assign spectral features to free and defect-bound
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Figure 7.1: (left) Schematic depiction of free and defect-bound exciton states, show-
ing incoherent energy transport pathways and the unique fourth order signal col-
lection modalities hypothesized to be associated with each state. (right) Expected
MDCS spectra from each detection scheme, showing spectra that reveal the unique
transport pathways of the two exciton states.
states. To our knowledge, only one published article has presented a spatially re-
solved MDCS map (mapping excitonic coherences in photosynthetic bacteria [137]),
and none have been published mapping a semiconductor crystal, nor has any pub-
lished work correlated Raman spectra, MDCS, and sample position in the powerful
manner we propose. We will verify the repeatability of our findings by performing
the same measurements on multiple grains across multiple films and comparing them
to independent IR-SNOM measurements performed by collaborators.
Measuring the lifetime of defect states in MHP films
Once confident in the assignment of free and defect-bound states, we will perform
MDCS experiments at various steps of the delay T (which is associated with the
dynamics of exciton and free carrier populations [120]). We plan to focus on the
behavior of the defect-bound state across this population time, which will allow us
to measure the lifetime of the defect-bound state. In addition, we plan to observe and
113
Figure 7.2: Schematic depiction of defect density dependent studies, showing (top)
excitation position on the sample in red and defects in orange, (center) associated
MDCS spectrum for the defect densities in the region of the excitation spot, and
(bottom) associated Raman spectra. Broadening of the Raman peaks gives a clear
indication of the relative defect density from one spot to the next. When coupled
with the relative amplitudes of different peaks across the spatially resolved MDCS
spectra, MDCS peaks can be accurately assigned to free and defect-bound exciton
states for the first time.
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quantitatively measure coherent and incoherent transport between the defect-bound
and free states, and the timescales over which they occur, with these experiments.
Varying cation stoichiometry to influence defect lifetime
Using the defect-bound lifetime in MAPbI3 as a benchmark, our collaborators will
fabricate new films that substitute an increasing fraction of methylammonium (MA)
with formamidinium (FA) and cesium (Cs) cations while focusing on stoichiome-
tries close to those that produce the best performing PV devices. FA is commonly
introduced into MA based perovskites to lower the band gap energy toward the ideal
band gap for absorption of the solar spectrum. However, FA alone often crystallizes
into a non-photoactive yellow crystal structure due to its large ionic radius, which
can be pushed back toward crystallizing into the photoactive perovskite structure
by inclusion of shorter ionic radius cations like MA and Cs [112]. We expect that
higher perovskite crystallinity from ideal stoichiometry will result in shallower trap
states with shorter lifetimes that we can measure with MDCS. The fast feedback
loop enabled by collaborating with nearby fabrication experts will allow rapid fine
tuning of the defect lifetime.
Measuring the effect of laser and thermal annealing on photocurrent gen-
eration
We plan to investigate the claims of enhanced film order and crystallinity after
exposure to pulsed laser light, as well as reduced film crystallinity following thermal
annealing [14], using our MDCS and Raman experiments. Samples will be exposed
to varying temperatures and durations for thermal annealing as well as varying light
intensities, durations, and wavelengths for optical annealing. All annealing will be
done in a cryostat, which is a high vacuum environment that can heat the sample to
temperatures up to 350 K. Samples will be measured with MDCS and Raman during
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the annealing process to look for changes in defect density, trap state amplitude and
lifetime, and changes to the timescale or amount of coupling between the free and
defect-bound states in real time.
Quantifying temperature-dependent trap state lifetimes To connect all of the
defect effects considered so far to PC generation under standard operating conditions,
we will vary the temperature of the sample in an optical cryostat to measure the
effect of phonon population on trap state lifetime. We will quantitatively measure
increases in PC and decreases in trap state lifetime, as well as increasing phonon
mediated incoherent transport from the trap state to the free state, as the thermal
energy approaches and exceeds the trap state depth.
7.2.3 Revealing disruptions in quantum pathways caused by cation
disorder.
We plan to investigate the nature of carrier dispersion in MHP devices by col-
lecting MDCS spectra as described earlier with, and without, cation disorder. As
can be seen in Fig. 7.3, we expect that cation disorder creates an irregular potential
for any excited species in the MHP device, leading to inhomogenous broadening,
increased dephasing rates, and shortened lifetimes. With the introduction of mixed
cation MHP films [112, 39], employing cations of varying dipole moments, we argue
that an understanding of the role of cation disorder will be important to optimiz-
ing the performance of mixed cation MHP devices. We will achieve ordered cation
states by simultaneously controlling device bias and temperature. The cations can
be considered as simple dipoles which, at room temperature, are free to rotate and
will align to an applied bias. Once the rotationally mobile cations are aligned with
the applied field, we plan to reduce the temperature until the cations in the MHPs
lose their rotational degrees of freedom, at which point we can remove the applied
bias and run through a series of spectroscopic measurements to extract PL and PC-
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Figure 7.3: Schematic depiction of hypothesized effect of applying voltage to MHPs
to align the cations. In the unaligned case (left), the MDCS PC or PL spectrum
would reveal the inhomogeneity in the material, in contrast to the more homogeneous
signal measured in the aligned cation case (right).
derived MDCS spectra and Raman spectra as before. We will compare these results
to data taken when no cation order was enforced, in order to measure the effect of
cation disorder on the optoelectronic properties and ultrafast dynamics.
Minimizing carrier dispersion effects from static cation disorder
We plan to begin with devices containing MAPbI3 as the active layer and ap-
ply a large bias across the device at room temperature. We will then lower the
temperature to reduce the rotational degrees of freedom available to the cations
in the film. We hypothesize that this ordered cation state will have the minimum
dispersion possible for the MHP film since the carriers in the film will see a regu-
lar potential at all positions; here, we will perform MDCS experiments to measure
the ‘intrinsic’ inhomogeneous linewidth of the resonances. We will quantitatively
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compare these measurements to low temperature MDCS measurements of the in-
homogeneous linewidth with no applied field before cooling the sample, which we
hypothesize will have the maximum dispersion possible due to the effectively random
orientation of the cations in the film. These quantitative comparisons in a controlled
experiment will definitively demonstrate and quantitatively measure the effect of
static cation disorder on carrier dispersion.
Measuring disorder dependent carrier lifetimes
Given that each carrier contributing to an inhomogeneous distribution is en-
countering a different potential in the film due to disorder, we can study individual
carriers in that distribution to determine the effect of disorder on carriers. MDCS,
and specifically fitting of MDCS spectra [11], allows us to ‘pull’ individual carriers
from an inhomogeneous distribution and study them independent of the distribu-
tion itself. We will connect the dephasing and lifetimes of individual carriers, taken
along the inhomogeneous distribution, to the amount of energy shift off resonance
center, to quantitatively measure the influence of disorder on carriers in MHP films.
Local-scale, ultrafast lifetime measurements carried out in these experiments will be
compared to non-spatially resolved and longer (>300 ps) timescale carrier dynamics
measurements taken by our collaborators in the Shaheen lab.
Optimizing carrier dispersion and electric field screening by varying cation
content in MHP devices
Once we have established that cation disorder contributes to the inhomogeneous
dephasing of excited carriers in the simplest MHP system, we will begin varying the
cation stoichiometries by increasing the proportions of formamidinium (cesium) ions,
whose contribution we expect to decrease (increase) the inhomogeneous broadening
due to the decreased (increased) dipole moment. Consequently, the dipole moment
118
of the cations is also responsible for screening exciton formation and allowing fast dis-
sociation into free carriers [142]. We will quantitatively measure exciton dissociation
times alongside measurements of inhomogeneous broadening throughout a range of
stoichiometries to pinpoint cation ratios that optimize the influence of local potential
disorder and exciton screening and result in the highest possible device efficiencies
by simultaneously maximizing exciton dissociation and free carrier lifetime.
Revealing carrier dispersion from dynamic cation disorder
Once low temperature studies have provided an understanding of the role of
static cation disorder and the optimal stoichiometry for MHP devices, we will move
to higher temperatures and perform MDCS experiments and connect the findings
with long timescale measurements made by our collaborators. Applying an external
bias of sufficient strength to the device will align the cations, as described earlier,
and reducing that bias will relax the force applied to the individual cations, allowing
them a larger range of deviation from the direction of the applied bias. This will
allow us to gradually introduce increasing amounts of rotational freedom during our
experiments and to quantify the effect of dynamic cation disorder on the ultrafast
dynamics. We will use PL-detected MDCS only for these experiments, as the effect
of the sample bias would be inseparable from the effect of cation disorder in a PC-
detected measurement.
Measuring the time dependence of disorder induced dispersion
Given that the dispersion due to reorientation of the cations in MHP films is a
process with finite temporal duration, ∼ 30 times longer than our resolution at room
temperature [9], we expect to see the dispersion narrow as cations align themselves
to the excited carriers following photoexcitation. Watching this dispersion evolve
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in time will allow us to quantitatively measure both the timescales of molecular
reorientation and the effect of the reorientation on photogenerated carrier dispersion.
7.3 Hot Carriers in Metal Halide Perovskites
Next we consider two open questions concerning the behavior of carriers above
the band edge after photoexcitation in MHP devices and propose novel spectroscopic
and synthetic approaches, and a series of experiments, to answer them. These ex-
periments will use MDCS to provide quantum pathway tracking of both warm and
hot carrier transport in MHP thin-film PV devices in a tight feedback loop with
MHP device synthesis that is scalable to address application of the findings to novel
devices. The goal of these experiments is to enable new gains in device efficiency
by directly measuring carrier transport in MHP devices under different material and
environment conditions. Below each of three major topic areas for the project and
the tools we will develop to study them are explained: 0. Novel experimental
tools, 1. Carrier temporal pathways, 2. Carrier spatial pathways, and 3.
Carrier extraction pathways.
7.3.1 Novel and enabling research tools
Spectrally resolved J-V curves
We propose a novel technique for evaluating our MDCS data that will directly
and unambiguously link the dynamics to industry-standard device performance met-
rics for quantifying the improvements in efficiency over changes in material or device
design, as well as provide a full description of the optoelectronic processes that con-
tribute to PC generation. We will take PC detected MDCS spectra while varying
the bias voltage applied to the device, allowing us to build a fourth-order J-V curve
that corresponds to the same device performance metric used for industry and re-
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Figure 7.4: Concept of the proposed multidimensional J-V curve (MD-JV) spec-
troscopy experiment. A controlled sequence of laser pulses is incident on a perovskite
diode under test. Simultaneous measurement of PL and PC signals gives multidi-
mensional spectra of the coherent excitonic response as well as the PC - enabling
measurement of microscopic J-V curves for different excitation carriers. Key features:
1.) Tight focusing probes carrier dynamics and device performance within a single
grain; 2.) For the first time, we will use powerful multidimensional spectroscopy to
directly connect quantum pathways with photocurrent and device performance.
.
search PV devices. This alone, while novel, does not make our method particularly
compelling. However, if we choose to build that J-V curve by integrating over a
particular spectral region, as shown in Fig. 7.4, we can isolate the J-V curve of a
single photoexcited species. Extending that idea, we can separately track the J-V
characteristics of all excited species to provide a complete understanding of what
photoexcitations lead to PC. By collecting a PC signal that builds an MDCS spec-
trum, we can spectrally resolve, and independently measure, different contributions
to the PC
7.3.2 Power dependent analysis
Many hot carrier effectsare highly dependent on carrier concentration after exci-
tation. We will perform measurements of the decay dynamics, derived from MDCS
spectra, of different photoexcited species to look for characteristic signatures of multi-
particle processes such as Auger recombination. The experiment can reach carrier
densities typically between 1013cm−2 and 1015cm−2, allowing us to access high car-
rier density regimes in the material. These results can be compared with previously
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published data on decay dynamics, with the added insight provided by the additional
spectral resolution of MDCS.
7.3.3 Carrier temporal pathways
The collaboration between our groups expertise in ultrafast spectroscopy and the
shaheen groups materials and TR-PL expertise enables a powerful suite of experi-
ments capable of measuring carrier relaxation dynamics across timescales ranging 7
orders of magnitude (10 fs - 100 ns). Additionally, the multidimensional spectra
obtained in the MDCS experiments provide unprecedented and direct insight into
the possible relaxation mechanisms, rather than just the timescales, as highlighted
by the hypothesized 2D spectral lineshapes for various carrier relaxation mechanisms
in Fig. 7.5.
MDCS measurements of “warm” carrier relaxation from 50 fs - 1 ns
We plan to measure the relaxation of carriers <∼ 100meV above the band edge
and identify the processes responsible for carrier cooling across various timescales.As
shown in Fig. 7.5, we expect the most commonly proposed carrier cooling mecha-
nisms to have distinct spectral signatures in MDCS experiments. This allows us to
confidently disentangle the contributions of different cooling mechanisms that may
act at different times after the initial excitation, and to measure their cooling rates
independently. To this end, we will perform a series of measurements, varying the
excitation power, that isolates the dependence of these cooling mechanisms on car-
rier concentration. Additionally, we will vary MHP composition to identify materials
with slow carrier cooling and the cooling bottlenecks present in each.
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Figure 7.5: Possible hot carrier relaxation mechanisms identified in the literature,
along with schematic time-dependent 2D spectra “fingerprints”. Top shows schematic
process on a band diagram and the bottom shows 2D spectra at zero (blue), inter-
mediate (green) and long (red) times, along with gray arrows that indicate the “flow”
of signal for that process. a) Phonon emission should cause the carrier population to
relax to the ground state, causing an observable tilt over time. b) Auger processes
scramble the excitation energy, causing a form of spectral diffusion. c) Polaron for-
mation distorts the band structure and reduces the bandgap, leading to a rotation
and horizontal shift of the spectra.
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MDCS measurements of “hot” carrier relaxation from 50 fs - 1 ns
Here we plan to repeat the measurements and materials systems studied in the
last task, with a modified experimental setup: Pulses A and B will be frequency
doubled from 1.5 eV to 3.0 eV, allowing us to generate hot carriers far above the
band edge. Pulses C and D will be left at 1.5 eV, producing two-color MDCS
spectra that only measures hot carriers that have relaxed to the band edge. This
provides a direct measurement of hot carrier relaxation dynamics that has never been
done before with MDCS. The experimental modification will be simple, the addition
second-harmonic generating (SHG) crystal and a change in the detection frequency
to account for the frequency doubling of the A and B beams. We note that it has
been suggested that pumping around 3.0 eV can complicate interpretation of TA
measurements because some carriers may get injected into other bands; this band
injection will not effect our results however, since carriers injected into another band
will not contribute to our coherent signal.
Pump-probe measurements of hot carrier relaxation dynamics
Here we plan to explore controlled carrier injection and buildup by using an
additional laser pulse to pump and MDCS, or TR-PL performed by the Shaheen
group, to probe the carrier relaxation dynamics. This will show us explicitly what
the dependence is on having additional carriers in the system. The hypothesis is
that both MDCS and TR-PL setups will measure a slower carrier relaxation because
of the presence of additional excited carriers from the pump pulses.
7.3.4 Carrier spatial pathways
The tight focusing of our colinear MDCS experiment (spot size ∼ 1µm) provides
precision control over the location of the excitation, which can be combined with
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patterned electrical contacts to enable spatially-resolved PC measurements of carrier
transport. Specific research tasks are detailed below.
Measuring incoherent carrier transport to electrical contact
Our setup is uniquely suited to studying lateral in-film carrier transport by mov-
ing the excitation spot away from the edge of a patterned metal contact. We will take
advantage of the existing device fabrication methods in the Shaheen group, which
produce devices with sharp-edge contacts. The excitation spots in these experiments
will remain spatially overlapped at all times, and we will generate a population with
the MDCS experiment and then use non-local detection through the contact to
probe the transport from the excitation spot to the contact. We plan to start with
the excitation spots immediately adjacent to the contact and measure both PL- and
PC-collected MDCS; from the PC-MDCS, we will select relevant transport channels
and calculate MD-JV curves for these channels. The excitation spot will then be
stepped away from the contact and the MD-JV curves will be compared as a function
of spot-contact distance.
MDCS measurements of hot carrier extraction with a P3HT hot hole
extraction layer
We plan to perform PC-MDCS measurements on MHP films with P3HT hole
extraction layers, which has been recently shown to efficiently extract hot holes
before they can cool, to quantify the carrier cooling and extraction times. Critically,
we will generate MD-JV curves for these hot carriers to measure their increased VOC
directly.
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Measurement of cold carrier extraction with hot carrier extraction layers
We plan to measure, via MD-JV curves, the performance of cold carriers at the
band edge, and warm carriers near the band edge, as they interact with the hot
carrier extraction layer. Hot carrier extraction layers require high work functions
to efficiently collect the high energy carriers, and thus may act as a barrier to low
energy carriers. This is crucial to realizing PCE surpassing the Shockley-Quiesser
limit, as that goal requires efficient collection across varying sections of the solar
spectrum.
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Figure 7.6: Schematic setup for measuring carrier spatial pathways. In the setup,
the modulated pulses for MDCS are incident on the sample at a controlled distance
away from a patterned contact. Current through that contact will only occur via
spatial diffusion of the carrier population (shown in blue), and the spatial dependence
can be measured by repeating PC-MDCS measurements as a function of excitation
distance to the contact.
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Appendix
In this appendix, we will go through a much more rigorously detailed derivation
of the nonlinear optical signals collected in the experiments of this thesis than were
presented in chapter 2. The end results are the same and the option for a more
thorough discussion is left to the reader. We will begin with a detailed definition of
the density matrix, perturbatively solve the Schrödinger equation and the density
matrix, derive the OBEs, construct the nonlinear response function, and show how
Feynman diagrams directly track the evolution of the density matrix under successive
perturbations. These derivations follow the method set by Shawn Mukamels Prin-
ciples of Nonlinear Optics and Spectroscopy [95], as well as abridged versions of the
same derivations which can be found online: one by Peter Hamm titled Principles
of Nonlinear Optical Spectroscopy: A Practical Approach or Mukamel for Dummies
and another by Cour Jansen titled Multidimensional Spectroscopy.
A.1 Derivation of the Nonlinear Polarization
A.1.1 The Density Operator and the Optical Bloch Equations
The density operator of a pure state is defined as the outer product of the states
wavefunction, ψ. In Dirac notation, the density matrix takes the form
ρ ≡ |ψ〉 〈ψ| . (A.1)
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If we expand ψ in the basis |n〉, the ket is represented by
|ψ〉 =
∑
n
cn |n〉 (A.2)
and the bra is its Hermitian conjugate
〈ψ| =
∑
n
c∗n 〈n| , (A.3)
such that
ρ =
∑
n,m
cnc
∗
m |n〉 〈m| . (A.4)
The elements of the density matrix are
ρnm ≡ 〈n| ρ |m〉 = cnc∗m. (A.5)
If we recall the definition of the expectation value of an operator, A, we can relate
it to the density matrix via
〈A〉 =
∑
nm
cnc
∗
mAmn =
∑
nm
ρnmAmn = Tr (Aρ) , (A.6)
where Tr (A) is the trace of A (the sum of its diagonal elements).
The time evolution of ρ is defined by
∂
∂t′
ρ =
∂
∂t′
(|ψ〉 〈ψ|) =
(
∂
∂t′
|ψ〉
)
· 〈ψ|+ |ψ〉 ·
(
∂
∂t′
〈ψ|
)
. (A.7)
The time evolution of the wavefunction is described by the Schrödinger equation
∂
∂t′
|ψ〉 = − i
~
H |ψ〉
∂
∂t′
〈ψ| = i
~
〈ψ|H. (A.8)
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Thus the time evolution of the density matrix can be described by
∂
∂t′
ρ =− i
~
H |ψ〉 〈ψ|+ i
~
|ψ〉 〈ψ|H (A.9)
= − i
~
Hρ+ i
~
ρH (A.10)
= − i
~
[H, ρ] , (A.11)
which is called the Liouville Von Neumann equation and is analogous to the Schrödinger
equation for the density matrix. The difference between these equations is unclear
when discussing a pure state with a well defined wavefunction, ψ, as either approach
is equally valid. However, in most physical systems under study with MDCS (aside
from a few model systems, such as atomic vapors) the experiment probes a statisti-
cally sized ensemble with no well defined wavefunction. The density matrix, on the
other hand, can be written for these systems and lets us describe the time evolution
of the statistical ensemble.
If P ∗k is the probability that the system is in the pure state |ψk〉, then we can
define ρ with the expression
ρ =
∑
k
P ∗k · |ψk〉 〈ψk| (A.12)
with the properties that P ∗k must be greater than zero for all states and that the
sum of all P ∗k is equal to one.
If we recall equation A.9 and assume an unperturbed two-level system with the
Hamiltonian
H =
~ω1 0
0 ~ω2
 , (A.13)
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where ~ωn is the eigenenergy of state n, then the time evolution of the density matrix
is
∂
∂t′
ρ11 ρ12
ρ21 ρ22
 = − i~

~ω1 0
0 ~ω2

ρ11 ρ12
ρ21 ρ22
−
ρ11 ρ12
ρ21 ρ22

~ω1 0
0 ~ω2


(A.14)
= − i
~
 0 (~ω1 − ~ω2) ρ12
(~ω2 − ~ω1) ρ21 0
 .
This expression clearly shows that, without a perturbation, there is no change in
the eigenstates of the two-level system. Additionally, there is an oscillation in the
off-diagonal elements described by
˙ρ12 = ˙ρ∗21 = −
i
~
(~ω1 − ~ω2) ρ12
ρ12
(
t′
)
= ρ∗21
(
t′
)
= e−i
(~ω1−~ω2)
~ t
′
ρ12 (0) (A.15)
with a frequency defined by the energy splitting of the eigenstates, (~ω1−~ω2)~ . This
oscillation describes a coherent superposition (also referred to as a coherence) between
the eigenstates. These coherences are critically important for MDCS experiments, as
their oscillation frequencies define the resonance energies of the transitions measured
by the experiment.
We will now rewrite equation A.14 in the more compact Liouville form (also
called Liouville space), which will allow us to account for dephasing processes in the
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ensemble. The Liouville representation takes the form
∂
∂t′

ρ12
ρ21
ρ11
ρ22

= − i
~

~ω1 − ~ω2
~ω2 − ~ω1
0
0


ρ12
ρ21
ρ11
ρ22

(A.16)
where the density matrix operator, ρ, is now written as a vector, and the commutator
[H, A] is written as an operator L. We can compactly write equation A.16 as
∂
∂t′
ρ = − i
~
Lρ
∂
∂t′
ρnm = − i~
∑
kl
Lmn,klρkl. (A.17)
This representation is simply another way of writing the Louiville von Neumann
equation derived earlier, and has no new insight into the physics of the system. This
representation, however, allows us to to phenomenologically introduce dephasing
to accurately describe the behavior of the systems under study. With dephasing,
equations A.15 become
˙ρ12 = ˙ρ∗21 = −
i
~
(~ω1 − ~ω2) ρ12 − Γρ12
ρ12
(
t′
)
= ρ∗21
(
t′
)
= e−i
(~ω1−~ω2)
~ t
′
e−Γt
′
ρ12 (0) . (A.18)
This allows us to rewrite equations A.17 with dephasing as
∂
∂t′
ρ = − i
~
Lρ− Γρ
∂
∂t′
ρnm = − i~
∑
kl
Lmn,klρkl −
∑
kl
Γnm,klρkl. (A.19)
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Equipped with the expressions for the time evolution of the density matrix oper-
ator, we can now consider interactions with an optical field, which will lead us to the
optical Bloch equations (OBEs). The Hamiltonian of this system and interaction
are described by
H = H0 − E
(
t′
) · µ, (A.20)
where a simplified light field can be described by
E
(
t′
) ≡ E (eiωt′ + e−iωt′) (A.21)
and the Hamiltonian can be written
H =
 ~ω1 −µE (t′)
−µE (t′) ~ω2
 . (A.22)
In the preceeding expressions µ is the transition dipole operator, which connects
eigenstates in the presence of an external light field. For this system, the Liouville
von Neumann equation in Liouville space is written
∂
∂t′

ρ12
ρ21
ρ11
ρ22

= − i
~

~ω1 − ~ω2 0 −µE (t′) µE (t′)
0 ~ω2 − ~ω1 µE (t′) −µE (t′)
−µE (t′) µE (t′) 0 0
µE (t′) −µE (t′) 0 0


ρ12
ρ21
ρ11
ρ22

(A.23)
and is a form of the OBE (this form looks strikingly dissimilar to the form of the
OBE in section 2.1.3 of the text but the information is the same and the simpler
derivation there did not require the introduction of Liouville space).
At this point, it is common to recast the expressions derived so far into a rotating
frame. We can look back to equation A.21 to see that there are two components
to the light field; one forward rotating and one reverse rotating. If we add ω to
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all frequencies, such that DC now oscillates at ω, we can see that we will have
two components of the field; one that is constant in the rotating frame and one
that quickly oscillates at a frequency of 2ω. When we integrate equation A.23 in
the rotating frame, the quickly oscillating components will vanish and the constant
components will remain. We assume that our excitation field is very nearly resonant
to the transition between the eigenstates of the system (ω ≈ ~ω1 − ~ω2), and make
the substitutions
∆ =
(~ω1 − ~ω2)
~
+ ω
Ω˜ (t) = Ω ·
(
e−iωt
′
+ eiωt
′)
eiωt
′
= Ω ·
(
1 + ei2ωt
′)
, (A.24)
where a tilde over a variable denotes the envelope of that variable that is slowly
varying with respect to 2ω. Here, Ω = µ·E~ is known as the Rabi frequency and is the
frequency at which the populations would oscillate between two eigenstates under
excitation from an exactly resonant driving field. In the rotating frame, we can claim
that Ω˜ (t) = Ω and rewrite equation A.23 with a time-independent Hamiltonian. This
takes the form
∂
∂t′

ρ12
ρ21
ρ11
ρ22

= − i
~

∆ 0 −Ω∗ Ω∗
0 −∆ Ω −Ω
−Ω∗ Ω 0 0
Ω∗ −Ω 0 0


ρ12
ρ21
ρ11
ρ22

. (A.25)
This change of variables is known as the rotating wave approximation (RWA) and
turns the OBEs (excluding dephasing) into
∂
∂t′
ρ˜ = − i
~
[H′, ρ˜] , (A.26)
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where
H′ =
~∆ ~Ω
~Ω 0

and
ρ˜ =
 ρ11 (t′) ρ12 (t′) e−iωt′
ρ21 (t
′) eiωt′ ρ22 (t′)
 ,
similarly to the Bloch equations, ∂∂t′M = −γB ×M , for spin vectors in NMR ex-
periments.
A.1.2 The Perturbative Expansion of The Schrödinger Equation
As stated in equation 2.1.33, the Schrödinger equation for a temporally varying
system is
i~
∂ψ
∂t′
= Hˆψ. (A.27)
In this expression, the system is described by the wavefunction, ψ, and the evolution
of that system is described by the Hamiltonian, H. Typically, when concerned with
light-matter interactions, we split the Hamiltonian into unperturbed (no interaction
with the light) and perturbed (interaction with the light) parts. Since there is no
interaction between the light and the unperturbed Hamiltonian (H0), this part of
the full Hamiltonian can be thought of as time-independent. The perturbed portion
of the Hamiltonian (V ), however, is time dependent. The time evolution of H0 is
simply
ψ
(
t′
)
= e−
i
~H0(t′−t′0)ψ
(
t′0
)
, (A.28)
where t′0 and t′ are the initial and final times (not to be confused with the time
delay t in the MDCS experiments described in the main text). We can bundle the
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time-dependent portion of ψ into an operator called the time-evolution operator,
U
(
t′, t′0
) ≡ e− i~H0(t′−t′0), (A.29)
that ‘acts’ on the initial state of a system.
It is often convenient to transform the wavefunction and operators into the in-
teraction picture where H0 is written into the operators. After this transformation
the wavefunction takes the form
ψI
(
t′
)
= e
i
~H0(t′−t′0)ψ
(
t′
)
= U †
(
t′, t′0
)
ψ
(
t′
)
= ψ
(
t′0
)
(A.30)
and operators take the form
ΩI
(
t′
)
= e
i
~H0(t′−t′0)Ω
(
t′
)
e−
i
~H0(t′−t′0) = U
(
t′, t′0
)
Ω
(
t′
)
U †
(
t′, t′0
)
, (A.31)
where the subscript I denotes that these are from the interaction picture (not to be
confused with the I subscripts from the polarizations in section 2.1.2). It is easily
seen that ψI (t′) = ψ (t′0), meaning that the wavefunction is time-independent in this
picture unless acted on by a time-dependent operator. As stated in equation 2.1.34
the perturbation to the system Hamiltonian is
V
(
t′
)
= µˆ · Eˆ(r0, t′), (A.32)
which allows us to rewrite the Schrödinger equation in this picture as
∂ψI (t
′)
∂t′
= − i
~
VI
(
t′
)
ψI
(
t′
)
(A.33)
or
ψI
(
t′
)
= ψI
(
t′0
)− i
~
∫ t′
t′0
VI
(
t′
)
ψI
(
t′
)
dt′ (A.34)
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using the definition
VI
(
t′
)
= U †
(
t′, t′0
)
V
(
t′
)
U
(
t′, t′0
)
. (A.35)
Equation A.34 is the first-order perturbation to the the wavefunction in the limit of a
weak interacting field (for strong fields, we would need to consider a non-perturbative
solution), which appropriately decsribes the excitation fields in a typical MDCS
experiment. For higher order perturbations, we expand equation A.34 by iteratively
plugging the solution for the nth order perturbed wavefunction into the expression
for the (n+ 1)th order perturbed wavefunction. This results in the series
ψI
(
t′
)
= ψI
(
t′0
)− ∞∑
n=1
(
i
~
)n ∫ t
t′0
dt′n
∫ t′n
t′0
dt′n−1 . . .
. . .
∫ t′2
t′0
dt′1VI
(
t′n
)
VI
(
t′n−1
)
. . . VI
(
t′1
)
ψI
(
t′0
)
. (A.36)
The physical interpretation of this expression can be seen in the two separate terms;
one is the unperturbed Hamiltonian, the other is the perturbed Hamiltonian to some
order. Thus, the system has free evolution until some time t′1 where it interacts with
the perturbation (a light field in our case) and then freely evolves again until a time t′2
and so on. This is similar to the double-sided Feynman diagrams discussed in section
2.1.4, with the exception that we are currently dealing with a single wavefunction
instead of a statistical average. The diagrams discussed there track the evolution of
the density matrix.
A.1.3 The Perturbative Expansion of The Density Matrix
Written in the interaction picture, the density matrix from section 2.1.3 can be
written as
∣∣ψ (t′)〉 〈ψ (t′)∣∣ = U (t′, t′0) · ∣∣ψI (t′)〉 〈ψI (t′)∣∣ · U † (t′, t′0) , (A.37)
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or more compactly as
ρ
(
t′
)
= U
(
t′, t′0
) · ρ (t′) · U † (t′, t′0) . (A.38)
Since the temporal evolution of the wavefunction in the interaction picture is equiv-
alent to the Schrödinger equation, the temporal evolution of the density matrix in
the interaction picture is equivalent to the Louiville von Neumann equation (these
equations are analogous for singular and statistical systems, respectively). Thus,
∂ρI (t
′)
∂t′
= − i
~
[
VI
(
t′
)
, ρI
(
t′
)]
. (A.39)
Equation A.39 can be similarly expanded to equation A.33 to yield
ρI
(
t′
)
= ρI
(
t′0
)− ∞∑
n=1
(
i
~
)n ∫ t′
t′0
dt′n
∫ t′n
t′0
dt′n−1 . . .
. . .
∫ t′2
t′0
dt′1
[
VI
(
t′n
)
,
[
VI ,
(
t′n−1
)
, . . .
[
VI
(
t′1
)
, ρI
(
t′0
)]
. . .
]]
. (A.40)
This equation is similar to equation A.36 with the difference that now the pertur-
bation is in a commutator and the interaction can ‘have a side’ that will produce a
different density matrix element that freely evolves. If we return this expression to
the Schrödinger picture and assume ρ (t′0) = ρ(0) (t′0) is an equilibrium density matrix
that does not evolve under the system Hamiltonian, H0, we can take t′0 → −∞. This,
along with the definition of the perturbation from equation A.32 turns equation A.42
into
ρ
(
t′
)
= ρ(0) (−∞) +
∞∑
n=1
ρ(n)
(
t′
)
(A.41)
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with the nth order density matrix
ρ(n)
(
t′
)
=
(
− i
~
)n ∫ t′
−∞
dt′n
∫ t′n
−∞
dt′n−1 . . .
∫ t′2
−∞
dt′1E
(
t′n
)
E
(
t′n−1
)
. . . E
(
t′1
)
[
µ
(
t′n
)
,
[
µ
(
t′n−1
)
, . . .
[
µ
(
t′1
)
, ρ (−∞)] . . .]] . (A.42)
The time dependence of µ in the previous expression is an artifact of the interaction
picture representation.
A.1.4 The Nonlinear Polarization
Recall from section 2.1.2 that the polarization is
P = 0χE (A.43)
and that, at sufficiently high field intensities, the polarization has nonlinear terms
that may be found by expanding equation A.43 about E to arrive at the expression
P = 0
[
χE + χ(2)E2 + χ(3)E3 + . . .
]
, (A.44)
with nonlinear susceptibilities χ(n). Anisotropy in the material can be accounted for
by changing χ, the scalar susceptibility, in all of the above equations to a suscepti-
bility tensor, χ. The polarization can then be rewritten in tensor form,
P = 0χE (A.45)
in tensor component form,
Pi = 0
∑
j
χijEj (A.46)
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or in matrix form, 
Px
Py
Pz
 = 0

χ11 χ12 χ13
χ21 χ22 χ23
χ31 χ32 χ33


Ex
Ey
Ez
 (A.47)
where the components of the susceptibility tensor, χij are determined by the sym-
metry of the crystal. In theory, χ must always be a tensor, since E is a vector. In
practice, it is often treated as a scalar as a simplification.
The macroscopic polarization of a system can be found by taking the expectation
value of the dipole operator. This produces
P (n) (t) = Tr
(
µρ(n) (t)
)
≡
〈
µρ(n) (t)
〉
, (A.48)
where 〈A〉 is the expectation value of A. Recalling µ for a two level system, the
macroscopic polarization is
〈
µρ
(
t′
)〉
=
〈 0 µ12
µ21 0

ρ11 ρ12
ρ21 ρ22
〉 = ρ12µ21 + ρ21µ12. (A.49)
Equation A.49 shows that off-diagonal elements of the density matrix (wherem 6= n)
produce macroscopic polarizations that emit fields.
We can now insert equation A.42 into equation A.48 to arrive at the nth order
nonlinear polarization,
P (n)
(
t′
)
=
(
− i
~
)n ∫ t′
−∞
dt′n
∫ t′n
−∞
dt′n−1 . . .
∫ t′2
−∞
dt′1E
(
t′n
)
E
(
t′n−1
)
. . . E
(
t′1
)
〈
µ
(
t′
) · [µ (t′n) , [µ (t′n−1) , . . . [µ (t′1) , ρ (−∞)] . . .]]〉 .
(A.50)
Here, we will replace the time variables used so far with time delays that are defined
as
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0 = t′1
t1 = t
′
2 − t′1
t2 = t
′
3 − t′2 (A.51)
...
tn = t
′
n+1 − t′n.
If we now exchange the time variables in equation A.52 with the new time delays,
we obtain
P (n) (t) =
(
− i
~
)n ∫ t′
−∞
dtn
∫ t′n
−∞
dtn−1 . . .
∫ t′2
−∞
dt1
E (t− tn)E (t− tn − tn−1) . . . E (t− tn − tn−1 − . . .− t∗1)
〈µ (tn + tn−1 + . . .+ t1) · [µ (tn−1 + . . .+ t1) , . . . [µ (0) , ρ (−∞)] . . .]〉 ,
(A.52)
which can be separated into a convolution of n incident fields and a nonlinear re-
sponse function
P (n) (t) =
∫ t′
−∞
dt′n
∫ t′n
−∞
dtn−1 . . .
∫ t′2
−∞
dt1
E (t− tn)E (t− tn − tn−1) . . . E (t− tn − tn−1 − . . .− t∗1) ·R(n). (A.53)
where
R(n) (tn, . . . , t1) =
(
− i
~
)n
〈µ (tn + tn−1 + . . .+ t1) · [µ (tn−1 + . . .+ t1) , . . . [µ (0) , ρ (−∞)] . . .]〉 (A.54)
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is the nth order nonlinear response function.
Writing out the terms of the commutators in the nonlinear response function
reveals 2n terms with interactions that act on the bra and ket side of a given term
in varying amounts. Writing out the first order response function
R(1)(t1) = − i~ 〈µ (t1) [µ (0) , ρ (−∞)]〉 =
= − i
~
(〈µ (t1)µ (0) ρ (−∞)〉 − 〈µ (t1) ρ (−∞)µ (0)〉)
= − i
~
(〈µ (t1)µ (0) ρ (−∞)〉 − 〈µ (t1)µ (0) ρ (−∞)〉∗) , (A.55)
where the time ordering describes the temporal evolution. Since all of the operators
are observables (they are Hermitian), we can take the Hermitian conjugate of the
second term and use the identity
〈
µ (t1)µ (0) ρ (−∞)†
〉
=
〈
ρ (−∞)† µ (0)† µ (t1)†
〉
= 〈ρ (−∞)µ (0)µ (t1)〉 , (A.56)
which turns equation A.55 into
R(1)(t1) = − i~ (〈µ (t1)µ (0) ρ (−∞)〉 − 〈ρ (−∞)µ (0)µ (t1)〉) . (A.57)
We can clearly see here that the series of interactions in the two terms happen on
opposite sides of the density matrix operator. This indicates that these interactions
happen on the ket (bra) for the left (right) terms, as seen in the two diagrams of
figure A.7. The evolution of the density matrix during the series of interactions can
be read out easily by noticing the time for each dipole operator and which side of ρ it
is on. In the first term of equation A.55, the system begins in the ground state (this
is assumed by setting the initial density matrix to ρ (−∞), before any excitations
out of the ground state could possibly have happened) and is acted on at t = 0 by
the incident field. This perturbation raises the ket (since µ is to the left of ρ) index
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Figure A.7: Construction of Feynman diagrams for both terms in the linear response
function, R(1). Above each diagram is the interaction term that describes it, and
interaction arrows on the diagrams are labeled with the portion of the interaction
term that describes that step in the interaction sequence.
by 1 and then freely evolves until t = t1 when the signal is emitted (lowering the
ket index by 1). It is important to note here the first and last dipole operators and
their function. The first (which acts on the unpertubed density matrix) places the
system into a non-equilibrium state. Subsequent dipole operators change this system
further, while the final one describes the emission of the final state originating from
the term
P (n) (tn) =
〈
µ (tn) ρ
(n) (tn)
〉
. (A.58)
The third order response function, R(3), is much more complex than the linear
case considered above. In this case, there are eight unique terms (ignoring the terms
that are mirror images)
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〈µ (t3 + t2 + t1) [µ (t2 + t1) , [µ (t1) , [µ (0) , ρ (−∞)]]]〉 =
+ 〈µ (t3 + t2 + t1)µ (t1) ρ (−∞)µ (0)µ (t2 + t1)〉 → R(3)SIESE
+ 〈µ (t3 + t2 + t1)µ (t2 + t1) ρ (−∞)µ (0)µ (t1)〉 → R(3)SIGSB
− 〈µ (t3 + t2 + t1)µ (t2 + t1)µ (t1) ρ (−∞)µ (0)〉 → R(3)SIESA
+ 〈µ (t3 + t2 + t1)µ (0) ρ (−∞)µ (t1)µ (t2 + t1)〉 → R(3)SIIESE
+ 〈µ (t3 + t2 + t1)µ (t2 + t1)µ (t1)µ (0) ρ (−∞)〉 → R(3)SIIGSB
− 〈µ (t3 + t2 + t1)µ (t2 + t1)µ (0) ρ (−∞)µ (t1)〉 → R(3)SIIESA
− 〈µ (t3 + t2 + t1)µ (t1)µ (0) ρ (−∞)µ (t2 + t1)〉 → R(3)SIII
− 〈µ (t3 + t2 + t1) ρ (−∞)µ (0)µ (t1)µ (t2 + t1)〉 → R(3)SIII , (A.59)
where each has been labeled with the physical process it is associated with (and is
labeled with in figure 2.2). Aside from the 2n terms from the nonlinear response
function, the electric field can contribute many terms. Recall that the 3rd order
polarization (which emits the MDCS signal) is written as
P (3)
(
t′
)
=
∫ ∞
0
dt3
∫ ∞
0
dt2
∫ ∞
0
dt1...
...E
(
t′ − t3
)
E
(
t′ − t3 − t2
)
E
(
t′ − t3 − t2 − t1
)R(3) (t3, t2, t1) . (A.60)
Now we can treat the field, E as a train of three pulses with the first pulse at t = 0
and the following two pulses at times τ and T , as in figure 2.3. Then
E
(
t′
)
= E1
(
t′
) (
e−iωt
′
+ eiωt
′)
+ E2
(
t′
) (
e−iωt
′
+ eiωt
′)
+ E3
(
t′
) (
e−iωt
′
+ eiωt
′)
(A.61)
has six terms. When this expression is plugged into equation A.60, there are 1,728
terms. We can reduce this number in a few ways.
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Excited State Emission
Three Pulse Feynman Diagrams
1
0 0
0
1 1
0 1
0 0
Figure A.8: Construction of one of the Feynman diagrams for the R(3)SIESE term of
the third order response function, R(3). Above the diagram is the interaction term
that describes it, and interaction arrows on the diagram are labeled with the portion
of the interaction term that describes that step in the interaction sequence.
First is the time ordering of the beams. If the pulse duration is smaller than the
separation between pulses, we can enforce time ordering and confidently say that
each interaction belongs to one and only one input pulse. This reduces the number
of terms by a factor of 9 (n2 in an nth order interaction), resulting in 192 terms.
Often, in ultrafast spectroscopy, we assume that the pulses are much much shorter
than the time dynamics under study and approximate them with delta function
envelopes, then each pulse takes the form
En
(
t′
)
= Enδ
(
t′ − tn
)
e±iωt
′∓ikr. (A.62)
This allows us to claim that the pulses never overlap and time ordering is always
enforced. This is technically never true, but is a valid approximation for all but
the fastest dephasing systems. Note that only the envelope is treated as a delta
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function, preserving the frequency and wavevector needed for signal collection via
phase-matching conditions.
We can also apply the RWA, discussed in section A.1.1, to the polarization to
reduce the number of terms by another factor of 8 (2n in the nth order case), bringing
the total number of terms to 24. This is done in the same way as discussed before,
by shifting all frequencies by ω, resulting in terms at frequencies of 0 and 2ω. The
fast signals integrate to 0 (because their envelopes are slow with respect to their
oscillations) and only the DC terms survive.
Finally, we can apply phase matching conditions to the signals. The nonlinear
polarizations only happen at particular momenta and frequencies, as can be seen in
the exponential arguments of equation 2.1.31 for the SI signal direction. There are
three unique directions for the signals:
kSI = −k1 + k2 + k3
kSII = k1 − k2 + k3
kSIII = k1 + k2 − k3 (A.63)
with analogous frequencies. If we choose only one of these directions (frequencies),
we divide our number of terms by another factor of 3 and get 8 unique signal contri-
butions to P (3). These 8 contributions are the same terms in equation A.59, we have
simply reduced the number of permutations of the field contributions to one unique
contribution. These are also the same 8 signal contributions in figures 2.2 and 3.3. Fi-
nally, it should be noted that the quantum pathway measured can be selected in a few
ways. As just shown, different signal contributions will occur in different directions
(frequencies) if the same pulse ordering (E1 (t′ = 0) , E2 (t′ = t1) , E1 (t′ = t2 + t1)) is
maintained. However, the same choice of signal can be achieved in a single direction
(frequency) by changing the time ordering of the pulses. This is why there are 8
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terms in each of the three directions; each direction (frequency) has signals from
all quantum pathways but they are only accessible for the correct combination of
direction (frequency) and time ordering.
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