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This paper presents a statistical method for comparison of two groups of real-valued data,
based on nonparametric predictive inference (NPI), with the tails of the data possibly ter-
minated, leading to small values being left-censored and large values being right-censored.
Such tails termination can occur due to several reasons, including limits of detection, con-
sideration of outliers, and speciﬁc designs of experiments. NPI is a statistical approach
based on few assumptions, with inferences strongly based on data and with uncertainty
quantiﬁed via lower and upper probabilities. We present NPI lower and upper probabilities
for the event that the value of a future observation from one group is less than the value of
a future observation from the other group, and we discuss several special cases that relate
to well-known statistical problems.
 2009 Elsevier Inc. All rights reserved.1. Introduction
There are many situations in statistical practice where the information available consists of precise measurements of real-
valued data only within a speciﬁc range, within addition the numbers of observations to the left and to the right of this range
available. This can be due to many reasons related to experimental design or some problems with regard to data collection.
For example, a lifetime experiment may be ended before all units have failed in order to save costs and time, or very small
measurements may not be available in risk analyses due to limits of detection of the measurement method. It may also be
the case that complete data are available, but that the statistician chose to disregard the precise values of very small or very
large observations, often called ‘outliers’, due to doubt about the collection or recording of the data. A further possibility is
that only a part of the data range is considered relevant for the inference, as may occur for medical diagnostics tests.
The statistical approach used in this paper is nonparametric predictive inference (NPI), which is based on Hill’s assump-
tion AðnÞ [1] and which gives direct lower and upper probabilities for a future observable random quantity, given observed
values of related random quantities [2,3]. NPI has been developed for a wide variety of applications in statistics, reliability,
and operational research. Examples of NPI applications presented are comparison of proportions [4], system reliability with
redundancy allocation [5], and adaptive age replacement strategies [6].
The basics of NPI are brieﬂy introduced in Section 2 of this paper. The speciﬁc details of NPI for real-valued data with ter-
minated tails are presented in Section 3, followed by the general results for pairwise comparison with such data in Section 4.. All rights reserved.
ax: +44 191 3343051.
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n the research reported in this paper was at an advanced stage.
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Some concluding remarks are made in Section 7.2. Nonparametric predictive inference
NPI is based on Hill’s assumption AðnÞ [1], which we introduce ﬁrst. Suppose that X1; . . . ;Xn;Xnþ1 are real-valued and
exchangeable random quantities. Let the ordered observed values of X1; . . . ;Xn be denoted by x1 < x2 <    < xn, and let
x0 ¼ 1 and xnþ1 ¼ 1 for ease of notation. Also to simplify the presentation, we assume that no ties occur, our results
can be generalized to allow ties [7]. In fact, it is quite straightforward to deal with tied observations in this setting, by assum-
ing that tied observations differ by small amounts which tend to zero, as will be discussed further in the example in Section 6.
For Xnþ1, representing a future observation, based on these n observations, AðnÞ [1] isPðXnþ1 2 ðxi; xiþ1ÞÞ ¼ 1nþ 1 ; i ¼ 0;1; . . . ; nAðnÞ does not assume anything else, and can be considered to be a post-data assumption related to exchangeability [8]. Hill
[9] discusses AðnÞ in detail, and relates it to alternative statistical approaches. Inferences based on AðnÞ are predictive and non-
parametric, and can be considered suitable if there is hardly any knowledge about the random quantity of interest, other
than the n observations, or if one does not want to use such information, e.g. to study effects of additional assumptions
underlying other statistical methods. AðnÞ is not sufﬁcient to derive precise probabilities for many events of interest, but it
provides bounds for probabilities via the ‘fundamental theorem of probability’ [8], which are lower and upper probabilities
in interval probability theory [2,10,11].
Coolen and Yan [12] presented a generalization of AðnÞ, called rc-AðnÞ, suitable for right-censored data, which frequently
occur in survival analysis and reliability problems, where typically the observations of interest can be interpreted as life-
times. In comparison to AðnÞ, rc-AðnÞ uses the extra assumption that, at the moment of censoring, the residual lifetime of a
right-censored unit is exchangeable with the residual lifetimes of all other units that have not yet failed or been censored.
This is effectively the same as the frequently used assumption that the censoring process is independent of the process that
generates the lifetimes of interest. As part of the justiﬁcation of rc-AðnÞ, Coolen and Yan [12] introduced and justiﬁed what
they called the assumption eAðnÞ, which follows from AðnÞ and was suitable for data with the upper tail terminated. In Section 3,
we will use this assumption, together with similar arguments for lower tail termination, to derive the assumption related to
AðnÞ that is suitable and appropriate for the kind of data considered in this paper. The assumption rc-AðnÞ is suitable for data
sets with multiple right-censored observations at different time points. We do not combine terminated tails with such fur-
ther right-censorings within the non-terminated part of the data, doing so would not cause difﬁculties but it adds little to the
presentation of the main ideas and results in this paper.
For the problem considered in this paper, namely NPI for comparison of two groups of real-valued data with terminated
tails, we consider the two groups to be fully independent and apply the suitable AðnÞ assumption per group, as the basis of our
inference. To formulate the appropriate assumption related to AðnÞ in Section 3, we need notation for probability masses as-
signed to intervals that do not have to be disjoint, and without further restrictions on the spread within the intervals. Coolen
and Yan [12] introduced such a partial speciﬁcation of a probability distribution for a real-valued random quantity, and
called it an M-function. A probability mass for random quantity X assigned in such a way to an interval ða; bÞ is denoted
by MXða; bÞ, and referred to as M-function value for X on ða; bÞ. These M-functions are similar to Shafer’s basic probability
assignments [13].3. NPI with terminated tails
To present NPI for terminated tails we need to introduce some notation. Suppose we have cut points L < U for group X.
These cut points divide the n observations into three parts, where observations which are less than L are not observed but
their number is known, say l ¼ #fxijxi < L; i ¼ 1; . . . ;ng, and similarly for observations greater than U, with
u ¼ #fxijxi > U; i ¼ 1; . . . ;ng. The observations between L and U (inclusive) are fully available and their number is
r ¼ #fxijL 6 xi 6 U; i ¼ 1; . . . ;ng, so lþ r þ u ¼ n. Throughout this paper, it is assumed that the values of L and U do not hold
any further information about the observations in the tails. We should emphasize that when we terminate the data via the
two cut points, we do not remove the observations totally from the comparison but we only delete any information about the
actual position or location of the terminated observations. So all information that we use about the observations on the left
(right) of L (U) is that their observed values are less (greater) than L (U). We denote the r observations between these cut
points by1 < L 6 xð1Þ < xð2Þ <    < xðrÞ 6 U < 1
where xðiÞ is actually the (lþ i)th ordered observation of the whole data set. The data structure is illustrated in Fig. 1.
For ease of notation, let xð0Þ ¼ 1 and xðrþ1Þ ¼ 1, of course these can be set at any other known bounds for the range of
possible values for the observations, for example xð0Þ is set to zero when the inferences involve lifetimes. Again, we present
the results assuming no ties in these data, but the method deals easily with ties as discussed in the example in Section 6. To
Fig. 1. Data structure.
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following deﬁnition gives an assumption directly related to AðnÞ, and indeed implied by AðnÞ taking the speciﬁc nature of the
reported data into account.
Deﬁnition 1 (The assumption AttðnÞ). The assumption A
tt
ðnÞ is that the probability distribution for a real-valued random quantity
Xnþ1, on the basis of the data terminated at two cut points L and U as described above, is partially speciﬁed by the following
M-function values:MXnþ1 ðxðiÞ; xðiþ1ÞÞ ¼
1
nþ 1 ; i ¼ 0;1; . . . ; r
MXnþ1 ð1; LÞ ¼
l
nþ 1 and MXnþ1 ðU;1Þ ¼
u
nþ 1
Justiﬁcation of AttðnÞ: This is similar to the justiﬁcation of eAðnÞ given by Coolen and Yan [14], but that assumption is only for
termination of the upper tail of data, which they then build upon to enable dealing with general right-censored data. Sup-
pose that we actually had all n observations, and were interested in inference on Xnþ1. Then AðnÞ would assign probability
mass 1=ðnþ 1Þ for Xnþ1 to each interval of the partition of the real-line created by the data. With l observations left of L,
yet without any further assumptions on where these observations are, it is clear that a probability mass of l=ðnþ 1Þ has
to be constrained to ð1; LÞ. In addition, there is a probability mass 1=ðnþ 1Þ between the largest observation to the left
of L and xð1Þ, the smallest observation in the interval ½L;U. Again, without any further assumptions, this probability mass
can only be assigned to ð1; xð1ÞÞ, or, of course, ðxð0Þ; xð1ÞÞ if another lower limit of the range of possible values for Xnþ1 is
known. The arguments for the assignment of probability masses at the upper tail are identical. For the intervals
ðxðiÞ; xðiþ1ÞÞ; i ¼ 1; . . . ; r  1, which are within ½L;U, this assignment is fully in line with the regular assumption AðnÞ.
The cut points L and U can arise from practical aspects of the experiments or data collection, or they can be chosen by the
statistical analyst, for example to guard against inﬂuence of outliers which may be due to measurement or recording errors.
It is crucial that they do not hold information on the observations in the tails, apart from this there are no restrictions on how
they are chosen. For example, they could be chosen to terminate the data by a certain percentage from either a single tail or
from both tails. One could argue that any combination of cut points together with explicitly observed values between the cut
points may contain some information about data in the tails, for example related to extreme value theory in statistics, but
this would always result from additional assumptions, as is always the case with such extrapolation. In NPI, we typically try
to minimize additional assumptions, hence wemake no assumptions about location of observations in the terminated tails at
all. It should be emphasized that, although by terminating the tails of the data we are focusing on only a part of the real-line,
this is only for as far as the data are concerned. The inferences for the future observation Xðnþ1Þ are explicitly over the whole
real-line (or known part of that, e.g. the non-negative values for lifetimes).
4. Pairwise comparison with terminated tails
Suppose that X1; . . . ;Xnx ;Xnxþ1 are exchangeable real-valued random quantities from population X and Y1; . . . ;Yny ;Ynyþ1
are exchangeable real-valued random quantities from population Y, with full independence of random quantities from dif-
ferent groups. As in the previous sections, we assume that no ties occur for ease of presentation, our results are easily gen-
eralized to allow ties [7], as discussed in the example in Section 6. We use similar notation as in the previous section, adding
an index to indicate the speciﬁc group. Let Lx < Ux be the cut points for group X and Ly < Uy for group Y. For each group, these
cut points divide the data per group into three parts. For group X (Y), there are lx ðlyÞ observations which are only known to be
less than Lx ðLyÞ; ux ðuyÞwhich are only known to be greater than Ux ðUyÞ, while the rx ðryÞ ordered observations between the
cut points are fully known and denoted by1 < Lx 6 xð1Þ < xð2Þ <    < xðrxÞ 6 Ux < 1
1 < Ly 6 yð1Þ < yð2Þ <    < yðryÞ 6 Uy < 1Let xð0Þ ¼ yð0Þ ¼ 1 and xðrxþ1Þ ¼ yðryþ1Þ ¼ 1.
The NPI method for comparison of groups X and Y is explicitly in terms of future observations Xnxþ1 and Ynyþ1, for which
we assume AttðnxÞ and A
tt
ðnyÞ, respectively, so theirM-function values follow from Deﬁnition 1. The NPI comparison of these two
groups is based on the sharpest bounds for the probability for the event Xnxþ1 < Ynyþ1 that are in agreement with these M-
function values, without making any further assumptions. These bounds are lower and upper probabilities [2,10,11], denoted
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rem 1, the proof is presented in the Appendix. The indicator function 1fEg is equal to 1 if event E occurs and 0 else.
Theorem 1. Based on data with terminated tails as discussed above, the NPI lower and upper probabilities for the event
Xnxþ1 < Ynyþ1 areP ¼ A
Xry
j¼1
lx  1fLx<yðjÞg þ
Xrx
i¼1
1fxðiÞ<yðjÞg
( )
þ uy lx  1fLx<Uyg þ
Xrx
i¼1
1fxðiÞ<Uyg
( )" #
ð1Þ
P ¼ A
Xry
j¼1
ux  1fUx<yðjÞg þ
Xrx
i¼1
1fxðiÞ<yðjÞg
( )
þ ly ux  1fUx<Lyg þ
Xrx
i¼1
1fxðiÞ<Lyg
( )
þ ðlx þ 1Þðly þ ryÞ þ ðuy þ 1Þðnx þ 1Þ
" #
ð2Þwhere A ¼ 1ðnxþ1Þðnyþ1Þ.
It is straightforward to show that these NPI lower and upper probabilities satisfy the conjugacy property PðEÞ ¼ 1 PðEcÞ,
where Ec denotes the complementary event to E [10]. These NPI lower and upper probabilities are the most conservative low-
er and upper probabilities that correspond to all possible orderings of the data in the terminated tails. Hence, if Lx or Ly in-
creases, or Ux or Uy decreases, the number of data in the terminated tails can increase (it cannot decrease), which could lead
to decrease (but not increase) of the lower probability (1) and to increase (but not decrease) of the upper probability (2).
5. Special cases
An advantage of presenting the general result of this paper in Section 4 is that many important inferential problems are
special cases of such comparisons with terminated tails, hence the NPI comparison methods for such special cases follow
immediately from Theorem 1. In this section, we brieﬂy discuss four special cases.
5.1. Equal lower and upper tails termination
If Lx ¼ Ly ¼ L and Ux ¼ Uy ¼ U, then the NPI lower probability (1) and upper probability (2) areP ¼ A
Xry
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ lxðry þ uyÞ þ rxuy
" #
P ¼ A
Xry
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ ðlx þ 1Þðly þ ryÞ þ ðuy þ 1Þðnx þ 1Þ
" #This situation enables a straightforward analysis of the numbers of observations in the two groups for which the exact
information could be deleted by terminating the tails, whilst still achieving P > 0:5 which might be interpreted as a strong
indication that Xnxþ1 < Ynyþ1. Such a study can be relevant from the perspective of robust inference, this is brieﬂy discussed in
Section 7. Suppose that nx ¼ ny ¼ n, and that the data within the interval ½L;U are maximally supportive for the event
Xnxþ1 < Ynyþ1, meaning that the corresponding NPI lower and upper probabilities P and P are maximal over all possible con-
ﬁgurations of the data for groups X and Y over this interval. It is easily seen and veriﬁed that this holds if all xi’s in ½L;U are
less than all yj’s in this interval. For this situation, P > 0:5 if and only if ðn uxÞðn lyÞ > 0:5ðnþ 1Þ2. For example, this im-
plies that for n ¼ 20 observations from each group, one could have P > 0:5 if ly ¼ 5 and ux ¼ 5, if the xi’s in the interval ½L;U
were all less than the yj’s in that interval, but if either ly or ux were greater than 5, this would not be possible anymore. A
further special case of interest is if the tails were cut off in this manner, with also ux ¼ ly ¼ c. Then the above necessary
and sufﬁcient condition for P > 0:5 to be possible (for the maximally supportive data) reduces to
c < ð1
ﬃﬃﬃﬃﬃﬃﬃ
0:5
p
Þn
ﬃﬃﬃﬃﬃﬃﬃ
0:5
p
¼ cðnÞ. Although this is only a rather weak result, it does provide some insight into the amount of
data that can be cut in the manner studied in this paper, in order to still possibly get a strong result for the comparison
of the two groups. Stated differently, if the tails termination leads to the exact information for more observations to be dis-
carded than cðnÞ from both tails of both groups, then a strong indication of preference for one group over the other ðP > 0:5Þ
cannot follow anymore within the NPI framework. Of course, in most situations the data within the interval ½L;Uwill not be
maximally supportive for the event Xnxþ1 < Ynyþ1 in the way considered here, and generally the number of observations that
can be deleted by terminating the tails without affecting the inference of interest must be separately studied for each speciﬁc
data set.
5.2. No lower tails termination, equal upper tails termination
If there is no lower tail termination for both groups, so Lx ¼ Ly ¼ 1 and hence lx ¼ ly ¼ 0, while the upper cut points for
both groups are equal, Ux ¼ Uy ¼ U, so with ux ¼ nx  rx and uy ¼ ny  ry, then the NPI lower and upper probabilities (1) and
(2) are
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Xry
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ rxuy
" #
P ¼ A
Xry
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ ry þ ðuy þ 1Þðnx þ 1Þ
" #These P and P coincide with those obtained by Coolen-Schrijner et al. [15] for the application of NPI for the comparison of
two groups based on precedence testing [16]. Such tests are common in lifetime experiments, in which all units from both
groups are put simultaneously on a lifetime experiment, and the times to failure of units are observed. The experiment is
ended before all units fail in order to save cost and time. All lifetimes of units that have not failed before the termination
point are considered as right-censored observations. In classical precedence testing [16], the experiment is ended according
to a pre-determined stop criterion, for example as soon as a pre-determined number of failures are observed or at set time
point. In NPI such a stop criterion is irrelevant, as long as the cut point does not contain further information about the resid-
ual lifetimes beyond it, and as long as one is still satisﬁed with the underlying inferential assumptions related to exchange-
ability. This is an advantage of NPI over classical precedence test methods, and is particularly due to the fact that NPI does
not use counterfactuals (i.e. data that did not occur but could have occurred) as is usual for classical hypothesis testing,
which is often criticized by opponents of the more established frequentist approaches to statistics.5.3. No upper tails termination, equal lower tails termination
If there is no upper tail termination for both groups, so Ux ¼ Uy ¼ 1 and ux ¼ uy ¼ 0, while the lower cut points for both
groups are equal, Lx ¼ Ly ¼ L, so with lx ¼ nx  rx and ly ¼ ny  ry, then the NPI lower and upper probabilities (1) and (2) areP ¼ A
Xry
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ rylx
" #
P ¼ A
Xry
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ ðlx þ 1Þny þ ðnx þ 1Þ
" #This case is important in situations where exact values in the lower tails cannot be determined, which particularly occurs
if measurement equipment has a lower limit of detection. For example, this frequently occurs in risk assessment with regard
to, for example, food safety and environmental impact of chemicals, where small traces of chemicals may not be detectable
but should still be considered, in particular in situations of exposure to multiple chemicals. A ﬁrst study into the use of NPI in
such risk assessments, focussing on a basic exposure model and also considering combination of NPI for some random quan-
tities with Bayesian methods for others, has recently been presented by Montgomery [17].5.4. Tails termination for one group
Suppose that the lower and upper tails are terminated for one group, say X, whilst for the other group, Y, tails are not
terminated so all observations from group Y are available and Ly ¼ 1; Uy ¼ 1; ly ¼ uy ¼ 0 and ry ¼ ny. Then the NPI lower
and upper probabilities (1) and (2) areP ¼ A
Xny
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ lx
Xny
j¼1
1fLx<yðjÞg
" #
P ¼ A
Xny
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ ux
Xny
j¼1
1fUx<yðjÞg þ nyðlx þ 1Þ þ ðnx þ 1Þ
" #Moreover, if for group X only the lower tail is terminated, so Ux ¼ 1; ux ¼ 0 and lx ¼ nx  rx, then these NPI lower and upper
probabilities becomeP ¼ A
Xny
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ ðnx  rxÞ
Xny
j¼1
1fLx<yðjÞg
" #
P ¼ A
Xny
j¼1
Xrx
i¼1
1fxðiÞ<yðjÞg þ nyðnx  rx þ 1Þ þ ðnx þ 1Þ
" #An important example from medical statistics where this case occurs is inference involving a partial area under the Re-
ceiver Operating Characteristic (ROC) curve, which is used to evaluate the accuracy of a diagnostic test which yields ordinal
or continuous test results [18,19]. The ROC curve can also be used to compare the accuracy of two or more continuous
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a partial area under the ROC curve relates to the methods in this paper with tails termination for one group. This work is
currently being developed, and we hope to report on it elsewhere in the near future.
To end this section, it is worth mentioning the situation without tails termination, so with complete data for both groups,
as presented by Coolen [20]. This is also a, rather trivial, special case of the general results presented in this paper, with
Lx ¼ Ly ¼ 1; Ux ¼ Uy ¼ 1; lx ¼ ux ¼ ly ¼ uy ¼ 0; rx ¼ nx and ry ¼ ny, for which the NPI lower and upper probabilities (1)
and (2) areTable 1
Breakdo
X
YP ¼ A
Xny
j¼1
Xnx
i¼1
1fxðiÞ<yðjÞg
P ¼ A
Xny
j¼1
Xnx
i¼1
1fxðiÞ<yðjÞg þ ny þ nx þ 1
( )6. Example
We consider a data set used by Nelson [21, p. 462], which gives the breakdown times of units from 6 different groups. In
this example, only the ﬁrst two groups are used to illustrate the NPI method for pairwise comparison with tails termination
presented in Sections 3 and 4. The data for these groups are presented in Table 1 and Fig. 2. Both groups consist of 10 obser-
vations, so nx ¼ ny ¼ 10. The ﬁrst unit of group X has a reported breakdown time of 0.00, we interpret this as a very small but
positive breakdown time.
Fig. 2 shows that there are 4 observations (1 in group X, 3 in group Y) which may be considered as outliers, using the
established rule-of-thumb to highlight observations as possible outliers if they are more than 1.5 times the interquartile
range below (above) the ﬁrst (third) quartile of the data. The NPI approach presented in this paper considers the lower
and upper probabilities for the event that the breakdown time of a future unit from group X, say X11, is less than the break-
down time Y11 of a future unit from group Y. For both groups the inferences are based on the assumption A
tt
ð10Þ in combination
with the respective data per group, and of course the breakdown times are non-negative.
If we consider the complete data without any tails termination, then the NPI lower and upper probabilities [20] arePðX11 < Y11Þ ¼ 0:5372; PðX11 < Y11Þ ¼ 0:7273
If one instead considers the event Y11 < X11, then the NPI lower and upper probabilities arePðY11 < X11Þ ¼ 0:2727; PðY11 < X11Þ ¼ 0:4628wn times of units from groups X and Y.
0.00 0.18 0.55 0.66 0.71 1.30 1.63 2.17 2.75 10.60
0.31 0.66 1.54 1.70 1.82 1.89 2.17 2.24 4.03 9.99
X Y
0
2
4
6
8
10
Fig. 2. Breakdown times of units from groups X and Y.
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interpreted as an indication that group Y is better, in the sense of leading to longer breakdown times, than group X. This data
set contains two pairs of tied observations, at 0.66 and 2.17. In NPI these are dealt with by assuming that they differ a very
small amount, in such a way that the lower (or upper) probability of interest is minimal (maximal) over all possible ways to
break the ties, which is an attractive manner for dealing with tied observations in different groups.
Let us consider termination of these data by setting cut points Ly ¼ 0:5; Uy ¼ 9 and Ux ¼ 10, so we terminate one obser-
vation from the upper tail from each group and one observation from the lower tail from group Y. This just means that for
these observations the exact value is not taken into account, which might have happened if indeed the measurements in
these tails were not available, or for example if one would have severe doubts about the accuracy of observations in these
tails. The corresponding NPI lower and upper probabilities arePðX11 < Y11Þ ¼ 0:5207; PðX11 < Y11Þ ¼ 0:7355
Now suppose that we want to exclude the effect of the 4 possible outliers as discussed above, which can for example be
achieved by cut points Ly ¼ 0:5; Uy ¼ 4 and Ux ¼ 10, This leads to NPI lower and upper probabilitiesPðX11 < Y11Þ ¼ 0:5207; PðX11 < Y11Þ ¼ 0:7438
Compared to the situation discussed above with Uy ¼ 9 and the other cut points the same, one more observation is now ter-
minated from the upper tail of group Y. The effect of this is that the NPI lower probability for the event X11 < Y11 remains the
same, but the NPI upper probability increases, so the imprecision (the difference between the corresponding lower and
upper probabilities) increases due to more observations being terminated. Again, there is an indication that group Y is better
than group X.
If all units were put simultaneously on the lifetime experiment and this is terminated at time 4, so Uy ¼ Ux ¼ 4 with no
termination of the lower tails, then for all units with observations greater than 4 the actual observations would not have
been available, instead we would only have right-censored observations at time 4 for these units. The corresponding NPI
lower and upper probabilities arePðX11 < Y11Þ ¼ 0:5372; PðX11 < Y11Þ ¼ 0:7438
This lower probability exceeds 0.5, hence one may reach the same conclusion as discussed above for the case that the exper-
iment had not been terminated. By terminating the experiment at time 4, 3 units have not broken down and could possibly
be used for other purposes, and, possibly more importantly, reducing the time of the experiment may lead to cost savings.
Actually, we could have ended the experiment earlier while still getting the lower probability greater than 0.5 (and this could
not decrease by running the experiment longer), as e.g. ending the experiment at time 2.18, so with Uy ¼ Ux ¼ 2:18, would
lead to 5 units not having broken down and NPI lower and upper probabilitiesPðX11 < Y11Þ ¼ 0:5207; PðX11 < Y11Þ ¼ 0:7603
If the experiment had been ended before time 2.17, the NPI lower probability for the event X11 < Y11 would be less than 0.5.
For example, with Uy ¼ Ux ¼ 2:16 the NPI lower and upper probabilities arePðX11 < Y11Þ ¼ 0:4959; PðX11 < Y11Þ ¼ 0:7769
If we terminate both tails of the data at the same cut points for both groups, for example with Ly ¼ Lx ¼ 0:5 and Uy ¼ Ux ¼ 4,
then two units would have been terminated from the lower tail of group X and one unit from its upper tail, while for group Y
one unit would have been terminated from its lower tail and two units from its upper tail. Then the corresponding NPI lower
and upper probabilities arePðX11 < Y11Þ ¼ 0:5207; PðX11 < Y11Þ ¼ 0:7438
These discussed cases illustrate that, as mentioned at the end of Section 4, the NPI lower (upper) probability is maximal
(minimal) when all observations are exactly included in the comparison, while deleting some of the exact information leads
to increased imprecision. This example also makes clear that varying the cut points may have no, or only a very small effect
on the actual inference. Clearly, the lower and upper probabilities considered can only change if a change in cut point is such
that it leads to more or fewer observations in the terminated tails. For example, for any speciﬁc cut point Ux between 2.75
and 10.60 in this example it does not matter that the actual largest observation of group X was 10.60, the inferences would
have been the same if it were any larger value.
7. Concluding remarks
In this paper we have introduced NPI for comparison of two groups of real-valued data with tails termination, which
brings together a number of important applications of statistics. The main contribution of this paper is in simultaneously
dealing with possible termination of the lower and upper tails, which was not considered from the NPI perspective before,
and which enables several important special cases to be brought together as shown in Section 5 of this paper. We have kept
presentation relatively basic, there are several generalizations which are important for statistical practice, and which are
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can quite easily be generalized to comparison of more than two groups, and it is also conceptually easy to deal with further
right-censored observations within the data by using the more general M-functions following from rc-AðnÞ [12].
The problem considered in this paper could be considered as a special case of pairwise comparison based on interval-cen-
sored data, such that each observation is only known to belong to an interval (which may be a single point or open-ended).
The NPI approach for this general problem is not straightforward, and provides an exciting challenge for future research. The
main problem is that the assumption rc-AðnÞ does not have a straightforward generalization to deal with ﬁnite upper bounds
for the interval-censored data nor for dealing with (partially) overlapping intervals corresponding to different observations.
One could derive bounds for the probabilities of interest by assuming that the data for one group are as large as possible and
for the other group as small as possible, and then apply the method of Coolen [20] for such speciﬁcally assumed data, but
that would lead to wide bounds as it would neglect the exchangeability of censored data with other observations from
the same group.
There are interesting links between NPI and methods from the robust statistics literature (see e.g. [22–24]). The NPI meth-
od for pairwise comparisons for real-valued data presented in this paper only takes the ranks of the non-terminated obser-
vations into account, and as such it is insensitive to outliers even without tails being terminated. By terminating the tails, the
focus shifts explicitly to the information in the non-terminated part of the data, which has some conceptual similarities to
robust statistics procedures such as trimmed means. However, our method does not disregard the fact that there are obser-
vations in the terminated tails and it takes the numbers of such observations into account, making such tails termination
different from truncation of the tails, which refers to situations where such numbers are not available. As illustrated in
the example in Section 6, one can study how many observations can be in the terminated tails in order to still get similar
inferences, in particular we considered the NPI lower probability for the event of interest to still exceed 0.5. This enables
robustness study from a perspective that is similar to the breakdown point, an established concept in the robust statistics
literature [22].
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Appendix AProof of Theorem 1. In order to proof this theoremwe need the following lemma from (and proven by) Coolen and Yan [14].Lemma 1. For sP 2, let Jl ¼ ðjl; rÞ, with j1 < j2 <    < js < r, so we have nested intervals J1  J2      Js with the same right
end-point r (which may be inﬁnity). We consider two independent real-valued random quantities, say V and W. Let the probability
distribution for V be partially speciﬁed via M-function values, with all probability mass PðV 2 J1Þ described by the s M-function
values MV ðJlÞ; l ¼ 1; . . . ; s, so
Ps
l¼1MV ðJlÞ ¼ PðV 2 J1Þ. Then, without additional assumptions,
Ps
l¼1PðW < jlÞMV ðJlÞ 6 PðW < V ;
V 2 J1Þ 6 PðW < rÞPðV 2 J1Þ; provides the maximum lower and minimum upper bounds.The M-function values for Xnxþ1 and Ynyþ1, based on the assumptions A
tt
ðnxÞ and A
tt
ðnyÞ, respectively, together with the nxðnyÞ
observations for group X (Y), are, according to Deﬁnition 1,MXnxþ1 ðxðiÞ; xðiþ1ÞÞ ¼
1
nx þ 1 ; i ¼ 0;1; . . . ; rx
MXnxþ1 ð1; LxÞ ¼
lx
nx þ 1 and MXnxþ1 ðUx;1Þ ¼
ux
nx þ 1
andMYnyþ1 ðyðjÞ; yðjþ1ÞÞ ¼
1
ny þ 1 ; j ¼ 0;1; . . . ; ry
MYnyþ1 ð1; LyÞ ¼
ly
ny þ 1 and MYnyþ1 ðUy;1Þ ¼
uy
ny þ 1
The probability for the event Xnxþ1 < Ynyþ1, i.e. P ¼ PðXnxþ1 < Ynyþ1Þ, can be written asP ¼ PðXnxþ1 < Ynyþ1;Ynyþ1 2 ð1; LyÞÞ þ PðXnxþ1 < Ynyþ1; Ynyþ1 2 ðUy;1ÞÞ þ
Xry
j¼0
PðXnxþ1 < Ynyþ1;Ynyþ1 2 ðyðjÞ; yðjþ1ÞÞÞThe NPI lower probability for the event Xnxþ1 < Ynyþ1 is obtained as follows:
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ly
ny þ 1þ
Xry
j¼0
PðXnxþ1 < yðjÞÞ
1
ny þ 1þ PðXnxþ1 < UyÞ
uy
ny þ 1
P
1
ðnx þ 1Þðny þ 1Þ
Xry
j¼0
lx  1fLx<yðjÞg þ
Xrx
i¼0
1fxðiþ1Þ<yðjÞg þ ux  1f1<yðjÞg
( )
þ uy lx  1fLx<Uyg þ
Xrx
i¼0
1fxðiþ1Þ<Uyg þ ux  1f1<Uyg
( )" #
¼ 1ðnx þ 1Þðny þ 1Þ
Xry
j¼1
lx  1fLx<yðjÞg þ
Xrx
i¼1
1fxðiÞ<yðjÞg
( )
þ uy lx  1fLx<Uyg þ
Xrx
i¼1
1fxðiÞ<Uyg
( )" #The ﬁrst inequality follows by putting all probability masses for Ynyþ1 corresponding to the intervals
ð1; LyÞ; ðyðjÞ; yðjþ1ÞÞ ðj ¼ 0; . . . ; ryÞ and ðUy;1Þ to the left end points of these intervals, and by using Lemma 1 for the nested
intervals. The second inequality follows by putting all probability masses for Xnxþ1 corresponding to the intervals
ð1; LxÞ; ðxðiÞ; xðiþ1ÞÞ ði ¼ 0; . . . ; rxÞ and ðUx;1Þ to the right end points of these intervals. With these conﬁgurations of prob-
ability masses, it is easily seen that the derived lower bound is the maximum possible general lower bound corresponding to
the NPI probability assignments, and hence it can be interpreted as a lower probability [2].
The derivation of the corresponding NPI upper probability is given below. The ﬁrst inequality follows by putting all prob-
ability masses for Ynyþ1 corresponding to the intervals ð1; LyÞ; ðyðjÞ; yðjþ1ÞÞ ðj ¼ 0; . . . ; ryÞ and ðUy;1Þ to the right end points
of these intervals, and by using Lemma 1 for the nested intervals. The second inequality follows by putting all probability
masses for Xnxþ1 corresponding to the intervals ð1; LxÞ; ðxðiÞ; xðiþ1ÞÞ ði ¼ 0; . . . ; rxÞ and ðUx;1Þ to the left end points of these
intervals. Again, this conﬁguration ensures that the inequalities cannot be improved generally, and hence that this upper
bound can be interpreted as an upper probabilityP 6 PðXnxþ1 < LyÞ
ly
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1
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