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ABSTRAK 
 
Masalah data kelas tidak seimbang memiliki efek buruk pada ketepatan prediksi data. Untuk menangani masalah 
ini, telah banyak penelitian sebelumnya menggunakan algoritma klasifikasi menangani masalah data kelas tidak 
seimbang. Pada penelitian ini akan menyajikan teknik under-sampling dan over-sampling untuk menangani data 
kelas tidak seimbang. Teknik ini akan digunakan pada tingkat preprocessing untuk menyeimbangkan kondisi kelas 
pada data. Hasil eksperimen menunjukkan neural network (NN) lebih unggul dari decision tree (DT), linear 
regression (LR), naïve bayes (NB) dan support vector machine (SVM). 
Kata Kunci: under-sumpling, over-sumpling, data kelas tidak seimbang, algoritma klasifikasi. 
 
 
 
 
 
ABSTRACT 
 
The Problems unbalancing class dataset have an adverse effect on the accuracy of prediction data. To deal with 
this problem, it has been many previous studies using classification algorithms handle the data class is not 
balanced. This research will present the technique under-sampling and over-sampling to handle the data is not 
balanced. This technique is used at the level of the preprocessing to balance class condition on the data. The 
comparison showed neural network (NN) is superior decision tree (DT), linear regression (LR), naïve Bayes (NB) 
and support vector machine (SVM). 
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1. PENDAHULUAN 
Masalah data kelas tidak seimbang sering 
disebabkan oleh satu kelas kalah banyak dengan 
kelas lain didalam dataset [1][2]. Masalah ini banyak 
dijumpai diberbagai domain aplikasi seperti pada 
deteksi tumpahan minyak [4], pengindraan jarak 
jauh [5] klasifikasi teks [6], pemodelan respon [7], 
penilaian kualitas data sensor [8], deteksi kartu 
kredit palsu [9] dan extraksi pengetahuan dari 
database [10] sehingga hal ini menjadi penting bagi 
para peneliti di bidang data mining [11]. Namun 
dalam maslah ini cukupa sulit karena algoritma 
klasifikasi tradisional bias terhadap kelas minoritas 
[12], artinya apabila dipaksakan hasil prediksi dapat 
mendekati keliru bahkan salah [13]. 
Telah banyak penelitian yang dilakukan untuk 
mengatasi masalah data kelas tidak seimbang, 
seperti yang dilakukan oleh Zhou dan Liu [14] 
menunjukkan bahwa menyelesaikan masalah multi-
class lebih sulit dari dua class. Penelitian lain juga 
menunjukkan bahwa algoritma standar tidak bekerja 
pada data kelas tidak seimbang atau masalah data 
multi class [15], sehingga menggunakan metode 
tradisional kurang tepat menangani masalah ini, 
apabila dipaksakan dapat menimbulkan prediksi bias 
dan hasil akurasi yang menyesatkan [16].  
Solusi untuk data kelas tidak seimbang dibagi 
menjadi kategori level data dan level algoritma [17]. 
Metode pada level data mengubah distribusi dataset 
menjadi seimbang kemudian dipelajari untuk 
meningkatkan deteksi kelas minoritas. Sedangkan 
metode dilevel algoritma memodifikasi algoritma 
data mining yang diajukan untuk menyelesaikan 
masalah data kelas tidak seimbang. Under-sampling 
dan over-sampling merupakan turunan dari kategori 
level data, kemudian SVM, k-NN, SMOTE, 
Adaptive Synthetics, Random Forest adalah turunan 
dari level algoritma. 
Over-sampling bekerja dengan kelas mayoritas, 
memiliki kelebihan pada dataset yang besar seperti 
mengurangi jumlah pengamatan dari kelas mayoritas 
untuk membuat kumpulan data seimbang, 
meningkatkan run time. Namun juga memiliki 
kelemahan pada kurangnya informasi penting yang 
berada di kelas mayoritas yang dihapus [18]. Over-
sampling bekerja dengan kelas minoritas, memiliki 
kelebihan menyeimbangkan data dengan teknik 
acak, tidak meniadakan atau menghapus 
pengamatan, akan tetapi dengan adanya replikasi 
pengamatan pada data asli dapat menyebabkan over 
fitting, walaupun akurasi tinggi [19].  
Pada penelitian ini metode under-sumpling dan 
over-sumpling digunakan ditahap preprosesing. 
Selanjutnya hasil dari preprosesing akan dijadikan 
training dan testing menggunakan validasi silang 
dimana didalamnya terdapat algoritma klasifikasi. 
Algoritma klasfikasi yang digunakan diantaranya 
decicion tree (DT), neural network (NN), linear 
regression (LR), naïve bayes (NB) dan SVM. 
Selanjutnya evaluasi algoritma akan menggunakan 
akurasi yakni Area Under Curve (AUC) sebagai 
indikator utama menentukan algoritma yang terbaik 
dalam pengklasifikasian data kelas tidak seimbang. 
Metode 10-Cross Validation digunakan untuk 
mencegah timbulnya hasil yang beragam.  
Penelitian ini disusun sebagai berikut. Pada 
bagian 2, karya-karya istimewa dijelaskan. Pada 
bagian 3, metode yang diusulkan disajikan. Hasil 
eksperimen membandingkan metode yang diusulkan 
dengan orang lain disajikan pada bagian 4. 
Akhirnya, pekerjaan kami dari makalah ini diringkas 
dalam bagian terakhir. 
 
2. TINJAUAN PUSTAKA 
Menangani masalah data kelas tidak seimbang 
merupakan tantangan cukup serius bagi para analisis 
data. Maka dari itu telah banyak laporan penelitian 
yang dilakukan untuk solusi masalah ini. 
Penelitian pada didibidang pre-processing data 
telah banyak dilakukan antara lain, Wilson (1972) 
[20] mencoba untuk mengaplikasikan edited nearest 
neighbour rule (ENN) untuk mengurangi sampel 
pre-classified untuk penelitiannya. Lalu Tomek 
(1976) [21] mengusulkan Tomek Link untuk 
menentukan batas klasifikasi kelas lalu dilanjutkan 
oleh Gowda dan Krisna (1979) [22] mengusulkan 
condensed nearest neighbor (CNN) yang berhasil 
menemukan pasangan titik-titik berpasangan yang 
berpartisipasi dalam pembentukan batas piecewise-
linier. Kubat dan Matwin (1997) [4] mengusulkan 
one sided selection (OSS) untuk menangani masalah 
data kelas tidak seimbang, dan masih banyak lagi. 
Dari uraian diatas dapat disimpulkan bahwa 
preprocessing data dalam topik penelitian ini masih 
relevan karena sangatlah penting untuk menemukan 
akurasi dimana jauh dari kesimpulan yang bias. 
 
3. METODE YANG DIUSULKAN 
Kerangka kerja yang diusulkan dapat dilihat 
pada Gambar 3.1. Kerangka kerja terdiri dari 1) 
dataset, 2) preprosesing data, 3) algoritma yang 
diusulkan, 4) membangun validasi, 5) membangun 
model evaluasi, 6) membangun model komparasi 
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Gambar 3.1 Kerangka kerja yang diusulkan 
3.1 Dataset 
Pada makalah ini dataset yang digunakan adalah 
dataset public, sehingga penelitian ini dapat diulang, 
diuji coba dan diverifikasi [23].   
Pada makalah ini digunakan dataset ‘glass4’ 
atribut dataset, deskripsi dan nilainya dapat dilihat 
pada Tabel 3.1. Dataset ini diambil dari KEEL 
repository. 
Atribut Tipe Data [min-max] 
RI Real [1.53393 , 1.51115] 
Na Real [17.38, 10.73] 
Mg Real [4.49, 0] 
Al Real [3.5, 0] 
Si Real [75.41, 0] 
K Real [6.21, 0] 
Ca Real [16.19, 0] 
Ba Real [3.15, 0] 
Fe Real [0.51, 0] 
Class Positif, Negatif [201, 13] 
 
    
Tabel 3.1 Karakteristik data glass4 
3.2 Klasifikasi Algoritma 
Pada makalah ini akan dibandingkan beberapa 
algoritma yang yang dikenal secara umum, antara 
lain decision tree (DT) neural nerwork (NN), linear 
regression (LR), naïve bayes (NB) dan SVM yang 
kemudian untuk didapatkan akurasi terbaik pada 
kasus data weighting. 
 
3.3 Membangun Model Validasi 
Ukuran validasi yang digunakan merujuk pada 
state-of-the-art adalah 10-fold cross validation, 
karena metode ini telah menjadi standar dalam 
penelitian praktis [24]. Metode validasi ini berarti 
keseluruhan data dibagi menjadi 10 bagian sama 
besar dan kemudian dilakukan proses learning 
sebanyak 10 kali. Pada Tabel 3.2 dapat dilihat bahwa 
saat salah satu bagian dijadikan data testing, maka ke 
sembilan bagian data lainnya akan dijadikan sebagai 
data learning. Setelah itu dihitung rata rata akurasi 
dari masing masing iterasi untuk mendapatkan 
akurasinya. 10-fold cross-validation ini sudah 
menjadi standard dari penelitian akhir akhir ini, dan 
beberapa penelitian juga didapatkan bahwa 
penggunaan stratifikasi dapat meningkatkan hasil 
yang lebih tidak beragam [24]. 
𝒏-validation Partisi Dataset 
1           
2           
3           
4           
5           
6           
7           
8           
9           
10           
Tabel 3.2 Stratified 10-fold cross-validation 
3.4 Membangun Model Komparasi 
Pada makalah ini akan menggunakan akurasi 
popular dengan sebutan Area Under Curve (AUC) 
untuk mengukur performa akurasi algoritma. Pada 
umumnya algoritma yang memiliki nilai AUC diatas 
0.6 mempunyai performa yang cukup efektif. Pada 
Table 3.3 menunjukkan interpretasi dari masing-
masing nilai AUC. 
AUC value  Meaning 
0.90 – 0.100 Excellent classification  
0.80 – 0.90 Good classification 
0.70 – 0.80 Fair classification 
0.60 – 0.70 Poor classification 
< 0.60 Failure 
Tabel 3.3 Nilai AUC dan interpretasinya 
3.5 Membangun Model Komparasi 
Untuk membangun model komparasi akan 
menggunakan test parametric dan non-parametric, 
dimana T-test digunakan untuk test parametrik dan 
friedman test digunakan untuk test non-parametrik. 
4. HASIL PENELITIAN 
Eksperimen dilakukan menggunakan laptop 
berbasis Intel Celeron 2.16 GHz CPU, 2 GB RAM 
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dan sistem operasi Windows 10 Professional 64-bit. 
Aplikasi yang digunakan adalah RapidMiner 7.2 
library. 
Pada makalah ini digunakan 1 dataset real 
‘glass4’ dari KEEL repository. Pada Tabel 3.1 dapat 
dilihat atribut atribut yang terdapat dalam dataset. 
4.1 Preprocessing Data 
Pada Tabel 3.4 data diuji menggunakan 
algoritma Decision Tree, model evaluasi 
menggunakan 10-fold cross validation. Kemudian 
mendapat akurasi 86.40%, lalu pada bagian 
confusion matrix, true negative 33 dan true positive 
35. Dapat kita lihat bahwa hasil proses data terjadi 
bias, dapat dideteksi pada gambar plot. Pada gambar 
plot menjelaskan bahwa kelas positih lebih condong 
berat dari kelas negative. 
 
Tabel 4.1 Performance 
Selanjutnya Gambar 4.1 menunjukkan 
terjadinya perubahan pola data yang signifikan di 
kelas minoritas negative berkurang dan kelas positif, 
berbeda dengan kelas mayoritas menempati urutan 
terbanyak masih yang disebabkan penghapusan 
informasi dari gaya teknik ditambah dengan 
menunjukkan perubahan akurasi dan mencapai 
92.97% lalu di bagian confusion matrix terjadi 
perubahan, true positive 2 dan true negative 18, 
terjadi perubahan signifikan namun belum 
seutuhnya seimbang. 
 
Gambar 4.1 Plot & Performance vector under-sampling 
Pada Tabel 4.3 menunjukkan nilai performance 
yang seimbang. Confusion matrix menunjukkan true 
positive 5 dan true negative 5 namun perubahan ini 
juga ikut menurunkan akurasinya sehingga menjadi 
85.71%. Artinya adalah metode udersampling dan 
oversampling memberi informasi berharga yang 
saling melengkapi sehingga akurasi yang diperoleh 
dapat dipertanggung jawabkan. 
 
Tabel 4.2 Performance vectore over sampling 
4.2 Komparasi Algoritma 
Tabel 4.3, menginformasikan area under curve 
(AUC) dari semua algoritma klasifikasi yang 
digunakan dimana dapat dilihat bahwa algoritma 
Neural Network (NN) memiliki nilai AUC paling 
tinggi yaitu 1. 
Algortima DT NN LR NB SVM 
AUC 0.643 1 0.98 0.937 0.99 
Tabel 4.3 AUC dari semua algoritma klasifikasi 
 
Gambar 4.4 Grafik AUC dari semua algoritma klasifikasi 
Sedangkan untuk confusion matrix yang 
mengukur tingkat akurasi menghasilkan nilai 
tertinggi NN 97.14%, dapat lihat di Tabel 4.2 untuk 
masing masing nilai akurasi dari semua algoritma 
yang digunakan. 
Algoritma DT NN LR NB SVM 
Confusion  
Matrix 
(%)  
82.86 97.14 92.86 88.57 91.43 
Tabel 4.2. Akurasi dari semua algoritma pengklasifikasi 
 
Gambar 4.2 Grafik akurasi Confussion Matrix dari semua 
pengklasifikasi 
Dari kedua variabel evaluasi diatas, dilakukan 
pengujian perbandingan antara masing-masing 
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variabel dengan menggunakan Pairwise T-test 
sehingga didapat hasil algoritma NN lebih unggul 
diikuti oleh LR, SVM lalu NB (lihat Gambar 4.3). 
 
Gambar 4.3 Hasil T-test 
Dari hasil Pairwise T-test dapat kita melihat 
apakah ada perbedaan signifikan antara masing-
masing algoritma, untuk lebih jelasnya dapat dilihat 
pada Tabel 4.3. 
Keterangan: 
Y = ada 
T = tidak 
DT NN LN NB SVM 
DT T Y T T T 
NN T T T Y T 
LR T T T T T 
NB T T T T T 
SVM T T T T T 
Tabel 4.3 Perbedaan signifikan dari hasil T-tetst 
5 KESIMPULAN  
Pendekatan level data dengan menggunakan 
teknik under-sampling dan over-sampling bertujuan 
menangani data kelas tidak seimbang. Selanjutnya 
algoritma klasifikasi yang diusulkan dikomparasi 
untuk membandingkan kinerja algoritma klasifikasi. 
Dataset yang digunakan adalah weighting 
merupakan data sintetic dari UCI repository, lima 
algoritma klasifikasi, model 10-fold cross validation 
dan AUC sebagai indikator akurasi. T-test 
digunakan untuk menguji perbedaan signifikan pada 
AUC antar model. Hasil percobaan menunjukkan 
NN lebih unggul pada dataset ‘weighting’. LR, SVM 
dan NB juga tampil baik dan secara statistic hampir 
tidak ada perbedaan signifikan antar algoritma 
pengklasifikasi. 
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