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Abstract
In this papcr, I introduce thc thcorems in Profcssor Hukukanc Nikaido’s work, “Coincidcncc
and some systems of inequalitics,” published in the Journal of Mathematical Society of Japan,
1959, and note the significance of his mathematical methods on thc history and thc futurc of
mathcmatical economics. Nikaido (1959) may be considered a compilation of his works of the
$19_{\mathrm{c})}^{r}0’ \mathrm{s}$ on economic equilibrium existence problems. It also provides, however, his further devel-
opmcnts and attempts for mathematical mcthods in the theory of mathematical economics and
an algcbraic (algebraic topological) mcthods bascd on rosults of the Victoris homology theory
(thc carlicst kind of $\check{\mathrm{C}}\mathrm{c}\mathrm{c}\mathrm{h}$-type homology thcorics). From Nikaido’s main mathematical results,
an analogue of Spcrncr’s $1_{\mathrm{C}^{\backslash }}\mathrm{m}\iota \mathrm{n}\mathrm{a}$ and a coincidcncc thcorcm, wc may obtain a simple proof for
Eilcnbcrg-Montgomery’s theorem for finite dimensional cascs. Wc may also utilizc such homo-
logical methods for many generalizations of fixed point arguments on multivalued mappings in
relation to Lefschetz’s fixed point theorem.
Keywords : Fixcd point theorem, Existence of equilibrium, Ccch homology theory, Victoris
homology thcory, Browdcr’s fixed point thcorcm, $\mathrm{K}\mathrm{a}\mathrm{k}\mathrm{u}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{i}$ ) $\mathrm{s}$ fixed point theorem, Lefschetz $‘ \mathrm{s}$
fixed point thcorcm.
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1 Introduction
In this paper, I introducc thc thcorcms in Profcssor Hukukane Nikaido’s work, “Coincidence and some systems
of inequalities,” published in the Journal of Mathematical Society of Japan, 1959, and note the $\mathrm{s}\mathrm{i}\mathrm{g}\mathrm{n}\mathrm{i}\mathrm{f}\mathrm{i}(^{\backslash \prime}r\mathrm{l}_{}\mathrm{n}\mathrm{t}^{\backslash }.\mathrm{e}$
of his mathematical methods on the history and the future of mathematical economics. Nikaido (1959)
may be considered a compilation of his works of the $1950’ \mathrm{s}$ on cconomic equilibrium existence problcms. It
The manuscript is prepared for the special session of Nikaido Conference at Hitotsubashi University on March 18 and 19,
2006. Contents in Sections 2 6, except for the proof of Sperner’s lemrna (Lemma 4.4), arguments for class $ (Browder type)
rnappings in Section 5, and several additional figures, have becn taken from Chapter 6 of my Ph. $\mathrm{D}$ thesis (Urai, 2005).
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also provides, however, his further developments and attcmpts for mathematical methods in the theory of
mathematical cconomics and an algcbraic (algebraic topological) methods based on rcsults of the Victoris
homology theory (the earliest kind of Cech-type homology theorics). From Nikaido’s main mathematical
results, an analogue of $\mathrm{S}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}^{)}\mathrm{s}$ lemma and a coincidence theorcm, we may obtain a simple proof for
Eilenberg-Montgomery’s theorem for finite dimensional cases. Wc may also utilize such homological methods
for many generalizations of fixed point arguments on multivalucd mappings in relation to Lefschetz’s fixed
point thcorem.
As is well-known, Professor Nikaido was a great mathematician as well as an outstanding social scicntist.
He had a spccial viewpoint on mathematical methods for the social sciences that view mathematics not as
a simple tool but as a language. Therefore, for him, mathematical economics is not a simplc description of
the world using mathematical concepts but a study of the world through the language (or mcthods) of the
mathematician.
With each mathcmatical theory is associated a different way of analyzing the world. For example, there
is an important difference between the differentiable approach (research based on differential calculus) and
an approach bascd mcrcly on set thcorctical $\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}$ algebraic methods in mathematical economics. Since
thc concepts and methods of differential calculus are based on the theory of sets $\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}$ algebra, the formcr
includes analytic works that result from secing thc world as a differentiablc object, and the latter include
synthetic attempts or mcthods to construct modcls that are more appropriate to describe our rcal world.
Thc results of the formcr arc always based on thc concept of differentiability so that it is more desirable to
rccxaminc thcm undcr morc primitivc conccpts, like finiteness, sequences, or limits under thc sct thcoretical
$\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}$ algebraic methods.
In this scnsc, it is always signiflcant for the theory of mathcmatical cconomics to use more primitive
mathcmatical conccpts togcthcr with $\mathrm{m}o$re general or fundamental mathcmatical mcthods. Methods in
mathematical economics in the $1950’ \mathrm{s}$ and $1960’ \mathrm{s}$ bascd on rigorous set theoretical arguments and gcncral
topology, $\mathrm{c}.\mathrm{g}.$ , Dcbrcu (1959), Nikaido (1968), etc., have, thcrcforc, important meaning for the history of
social science as a new basic (fundamcntal) language for describing the society.
I introducc hcrc somc of thc most gcncral (and fundamental) theorems of Professor Nikaido from that era,
an analoguc of Spcrncr’s lemma and a theorem for the coincidcncc of mappings (Nikaido, 1959; Lemma 1,
Theorem 3). The analogue of Spcrner’s lcmma may bc considered to represent the essential part of fixed
point or coincidence theorems in finite dimcnsional vcctor spaces, as docs $\mathrm{S}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}^{)}\mathrm{s}$ lemma. The lcmma
may be useful as a proof of the theorem on coincidcncc points of mappings on gcncral compact Hausdorff
spaces with or without vcctor spacc structurc. Thc result may also be directly used for economic equilibrium
problems on gcneral compact Hausdorff spaces. Argumcnts arc bascd on an abstract homology theory of the
Occh-typc that is foundcd on more primitive algebraic concepts than the singular homology thcory.
2 Vietoris and \v{C}ech Homology Groups
Let $X$ be a compact Hausdorff space. $\mathrm{m}(X)$ denotes the set of all finite open covcrings of $X$ . Remcmbcr
that for cach covering $\mathfrak{B}l$ , EYI $\in \mathrm{o}\mathrm{e}H(X)$ , wc writc $\Re\backslash \prec \mathfrak{B}\mathrm{t}$ if $\Re$ is a refinement of SM and $\varpi t\prec_{\backslash }\mathfrak{B}t$ if EYt
is a star refinement of $\varpi\iota$ (Figure 1). It is also important to recall that for each covcring $\mathfrak{B}t\in \mathrm{m}(X)$ ,
covering $\emptyset t\in \mathrm{o}\mathrm{e}p(X)$ such that $\Re_{\backslash }\prec*Wt$ cxists, hence relation $\backslash \prec$ directs set $\mathrm{m}(X)$ . Since this is a
crucial property, I will write down here a simple sketch of a dircct proof for our special case, though thc
rcsult may bc secn in the literature, e.g., Tukey (1940; p.47).
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Figure 1: Star Refinements
Lemma 2.1: Let $X$ be a compact Hausdorff space. For each covering $\mathfrak{B}l\in\alpha[](X)$ , a star refinement
$\Re\in \mathrm{m}(X)$ of $\mathfrak{B}\mathrm{t},$ $\Re\backslash \prec^{i}\mathfrak{B}\mathrm{t}$ , exists
PROOF : Suppose that $X$ is covered by family $\Re n\{M_{1}, \ldots , M_{m}\}(m\geq 2)$ . First we can see under the
condition of normal space that $M_{1}$ and $M_{2}$ include closed sets $C_{1}$ and $C_{2}$ respectively, togcthcr with opcn sets
$U_{1}\subset C_{1}$ and $U_{2}\subset C_{2}$ such that $X \subset U_{1}\cup U_{2}\cup\bigcup_{\mathrm{i}\geq 3}hI_{i}$ . It is clear that family $\Re_{2}=\{U_{1}\cap M_{2},$ $U_{2}\cap M_{1},$ $M_{1}\backslash$
$C_{2},$ $h\mathit{1}_{2}\backslash C_{1}\}$ satisfies $\forall N\in\Re_{2}$ , the star of $N$ in $\Re_{2},$ $St(N.\Re_{2})=\cup\{N’|N\cap N’\neq\emptyset.N’\in\Re_{2}\}$ is a subset
of $M_{1}$ or $M_{2}$ , and $\Re_{2}\cup\{M_{3}, \ldots, M_{m}\}$ is a covering of $X$ . Ncxt assume that for covering $\{M_{1}, \ldots, M_{n-1}\}$ ,
family $9\mathrm{t}_{n-1}$ exists such that $\forall N\in\Re_{n-1}$ , the star of $N$ in $\Re_{n-1},$ $St(N, \Re_{n-1})$ is a subset of $M_{:}$ for somc
$i=1,$ $\ldots,$ $n$ – 1, and $\Re_{n-1}\cup\{M_{n}, M_{n+1}, \ldots, M_{m}\}$ is a covering of $X$ . Thcn for $M_{n}$ , (again under the
condition of normal space,) wc may chosc subscts $V_{n}\subset$ $D_{n}\subset U_{n}\subset C_{n}$ of $M_{n}$ such that $V_{m}$ and $U_{m}$ arc
opcn, $D_{m}$ and $(_{m}^{\mathrm{Y}}$, are closed, and $\Re_{n-1}\cup\{V_{n}, M_{n+1}, \ldots , M_{m}\}$ is a covcring of $X$ (Figure 2). Definc $\Re_{n}$
as $\Re_{n}=\{N\backslash C_{n}|N\in\Re_{n-1}\}\cup\{N\cap M_{n}\backslash D_{n}|N\in 9\mathrm{L}_{-1}\}\cup\{lJ_{n}\}$ . It is casy to verify that $\mathrm{M}_{n}$ satisfies
Figure 2: Construction of a Star Refinement
that $\forall N\in\Re_{n}$ , the star of $N$ in EJI is a subset of $M_{1}$ for some $i=1,$ $\ldots,$ $??,$ , and $\Re_{n}\cup\{M_{n+1}, \ldots, M_{m}\}$ is a
covering of $X$ . Sincc the proccss may be continucd to $n=m.$ , wc may obtain a star reflnement of $\mathfrak{B}t$ . $\blacksquare$
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\v{C}ech Homology
Thc nerve of the covering $\varpi\iota$ of $X,$ $X^{c},(\mathfrak{M})$ , is an abstract complex such that the set of verticcs of $X^{c}(\mathfrak{B}l)$
is an and $n$-dimensional simplcx $\sigma^{n}=M_{0}M_{1}\cdots M_{n}$ bclongs to $X^{c}(\mathfrak{B}l)$ if and only if $\bigcap_{i=0}^{n}M_{\mathrm{t}}\neq\emptyset$ . We
call an $n$-dimcnsional simplcx $\sigma^{n}$ in $X^{c}(\varpi \mathrm{t})$ an $n$ -dimensional Cech $\varpi\iota$ -simplex, (or simply, Cech simplex,
$n$ -dimensional Oech simplex, Oech $\mathfrak{M}$-simplex, etc., as long as thcrc is no fear of confusion). $X^{c}(\mathfrak{B}t)$ is also
called thc Cech $\mathfrak{B}t$-complex. In the following, wc assumc that every \v{C}ech $i\mathrm{m}$-complex is orientcd. Since
$\mathfrak{B}\mathrm{t}$ is a finite covcring, wc may identify $X^{c}(\mathfrak{B}t)$ with a polyhcdron (a realization) in a finite dimensional
Euclidean space.
If $p:\Rearrow \mathfrak{B}l$ is a mapping such that for all $N\in\Re,$ $N\subset p(N)\in \mathfrak{M}$, wc say that $p$ is a projection. It is
clear that if $\Re$ is a refinement of $\mathfrak{M}$ , thcn for each $N_{1},$ $N_{2}\in$ En, $N_{1}\cap N_{2}\neq\emptyset$ implies that $p(N_{1})\cap p(N_{2})\neq\emptyset$.
Hence, the vcrtcx mapping, projcction $p$ , induces uniquely a simplicial map $X^{c}(\Re)\ni N_{1}N_{2}\cdots N_{k}\mapsto$
$p(N_{1})p(N_{2})\cdots p(N_{k})\in X^{c}(\mathfrak{M})$ which is also dcnotcd by $p$ and callcd a projection.
An $n$ -dimensional \v{C}ech $\mathfrak{M}$ -chain, $c^{n}$ , is an entity which is rcprescnted uniquely as a finite sum of Oech
EM-simplexes,
$\mathrm{r}^{n}=\sum_{1=1}^{k}\alpha_{i}\sigma_{i}^{n},$ $(\sigma_{1}^{n}, \ldots.\sigma_{k}^{n}\in X^{c}.(\mathfrak{M}))$ ,
whcre coefficients $\alpha_{1},$ $\ldots$ , $\alpha_{k}$ are takcn in a ficld $F$ . The set of all ,?-dimensional \v{C}cch $\mathfrak{B}t$-chains, $C_{n}^{\mathrm{c}}’(\mathfrak{B}\mathrm{t})$ ,
may be idcntificd, therefore, with thc vcctor spacc ovcr $p_{\mathrm{S}\mathrm{p}\mathrm{a}\mathrm{n}\mathrm{n}(\}}\mathrm{d}$ by elements of the form $1\sigma^{n}$ , where $\sigma^{n}$
runs through the set of all $n$-dimensional \v{C}cch EM-simplcxcs.
Let us considcr thc boundary opcrator among chains, $\partial_{n}$ : $O_{/_{\hslash}}^{\mathrm{c}}(im)arrow \mathrm{C}_{\text{ _{}\hslash-1}}^{c}(\mathfrak{M})$ , for each $n$ , as usual, $\mathrm{i}.\mathrm{c}.$ ,
the lincar mapping,
$\theta_{n}$ : $M_{0}M_{1} \cdot’\cdot M_{n}arrow\sum_{i=0}^{n}(-1)^{\mathrm{i}}\Lambda\prime f_{0}M_{1}\cdots\hat{M}_{1}\cdots M_{n}$,
whcre thc scrics of vcrticcs with a circumflex over a vertex means thc ordcrcd array obtaincd from thc
original array by dclcting thc vcrtcx with thc cireumflcx and for all $n<0$ , it is supposed that $C_{n}^{c}(\varpi l)=$
$0$ . Thcn, thc set of all $n$-dimensional \v{C}ech $\mathfrak{M}$ -cycles, $Z_{n}^{\mathrm{c}}(\mathfrak{B}\mathrm{t})$ , and thc set of $\eta$,-dimensional Cech $\mathfrak{B}t-$
boundaries, $l\}_{n}^{c}(\mathfrak{B}t)$ , may be defined as usual, so that we obtain the n-th Oech $\mathfrak{B}\mathrm{t}$-homology group, $H_{n}^{c}(\mathfrak{B}t)$ ,
for each $n$ . For each EYt $\backslash \prec 9\mathfrak{n}$ and dixncnsion $n$ , simplicial map $p$ inducos chain homomorphism $p_{n}^{\Phi t\Re}$ so
that $(C_{n}^{v}(\varpi t),p_{n}^{\Phi\prime 1}’)_{\mathrm{t}\mathrm{m},\mathrm{m}\in axa(X)},$ $(Z_{\iota}^{v},(\mathfrak{Y}\mathrm{t}),p_{n}^{9n\mathrm{n}})_{\mathfrak{m}.\mathfrak{n}\in M\langle X)}‘$’ and $(B_{r\iota}^{v}(\mathfrak{B}\mathrm{t}),p_{n}^{\mathrm{t}m\Re})_{\mathrm{n}\mathfrak{n}.\Re\in\alpha\lambda r(X)}$ , form inverse
systems.
Note that if $\Re\backslash \prec 9\mathfrak{n}$, and if $p$ : $\Rearrow \mathfrak{M}$ and $p’$ : $\Rearrow 9\mathfrak{n}$ are projections, two simplicial maps,
$p$ and $p’$ , arc contiguous, $\mathrm{i}.\mathrm{c}.$ , for each $\circ \mathrm{e}\mathrm{c}\mathrm{h}\Re$-simplex, $N_{0}N_{1}\cdots N_{k}$ , imagcs $p(N_{0})p(N_{1})\cdots p(N_{k})$ and
$p’(N_{0})p’(N_{1})\cdots p’(N_{k})$ are faces of a single simplex.1 Sincc two contiguous simplicial maps are chain homo-
topic,2 $p$ and $p’$ induce the same homomorphism, $p_{n}^{\Phi 1\prime}.$’ : $fi_{n}^{\mathrm{c}}(\Re)arrow H_{n}^{c}(\varpi t)$ for each $n$ . The limit for the
inversc system, $(H_{n}^{\mathrm{c}}(\mathfrak{M}),p_{n}^{\mathrm{n}n\iota},’)$ , on thc prcordcrcd family, $(\mathrm{m}(x),\backslash \prec)$ ,
$II_{n}^{c}(X)= \frac{]\mathrm{i}\mathrm{m}}{\mathfrak{M}}H_{n}^{\mathrm{c}}(\mathfrak{M})_{\tau}$
is the $n$-dimensional Cech Homology group.
$1\mathrm{I}t1\mathrm{d}\mathrm{a}\mathrm{e}\mathrm{d}$, it is clear that the intersection ( $\bigcap_{1=^{0^{p(N_{\iota}))}}}^{k}.\cap$ ( $\bigcap_{*=0}^{k},p’$ (Ni)) $\supset\bigcap_{1=1}^{k}.N_{1}\neq V$. Hence, the array obtained by
deleting all of the second occurence for the same vertex from the series, $p(N_{0})p(N_{1})\cdots \mathrm{p}(N_{k})p’(N_{0})\mathrm{p}’(N_{1})\cdots \mathrm{p}’(N_{k})$ , is a Cech
Mt-simplex.
2See for example Eilenberg and N.Steenrod (1952; p.164). If we are allowed to define piecewise linear extensions $\overline{\mathrm{p}}$ and $\overline{\mathrm{p}}’$ of
$p$ and $\mathrm{p}’$ , respectively, it may also easy to find a homotopy bridge among $\overline{p}$ and $p’$ .
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Under thc deflnitions of thc homology group and thc invcrsc limit, an clcmcnt of $H_{n}^{c}(X)$ may be considered,
intuitivcly, as an equivalencc class of a sequence of \v{C}ech cycles, $\{z^{n}(\mathfrak{B}l)\in Z_{n}^{\prime c}(\alpha n) : i\mathrm{m}\in \mathrm{m}(X)\}$,
such that for each $\mathfrak{B}\mathrm{t}$, EYt $\in \mathrm{m}(X)$ satisfying that EYt $\backslash \prec \mathfrak{B}\mathrm{t}$ , wc havc $\vee’ n(\mathfrak{B}t)\sim p_{n}^{\mathrm{n}n\mathfrak{R}}(^{\gamma},n(\Re))$ , whcrc thc
equivalence relation is defined rclative to the class of \v{C}ech boundaries, $\mathrm{i}.\mathrm{c}.,$ $7.(n\mathfrak{U}l)-p_{n}^{9n\mathrm{m}}(z^{n}(\Re))\in B_{n}^{c}(\mathfrak{M})^{3}$.
Vietoris Homology
An $n$ -dimensional Vietoris simplex is a collection of $n+1$ points of $X,$ $x_{0}x_{1}\cdots x_{n}$ . A Victoris simplex,
$\sigma=x0x_{1}\cdots x_{n}$ , is said to be an $\mathfrak{M}$-simplex if the set of vertices, $\{x_{0},,\tau_{1}, \ldots.x_{n}\}$ , is a subset of an element
of M. Thc sct of all Victoris Mt-simplexes forms a simplicial (infinite) complex (Vietoris Mt-complcx) and
is denotcd by $X^{v}(\mathfrak{M})$ . An $\mathit{0}$rientation for $n$-dimensional Vietoris simplex $x_{0}x_{1}\cdots x_{n}$ is a total ordering on
$\{x0, x_{1}, \ldots.\prime x_{n}\}$ up to even permutations. In thc following wc supposc that cvcry Victoris $\mathfrak{B}\mathrm{t}$-complex is
oricntcd.
The set of all $n$ -dimensional Vietorts $i\mathrm{m}$-chain, $C_{n}^{v}(im)$ , is thc vector space whosc clcmcnts arc uniquely
rcprcscntcd as a finite sum of $n$-dimcnsional Vietoris EM-simplexes,
$c^{n}= \sum_{\=1}^{k}\alpha_{i}\sigma_{\iota}^{n},$ $(\sigma_{1}^{n}, \ldots, \sigma_{k}^{n}\in X^{v}(\mathfrak{M}))$ ,
where coefficients $\alpha_{1},$ $\ldots,$ $\alpha_{k}$ arc takcn in a field $F$ . We may also consider the boundary opcrator among
chains, $\partial_{n}$ : $C_{n}^{v}(\mathfrak{B}t)arrow C_{n-1}^{v}(9\mathfrak{n})$ , for cach $n$ , as the linear map satisfying,
$\partial_{n}$ : $x_{0}x_{1} \cdots x_{\mathrm{n}}arrow\sum_{i=0}^{n}(-1)^{i}x_{0}x_{1}\cdots\hat{x}_{i}\cdots x_{n}$ ,
whcrc thc eircumflex over a vertcx mcans thc climination as bcfore, and it is supposed that $C_{n}^{v}(\mathfrak{B}\mathrm{t})=0$ for
all $n<0$ . The sct of all $n$ -dimensional Vietoris $\mathfrak{M}$-cycles, $Z_{n}^{v}(\Phi t)$ , and the set of $n$ -dimensional Vietoris
$i\mathrm{m}$-boundaries, $B_{n}^{v}(\mathfrak{U}\mathrm{t})$ , may also be defined as usual, so that wc obtain thc $n$.-th Vietorts SPt-homology
group, $H_{n}^{v}(\mathfrak{M})$ , for each $n$ .
For coverings $\mathfrak{B}l,$ $\Re\in \mathrm{o}\mathrm{e}p(X)$ , it is clear that $(\Re\backslash \prec \mathfrak{M})\Rightarrow(X"(\Re)\mathrm{c}X^{v}(\mathfrak{M}))$ . Denote by $f\iota_{n}^{\varpi\Re}$ :
$(_{n}^{\mathrm{v}v},(\Re)arrow C_{\text{ }^{}\prime v}(n\mathfrak{B}\mathrm{t})$ thc chain homomorphism induced by the above inclusion. Thcn, for cach $n$ , the system
of vector spaces with mappings, $(G_{/_{\hslash}}^{v}(\mathfrak{M}), h_{n}^{\mathfrak{m}\backslash \mathrm{r}\iota})_{\mathrm{n}n,}$ , thcir cyclcs, $(7_{n}^{v}\lrcorner(im), h_{n}^{\infty\iota\Re})_{\mathfrak{m}.\mathfrak{R}\in C,a\mathrm{w}(X)}$, and
boundaries, $(B_{n}^{v}(\mathfrak{B}t), h_{n}^{w}‘ 01)_{\mathrm{n}n.\varpi\in O\mathrm{r}\sigma(X)}$ , form invcrsc systcms. Thc invcrsc limit of thc inversc system,




is thc $n$ -dimensional (n-th) Vietoris Homology group.
An element of II,$v_{1}(X)$ may bc identifled with an equivalence class of a sequence of $n$-dimensional Vietoris
$\mathfrak{B}\mathrm{t}$-cyclcs, $\mathfrak{M}\in \mathrm{m}(X)$ , (an $n$-dimensional Victoris cyclc), $\{z"(i\mathrm{m})\in Z_{n}^{v}(\varpi t)|\mathfrak{B}t\in \mathrm{m}(X)\}$ , such that
for each $\varpi\iota,$ $\Re\in \mathrm{m}(X)$ satisfying that $\Re\backslash \prec 9n$ , we have $z^{n}(\mathfrak{B}t)\sim h_{n}^{\varpi\prime \mathrm{m}}(z^{1}’(\Re))$ , whcrc the equivalcncc
class is taken with respect to Victoris $\mathfrak{B}t$-boundarics, $\mathrm{i}.\mathrm{c}.,$ $z^{n}(\mathfrak{M})-h_{n}^{\mathfrak{B}\mathrm{t}\mathrm{r}\iota}(z^{n}(\Re))\in B_{n}^{v}(\mathfrak{B}t)^{4}$.
$\overline{\mathrm{a}_{\mathrm{F}\mathrm{o}\mathrm{r}}}$more details of the $6\mathrm{e}\mathrm{c}\mathrm{h}\mathrm{h}\mathrm{o}\mathrm{m}\mathrm{o}\mathrm{l}\mathrm{o}_{\Psi}$ theory, see Eilenberg and N.Steenrod (1952). For more introductory arguments,
Hocking and Young (1961; Chapter 8) is also recommended.
4The concept of Vietoris homology group was originally introduced by Vietoris (1927) as the first homology theory of the
$6\mathrm{e}\mathrm{c}\mathrm{h}$ type for metric spaces. Though the theory has been used in many researches, e.g., Eilenberg and Montgomery (1946), it
has not been frequently discussed as has the more general $\overline{\mathrm{C}}$ech theory. The theory was extended to be applicable for cases of
$\infty \mathrm{m}\mathrm{p}\mathrm{a}\mathrm{c}\mathrm{t}$ IIausdoi rr spaces by Begle (1950), and the result was used in Nikaido (1959) to prove an analogue of Sperner’s lemma.
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Vietoris and \v{C}ech Cycles
The \v{C}ech homology theory is a powerful tool to approximate the space with groups of a finite complcx.
Thc Vietoris homology theory, on thc other hand, has an intuitional advantage that we may characterize the
space dircctly by its elements (points). Fortunatcly, wc may utilize both merits sincc thc two homological
concepts give the samc homology groups (see Theorem 2.3 below).
Before proving this, let us see the following facts on equivalcnccs oftwo cycles on a simplicial complcx. Since
a homology group is nothing but a set of equivalence classes of cycles, it is not surprising that homological
arguments often depend on this type of equivalcncc rcsults. Let $K$ be a simplicial complcx. Supposc that
the set of verticcs of $K,$ $V\mathrm{a}\mathrm{t}(K)$ , is simply ordered in an arbitrary way, and let $\sigma^{n}=\langle a_{0}, a_{1}, \ldots, a_{n}\rangle$ be an
$n$-simplcx (oriented by the simple order) in $K$ . The product simplicial complex of $K$ and thc unit intcrval
denotcd by $K\mathrm{x}\{0,1\}$ is the family of simploxes of the form $\langle(a_{0},0), (a_{1},0), \ldots \dagger (a_{i}, 0), (a_{i}, 1), \ldots, (a_{n}, 1)\rangle$ for
each $\langle$ $a_{0)}a_{1},$ $\ldots$ , $a_{n}$ ) $\in K$ together with all thcir faccs (Figure 3). The subcomplex of $K\mathrm{x}\{0,1\}$ constructed
Figure 3: Prism $K\mathrm{x}\{0,1\}$
by all simplexes of thc form $\langle(a_{0},0), \ldots, (a_{n}, 0)\rangle$ may clcarly be idcntified with $K$ and is called the base of
$K\mathrm{x}\{0,1\}$ . Thcrc also cxists an isomorphism bctwccn $K$ and the subcomplex of all simplexes of the form
$\langle(a_{0},1), \ldots , (a_{n}, 1)\rangle$ , which is called the top of $K\mathrm{x}\{0,1\}$ . For each $n$-simplex $\langle\sigma^{n}\rangle=\langle a_{0}, \ldots, a_{n}\rangle$ of $K$ ,
define an $n+1$-chain, $\Phi_{n}(\sigma$“ $)$ , on product simplicial complcx $K\mathrm{x}\{0,1\}$ as
(1) $\Phi_{n}(\sigma^{n})=\sum_{j=0}^{n}(-1)^{\mathrm{j}}\langle(\mathrm{r}r0,0), \ldots, (a_{j}, 0), (a_{j}, 1), \ldots)(a_{n}, 1)\rangle$.
Extend each $\Phi_{n}$ to a homomorphism on $C_{n}\text{ }(K)$ to $C_{n}(K\mathrm{x}\{0,1\})$ . Thcn we can verify through direct
calculations that for cach $n$-chain $r^{n}\in K$ ,
(2) $\partial_{n+1}\Phi_{n}(c")+\Phi_{n-1}\partial_{n}(c^{n})=c^{n}\mathrm{x}1-c^{n}\mathrm{x}0\in C_{n-1}(K\mathrm{x}\{0,1\})$,
where $c^{n}\mathrm{x}1$ (resp., $c^{n}\mathrm{x}0$ ) is the chain on thc top (rcsp. base) of $K\mathrm{x}\{0,1\}$ formed by replacing each vertex
of each simplcx of $c$“ by the vertex of the ordered pair with $0$ (resp., 1). Hencc, if $z^{n}$ is a cycle on $K$ ,
(3) $\acute{(})_{n+1}\Phi_{n}(\approx")=z^{n}\mathrm{x}1-z^{n}\mathrm{x}0\in B"(K\mathrm{x}\{0,1\})$ ,
i.e., we have $z^{n}\mathrm{x}0\sim z^{n}\mathrm{x}1$ on $K\mathrm{x}\{0,1\}$ . Thcrcforc, if thcrc cxists a simplicial mapping th on $K\mathrm{x}\{0,1\}$
to a certain simplicial complex $L$ , the next lemma holds.
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Lemma 2.2: Assume that there is a simplicial mapping Cb on $K\mathrm{x}\{0,1\}$ to a simplicial complex $L$ . For
two images $\psi_{q+1}(z^{q}\mathrm{x}0)$ and $\psi_{q+1}(z^{q}\mathrm{x}1)$ in the q-th chain group $C_{q}(L)$ of $q$-cyclc $z^{q}\in C_{q}(K)$ (through the
induced homomorphism $\psi_{l_{q+1}}$ : $C_{q+1}(K\mathrm{x}\{0,1\})arrow C_{q}(L))$ , we havc $\psi_{q+1}(z^{q}\mathrm{x}0)\sim\psi_{q+1}(z^{q}\mathrm{x}1)$ on $L$ .
We now $\sec$ thc following fundamental result.
Theorem 2.3: (Begle $1950\mathrm{a}$) Let $X$ be a compact Hausdorff space. The q-th Vietoris homology group,
$H_{q}^{v}(X)$ , is isomorphic to the corresponding \v{C}cch homology group, $H_{q^{\mathrm{C}}}(X)$ , for each $q$ .
To show the above result, usc the following two simplicial mappings.5 Given covering $\mathfrak{B}\mathrm{t}$ in $\mathrm{m}(X)$ , chose
refinement $\Re\backslash \prec^{t}\varpi t$ , which is always possible for a compact Hamsdorff space by Lcmma 2.1. It is convcnient
for the discussion bclow to denote one of such selections for each EM by a fixed operator on $\mathrm{m}(X)$ as
$\Re=\mathfrak{B}t^{6}$. For each SDt $\in \mathrm{m}(X)$ and for each $x\in X$ , there are $N_{x}\in \mathrm{m}$ and $M_{x}\in \mathfrak{B}t$ such that $x\in N_{x}$
and $St(N_{x};\mathfrak{B}*t)\subset M_{x}$ . Moreover, for each $N\in\varpi \mathrm{t}$ there is an element $x_{N}\in N$ . Define functions $\zeta_{\mathfrak{m}}^{b}$ and
$\varphi_{\varpi}^{b}$ as
(4) $\zeta_{\mathrm{r}}^{b}$ : $V\sigma t(X^{v}(^{*}\mathfrak{M}))=X\ni xrightarrow$ $M_{x}\in\varpi \mathrm{t}=V\sigma t(X^{c}(\mathfrak{B}t))$
( $5\rangle$ $\varphi_{\Phi l}^{b}$ : $\mathrm{V}\sigma \mathrm{t}(X^{\mathrm{c}}(^{*}\mathfrak{B}\mathrm{t}))=*\varpi\iota\ni N-\rangle x_{N}\in X=V\mathrm{a}t(X^{v}(\mathfrak{B}t))$
Under thc definition of star refinement, it is easy to see that $c_{\mathrm{n}n}^{b}$ and $\varphi_{9\mathfrak{n}}^{b}$ arc simplicial mappings. Hence,
we obtain chain homomorphisms $\zeta_{\alpha’ q}^{b}$ : $C_{q}^{v}(\Re)arrow C_{q}^{c}(\mathfrak{B}l)$ and $\varphi_{\mathrm{n}\mathfrak{n}q}^{b}$ : $C_{q}^{\mathrm{c}}\text{ }(\mathfrak{B}\mathrm{t})arrow C_{q}^{v}J(\mathfrak{P})$ . As wc see below,
these mappings play essential roles in characterizing relations betwccn Victoris and Oech homology groups.
Especially, mappings $(_{\mathrm{n}}^{b}$ and $\varphi_{\varpi \mathrm{t}q}^{b}$ induces, respectively, isomorphisms $\zeta_{*q}^{b}$ : $H_{q}^{v}(X)arrow H_{q}^{c}(X)$ and $\varphi_{q}^{b}$. :
$H_{q}^{\mathrm{c}}(X)arrow H_{q}^{v}(X)$ (Theorem 2.3), and $\varphi_{\mathrm{n}\mathfrak{n}q}^{b}0\zeta_{i\mathfrak{n}q}^{b}(\Re=*\varpi \mathrm{t})$ assures thc finite dimcnsional character of acyclic
spaccs (Thcorem 3.2) or locally connected spaces (Theorem 3.4).
PROOF OF THEOREM 2.3 : Let $\gamma^{q}=\{\gamma^{q}(\Re)|\Re\in \mathrm{o}\mathrm{e}e\cdot(X)\}$, (or simply, $\{\gamma^{q}(\Re)\}$ ) be an q-dimensional
Vietoris cycle. For each $\mathfrak{B}\mathrm{t}\in \mathrm{m}(X)$ and $\Re=r\varpi\iota$ , define $z^{q}(\mathfrak{B}\mathrm{t})$ as $z^{q}(\mathfrak{B}l)=\zeta_{\alpha\iota q}^{b}(\gamma^{q}(\Re))$ . Wc scc (1)
that $z^{q}=\{z^{q}(Xt)\}$ is a $\dot{\mathrm{C}}$ech cycle and (2) that thc mapping $\zeta_{*q}^{b}$ : $\gamma^{q}rightarrow z^{q}$ is an isomorphism on $H_{q}^{v}(X)$ to
$H_{q}^{c}(X)$ .
(1) Since $\zeta_{\Phi \mathrm{t}q}^{b}$ : $C_{q}^{v}(\Re\rangle$ $arrow C_{q}^{\mathrm{c}}(\varpi \mathrm{t})$ is a chain homomorphism, all $z^{q}(\mathfrak{B}t)(\mathfrak{M}\in\alpha\iota a(X))$ are cycles in
$C_{q}^{c}(\mathfrak{M})$ . Hence, by definition of invcrse limit, all wc havc to show is $z^{q}(\mathfrak{B}t_{1})\sim p_{q}^{\mathfrak{m}_{1}\mathrm{r}_{2}}(z^{q}(9\mathfrak{n}_{2}))$ for each
$\mathfrak{B}\mathrm{t}_{2}\prec,$ $\mathfrak{M}_{1}$ . Let $\Re_{1}$ and $\Re_{2}$ bc refinements of $\mathfrak{M}_{1}$ and $\mathfrak{M}_{2}$ , respectively, to define mappings $\zeta_{\mathrm{n}\mathfrak{n}_{1ff}}^{b}$ and
$\zeta_{\mathrm{m}_{2}q}^{b}$ . By Lemma 2.1, we can take $\mathfrak{P}$ as $\mathfrak{P}\backslash \prec‘$ $\Re_{1}$ and $\mathfrak{P}\backslash \prec*\Re_{2}$ . Note that since $\{\gamma^{q}(\Re)\}$ is a Vietoris
cycle, wc have $h_{q}^{\iota_{1\mathrm{W}}}’(\gamma^{q}(\mathfrak{P}))\sim\gamma^{q}(\Re_{1})$ and $f\iota_{q}^{\Re \mathrm{z}\Phi}(\gamma^{q}(\mathfrak{P}))\sim\gamma^{q}(\Re_{2})$ . Hence, $z^{q}(Xl_{1})=\zeta_{\mathrm{m}_{\iota q}}^{b}(\gamma^{q}(\Re_{1})\sim$
$\zeta_{\Phi t_{1}q}^{b}(h_{q}^{\Re\iota\Phi}(\gamma^{q}(\mathfrak{P})))$ and $p_{q}^{\mathrm{m}_{1}\varpi \mathrm{t}_{2}}(\approx^{q}(\mathfrak{M}_{2}))=p_{q}^{\mathfrak{M}_{1}\mathfrak{B}12}(\zeta_{w\mathrm{t}_{2}q}^{b}(\gamma^{q}(\Re_{2}))\sim p_{q}^{\mathrm{n}\mathfrak{n}_{1}m_{2}}(\zeta_{\Phi \mathrm{i}_{2}q}^{b}(h_{q}^{m_{2}\eta}(\gamma^{q}(\mathfrak{P})))^{7}$. It follows
that all wc havc to show is $\zeta_{\mathrm{n}\mathfrak{n}_{1q}}^{b}(\gamma^{q}(\mathfrak{P}))\sim p_{q}^{\varpi_{1^{\mathfrak{B}\prime}2}}(\zeta_{\mathrm{n}\mathfrak{n}_{2}q}^{b}(\gamma^{q}(\mathfrak{P}))$ . Let $K=K(\gamma^{q}(\mathfrak{P}))$ be the complex consists
of all simplexcs in cycle $\gamma^{q}(\mathfrak{P})$ together with their faces. Thcn by Lemma 2.2, it is sufficient to show the
existence of simplicial map $\psi$ on $K\mathrm{x}\{0,1\}$ to $L=X^{c}(\varpi \mathrm{t}_{1})$ such that $\zeta_{\mathrm{r}_{1q}}^{b}(\gamma^{q}(\mathfrak{P}))$ and $p_{q}^{\Phi \mathrm{I}}$ ‘ an2 $(\zeta_{\mathrm{r}_{2q}}^{b}(\gamma^{q}(\mathfrak{P}))$
arc images through thc induced map $\psi_{q+1}$ : $C_{q+1}(K\mathrm{x}\{0,1\})arrow X^{c}(\mathfrak{B}l_{1})$ of $\gamma^{q}(\mathfrak{P})\mathrm{x}0$ and $\gamma^{q}(\mathfrak{P})\mathrm{x}$
$1$ , respectively. For each $a$ $\in Vat(K)$ , define Cb as $\psi((a, 0))=\zeta_{\Phi \mathrm{I}_{1}}^{b}(a)$ and $\psi((a, 1))=p^{\mathrm{n}n_{1}\mathrm{m}_{2}}\zeta_{m_{2}}^{b}(a)$ .
For any simplex $\langle(a_{0},0), \ldots, (a_{i},0).(a:, 1), \ldots, (a_{k}, 1)\rangle$ in $K\mathrm{x}\{0,1\}$ , wc havc a simplex $a0\cdots a_{k}$ of $K=$
$\overline{6\mathrm{T}\mathrm{h}\mathrm{a}\mathrm{e}\mathrm{e}}$mappings are $\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{l}\mathrm{n}\alpha \mathrm{i}$ by Begle(1950a).
6For this, Axiom of Choice is needed.
7In the above, inclusion mappings $h_{q}^{\Re_{1}\varphi}$ and $h_{q}^{\mathrm{m}_{2}\eta}$ might be abbreviated. Since including relation $C_{q}^{v}(\Re^{\iota})\subset C_{q}^{v}(\Re)$ for
each $\Re’\backslash \prec\Re$ is obvious, these operators will be omitted henceforth as long as there is no fear of confusions.
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$K(\gamma^{q}(\mathfrak{P}))$ , so that there exists $P\in \mathfrak{P},$ $a_{0},$ $\ldots$ , $a_{k}\in P$ . Wc have to show that $\langle\zeta_{\mathrm{n}\pi_{1}}^{b}(a_{0}),$ . . . , $\zeta_{\mathfrak{n}_{1}}^{b},(a_{i})$ ,
$p^{\mathrm{n}n_{\mathrm{l}}\mathrm{n}n_{2}}\zeta_{\mathfrak{B}_{2}}^{b},(a_{i}),$
$\ldots,$
$p^{\mathrm{n}\mathfrak{n}_{\mathrm{l}}\mathrm{n}\mathfrak{n}_{2}}\zeta_{9\mathfrak{n}_{2}}^{b}(a_{k})\rangle$forms a simplex in $X^{c}(\mathfrak{M}_{1})$ . For each $j,$ $0\leq j\leq i$ , sincc $\mathfrak{P}\backslash \prec\Re*1\backslash \prec^{\mathrm{v}}\mathfrak{M}_{1}$ ,
each $(_{9\mathfrak{n}_{1}}^{b}(a_{j})=M_{1a_{j}}(0\leq j\leq i)$ includes $St(N_{1a_{j}}, \Re_{1})$ for a ccrtain $N_{1a_{\dot{f}}}\ni a_{j}$ . Hence, $P$ which has
$a_{j}$ and satisfies $St(P, \mathfrak{P})\subset N_{1}$ for a ccrtain $N_{1}\in\Re_{1}$ must be a subset of $St(N_{1a_{j}}, \Re_{1})\subset M_{1a},$ $\cdot$ For
each $j,$ $i\leq\dot{)}’\leq k$ , since $\mathfrak{P}\backslash \prec^{\mathrm{r}}\Re_{2}\prec_{\backslash 2\backslash }^{*\mathrm{m}\prec \mathfrak{M}_{1)}}$ each $p^{\mathrm{n}\mathfrak{n}_{1}\alpha \mathfrak{n}_{2}}\zeta_{\mathrm{t}\mathrm{m}_{2}}^{b}(a_{j})=p^{\mathrm{r}_{1}\mathrm{r}_{2}}M_{2a_{f}}(i\leq j\leq k)$ includes
St. $(N_{2a_{j}}, \Re_{2})$ for a certain $N_{2a_{\mathrm{j}}}\ni a_{j}$ . Hcnce, $P$ which has $a_{j}$ and satisfies $St(P.\mathfrak{P})\subset N_{2}$ for a certain
$N_{2}\in\Re_{2}$ must be a subset of $St(N_{2a_{j}}, \Re_{2})\subset M_{2a_{\mathrm{j}}}$ so that the corresponding elemcnt undcr projcction
$p_{0}^{\Phi\prime\iota^{\mathrm{n}n}}$
a of $\mathfrak{B}\mathrm{t}_{1}$ . Therefore, wc havc $\zeta_{\Phi l}^{b}1(a_{0})\cap\ldots\cap\zeta_{w\iota_{1}}^{b}(a_{i})\cap p^{\mathrm{n}n_{\mathrm{l}}\mathrm{n}\iota_{2}}’\zeta_{\mathrm{m}_{2}}^{b}(a_{i})\cap p^{\mathrm{n}n_{1^{\mathfrak{B}\prime}2}}\zeta_{\mathrm{r}_{2}}^{b}(a_{k})\supset P\neq\emptyset$
and $\langle$ $\zeta_{n_{1}}^{b},(a_{0}),$ $\ldots,$ $\zeta_{\alpha n_{1}}^{b}(a_{i}))p^{\alpha n_{\mathrm{l}}\mathrm{n}n_{2}}\zeta_{w_{2}}^{b},(a_{l}))$. $,$ . $,p^{\mathrm{n}\mathfrak{n}_{1}}$ on $2\zeta_{\alpha\iota_{2}}^{b}(a_{k})\rangle$ $\in X^{c}(\mathfrak{M}_{1}),$ $\mathrm{i},\mathrm{e}.,$ $\psi$ is a simplicial map. By thc
construction of induced map $\psi_{q}$ , it is also clear that $\psi_{q+1}(\gamma^{q}\mathrm{x}\mathrm{O})=\zeta_{\Phi tq}^{b}(\gamma^{q})$ and $\psi_{q+1}(\gamma^{q}\mathrm{x}1)=p_{q}^{w\prime\Re}\zeta_{\Re q}^{b}(\gamma^{q})$ .
(2) We have to show that mapping $\zeta_{*q}^{b}$ : $Z_{q}^{v}(X)\ni\gamma^{q}rightarrow z^{q}\in Z_{q}^{c}(X)$ is one to onc and onto. We shall
usc threc stcps: (2-1) deflne mapping $\varphi_{*q}^{b}$ : $Z_{q}^{c}(X)arrow Z_{q}^{v}(X),$ $(2- 2)$ show that the composite $\varphi_{*\sigma^{\mathrm{o}\zeta_{\phi}^{b}}q}^{b}$ is the
idcntity, and (2-3) show that thc composite $\zeta_{q*}^{b}\circ\varphi_{q\mathrm{r}}^{b}$ is the identity.
(2-1) Let us define a function which gives for cach an and $\approx^{q}=\{z^{q}(\mathfrak{M})\}\in Z_{q}^{r\mathrm{c}}(X)$ , the clcmcnt
$\varphi_{v\mathrm{t}ff}^{b}(z^{q}(\Re))\in Z_{q}^{v}(i\mathrm{m})$ , wherc $\Re=\mathrm{r}\varpi$[. Dcnote the relation by $\varphi_{*q}^{b}$ : $Z_{q}^{c}(X)\ni z^{q}\mapsto\{\varphi_{\mathrm{n}\mathfrak{n}q}^{b}(z^{q}(^{*}\varpi t))|\mathfrak{B}l\in$
$oe \sigma(X)\}\in\prod_{\Phi\uparrow\epsilon\alpha*\sigma(X)}Z_{q}^{v}(9\mathfrak{n})$ . We see that for cach $\varpi t_{2\backslash }\prec\varpi\iota_{1}$ with $\Re_{1}=*\alpha n_{1}$ and $\Re_{2}=*\varpi t_{2}$ ,
$\varphi_{\varpi\iota_{1}q}^{b}(z^{q}(\Re_{1}))\sim h_{q}^{\mathrm{n}\mathfrak{n}_{1}w\iota_{2}}\varphi_{\mathrm{n}n_{2}q}^{b}(z^{q}(\Re_{2}))$ , so that thc sequencc $\{\varphi_{\varpi\iota q}^{b}(z^{q}(^{*}\mathfrak{M}))|\mathfrak{B}t\in \mathrm{m}(X)\}$ is a Vietoris
cyclc. Wc may assume $\mathfrak{B}\mathrm{t}_{2\backslash 1\backslash }\prec*\Re\prec^{\mathrm{s}}9\mathfrak{n}_{1}$ without loss of generality sincc thc cxistcncc of a common star
$\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{l}|\mathrm{e}\mathrm{l}\mathrm{I}\downarrow \mathrm{e}n\mathrm{t}\mathfrak{B}\mathrm{t}_{3}$ of $\Re_{2}$ and $\Re_{1}$ combincd with asscrtions for $\mathrm{m}_{3}\backslash \prec^{\mathrm{s}}\Re 1\backslash \prec^{\mathrm{s}}\mathfrak{M}_{1}$ and $\mathfrak{M}_{3}\prec_{\backslash 2\backslash }^{*\Re\prec \mathfrak{M}_{2}}$ assures
the results for $\mathfrak{M}_{2}\prec,$ $\mathfrak{B}\mathrm{t}_{1}$ through $h_{q}^{\mathrm{n}n}$ ’ $\mathrm{u}n_{S}b\varphi_{\mathrm{t}\mathrm{m}_{3}q}(z^{q}(\varpi \mathrm{t}_{3}))$ . Take a common star refinement $\mathfrak{P}$ of $\Re_{1}$ and $\Re_{2}$ .
Sincc $z^{q}=\{z^{q}(i\mathrm{m})\}$ is a \v{C}cch cycle, all wc have to show is $\varphi_{\infty 11q}^{b}(p_{q}^{i\iota_{1i}}" z^{q}(\mathfrak{P}))\sim h_{q}^{\mathrm{m}_{1}\alpha\iota_{2}}\varphi_{\mathrm{n}\mathfrak{n}_{2q}}^{b}(p_{q}^{\Re z\Phi}z^{q}(\mathfrak{P}))$.
Let $K=K(z^{q}(\mathfrak{P}))$ be the complex formed by all simplexes in cycle $z^{q}(\mathfrak{P})\in X_{q}^{c}(\mathfrak{P})$ together with their
faces. By Lemma 2.2, it is sufficient for our purpose to show the existence of simplicial map Cb on $K\mathrm{x}\{0,1\}$
to $L=X^{v}(\varpi l_{1})$ such that $\varphi_{\mathrm{n}n_{1}q}^{b}(p_{q}^{\Re_{1}\varphi}z^{q}(\mathfrak{P}))$ and $h_{q}^{n_{1}\mathrm{r}_{2}}’\varphi_{\mathfrak{B}\mathrm{t}_{2}q}^{b}(p_{q}^{v\iota_{2’}\mathfrak{p}}z^{q}(\mathfrak{P}))$ arc images through the in-
duced map $\psi_{q+1}$ : $C_{q+1}^{\gamma}(K\mathrm{x}\{0,1\})arrow X^{v}(9\mathfrak{n}_{1})$ of $z^{q}(\mathfrak{P})\mathrm{x}0$ and $z^{q}(\mathfrak{P})\mathrm{x}1$ , rcspcctivcly. For each
$a\in V\sigma t(K)\subset \mathfrak{P}$ , define $’\sqrt$’ as $’\sqrt’((\mathit{0}., 0))=\varphi_{9\mathfrak{n}_{1}}^{b}(p^{\Re_{1\Psi}}(a))$ and $\sqrt|((a, 1))=\varphi_{9J12}^{b}(p^{\mathrm{I}_{2}\psi}’(a))$. For any sim-
plex $\langle$ $(a_{0\}0),$ $\ldots,$ $(a_{i}, 0),$ $(a_{\mathfrak{i}}, 1),$ $\ldots$ , $(n_{k}, 1))$ in $K\mathrm{x}\{0.1\}$ , wc havc a simplcx $a_{0}\cdots a_{k}$ of $K=K(z^{q}(\mathfrak{P})))$ so
that ($\mathrm{z}_{0}\cap\cdot..$ $\cap a_{k}\neq!.$ We have to show that $\langle\varphi_{\varpi\iota_{1}}^{b}(p^{\Re_{1}\mathrm{B}}’(a_{0})),$ $\ldots,$ $\varphi_{\mathfrak{U}1}^{b}$ , $(p^{\iota_{1}\eta}’(a_{i})),$ $\varphi_{\mathfrak{m}_{2}}^{b}(p^{g\prime_{2\tau}}’(\iota_{h})),$ $\ldots$ ,
$\varphi_{\mathrm{n}’\iota_{2}}^{b}(p^{\Re_{2\Phi}}(a_{k}))\rangle$ forms a simplcx in $X$“ $(\mathfrak{B}\mathrm{t}_{1})$ . Note that for each $j$ , $0\leq j\leq i,$ $\mathfrak{P}\backslash \prec^{\mathrm{r}}\Re 1\backslash \prec"$ $\mathfrak{B}\mathrm{t}_{1}$ , and for
cach $j,$ $i\leq j\leq k,$ $\mathfrak{P}\backslash \prec^{\mathrm{s}}\Re 2\backslash \prec \mathfrak{M}_{2}\prec_{\backslash 1\backslash }^{*\Re\prec}"$ $\mathfrak{B}l_{1}$ . Since $a_{0}\cap\cdots\cap a_{k}\neq\emptyset$ , there are $N_{1}\in\Re_{1}$ and $N_{2}\in\Re_{2}$
such that $a_{0}\cup\cdots\cup a_{k}\subset N_{1}$ and $a_{0}\cup\cdots\cup a_{k}\subset N_{2}$ . By definitions of $\varphi^{b}$ and $p,$ $St(N_{1;}\Re_{1})$ and $St(N_{2;}\Re_{2})$
contain all points of the form $\varphi_{\varpi \mathrm{t}_{1}}^{b}(p^{\Re}‘(a_{j})),$ $(0\leq j\leq i)$ and $\varphi_{w_{2}}^{b},(p^{\alpha\iota_{2}\eta_{\mathfrak{l}}}(a_{j})),$ $(i\leq j\leq k)$ . There are
$M_{1}\in \mathfrak{B}\mathrm{t}_{1}$ and $M_{2}\mathfrak{B}l_{2}$ such that $St(N_{1;}\Re_{1})\subset M_{1}$ and $St(N_{2;}\Re_{2})\subset M_{2}$ . Thc fact $\mathfrak{B}\mathrm{t}_{2}\prec_{\backslash }^{*}\Re_{1}$ means,
however, that $M_{2}\subset N\text{\’{i}}$ for somc N\’i in $\Re_{1}$ , Since $N_{1}’\cap N_{1}\supset a0\cup\cdots\cup a_{k}$ , $N\text{\’{i}}\subset St(N_{1;}\Re_{1})$ , so that $M$ ‘
includcs both $St(N_{1;}\Re_{1})$ and $St(N_{2;}\Re_{2})$ . Hcncc, $(\varphi_{9\mathfrak{n}_{1}}^{b}(p^{\mathfrak{R}_{1}\eta}(a_{0})), \ldots.\varphi_{\mathrm{q}\mathfrak{n}}^{b}‘(p^{i\mathfrak{n}_{17^{\mathfrak{l}}}}(a_{\})),$ $\varphi_{\mathrm{r}n_{2}}^{b}(p^{\Re_{2}\eta}((\iota_{i})),$ $\ldots$ ,
$\varphi_{\infty l_{2}}^{b}(p^{\Re_{2}\eta}(a_{k}))\rangle$ forms a simplex in $X^{v}(\mathfrak{B}l_{1})$ is a simplcx in $X^{v}(\mathfrak{B}\mathrm{t}_{1})$ .
(2-2) Wc see for each $\mathfrak{B}\mathrm{t},$ $\Re=[]\varpi \mathrm{t},$ $\mathfrak{P}=\mathrm{r}_{\Re}$ , and $\gamma^{q}\in C^{v}(X),$ $\varphi_{\mathfrak{m}q}^{b}\circ(_{\mathfrak{m}q}^{b}(\gamma^{q}(\mathfrak{P}))\sim\gamma^{q}(\mathfrak{P})$ , which is
sufficient for the asscrtion $(_{*q}^{b}\circ\varphi_{*q}^{b}(\gamma^{q})=\gamma^{q}$ . Lct $K=K(\gamma^{q}(\mathfrak{P}))$ bc thc subcomplcx of $X^{v}(\mathfrak{P})$ formcd by
simplexcs of $\gamma^{q}(\mathfrak{P})$ and their faces. By Lemma 2.2, we may reducc thc problcm to show thc cxistcncc of
simplicial map $\psi$ on $K\mathrm{x}\{0,1\}$ to $L=X^{v}(\mathfrak{B}\mathrm{t})$ such that $\varphi_{\omega’ q}^{b}0\sigma_{\mathrm{t}nq}^{b}(\gamma^{q}(\mathfrak{P}))$ and $\gamma^{q}(\mathfrak{P})$ are images under
thc induced map $\psi_{q+1}$ : $c_{q+1}\text{ }(K\mathrm{x}\{0,1\})arrow X^{v}(9n)$ of $\gamma^{q}(\mathfrak{P})\mathrm{x}0$ and $\gamma^{q}(\mathfrak{P})\mathrm{x}1$ , rcspcctivcly. For cach
$a$ $\in Vet(K)\subset X$ , define th as $\psi((a, 0))=\varphi_{\mathrm{n}\mathfrak{n}}^{b}0\zeta_{\mathrm{t}\mathfrak{n}}^{b}(a)$ and $\psi((a, 1))=a$ . For any simplex $((a_{0},0),$ $\ldots,$ $(a_{1},0)$ ,
$(a_{\mathrm{i}}, 1),$
$\ldots,$
$(a_{k}, 1)\rangle$ in $K\mathrm{x}\{0,1\}$ , we have a simplex $a0\cdots a_{k}$ of $K=K(\gamma^{q}(\mathfrak{P}))$ , so that therc is a membcr $P$ of
$\mathfrak{P}$ such that $a_{0},$ $\ldots,$ $a_{k}\in P$ . We have to show that $\langle$ $\varphi_{\mathrm{n}\mathfrak{n}}^{b}\circ\zeta_{\Re}^{b}(a\mathrm{o}),$ $\ldots,$ $\varphi_{\Phi 1}^{b}\circ\zeta_{\Re}^{b}(a_{i}),$ $a_{i},$ $\ldots,$ $a_{k})$ forms a simplex
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in $X^{v}(9R)$ . Sincc $\mathfrak{P}_{\backslash }\prec*\Re_{\backslash }\prec*im$, there arc $N\in\Re$ and $M\in i\mathrm{m}$ such that $St(P, \mathfrak{P})\subset N$ and $St(N, \Re)\subset M$ .
Hencc, by definitions of $\varphi_{9n}^{b}$ and $\zeta_{9\mathfrak{n}}^{b},$ $M$ includes all vertices of $\langle\varphi_{\Phi R}^{b}\circ\zeta_{\Re}^{b}(a_{0}), \ldots, \varphi_{9\mathfrak{n}}^{b}0\zeta_{\mathrm{n}}^{b}(a_{i}), a_{i}, \ldots , a_{k}\rangle$ .
(2-3) For each $\mathfrak{M}$ , En $=*\mathfrak{B}\mathrm{t},$ $\mathfrak{P}=’\Re$ , and $z^{q}\in C^{\mathrm{c}}(X)$ , wc sce $\zeta_{\mathrm{t}mq}^{b}0\varphi_{\mathfrak{R}q}^{b}(z^{q}(\mathfrak{P}))\sim,\sim^{q},(\mathfrak{P})$ . This is cxactly
shows $\zeta_{*q}^{b}\circ\varphi_{*q}^{b}(\approx^{q})=z^{q}$ . Let $K=K(z^{q}(\mathfrak{P}))$ bc the subcomplex of $X^{c}(\mathfrak{P})$ formcd by simplexes of $z^{q}(\mathfrak{P})$
and thcir faces. By Lemma 2.2, to show the existence of simplicial map $\psi$ on $K\mathrm{x}\{0.1\}$ to $L=X^{c}(9\mathfrak{n})$ such
that $\zeta_{\mathrm{n}nq}^{b}\circ\varphi_{\mathrm{t}nq}^{b}(z^{q}(\mathfrak{P}))$ and $z^{q}(\mathfrak{P})$ are images under the induccd map $\sqrt$) $q+1$ : $C_{q+1}(K\mathrm{x}\{0,1\})arrow X^{c}(i\mathrm{m})$
of $z^{q}(\mathfrak{P})\mathrm{x}0$ and $z^{q}(\mathfrak{P})\mathrm{x}1$ , respectively. For each $a$ $\in V\sigma t(K)\subset \mathfrak{P}$ , define $\psi$ as $\psi((a_{1}0))=\zeta_{\Phi \mathrm{t}}^{b}\circ\varphi_{\mathrm{m}}^{b}(a)$
and $\psi((a, 1))=a$ . For any simplex $\langle(a_{0},0), \ldots , (a_{i}, 0), (a_{i}, 1), \ldots, (a_{k}, 1)\rangle$ in $K\mathrm{x}\{O, 1\}$ , we have a simplex
$a0\cdots a_{k}$ of $K=K(z^{q}(\mathfrak{P}))$ , so that sets $a_{0},$ $\ldots.a_{k}\in \mathfrak{P}$ satisfy $a0\cap\cdots\cap a_{k}\neq\emptyset$ . We have to show that
$\langle\zeta_{\mathrm{m}}^{b}\circ\varphi_{\mathrm{t}}^{b},(a\mathrm{o}), \ldots, \zeta_{\varpi\iota}^{b}\circ\varphi_{u\iota}^{b}(a_{\mathrm{i}}), a_{i}, \ldots, a_{k}\rangle$ forms a simplex in $X^{\mathrm{c}}(\mathfrak{B}t)$ . By definition of $\varphi_{9}^{b}$ , and $\zeta_{\mathrm{r}}^{b}$ , vcrtcx
$\zeta_{\mathrm{n}\mathfrak{n}}^{b}\circ\varphi_{v\iota}^{b}(a_{j})(0\leq j\leq i)$ is a set in $M_{j}\in \mathfrak{B}t$ such that for a certain $x_{j}\in a_{j}$ and its neighbourhood
$N_{j}\in\Re,$ $M_{\mathrm{j}}\supset St(N_{j;}\Re)$ holds. Since $a_{0}\cap\cdot.$ . $\cap a_{k}\neq\emptyset$ , therc is a set $N\in$ or such that $a_{0}\cup\cdot$ . . $\cup a_{k}\subset$
$St(a_{0};\mathfrak{P})\subset N$ . Sincc $(N_{j;}\Re)$ includes $N$ for each $j=0,$ $\ldots$ , $i,$ $M_{j}$ includes $N$ for cach $j=0,$ $\ldots.i$ . Hcncc
$M_{1}\cap\cdots\cap M:\cap a_{i}\cap\cdots a_{k}\supset a_{0}\cap\cdots\cap a_{k}\neq\emptyset$, so that $\langle$ $(_{\varpi}^{b}, 0\varphi_{\mathrm{r}\iota}^{b}(a_{0}),$ $\ldots$ , $\zeta_{w1}^{b}0\varphi_{01}^{b}(a_{i}),$ $\mathit{0}_{\mathrm{i}},,$ $\ldots$ . $a_{k}$ ) is a simplex
in $X^{c}.(\mathfrak{M})$ . $\blacksquare$
3 Vietoris-Begle’s Theorem and Local Connectedness
Vietoris-Begle Mapping
It is sometimes convenient to use the notion of reduced sct of $0$-cyclcs and reduced O-th homology groups.
Rcduced O-th homology group is obtaincd by $\mathrm{c}o$nsidcring only cyclos in which thc sum of coefficients is
$0$ . For O-th homology group $H_{0}(X)=Z_{0}(X)/B_{0}(X)$ , thc rcduccd homology group will bc dcnotcd by
$I\tilde{I}_{0}(X)=\overline{Z}_{0}(X)/B_{0}(X)$ , whcrc $\overline{Z}_{0}(X)=\{\approx\in Z_{0}(X)|(z=\sum\alpha_{\mathfrak{i}}\sigma_{i})\Rightarrow(\sum\alpha^{i}=0)\}$. Topological spacc $X$
is called acyclic undcr a certain homology theory, if (1) $X$ is non-empty, (2) the homology groups $II_{q}(X)$
are $0$ for all $q>0$ , and (3) the O-th homology group $H_{0}(X)$ equals to the cocfficicnt group $F$ (or the O-th
rcduccd homology group $\tilde{H}_{0}(X)$ cquals to $0$ ).
Let $X$ and $Y$ bc compact Hausdorff spaces. For Vietoris $\mathfrak{M}$-complcx $X$ “ $(\mathfrak{B}l)$ and subset $W$ of $X$ , the sct
of all Vietoris $\varpi\tau$-simplcxcs whosc vcrticcs arc points in $W$ forms a subcomplex of $X^{v}(\mathfrak{B}t)$ and is dcnotcd
by $X^{v}(\mathfrak{B}t)\cap W$ . Thcn continuous function $f$ of $X$ onto $Y$ is called a Vietoris-Be9le mapping of order $n$ if
for cach covering $\mathfrak{M}$ of $X$ and for each $y\in Y$ , therc is a covcring $\mathfrak{P}=\mathfrak{P}(\mathfrak{B}\mathrm{t}, y)$ of $X$ with $\mathfrak{P}\prec_{\backslash }\mathfrak{B}\mathrm{t}$ such
that each $q$-dimcnsional $(0\leq q\leq n)$ Vietoris $\mathfrak{P}$-cycle $z^{q}(\mathfrak{P})\in X^{v}(\mathfrak{P})\cap f^{-1}(y)$ bounds a $q+1$-dimensional
Vietoris $\mathfrak{M}$-chain $c^{q+1}(\mathfrak{M})\in X^{v}(\mathfrak{B}\mathrm{t})\cap j^{-1}(y)$ , wherc all $0$-dimensional cyclcs are choscn in the reduced
scnse (Figure 4). Continuous function $\int:Xarrow Y$ is said to be a Vieto$\mathrm{r}tS$ mapping if the compact set $\int^{-1}(y)$
is acyclic for all $y\in Y,$ $\mathrm{i}.\mathrm{c}.,$ $H_{n}^{v}(f^{-1}(\iota/))=0$ for all $n>0$ and $\tilde{H}_{0}^{v}(f^{-1}(y))=0$. If $f$ is a Vietoris-Begle
mapping of order $n$ for all $n$ , by dcfinition of the invcrse limit, $f$ is clearly a Vietoris mapping. Conversc
is also true in our special settings. In this subscction, wc $\sec$ the following two important theorems: (1) if
the coefficient group $F$ is a field, Victoris mapping is a Victoris-Beglc mapping of order $n$ for all $n$ , and (2)
if $f$ : $Xarrow Y$ is a Vietoris-Beglc mapping of ordcr $n$ , there are isomorphisms bctwccn $H_{q}^{v}(X)$ and $H_{q}^{v}(Y)$
$(0\leq q\leq n)$ . In this scction, wc see (1). Asscrtion (2) is treatcd in thc ncxt section aftcr thc conccpt of
Victoris-Beglc baryccntric subdivision is defined.
Since coefficient group $F$ is supposcd to bc a field, inverse systcms of Victoris and $\overline{\mathrm{C}}$cch typc chains,
cyclcs, boundaries, and homology groups arc systcms of vector spaces. Especially, all $n$-dimensional chain,
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Figurc 4: Vietoris-Begle Mapping of order $n$
cyclc, and boundary groups of nervcs (defining Cech homology groups) arc finite dimensional. For an inverse
system of finite dimensional vector spaccs, we know the following result on essential elements.8
Lemma 3.1: (Essential Elements for an Inverse System of Finite Dimensional Vector Spaces) Let
$(E_{i}, \pi_{1j}):,j\in I,j\geq i$ over directed set $(I,$ $\geq)$ bc an invcrsc systcm of finite dimensional vector spaccs. Thcn for
every $\dot{r,}$ therc is an element $j_{0}\geq i$ such that for all $j\geq j_{0}$ , cvcry clcmcnt $x_{i}$ of $\pi_{\mathrm{t}j}(E_{j})\subset E_{\dot{*}}$ is an cssential
clcmcnt of $E_{i}$ , i.e., $x_{\dot{*}}\in\pi_{k},(E_{k})$ for all $k\geq i$ .
PROOF : Thc sct of essential elements of $E_{i}$ is the subspacc $H_{i}= \bigcap_{j\geq:}\pi_{1j}(E_{j})$ . Since $E_{1}$ is finite
dimensional, the dimcnsion of $H_{1}$ is also finite, say $n$ . Then thcre arc finite clcmcnts $k_{1},$ $\ldots,$ $k$“ of $I$ such
that $H_{\iota’}= \bigcap_{j=1}^{n}\pi_{\dot{\mathrm{t}}k_{j}}(E_{k_{j}})$. Let $j_{0}$ be an element of $I$ such that $j_{0}\geq j_{k}$ for each $k=1,$ $\ldots$ , $n$ . Then for all
$j\geq j_{0}$ , we have $\pi_{\mathrm{t}j}(E_{j})=\pi_{\mathfrak{i}j_{0}}(\pi_{j_{0}j}(E_{j}))\subset\pi_{1j\mathrm{o}}(E_{j_{0}}^{1})=\pi_{1j_{k}}(\pi_{j_{k}j_{0}}(L_{j\mathrm{o}}^{1}))\subset\pi_{1j_{k}}(e_{j_{k}})$for each $k=1,$ $\ldots,n$ .
$\mathrm{H}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e},$ $\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{a}\mathrm{c}\mathrm{h}j\geq j_{0},$ $\pi_{tj}(B_{j}^{1})\subset H_{i}=\bigcap_{j=1}^{n}\pi_{ik_{f}}(E_{k_{j}})$ . $\blacksquare$
Since the inversc systcm $\mathrm{f}0\mathrm{r}$ \v{C}cch homology group (for compact Hausdorff space $X$ ) is a system of finite
dimensional vcctor spaces, it follows from Lemma 3.1 that for each covcring $\mathfrak{B}t$ of $X$ , thcrc is a refinement
EYt $\backslash \prec\varpi\iota_{0}=*\mathrm{m}$ such that if $z^{q}(\Re)\in Z_{k}^{\mathrm{c}}(\Re)$ is a $q$-dimensional EYZ-cyclc of $X$ , then $p_{q}^{\varpi\prime 0^{\Re}}(z^{q}(\Re))$ is the
$\mathfrak{M}_{0}$-coordinate of a \v{C}cch cycle. By taking the finest $\Re$ for $q=0,1,$ $\ldots,$ $k$ and taking $\mathfrak{P}=\mathrm{r}_{\Re}$, we have the
following theorem.9
Theorem 3.2: (Vietoris-Begle Mapping Thcorcm I) Let $\mathfrak{M}$ be a covering of compact Hausdorff space
$X$ and $W$ be a compact subsct of $X$ such that every $q$-dimensional Ccch reduced cycle in $W(0\leq q\leq k)$
bounds a $q+1$-dimensional Ccch chain in $W(\tilde{H}_{q}^{c}(W)=0)^{10}$. Then there is a refinement $\mathfrak{P}$ of $\mathfrak{B}\mathrm{t}$ such that
every $q$-dimensional Victoris $\mathfrak{P}$-cycle on $W(\mathit{0}\leq q\leq k)$ bounds a $q+1$-dimensional Victoris $\mathfrak{M}$-chain on
$W$ . Hence, Victoris mapping is a Vietoris-Begle mapping of order $n$ for all $n$ .
PROOF: Take refinements $\mathfrak{P}=*\Re$ and $\Re$ of $\varpi\iota_{0}=\mathrm{r}\varpi \mathrm{t}$ as stated in the previous paragraph. Let $\gamma_{l}^{q}$ be a
$q$-dimcnsional Vietoris $\mathfrak{P}$-cycle on $W(\mathit{0}\leq q\leq k)$ . Dcnotc by $\zeta_{\Phi}^{b}$ : $X^{v}(\mathfrak{P})arrow X^{\mathrm{c}}(\Re)$ the simplicial mapping
8This concept of importance in the homology theory of system of groups is due to Cech (1932). See also Lefschetz (1942;
p.79) and Steenrod (1936) for elementary compact coefflcient groups.
$\mathfrak{g}_{\mathrm{T}\mathrm{h}\mathrm{e}}$ assertion may be considered as a part of Vietoris-Begle’s Theorem. We can see the same (though more abbreviated)
argument in the proo$f$ of Theorem 2 in Begle $(1950_{-}\mathrm{a})$ .
$1\mathrm{F}\mathrm{o}\mathrm{r}$ notational convenience, let us define here $H_{\dot{q}}^{r}(W)$ as $\overline{H}_{q}^{\mathrm{c}}(W)=H_{\dot{q}}^{r}(W)$ for all $q>0$ .
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Figure 5: Cycles on Acyclic Set $W$
defined in thc proof of Theorem 2.3. Thcn $\zeta_{0\iota q}^{b}(\gamma_{\Phi}^{q})$ is a $q$-dimensional Cech $\Re$-cycle $(0\leq q\leq k)$ . By definition
of $\Re,$ $p_{q}^{\mathrm{m}_{0^{\Re}}}(^{b},,(\gamma_{\Phi}^{q})$ is the $\mathfrak{B}\mathrm{t}_{0}$-coordinate of a \v{C}ech cycle, $\sim’ q$ , on $W$ . Since $\overline{H}_{q}^{c}(W)=0$ , this \v{C}ech cycle bounds
so that $p_{q}^{\varpi\iota_{\mathrm{O}}\tau\iota}\zeta_{\Re}^{b}(\gamma_{\Phi}^{q})\sim 0$ on $C_{q}^{\mathrm{c}}(\mathfrak{B}l_{0})$ . It follows that $\varphi_{\mathfrak{n}}^{b},p_{q}^{x\iota_{0}}’{}^{\mathrm{t}}\zeta_{\iota}^{b},(\gamma_{\Phi}^{q})\sim 0$ on $W^{v}(\mathfrak{M})=X^{v}(\mathfrak{M})\cap W$ , whcrc
$\varphi_{9n}^{b}$ is thc simplicial mapping defined in the proof of Theorem 2.3 and $X^{v}(i\mathrm{m})\cap W$ dcnotcs thc subcomplex of
Victoris $\mathfrak{M}$-simplcxes on $W$ . Hence, thc first assertion of this theorcm follows if wc scc $\varphi_{\varpi\iota}^{b}p_{q}^{m_{0}\sigma\iota}\zeta^{b},,(\gamma_{*}^{q})\sim\gamma_{l}^{q}$
on $X$ “ $(\varpi \mathrm{t})\cap$ W. We can see it, however, by repeating completely the same argument with (2-2) in the proof
of Thcorem 2.3. The second assertion follows immediately from the first if we set $W=f^{-1}(y)$ for $V|etons$
mapping $f$ : $Xarrow Y$ and point $y\in Y.$ $\blacksquare$
Locally Connected Spaces
Besidcs the Vietoris-Bcglc mapping, therc is anothcr important concept for fixed point arguments undcr
thc \v{C}ech type homology, the local connectedness. In the $\overline{\mathrm{C}}$ech type homology thcory, thc family of open
coverings, dver(X), on spacc $X$ is used in describing two fundamental features of topological arguments: (i)
the measurc of conncctivity (rcprcscntcd by thc intcrscction propcrty among opcn $s\mathrm{c}\mathrm{t}\mathrm{s}$), and (ii) the measure
of convergence or approximation (as a net of refinements of coverings). All analytic concepts are changed
into algabraic oncs through above two channels. In thc following, it is especially important to noticc about
thc sccond fcature, so that each covering Mt $\in \mathrm{m}(X)$ is used as a sort of metric or a norm, and $\mathrm{m}(X)$
is used as if it wcrc thc uniformity in dcscribing thc total convergcncc propcrtics for spacc $X$ . To emphasize
that we arc choosing a covering or a refinement for the second purpose, we call it norm covering or norrn
refinement instead of saying a covcring or refinement.
Thc local connectedness is defined as a purely homological notion to generalize the concept of absolute
neighborhood retracts frcqucntly uscd undcr thc framework of metrizable spaces. Let us $\mathrm{c}o$nsidcr a compact
Hausdorff space $Y$ and $\mathfrak{B}l\in \mathrm{m}(Y)$ . A realization of simplicial complex $K$ in $Y$“(M) is a chain map $\tau$ .
Partial realization $\tau’$ of $K$ is a chain map defined on a subcomplcx $t_{z}$ of $K$ such that $Vd(L)=Ve\mathrm{t}(K)$ .
For a norm covcring $\Re\in \mathrm{m}(X)$ and realization $\tau$ of $I\iota$ , writc norm$(\tau)\leq\Re$ if for each siaplex $\sigma$ of $K$ ,
there is a sct $N\in$ EYt which contains the underlying space $|\tau\sigma|$ of the chain $\tau\sigma^{11}$.
$\overline{11\mathrm{F}\mathrm{o}\mathrm{r}}$avalue undera homomorphism, parenthaeis are abbreviated as $\tau\sigma=\tau(\sigma)$ . Note also that the underlying $\epsilon \mathrm{p}\mathrm{a}\mathrm{c}\mathrm{e}$ of chain
$r\sigma$ is the underlying space of the corresponding complex defined by all simplexes of $\tau\sigma$ (appeared with $\mathrm{n}\mathrm{o}\mathrm{n}\cdot \mathrm{z}\mathrm{e}\mathrm{r}\mathrm{o}$ coordinates in
the formal summation).
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DEFINITION 3.3: (Locally Conncctcd Space) Topological space $X$ is said to bc locdly connected (ab-
breviated by $1\mathrm{c}$ ) if for cach norm covering $\not\subset\in \mathrm{m}(X)$ therc is a norm refinement $\mathfrak{J}\prec\backslash \not\subset$ satisfying the
following condition: for cach covcring $9\mathfrak{n}$ , therc is a rcfincment $\Re$ such that cvery partial rcalization $\tau’$ of
finite complex $K$ into X“ $(\Re)$ with norm$(\tau’)\leq X$ may bc cxtended to a rcalization $\tau$ into $X^{v}(i\mathrm{m})$ with
norm$(\tau)\leq\not\subset$ .
It is clear from thc definition that if $X$ is $1\mathrm{c}$ , then $X\mathrm{x}X$ is also $1\mathrm{c}$ . If $X$ is a compact Hausdorff and $1\mathrm{c}$ ,
then every closcd subsct of $X$ is also $1\mathrm{c}$ . Morcover, compact Hausdorff lc spaces has thc following strong
properties.
Theorem 3.4: (Bcglc $1950\mathrm{b}$ ) If $X$ is compact Hausdorff lc spacc, following (a) (b) (c) hold.
(a) There is a covcring $\Re_{0}$ of $X$ such that if $z$ is a Victoris cycle such that $z(\Re)\sim O$ on $X^{v}(\Re)$ for somc
ut $\backslash \prec\Re_{0}$ , then $z\sim 0$ .
(b) The homology groups of $X$ arc isomorphic to the corrcsponding groups of a finite complex.
(c) Each covcring $im$ of $X$ has a normal refinement $\mathfrak{M}’$ , i.e., a refinement such that for cach cyclc $z_{w’}$, on
$X^{v}(\mathfrak{B}t’)\subset X^{v}(\varpi \mathrm{t})$ , there is a Vietoris cyclc $z$ such that $z(\mathfrak{B}\mathrm{t})=z_{\varpi},’$ .
$\mathrm{P}\mathrm{r}o$ofs arc not so difficult. Scc Bcglc (1950b).
4 Nikaido’s Analogue of Sperner’s Lemma
In this section wc scc thc important second half of the $\mathrm{V}\mathrm{i}\mathrm{C}^{\backslash }\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{s}$-Begle mapping thcorcm, (2) if $f$ : $Xarrow Y$
is a Vietoris-Bcglc mapping of order $n$ , therc arc isomorphisms between $H_{q}^{v}(X)$ and $H_{q}^{v}(Y)(0\leq q\leq n)$ .
For this proof, we need thc conccpt of barycentric subdivision under the framcwork of Victoris complcxcs.
After thc proof of Vietoris-Begle mapping theorem, we also see an cxtcnsion of $\mathrm{S}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}^{)}\mathrm{s}$ lemma which was
originally given by Nikaido (1959) as the first application.
Vietoris-Begle Barycentric Subdivision
Let $Y$ bc a compact Hausdorff topological space. Consider covcrings EYt $\in \mathrm{C}ha(Y)$ and $\Re\in G\mathrm{n}a(Y)$
of $Y$ . In thc following, for Vietoris $\mathfrak{M}$-chain $c(\mathfrak{B}\mathrm{t})\in C_{q}^{v}(\varpi \mathrm{t})$ , let us dcnotc by $K(c(\mathfrak{B}\mathrm{t}))$ thc complex
of all simplexcs appeared with positive coefficients in $c(\mathfrak{M})$ and by diam $|c(i\mathrm{m})|\leq\Re$ the fact that there
is an elcment $N\in\Re$ in whieh all vcrtices of $K(c(\mathfrak{B}t))$ belong. Morcovcr, for cach $q$-dimensional chain
$\mathrm{r}^{q}\in C_{q}^{v}$ (Qt) and $\tau/\in Y$ , wc dcnote by $y*\mathrm{r}$ the $(q+1)$-dimcnsional $\{Y\}$ -chain define, $\mathrm{d}$ as the extcnsion of the
operation $’,(/*(a_{0}\cdots a_{k})=\langle\tau/(x_{0}\cdots a_{k}\rangle$ for cach oricntcd $k$-dimensional simplex $\langle a_{0}\cdots a_{k}\rangle^{12}.\Re\Re$-barycentric
subdimsion of $k$-dimensional Victoris $\Re$-simplcx $\sigma^{k}\in X^{v}(\Re)$ is $\mathrm{c}’\Lambda \mathrm{a}\mathrm{i}\mathrm{n}$ map $S_{t}\mathit{1}_{q}$ : $C_{q}^{v}’(\Re)arrow\zeta_{q}^{\mathrm{Y}},"(\Re)$ , satisfying
the following conditions.
(SDI) For each $0$-dimensional simplex $y0$ of $K(\sigma^{k}),$ $Sd_{0}(y\mathrm{o})=y0$ .
$(\mathrm{S}\mathrm{D}2)$ For cach $q$-dimensional simplex $(?.)0\cdots\tau_{Jq},\rangle(\mathit{0}<q\leq k)$ in $K(\sigma^{k})$ , there exists $\uparrow/\in Y$ such that $y*$
$Sd_{q-1}((?/0\cdots r\hat{/}cdots \mathrm{z}/q\rangle)\in C_{q}^{v}\text{ }(9I)$ for each $i$. and $Sd_{q}.( \langle?/0\cdots y_{q}\rangle)=\sum_{i=0}^{q}(-1)^{:}y*Sd_{q-1}(\langle\tau/0\cdots,?\hat{/}:\ldots?/q\rangle)$.
$\frac{(\mathrm{S}\mathrm{D}3)\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{m}|_{\mathrm{t}}9d_{k}\sigma^{k}|\leq\Re}{12\mathrm{N}\mathrm{o}\mathrm{t}\mathrm{e}\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{a}\mathrm{b}\mathrm{o}\mathrm{v}\mathrm{e}(Y\}\in\alpha \mathrm{t}\sigma(Y)}$
is taken as a covering of $Y$ .
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Note that as long as the existence of $y$ for each $q$-dimcnsional $\Re$-simplex $\langle y0\cdots y_{q}\rangle$ statcd in $(\mathrm{S}\mathrm{D}2)$ is assurcd,
condition (SDI) and $(\mathrm{S}\mathrm{D}2)$ may be considered as a proccss to construct $Sd_{q},$ $q=\mathit{0},1,$ $\cdots$ . By mathematical
induction, we can verify for each $q>0$ that $\partial_{q}Sd_{q}(\langle y_{0}\cdots y_{q}\rangle)=Sd_{q-1}\partial_{q}(\langle \mathrm{c}/0\cdots y_{q}\rangle)$, so that $Sd_{q}$ constructed
is indeed a chain map.
Let us consider $n$ -skeleton $Y_{n}^{v}(\Re)\subset Y^{v}(\Re)$ of $Y^{v}(\Re)$ , thc subcomplex of all $k$-dimensional $(0\leq k\leq n)$
Victoris $\Re$-simplexes on Y. An $n$-dimensional $\Re\Re$-barycentric subdivision of $Y$ is a chain map { $Sd_{q}^{g\prime\varpi}$ :
$C_{\text{ ^{}\backslash v}}(qY_{n}^{v}(\Re))arrow C_{q}^{v}(\Re)\}$ such that for each $k$-dimensional simplcx $\sigma^{k}(0\leq k\leq n)$ , the restriction of $\{Sd_{q}^{\prime\Re}’\}$
on the chain of subcomplex of $Y_{n}^{v}(\Re)$ defined by $\sigma^{k}$ is an SREJt-barycentric subdivision of $\sigma^{k}$ .
Next, assume that there is a continuous onto map $f$ on compact Hausdorff space $X$ to $Y$ . For each pair
of coverings $\mathfrak{B}\mathrm{t}\in\alpha l\sigma(X)$ and $\Re\in \mathrm{m}(Y)$ such that $\varpi\iota\backslash \prec\{f^{-1}(N)|N\in\Re\},$ $j$ induces simplicial map
$X^{v}(\mathfrak{B}t)\ni a0\cdots a_{k}-\rangle f(a\mathrm{o})\cdots f(a_{k})\in \mathrm{Y}^{v}(\Re)$ so that chain map $\{f_{q} : C_{q}^{v}(\mathfrak{B}\mathrm{t})arrow C_{q}^{v}(\Re)\}$ . Then as we
can $\sec$ in the next theorem, if $f$ is Vietoris-Beglc mapping of ordcr $n$ , therc is a chain map $\tau=\{\tau_{q}\}$ on
$(n+1)$-skeleton of $Y^{v}(\Re)$ to $X(i\mathrm{m})$ such that $\{f_{q}\mathrm{o}\tau_{q}\}$ is an $n+1$-dimensional $(\Re\Re)$ -barycentric subdivision
of $Y$ . Morcovcr, given $\mathfrak{B}t$ , such refinement $\Re$ may be taken arbitrarily small and corrcsponding $\tau’ \mathrm{s}$ may be
defined as (Victoris homologically) unique.
Theorem 4.1: Let $X$ and $Y$ be compact Hausdorff spaces and let $f$ : $Xarrow Y$ be a Victoris-Beglc
mapping of order $n$ . For each $\varpi\iota\in \mathrm{m}(X)$ and EYt $\in \mathrm{m}(Y)$ such that $\mathfrak{M}\backslash \prec\{f^{-1}(N)|N\in\Re\}$ , there
exist a covcr $\Re=\Re(\mathfrak{M},\Re)\in\alpha lH(Y)$ and a chain map $\tau=\{\tau_{q}\}$ on $(n+1)$ -skclcton of $\mathrm{Y}^{v}(\Re)$ to $X^{v}(\Psi \mathrm{t})$
such that chain map $\{f_{q}\mathrm{o}\tau_{q}\}$ is an $n$-dimensional $(\Re\Re)$-barycentric subdivision of $Y$ . Morcover, for any
$\mathfrak{S}\in\alpha \mathrm{p}(Y)$ , therc arc $\Re’$ and $\tau’$ satisfying the same condition with EYt and $\tau$ such that $\Re’\backslash \prec \mathrm{e}$ and
$\tau_{q}’(z^{q})\sim\tau_{q}(z^{q})$ in $C_{q}^{v}(\mathfrak{M})$ for all $z^{q}\in Z_{q}^{v}(\Re’)$ .
Above theorem shows an essential feature of the Vietoris-Begle mapping and plays crucial roles in the
proof of thc Victoris-Begle mapping theorem. Before proving it, I introduce one technical lemma. In Lemma
2.2, we have seen one of the simplest kind of $p$rismatical relation that may be utilizcd to show thc cquivalence
betwccn two cycles. There exists another convenient (though a littlc bit morc complicatcd) mcthod in forming
prisms. Denote by $\{0,1, I\}$ the one dimensional abstract complcx formcd by two $0$-dimensional simpliccs $0$
and 1 togcther with 1-dimensional simplex $I$ whose boundaries are $0$ and 1 undcr rclation $\partial_{1}(I)=1-0$ .
For simplicial complcx $K$ , thc product complex of $K$ and $\{0,1, I\}$ denoted by $K\mathrm{x}\{0,1,\mathit{1}\}$ is thc family of
simplexes of the form $\sigma \mathrm{x}0,$ $\sigma \mathrm{x}1$ , and $\sigma \mathrm{x}I$ , where $\sigma$ runs through all simplexes in $K$ . Boundary relations on
$K\mathrm{x}\{0,1_{\}I\}$ are dcfined as $t^{t}’(\sigma \mathrm{x}O)=((’)\sigma)\mathrm{x}0,\dot{\mathrm{c}})(\sigma \mathrm{x}1)=((’\sigma)\prime \mathrm{x}1$, and $\acute{\mathrm{c}}’(\sigma \mathrm{x}I)=(\partial\sigma)\mathrm{x}I+(\sigma \mathrm{x}1)-(\sigma \mathrm{x}\mathrm{O})$.
(Sce Figure 6.) It should be notcd that $K\mathrm{x}\{0,1, I\}$ is no longcr a simplicial complex. The subcomplcx
of $K\mathrm{x}\{0,1.I\}$ constructed by all simplexes of the form a $\mathrm{x}0$ may clcarly bc identified with $K$ and is
called the base of $K\mathrm{x}\{0,1, I\}$ . Thcre also exists an isomorphism between $K$ and the subcomplex of all
simplcxcs of the form $\sigma \mathrm{x}1$ , which is called the top of $K\mathrm{x}\{0,1, I\}$ . Then for each cycle $z$ on $K$ , we have
$\partial(z\mathrm{x}I)=(z\mathrm{x}1)-(z\mathrm{x}0)$ , immediately, so that $z\mathrm{x}1\sim z\mathrm{x}0$ in $K\mathrm{x}\{O, 1, I\}$ . Therefore, as before
(Lemma 2.2) if thcrc cxists a chain mapping $\theta$ on $K\mathrm{x}\{0,1, I\}$ to a certain simplicial complex $L$ , we have
thc following.
Lemma 4.2: Assume that there is a chain mapping $\theta$ on $K\mathrm{x}\{0,1, I\}$ to simplicial complex $L$ . For two
images $\theta_{q+1}(z^{q}\mathrm{x}0)$ and $\theta_{q+1}(z^{q}\mathrm{x}1)$ in the q-th chain group $C_{q}(L)$ of $q$-cycle $z^{q}\in C_{q}(K)$ (through the
induced homomorphism $\theta_{q+1}$ : $C_{q+1}(K\mathrm{x}\{0,1, I\})arrow C_{q}(L))$ , we havc $\theta_{q+1}(z^{q}\cross O)\sim\theta_{q+1}(z^{q}\mathrm{x}1)$ on $L$ .
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Figure 6: Prism $K\mathrm{x}\{0,1, I\}$
PROOF OF THEOREM 4.1 : We vhall use four stcps. Stcp 1 is devoted to prcparc for basic tools. In Step
2, we construct $\Re$ . Stcp 3 is used to define $\tau$ . Step 4 is assigned for constructions of $\Re’$ and $\tau$‘.
(Stcpl) By the definition of Victoris-Begle mapping, thcrc is a covering $\mathfrak{P}(\varpi t, y)$ for each $y\in Y$
and $\mathfrak{B}l$ . Considcr closed (compact) subset $X\backslash St(f^{-1}(y);^{\mathrm{r}}\mathfrak{P}(\mathfrak{M},y))$ . Then thc image under $f$ of $X\backslash$
$St(f^{-1}(y);\mathfrak{P}(\mathfrak{M}, y))$ is also closed (compact) subset of the normal spacc $Y$ disjointed from $\{y\}$ . Given
$\Re\in \mathrm{m}(Y)$ , chose $Q(\mathfrak{M},\Re, y)\ni y$ as an element of $\mathrm{r}_{\Re}$ and $\mathrm{O}$ (SPt,EYt) as a finite subcovering of the cov-
ering $\{Q(\varpi t,\Re, y)|y\in Y\}$ . Thcn covcring $\mathrm{O}(\mathfrak{B}t,\Re)$ satisfies that if $B$ is a subset of $Y$ such that $B\subset Q$ for
somc $Q\in \mathrm{O}(\mathfrak{Y}\mathrm{t},\Re)$ , therc is a point $y\in Y$ such that $St(y;”\Re)\supset B$ and $St(f^{-1}(y);^{i}\mathfrak{P}(\mathfrak{B}t,y))\supset f^{-1}(B)$ .
In this proof wc call this $\mathrm{y}$ the corresponding point of $Y$ to $B$ and use it as if it were the barycenter of points
in $B$ .
(Stcp 2) Hence, for each EM $\in \mathrm{G}lH(X)$ and $\Re\in\alpha a(Y),$ $\mathrm{O}(\mathfrak{M},\Re)\in \mathrm{m}(Y)$ satisfies that for every
$q$-dimensional $\mathrm{O}(\mathfrak{M},\Re)$ -simplex $\langle\iota/0\ldots\tau_{q}/\rangle,$ $(0\leq q\leq n)$ , therc is a point $y\in Y$ such that $y*\langle y0\cdots y_{q}\rangle$
is a $*\Re$-simplex and $St(f^{-1}(y);^{\mathrm{r}}\mathfrak{P}(\mathfrak{B}l, y))\supset f^{-1}(\{?J\mathrm{o}, \ldots, y_{q}\})$. This suggests the possibility to obtain a
sequence of refinements $\mathfrak{M}_{1\backslash }\prec\cdots\backslash \prec \mathfrak{B}t_{n+1}=$ EM togcthcr with rcfincnicnts $\Re_{0}\backslash \prec$ . $-\backslash \prec\Re_{n+1}=\Re$ such that
$\mathfrak{M}_{k}\prec_{\backslash }\{f^{-1}(N)|N\in\Re_{k}\}$ for each $k=1,$ $\ldots,$ $n+1$ , and for each $q$-dimensional $\Re_{q}$-simplex $(q=0, \ldots , n)$
$\langle y0\cdots y_{q}\rangle$ , there exists $y\in Y$ such that $y*\langle y0\cdots y_{q}\rangle$ is a $\mathrm{r}_{\Re_{q+1}}$-simplex and $St(f^{-1}(y);^{\mathrm{r}}\mathfrak{P}(\varpi t_{q+1,y}))\supset$
$f^{-1}(\{y_{0}, \ldots, y_{q}\})$ . (As we see in the next step, undcr the definition of baryccntric subdivision $(\mathrm{S}\mathrm{D}1).(\mathrm{S}\mathrm{D}3)$,
this property shows that for each $n+1$-dimensional $\Re_{0}$-simplex we are possible to define an $\Re_{0}\Re_{n+1^{-}}$
barycentric subdivision.) Indeed, givcn $\Re_{n+1}=\Re$ and $\Phi l_{n+1}=\varpi\iota$ , sct $\Re_{n}=\mathrm{O}(\mathfrak{M}_{n+1}, \Re_{n+1})\backslash \prec*\mathrm{s}_{\Re_{n+1}}$ .
$\mathrm{N}o\mathrm{t}\mathrm{e}$ that with $\mathrm{O}(\mathfrak{B}t_{n+1}, *\Re_{n+1})$ associates finite $y_{n+1,i}’ \mathrm{s}$ such that $\mathrm{O}(\varpi\iota_{n+1}, *\Re_{n+1})$ consists of $Q(\mathfrak{M}"+1$ ,
$*9f_{n+1},y_{n+1,i})’ \mathrm{s}$ . Let $\mathfrak{B}l_{n}$ be a common refinement of coverings $*\mathfrak{P}(\mathfrak{M}_{n+1,y_{n+1,:}})’ \mathrm{s}$ and $\{f^{-1}(N)|N\in\Re_{n}\}$ .
Sct $\Re_{n-1}=\mathrm{O}(\varpi\iota_{n)}*\Re_{n})$ . Repeat the process until we obtain $\Re_{0}$ . Define $\Re$ as $\Re=\Re(\mathfrak{B}l,\Re)=\Re_{0}$ .
(Step 3) Let us define $\tau_{q}(0\leq q\leq n)$ on chains of $Y^{v}(\Re)=Y^{v}(\Re_{0})$ to $X^{v}(\mathfrak{B}\mathfrak{i})$ . Consider a 0-
dimensional Vietoris $\Re$-simplex, $\sigma^{0}$ , of $Y^{v}(\Re)$ . $\sigma^{0}$ may be idcntificd with a point ,/’$0$ in $Y$ . Define $\tau(\sigma^{0})$
as -dimensional Victoris $\varpi\iota_{0}$-simplex $\xi^{0}$ of $X^{v}(\mathfrak{B}\mathrm{t}_{0})$ which may be identified with an arbitrary point
$x_{0}\in f^{-1}(y_{0})\subset X$ . Then we havc $f_{0}\circ\tau_{0}(\sigma^{0})=\sigma^{0}=S’ d_{0}(\sigma^{0})$, so that wc obtain $\tau_{0}$ by linearly extending
it. Ncxt, consider $k$-dimensional Victoris $\Re$-simplex, $\sigma^{k}$ , of $Y^{v}(\Re)(0<k\leq n+1)$ . Supposc that for each
$(k-1)$-dimensional $\Re$-simplex $\sigma^{k-1},$ $\tau_{k-1}(\sigma^{k-1})$ is alrcady defined and satisfies that $f_{k-1}\circ\tau_{k-1}(\sigma^{k-1})$ is a
ER $\mathrm{r}_{\mathfrak{R}_{k-1}}$ -barycentric subdivision of $\sigma^{k-1}$ together with the rclation of chain map, $\partial_{k-2}0\tau_{k-1}.=\tau_{k-2}0\partial_{k-1}$ ,
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where $\tau_{k-2}$ for $k=1$ is defined to be $0$-map. In the following, wc sce that we may define $\tau_{k}(\sigma^{k})$ so
as to $\mathrm{S}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{S}\mathfrak{h}$’ that $\partial_{k-1}0\tau_{k}=\tau_{k-1}0\partial_{k}$ and $\int_{k^{\mathcal{T}}k\sigma^{k}}$ is a $\Re^{*}\Re_{k}$ -barycentric subdivision of $\sigma^{k}$ for each
$k$-dimensional Victoris $\Re$-simplex $\sigma^{k}$ . Then by the mathematical induction, we may extend the defini-
tion of $\tau_{k}$ until it is finally defined on all of the $(n+1)$-skclcton of $Y(\Re)$ . Since $\partial_{k}\sigma^{k}$ is an Pt-chain,
$\tau_{k-1}\partial_{k}\sigma^{k}$ is already defined and is a $\mathfrak{B}l_{k}$-cycle since $\partial_{k-1^{\mathcal{T}}k-1}\partial_{k}\sigma^{k}=\tau_{k-2}d_{k-1}’\partial_{k}\sigma^{k}=0$. By assump-
tion $f_{k-1^{\mathcal{T}_{k-1}}} \partial_{k}\sigma^{k}=f_{k-1^{\mathcal{T}}k-1}\sum_{1=0}^{k}.(-1)^{i}\sigma_{l}^{k-1}=\sum_{i\Leftrightarrow 0}^{k}(-1)^{i}f_{k-1}\tau_{k-1}\sigma_{1}^{k-1}$ belongs to $C_{k-1}"(^{**}9\mathrm{t}_{k-1})$ , where
$\sigma_{1}^{k-1}.’ \mathrm{s}$ are $k+1(k-1)$-dimcnsional face of $\sigma^{k}$ , and $f_{k-1^{\mathcal{T}_{k-1}\sigma_{i}^{k-1}}}$ is a $\Re*\Re_{k-1}$ -baryccntric subdivision of
$\sigma_{i}^{k-1}$ for each $i$ . It follows that all vertices of the $*\mathrm{r}_{\Re_{k-1}}$ -chain, $f_{k-1^{\mathcal{T}_{k-1}}} \partial_{k\sigma^{k}}=f_{k-1^{\mathcal{T}}k-1}\sum_{i=0}^{k}(-1)^{1}\sigma_{i}^{k}=$
$\sum_{1=0}^{k}.(-1)^{k}f_{k-1}\tau_{k-1}\sigma_{1}^{k}$, belongs to $St(R_{0};^{\mathrm{r}\mathrm{r}}\Re_{k-1})\subset St(^{**}N_{k-1;^{t\mathrm{r}}}\Re_{k-1})$ for an $R_{0}\in$ ER having all vertices
of $\sigma^{k}$ as its elements and $’*N_{k-1}\in\cdot n_{\Re_{k-1}}$ such that $R_{0}\subset**N_{k-1}$ . Since there exists $lN_{k-1}\in*\Re_{k-1}$ such
that $St(^{n}N_{k-1;^{u\mathrm{r}}}\mathfrak{R}_{k-1})\subset lN_{k-1}$ , we have diam $|f_{k-1^{\mathcal{T}_{k-1}}}\partial_{k\sigma^{k}}|\leq*\Re_{k-1}$ . Then $\Re_{k-1}=\mathrm{O}(\mathfrak{M}_{k}, \alpha\Re_{k})$
implies that there is corresponding point $y=y_{k,i}\in \mathrm{Y},$ $Q(\varpi\iota_{k},$ $’\Re_{k,y_{k,i})}\in \mathrm{O}(\mathfrak{M}_{k}, \mathrm{r}\Re_{k})$ , to $|f_{k-1^{\mathcal{T}}k-1}\partial_{k}\sigma^{k}|$
$\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{S}\mathfrak{h}$’ing thc $\mathrm{f}o$llowing two relations.13
(6) $St(y;*\eta \mathrm{t}_{k})\supset|f_{k-1^{\mathcal{T}}k-1}\partial_{k}\sigma^{k}|$
(7) $s_{t(f^{-1}(y);^{\mathrm{t}}\mathfrak{P}(\mathfrak{B}\iota_{k,y))\supset j^{-1}(1f_{k-1^{\mathcal{T}_{k-1}}}\partial_{k\sigma^{k}|)\supset|\tau_{k-1}\partial_{k\sigma^{k}|}}}}$
Denote by $z^{k-1}$ thc cyclc $\tau_{k-1}\partial_{k}\sigma^{k}\in Z_{k-1}^{v}(\mathfrak{B}\mathrm{t}_{k-1})$ and let $x_{1},$ $\ldots,$ $x_{\ell}$ be vertices of $K(z^{k-1})$ . Note that by
(7), there are finite $x_{1}’,$ $\ldots,x_{\ell}’\in f^{-1}(y)$ and $*P_{1},$ $\ldots,{}^{t}P_{\ell}\in*\mathfrak{P}(m_{k,y})$ such that $x_{1}’\in \mathrm{r}_{P_{1}},$ $\ldots$ , $x_{\ell}’\in {}^{t}P_{\ell}$ and
$x_{1}\in*P_{1\cdot.X\ell},.,\in P_{\ell}$ . By defining mapping $\mu$ on $V\sigma t(K(\approx^{k-1})\mathrm{x}\{0,1\})$ to $X$ as $\mu(x_{j}, 0)=x_{f}$ for each
vertex $(x:, 0)$ in the base of $K(z^{k-1})\mathrm{x}\{O, 1\}$ and $\mu(x_{j)}1)=x_{i}’$ for each vcrtex $(x_{i}, 1)$ in the top of $K(z^{k-1})\mathrm{x}$
$\{0,1\}$ . It is easy to chcck that $\mu$ is a simplicial map. Indeed, if $((a_{0},0),$ $\ldots,$ $(a:,0),$ $(a_{i}, 1),$ $\ldots,$ $(a_{m}, 1))$
is a simplcx in $K(z^{k-1})\mathrm{x}\{0,1\}$ , then $((a_{0)}0), \ldots, (a_{m}, 1))$ is a simplcx in $K(z^{k-1})$ , so that there exists
element $M_{k-1}\in \mathfrak{B}l_{k-1}$ such that $a_{0},$ $\ldots,$ $a_{m}\in M_{k-1}$ . Since $a_{i}$ is equal to some $x_{j}$ , and both $(x_{j},, 0)$
and $(x_{j},, 1)$ are in $*P_{j}$ , all vcrticcs in $(a_{0}, \ldots , a_{t}, \mu(a_{i}, 1), \ldots.\mu(a_{m}.1))$ belong to $st(M_{k-1}, \mathrm{r}\mathfrak{P}(\varpi\iota_{k,y}))$ . By
considering the fact that $9\mathfrak{n}_{k-1}\prec^{\mathrm{r}}\mathfrak{P}(\mathfrak{M}_{k,y})$ , they belong to an elcmcnt of $\mathfrak{P}(\mathfrak{B}t_{k,y})$ , so that $\mu$ maps
If $(z^{k-1})$ simplicially to $X^{v}(\mathfrak{P}(\mathfrak{M}_{k,y}))$ . Let us use $\mu$ to define $\tau_{k}(\sigma^{k})$ as follows: Set $\xi_{1}^{k}=\mu(\Phi_{k}(z^{k-1}))$ ,
where $\Phi_{k}$ is the prismatic chain homotopy defined in cquations (1).(3). By (3), wc havc $\partial_{k}(\mu\Phi_{k^{Z^{k-1}}})=$
$\mu(z^{k-1}\mathrm{x}1)-\mu(z^{k-1}\mathrm{x}0)=\mu(z^{k-1}\mathrm{x}1)-z^{k-1}$ . Since $\mu(z^{k-1}\mathrm{x}1)$ is a cycle on $X^{v}(\mathfrak{P}(\varpi\iota_{k,y}))\cap f^{-1}(y)$ ,
there is a chain $\xi_{2}^{k}$ on $X$“ $(\mathfrak{P}(\mathfrak{B}t_{k}, y))\cap f^{-1}(y)$ such that $\partial_{k}\xi_{2}^{k}=\mu(z^{k-1}\mathrm{x}1)$ . Then if we set $\tau_{k}(\sigma^{k})=\xi_{2}^{k}-\xi_{1}^{k}$ ,
we have $\partial_{k^{\mathcal{T}}k\sigma^{k}}=\approx^{k-1}=\tau_{k-1}\partial_{k-1\sigma^{k}}$ , so that $\tau_{k}$ satisfies the condition for chain map. Moreover, since
$f_{k}(\tau_{k}\sigma^{k})=f_{k}(\xi_{2}^{k}-\xi_{1}^{k})=f_{k}(\xi_{2}^{k})-f_{k}(\mu(\Phi_{k}(z^{k-1})))$ , we may also rcwrite it as $f_{k}(\xi_{2}^{k})-\hat{\mu}(\hat{\Phi}_{k}(f_{k-1^{Z^{k-1}}}))=$
$f_{k}(\xi_{2}^{k})-\hat{\mu}(\hat{\Phi}_{k}(f_{k-1^{\mathcal{T}}k-1}\partial_{k\sigma^{k}}))=f_{k}(\xi_{2}^{k})-\hat{\mu}(\hat{\Phi}_{k}(\mathrm{S}\mathrm{d}_{k-1}\partial_{k}\sigma^{k}))$, wherc 6 is thc prismatic chain homotopy on
complex $K(f_{k-1}(z^{k-1}))$ to $K(f_{k-1}(\approx^{k-1}))\mathrm{x}\{O, 1\}$ and $\hat{\mu}$ is defined on $K(f_{k-1}(z^{k-1}))$ in exactly the same
way as $\mu$ , i.e., $\hat{/l}(\int(X:), 0)=f(x_{i})$ and $\hat{\mu},(f(x.), 1)=\int(x_{i}’)=y$ . Since $Sl,(y;* \Re_{k})\supset|\int_{k-1^{\mathcal{T}_{k-1}}}\partial_{k\sigma^{k}}|,$ $\mu$ is
a simplicial map on $K(f_{k-1}(,=^{k-1}))\mathrm{x}\{0,1\}$ to $\mathrm{Y}^{v}(^{*}\Re_{k})$ . Morcovcr, $f_{k}(\tau_{k}\sigma^{\mathrm{k}})$ is clearly thc join of $y$ with
$\mathrm{S}\mathrm{d}_{k-1}\acute{\mathrm{c}};_{k}\sigma^{k}$ with $\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{m}|\mathrm{S}\mathrm{d}_{k}\sigma^{k}|\leq*\Re_{k}$ .
(Step 4) Take $\mathfrak{B}l_{1}’\backslash \prec\cdots\backslash \prec \mathfrak{M}_{n+1}’$ and $\Re_{0}’\backslash \prec\cdots\prec_{\backslash }\Re_{n+1}’$ in thc samc way as $\mathfrak{B}t_{1}\prec\backslash$ $\cdot$ .. $\backslash \prec\varpi \mathrm{t}_{n+1}$ and
$\Re_{0}\prec\backslash \cdots\prec_{\backslash }\Re_{n+1}$ except for the process to define $\Re_{k}(k\leq n)$ . Lct us define $\Re_{k}’$ as a common refinernent
of $\mathrm{O}(\mathfrak{B}\mathrm{t}_{k+1}’, \Re_{k+1}’),$ $*\Re_{k}$ , and $\mathfrak{S}$ for each $k\leq n$ . Define $\Re’$ as $\Re_{0}’$ and $\tau_{k}’(0\leq k\leq n+1)$ in cxactly
the same way as $\tau_{k}$ . We now check for each $\Re’$-cycle $z”,$ $\tau_{n}(z^{n})=\tau_{n}’(z^{n})$ . For this purpose, it is sufficient
by Lcmma 4.2 to show mapping $\theta$ to $X^{v}(\mathfrak{B}t)$ such that for each $\sigma^{k}\mathrm{x}0,$ $\theta(\sigma^{k}\mathrm{x}0)=\tau_{k}(\sigma^{k})$ , and for cach
$\sigma^{k}\mathrm{x}1,$ $\theta(\sigma^{k}\mathrm{x}1)=\tau_{k}’(\sigma^{k}),$ $(0\leq k\leq n)$ , may be extended as a chain mapping on $K(z^{n})\mathrm{x}\{0,1,I\}$ . On the
$\overline{13\mathrm{E}\mathrm{b}\mathrm{r}}$Vietoris $\mathfrak{P}$-chain $c,$ $|c|$ denotae the set of all vertices of simplexee appeared in $\mathrm{c}$ with positive coefficients.
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base and top of $K(\approx^{n})\mathrm{x}\{0,1, I\},$ $\theta$ clearly defines chain maps sincc we have $\partial_{k}(\theta_{k\sigma^{k}}\mathrm{x}0)=\partial_{k}(\tau_{k}(\sigma^{k}))=$
$\tau_{k-1}(\partial_{k\sigma^{k}})=\theta_{k-1}(\partial_{k\sigma^{k}\mathrm{X}}0)$ and $\partial_{k}(\theta_{k}\sigma^{k}\mathrm{x}1)=\partial_{k}(\tau_{k}’(\sigma^{k}))=\tau_{k-1}’(\partial_{k\sigma^{k}})=\theta_{k-1}(\partial_{k\sigma^{k}}\mathrm{x}1)$ .
Lct us consider a $0$-dimcnsional simplex $\sigma^{0}$ in $K(z^{n})$ and $\sigma^{0}\mathrm{x}I\in K(z")\mathrm{x}\{O, 1, I\}$ . By dcfinition
(in Step 3) $f_{0}\tau_{0}\sigma^{0}=f\mathrm{o}\tau_{0}’\sigma^{0}=\sigma^{0}$ and both $\tau_{0}(\sigma^{0})$ and $\tau_{0}’(\sigma^{0})$ are points in $f^{-1}(\sigma^{0})=f^{-1}(|f\mathrm{o}\tau_{0}\sigma^{0}|)=$
$f^{-1}(|f\mathrm{o}\tau_{0}’\sigma^{0}|)\supset|\tau_{0}\sigma^{0}|\cup|\tau_{0}’\sigma^{0}|$ . Then it is automatically satisfied that there cxists $y(y=\sigma^{0})$ such that
$St(y;\Re_{1})\supset|\sigma^{0}|$ and
$St(f^{-1}(y);^{\mathrm{r}}\mathfrak{P}(\mathfrak{M}_{\mathit{1}},y))\supset f^{-1}(\sigma^{0})$.
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Figure 7: $y$ and $\theta\partial(\sigma^{k}\mathrm{x}\mathit{1})$
us considcr simplicial complex $K=K(\tau(\sigma^{0})-\tau’(\sigma^{0}))$ and mapping $\omega$ : $V\sigma t(K\mathrm{x}\{0,1\})$ to $X$ such that
$\omega(a, \mathrm{O})=a$ and $\alpha$) $(a. 1)=y^{a}$ , whcre $y^{a}$ is an element of $f^{-1}(y)\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\mathfrak{h}\prime \mathrm{i}\mathrm{n}\mathrm{g}\{a, y^{a}\}\subset*P$ for $\mathrm{s}\mathrm{o}\mathrm{m}\mathrm{c}*P\in\prime \mathfrak{P}$.
Such $y^{a}$ exists since $St( \int^{-1}(y);^{\mathrm{r}}\mathfrak{P})\supset|\theta\partial(\sigma^{0}\mathrm{x}\mathit{1})|$. Then $\omega$ is a simplicial map on $K\mathrm{x}\{0,1\}$ to $X^{v}(\mathfrak{P})$ . As
before, let us dcflne $\xi_{1}^{1}$ as $\xi_{1}^{1}=\omega(\Phi(\tau_{0}\sigma^{0}-\tau_{0}’\sigma^{0}))$ , whcre $\Phi$ denotes the prismatic chain homotopy. Notc that
$\acute{c})\xi_{1}^{1}=\omega((\tau_{0}\sigma^{0}-\tau_{0}’\sigma^{0})\mathrm{x}1)-(\tau_{0}\sigma^{0}-\tau_{0}’\sigma^{0})$. Now $\omega((\tau_{0}\sigma^{0}-\tau_{0}’\sigma^{0})\mathrm{x}1)$ is a $0$-cycle (by the previous equation)
on $X^{v}(\mathfrak{P})\cap f^{-1}(y)$ , there is a 1-chain $\xi_{2}^{1}$ on $X^{v}(\mathfrak{B}\mathrm{t}_{1})\cap f^{-1}(y)$ such that $\partial\xi_{2}^{1}=\{v((\tau_{0}\sigma^{0}-\tau_{0}’\sigma^{0})\mathrm{x}1)$. Dcfine
$\theta(\sigma^{0}\mathrm{x}I)$ to be $\xi_{2}^{1}-\xi_{1}^{1}$ . Then $\theta$ satisfies the condition oi chain map $\partial\theta=\theta\partial$ for $\sigma^{0}\mathrm{x}$ $I$ for each O-dimensional
$\sigma^{0}$ . Clcarly, $f|\xi_{2}^{1}-\xi_{1}^{1}|$ is the join of $y$ and $\sigma^{0}=y$ , so that diam $f|\xi_{2}^{1}-\xi_{1}^{1}|\leq \mathfrak{R}_{1}$
Next assume that $\theta(\sigma^{m}\mathrm{x}I)$ is defined for each $m\leq k$ in such a way that $\partial\theta=\partial\theta,$ $\theta(\sigma^{m}\mathrm{x}I)\in \mathfrak{M}_{m+1}$ ,
and diam $f|\theta(\sigma^{m}\mathrm{x}I)|\leq\Re_{m+1}$ . Let $\sigma^{k}$ be a $k$-dimensional simplex of $K(\approx^{n})$ . Then $\theta(\partial(\sigma^{k}\mathrm{x}I))$ is
already defined. Since $\theta(\partial(\sigma^{k}\mathrm{x}I))=\theta((\partial\sigma^{k})\mathrm{x}I)+\theta(\sigma^{k}\mathrm{x}1)-\theta(\sigma^{k}\mathrm{x}0)$ , we have $f|\theta(\partial(\sigma^{k}\mathrm{x}I))|\subset$
$f|\theta(\partial\sigma^{k})|\cup f|\tau_{k}(\sigma^{k})|\cup f|r_{k}’\sigma^{k}|$ . By considering facts, diam $f|\tau_{k}(\sigma^{k})|\leq\Re_{k}$ and diam $f|\tau_{k}’(\sigma^{k})|\leq \mathrm{m}_{k\backslash }’\prec*\Re$,
wc havc $St(R’;\Re_{k})$ contains $f|\tau_{k}(\sigma^{k})|$ and $f|\tau_{k}’(\sigma^{k})|)$ whorc $R’$ dcnotes an element of $\Re’$ to which all
vertices of $\sigma^{k}$ belong. It is also truc by assumption that for each $(k-1)$-dimcnsional facc $\sigma^{k-1}$ of $\sigma^{k}$ ,
diam $f|\theta(\sigma^{k-1}\mathrm{x}\mathit{1})|\leq*\mathfrak{R}_{k}$, so that we have diam $\int|\theta\partial(\sigma^{k}\mathrm{x}I)|\leq\Re_{k}=\mathrm{O}(\mathfrak{B}t_{k+1}, *\Re_{k+1})$. Hence, we have




Hence, wc have $sl( \int^{-1}(y);\mathfrak{P}*(\mathfrak{B}t_{k+1y},))\supset|\theta\partial(\sigma^{k}\mathrm{x}I)|$ . (See Figure 7,) Consider again simplicial complex
$K=K(\theta \mathrm{c}9(\sigma^{k}\mathrm{x}I))$ and mapping $\omega$ : $V\sigma t(K\mathrm{x}I)$ to $X$ , we may dcfine $\theta(\sigma^{k}\mathrm{x}I)$ in exactly the same way as
before until $k=n$ in such a way that $()’\theta(\sigma^{k}\mathrm{x}I)=\mathit{0}’\partial(\sigma^{k}\mathrm{x}I),$ $\theta(\sigma^{k}\mathrm{x}I)\in\varpi\iota_{k+1}$ , and diam $f|\theta(\sigma^{k}\mathrm{x}I)|\leq$
$\mathrm{s}_{\Re_{k+1}}$ . $\blacksquare$
Vietoris-Begle Mapping Theorem
Lct $X$ and $Y$ be two compact Hausdorff spaces and $f$ : $Xarrow Y$ a continuous mapping. For each covcring
$N\in\alpha l\mathrm{w}(\mathrm{Y}),$ $\mathfrak{B}\mathrm{t}(\Re)=\{f^{-1}(N)|N\in\Re\}$ is a covering of $X$ . It is clear that $f$ maps each $\mathfrak{M}(\Re)$ -simplex to
$\Re$-simplex so that induces a simplicial mapping on X $v(\mathfrak{B}t(\Re))$ to $Y^{v}(\Re)$ and chain mapping $\{f_{q}^{\Re}\}$ . Given
$q$-dimcnsional Vietoris cycle $\gamma^{q}=\{\gamma^{q}(\mathfrak{M})|\mathfrak{M}\in \mathrm{m}(X)\}$ of $X$ , define $f_{q}(\gamma^{q})$ as the $q$-dimensional Vietoris
cycle of $Y,$ $\{f_{q}^{\mathrm{m}}(\gamma^{q}(\varpi t(\Re)))|\Re\in \mathrm{m}(Y)\}$ . The mapping of $\gamma^{q}$ to $j_{q}(\gamma^{q})$ clearly induces a homomorphism.
The next theorcm shows that $f_{q}$ indeed induces an isomorphism (Figure 8).
Figurc 8: Isomorphism under Vietoris Begle Mapping of ordcr $n$
Theorem 4.3: (Vietoris Begle Mapping Theorem II: Bcglc $1950\mathrm{a}$) Let $X$ and $Y$ be compaet Hausdorff
spaccs. If $f$ : $Xarrow \mathrm{Y}$ is a Vietoris-Bcgle mapping of order $n$ , there is an isomorphisms between $H_{q}^{v}(X)$ and
$H_{q}^{v}(Y)$ for each $q=0,1\ldots.,\mathrm{n}$ .
PROOF : Wc shall use three steps to provc thc asscrtion. In Step 1, we construct $n$-dimensional Vietoris
cycle $\{\gamma^{n}(\mathfrak{B}\mathrm{t})\}$ of $X$ from $\{z^{n}(\Re)\}$ of $Y$ . By using it, we see in Step 2, the homomorphism induccd by $f$
betwccn $H_{q}^{v}(X)$ and $H_{q}^{v}(Y)$ for each $q=0,1,$ $\ldots,n$ is onto. Thc homomorphism is seen to be one to one in
Step 3.
(Step 1) With each $\mathfrak{M}\in \mathrm{G}_{l}e(X)$ associate covering $\Re(\mathfrak{M})\in \mathrm{m}(Y)$ such that $\mathfrak{B}\mathrm{t}\backslash \prec\{f^{-1}(N)|N\in$
‘EYt(SM) $\}$ . If $\mathfrak{B}\mathrm{t}=\{j^{-1}(N)|N\in\Re\}$ for some $\Re$ , it is always assumed that $\Re(\varpi \mathrm{e})$ is equal to one of such $\Re$ .
Let $z^{n}=\{z^{n}(\Re)|\Re\in (\mathrm{m}(x)\}$ (or simply $\{z^{n}(\Re)\}$ ) be an $n$-dimcnsional Vietoris cycle of $Y$ . For each
covering $\mathfrak{B}\mathrm{t}\in \mathrm{m}(X)$ , define $\gamma^{n}(\varpi \mathrm{t})$ as $\gamma^{n}(\mathfrak{B}t)=\tau_{n}(z^{n}(\Re(Xt,\Re(\mathfrak{B}t))))$ , where $\tau=\{\tau_{\mathfrak{n}}\}$ and $\Re(\Phi l,\Re)$
are the chain mapping and thc covcring defined in Theorem 4.1.
Wc scc that $\gamma"=\{\gamma^{n}(\mathfrak{M})\}$ is an $n$-dimensional Vietoris cycle. Sincc cvcry $\gamma^{n}(\mathfrak{M})$ that is an imagc of








for each $im|’\prec\backslash \varpi t$, where $\tau’’$ is the chain mapping associatcd with $\Re$ $(\mathfrak{B}\mathrm{t} ‘ |,\Re(i\mathrm{m}^{\dagger\prime}))$ . For a whilc, de-
note $\Re(\mathfrak{B}t’’,\Re(\mathfrak{M}^{\prime \mathrm{t}}))$ by $\Re^{1}$’ and $\Re(\mathfrak{B}\mathrm{t},\Re(\varpi \mathrm{t}))$ by $\Re$ . If we omit inclusion map $h_{n}$ , we have to show
$\tau_{n}(z^{n}(\Re))\sim\tau_{n}’’(z^{n}(\Re’‘))$ .
In Step 4 of thc proof of sccond assertion in Theorem 4.1, we may chose
$\mathfrak{M}_{1\backslash }’\prec\cdots\backslash \prec \mathfrak{B}\mathrm{t}_{n+1}’$ and $\Re_{0\backslash }’\prec$ . $-\backslash \prec\Re_{n+1}’$
as common refinements not only of serieses {SM $k$ } and $\{\Re_{k}\}$ constructing $\tau$ (in Step 3) for $\mathfrak{M}$ and $\Re$ but
also of another streams {Mt‘ $(k$ } and $\{\Re’’k\}$ combined with chain map $\tau’’$ for $\mathfrak{M}|\dagger$ and $\Re$” satisfying thc samc
condition with $\mathfrak{B}t$ and $\Re$ . Since the construction of $\tau’$ is independcnt of $\tau$ and $\tau^{ll}$ , by repeating the same
argument (to construct $\theta’$ instead of $\theta$), we can scc $\tau_{n}’(z^{n})\sim\tau_{n}(z$“ $)$ and $\tau_{n}’(\approx^{n})\sim\tau_{n}’’(z^{n})$ in $C_{n}^{v}(\mathfrak{B}l)$ for all
$z^{n}\in Z_{n}^{v}(\Re’)$ .
That is, there exists common refinement $\Re^{1}$ of $\Re=\Re(\mathfrak{B}t,\Re(\mathfrak{B}t))$ and $\Re’\dagger=\Re(\mathfrak{B}\mathrm{t}^{\dagger\dagger},\Re(\varpi t"))$ together
with chain map $\tau’$ such that $\tau’(z^{n}(\Re^{\mathrm{t}}))\sim\tau(z^{n}(\Re^{\mathrm{t}}))$ and $\tau’(z^{n}(\Re^{1}))\sim\tau’’(z"(\Re^{1}))$, where $\tau$ and $\tau’’$ are
thc chain map associated respectively with ER and $\Re$“. Hcncc wc have $\tau(\approx^{n}(\Re’))\sim\tau’’(\approx^{n}(\Re’))$ . Sincc
$z^{n}$ is a Vietoris cycle, wc know $h_{n}^{\Re\Re’}(z^{n}(\Re’))\sim z^{n}(\Re)$ and $h_{n}^{\Re’\Re}(z"(\Re|))\sim z^{n}(\Re^{\mathrm{t}}$ ‘ $)$ , so that we havc
$\tau(z^{n}(\Re))\sim\tau’’(z^{n}(\Re^{\mathrm{t}\prime}))$ .
(Step 2) We scc that $f$ induces an onto mapping. Let $z^{n}$ be an $n$-dimensional Victoris cyclc of $X$ and
$\gamma^{n}=\{\tau_{n}(z^{n}(\Re(\varpi \mathrm{t},\Re(\mathfrak{M}))))\}$ the $n$-dimensional Victoris cyclc of $Y$ corresponding to $z^{n}$ . Let us verify
that $f_{q}(\gamma")\sim z$“. Givcn $\Re\in oe\sigma(Y)$ , let $\mathfrak{B}\mathrm{t}$ be thc covering $\{f^{-1}(N)|N\in\Re\}$ . Then $\gamma^{n}(\varpi \mathrm{t})=$
$\tau(z^{n}(\Re))$ , where $\Re=\Re(\mathfrak{B}t,\Re(\mathfrak{B}\mathrm{t}))$ . It follows that the $\Re$-th coordinatc of $f_{n}(\gamma^{n}),$ $f_{n}^{\mathrm{t}\mathfrak{n}}(\gamma^{n}(\Phi t))$ , is equal
to $f_{n}^{\mathrm{t}}’\tau_{n}\approx^{n}(\Re(\mathfrak{B}t,\Re(\varpi l)))$ . Note that $\Re(\mathfrak{M})$ may not equal to $\Re$ . Since $f_{n}^{m}\tau_{n}z^{n}(\Re(\varpi \mathrm{t},\Re(\alpha \mathfrak{n})))$ is an
$(\Re\Re(\mathfrak{B}\mathrm{t}))$ -barycentric subdivision of $z^{n}(\Re(\mathfrak{B}\mathrm{t},\Re(\varpi l))),$ $z^{n}(\Re)\sim \mathrm{S}\mathrm{d}" z$“ $(\Re)=f_{n}^{\mathfrak{n}}(\tau_{n}z^{n}(\Re(\mathfrak{M},\Re(\mathfrak{B}\mathrm{t}))))$
$=f_{n}^{\Re}(\gamma^{n}(\mathfrak{B}t))$ on $Y^{v}(\Re)$ (as well as on $Y^{v}(\Re(\mathfrak{B}l))$ ). Moreover, since $z^{n}$ is a Victoris cycle, we have
$z^{n}(\Re)\sim z^{n}(\Re)$ . It follows that $z^{n}(\Re)\sim f_{n}^{\Re}(\gamma^{n}(\varpi t))$ on $\mathrm{Y}^{v}(\Re)$ .
(Step 3) Let us coiifirm the mapping induced by $f$ is one to one. Since $f$ clearly induces a homomorphism,
it is sufficient to show that $f_{n}(\gamma^{n})\sim 0$ mcans $\gamma^{n}\sim 0$ for each $n$-dimensional Vietoris cycle $\gamma^{n}$ of $X$ . Given
$Xt\in \mathrm{m}(X)$ , chose $\Re=\Re(\varpi t)$ and $\Re=\Re(\mathfrak{B}l,\Re(\mathfrak{B}t))$ as before. Lct $\mathrm{U}=\{f^{-1}(R)|R\in\Re\}$ . Morcover
lct us rccall sequence $\{\mathfrak{B}t_{k}\}$ of refinements of $\mathfrak{B}l$ defined in thc proof of Theorem 4.1 and EXI a common
reflnement of $\mathrm{U}$ and all $\mathfrak{B}\mathrm{t}_{k^{\mathrm{S}}}’$ .
Since 7“ is an $n$-dimcnsional Vietoris cyclc, $\gamma^{n}(\mathfrak{B})\sim\gamma^{n}(\mathrm{U})$ on $X^{v}(\mathrm{U})$ . Then we have $f_{n}’\gamma^{n}(\infty)\sim$
$f_{n}^{\Re}\gamma"(\mathrm{u})$ on $Y^{v}(\Re)$ . But if $f_{n}(\gamma^{n})\sim 0,$ $\Re$-th coordinate of $f_{n}(\gamma^{n}),$ $f_{n}^{\Re}\gamma^{n}(\mathfrak{M}(\Re))=f_{n}^{\Re}\gamma^{n}(\mathrm{U})$ , satisfies
$f_{n}^{\mathrm{r}}\gamma^{n}(\mathrm{U})\sim 0$ on $Y^{v}(\Re)$ . Hence, we havc $f_{n}^{1}’(\gamma^{n}(\mathfrak{B}))\sim 0$ , so that $\tau_{n}(f_{n}^{n}(\gamma^{n}(\mathfrak{B})))$ $\sim 0$ , where $\tau=\{\tau_{n}\}$
is the chain map associated with $\Re=\Re(\mathfrak{M},\Re)$ . Now it is possiblc to show $\tau_{n}(\int_{n^{\mathrm{t}}}’(\gamma^{n}(\mathfrak{B})))\sim\gamma$“(SZY) on
$X^{v}(\mathfrak{B}t)$ . Indccd, let us consider $K=K(\gamma^{n}(\mathfrak{B}))$ and the product cell-complex $K\mathrm{x}\{0,1, I\}$ together with
chain map $\theta$ defined on the base and top of $K\mathrm{x}\{0,1, I\}$ to $X^{v}(\mathfrak{B}l)$ as $\theta(\sigma^{k}\mathrm{x}0)=\sigma^{k}$ and $\theta(\sigma^{k}\mathrm{x}1)=\tau_{k}f_{k}\sigma^{k}$
for cach simplex $\sigma^{k}$ of $K$ . Wc may extend $\theta$ as a chain map on $K\mathrm{x}\{0,1, I\}$ in exactly the samc way with
the process statcd in the proof of Theorcm 4.1. (In Step 4, substitute $\tau_{k}f_{k\sigma^{k}}$ for $\tau_{k}\sigma^{k}$ and $\sigma^{k}$ for $\tau_{k}’(\sigma^{k}).$ )
Then wc have $\tau"(f_{n}^{\alpha}(\gamma^{n}(\mathfrak{B})))\sim\gamma^{n}(\mathfrak{B})$ on $X^{v}(\mathfrak{B}\mathrm{t})$ , so that $\gamma^{n}(\mathfrak{B})\sim 0$ sincc $\tau_{n}f"\gamma^{n}(\infty)\sim 0$ on $X^{v}(\varpi l)$ .
Since $\gamma^{n}$ is a Victoris cycle, $\gamma^{n}(\mathfrak{B})\sim\gamma^{n}(\mathfrak{B}\mathrm{t})$ . Thus $\gamma^{n}(\varpi \mathrm{t})\sim 0$ on $X^{v}(\varpi \mathrm{t})$ , so $\gamma^{n}\sim 0$ . $\blacksquare$
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Analogue of Sperner’s Lemma
Nikaido (1959) treats a theorem which may be considered as an extension of Sperner’s lemma bascd
on Vietoris-Begle mapping theorem. Let $X$ and $Y$ be compact Hausdorff spaces. Suppose that $Y$ may be
identifled (under homeomorphism) with $n$-dimensional simplex $\langle a^{0}a^{1}\cdots a^{n}\rangle$ in Euclidean $(n+1)$-space $R^{n+1}$ .
Moreover, assume that thcrc is continuous onto function $f:Xarrow Y$ . For cach $k$-dimensional facc $a^{i_{\mathrm{O}}}\cdots a^{1_{k}}$
of $a^{0}\cdots a^{n}$ ) dcnote by $[a^{1}0\ldots a^{i_{k}}]$ thc sct of all convex combination of points of $\{a^{0}, \ldots , a^{k}\}$ . In this section,
we call $f^{-1}([a^{1_{0}}\cdots a^{:_{k}}])$ a $k$-facc of $X$ . For point $x$ of $X$ , there exists the smallcst dimensional face $a^{\dot{\mathrm{b}}}$ . . . $a^{1}‘ k$




Figurc 9: Faces and Carriers
Let us consider a covcring $\mathfrak{B}t\in \mathrm{m}(X)$ of $X$ and Vietoris $\mathfrak{B}\mathrm{t}$-complcx $X^{v}(\mathfrak{M})$ . Denote by $K(Y)$ the
simplicial complex $K(\langle a^{0}a^{1}\cdots a^{n}\rangle)$ . Suppose that there cxists a chain map $\tau=\{\tau_{q}\}$ on chains of $K(Y)$ to
chains of $X^{v}(\mathfrak{B}\mathrm{t}),$ $\tau_{q}$ : $C_{q}(K(Y))arrow C_{q}^{v}(\mathfrak{B}t)$ , satisfying thc following two conditions:
(T1) $\tau_{k}(a^{1_{0}}\cdots a^{:_{k}})\subset f^{-1}([a^{:_{0}}\cdots a^{i_{k}}])$ for any $k$-facc $a^{i_{0}}\cdots a^{:_{k}}$ of $Y$ .
(T2) $\tau_{0}(a’)$ is a single point for each vertex $a^{\iota}$ of $Y$ .
We can always construct such $\tau$ when $f$ is a Vietoris-Beglc mapping. (The same process with thc construction
of Vietoris-Begle barycentric subdivision in Theorem 4.1 may be utilized.) Operator $\tau$ may be considcred
as a generalization of the usual barycentric subdivision. If $X=Y$ and $f$ is the identity mapping, it is clear
that chain map Sd satisfies conditions (T1) and (T2).
A vertex assignment $\tau$’ is a mapping on $X=V\sigma t(X^{v}(\mathfrak{M}))$ to $\{a^{0}, a^{1}, \ldots, ‘\iota^{n}\}=V\mathrm{a}\mathrm{t}(K(Y))$ such that for
each $x\in X,$ $?l(x)$ is a vcrtex of the carrier of $f(’.r)$ . Obviously, ?’ is a simplicial mapping on $X^{v}(\mathfrak{B}t)$ to $K(Y)$ ,
so that induces a chain homomorphism which wc also denoted by $v$ or $\{v_{q}\},$ $v_{q}$ : $C_{q}^{v}J(\varpi l)arrow C_{q}\text{ }(K(Y))$ .
Given vertex assignment $v$ , we call $n$-dimensional simplex $\sigma^{n}$ in $X^{v}(\mathfrak{B}t)$ regular if $v_{n}(\sigma^{n})=(a^{0}a^{1}\cdots a")$
or $v_{n}(\sigma")=-(a^{0}a^{1}\cdots a^{n}\rangle$ . It is also convenient to define a sign $\epsilon(\sigma^{m})$ of an $m$-simplcx of X“ $(\mathfrak{B}l)$ for
each $m=0,1,$ $\ldots,n$ , as $\epsilon(\sigma^{m})=1$ if $v_{m}(\sigma^{m})=(a^{0}a^{1}\cdots a^{m}\rangle, \epsilon(\sigma^{m})=-1$ if $v_{m}(\sigma^{m})=-\langle a^{0}a^{1}\cdots a^{m}\rangle$,
and $\epsilon(\sigma^{m})=0$ otherwise. In the next lemma, we use $J$ as an index sct for all $n$-dimensional simplexes in
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$X^{v}(\varpi t)^{14}$.
Lemma 4.4: (Nikaido 1959: Sperner’s Lcmma) Let $\tau_{n}(\langle a^{0}a^{1}\cdots a^{n}\rangle)=\sum_{j\in J}\alpha_{j}\sigma_{j}^{n}$, whcrc $\tau$ denotes
the chain map defined above. Then $\sum_{j\in j}\alpha_{j}\mathrm{e}(\sigma_{j}^{n})\neq 0$ . Especially, thcre exists at lcast onc regular simplcx
for an arbitrary vertex assignment.
PROOF : Note that in the above cxpression, $\tau_{n}((a^{0}a^{1}\cdots a"\rangle)=\sum_{j\in J}\alpha_{j}\sigma_{j}^{n}$, the valuc of $\tau_{n},$ $\sum_{j\in J}\alpha_{j}\sigma_{j}^{n}$ ,
is a finite sum by definition of thc chain map, so that $\alpha_{j}=0$ except for flnitely many $j\in J$ . By condition
(T2), thc lemma is clearly true for $n=0$ . In the following we show thc lemma by using thc mathematical
induction over $n$ . Let $K$ be an index set for all $(n-1)$-dimensional simplexes in $X^{v}(\mathfrak{B}\mathrm{t})$ . We call $(n-1)-$
dimensional simplex $\sigma^{n-1}$ in $X^{v}(\mathfrak{M})$ regular if $v_{q}(\sigma^{n-1})=\langle a^{1}\cdots a^{n}$) or $v_{q}(\sigma^{n-1})\sim=-\langle a^{1}\cdots a^{n}\rangle$ . Assume
that the lemma is truc for $n-1$ , i.e., for $f$ restricted on $f^{-1}([a^{1}\cdots a^{n}])$ to $K((a^{1}\cdots a^{n}\rangle),$ $\tau$ rcstricted on
chains of $K(\langle a^{1}\cdots a^{n}\rangle)$ , and an arbitrary vertex assignmcnt $v$ on $X$ to $\{a^{1}\cdots \mathfrak{a}"\}$ ,
$\tau_{-1}"(\langle a^{1}\cdots a"\rangle)=\sum_{k\in K}\beta_{k^{(}}.(\sigma_{k}^{n-1})\neq 0$
,
where the summation is taken ovcr all $k\in K$ for the sake of notational simplicity. (There is no problem sincc




(Step 1) First, let us $\sec$ that
$\sum_{j\in J}\alpha_{j}r.(\sigma_{j}^{n})=\sum_{j\in J}\alpha_{j}\sum_{k\in K}[\langle\sigma_{k}^{n-1}\rangle : \langle\sigma_{j}"\rangle]\epsilon(\sigma_{k}^{n-1})$
,
where $[\cdot : \cdot]$ dcnotes the incidence number. Indeed, when $\sigma_{j}^{n}$ is regular, there is one and only onc rcgular
$(n-1)$-face $\sigma_{k^{-1}}$“ of $\sigma_{j}^{n}$ . Let $\langle\sigma_{k}^{n-1}\rangle=\langle u_{1}\cdots u_{n}\rangle$ . If $[\langle\sigma_{k}^{n-1}) : \langle\sigma_{j}^{n}\rangle]=1$ , then by using a certain point $\mathrm{u}_{0}\in X$ ,
wc may write $\langle\sigma_{j}^{n}\rangle=\langle u_{0}u_{1}\cdots u_{n}\rangle$ . Hcncc, $\tau/"(\sigma_{j}^{n})=\langle\tau\rangle(\mathrm{u}_{0})?)(u_{1})\cdots\tau’(u_{n})\rangle=\pm\langle a^{0}a^{1}\cdots a^{n}\rangle$ if and only if
$\tau’"-1(\sigma_{k}^{n-1})=\langle v(\prime u_{1})\cdots\tau’(v_{n})\rangle=\pm\langle a^{1}\cdots a^{n}\rangle$ . Thercforc, $(_{\wedge}(\sigma_{j}^{n})=\epsilon(\sigma_{k}^{n-1})$ . If $[\langle\sigma_{k}^{n-1}\rangle : \langle\sigma_{j}^{n}\rangle]=-1$ , thcn wc
may write ($\sigma_{j}^{n}\rangle=-(u_{0}u_{1}\cdots u_{n})$ . Hcnce, $v”(\sigma_{j}^{\mathfrak{n}})=-\langle\tau’(u_{0})v(u_{1})\cdots\tau\{(u_{n})\rangle=\pm\langle a^{0}a^{1}\cdots a"\rangle$ if and only if
$v_{n-1}(\sigma_{k}^{n-1})=(v(u_{1})\cdots v(v_{n})\rangle=\mp(a^{1}\cdots a^{n}\rangle$ . Thcreforc, $\epsilon(\sigma_{j}^{n})=-\epsilon(\sigma_{k^{-1}}")$ . In each cases, we have $\epsilon(\sigma_{j}^{n})=$
$\sum_{k\in K}[(\sigma_{k}^{n-1}\rangle : (\sigma_{j}^{n}\rangle]\epsilon(\sigma_{k}^{n-1})$ . When $\sigma_{j}$“ is not regular, we must show that $\sum_{k\in K}[(\sigma_{k}^{n-1}\rangle : \langle\sigma_{j}^{n}\rangle]\epsilon(\sigma_{k}^{n-1})=0$
evcn if $\sigma_{j}^{n}$ has regular faces. Suppose that $\sigma_{1}^{n-1}$. is a regular face of $\sigma_{j}^{n}$ and let $(\sigma_{i}^{n-1}\rangle=\langle u_{1}\cdots u_{n}\rangle$ .
Thcre is a point $u_{0}$ of $X$ such that Vat $(\sigma_{j}^{n})=\{u0, u_{1}, \ldots, \mathrm{u}_{n}\}$ . Since $\sigma_{j}$“ is not rcgular, there is an $m$
such that $v(u_{0})=v(u_{m})$ . Let $\sigma_{k^{-1}}$“ bc the facc of $\sigma_{j}^{n}$ whose vcrtices are $\{u_{0}, u_{1}, \ldots, u_{n}\}\backslash \{u_{m}\}$ . Let
$(\sigma_{k}^{n-1}\rangle=\langle w_{1}\cdots w_{n})$ . Clearly, $\sigma_{j}^{\mathfrak{n}}$ has exactly two regular faccs, $\sigma_{i}^{n-1}$ and $\sigma_{k}^{n-1}$ . Thcn, if $[(\sigma_{1}^{n-1}.) : \langle\sigma_{j}^{n}\rangle]=1$
and $[(\sigma_{k^{-1}}"\rangle : (\sigma_{j}^{n}\rangle]=\pm 1$ , we have ($\sigma_{j}^{n}\rangle=\langle u_{0}u_{1}\cdots u_{n}\rangle$ and $\langle\sigma_{j}"\rangle=\pm\langle u_{m}w_{1}\cdots w_{n}\rangle$ . Since $\langle u_{0}u_{1}\cdots u_{n}\rangle=$
$-\langle \mathrm{u}_{m}u_{1}\cdots u_{m-1}u_{0}u_{m+1}\cdots u_{n}\rangle$, we have $\langle u_{m}w_{1}\cdots w_{n}\rangle=\pm(u_{0}\mathrm{u}_{1}\cdots \mathrm{u}_{n}\rangle=\mp\langle \mathrm{u}_{m}u_{1}\cdots u_{m-1}u_{0}u_{m+1}\cdots u_{n}\rangle$,
so that $\langle\tau r(\tau n_{1})r’(w_{2})\cdots v(w_{n})\rangle=\mp\langle v(u_{1})\cdots?’(v_{m-1},)?)(u_{0})’ l(u_{m+1},)\cdots?l(u_{n})\rangle=\mp\langle \mathrm{c}’(u_{1})v(u_{2})\cdots\{)(v_{n}.)\rangle$. It
follows that $\mathrm{c}(\sigma_{k}^{n-1})=\mp\epsilon(\sigma_{\dot{\iota}}^{n-1})$. In exactly the samc way, if $[\langle\sigma^{n-1}.\rangle : \langle\sigma_{j}^{n}\rangle]=-1$ and $[\langle\sigma_{k^{-1}}"\rangle : \langle\sigma_{j}"\rangle]=\pm 1$ ,
we obtain that $\epsilon(\sigma_{k}^{n-1})=\pm c.(\sigma_{1^{-1}}.")$ . Thcrefore, we have $[\langle\sigma_{l^{-1}}") : \langle\sigma_{j}^{n}\rangle]\epsilon(\sigma_{i}^{n}" 1)+[(\sigma_{k}^{n-1}) : \langle\sigma_{j}^{n})]\epsilon(\sigma_{k}^{n-1})=0$
in all cascs, so that $\sum_{k\in K}[\langle\sigma_{k}^{n-1}\rangle : (\sigma_{j}^{n}\rangle]\epsilon(\sigma_{k}^{n-1})=0$ .
(Step 2) Next, wc see that
$\sum_{j\in J}\alpha_{j}\sum_{k\in K}[\langle\sigma_{k}^{n-1}\rangle : \langle\sigma_{j}^{n}\rangle]\epsilon(\sigma_{k}^{n-1})=\sum_{k\in K}\beta_{k}\epsilon(\sigma_{k}^{n-1})$
.
$14\mathrm{R}ae\mathrm{c}\mathrm{a}\mathrm{l}\mathrm{l}$ that we treat only flnite chains, so that in the formal summation all but a finite number of coefficients are $0$ .
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Note that since $\tau_{n}(\langle a^{0} . a^{n}\rangle)=\sum_{j\in J}\alpha_{j}\sigma_{J}^{n}$, we have
$\partial_{n}(\tau_{n}(\langle a^{0}\cdots a^{n}\rangle))=\partial_{n}(\sum_{j\in J}c\ell_{j}\sigma_{j}^{n})=\sum_{j\in J}\alpha_{\mathit{9}}\partial_{n}(\sigma_{j}^{n})=\sum_{j\in J}\alpha_{j}\sum_{k\in K}[\langle\sigma_{k}^{n-1}\rangle : \langle\sigma_{j}^{n}\rangle]\sigma_{k}^{n-1}$
.
Moreover, since $\partial\tau=\tau\partial$, we also have
$\partial_{n}(\tau_{n}(\langle a^{0}\cdots a^{n}\rangle))=\tau_{n-1}\partial_{n}(\langle a^{0}\cdots a"\rangle)=\sum_{i=0}^{n}(-1)^{:}\tau_{n-1}(\langle a^{0}\cdots\hat{a}^{*}. \ldots a^{n}\rangle)$,
where the circumflcx accent denotes the omission of vertcx $a$ . It follows that
$\sum_{j\in J}\alpha_{j}\sum_{k\in K}[\langle\sigma_{k}^{n-1}\rangle : \langle\sigma_{j}^{n}\rangle]\sigma_{k^{-1}}"=\sum_{i=0}^{n}(-1)^{i}\tau_{\mathfrak{n}-1}(\langle a^{0}\cdots\hat{a}^{i}\cdots a^{n}\rangle)$ .
Sincc $\tau_{n-1}$ $(\langle a^{0}. . \hat{a}^{i}\cdots a"\rangle)\subset f^{-1}([a^{0}, \cdots,\hat{a}^{\dot{*}})\ldots,$ $\mathit{0}^{n}])$ (Condition (T1)), by considering the fact that each
$\sigma_{k}^{n-1}$ appearing in the formal summation $\tau_{n-1}(\langle a^{0}\cdots\hat{a}^{i}\cdots a^{n}\rangle)$ except for $i=0$ cannot bc rcgular, the
cocfficient of each rcgular $\sigma_{k}^{n-1}(k\in K)$ must cqual to its coefficient in $\tau_{n-1}(\langle a^{1}\cdots a^{n}\rangle)$ , so that wc must
have
$\sum_{j\in J}\alpha_{j}[(\sigma_{k}^{n-1}\rangle : (\sigma_{j}^{n}\rangle]=\beta_{k}$
for each regular $\sigma_{k}^{n-1}(k\in K)$ . Since $\epsilon(\sigma_{k}^{n-1})=0$ for cach $\sigma_{k^{-1}}$“ that is not regular, we havc




By combining Lemma 4.4 with Vietoris-Beglc mapping theorem, we obtain the following coincidence
theorem. Though the result may be considcrcd as a spccial casc of Eilenberg-Montgomery-Bcglc’s fixed
point theorem, we provc it directly and use to show a simple version of Eilenberg-Montgomcry’s theorem.
Theorem 5.1: (Nikaido 1959) Let $X$ be a compact Hausdorff space and $Y$ a sct homeomorphic to
finite-dimcnsional simplex $a^{0}a^{1}\cdots a^{n}$ . Suppose that there are two continuous mappings $f$ and $\theta$ on $X$ to $Y$ ,
one of which, say $f$ , is a Vietoris mapping. Then there is a point $x,$ $\in X$ such that $f(x)=\theta(x)$ .
PROOF : Let us identify $Y$ with $[a^{0}a^{1}\cdots a^{n}]$ . Then every point $y\in Y$ may be uniquely represented as
$y= \sum_{i=0}^{n}y_{i}a^{1}$ , whcrc $y_{i}\geq 0$ for all $i$ , and $\sum_{i=0}^{n}y_{i}=1$ . In the same way, we may represent $f(x)$ and $\theta(x)$
as $(j_{0}(x), \ldots, f_{n}(x))$ and $(\theta_{0}(x), \ldots , \theta_{n}(x))$ , respectively. Denote by $F_{1}’$ the set $\{x\in X|f_{i}(x..)\geq\theta_{i}(x)\}$ . It is
easy to check that for each $k$-face $a^{i_{0}}\cdots a^{i_{k}}$, of $Y,$ $f^{-1}([a^{i_{0}} \cdots a^{i_{k}}])\subset\bigcup_{j=0}^{k}F_{1i}$ . Then we may define vcrtcx
assignment $\tau$ ; as $v(x)=a^{:}$ for a vertex $a^{i}$ of the carrier of $x$ such that $?$ ) $(x)\in F_{i}$ . Sincc for Vietoris mapping
we may construct chain map $\tau$ in Lemma 4.4, we may obtain rcgular $n$-simplex $\sigma^{n}$ in $X^{v}\mathfrak{B}\mathrm{t}$ . Thereforc,
there is at least one $M\in \mathfrak{B}l$ such that $M\cap F_{1}\neq\emptyset$ for all $i=0\ldots.,n$ . Now, assume that $\bigcap_{1=0}^{n}.F_{1}=\emptyset$ . Then
the family $\{F_{i^{C}}=X\backslash F_{i}|i=\mathit{0}, \ldots, n\}$ may be considered as a covering of $X$ . If we apply the samc argument
for $\mathfrak{B}t$ to $\{F_{i}^{c}=X\backslash F_{1}|i=0, \ldots, n\}$ , we obtain an element of $\{F_{\mathrm{t}}^{\mathrm{c}}=X\backslash F_{\mathrm{t}}|i=0, \ldots, n\}$ that intersects
with all $F_{\mathrm{t}\mathrm{S}}’$ , which is impossible since $F_{1}^{c}\cap F_{1}=\emptyset$ for all $i$ . Hence, wc have $\bigcap_{\dot{\mathrm{s}}=0}" F_{1}\neq\emptyset$. Now, it is easy to
check that any element $x \in\bigcap_{i=0}^{n}F_{i}$ satisfies $f(x)=\theta(x)$ . $\blacksquare$
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By using Theorem 5.1, we can easily obtain the following simple version of Eilenberg-Montgomery fixed
point theorem.
Theorem 5.2: (Eilenberg-Montgomery Fixed Point Theorem: Finite Dimensional) Let $Y$ be a sct
homcomorphic to flnite-dimensional simplcx $a^{0}a^{1}\cdots a^{n}$ . If $\varphi$ : $Yarrow Y$ is an acyclic valucd correspondence
having closcd graph, then $\varphi$ has a fixed point.
PROOF: Let $X$ be the graph of $\varphi,$ $G_{\varphi}\subset Y\mathrm{x}$ Y. Since $\varphi$ has closed graph, $G_{\varphi}$ is a compact Hausdorff
space. Consider two projections $f$ : $X=G_{\varphi}\ni(x, y)\mapsto x\in Y$ and $\theta$ : $X=G_{\varphi}\ni(x., y)rightarrow y\in \mathrm{Y}$ . Since $\varphi$ is
acyclic valued, $f$ is a Vietoris mapping. Therefore, by Theorem 5.1, there is a point $x^{*}\in X=G_{\varphi}\subset Y\mathrm{x}Y$
such that $f(x^{*})=\theta(x^{*})$ . This means, however, the first coordinate and the second coordinate of $x$ ’ arc
idcntical, $\mathrm{i}.\mathrm{c}.,$ $x^{*}$ may bc rcprescntcd as $(x, x)$ . Hcncc, we havc $(x, x)\in G_{\varphi}$ , so that $x\in\varphi(x)$ . $\blacksquare$
Of course, the above theorem includes Brouwer’s fixed point theorem.
6 Lefschetz’s Fixed Point Theorem and It’s Extensions
In this section we treat compact Hausdorff lc spacc $X$ . Thc homology groups of $\lambda$ are isomorphic to
the corresponding groups of a finite complex (Theorem 3.4), and classical results of Lefschctz (1937) and
Eilenberg and Montgomery (1946) may be shown to be cxtcndcd (Bcglc, 1950) in such cases.
Lefschetz number of continuous mapping $f$ : $Xarrow X$ is thc summation of tracc of homomorphisms,
tracc $(f_{\mathrm{i}}):H_{i}"(X)arrow H_{i}^{v}(X)$ ,
(8) $\sum_{:-0}^{\infty}(-1)^{:}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{c}(f_{i})$
which is wcll deflned since all $H_{i}^{v}(X)$ are finite dimensional and $H_{i}^{v}(X)=0$ for all $i$ sufficiently large.
Intuitively, for every dimension $i$ , the basis of $C^{v}.(\mathfrak{B}t)’ \mathrm{s}$ (hcncc, of $H_{i}^{v}(\mathfrak{M})$ ) $\mathrm{s})$ arc given by i-dimensional
simplexes in $X^{v}(\mathfrak{B}l)$ , so that if $f$ maps all points in a certain simplex completely to othcr simplexes, the
trace of linear mapping $f_{1}$ should necessarily be $0$ (Figure 10). Thc Lcfschctz’s fixed point theorem is
Figure 10: Lcfschctz Numbcr $0$
nothing but a rcstatcment of this intuitive observation, i.e., if thcrc is no fixcd point, the trace of all such
linear functions should be equal to $0$ .
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The purposc of this scction is to relate this profound algebraic features of fixed point arguments with our
fixed point theorems and methods for the general Kakutani typc mappings.
Convex Structures and Mappings of the Browder Type
Before we relate Kakutani typc mappings with arguments for Lefschetz’s fixcd point theorcm, wc see how
methods for Browder type mappings may be rccaptured through the framework of \v{C}ech type homology
thcory.
Lct $E$ be a Hausdorff space on which a convex strucrure, (a concept of combination among flnite points
with rcal coefficients), is defined, and let $X$ be a non-empty compact subset which may not necessarily
convex. We say that mapping $\varphi$ : $Xarrow 2^{X}$ is of class $g$ if $\varphi$ has a flxed point hcc convex extension having
local intersection property on $X\backslash Fix(\varphi)$ . Figure 11 represents a typical situation for mapping $\varphi:Xarrow 2^{X}$
Figure 11: Mapping of class $g$
of typc $\ovalbox{\tt\small REJECT}$, whcre $x$ and $x’$ arc not in Fix $(\varphi)$ . If $X$ is convex, then a class $\ovalbox{\tt\small REJECT}$ mapping is nothing but a
mapping of the Browder type.
The local intersection property on $X\backslash F\dot{\mathrm{r}}(\varphi)$ for a convex extension of mapping $\varphi$ of class 9 enable
us to replace the relation among open coverings of $X\backslash F\dot{\varpi}(\varphi)$ with convex combination of points. Sec
Figure 12, where $y$ and $y’$ are points in convex cxtcnsions of $\varphi(x)$ and $\varphi(x$ ‘ $)$ , respectively, satisfying the local
intersection property near $x$ and $x’$ . If neighbourhoods of $x$ and $x’$ havc an intcrsection point in $X\backslash F\dot{u}(\varphi)$ ,
thcn the convex conbination of $y$ and $y’$ bclongs to $X$ since there is a point $z\in X\backslash F\dot{n}(\varphi)$ such that both
$y$ and $y’$ belong to a convex extension of $\varphi(z)$ .
For mapping $\varphi$ such that $F|x(\varphi)=\emptyset$, then, such neighbourhoods form a covcring of $X$ and convex
combination of points $(y, y’)\mathrm{c}\mathrm{t}\mathrm{c}.,)$ constructs a complex which may bc considcred as an approximation of
$X$ (See Figure 13). Clearly, thc complex may also be characterized as the nervcs of the covering formed by
neighbourhoods of $x,$ $x’$ , etc. Note that the partition of unity for thc covering formed by neighbourhoods of
points, $x.x’,$ $\ldots$ , say $\alpha$ : $Xarrow[0,1],$ $\alpha’$ : $Xarrow[0.1],$ $\ldots$ , gives a continuous mapping on $X$ to the complcx,
say $K$ , formed by points $y,y’,$ $\ldots$ , as
$f^{\varphi}$ : $X\ni xrightarrow\alpha(x)+\alpha’(x)+\cdots\in|K|$ .
Thc continuous mapping restrictcd on $|K|$ to itself, however, never has a fixed point since by the property of
class $\ovalbox{\tt\small REJECT}$ mapping $\varphi,$ $x\in U(x),$ $x^{*}\in U(x’),$ $\ldots$ , (neighbourhoods of $x,$ $x’,$ $\ldots$ , rcsp.), mcans $y,$ $y’,$ $\ldots$ , belong
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$\mathrm{X}\backslash \mathcal{F}_{\grave{l}\mathrm{X}}(\varphi)$
Figure 12: Intersections and Convcx Combinations
$.!_{\backslash ^{i\nearrow}}^{1}/^{\bullet\#}..-_{\mathit{1}}$
Figurc 13: Rcalization of \v{C}ech Complex
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to the fixed point frcc convex extension of $\varphi(x^{*})$ , so that $x^{*}$ cannot bc any convcx combination among points
$y,$ $y’,$ $\ldots$ . As we can scc below, for such $\mathrm{c}o$ntinuous mapping $\int^{\varphi}$ , the $\mathrm{L}\mathrm{c}\mathrm{f}\mathrm{i};\mathrm{c}\mathrm{h}\mathrm{c}\mathrm{t}\mathrm{z}’ \mathrm{s}$fixed point arguments may be
applicable, hence, for mapping $\varphi$ of class scmathB, thc trace of homology mapping $f_{q}^{\varphi}$ : $H_{q}^{v}(|K|)arrow H_{q}^{v}(|K|)$
for each $q=0,1,2,$ $\ldots$ , of $f^{\varphi}$ , (say, a certain kind of lincar approximation of $\varphi$), is $0$ for sufficiently fine $K$
as long as $\varphi$ has no fixed point.
Convex Structures and Mappings of Class X
In the last part of Chaptcr 2 in Urai (2005), the author treated a widc class of mappings, the Kakutani
type, to which we have seen that (1) thc flxcd point property holds, and (2) a dircctional structure on which
the dual spacc rcprcsentation of $\varphi$ has local intcrsection propcrty as long as $\varphi$ has no fixed points may be
definable.
Assume that on space $X$ thcrc is a convex structure $(D_{X}, h_{X}, \{f_{A}|A\in \mathscr{F}(X)\})$ . We say that a mapping,
$\varphi$ : $Xarrow 2^{X}\backslash \{\emptyset\}$ , is of dass JY if for cach $x\in X$ , there is a closed convcx sct $K_{x}$ such that (1) $(x\not\in$
$\varphi(x))\Rightarrow(x\not\in K_{x})$ , and (2) thcrc is an open neighborhood U. of $x$ satisfying that $\forall z\in U_{x},$ $\varphi(z)\subset K_{x}.15$
Note that for mapping $\varphi$ of class $\chi$, cach ncighborhood $U_{x}$ of $x$ may bc choscn arbitrarily small. Of coursc,
class Xmapping is nothing but thc Kakutani type mappings sincc for cach mapping of thc Kakutani typc,
for all $x\in Fix(\varphi)$ , wc may set $K_{x}$ as $K_{x}=X$ .
For mapping $\varphi$ : $Xarrow X$ of class $.\chi$, lct us define the Lefschetz number of $\varphi$ in a generalized scnsc. Sincc
$X$ is compact and Hausdorff, for cach mapping $\varphi$ : $Xarrow 2^{X}$ of class $X’$, thcre is at least onc covering
$\mathfrak{B}\mathrm{t}=\{M_{1}, \ldots, M_{m}\}$ of $X$ such that for cach $i=1,$ $\ldots,$ ), there is a convcx set $K_{i}$ satisfying that $(z\in$
$M_{i})\Rightarrow\varphi(z)\subseteq K_{t}$ . As statcd abovc, $\mathfrak{B}t$ may bc choscn arbitrarily small, so that wc may supposc that
$\mathfrak{B}\mathrm{t}\backslash \prec*\Re_{0}$ , whcrc $\Re_{0}\in \mathrm{m}(X)$ is thc covering for lc spacc $X$ stated in Theorem 3.4, (a). It is known
that thc ncrvc of any covering EVt $\backslash \prec’\varpi\iota\prec_{\backslash }^{\mathrm{c}}\Re_{0}$ gives thc finite dimensional (ordinary simplicial) homology
group which is isomorphic to $H_{n}^{v}(X)$ for any dimension $n$ . Thc isomorphism is induccd by thc compositc
of mappings, $\varphi_{\Re_{0}n}^{b}$ : $C_{n}^{c}(^{*}\mathfrak{R}_{0})arrow C_{n}^{v}(\Re_{0})$ , thc projcction $p_{n}^{\mathfrak{R}_{09}}’,$${}^{\mathrm{t}}\zeta^{b},$, : $C_{n}^{v}(^{*}\mathfrak{M})arrow C_{n}^{c}(\mathfrak{M})$ , and the inclusion
$h_{n^{\Phi\prime\Re}}$ to deflne the mapping between cyclcs as $\theta_{n}(z)=\varphi_{n}^{b}\circ p_{n}\circ\zeta_{n}^{b}\mathrm{o}h_{n}(z(\Re))$ . (Seo thc proof of lcmma 2
in Begle $(1950\mathrm{b}).)$
Let Ert $=\{N_{1}, \ldots, N"\}$ bc $*\mathfrak{B}\mathrm{t}$ . Take $a_{1}\in N_{1}\ldots.,$ $a_{n}\in N_{n}$ and $b_{1}\in\varphi(a_{1}),$ $\ldots,$ $b_{n}\in\varphi(a_{n})$ arbitrarily
and dcnotc by $A$ and $B$ respectively thc set $\{a_{1}, \ldots, a"\}$ and $\{b_{1}, \ldots . b_{n}\}$ . Denote by $K(A)$ the complex
with vertices in $A$ such that $a_{i_{0}} \cdots a_{i_{\ell}}\in K(A)\mathrm{i}\mathrm{I}\mathrm{r}\bigcap_{j=1}^{l}N_{\mathrm{a}_{j}}\neq\emptyset$ . Clcarly, $K(A)$ is isomorphic to thc nerve
of covcring $9\mathrm{t}$ , so that for an arbitrarily small $\mathrm{r}\mathrm{t}^{\backslash }.\mathrm{f}\mathrm{i}\mathrm{n}(’\ln\epsilon^{\tau},\mathrm{r}\mathrm{l}\mathrm{t}\mathfrak{P}$of ‘EVZ, thcre cxists homomorphism $\theta_{n}$ betwcen
cycles dcflning isomorphism bctwccn homology groups,
(9) $\theta_{n}:7_{n}^{v}J(X)arrow 7_{J}(nK(A))$
for any dimension $n$ , where $Z^{v}"(X)$ dcnotcs thc sct of all $n$-dimensional Victoris cyclcs on $X$ and $\theta_{n}(\approx)=$
$\varphi_{n}^{b}\circ p_{n}\circ\zeta_{n}^{b}\circ h_{n}^{\Re\eta}.(z(\mathfrak{P}))$.
Sinee or is a star refinement of $\mathfrak{M}$ , thc complcx, $K(A)$ , may bc considered as a subcomplex of $X^{v}(\mathfrak{M})$ .
Deflne an abstract complex, $K(B))$ with the set of vertices, $B$ , as $b_{0}.\ldots b_{i_{\ell}}\in K(B)\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{c}\mathrm{o}\{b_{t_{\mathrm{j}}}:.j=0, \ldots, \ell\}\subset$
X. Thcn, wc may obtain a simplicial mapping $\tau$ : $K(.4)arrow K(B)$ such that $\tau(a_{i})=|)i$ for each $i=1,$ $\ldots,$ $n$ .
Moreover, under convex structure on $X$ , by taking $B’\supset B$ sufficicntly large, thc rcstriction of $f_{B’}$ on
$K(B)$ , wc may obtain a continuous mapping $r$ on standard rcalization of $K(B)$ into $X$ . Hcncc, we havc
homomorphism $r_{n}\mathrm{o}\tau_{n}0\theta_{1}$, : $H_{n}^{v}(X)arrow H_{n}^{v}(X)$ whosc tracc is wcll $\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\iota \mathrm{l}\mathrm{e}\mathrm{d}$ for each dimcnsion $r\iota$ . Notc that
16Since K. is closed, we may suppose $U_{x}\cap K_{x}=\emptyset$ without loss of generality as long $\mathrm{a}\epsilon x\not\in K_{x}$ .
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these mappings depend on how wc chose $\mathfrak{B}l,$ $\mathfrak{P},$ $A,$ $B$ . For mapping $\varphi$ of class $\chi$, define Lcfschctz number
$\Lambda(\varphi)$ as thc minimum of natural numbcrs givcn by such traces as,
(10) $\Lambda(\varphi)=\min_{\varpi,\varphi,A,B}\sum_{:=0}^{\infty}(-1)^{i}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}(r_{\mathrm{i}}\mathrm{o}\tau_{1}\circ\theta_{\mathfrak{i}})$ .
Wc can verip that this number also charactcrize thc existence of fixed points in exactly the same way as
the ordinary Lefschetz number even for the wide class of mappings, ,Z7: All we havc to show is that if $\varphi$ of
class $\chi$ has no fixed point, thcre is at lcast onc sct of $\mathfrak{M},$ $A$ , and $B$ undcr which $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}(r_{i}\circ\tau_{1}0\theta_{\mathrm{t}})=0$ for
any dimcnsion $i$ . It would bc a routine task, howcvcr, if we rccognizc thc dcfinition of $\theta_{n}$ (i.e., all we have
to consider is $\mathfrak{P}$-simplexes which may.be taken as small as possible.)
Acyclic Valued Directional Structures and Mappings of Class 9
Arguments in the previous subscction for a gcncralization of Lefschctz’s fixed point theorem may also be
applicable to cases such that each $K_{x}$ characterizing the mapping of class JY is not convex but acyclic.
Lct $X$ be a compact Hausdorff lc space. Wc say that a mapping, $\varphi:Xarrow 2^{X}\backslash \{\emptyset\}$ , is of dass 9 if for each
$x\in X$ , there exists closed acyclic set $K_{x}$ such that (1) $(x\not\in\varphi(x))\Rightarrow(x\not\in K_{x}))$ and (2) there is an opcn
neighborhood $U_{x}$ of $x$ satisfying that $\forall z\in U_{x},$ $\varphi(z)\subset K_{x}$ . As before, since $K_{x}$ is closed, wc may suppose
$U_{x}\cap K_{x}=\emptyset$ without loss of gencrality as long as $x\not\in K_{x}$ . Notc also that for mapping $\varphi$ of class Jlf cach
neighborhood $U_{x}$ of $x$ may be chosen arbitrarily small. In standard cascs, non-cmpty convex sets are acyclic,
so that thc discussion for class 9 mapping bclow may also be considered as a gencralization of thc previous
argument for class JY mappings (Figure 14).
Figure 14: Mappings of Class .Yand 9
Since $X$ is compact and Hausdorff, for mapping $\varphi$ : $Xarrow 2^{X}$ of class 9, thcrc is at least one covering
$\varpi\iota=\{M_{1)}\ldots, M_{m}\}$ of $X$ such that for each $i=1,$ $\ldots,$ $\iota?\iota$ , thcre exists acyclic sct $K_{t}$ satisfying that
$(z\in M_{i})\Rightarrow(\varphi(z)\subset K_{i})$ , Since $\mathfrak{M}$ may be chosen arbitrarily small, we may suppose that Mt $\backslash \prec\Re_{0}$ , where
$\Re_{0}\in \mathrm{m}(X)$ is the covering for lc space $X$ statcd in Theorem 3.4 (a) as before. Thc ncrve of any covering
$\Re\backslash \prec$ on $\backslash \prec\Re_{0}$ providcs finite dimcnsional simplicial homology group which is isomorphic to $FI_{n}^{v}(X)$ for each
dimension $n$ . The isomorphism is induced by composite of mappings, $\varphi_{\varpi n}^{b}$ : $C_{n}^{c}\text{ }(^{\ell}\mathfrak{B}t)arrow(_{\text{ }^{}\backslash v}n(\mathfrak{M})$ , projection
$p_{n}^{\varpi\varpi\iota},$ $\zeta_{\mathrm{n}\mathfrak{n}}^{b}$. : $G^{v},(^{\alpha}n\varpi t)arrow C_{n}^{c}(^{\iota}\varpi l)$ , and inclusion $h_{n}\mathrm{n}\mathfrak{n}\Re$ as $\theta_{n}(z)=\varphi_{n}^{b}\circ p_{n}\circ\zeta_{n}^{b}\circ f\iota_{n}(z(\Re))$ .
Let $k$ be the dimension of the nerve of $\Re$ . We shall define a sequence of refinements of $\Re$
(11) $\varpi\iota_{0\backslash 1\backslash \backslash k-1\backslash k\backslash k+1\backslash \backslash \backslash \backslash \backslash }\prec Xt\prec\cdots\prec \mathfrak{B}t\prec \mathfrak{M}\prec \mathfrak{B}t\prec\Re\prec\varpi[] \mathrm{t}\prec\varpi*t\prec \mathfrak{B}t\prec \mathfrak{R}_{0}$
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as follows: Let $\mathfrak{M}_{k+1}=\Re$ . For $\ell$ such that $0\leq\ell\leq k$ , define $\mathfrak{B}t_{\ell}$ as a reflnement of $\mathrm{r}_{\mathfrak{M}_{\ell+1}}$ such that
for cach compact acyclic $K_{i}\in\{K_{1}, \ldots, K_{m}\}$ , any $\ell$-dimensional Victoris $\mathfrak{B}\mathrm{t}_{\ell}$-cycle of $K_{i}$ bounds a chain
in $\mathfrak{B}t_{\ell+1}$ of $R_{i}’$ . (This is always possible by Theorem 3.2.) Notc that for cach pair of $\mathfrak{B}\mathrm{t}_{\ell}$ and $\mathfrak{B}\mathrm{t}_{\ell+1}$ and
dimension $n$ , homomorphism $\theta_{n}^{\ell+1\ell}=\varphi^{b}"\circ p_{n}\circ\zeta^{b}"\circ fi_{n}$, between $C_{n}^{v}(\mathfrak{B}\mathrm{t}_{t+1})$ and $C_{n}^{v}(9n_{\ell})$ which induces the
isomorphism among homology groups exists.
Let us deflne a chain homomorphism $\tau=\{\tau_{q}\}$ on the $k$-skeleton of $X^{v}(\mathfrak{M}_{0})$ to $X^{v}(\Re)$ . At first, denotc by
$L=\{L_{0}, L_{1}, \ldots, I_{\epsilon},\}$ the cover $*\varpi \mathfrak{r}$ . By definition of $\varphi_{\mathrm{r}}^{b}"’\varphi_{\mathfrak{B}ln}^{b}(I_{J}.)=x_{L:}\in T_{J:}$ and thcre exists an $M_{j}\in \mathfrak{M}$
such that $St(L_{1;}L)\subset hf_{j}$ . Define $a_{i}$ as $a_{\mathrm{t}}=x_{L_{*}}$. and $K_{a:}$ as the corresponding $K_{j}$ for cach $i=\mathit{0},$ $\ldots,$ $s$ .
Then we have for each $x\in L_{\mathrm{i},\varphi}(x)\subset K_{a_{\ell}}$ for all $i$ . With respect to $a_{i}$ , fix a point $b_{:}\in\varphi(a_{i})\subset K_{a;}$ for each
$i$ .
For $0$-dimcnsional simplex $\sigma^{0}=\langle x^{0}$ ) of $X^{v}(\mathfrak{B}\mathrm{t}_{0})$ , the imagc $\theta_{0}0\theta_{0}^{n+1}"\circ\cdots 0\theta_{0}^{10}(x^{0})$ is by definition onc
of $\mathrm{p}o$ints $a_{0},$ $\ldots$ , $a_{s}$ , say $a:$ . Define $\tau_{0}(\sigma^{0})$ as $\tau_{0}(\sigma^{0})=b_{l}$, and cxtcnd it linearly on $C_{0}^{v}(\mathfrak{M}_{0}\rangle$ to $C_{0}^{v}(\mathfrak{B}\mathrm{t}_{0})\subset$
$C_{0}^{v}(\mathfrak{B}t)$ .
Next, for 1-dimensional simplex $\sigma^{1}=\langle x^{0}.x^{1}$ ) of $X^{v}(\mathfrak{M}_{0}))$ we may write $\tau_{0}\partial’(\sigma^{1})=\tau_{0}(x^{0}-x^{1})$ as $b_{i}-b_{\mathrm{j}}$ ,
whcre $b_{:}=\tau_{0}(x^{0})$ and $b_{j}=\tau_{0}(x^{1})$ . Of course, $b_{:}-b_{j}$ may also be considercd as an $im_{0}$-cycle (in the rcduced
sense).16 Hence, by deflnition of $Xt_{0}$ rclativc to $\mathfrak{M}_{1}$ , we have a $\mathfrak{B}t_{1}$ -chain ‘ 1 such that $\acute{(}$) $(c^{1})=b_{1}-b_{j}$
Figure 15: Class 9 mapping and $i\mathrm{m}_{1}$ -chain
(Figure 15). Define $\tau_{1}(\sigma^{1})$ as $\tau_{1}(\sigma^{1})=Ci^{1}$ and extend it linearly on $\mathrm{C}_{1}^{v}\lrcorner(\mathfrak{B}l_{0})$ to $C_{1}^{v}(\mathfrak{B}l_{1})\subset C_{1}^{v}(\mathfrak{B}t)$ . Clearly,
$c‘)\tau_{1}=\tau_{0}\acute{\mathrm{c}}$’ holds.
Now, assume that for all dimension $q<\ell,$ $(2\leq\ell\leq k),$ $\tau_{q}$ is dcfiucd on $C_{q}^{v}\text{ }(\varpi t_{0})$ to $C_{q}^{v}(\varpi \mathrm{t}_{q})\subset C_{q}^{v}(\mathfrak{B}t)$
and $\partial\tau_{\mathrm{Q}}=\tau_{q-1}\partial/$ holds. Then for $\ell$-dimcnsional simplcx $\sigma^{\ell}$ of $X^{v}(X\mathrm{t}_{0})$ , chain $c=\tau\ell-\iota^{l}\theta(\sigma^{\ell})$ is well defined.
Since a$(c)=\partial\tau_{\ell-1}\partial’(\sigma^{p})=\tau_{\ell-2}\partial\prime\prime\partial(\sigma^{\ell})=0,$ $c$ is indeed $\mathfrak{M}_{\ell-1}$ -cyclc. Hcncc, by definition of $\mathfrak{M}_{\ell-1}$ rclative
to $\mathfrak{B}t_{\ell}$ , we have a $\varpi\iota_{p}$-chain $c^{\ell}$ such that $\partial(c^{\ell})=c$ . Define $\tau\ell(\sigma^{\ell})$ as $\tau\ell(\sigma^{\ell})=c^{\ell}$ and extend it linearly on
$C_{\ell}^{v}(\mathfrak{M}_{0})$ to $C_{\ell}^{v}(\mathfrak{M}_{\ell})\subset C_{1}^{v}(\mathfrak{B}\mathrm{t})$ . Clearly, $\partial\tau p=\tau_{\ell-1}\partial$’ holds.
Hence, by induction, we have successfully obtained the chain map $\tau=\{\tau_{q}\}$ on thc $k$-skcleton of $X^{v}(\mathfrak{B}t_{0})$
to $X^{v}(\mathfrak{B}l_{k+1})=X^{v}(\Re)\subset X^{v}(\mathfrak{B}t)$ , i.e., we have
(12) $\tau_{q}$ : $C_{q}^{v}(\mathfrak{M}_{0})arrow C_{q}^{v}(\Re)\subset C_{q}^{v}(9\mathfrak{n})$
$\overline{16\mathrm{E}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{y}}$point of $X$ may be considered asa $0$-dimensional $\varpi[]_{0}$ -simplex. Note also that in Theorem 3.2, $0- \mathrm{d}\mathrm{i}\mathrm{I}\mathrm{n}\mathrm{e}\mathrm{n}\epsilon \mathrm{i}\mathrm{o}\mathrm{n}\mathrm{a}\mathrm{l}$ cycles
should be taken in the reduced sense.
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for all $q=0,1,$ $\ldots,$ $k$ . The homology groups of $X^{v}(\mathfrak{M}_{0})$ and $X^{v}(\Re)$ arc isomorphic undcr thc isomorphism
induced by $\theta^{n+1n_{\circ}}\cdots\circ\theta^{10}$ . Since both of them are isomorphic to the corresponding group of a finite complex,
tracc $(\tau_{q})$ is wcll defined for all $q$ and $\sum_{i\Rightarrow 0}^{\infty}(-1)^{i}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}(\tau_{i})$ is flnite. Though deflnition of $\tau$ depcnds on $i\mathrm{m}$ ,
$\Re$ , and, cspecially, set $A$ of all $a_{i}’ \mathrm{s}$ and $B$ of all $|y_{\mathrm{t}}’ \mathrm{S}$ , wc may defino as before the minimum of such values,
(13) A $( \varphi)=\min_{\mathrm{m},\mathrm{m},A,B}\sum_{i=0}^{\infty}(-1)^{i}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}(\tau_{i})$
as an extended Lefschetz number for mapping $\varphi$ of class 9. By considcring the definition of $\theta_{n}^{\ell+1\ell}’ \mathrm{s}$ , wc
obtain thc following cxtcnsion of Lefschctz’s fixed point theorem.
Theorem 6.1: (Extcnsion of Lcfschctz’s Fixcd Point Theorem) Let $X$ be a compact Hausdorff lc spacc.
Mapping $\varphi$ of class 9 has a fixed point if $\Lambda(\varphi)\neq 0$ .
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