Abstract We consider traveling fronts to the nonlocal bistable equation
Introduction
We would consider the following nonlocal analogue of bistable reactiondiffusion equations:
(1.1) u t = µ * u − u + f (u).
Here, µ is a Borel-measure on R with µ(R) = 1 and the convolution is defined by (µ * u)(x) = y∈R u(x − y)dµ(y)
for a bounded and Borel-measurable function u on R. The nonlinearity f is a Lipschitz continuous function on R and satisfies f (0) = f (α) = f (1) = 0, f < 0 in (0, α) and f > 0 in (α, 1) for some constant α ∈ (0, 1). Then, G(u) := µ * u − u + f (u) is a map from the Banach space L ∞ (R) into L ∞ (R) and it is Lipschitz continuous. (We note that u(x − y) is a Borel-measurable function on R 2 , and u L ∞ (R) = 0 implies µ * u L 1 (R) ≤ y∈R ( x∈R |u(x − y)|dx)dµ(y)=0.) So, because the standard theory of ordinary differential equations works, we have well-posedness of the equation (1.1) and it generates a flow in L ∞ (R). In this paper, we would show that there exists a traveling wave solution. The main result is the following:
Theorem 1 Suppose the bistable nonlinearity f ∈ C 1 (R) satisfies
where α is the unique zero of f in (0, 1). Then, there exist a constant c and a monotone function φ on R with φ(−∞) = 0 and φ(+∞) = 1 such that u(t, x) := φ(x + ct) is a solution to (1.1) .
In this result, we do not assume that the measure µ is absolutely continuous with respect to the Lebesgue measure. For example, Theorem 1 can be applied to not only the integro-differential equation ∂u ∂t (t, x) = 1 0 u(t, x − y)dy − u(t, x) − λu(t, x)(u(t, x) − α)(u(t, x) − 1)
but also the discrete equation ∂u ∂t (t, x) = u(t, x − 1) − u(t, x) − λu(t, x)(u(t, x) − α)(u(t, x) − 1) for all positive constants λ. In order to prove Theorem 1, we would develop a recursive method for abstract monotone dynamical systems and apply it to the semiflow generated by (1.1). It might be a generalization of the method of Remark 5.2 (4) in Chen [5] . For the nonlocal bistable equation (1.1), Bates, Fife, Ren and Wang [4] obtained existence of traveling wave solutions, when the measure µ has a density function J ∈ C 1 (R) with J(y) = J(−y) and other little conditions for µ and f hold. Chen [5] showed existence of traveling wave solutions, when it has a density function J ∈ C 1 (R) and f ′ (u) < 1 and other little conditions hold. Recently, Coville [11] proved existence of traveling wave solutions, when it has a density function J ∈ C(R) and other little conditions hold.
Bates, Fife, Ren and Wang [4] and Chen [5] studied uniqueness and stability of traveling wave solutions. Coville studied uniqueness and monotonicity of profiles of traveling waves in [10] and uniqueness of speeds [11] . Further, we note that the studies of [10, 11] are not limited when the nonlinearity is bistable but reach ignition, while our study is limited to bistable. In fact, his method of [11] is rather different from ours. See [9] on traveling wave solutions in bistable maps, [2] time-periodic nonlocal bistable equations, [1] time-periodic bistable reaction-diffusion equations, e.g., [3, 6, 8, 14 ] discrete bistable equations, [7] nonlocal Burgers equations and [12, 13, 15 ] multistable reaction-diffusion equations.
In Section 2, we give abstract conditions and state that there exists a traveling wave solution provided the conditions. This result might generalize the method of Remark 5.2 (4) in Chen [5] . In Section 3, we prove abstract theorems mentioned in Section 2. In Section 4, we show that the semiflow generated by (1.1) satisfies the conditions given in Section 2 when f ′ (α) > 0 and µ({0}) = 1 hold to prove Theorem 1. In Section 5, we recall some known results from [17] . The known results are used in Section 3. and left continuous function on R with 0 ≤ u ≤ 1}.
The followings are our basic conditions for discrete dynamical systems:
(i) Q 0 is continuous in the following sense: If a sequence {u k } k∈N ⊂ M converges to u ∈ M uniformly on every bounded interval, then the sequence
(ii) Q 0 is order preserving; i.e.,
for all u 1 and u 2 ∈ M.
hold for all constant functions γ.
Remark If Q 0 satisfies Hypothesis 1 (iii), then Q 0 maps constant functions to constant functions.
The following condition for discrete dynamical systems might be a little generalization of the condition in Remark 5.2 (4) of Chen [5] :
If two constants c − and c + and two functions φ − and
The following states that existence of suitable sub and super-solutions implies existence of traveling wave solutions with an estimate of the speeds in the discrete dynamical systems on M: 
We add the following conditions to Hypotheses 2 for continuous dynamical systems on M: 
Remark We could found similar hypotheses as Hypothesis 7 for existence of traveling waves to reaction-diffusion equations with triple stable equilibria in [12, 13, 15] .
As we would have Theorem 4 for the discrete dynamical systems, we would have the following for the continuous dynamical systems: 
Proof of the abstract theorems
In this section, we prove the theorems stated in Section 2 by using known results recalled from [17] in Section 5.
Proof of Theorem 4.
[
Step 0] In this step, we would give an intuitive explanation of our ideas. If you want to advance to exact proof at once, the step is recommended to be skipped.
Because the map Q 0 : M → M is translation invariant, it is difficult to construct traveling sub and super-solutions with the same speed directly. So, we introduce a sequence of perturbed maps Q n : M → M to break the translation invariance but to preserve the order. Then, we might construct sub and super-solutions ψ n and ψ n to the perturbed problem Q n [u] = u and also obtain a solution φ n (i.e., Q n [φ n ] = φ n , φ n (−∞) = 0 and φ n (+∞) = 1) by order preserving property. In virtue of Hypothesis 3, we expect that the limit of a suitable subsequence of (T −xn [φ n ])(·) := φ n (· + x n ) solves the original problem.
We shall explain more in detail but extremely inexactly. Let n ∈ N. We
breaks the translation invariance but preserves the order. So, we may have a solution φ n to Q n [φ n ] = φ n , φ n (−∞) = 0 and φ n (+∞) = 1. We take y n and z n such that y n ≤ z n and 0 < φ n (y n ) < α < φ n (z n ) < 1 hold.
When a constant c and a sequence x n satisfy c =
and, so,
. We might take a subsequence n(k) such that there exist the limits
). Therefore, we could expect that the two equalities
hold. In virtue of Hypothesis 3, the pair (φ − , c − ) or (φ + , c + ) might solve the original problem, as we obtain c + ≤ c − and 0 < φ − (0) < α < φ + (0) < 1.
Step 1] We show the inequality:
hold by Hypotheses 2 (ii) and (iii), we have
It is a contradiction with Hypothesis 2 (ii). Therefore, (3.1) holds.
Step 2] We put a sequence {ρ n } n∈N of affine functions on R defined by
We define two sequences {A n } n∈N and {Q n } n∈N of maps from M to M by
Then, the map Q n satisfies Hypothesis 2 (ii) for all n ∈ N.
Step 3] We show the following: Suppose a sequence
holds for all n ∈ N and continuous points x ∈ R of Q n [u].
Let n ∈ N. Then, the sequence 
Step 4] We take two sequences {ψ n } n∈N and {ψ n } n∈N ⊂ M as
and
holds for all n ∈ N. By Step 3, we also have
, for any n ∈ N, there exist constants y n and z n such that
hold. As we put functions
we have
By Helly's theorem and (3.8), there exist a subsequence {n(k)} k∈N ⊂ N, two functions φ − , φ + , two constants ξ − and ξ + such that the two equalities
hold almost everywhere in x and the two equalities (3.12)
hold. From (3.9), (3.10) and (3.8), we have
Step 6] We show the following: The two equalities
hold, where c − and c + are the constants defined by
Further, the inequality
holds.
From (3.2) and (3.12), we see
for all x ∈ R. Hence, by Lemma 14, (3.11) and (
holds for all n ∈ N and x ∈ R. By Proposition 13, (3.19), (3.20) and (3.11), we obtain
Almost similarly as (3.16), we also obtain (3.17). Further, (3.18) follows from (3.1) and (3.15).
Step 7] By Proposition 13 and (3.16), we have
Almost similarly, we also have
by Proposition 13, (3.16) and (3.17) . From (3.7), (3.13) and (3.14), we see 0 holds. When φ − (+∞) = 1, we obtain the conclusion of Theorem 4 with c := c − and φ := φ − because of (3.18), (3.21) and (3.16). When φ + (−∞) = 0, we obtain it with c := c + and φ := φ + because of (3.18), (3.24) and (3.17).
Proof of Corollary 5.
We put functions ψ and ψ ∈ M as
Then, by Proposition 13 and Hypothesis 2 (iv), we have
Almost similarly, we also have (Q 0 [ψ])(−∞) < ψ(−∞). Hence, there exist constants c and c such that
also hold for all x ∈ R, in virtue of Theorem 4, we obtain the conclusion of Corollary 5.
Proof of Theorem 8.
Step 1] By Lemma 17, the map Q t satisfies Hypothesis 3 for all t ∈ (0, +∞). So, by Theorem 4, for any n ∈ N, there exist c n ∈ [c, c] and φ n ∈ M with φ n (−∞) = 0 and φ n (+∞) = 1 such that (Q
holds. Then, for any n ∈ N, there exist constants y n and z n such that
By Helly's theorem, there exist a subsequence {n(k)} k∈N ⊂ N, two functions φ − , φ + and a constant c such that the two equalities holds. From (3.26) and (3.27), we have
Step 2] We show the following: The two equalities
hold for all t ∈ [0, +∞). Let n 0 ∈ N and m 0 ∈ N. As k ∈ N is sufficiently large,
holds because of n(k) ≥ n 0 and (3.25). Hence, by (3.28), (3.29), Lemma 14 and Proposition 13, we obtain
for all n 0 ∈ N and m 0 ∈ N. Let t ∈ [0, +∞). Then, by (3.34), there exists a sequence {t k } k∈N ⊂ [0, +∞) with lim k→∞ t k = 0 such that (
. Almost similarly as (3.32), we also obtain (3.33).
Step 3] By Proposition 13 and (3.32), we have
Almost similarly, we also have [
Step 4] We show that φ − (+∞) = α or φ + (−∞) = α holds. Suppose that φ − (+∞) = α and φ + (−∞) = α hold. Then, from Hypothesis 3, (3.32), (3.33), (3.35) and (3.38), we have the contradiction c < c. So, we see that φ − (+∞) = α or φ + (−∞) = α holds. Hence, from (3.36) and (3.37), we also see that φ − (+∞) = 1 or φ + (−∞) = 0 holds. When φ − (+∞) = 1, we obtain the conclusion of Theorem 8 with φ := φ − . When φ + (−∞) = 0, we obtain it with φ := φ + .
Proof of Theorem 1
We recall that µ is a Borel-measure on R with µ(R) = 1, f is a Lipschitz continuous function on R and satisfies f (0) = f (α) = f (1) = 0, f < 0 in (0, α) and f > 0 in (α, 1) for some constant α ∈ (0, 1) and the set M has been defined at the beginning of Section 2. Then, in virtue of Lemma 7 of [18] , Lemma 8 of [18] and Proposition 10 of [18] , Q t (t ∈ (0, +∞)) satisfies Hypotheses 2 and Q Hypotheses 6 for the semiflow Q = {Q t } t∈[0,+∞) on M generated by (1.1). So, if we would confirm that this semiflow on M satisfies Hypothesis 7, then we could make Theorem 8 of Section 2 work. In this section, we confirm it when f ′ (α) > 0 and µ({0}) = 1 hold and construct sub and super-solutions to prove Theorem 1.
First, we consider the linear equation
It generates a flow on the Banach space BC(R) whenμ(R) < +∞. Here, BC(R) denote the set of bounded and continuous functions on R. We have the following for this flow on BC(R): holds for all λ ∈ R.
Proof. From Lemma 16 of [18] , there exists a Borel-measureν on R witĥ ν(R) < +∞ such that holds, y∈R e λy dμ(y) = +∞ implies y∈R e λy dν(y) = +∞. Therefore, it is sufficient if we show that the equality (4.2) holds when
λy dμ(y) < +∞.
Let λ ∈ R. Suppose (4.4). Let X λ denote the set of continuous functions u on R with sup x∈R |u(x)| 1+e −λx < +∞. Then, X λ is a Banach space with the norm u X λ := sup x∈R |u(x)| 1+e −λx . Let u ∈ X λ . Then, for any x and y ∈ R, we have
Hence, from (4.4), the functionμ * u is continuous. Because
also holds, the map u →μ * u is a bounded and linear operator in the Banach space X λ . LetP λ : X λ → X λ be the time 1 map of the flow on X λ generated by the linear equation (4.1). Suppose λ > 0. Letλ ∈ (0, λ). Then, we see 
holds for allλ ∈ (0, λ). So, we have y∈R e λy dν(y) = lim
When λ < 0, we could also prove it almost similarly as λ > 0. Because e So, the equality (4.2) also holds when λ = 0.
In [18] , the author has recalled a method to estimate the spreading speeds in monostable systems by Weinberger [16] . Combining Proposition 9 with the method, we have the following: holds for all λ ∈ R. LetP : BC(R) → BC(R) be the time 1 map of the flow on BC(R) generated by the linear equation
Then, from (4.8) and (4.9), asν is the Borel-measure on R defined bỹ [
Step 2] We show (ii). Letμ be the Borel-measure on R such that Hence, the conclusion of (ii) follows from (4.14). 
When µ((0, +∞)) = 0, we also have the inequality (4.15) almost similarly as µ((−∞, 0)) = 0.
The following gives sub and super-solutions:
Lemma 12 Let a Lipschitz continuous functionf on R satisfy (−f (u)) .
We also put a positive constant C as
Then, we see for all t and x ∈ R.
Proof of Theorem 1. When µ({0}) = 1, the conclusion of Theorem 1 is trivial. Suppose µ({0}) = 1. Then, in virtue of Lemmas 10, 11 and f ′ (α) > 0, the semiflow {Q t } t∈[0,+∞) on M generated by (1.1) satisfies Hypothesis 7. So, Theorem 8 can work.
We take a Lipschitz continuous functionf on R with (4.19). Then, by Lemma 12, there exist two constants c, c, two bounded, continuous and monotone functionsψ andψ on R withψ(0) ∈ (−∞, 0),ψ(+∞) ∈ (α, 1), ψ(−∞) ∈ (0, α) andψ(0) ∈ (1, +∞) such that u(t, x) :=ψ(x + ct) is a sub-solution to (4.20) and u(t, x) :=ψ(x + ct) is a super-solution to (4.20) .
We put ψ := max{ψ, 0} ∈ M and ψ := min{ψ, 1} ∈ M. Then, ψ(0) = 0, ψ(+∞) ∈ (α, 1), ψ(−∞) ∈ (0, α) and ψ(0) = 1 hold. Further, (Q t 
Appendix
In this section, we recall some known results from [17] . We use them in Section 3 to prove the abstract theorems stated in Section 2.
The following is the same as Proposition 10 of [17] : The following is the same as Lemma 11 of [17] :
