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(j,g) = Lf(X)g(X)dJ.l(X) + Mf(c)g(c) + Nf'(c)g'(c) 
where c E (1,00) and M, N are non negative constants such that M + N > O. The main 
purpose of this paper is to study the behaviour of the Fourier series in terms of the 
polynomials associated to the Sobolev inner product. For an appropriate function f, we 
prove here that the Fourier-Sobolev series converges to f on the interval (-I, I) as well as 
to f( c) and the derivative of the series converges to f' (c). The term appropriate means here, 
in general, the same as we need for a function f(x) in order to have convergence for the 
series of f(x) associated to the standard inner product given by the measure J.l. No 
additional conditions are needed. 
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1 INTRODUCTION 
Let J1 be a finite positive Borel measure on the interval [-1, 1] such that 
supp J1 is an infinite set and let c be a real number on (1, 00). For f and g 
in L2(J1) such that there exits the first derivative in c we can introduce 
the Sobolev-type inner product 
(j, g) = f/(x)g(X)dJ1(X) + A({(c)g(c) + Nf'(c)g'(c) (1) 
where M and N are non-negative real numbers with M + N > 0. Let 
(Bk(X))~o the sequence of orthonormal polynomials with respect to 
this inner product 
(Bn(x), Bk(X)) = ~n.k k, n = 0, 1, ... 
For every functionf such that (j, Bk) exists for k = 0,1, ... we intro-
duce the associated Fourier-Sobolev series 
The main purpose of this paper is the proof of the relation 
00 A A 
'L{j,Bk)Bk(X) = f(x) , xE(-l,l)U{c}, 00 A A 'L(f,BdB~(c) =f'(c) 
k=O k=O 
for the Jacobi measure dJ1(x) = (1 - xt(1 +x)'Idx, IX> -1, P > -1, 
under standard sufficient conditions for f. The precise terms of this re-
sult are given in Section 4. 
In order to obtain this result we need previously some estimates for 
Bk(X) in [-1, 1] U {cl and also for B,,(c). They are obtained in Section 
3 not only for the Jacobi measure but for any measure J1 which belongs 
to Szego class. We start with a representation of Bk(X) in terms of the 
polynomials (qnCx)):o orthonormal with respect to the measure 
(c - x)2dJ1(x). In Section 2 we prove that 
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and that the constants An, Bm Cn have limit points provided that the 
measure Il has ratio asymptotics. One consequence of this result is 
the asymptotics for the polynomials Bk(X) and the asymptotic behaviour 
of their zeros. This is well known from papers by G. Lopez, F. Marcel-
lan and W. Van Assche ([2], [4]) where they solved this problem using a 
different representation of the polynomials Bk(X). 
The fact that the point c is outside the interval [-1, 1] plays an impor-
tant role in the whole paper because it allows the function Ij(x - ci to 
be continuous in the interval and the Sobolev space behaves as a vector 
space with two real components and the other on L2(1l). Notice that 
some estimates of polynomials Bk when c = 1 have been obtained in 
[1]. It remains open the problem of the estimates when c E (-1, 1). 
2 ASYMPTOTIC FORMULAS 
We will denote by (Pn(x»:o the sequence of orthononnal polynomials 
with respect to dll(x) and by (/In(x)):o and (qn(x»:o the orthononnal 
sequences with respect to (c - x)dll(X) and (c - xidll(x) respectively. 
We will also denote by k(1tn) the leading coefficient of any polynomial 
1tn(x) and Bn(x) the orthononnal polynomials with respect to the inner 
product (1) as it was said. 
Since there are important differences for the different choices of M 
and N, we will start with M > 0 and N > 0 and, in the next subsection, 
cases N = 0 and M = 0 will be studied separately. 
2.1 Case M > 0, N > 0 
In this paragraph, we assume that Il' > 0 a.e., i.e., the polynomials 
Pn(x), qn(x) and qn(x) have ratio asymptotics. 
THEOREM 2.1 If M > 0 and N > 0, there are real constants An, Bn 
and Cn such that 
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Moreover 
. c-JC2=1 
hrn An = 2 ,lirn Bn = -1, 
n ........ oo n~oo 
I· C c+JC2=1 trn n = -----::---n~oo 2 
Proof Since Bn(x) = E;=o an,;q;(x) and 
JI A 2 anJ = _I Bn(x)qAx)(x - c) dJl(X) 
A 2 . 
= (Bn(x), (x - c) qAx») = 0, ) = 0, 1, ... n - 3, 
then 
En(x) = an,n qn(x) + an,n-I qn-I (x) + an,n-2 qn-2(X) 
= Anqix) + Bnqn-I(x) + Cnqn-2(X). 
On the other hand, since 
A~ + B~ + C~ = fl E~(x)(x - c)2dJl(x) 
~ (c + li fl E~(x)dJl(x) ~ (C + 1)2, 
the coefficients An, Bn and Cn are bounded. 
Denoting by k(qn) and keEn) the leading coefficients of qn(x) and 
En(x) respectively, we get 
and 
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Because l/x - c and 1/(x - ci are continuous functions on [-1,1] 
and, in particular, they belong to L2«X - cidJl(x», 
lirn JI qix)dJl(x) = lirn JI qn(X) 2 (x - cidJl(x) = 0 
n--+oo _I n--+oo _I (x - c) 
and 
lirn JI qn(X)(X - c)dJl(x) = lirn JI qix) (x - c)2dJl(x) = O. 
n--+oo _I n-+oo _I X - C 
Then 
lirn JI qix)Bn(x)dJl(x) = lirn JI qiX)[Bn(C) 
n-+oo _I n--+oo -1 
+ B;,(c)(X - c)]dJl(x) = 0 (2) 
lirn JI qix)Bn+1 (x)dJl(x) = lirn JI qix)[Bn+1 (c) 
n-+oo _I n--+oo -1 
+ B;,+I(C)(X - c)]dJl(x) = 0 (3) 
because Bn(c) and B~(c) are bounded from the orthonormality of Bn(x). 
Let A be a family of non negative integers such that limnEA An = a 
and lirnnEA Bn = h. As it is well known, (see [5] and [6]), if J1,' > 0 
a.e. then lirnnEA Cn = 1/4a (notice that a> 0 because Cn are bounded) 
and 
1· JI qix)qn+k(x) ( )2d () 1 JI Tk(X) dx lrn 2 x-c J1,X =- 2 
n-+oo _I (x-c) 11: -I(X-C) Jl-x2 
where Tk(X) = cos(kO), x = cos 0, are the Tchebichef polynomials of 
the first kind. 
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As a consequence, from (2) and (3) and Theorem 2.1 we obtain 
0 -1' II ( )BA ( )d ( ) - .!.II a + bTI(x) + 1/4a T2(X) dx 
- lm qn X n X /l x - 2 r;--- , 
neA _I 1t _I (x-c) VI-x2 
(4) 
0= HmII qix)Bn+l(x)d/l(x) 
neA _I 
_ .!.II aTI(x) + b + 1/4a TI(x) dx (5) 
- 1t -I (x - e i J 1 - x2 • 
Denoting 
and 
nl(x) = (4a2 + I)TI(x) + 4ab = (4a2 + I)x + 4ab, 
n 2(x) = T2(x) + 4abTI(x) + 4a2 = a2 + 4abx + 4a2 - I, 
-I 1 II 1 dx W(Z) = =- -- , 
-Jz2=1 1t _IX-Z JI-x2 
(5) becomes 
0 - .!.II nl(x) dx _ .!.II nl(e) + n;(e)(x - c) dx 
- 2 r.---; - 2 r.---; 
1t -I(x-e) vl-x2 1t _I (x-c) vl-x2 
_ (n )'() _ 4abe + 4a2 + 1_ 
- IW e - 3/2 (e2 - I) 
which means that b = -{l/e)(a + (1/4a». 
Analogously, (4) becomes 
and it gives 
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Since a> 0, a = q>-(c)j2 and b = -1. As a consequence the only limit 
points of An and Bn are q>-(c)j2 and -1 respectively and the theorem is 
proved • 
As a straightforward consequence of Theorem 2.1 one obtains the 
strong (resp. ratio) asymptotics for the polynomials Bn(x) provided 
that jJ. belongs to Szego (resp. Nevai) class. These results were obtained 
by G. Lopez, F. Marcelhm and W. Van Assche in [2] and [4] using a 
different representation for Bn(x). 
COROLLARY 2.1 With the previous conditions we have 
i) 
uniformly on compact sets of C \ [-1, I] and q>(x) = x + J x2 - 1. 
ii) n - 2 zeros ofBn(x) are in [-1,1] and the other 2 zeros tend to c. 
iii) 
uniformly on compact sets ofC \ ([-1,1] U {cn. 
ivY If f~llogjJ.'(x)dxjJl -x2 > -00 then 
A 2 
lim Bn(x) = q>-(c) (1 _ q>(C») S(x) 
n-l-()() (x + Jx2 - It 2 q>(x) 
uniformly on compact sets ofe \ [-1, 1], where S(x) is the Szego func-
tion of (x - c)2jJ.'(x) (see [8J, Th. 12.1.2 as well as the definition in page 
2~ • 
Item ii) is a consequence of the fact that f~1 Bn(x)(x - cfxkdjJ.(x) = ° 
for k = 0, 1, ... , n - 3 and the asymptotic formula i). 
The Sobolev polynomials satisfy a five term recurrence relation and 
its coefficients behave as the ones of standard orthogonal polynomials. 
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THEOREM 2.2 There are constants (Xn,Pn' Yn such that 
2'" " ,.. ,.. " (x - c) Bn(x) = (XnBn+2(X) + PnBn+I(X) + YnBix) + Pn_1Bn-I(X) 
+ (Xn-2Bn-2(X), n 2: O. 
Man'over, if /1' > 0 a.e. then 
I. 1 Im (Xn = -4' 
n~oo 
lim Pn = -c, 
n~oo 
I· 2 1 Im Yn = c +-2' 
n~oo 
Proof Recurrence relation is a straightforward consequence of the fact 
that 
(x - c)2f(x), g(x») = (f(x), (x - c)2g(x»). 
For the asymptotic behaviour of the coefficients we have 
Yn = (x - ciBn(x), Bn(x») = JI (x - c)2B~(x)d/1(x) = A~ + B~ + C; 
-I 
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Finally, from 
we get 
lim Rn = _(</J(C) + </J-(C)) = -c. 
n~oo 2 2 
THEOREM 2.3 /fJl' > 0 a.e. on [-1,1] then 
J1 A A 1 J1 dx lim f(x)BnCx)Bn+k(x)dJl(x) = - f(x)Tk(x) ~ n~oo -I 'Tt -1 1 -x2 
for any continuous function on [-1, 1]. 
Proof 
flf(X)Rn(X)Rn+k(X)dJl(X) 
J1 f(x) = 2 [Anqn(x) + Bnqn-I (x) + Cnqn-2(X)]-
-I(x-C) 
. [An+kqn+k(X) + Bn+kqn+k-I (x) + Cn+kqn+k-2(X)](X - cidJl(x). 
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From the properties of qix) and taking into account that 
An ~ cp-(c)/2, En ~ -1, en ~ cp(c)/2 we have for k 2: 2 
+ Tk-I(X»] h 1-x2 
1 JI f(x) dx 
= - 2 (x2 - 2cx + c2)Tk(X) .Jf=X2' 
1t _I (x - c) 1 - x2 
In the same way, this relation holds for k = 0 and k = 1. 
2.2 Cases N = 0 and M = 0 
Because our goal is to study Fourier series in Jacobi-Sobolev polyno-
mials, from now on we will assume that the measure It belongs to the 
Szego class, i.e., 
JI dx log It' (x) .Jf=X2 > -00. 
_I 1 -x2 
In case N = 0 this is not important because the same proof given in 
Theorem 2.1 works here. However, in case M = 0, the proof given 
here needs strong asymptotics for the polynomials qn(x). 
THEOREM 2.4 i) If we assume N = 0 in the inner product (1), then 
there are real constants An and En such that 
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where iin(x) are the orthonormal polynomials with respect to 
(c - x)dJl(x). Moreover 
( )
1/2 
. c- v'C2=1 
hm An = 2 ' 
n-+oo 
( 
2 )1/2 1· R __ c+ v'C2=1 Im n- 2 . 
n-+oo 
ii) When M = 0 in the inner product (1), there are constants An, Rn and 
Cn such that 
where qn(x) are the orthonormal polynomials with respect to 
(c - xidJl(x). Moreover 
Proof 
i) Since 
we have 
lim An = lim Cn = -21 , lim Rn = -c. 
n-+oo n-+oo n-+oo 
JI Bn(x)iij(x)(c - x)dJl(x) = (Bn(x), (c - x)lt(x)) 
-I 
= 0, j = 0, 1, ... , n - 2, 
Since Bn(c) are bounded because of the orthononnality condition, and 
iin(c) behaves like (c + Jc2 - It, 
. Bn(c) . (iin(c) ) hm -;:---( ) = bm An -;:---( ) + Rn = O. 
n-+ooqn_1 C n-+oo qn-I C 
(6) 
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Taking into account that An = k(Bn)/k(qn), Bn = -k(qn-l)/k(qn)I/An 
as well as An and Bn are bounded, from (6) we deduce 
. Bn(c) ~ 1 ° = ltm-- =A(c+ 'VC' -1)--
neAqn_l(C) 2A 
for a family of non-negative integers A, where A is a limit point of An. 
Then A2 = C - ~/2 and i) is proved. 
In case ii) we have 
fl BnCx)q/x)(c - x)2dJ1(x) = (BnCx), (x - ciq/x») 
= 0, j = 0, ... , n - 3 
This yields Bn(x) = Anqn(x) + Bnqn-I (x) + Cnqn-2(X). Moreover 
Cn = k(qn-2)/k(qn)1/An. From the boundedness of B~(c) and the 
asymptotic properties of qnCx) we have 
Let A be a sequence of non negative integers such that limneA An = A 
and limneA Bn = B which exist because An, Bn and Cn are bounded. 
Then 
1 
o = Aqi(c) + B<p(c) + 4A 
where <p(c) = c + ~. 
On the other hand, 
(7) 
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and hence IB~(c)1 :::: K/n(ep(c)t- I for some constant K. As a conse-
quence, limn->oc B~(c)qn-I (c) = 0. Taking into account that 
the last relation yields 
lim fl Bn(x)qn-I (x)(c - x)dp,(x) = lim(Bn(x), (c - X)qn-I (x») 
nEA -I nEA 
= -lim(Bn(x), xqn-I (x») 
nEA 
= -lim k(q~-d = -lim k(qn-I) 1 
nEA k(Bn) nEA k(qn) An 
1 
But 
1· fl BA ( ) ()( - )d ( ) - !fl (A + 1/4A)TI(x) +B dx lm n X qn-I X C X J.l X - ~, 
nEA -I n -I C - X Y 1 - x2 
and thus we have 
!fl (A+l/4A)TI(x)+B dx = (8) 
n -I C - X Jl - x2 - 2A . 
After some calculations, equations (7) and (8) give A = t and B = -c. 
When the measure belongs to the Szego class we have the following 
consequences 
COROLLARY 2.2 For N = 0, 
o 
lim Bn(x) = (ep-(C») 1/2 (1 _ ep(c») 
HOC qn(X) 2 ep(x) 
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uniformly on compact sets of C \ [-1,1]. Moreover, n - 1 zeros of 
Bn(x) lie on (-1, 1) and the ~ther one tends to c. 
ii) 
A 1/2 
lim Bn(x) = (P-(C») (1 _ <P(C»)S(X), 
n ..... oo <p(x)n 2 <p(x) 
where S(x) is the Szego function of(c - x)Jl'(x), and the convergence is 
uniform on compact sets of C \ [-1, 1]. 
ForM = 0, 
Ui) 
lim Bn(x) = ! (1 _ <P(C») (1 _ <P-(C») 
HOO qn(X) 2 <p(x) <p(x) 
uniformly on compact sets of C \ [-1, 1]. n - 2 zeros of Bn(x) lie on 
(-1,1) one more tends to c and the other tends to [-I, 1]. 
ivY 
lim Bn(x) = ! (1 _ <P(C») (1 _ <P-(C»)S(X) 
n ..... oo <pn(x) 2 <p(x) <p(x) 
where S(x) is the Szego function of(c - xi Jl'(x) , and the convergence is 
uniform on compact sets ofC \ [-1,1]. 
The following is also straightforward from the theorem, 
COROLLARY 2.3 i) When N = 0, 
and limn ..... oo IXn = ! ' limn ..... oo Pn = 0. 
ii) When M = 0, 
2..... ,... ,.. ,.. (x - c) Bn(x) = IXnBn+2(X) + PnBn+1 (x) + YnBn(X) 
+ /In_1Bn-l(x) + IXn-2Bn- 2(x) 
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and limn~oo IXn = ;\, limn~oo f3n = -c, limn~oo Yn = c2 + t • 
In both cases we get 
COROLLARY 2.4 Iff(x) is a continuous function in [-1, IJ then 
Finally, we include here the maximality of the polynomials in the Sobo-
lev space for the different possible choices of M and N. 
THEOREM 2.5 i) The family <p = {(x - c)2n}:1 is maximal in the 
space L2(J.l). 
ii) 4> U {l} is maximal in L 2(J.l + M b(x - c». 
iii) When N > 0, the family 4> U {1,x - c} is maximal in the Hi/bert 
space associated with the Sobolev product given in (1). 
Proof If J~I (x - c)2nf(x)dJ.l(x) = 0 for n = 1,2, ... and for a func-
tion f E L 2 (J.l) U L2 (J.l + M b(x - c)) or in the Sobolev space, one has 
o = r ff(c + ../i)dJ.l(c + ../i) 
J[(c_I)2,(C+I)2] 
= r ff(c + ../i)dv(t) 
J[(c-li,(c+li] 
which means that !f(c + 0) = 0 v - a.e. on [Cc - Ii, (c + Ii]. Thus 
(x-cif(x)=OJ.l-a.e. on [-1,1] andf(x) =0 J.l-a.e. also holds. 
So we have i). 
If, moreover, 0 = J~lf(x)dJ.l(x) + Mf(c), then Mf(c) = 0 and ii) fol-
lows. Finally, when 0 = (f(x), (x - c») = J~lf(x)(x - c)dJ.l(x) + Nf'(c) 
also holds, thenf'(c) = 0 and we have iii) • 
We need a Christoffel-Darboux type formula which was proved in [3]. 
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THEOREM 2.6 When N > 0, the Sobolev polynomials B,,(x) satisfy the 
following Christoffel-Darboux type formula 
2 2 "A A [(x - c) - (y - c) ] L Bix)Bj(y) 
j=O 
= (J(,,[B"+2(X)B,,(y) - B,,(x)B,,+2(Y)] + (J(,,-l[B,,+l (X)B"_l (y) 
- B,,-l(X)B,,+l(Y)] 
+ p"[B,,+1 (x)B,,(y) - B,,(x)B,,+l (y)] 
where (J(" and P" are the coefficients of the five term recurrence relation 
of B" (x) • 
In case N = 0, we have standard orthogonality as well as the standard 
Christoffel-Darboux formula. 
3 ESTIMATES FOR SOBOlEV POLYNOMIALS 
Because of 
one can write 
where (J(n are the coefficients of the recurrence relation of p,,(x) and 
A" = f~l ij,,(x)df.l(x). If f.l belongs to the Szego class, for every 
x E [-1, 1], 
_ I A" (J("p" (c) I 1P,,+l(C) 
Iq,,(x) I :::: Ix _ cl (lp,,+l (x) I + Ip,,(c) I Ip,,(x)l) 
:::: Kl(lp,,+l(X)1 + Ip,,(x)1) 
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for some constant Kt and for n large enough, because 
and k('qn)/k(Pn),Pn+t(c)/pic) and IXn have limit points. So we have 
COROLLARY 3.1 Let Jl. be a measure on [-1,1] which belongs to the 
Szego class. Then, for every x E [-1, 1], 
for a constant Kt which does not depend on x andfor n large enough . 
• 
Taking into account that (qn(x»:o are the orthonormal polynomials 
with respect to (c - x)(c - x)dJl.(x), writting qn(x) in terms of qk(X), in 
the same way as before we have 
COROLLARY 3.2 If Jl. belongs to the Szego class then for every 
xE [-1,1], 
for n large enough and for some positive real constant K2 which does 
not depend on x. • 
Using now Theorems 2.1 and 2.4, if N > 0 then 
where An, En, en have limit points. In case N = 0 then 
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from Theorem 2.4. Then 
COROLLARY 3.3 Let Il be a measure in the Szego class. Then,forevery 
x E [-1,1], 
i) when N > 0, 
for n large enough and for some positive real constant K3 independent 
ofx. 
ii) when N = ° there is a constant Kt such that 
for n large enough. 
COROLLARY 3.4 lfll belongs to the Szego class and there is afunction 
h(x) such that the orthonormal polynomials Pn(x) satisfy IPn (x) I :::; h(x), 
x E [- 1, 1], then there is a constant K such that 
for n large enough and for every x E [-1, 1]. • 
In particular, if Il is the Jacobi measure we know the function h(x) and 
it will be very useful for the study of Fourier series. 
Also in order to study Fourier series of Sobolev polynomials, we need 
estimates for Bn(c) and B~(c). 
..... 1 ,., A 
For M > 0, one has ° = (Bn, 1) = Lt Bn(x)dll(X) + MBn(c), so 
AliI' A I IBn(c)1 = M _, Bn(x)dll(x) .
In the same way, when N > 0, 
AliI' A I IB~(c)1 = N _I (c - x)Bn(x)dll(X) .
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Taking into account that 
where, as before, qn(x) are the orthononnal polynomials with respect to 
(x - c)2dJ.l(x), in order to estimate Bn(c) and B~(c) we only have to es-
timate J~I qn(x)dJ.l(x), and J~I qn(x)(x - c)dJ.l(x) respectively. 
Moreover 
for any polynomial1tn_l(x) of degree at most n - 1. Then 
II 1 II qnCx)(x - c)dJ.l(x) = -( ) (x - c)q~(x)dJ.l(x) 
_I qn C -I 
Analogously, 
II 1 II qnCx)dJ.l(x) = -( ) qn(x)(qnCc) + q~(c)(x - c»dJ.l(x) 
_I qn C -I 
q' (c) II 
- -2L-( ) qnCx)(x - c)dJ.l(x) qn C _I 
1 II 2 q~(c) II 2 
= -( ) qnCx)dJ.l(X) + 2"-( ) qn(x)(c - x)dJ.l(x). qn C -I qn C -I 
Then, for a measure in Szego class, we get 
fl qn(x)(x - c)dJ.l(x) = O((c - .JC2=1t). fl qn(x)dJ.l(x) 
= O(n(c - .JC2=1t). 
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So, we have 
THEOREM 3.1 lfJl is a measure on [-1,1] which belongs to the Szego 
class and M > 0, N >0, then there are constants KI and K2 such that 
i) IBn(c)1 ~ Klnr:!, 
ii) IB~(c)1 ~ K2r(j 
where ° < ro = c -.JC2=1 < 1 • 
In the same way we get 
THEOREM 3.2 Let Jl be a measure in Szego class. 
i) When N = 0, there is a constant K such that IBn(c) I ~ Kr(j. 
ii) When M = 0, there is a constant K such that IB~(c)1 ~ Kr(j 
where ro = c - .JC2=1 < 1 • 
4 FOURIER SERIES 
Since L2(Jl) is a Hilbert space, it is clear that the space S given by 
S = If(x) : fl If(x)1 2dJl(x) < 00, andf'(c) exists} 
with the associated nonn 1I·lIs derived from the Sobolev inner product 
(j, g) = fl f(x)g(x)dJl(x) + Mf(c)g(c) + Nf'(c)g'(c) 
is also a Hilbert space because Ilf(x)lI; = Ilf(x)lI~ + Mf2(c) + N(J'(c)2) 
and a Cauchy sequence in S is a Cauchy sequence in L2(Jl) and in the 
point c. Moreover, the maximality of the polynomials was seen in 
Theorem 2.5. So, Sn(x;f) ~ f(x) in S for any function of S, where 
is the partial sum of the Fourier-Sobolev series of f. In particular, it 
means that 
lim Sn(c;f) = f(c), lim S~(c;f) = f'(c). 
n-+oo n-+oo 
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If we apply this to the functionsJi(x) andh(x) defined by 
Ji(x) = 0 if x E 1- 1, 11, Ji(c) = 1, f{(c) = 0, 
h(x) = 0 if x El-I,ll, h(c) = 0, h(c) = 1, 
their Fourier-Sobolev series are M L~o ih(c)ih(x) and 
N L~o iJ~(c)ih(x) respectively. Thus, we get 
n A A 
M L Bk(C)Bk(X) ~ h(x) in S 
k=O 
which means that 
n A A 
cl : L Bk(C)Bk(X) ~ 0 in L2(") , 
k=O 
n A A 
c2 : L B~(c)Bk(X) ~ 0 in L2 (,,) , 
k=O 
00 A 
c3: L(Bk(c)i = IIM, 
k=O 
00 A 2 
c4 : L(B~(c)) = IIN, 
k=O 
00 A A 
c5 : L Bk(C)B~(c) = o. 
k=O 
From now on, the Jacobi measure, dJ1.(x) = (1 -xt'(1 +x)'ldx, IX> -1, 
f3 > -1, will be considered, and the behaviour of the corresponding 
Fourier-Sobolev series will be studied. 
We know that the Jacobi orthonormal polynomials p~rx.P)(x) satisfy 
(see [7], Theorem 3.14 in page 101) 
(1 - x)Pi(1 + x)~+!IP~rx.P)(x)1 :::: C x E [-1, 1]. 
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Then, for the corresponding Sobolev orthonormal polynomials B~rt.fl)(x), 
Corollary 3.4 yields the uniform bound 
IB~:x,{I)(x)l~ .+~ i!+,=h(iX.fil(x) forxE(-I,I) (9) 
(l-x)'i 4(1 +X)2 4 
for some constant K and for n large enough (we will continue denoting 
by Bn(x) the polynomials B~rt.fil(x». From Theorem 3.1 and 3.2, for k 
large enough, every term ofthe series L~o Bk (C)Bk (x) has the majorant 
K*k(c - -JC2=1l for some constant K* in closed subsets of (-1, 1). 
Then L~oBk(C)Bk(X) converges for x E (-1, 1) and uniformly in any 
compact set [-1 + c, 1 - C], 0 < ( < 1. Hence, L~oBk(C)Bk(X) is a 
continuous function for x E (-1, 1) which, from condition cl, equals 
zero 11 - a .e. in [-1, 1] provided that M > O. As a consequence, 
L~oih(c)ih(x) = 0, x E (-1,1). In the same way, Theorems 3.1 
and 3.2 and condition c2 give L~oB~(c)Bk(X) = 0, x E (-1, 1) pro-
vided that N > O. 
THEOREM 4.1 Let Bn(x) be the orthonormal polynomials with respect 
to the Sobolev inner product associated with the Jacobi measure. Then 
i) When M > 0, L~oBk(C)Bk(X) = o for every x E (-1, 1). 
ii) When N > 0, L~oB~(c)Bk(X) = o for every x E (-1, 1) 
Now, we can prove the pointwise convergence of Sn(x;f) to f(x) 
when one has standard sufficient conditions for the functionf(x). 
THEOREM 4.2 Let Xo E (-1, 1) and let f be a function with derivative 
in C such that (f(xo) -f(t))/(xo - t) E L2(tt) where tt is the Jacobi 
measure. Then 
00 A 
i) L CkBk(XO) = f(xo) , 
k=O 
00 A 
ii) L CkBk(C) = f(c) if M > 0, 
k=O 
00 A 
iii) L CkB~(c) = f'(C) if N > 0 
k=O 
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ProoJ Because ofJ E L2(J.l) when if(xo - J(t))/(xo - t) E L2(J.l), ii) 
and iii) are proved, so we only have to prove i). Let us denote 
Dn(x, t) = 'EZ=OBk(X)ih(t). Since 
J(xo) - Sixo;f) = (f(xo) - J(t) , Dn(xo, t») 
= fl (f(xo) - J(t»Dixo, t)dJ.l(t) + M(f(xo) 
- J(e»Dn(xo, e) - J'(e) a~n (t, xo)lt=c' 
Theorem 4.1 yields 
Hm (f(xo) - Sn(xo;f) = Hm JI (f(xo) - J(t»Dixo, t»dJ.l(t) 
n-+oo n-+oo -I 
On the other hand, Christoffel-Darboux formula gives 
If I (f(xo) - J(t»Dn(xo, t)dJ.l(t)1 
A IJI J(xo) - J(t) A I :::: ocnIBn+2(XO)1 2 2 Bn(t)dJ.l(t) 
-dxo - e) - (t - e) 
+ OCnIBn(xo)1 
IJI J(XO) -J(t) A I A · 2 2 Bn+2(t»dJ.l(t) + ocn-IIBn+1 (xo) I 
-dxo - e) - (t - e) 
IJI J(xo) - J(t) A I A • 2 2Bn-l(t»dJ.l(t) + ocn-I1Bn-I(Xo)1 
-I (xo - e) - (t - e) 
IJI J(xo) - J(t) A I A · ( )2 ( lBn+l(t)dJ.l(t) +IPnIlBn+l(xo)1 
-I Xo - e - t-e 
·IJI J(xo~ - J(t) 2 Bn(t)dJ.l(t)I + IPnl 
-I (XO - e) - (t - e) 
I A JI J(XO) - J(t) A I · Bn(xO) 2 2 Bn+1 (t»dJ.l(t) 
-I (XO - e) - (t - e) 
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Furthermore, IXn and f3n are bounded according to Theorem 2.2 and 
Corollary 2.3. IBn(xo)l:::: h(rx,(i)(xo) < 00 also holds, and since 
I(xo - c)2 - (t - c)21 ::: 21xo - ll(c - 1) when Xo, t E [-1, 11, the 
function f(xo) - f(t)/(xo - c)2 - (t - ci belongs to L2(f.1,) when 
f(xo) - f(t)/xo - t E L2(f.1,). Hence, it also belongs to L2«t - cidf.1,(t» 
and 
lim 11 f(xo? - f(t) 2 Bn(t)dJ1(t) = 0 
n-+oo -I (xo - c) - (t - c) 
follows from Theorems 2.1 and 2.4. As a consequence, each term in the 
last sum tends to zero and the theorem is proved. 
THEOREM 4.3 Let f(x) be a function with first derivative in c sa-
tisfYing a Lipschitz condition of order '1 < 1 uniformly in [-1, IJ, i.e. 
If(x + h) - f(x) I :::; Klhl'1 for Ihl < () for some () > o. If Ck = (f, Bk), 
then 
00 A 
lim L CkBk(X) =f(x), x E (-1,1) 
n->oo k=O 
and the convergence is uniform in [-1 + c, 1 - cl for every c such that 
o < c < 1. Moreover L~o CkBk(C) = f(c) when M > 0 and 
L~o ckB~(c) =f'(c) if N > O. 
Proof In the same way as before, we only have to prove that 
J~lf(t)Dn(x, t)dJ1(t) converges to f(x). Moreover, 
j.r(X) -- f/(t)Dn(X, t)dJ1(t)1 = If 1 ([(x) - f(t»Dn(x, t)dJ1(t)1 
:::: 11 (l(x) - f(t»Dn(x, t)dJ1(t)1 
Ix-II::::c5 
+ 11 ([(x) - f(t»Dn(x, t)dJ1(t)1 
Ix-lid 
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Since J(x) - J(t)/(x - ci - (t - c)2(1 - X(x-.5,x+.5)(t», where 
X~-.5,x+.5)(t) is the characteristic function of the interval, belongs to 
L (Jl), using the Christoffel-Darboux formula and with the same proce-
dure as in the last Theorem, the term I~I)(x) tends to zero uniformly in 
closed sub intervals of (-1, 1). For I; (x) we can write 
I~2)(x) ::.: OCnIBn+2(X)IIJ J(x? - J(t) 2 Bn(t)dJl(t) I 
Ix-tld (x - c) - (t - c) 
+ OCnIBn(X)IIJ J(x? - J(t) 2 Bn+2(t»dJl(t)I 
Ix-tl<.5 (x - c) - (t - c) 
+OCn-tlBn+I(X)IIJ J(x?-J(t) 2 Bn-l (t»dJl(t) I 
Ix-tl<.5 (x - c) - (t - c) 
+OCn- tlBn- 1(X)IIJ J(x?-J(t) 2 Bn+1 (t»dJl(t) I 
Ix-tl<.5 (x - c) - (t - c) 
+ IPnIIBn+1(X)IIJ J(x? - J(t) 2 Bn(t)dJl(t) I 
Ix-tld (x - c) - (t - c) 
+ IPnIIBn(X)IIJ J(x? - J(t) 2 Bn+1(t»dJl(t)l· 
Ix-tld (x - c) - (t - c) 
Lipschitz condition gives 
IJ J(x? - J(t) 2 B,,(t)dJl(t)I lx-tl<.5 (x - c) - (t - c) 
< J ~IBn(t)1 dJl(t) 
- Ix-tldlx - tl -11 Ix + t - 2el 
< K(h(rx,{J)(x) + 0(1» J dJl(t) 
- (e - 1)2 Ix-tld Ix - tl l - I1 
Hence, 
[<2) = O(J dJl(t) ) 
n Ix-tl<.5lx _ tl l - I1 
and, as a consequence, f~l(f(X) - J(t»Dn(x, t)dJl(t) tends to zero uni-
formly in any closed subinterval of ( -1, 1). 
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Let us denote, as usual, 
the modulus of continuity ofa functionf(x) in [-I, 1]. 
THEOREM 4.4 Let f(x) be a function such that its modulus of con-
tinuity w( <5) satisfies the condition 
for c > 0, and with first derivative in c. If Ck = (f, Bk), 
L~o CkBk(X) =f(x) a.e. in[-I, 1]. Moreover, L~o CkBk(C) =f(c) 
provided that M> 0, and L~OCkB~(c) =f'(c) when N > 0. 
Proof It is clear that the modulus of continuity of the function 
f(x)/(x - c)2 satisfies the condition 
m (<5, f(x) ) = O(IOg-<!+c>!) (x - c)2 <5 
Let dk = J~lf(x)/(x - c)2qk(x)(x - c)2d/l(x). By Jackson's Approxima-
tion Theorem (see [7] Chap I), there is a polynomialnn(x) such that 
1 f(x) - ()I- o( 1 ) (x - cl nn x - log!+( n 
whence 
00 2 JI ( f(x) )2 2 (1) L dk = 2 - nnCx) (x - c) d/l(x) = 0 2+2c . 
k=n -I (x - c) log n 
Taking into account that, from Theorems 2.1 and 2.4, 
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as well as L~n dkdk-I :::: (L~n df)I/2(L~n dLI)I/2 and the esti-
mates for Bk(e) and for B~(e), we get 
As a consequence (see Theorem 3.3 in pag. 137 of [7]), 
L~o e~ log2 k < 00 and it yields (see Theorem 2.5 in pag. 126 of 
[7]), L~=OekBk(x) converges a.e. x E [-1, 1] (here one has to take 
into account that f~lg2(x)dJ.l(x):::: (g,g) for every function g in S. 
But, since J(x) is a continuous function, L~=o qBk(X) converges to 
J(x) in the Sobolev space. Then 
00 ~ 
L qBk(x) =J(x), a.e.x E [-1, 1], 
k=O 
as well as L~o ckBk(e) = J(e) and L~o ekB~(e) = J'(e). 
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