Abstract. We investigate the join semilattice of modal operators on a Boolean algebra B. Furthermore, we consider pairs f , g of modal operators whose supremum is the unary discriminator on B, and study the associated bi-modal algebras.
Introduction
Boolean algebras with operators were introduced by Jónsson and Tarski [11] in connection with their investigations into relation algebras. It was observed much later that the simplest case of modal algebras, that is, expansions of Boolean algebras with a single unary normal operation which preserves finite joins could serve as algebraic semantics for the minimal modal logic K and its extensions. It is straightforward to see that the set M (B) of modal operators on a Boolean algebra B can be made into a bounded join semilattice; here the smallest element f 0 is the constant mapping f ≡ 0, and the largest element f 1 is the unary discriminator.
In this paper, we study the lattice theoretic properties of M (B), in particular, the existence and form of dual pseudocomplements. If B is a complete Boolean algebra, the problems concerning M (B) are solved. In particular, M (B) is dually pseudocomplemented if and only if B is complete.
Generalizing the notion of pseudocomplement, we consider pairs f , g of modal operators (companions) whose join in M (B) is the discriminator f 1 . Such pairs lead to bimodal algebras B, f , g which we call discriminator decomposition algebras. These algebras give rise to a study of bimodal logics in which the modalities f , g are connected by the discriminator decomposition condition. Such logics are not included in the main stream of research on multimodal logics.
We observe that the equational class generated by such algebras is equipollent to the class of algebraic models of the logic K ∼ which generalizes both K and its complementary counterpart K * [8] .
In the final part of the paper we address the question when f has a proper companion, i.e. a companion g with g = f 1 , and give answers for several classes of modal algebras. It turns out that the existence of a proper companion can be expressed in a 1st order language, and is related to both the structure of B and the modal operator f . In particular, we conclude that this property is not a global property of the logic, but depends on the model, for instance, whether B has an atom or not. Connections to some classes of modal algebras are given, and examples are provided throughout.
Notation and first definitions
We regard an ordinal as the set of its predecessors, and cardinals as initial ordinals; ω is the first infinite ordinal [13] . As in our context no generality is lost, we shall tacitly assume that a class A of algebras is closed under isomorphic copies. If no confusion can arise, we will refer to an algebra simply by its base set. The equational class generated by A is denoted by Eq(A).
The ternary discriminator function on an algebra A is a function t : A A ternary term t(x, y, z) which represents the discriminator function is called a ternary discriminator for A. If A is a class of algebras with a common discriminator term, then Eq(A) is called a discriminator variety. Discriminator varieties have very strong universal algebraic properties, see e.g. [16] or [1] .
If B is a Boolean algebra, this can be simplified: A mapping d : B → B is a unary discriminator function, if A frame is a pair X , R where X is a set and R a binary relation on X . The identity relation on X is denoted by 1 ′ X , or just by 1 ′ if X is understood; V X (or just V ) denotes the universal relation. If x ∈ X , then R(x) := {y : xRy} is the range of x (with respect to R).
Suppose that P, ≤ is a partially ordered set and Q ⊆ P. Then ↓ Q := {x : (∃y)[y ∈ Q and x ≤ y]} is the downset generated by Q. If Q = {x}, we just write ↓ x if no confusion can arise. If P has a smallest element 0, then Q + := Q \ {0}, otherwise, Q + := Q. Q is called dense (in P) if for every y ∈ P + there is some x ∈ Q + such that x ≤ y. ub(Q) is the set of all upper bounds of Q.
In the sequel, a semilattice is assumed to be a join semilattice. Suppose that S, ∨, 1 is an upwardly bounded semilattice. A dual annihilator of x ∈ S is some y ∈ S such that x ∨ y = 1. Such y is proper if y = 1. x is called dually dense if its only dual annihilator is 1. If x ∈ S has a smallest annihilator, this element is called the dual pseudocomplement of x, denoted by x ⊥ . An element x ∈ S is called open if x = y ⊥ for some y ∈ S. If each x ∈ S has a dual pseudocomplement, the structure S, ∨, ⊥ , 1 is called a dually pseudocomplemented semilattice. It is well known that the class of dually pseudocomplemented semilattices is equational, see e.g. [3, p 104 ].
Lemma 2. [7, Theorem 1] If S, ∨, ⊥ , 1 is a dually pseudocomplemented semilattice, then the set O(S) of open elements of S is a 1 -subsemilattice of S and a Boolean algebra with x
∧ O(S) y := (x ⊥ ∨ y ⊥ ) ⊥ .
Boolean algebras
Throughout, B, +, ·, −, 0, 1 is a nontrivial Boolean algebra (BA), usually only referred to by its universe B. 2 is the BA with universe {0, 1}, and B is the completion of B. The set of atoms of B is denoted by At(B), and the set of ultrafilters of B is denoted by Ult(B). The mapping h : B → Ult(B) with h(x) = {F ∈ Ult(B) : x ∈ F} is the Stone embedding.
We write a = a 0 ⊕ . . . ⊕ a n , if a = a 0 + . . . + a n , and the a i are nonzero and pairwise disjoint. The symmetric difference x · −y + −x · y of x, y ∈ B is denoted by x△y.
B is called a finite-cofinite algebra (FC-algebra), if every element of B \ 2 is a finite sum of atoms or the complement of such an element. If B is an FC-algebra, κ a cardinal, and |B| = κ, then B is isomorphic to the BA FC(κ) which is generated by the one element subsets of κ. If γ ∈ κ, we let F γ be the ultrafilter of FC(κ) generated by {γ}, and F κ be the ultrafilter of cofinite sets.
If M is dense in B and x ∈ B + , then x = ∑{y ∈ M : y ≤ x}. Moreover, there is a pairwise disjoint family
Recall some facts about Boolean interval algebras: Let L be a linear order with smallest element 0 m . Suppose that ∞ is a symbol not in L, and set
is the collection of all finite unions of intervals
together with the empty set. It is well known that IntAlg(L) is a Boolean algebra [12, p.10] , called the interval algebra of L. Each nonzero x ∈ IntAlg(L) can be written in the form (2.2) in such a way that For unexplained notation and concepts in the area of universal algebra the reader is invited to consult [4] , and for Boolean algebras we refer the reader to [12] .
Modal algebras
An operator on B is a mapping B → B; note that this is more general than the terminology of [11] . If f is an operator on B, then its dual (operator) f ∂ is defined by f ∂ (a) := − f (−a). We also set f * (a) := − f (a), and f * (a) :
A modal operator f on B is a normal and additive mapping. In this case, B, f is called a modal algebra. The class of modal algebras is denoted by MOA. It may be remarked that MOA is not locally finite, indeed, a modal algebra need not have a finite subalgebra; an example can be found in [10, p 251] .
A modal operator f on B is called completely additive, or simply complete, if for every M ⊆ B such that ∑ M exists, ∑{ f (x) : x ∈ M} also exists and is equal to f (∑ M).
It is well known that there is a one-one correspondence between closed ideals and congruences on B, f , see e.g. [2, §3] , and therefore, we will call closed ideals also congruence ideals.
A modal operator f is called a closure operator or S4 operator, if it satisfies
In this case, B, f is called a closure algebra or an S4 algebra.
If X := X , R is a frame, we define a mapping R : 2 X → 2 X by R (Y ) = {x : R(x) ∩Y = / 0}. In modal logic, R is the (interpretation of) the diamond operator ♦ in the frame X . The structure 2 X , R is called the complex algebra of X , denoted by Cm(X ). 
The canonical structure of a modal algebra B := B, f is the frame Cst(B) := Ult(B), R f , where
, and F a , F b are the principal ultrafilters generated by a, respectively, b, then
Observe that R f is the universal relation on Ult(B) if and only if f = f 1 , and R f is the empty relation if and only if f = f 0 .
The following representation theorem is seminal for algebraic semantics of modal logics:. 
The algebra Cm Cst(B) is called the canonical extension of B, denoted by B σ . It is well known that B ∼ = B σ if and only if B is finite. We will sometimes assume that w.l.o.g. B, f is a subalgebra of B σ . In this case, R f is denoted by f + . We shall usually just write B σ instead of B σ .
For a history of and an introduction to Boolean algebras with operators, the reader is invited to consult [10] .
We shall use several axioms of modal logics in their algebraic form and the corresponding property of their canonical relation:
R f is a binary relation.
R f is symmetric.
Conjunctions of axioms are usually written in juxtaposition of the axioms; for example, KT means a modal logic based on the axioms K and T. Some abbreviations are common:
The next result provides a convenient criterion for a modal algebra to be subdirectly irreducible:
f be a modal algebra. Then, B is subdirectly irreducible if and only if
If B is a K4 algebra, then (3.3) is equivalent to the statement
and if B is an S4 algebra, i.e. if f is a closure operator, then (3.3) is equivalent to
(∃a = 1)(∀b = 1) f ∂ (b) ≤ a. (3.5)
The semilattice of modal operators
Let M (B) be the set of all modal operators on a fixed Boolean algebra
. Furthermore, let f 0 :≡ 0, and
Note that f 1 is the unary discriminator on B. In modal logics f 1 is known as the universal modality [8, 9] .
The following observation which, is straightforward to prove, is the basis for the considerations in this section:
We remark in passing that the structure M (B), ∨, f 0 , f 1 , •, 1 ′ is a bounded idempotent semiring where • is composition of functions and 1 ′ is the identity.
For each x ∈ B define the relativization of
Clearly, each f x is a modal operator on B.
Theorem 5. M (B) is a complete semilattice if and only if B is complete.
Proof. "⇒":
x ∈ M}, and choose some y ∈ B + . Our aim is to show that f (y) is the least upper bound of M. Since f x (y) = x and f x ≤ f , it is clear that f (y) is an upper bound of M. Next, let z be an upper bound of M. Then, x ≤ z for all x ∈ M, and therefore,
In this case it is in fact a complete lattice:
, then f 0 is a lower bound of Q, and thus, { f ∈ M (B) : f is a lower bound of Q} is well defined, and clearly, it is the greatest lower bound of Q.
⊓ ⊔
Our next topic in this section is the existence of dual pseudocomplements in M (B).
We start with a characterization of pseudocomplements in M (B):
Since B is a dense subalgebra of B, all sums existing in B coincide with the sums in B; in particular, if
"⇒": Suppose that f ⊥ is a dual pseudocomplement of f , and let
and define f ′ : B → B by f ′ (0) := 0, and
Conversely,
Thus, there is some 0 y ≤ x such that − f (y) · −g(x) = 0, i.e. f (x) + g(x) = 1. This contradicts our hypothesis f ∨ g = f 1 , and it follows that f ⊥ is the dual pseudocomplement of f . ⊓ ⊔
Theorem 6. M (B) is dually pseudocomplemented if and only if B is complete.
Proof. "⇒": Suppose that M (B) is dually pseudocomplemented, and let M ⊆ B + . Let F be the filter of B generated by M. Then, ∏ B F = ∏ B M: Since M ⊆ F, any lower bound of F is a lower bound of M. Conversely, let x be a lower bound of M and y ∈ F. Then, there are q 0 , . . . , q n ∈ M such that q 0 · . . . · q n ≤ y, and therefore, x ≤ y. Thus, we may assume that M is a filter of B. Let f be the identity. Then, by Lemma 3,
Hence, − ∏ B M exists and thus, B is complete.
"⇐": If B is complete, then ∑{− f (y) : 0 y ≤ x} exists for each x ∈ B + , and the mapping defined by
is the dual pseudocomplement of f by Lemma 3.
⊓ ⊔
In particular, M (B) is dually pseudocomplemented, if B is finite.
Let M c (B) be the set of completely additive normal operators of B. It is obvious that M c is a subsemilattice of M (B). If B is complete, we can say more:
Suppose that B is complete.
M c (B) is complete. 2. g = f ⊥ for some f ∈ M (B) if and only if g is completely additive. 3. M c (B) is a Boolean algebra, and f ⊥⊥ is the largest element of M c (B) below f for every f ∈ M (B).
Proof.
by definition of ∨,
f and g are complete,
by definition of ∨.
It is straightforward to extend this over infinite joins of complete modal operators. 
by transitivity of ≥.
Thus,
g(x) · ∏ {g(z) : 0 z ≤ −g(y) and 0 y ≤ x} = 0. . This implies the second claim.
⊓ ⊔
The following observation comes as no surprise:
Proof. Since both R ⊥ and −R are completely additive, and thus determined by their action on the singletons, it suffices to show that R ⊥ ({y}) = −R ({y}) for every y ∈ X . Let y ∈ X . Then, by Lemma 3 and a simple computation,
This proves the claim.
, and suppose that b ∈ B. Even though f +⊥ (b) need not be equal to g + (b) (and not even be in B), it seems reasonable to ask whether
The Let g : B → B be defined by
Clearly, g is a modal operator.
is not dually pseudocomplemented. It is therefore instructive to give a concrete example of a modal operator on FC(ω) without dual pseudocomplement.
Example 2. Let B = FC(ω)
, and define f : B → B by f ( / 0) = / 0, and
if n = 0, ω \ {0}, if n = 0 and n is even, ω \ {n}, if n is odd, and extend f over FC(ω) by f (M) = { f ({n}) : n ∈ M}. Since every cofinite M ⊆ ω contains a positive even number n and an odd number m, we note that
Furthermore, if g ∈ M (B) and n is odd, then
Let F 0 be the set of positive even numbers, and F 1 be the set of odd numbers. For 0 i let n i be the i-th nonzero even number, g i ( / 0) := / 0, and
if M is cofinite and 0 ∈ M. (4.9)
We extend the g i additively over finite sets; then g i (M) is finite, if M is finite.
Note that the g i only differ in how they handle a cofinite
If both L and M are cofinite, then so is L ∪M, and
we have shown that g ∈ M (B).
Next, let M ∈ B + . If M is cofinite, then f (M) = ω by (4.4), and if 0 ∈ M, then g i (M) = ω. Let M be finite and 0 ∈ M; it is enough to show that f ({n}) ∪ g i ({n}) = ω for n = 0. By definition,
Assume that g is a dual pseudocomplement of f . Then g(ω \ {0}) ≤ g i (ω \ {0}) = ω \ {n i } for all i ∈ ω + , and thus, g(ω \ {0}) contains no positive even numbers. However, ω \ {0} contains all odd numbers, and thus, F 1 ⊆ g(ω \ {0}) by (4.5). It follows that g(ω \ {0}) ∈ B, a contradiction. Thus, f does not have a dual pseudocomplement.
It is instructive to consider the canonical extension B σ of B with f + := R f . Then, f +⊥ exists since B σ is complete, and it is equal to −R f by Theorem 8. Let F n be the principal ultrafilter of FC(ω) generated by {n}, and U be the non-principal ultrafilter of cofinite sets; furthermore, let h : B → 2 Ult(B) be the Stone embedding. Then, for M ∈ B, 
By (3.2) and the definition of f ,

Furthermore,
This gives us
This shows that −R f ≤ g i for all i ∈ ω. On the other hand, if we define
then f , p is a minimal pair, and p ≤ g i for all i ∈ ω + . ⊓ ⊔
Our final example in this section exhibits a modal operator on the countable free Boolean algebra without a dual pseudocomplement. 
) be its canonical representation. Now, set f (0) := 0, and, for
since h is an order isomorphism,
Considering that h is an order isomorphism, we obtain (4.10) and therefore
Next, let f ∨ f ′ = f 1 , and 0 x 1. Since f ′ (x) is an upper bound of M x by Lemma 3, it follows from (4.11) that 
, and therefore,
and (4.13) implies that f ⊥ (x) ⊆ [p, 1). Altogether, we obtain that f ⊥ (x) = [p, 1), a contradiction.
⊓ ⊔
As in Example 2, we see concretely that the pseudocomplement does not exist, because certain infinite products (or sums) do not exist in B -this time for an atomless BA. Lemma 3 tells us that this is to be expected, since B is not complete. Furthermore, we observe that f is a closure operator on the free countable Boolean algebra.
Decomposing discriminators
It is often the case that pairs of operators are considered which, taken together, have desirable structural properties. Examples of such pairs are Galois connections or residuated mappings. In [6] pairs of operators f , g were considered where f is a modal operator, and g is a sufficiency operator, i.e.
for all x, y ∈ B. A weak mixed algebra (wMIA) is a structure B, f , g such that f is a modal operator, g is a sufficiency operator, and
The class of wMIAs is denoted by wMIA. These algebras are intimately connected to algebraic models of the logic K ∼ , which was introduced by Gargov et al. [8] . It turns out that the discriminator decomposition algebras defined below are another way of describing weak MIAs.
Suppose that f , g are modal operators on B, and consider the condition
Clearly, f ∨ g is the unary discriminator. If a pair f , g of modal operators satisfies (5.2) we call it a decomposing pair, and g a companion of f . If f , g is a decomposing pair, then so is g, f owing to the commutativity of +. The set of all decomposing pairs is denoted by Dp(B). For each f ∈ M (B) the pair f , f 1 is decomposing. If f ⊥ is the dual pseudocomplement of f , then f , f ⊥ is a decomposing pair, and f ⊥ is the smallest g ∈ M (B) such that f , g is decomposing.
A discriminator decomposition algebra (DDA) is a bi-modal algebra B, f , g such that f , g is a decomposing pair. If both f and g are proper, i.e. not equal to f 1 , B, f , g is called a proper DDA. The class of DDAs is denoted by DDA; by (5.2), DDA is a discriminator class. The relational counterpart of this situation are frames X , R, S , where R ∪ S = X ; these are called generalized models of K ∼ in [8] . Proof. Let B, f , g be a weak MIA, and set f ′ := g * . Then, f ′ is a modal operator, and, for all a = 0,
the latter since g(a) ≤ f (a). Clearly, the assignment f , g → f , g * is an injective mapping, and all that is left to show is that it is surjective. Thus, let f , f ′ be modal operators such that f (a) + f ′ (a) = 1 for all a = 0, and set g := f ′ * . Clearly, g is a sufficiency operator, and
Thus, the classes wMIA and DDA are equipollent in the sense of Tarski and Givant [15] . As in DDA we are dealing with just one kind of operator instead of the two kinds in wMIA, it is less complicated to work in DDA. It is also easier to apply results from the theory of modal algebras. The equational class generated by wMIA was described in [6, Section 7] , and the results can be translated for DDA in a straightforward way. Given a bimodal algebra B, f , g let u : B → B be defined by
B is called a K ∼ -DDA, if u is an S5 possibility operator, i.e. if u has the following properties:
The class of K ∼ -DDAs is denoted by KDDA; clearly, KDDA is an equational class. Proof. Taking into account Theorem 9, the proof is a straightforward translation of [6, Theorem 7.3] .
The following result relating a decomposing pair to its canonical relations comes as no surprise:
Proof. "⇒": Let F, G ∈ Ult(B) 2 , and assume
"⇐": Let a ∈ B + and assume that f (a) + g(a) = 1. Then, there is an ultrafilter
Proof. This follows from the syntactic form of (5.2), see. e.g. [10, Theorem 4.2.1] . A direct proof is as follows: Since B ∈ DDA, R f ∪ R g = Ult(B) 2 . We show that R f ({U }) ∪ R g ({U }) = Ult(B) for U ∈ Ult(B); then this can be extended to all non-empty subsets of Ult(B), since the operators are isotone. Assume that R f ({U }) ∪ R g ({U }) = Ult(B). Then, there is some ultrafilter F of B such that F ∈ R f ({U }) and F ∈ R g ({U }); in other words, F,U ∈ R f and F,U ∈ R g . This contradicts R f ∪ R g = Ult(B) 2 . ⊓ ⊔
Proper companions
Let us order Dp(B) by setting
The following observation is obvious:
Lemma 6. If g is a companion of f and g ≤ g ′ , then g ′ is a companion of f .
Theorem 13. Let f , g ∈ Dp(B). If f and g are dual pseudocomplements of each other, then f , g is a minimal pair. If B is complete, then the converse also holds.
Proof. Since f and g are dual pseudocomplements of each other, we may suppose that f = f ⊥⊥ and g = f ⊥ . Let f ′ , g ′ ∈ Dp(B), and
If B is complete, then every f ∈ M (B) has a dual pseudocomplement, and the claim follows from the fact that the set { f ⊥⊥ , f ⊥ : f ∈ M (B)} is dense in Dp(B).
⊓ ⊔
In Example 2, f , p is a minimal pair, and p ≤ g i for all i ∈ ω + . This shows that the assumption of completeness in the ⇐ direction cannot be removed.
A companion g of f is called proper, if g = f 1 . Note that this notion is not symmetric:
It turns out that the property of f having a proper companion is a Σ 1 first order property, as the following result shows: f has no proper companion.
Since f (0) = 0, the non-existence of a proper companion is in some sense an expression of continuity of f at 0. One may also interpret this as completeness of f at 0. 
and therefore,
Thus, f is a closure operator. 2. There is some B, f such that f is a closure operator, f [B] is not dense and f has no proper companion (Example 5). 3. There is some B, f such that f [B] is dense and f has a proper companion (Example 6).
Therefore, the properties of f [B] dense and f having a proper companion are independent. However, if f has additional properties, the situation is different, as we shall show below.
For a modal operator f on B, its n−th iteration is defined as usual: For n ≥ 1, x ∈ B f 1 (x) := f (x), f n+1 (x) := f ( f n (x)).
In analogy to the corresponding property of frame relations, we say that a modal operator f is n-transitive if, for all x ∈ B, Proof. Assume that f has a proper companion. By Theorem 14, there are x, z ∈ B + such that 0 y ≤ x implies z ≤ f (y). Let t ∈ B such that 0 f n (t) ≤ x; such t exists, since f n [B] is dense by the hypothesis. By (6.1), z ≤ f ( f n (t)), and thus, z ≤ f ( f n (t)) ≤ f n (t) ≤ x, since f is n-transitive. Note that this is not possible in Example 6.
Again by density there is some s ∈ B + such that 0 f n (s) ≤ z; since B is atomless, we may suppose that f n (s) z. But then, 0 s ≤ x implies z ≤ f ( f n (s)) ≤ f n (s), a contradiction. Proof. Since B ω is the countable free Boolean algebra, it is atomless. Furthermore, 4 n says that f n is n-transitive, and B n and B() n imply that f n [B ω ] is dense in B ω .
⊓ ⊔ Therefore, the modal operator of the countable Lindenbaum-Tarski algebra of an axiomatic extension of K4B -in particular, that of S5 -does not have a proper companion. On the other hand, Corollary 3 shows that any nontrivial modal operator on an algebra with at least one atom has a proper companion, in particular, that of a finite algebra with at least four elements. Therefore, we conclude that this property is not solely a property of the logic, but depends on the model.
