Abstract
Introduction

16
Vector quantisation (VQ) refers to the modelling of a probability density function into a discrete 17 set of prototype vectors (sometimes called the codebook) such that any point drawn from the 18 associated distribution can be associated to a prototype vector. Most VQ algorithms try to 19 match the density through the density of their codebook: high density regions of the distribu-20 tion tend to have more associated prototypes than low density region. This generally allows to 21 minimise the loss of information (or distortion) as measured by the mean quadratic error. For a complete picture, it is to be noted that there also exists some cases where only a partition 23 of the space occupied by the data (regardless of their density) is necessary. In this case, one 24 wants to achieve a regular quantification a priori of the probability density function. For ex-25 ample, in some classification problems, one wants to achieve a discrimination of data in term of 26 classes and thus needs only to draw frontiers between data regardless of their respective density.
28
Vector quantisation can be achieved using several methods such as variations of the k-means 29 method [1] , Linde-Buzo-Gray (LBG) algorithm [2] or neural network models such as the self-30 organising map (SOM) [3] , neural gas (NG) [4] and growing neural gas (GNG) [5] . Among all 31 these methods, the SOM algorithm is certainly the most famous in the field of computational have a too small utility parameter. Similarly, the evolving self-organising map (ESOM) [16, 17] 50 is based on an incremental network quite similar to GNG that creates dynamically based on 51 the measure of the distance of the winner to the data (but the new node is created at exact 52 data point instead of the mid-point as in GNG). the second phase uses a small neighbourhood phase to train the network. Unfortunately, the size 60 of the neighbourhood in the second phase has to be adapted to the expected density of the data.
62
Without judging performances of these models, we do not think they give a satisfactory of Ω and the distortion of the VQ is measured by the mean quadratic error
If the function f is unknown and a finite set {x i } of p non biased observations is available, the 84 distortion error may be empirically estimated by
Neural maps define a special type of vector quantifiers whose most common approaches are the all of which established the set {w i } i∈N that is referred as the codebook. The mapping from
91
Ω to N is a closest-neighbour winner-take-all rule such that any vector v ∈ Ω is mapped to a 92 neuron i with the code w v being closest to the actual presented stimulus vector v,
The neuron w v is called the winning element and the set C i = {x ∈ Ω|Φ(x) = w i } is called the 
with h σ (t, i, j) being a neighbourhood function of the form
where ε(t) ∈ R is the learning rate and σ(t) ∈ R is the width of the neighbourhood defined as
while σ i and σ f are respectively the initial and final neighbourhood width and ε i and ε f are 107 respectively the initial and final learning rate. We usually have σ f σ i and ε f ε i . 
with h λ (t, i, v) being a neighbourhood function of the form:
where ε(t) ∈ R is the learning rate and λ(t) ∈ R is the width of the neighbourhood defined as
while λ i and λ f are respectively the initial and final neighbourhood and ε i and ε f are respectively 117 the initial and final learning rate. We usually have λ f λ i and ε f ε i . 
with ε being a constant learning rate and h η (i, s, v) being a neighbourhood function of the form
where η is the elasticity or plasticity parameter.
As we explained in the introduction, the DSOM algorithm is essentially a variation of the SOM 
and introduces the relation P (w) ∝ ρ(w) α with ρ(w) being the weight vector density and Said differently, what is actually mapped by the DSOM is the structure or support of the 158 distribution (Ω using notations introduced in section 2) rather than the density. 
Elasticity
160
The DSOM algorithm is not parameter free since we need to control when a neuron may be 161 considered to be close enough to a data such that it prevents learning for its neighbours. This figure) , learning rate of any neuron different from the winner s is zero and only the winner actually learns the new data. When the winner s is very far from the data (top line), any neuron benefits from a large learning rate and learns the new data (modulated by their own distance to the data but this extra modulation is not represented on the figure).
Figure 2: Three DSOM have been trained on a disc distribution using different density areas. Left. The density is uniform all over the disc (0.25). Center. Outer ring has higher density (.4) than inner disc (.1). Right. Outer ring has lower density (.1) than inner disc (.4). Despite these different density distributions, the three DSOM self-organise onto the support of the distribution (the whole disc) and does not try to match density. (4 here) is less than the number of data (5 here). NG and SOM can converge on an approximated solution thanks to both their decaying learning rate and neighborhood and this explains why three nodes are exactly aligned with their corresponding data while the last node found a mid-distance position. In the case of DSOM and because of the constant learning rate, every node is moving at each presented data and thus cannot converge at all.
When this difference is large, a large correction of weights occur on all networks nodes and this
zero for any presented data and this prevents the network to learn anything at all. We could 
Experimental results
217
We report in this section some experimental results we obtained on different types of distribution 218 that aim at illustrating DSOM principles. We do not have yet formal results about convergence
219
and/or quality of the codebook. As a consequence, these results do not pretend to prove 220 anything and are introduced mainly to illustrate qualitative behaviour of the algorithm.
221
Unless stated otherwise, the learning procedure in following examples is: 4. At each iteration, a sample is picked randomly and uniformly in the discrete sample set 226 5. Distortion is measured on whole sample set every 100 iterations using equation (2.2).
227
The distortion error is plotted above each graphics to show rate of convergence. 
Non-stationary distributions
229
In order to study dynamic aspect of the DSOM algorithm, three networks (NG, SOM, DSOM) we were to reconstruct the original image using those filters, we would certainly obtain a larger 259 distortion error. In the other hand, if those filters were supposed to extract useful information 260 from the image, they would certainly give a better account of the structure of the image. : estimated distortion error defined as 
