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Les systemes domestiques de chauffage et de climatisation ont pour objectif de fournir
un confort aux occupants. Cependant, ce confort a un cout : la consommation d energie. II
est reconnu que la consommation energetique d'une residence depend du comportement des
occupants et de leur perception du confort thermique.
Ce memoire presente une nouvelle politique de controle qui assure Ie confort et reduit
la consommation cTenergie en milieu residentiel. Pour atteindre ces objectifs contradictoires,
Ie confortstat propose utilise un indice de confort adaptatif et apprend certains comporte-
ments des occupants. Les apprentissages realises par Ie confortstat sont issus d'une technique
originale d'apprentissage temporel basee sur les reseaux de neurones artificiels.
L'indice de confort adaptatif developpe utilise la formule du PMV (Predicted Mean Vote)
comme base initiale de connaissance. A 1'aide de cet indicateur de confort, Ie confortstat
controle la temperature ambiante en fonction des habitudes d'habillement et d'activites phy-
siques des occupants. Pour realiser des economies d'energie, Ie confortstat limite 1'utilisation
du systeme de chauffage et de climatisation lors de 1'absence des occupants.
Les resultats presentes demontrent que la politique de controle developpee permet une
reduction automatique de la consommation energetique par rapport aux thermostats conven-
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De nos jours, un nombre grandissant de raisons economiques et environnementales nous
incitent a chercher de nouveaux moyens pour reduire notre consommation energetique. Au
Quebec, Ie chauffage de batiments est 1'activite qui consomme Ie plus d'energie. Dans ce
contexte, la quantite d'energie consommee varie selon les caracteristiques physiques des ba-
timents et Ie comportement des occupants.
En raison de son climat rigoureux et des habitudes de vie de ses habitants, Ie Canada
est un grand consommateur d'^nergie. En effet, sa consommation per capita est presque Ie
double de celle des pays d'Europe ou du Japon. De plus, la consommation d energie des
residences canadiennes representait, en 1975, pres de 20% de toute 1'energie utilisee au pays1.
Une grande proportion de cette energie est utilisee pour Ie chauffage. Aux Etats-Unis, la
consommation energetique residentielle a augmente de 15% entre 1958 et 1978 [25].
1 Source : L'energie au Canada au seuil des annees quatre-vingts. Bulletin economique de la Banque
Provinciale, Vol. VIII, no. 1, janvier-fevrier 1978.
CHAPITRE1. INTRODUCTION
1.1 Consommation energetique et confort
Le but premier du chaufFage et de la climatisation est de creer un environnement confor-
table pour 1'activite humaine. Le confort thermique est fonction de la temperature ambiante
et par consequent, de Fenergie attribuee pour controler 1 environnement thermique. II existe
ainsi un conflit d'opposition fondamental entre offrir un confort thermique et faire des econo-
mies d'energie, qui sont generalement proportionelles a une economie d'argent. Pour trancher
ce conflit, on reformule generalement 1'objectif de faQon a prioriser un des deux result ats. Le
plus souvent, 1'objectif premier est de garantir un niveau respectable de confort. Ainsi, la
formulation d'un seul objectif devient : «Maintemr Ie confort tout en minimisant les coUts















FIG. 1.1: Composants d'un systeme thermique residentiel
Tel qu'illustres en figure 1.1, les cinq composants majeurs d'un systeme thermique resi-
dentiel sont :
- 1'environnement climatique externe;
- 1'environnement climatique interne;
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- les caract6ristiques physiques de la maison;
- Ie systeme de chauffage et climatisation (SCC);
- les occupants.
Si 1'on considere que 1'environnement climatique externe est incontrolable et que les caracte-
ristiques physiques de la maison sont fixes, seul Ie SCO permet de contr61er 1 environnement
climatique interne. La politique d'utilisation du SCO est done determinante quant a 1'atteinte
du double objectif de maintient du confort et de reduction d 6nergie consommee.
Ce sont Ie comportement des occupants, leur evaluation du confbrt thermique et 1 en vi-
ronnement climatique externe qui determinent la politique d'utilisation du SCC. Une bonne
utilisation du SCC repose ainsi sur une mod61isation adequate de ces facteurs. Puisque 1'en-
vironnement d'application considere est un foyer residentiel, ces modelisations doivent etre
simples et economiques.
1.2 Reduction de la consommation
Ce travail explore comment parvenir a un meilleur compromis entre Ie confort et 1'econo-
mie d'energie. Nous cherchons a atteindre deux objectifs fondamentaux : tout d'abord, decou-
vrir de nouvelles modelisations du confort et du comportement des occupants; et deuxieme-
ment realiser un premier prototype (sous forme de simulation informatique) servant a valider
une politique de controle basee sur les modelisations proposees.
La solution proposee tient compte du confort et des habitudes de vie des individus pour
ameliorer leur confort thermique. L'apprentissage des habitudes de vie des occupants nous
permet de reduire la consommation energetique tout en limitant Penergie attribuee au SCC
lorsque Ie confort des occupants n'est pas en jeu.
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La realisation du nouveau thermostat est faite sous forme logicielle. Ce faisant, nous ba-
tissons une architecture logicielle modulaire ou cooperent plusieurs techniques d'intelligence
artificielle. Notamment, nous avons recours aux reseaux de neurones artificiels et a un modele
d'apprentissage temporel original.
1.2.1 Cadre de la recherche
Le cadre que nous avons fixe pour ce projet de recherche est un environnement residentiel
situe au Quebec. Plus specifiquement, nous considerons une seule piece ou zone d'une maison.
Nous proposons une nouvelle politique de controle du confort et de 1'energie dotee d'un
algorithme d'adaptation aux habitudes de vie des gens. Dans ce contexte, nous avons fixe les
lignes directrices suivantes pour 1'ensemble du pro jet :
Confort - La raison d'^tre du systeme est de fournir un confort aux occupants. Les per-
formances de contr6le acceptables sont frequemment specifiees semi-qualitativement en
terme de temps pendant lequel les occupants sont confortables. Selon nous, pour etre
satisfaisant, Ie systems devrait maintenir les occupants dans leur inter valle de confort
95% du temps qu'ils sont presents.
Economie - Le systeme devrait automatiquement realiser une economie d'energie si elle
est possible et si elle ne reduit pas Ie comfort des occupants. Les estimations faites
par d'autres chercheurs [4, 41, 35, 37, 7, 50] nous permettent de fixer un objectif de
reduction d'energie entre 10% et 20% par rapport a un thermostat ayant un point de
consigns unique et fixe.
Le confort et Peconomie d'energie s'opposant, 1'utilisateur doit etre en mesure de choisir
son niveau de confort minimum afin de realiser un maximum d economies. Ceci permet une
optimisation discretionnaire selon les preferences des occupants.
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Puisque 1'environnement choisi est de type residentiel, la simplicite de 1'interface-utilisateur
et de la mise-en-oeuvre sont cruciales. Les couts d achat, d'implantation et d operation du
systeme doi vent laisser presager un retour sur investissement a moyen terme, soit moins de
5 ans.
Tout au long de ce memoire, nous faisons reference au chauffage puisque nous vivons dans
un pays ou il fait froid. Cependant, les remarques et concepts s'appliquent aussi generalement
a la climatisation et aux situations geographiques ou il fait chaud.
1.3 Organisation du memoire
Dans ce memoire, nous exposons une partie des travaux qui furent realises pour 1'elabora-
tion des modelisations et du prototype du confortstat intelligent. Comme introduction, une
description generale actuelle du domaine du confort thermique et des politiques de controle
est presentee au chapitre 2. En particulier, nous decrivons 1'indice PMV (Predicted Mean
Vote) qui est largement utilise dans ce travail.
Au chapitre 3, nous presentons sommairement la solution proposee pour situer dans 1 en-
semble chacune des parties qui seront developpees subsequemment.
Notre approche est basee sur 1'utilisation de reseaux de neurones artificiels (RNA) et
d'un modele d'apprentissage temporel. Ainsi, Ie memoire se poursuit avec une explication du
fonctionnement des RNA et du modele d'apprentissage qui sont utilises pour la realisation
du confortstat intelligent. Ces explications apparaissent aux chapitres 4 et 5 respectivement.
Nous presentons ensuite les travaux realises. En premier lieu, 1'etude de 1'utilisation d'un
RNA pour modeliser Ie confort thermique, utilisant Pindice PMV comme base, est presentee
au chapitre 6. Celle-ci est suivie, au chapitre 7, de la presentation de deux cas pratiques
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d'application du modele d'apprentissage temporel.
Nous passons ensuite a la description de la politique de contrOle du confortstat intelligent
et nous expliquons en detail Ie fonctionnement interne de ce dernier au chapitre 8.
Nous presentons au chapitre 9 Ie simulateur thermique utilise pour evaluer les perfor-
mances des systemes de controle. Aussi, nous exposons les resultats de simulation de notre
prototype de confortstat intelligent et ce, en comparaison avec deux types de thermostats
populaires.
Pour conclure, nous faisons Ie point sur 1'ensemble des travaux realises et sur leur origi-
nalite. Nous mentionnons finalement des avenues de recherche a considerer.
Chapitre 2
Confort thermique et politiques de
controle
2.1 Confort thermique
Selon Galeou et al [21], Ie confort thermique de Petre humain "correspond a une moti-
vation simple mais permanente qui Ie pousse a rechercher (voire creer) certaines situations
climatiques, a maintenir certaines d'entre elles et a les juger en termes d'agrement ou de
desagrement".
Ce chapitre presente les recherches menees pour mod^liser mathematiquement Ie juge-
ment de 1'^tre humain quant a son confort thermique. L'objectif partage de la communaute
scientifique est de mettre en relation des variables physiques et physiologiques objectives de
confort ou d'inconfort (par exemple une temperature ambiante ou un rythme metabolique)
avec une estimation subjective de la temperature per^ue ou du confort thermique (done avec
un jugement) produite dans une condition climatique connue.
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2.1.1 Situation actuelle
Pour des raisons de simplicite, la plupart des systemes de chaufFage sont controles en fonc-
tion de la temperature ambiante. Dans les installations residentielles, les occupants ajustent
un point de consigne selon une perception personnelle des conditions interieures.
Malheureusement, cette politique de controle est peu efficace et peu appreciee parce qu'elle
manque a son premier objectif : rendre les occupants confortables. II est reconnu depuis
plusieurs annees que Ie confort thermique depend de plusieurs variables et non seulement de
la temperature ambiante. Par exemple, il est generalement connu que Ie confbrt depend aussi
de 1'humidite et de la vitesse de deplacement de 1'air. Dans les faits, Ie confort thermique
varie selon plusieurs facteurs psychologiques, biophysiques et sociaux.
2.1.2 Approche du confort
Des recherches menees par Fanger [15] identifient six variables qui influencent Ie confort
thermique :
- la temperature ambiante;
- les vetements portes;
1'humidite;
- la temperature radiante ;
- Ie deplacement de 1'air;
- Ie rythme metabolique (activite physique).
C'est pendant la decade de 1960 que Fanger a debute ses etudes sur la description quan-
titative du confort a 1'Universite du Kansas et que plus tard, il continue sa demarche au
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Danemark. En 1972, V American Society of Heating, Refrigerating and Air-Conditionning
Enginneers (ASHRAE) a public un document intitule ASHRAE Handbook-Fundamentals
qui decrit Ie premier standard de confort adopte par cette association.
Le travail de Fanger regroup e les variables physiologiques du confort en une seule equa-
tion. Cette formule mathematique, nommee "Predicted Mean Vote" (PMV) est presentee a
1'equation 2.1. Get indice de confort reflete 1'inegalite entre Ie flux thermique reel d'un corps
humain place dans un environnement donne et Ie flux thermique ideal pour maintenir Ie
confort; ceci en considerant une activite physique et un habillement donne.
PMV = (0.303e-°-036M + 0.028) {(M-W)
-3.05 x 10-3 x [5733 - 6.99(M - W) - pa]
-0.42 x ((M-W)- 58.15)
-1.7 x 10-5M(5867-pa)
-0.0014M(34 - ta) - 3.96 x 10-8/c;
x ((^ + 273)4 - (f, 4- 273)4) - f^(t^ - Q} (2.1)
ou
^ = 35.7 - 0.028(M - VK) - J^ {3.95 x 10~sfci
x[(^+273)4-(f,+273)4]
+fclhc(t^ - ta)} (2.2)
2.38(^ - Q°-25 lorsque 2.38(^ - ^)0'25 > 12.1,,^
Ac=1 12.1,,^: sinon ^•L
1.00 + 1.290^ lorsque ^ < 0.078m2 .0 C/M
lcl~ } 1.05+0.654^ sinon ^'^
ou
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PMV est la valeur du vote predit
M est Ie rythme metab clique, en watts par metre
carre (de la surface du corps)
W est Ie travail externe, en watts par metre
carre (zero pour la plupart des activites)
Id est la resistance thermique des vetements (en metres carres
degre Celcius par watt)
fd est Ie rapport entre la zone couverte de vetements et la
surface total du corps humain
ta est la temperature ambiante moyenne (en degres Celcius)
tr est la temperature radiante moyenne (en degr6s Celcius)
Var est la vitesse de deplacement de Fair (en metres par seconde)
pa est la pression d'eau partielle (en Pascal)
he est Ie coefficient de transfer! de chaleur (en watts par metre
carre degres Celcius)
tc est la temperature de surface des v^tements (en degres Celcius)
La formule du PMV permet Ie calcul d'un indice de confort a partir des facteurs qui
Pinfluencent. Get indice predit la valeur moyenne du vote d'un groupe d'individus sur une
echelle de sensation thermique. L'echelle comporte sept valeurs discretes allant de la sensation
de chaleur (+3) jusqu'^i la sensation du froid (-3); la valeur mediane zero etant la sensation
thermique la plus agreable (ou neutre). Selon Fanger, lorsque 1'indice PMV vaut 0, environ
95% des personnes sont confortables et satisfaites.















TAB. 2.1: Valeurs du vote PMV et leur signification
A ce jour, il existe plusieurs standards qui definissent Ie confort thermique: ANSI/ASHRAE
Standard 55-1992 [I], ISO Standard 7730 :1994 [3] et ISO Standard 7243 [2]. Ces standards
sont bases sur Ie travail de Fanger et font reference aux variables mentionnees ci-haut.
Selon Gulp et al [II], les proprietaires de batiments per^oivent de plus en plus 1'importance
de controler 1'environnement selon Ie confort des occupants. Les recherches menees par cette
equipe demontrent qu'un controle de 1'environnement considerant Pindice PMV ameliore Ie
niveau de confort des occupants. De plus, Henderson et al [24] indiquent que la consommation
d energie peut ^tre reduite dans certaines circonstances si Ie controle repose sur Ie PMV.
Gulp et at rencherissent sur ceci en affirmant que les avantages pecuniaires peuvent etre
beaucoup plus grands que ceux qui ont trait au controle proprement dit. Par exemple, un
utilisateur mecontent de son environnement climatique peut activer un ventilateur ou ouvrir
une fenetre; c'est alors que Ie systeme de chaufFage entre en competition avec 1'utilisateur et
engendre des pertes d'energie import antes.
Malgre ces avantages, Ie modele d'evaluation du confort de Fanger n'est pas parfait. En
effet, plusieurs specialistes critiquent certains aspects du PMV [8, 43, 20, 48, 46, 47]. Les
conditions experimentales utilisees en laboratoire et les limites fixees sur les parametres sont
les plus discutees. Aussi, pour que Pequation PMV soit valable, il faut que les conditions
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environnementales soient relativement stables. Ceci fr^ne Ie developpement dans plusieurs
domaines ou les conditions changent rapidement. Neanmoins, Ie PMV demeure un standard
pertinent auquel tous se mesurent.
En plus des problemes inherents a une equation obtenue de fagon empirique, des raisons
pratiques et economiques limitent la mise en application de systemes considerant les variables
du PMV. En outre, les equations de Fanger sont complexes et les variables sont difficiles a
mesurer.
2.1.3 Travaux a PUniversite de Sherbrooke
La subjectivite du confort thermique est telle qu'il faut adapter 1'evaluation du confort
selon les individus concernes. En ce sens, les travaux de Fanger ne consider ent pas les varia-
tions entre les individus. Par consequent, il est necessaire de concevoir un systeme adaptatif
d'evaluation du confort base sur Ie PM^V.
Un rapport de Michaud et al [36] decrit deux approches possibles pour aborder cette
problematique. Premierement, il est possible d'effectuer une mise en oeuvre experimentale
et d'appliquer des techniques d'apprentissage sur les resultats. C'est la methodologie qu'ont
retenue Fountain et al [18] pour les chambres d'hotel. Us ont instrumente un habitat reel et
enregistre les appreciations subjectives des occupants dans diverses conditions. A partir des
donnees recoltees, ils ont developpe un algorithme de controle utilisant la logique convention-
nelle.
Selon Michaud et al, cette approche n'est pas appropriee pour un milieu residentiel car la
nature des comportements des occupants est trap variable et il serait impossible d obtenir une
base de donnees suffisamment grande pour modeliser tous les comportements. La deuxieme
approche, celle retenue par M;ichaud et al, est de repartir de 1'equation de Fanger, la simplifier
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et traduire son expression selon des regles de logique floue. Bien que cette approche ait un
potentiel appreciable, elle n'est pas fondamentalement adaptative car elle repose toujours sur
1'equation statique du PMV et done sur une moyenne fixe.
Nous croyons qu'il est difHcile de reduire les facteurs influen^ant Ie confort thermique a
une equation ayant des parametres (ou regles) predefinis. En effet, Ie confort thermique est
aussi fonction de variables psychologiques et sociales telles Fage, Ie sexe, les attitudes, la
personnalite, Ie style de vie et les valeurs. A notre avis, ne pas laisser place a ces variables
serait de ne pas accepter ces differences sous pretexte de rester general. C'est pourquoi nous
optons pour une approche impliquant un apprentissage qui permette une certaine latitude par
rapport a la dimension personnelle des occupants sans pour autant prendre en consideration
explicitement ces parametres.
2.1.4 Transition vers Ie confort
Nous partagons 1'avis de Gulp et al [II], qui mentionnent que nous serons bientot capables
de mesurer et controler 1'environnement d'un batiment pour obtenir Ie confort des occupants
plutot que simplement considerer la temperature ambiante. A ce sujet, plusieurs facteurs
accel^rent la transition au nouveau paradigme de confort thermique :
- Le travail theorique necessaire a la comprehension des impacts des parametres sur Ie
confort est avance et compris. Plusieurs standards sont etablis.
- Le controle en fonction du confort, par opposition a la temperature ambiante, reunit
de plus en plus d'adeptes.
- La technologie d'evaluation et de mesure des facteurs a evolue jusqu au point ou elle
offre maintenant des solutions fiables a moindres couts.
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2.2 Politiques de controle
Puisque Fetre humain recherche certaines situations climatiques pour satisfaire son besoin
de confort thermique, il agit de fagon a creer un environnement conforme a ses attentes.
Toutes les actions entreprises pour atteindre une conformite maximale, ou a defaut, une
divergence minimale, sont considerees comme faisant partie de la politique de controle de
1'environnement. Le systeme presente a la figure 1.1 est celui qui est considere par la politique
de contr6le.
Pour un systeme automatise de controle de 1'environnement, tel un thermostat, la poli-
tique de controle est basee sur les informations dont dispose Ie systeme et les moyens d'action
que peut prendre Ie systeme pour changer les conditions environnementales. Ces deux fac-
teurs sont determinants quant au niveau d'atteinte de 1'objectif de confort. En pratique,
cependant, ils sont contraints par des considerations de couts. En efFet, les couts relies a
Pajout de dispositifs pour ameliorer 1'un on 1'autre de ces facteurs doivent 6tre compenses
par une reduction des couts d'operation a long terme. Ceci explique pourquoi, en realite, on
retrouve peu de politiques de controle sophistiquees.
Cette section repertorie les principales politiques de controle d'environnement climatique
et decrit les informations et les moyens d'action possibles pour chacune des realisations.
2.2.1 Thermostats actuels
A Pheure actuelle, il existe principalement deux types de thermostats sur Ie marche
- Ie thermostat conventionnel;
- Ie thermostat programmable.
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Ces deux dispositifs considerent seulement la temperature ambiante comme indicateur de
confort.
Le thermostat conventionnel est compose d'une console simple, habituellement un ca-
dran rotatif ou deux boutons digitaux qui permettent a 1'utilisateur de fixer un point
de consigne. Lorsque la temperature ambiante devie du point de consigne, Ie thermostat
active Ie systeme de chauffage ou climatisation pour retablir la temperature ambiante
jusqu'au point de consigne. Le point de consigne dicte par 1'utilisateur correspond a
une temperature ambiante qu'il juge confortable.
Un probleme associe a ce thermostat est que 1'utilisateur doit modifier souvent Ie point
de consigne en fonction des facteurs que seul Putilisateur pergoit : habillement, activite
physique, humidite, etc... Consequemment, si ces facteurs changent continuellement et
que 1 usager veut etre confortable, il doit lui-meme ajuster Ie point de consigne souvent
et adequatement. Quant a 1'economie d'energie, 1'utilisateur doit ajuster lui-meme Ie
point de consigne du thermostat pour minimiser cette derniere lorsque c'est possible.
Ceci rend 1'application d)un plan d'economie d'energie dif&cile a realiser.
Plusieurs publications critiquent 1'utilisation de thermostats conventionnels. Harmon [22]
souligne que plusieurs personnes ne comprennent pas comment fonctionne ce thermo-
stat. Benton [4] indique que les personnes qui augmentent Ie point de consigne n'ont pas
tendance a Ie diminuer ulterieurement. Pour obtenir des gains energetiques significatifs,
Cramer et al [10] stipulent que Ie contr6le doit ^tre automatique plutot que volontaire.
Le thermostat programmable marque la deuxieme generation de controle en ajoutant
un degre d'automatisme au thermostat conventionnel. L'estimation du confort repose
toujours sur la temperature ambiante mais maintenant, 1'utilisateur peut programmer
ses demandes de point de consigne selon ses habitudes de vie. II peut, par exemple,
diminuer les points de consigne la nuit et lors de ses absences.
L'avantage de ce thermostat est double : Poccupant sauve systematiquement del'energie
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durant les periodes d'abaissement de la temperature sans se preoccuper continuellement
des points de consigne et contrairement au thermostat conventionnel, 11 s'assure d'un
minimum de confort apres les periodes d'abaissement car la temperature revient a la
normale automatiquement.
Les desavantages principaux sont que la programmation du thermostat est complexe
et statique. En efFet, il appert que la programmation du thermostat est dif&cile pour
de nombreux utilisateurs et consequemment, Us n ont pas tendance a mettre a jour
periodiquement la programmation du thermostat. Par surcroit, Phoraire programme
par 1'usager est statique : c'est-^-dire que Ie thermostat ne change pas 1'horaire selon
la realite. En d'autres termes, Ie thermostat ne tient pas compte de la presence reelle
de Poccupant et encore moins de ses activites (sommeil, travail manuel, ...).
Dans tous les cas, il faut que les points de consigne soient adequats pour obtenir une
economie d'energie sans sacrifier Ie confort.
2.2.2 Economies d?energie
Un bon nombre de politiques de controle ont recours a la modulation du point de consigne
pour economiser de Penergie. L'approche la plus utilisee, appelee setback1, est de reduire Ie
point de consigne lorsque les occupants sont absents ou lorsque qu'ils dorment et qu ils
sont, par consequent, bien isoles sous leurs couvertures. La figure 2.1 illustre un exemple de
reduction du point de consigne.
Plusieurs etudes explorent Ie potentiel de reduction de consommation d'energie du au
setback [37, 9, 35, 41 . Leurs constations sont les suivantes :
1. Reduire Ie point de consigne (temperature ambiante) reduit la consommation d'energie
lComme nous n'avons pas trouve de traduction concise pour ce terme, nous conservons son expression
originale anglaise. Cependant, nous soulignons cet usage par la forme italique.




FIG. 2.1: Reduction du point de consigne (setback)
pour les systemes a capacite finie (utilisant gaz, huile et/ou electricite).
2. Plus Ie point de consigne durant la periode de setback est bas, plus 1'economie d'energie
est grande.
3. Plus la periode de setback est longue, plus y il a economie d'energie.
4. Reduire Ie point de consigne durant Ie jour entraine mains d'economie que durant la
nuit.
En reduisant les points de consigne la nuit, Schade, McConnell et al [41, 35] economisent
de 5 a 20% d'energie. Pour un ajustement approprie d'une journee complete, Nelson et
MacArthur [37, 33] obtiennent jusqu'a 30% d'economie.
Malgre ces points en favour de 1'approche du setback, les chercheurs mentionnent que la
capacite des SCC doit ^tre assez grande pour retablir les points de consigne confortables en un
temps raisonnable. Us mentionnent aussi que la demande energetique lors du retablissement
du point de consigne confortable est importante.
Depuis 1980, 1'industrie s'est beaucoup interessee a la diminution du point de consigne
pour reduire la consommation d'energie et les couts. Durant ces annees, plusieurs compagnies,
telles que Honeywell et American Standard, ont fait breveter leurs idees concernant des
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thermostats qui suivent des points de consigne preprogrammes pour obtenir soit un maximum
de confort, soit un maximum d'economie. Ces systemes de setback se concentrent sur la tache
d'etablir un temps adequat de retour au point de confort pour eviter que les occupants se
trouvent dans un etat d'inconfort.
Pour contrer PefFet de la surevaluation du point de consigne par les occupants ainsi que
pour obtenir les avantages de la diminution du point de consigne, Harmon [22] a propose
un thermostat qui reduit graduellement (environ ^°C/hr) Ie point de consigne une fois que
Putilisateur Pa fixe. Harmon indique que, de cette fa^on, on obtient une reduction de 1'energie
consommee par negligence d'ajustement du thermostat (lors d'absence ou sommeil) plutot
que par action explicite. II ajoute que Ie changement graduel de temperature ambiante est
imperceptible aux occupants.
2.2.3 Confortstat
Une nouvelle generation de controle de chauffage et climatisation, appelee conforts-
tat [18, 42], est actuellement au stade de recherche et de developpernent. Ce type de ther-
mostat est issu d'un nombre d'essais provenant des milieux de la recherche academique et
commerciale. Cette generation est la premiere a reconnaitre que Ie confort thermique ne
repose pas simplement sur la temperature ambiante.
JVEalgre que plusieurs incarnations existent [42, 19, 29,45,13, 32, 18, 36, 17), elles different
sur les facteurs consideres et, incidemment, sur la politique de controle utilisee. Gulp et al [11]
croient qu'il est essentiel de considerer la temperature radiante alors que MacArthur [33] pense
que 1'humidite est Ie facteur Ie plus important.
En 1994, Fountain et al [18] out realise un confortstat pour chambres d'hotel. C'est un
dispositif adaptatif qui apprend les preferences de confort des clients. Le systeme considere
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la temperature radiante et la temperature ambiante pour assurer Ie confort; la presence des
occupants est aussi utilisee pour reduire la consommation energetique. Pour cette application,
seulement la temperature ambiante est controlee.
La plupart des approches se basent en partie sur 1'equation du PMV (section 2.1.2).
Cependant, d'autres approches ont ete explorees. Ueda et al [49] ont utilise la temperature
de la peau et la temperature ambiante pour fournir Ie confort dans une automobile. De
m^me, Davis et al [12] emploient la temperature interieure, la temperature exterieure, la
temperature du moteur, la radiation solaire et 1'humidite pour controler la ventilation dans
une automobile.
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Chapitre 3
Proposition du confortstat intelligent
Ce chapitre decrit 1'approche proposee pour realiser un confortstat intelligent. Nous pre-
sentons d'abord les facteurs d'influence qui motivent notre approche. Deuxiemement, nous
enumerons les composants materiels necessaires pour Ie fonctionnement du confortstat. Fi-
nalement, nous abordons les techniques utilisees lors de la realisation et situons leur usage
dans 1'ensemble de la proposition.
Avant de continuer, il est de mise de rappeler nos objectifs quant a la realisation d'un
confortstat ideal :
- II maximise Ie confort des occupants;
- II minimise la consommation d'energie (sans sacrifier Ie confort) ;
- II demande minimum d'interventions des utilisateurs;
- II offre une interface-utilisateur convivial;
- II engendre des frais d'installation et d'operation minimes.
L'ordre dans lequel sont presentes les objectifs est representatif de leur importance res-
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pective a notre egard.
Nous nommons notre dispositif de controle un confortstat "intelligent" parce qu'il :
- Apprend les habitudes des occupants;
- Imite Ie comportement des occupants quant a la programmation du confortstat;
- Presente des caracteristiques fonctionnelles plus complexes qu'un thermostat conven-
tionnel ou programmable.
3.1 Influences
Notre approche de conception reunit plusieurs concepts empruntes aux thermostats et
confortstats existants. Les trois sous-sections suivantes decrivent les apports respectifs des
approches precedentes a la notre.
3.1.1 Interface-utilisateur
La plus grande force du thermostat conventionnel est sa simplicite. Pour 1'utilisateur, cette
simplicite est apparente dans 1'interface-utilisateur. Nous nous inspirons du cadran rotatif des
thermostats conventionnels pour notre interface-utilisateur representee a la figure 3.1.
Comme avec un thermostat conventionnel, 1'utilisateur ajuste les cadrans selon son ap-
preciation et ses dispositions actuelles. II peut indiquer au confortstat son habillement, son
activite physique et sa perception du confort thermique a chaque fois qu'il change 1 un ou
1'autre de ces parametres. Par exemple, au moment de se coucher, il peut indiquer au conforts-
tat que son habillement passe a habille chaudement et que son activite physique se limite a
^tre couche. Dans un autre temps, si 1'utilisateur n'est pas satisfait des conditions thermiques
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FIG. 3.1: Interface-utilisateur du confortstat intelligent
dans la maison, il peut simplement ajuster Ie cadran de confort selon sa perception de froid
ou de chaleur.
3.1.2 Auto-programmation
Le concept de programmation du thermostat programmable est interessant car il permet
de contr6ler automatiquement les conditions environnementales d'une piece sans interventions
repetitives de 1'utilisateur. Ceci entraine un meilleur confort pour 1'utilisateur lorsque 1'horaire
programme est adequat. Par exemple, la temperature ambiante remonte automatiquement
Ie matin avant m^me Ie reveil des occupants. Typiquement, 1'horaire programme correspond
aux habitudes de vie reelles des occupants.
Notre approche cherche a reduire Ie nombre d'interactions entre 1'utilisateur et Ie conforts-
tat. Nous pensons que la programmation s'applique bien au contr6le d'un confortstat mais
qu'il est assez difficile de prevoir longtemps d'avance ses comportements et de les program-
mer dans un thermostat. Consequemment, nous croyons qu il est plus approprie d apprendre
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les habitudes de vie des occupants au fur et a mesure qu'elles se manifestent, plutot que de
demander aux occupants de les prevoir. Ce faisant, nous simplifions 1'interaction entre 1'utili-
sateur et Ie confortstat car il n'y aucune "programmation" faite par 1'utilisateur. Nous croyons
que cette methode d'ajustements successifs de la programmation mene a un horaire qui cor-
respond de plus pres aux habitudes de vie reelles des occupants, par rapport au thermostat
programmable.
3.1.3 Facteurs de confort utilises
Puisque nous voulons procurer un confort thermique aux occupants, nous utilisons Ie
concept du confortstat pour considerer non seulement la temperature ambiante mais aussi
Phabillement et Factivite physique comme etant variables. Ces deux nouvelles variables aident
grandement a etablir un meilleur indice de confort thermique et elles sont faciles a estimer
par les occupants eux-memes. Nous considerons deux facteurs comme fixes : la vitesse de
deplacement de Pair et Phumidite.
Quant a Phumidite, nous jugeons que cette variable n'influence pas Ie confort de faQon
significative dans un contexte residentiel. Ceci est en accord avec Michaud, Hamdi et al [36] et
Fanger [36, 16] qui stipulent que 1'amplitude de la variation du confort qui est due a 1'humidite
depend largement des autres facteurs environnementaux. Puisque ces facteurs demeurent
dans des intervalles limites dans une maison, nous ignorons les variations d'humidite dans
nos calculs de confort.
Pour illustrer ce phenomene, la figure 3.2 presents la faible variation de 1'indice PMV en
fonction de 1'humidite, sous des conditions residentielles normales : habillement = 0.8 do,
activite physique = 1.0 met, temperature ambiante et radiante = 24°Cf, deplacement de 1'air
= 0.1 m/s.
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FIG. 3.2: Variation du confort en fonction de 1'humidite relative
La temperature radiante n'est pas consideree comme variable independante puisque nous
faisons 1'hypothese qu'elle est egale a la temperature ambiante du ^L un faible ecart entre celles-
ci et un brassage continu de 1 air. Le plus frequemment, la difference de temperature entre la
temperature ambiante et la temperature radiante est attribuable a Pexposition aux rayons
du soleil passant a travers une fen^tre. Puisque cette exposition peut changer rapidement
suite £i un ennuagement, il est done difficile pour un SCO de suivre une telle variation. II
faut aussi considerer que plusieurs personnes peuvent etre presentes dans la meme piece et
que seulement certaines d'entr'elles puissent ^tre exposees. Puisque, en general, les rayons du
soleil pen^trent seulement une petite partie d'une piece, il vaut mieux opter pour Ie cas Ie
plus courant ou la temperature radiante suit la temperature ambiante.
Le tableau 3.1 resume les raisons qui motivent nos choix de parametres environnementaux
variables.
Nos travaux se limitent au controle de la temperature ambiante a 1'aide d'un SCC. Ceci
decoule de notre objectif de reduction des couts d'installation. En effet, il est possible de
supposer que tous les foyers out deja un systeme de chauffage ou de climatisation qui permet
ce controle. Nous voulons aussi eviter 1'installation de nouveaux dispositifs de controle de
1'environnement (ex : ventilateurs, dehumidificateurs, rideaux motorises, ...).

















Capteurs existants peu dispendieux
Peu d'exposition et change rapidement
Varie peu dans une maison
Influence peu Ie confort
Facile a estimer par les occupants
Facile ^L estimer par les occupants
TAB. 3.1: Facteurs thermiques consideres
3.1.4 Entrees et sorties
A lalumiere des choix presentes precedemment, nous avons decide de considerer les entrees















TAB. 3.2: Entrees du confortstat
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Sortie
Temperature (ambiante) de consigne
Estimation de 1'habillement
Estimation de Pactivite physique






TAB. 3.3: Sorties du confortstat
3.2 Equipements materiels
Le design du confortstat intelligent repose sur la disponibilite de plusieurs dispositifs ma-
teriels. Chacun des dispositifs suivants est necessaire pour Ie fonctionnement du confortstat :
Un thermometre pour mesurer la temperature ambiante. L'exactitude et la precision
de la lecture devraient ^tre de 1°C ou mains.
- Une interface-utilisateur mural simple pour interroger 1'utilisateur sur son habillement,
son activite physique et son appreciation du confort (figure 3.1)
- Un micro controleur avec memoire vive et une horloge temps-reel. Nous considerons
que Ie micro controleur peut effectuer des operations arithmetiques a point flottant
(necessaires pour 1'execution d'un RNA).
- Un detecteur de presence automatique (ex : un detecteur de mouvement)
Tout Ie materiel liste ci-haut est disponible sur Ie marche a des prix modiques.
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3.3 Techniques utilisees
Pour realiser Ie confortstat intelligent, nous avons utilise deux techniques d'intelligence
artificielle : les reseaux de neurones artificiels (RNA) et Papprentissage temporel.
Les RNA constituent une technique d'apprentissage generate tres repandue. Dans ce tra-
vail, les RNA sont utilises comme ingredients de base partout ou il y a apprentissage. Nous
presentons les RNA au chapitre 4 et decrivons leur usage pour 1'apprentissage de 1'indice
PMV au chapitre 6.
Puisque les apprentissages faits par Ie confortstat intelligent sont tous bases sur des eve-
nements temporels, nous avons developpe une technique originale d'apprentissage specialise
pour les evenements temporels repetitifs. Cette technique est basee sur les RNA et est decrite
au chapitre 5. L'apprentissage temporel est employe pour les apprentissages suivants :
- Indice de confort personnalise
- Presence des occupants en fonction du temps
- Habillement des occupants en fonction du temps
- Activites physiques des occupants en fonction du temps
- Fonction de transfer! de la maison (caracteristiques physiques)
La realisation du confortstat intelligent est faite sous forme logicielle. II est de pratique
courante d'embarquer un logiciel sur un microprocesseur afin d'y ajouter des fonctionnalites
dites intelligentes et d'en faire un dispositif individuel independant [38].
L'architecture logicielle du confortstat intelligent reprend celle proposee par 1'auteur [6].
Ce design ainsi que Ie fonctionnement du confortstat sont presentes au chapitre 8.
Chapitre 4
Reseaux de neurones artificiels
4.1 Introduction
Le confortstat intelligent se veut un dispositif qui, jusqu'a une certaine limite, imite Ie
processus d apprentissage et de decision d un humain en regard de son confort et de ses
habitudes de vie. Ceci suggere que Ie thermostat beneficierait d un mecanisme similaire a
celui du cerveau humain pour trailer des informations reelles, c'est-a-dire des donnees peu
precises ou incompl^tes. C est precisement ce que veulent modeliser les reseaux de neurones
artificiels (RNA).
Les RNA sont des modeles simplifies du cerveau humain et de son systeme nerveux.
Le patron d'architecture utilise tente de maximiser Ie traitement distribue et parallele tel
qu'inspire par les reseaux de neurones naturels. Malgre que les modeles de RNA actuels
soient encore loin de rivaliser avec la fonctionnalite du cerveau humain, ils reussissent a
resoudre des problemes la ou d'autres methodes informatiques conventionnelles out echoue.
Dans cette section, nous presentons bri^vement un seul type de RNA : Ie multicouches
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propagation-avant avec apprentissage par retropropagation de 1'erreur. C>est Ie type de RNA
Ie plus repandu aujourd'hui.
Pour Ie confortstat intelligent, Ie RNA represente 1'unite de traitement de base pour trailer
Pinformation qu'il acquiert. Nous presenterons au chapitre suivant de quelle maniere Ie RNA
est encadre dans Ie processus d'apprentissage et de prise de decision temporelle.
4.2 Description
De faQon sommaire, les RNA apprennent une fonction de correspondance entre un do-
maine d entr6e et un domaine de sortie. Le processus d'apprentissage consiste a former des
generalisations a partir d'ensembles restreints du domaine d'entree.
Un RNA decompose Ie traitement d'une information en plusieurs sous-traitements. Chaque
unite de traitement possede une memoire et efFectue une operation locale simple. Les unites
qui correspondent aux neurones sont reliees ensemble par des connexions unidirectionnelles.
Ainsi, Ie resultat en sortie d'un neurone est soumis en entree a un autre neurone.
Le modele de base d'un neurone du RNA est illustre a la figure 4.1. On calcule la somme
des entrees pour obtenir Ie niveau d'activation du neurone selon une fonction de transfert.
Le resultat est ensuite passe au neurone suivant. Les connexions en entrees sont caracterisees
par une certaine conductivite, qui est representee comme un facteur sur 1'influx. Le neurone
fournit un element de biais sur la somme des entrees.
Mathematiquement, 1'equation qui determine Ie niveau d'activation, c'est-a-dire Ie resultat
net en sortie, cTun neurone est :
a = /(A x W+ biais) (4.1)









FIG. 4.1: Modele d'un neurone
(wi,W2, ...,Wn) est un vecteur de poids sur les entrees et /(...) est une fonction d'activation
quelconque. Le biais est habituellement variable : c'est Ie processus d'apprentissage qui lui
assigne une valeur. La sortie du neurone est generalement continue et bornee, soit entre —1
et 1 ou entre 0 et 1.
La majorite des modeles actuels ont recours a une sigmo'ide (forme en S) dont Ie graphique
est illustre en figure 4.2. La fonction sigmo'i'de la plus utilisee est la logistique :
1
fw = 1 +e- (4.2)
Cette fonction est interessante pour les RNA car elle est continuellement derivable. No-
tamment, sa derivee est toujours positive :
f'{x) = f(x)(l - f(x)) (4.3)
Cette propriete de la fonction d'activation est necessaire pour Ie processus d'apprentissage par
retropropagation. Dans la plupart des cas, il a ete demontre que la forme de la fonction avait
un impact minime sur la puissance du RNA, mais elle peut avoir un impact sur la vitesse
d'apprentissage. II est important de garder a 1'esprit que la fonction sigmoide logistique
n'atteint jamais son maximum ou minimum theorique. En ce sens, les neurones doi vent etre
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FIG. 4.2: Fonction sigmol'de generale
consideres totalement excites a la valeur 0.9 et eteints a environ 0.1. II est done futile de
s'attendre a ce qu'un RNA atteigne une valeur de 0 ou 1 en sortie. Le meme raisonnement
s'applique pour les entrees qui devraient normalement etre echelonnees entre 0.1 et 0.9.
Pour Ie type de RNA qui nous interesse, plusieurs neurones sont lies entre eux par des
connexions-avant. Ainsi, 1'information est propagee uniquement dans un sens lorsque Ie reseau
est en marche. L'organisation structurale des neurones pour former un RNA multicouches est
presentee a la figure 4.3. Le reseau possede une couche de neurones d'entree, une ou plusieurs
couches cachees et une couche de sortie. La couche d'entree re^oit les donnees (excitation),
les couches intermediaires traitent 1'information et la couche de sortie produit un traitement
final et affiche les result ats.
Chacune des couches sert a creer une representation interne de la correspondance a etablir
entre 1'entree et la sortie. Elles participent au traitement des donnees de fa^on simultanee.
Chaque operation efFectuee par une couche de neurones est consideree comme un cycle d' op e-
rations pour Ie RNA. Par consequent, la propagation des activations par 1'avant dure trois








FIG. 4.3: Structure d'un RNA multicouches a propagation-avant
4.3 Apprentissage
L'entramement d'un RNA est un processus numerique lourd qui consiste a optimiser la
solution d'equations a plusieurs inconnus. C'est une loi d'apprentissage qui modifie la re-
presentation interne d'un RNA pour un probleme donne. Dans un contexte d apprentissage
supervise, elle fixe les poids des connexions et des biais en fonction d entrees et de sorties
presentees. Puisque les entrees et les sorties presentees ne ferment qu'un sous-ensemble des
domaines d'entree-sortie, Ie RNA doit deduire des generalisations a partir d'exemples res-
treints. La structure du RNA et la loi d'apprentissage sont determinantes en ce qui concerne
la capacite de generalisation.
La technique de retropropagation avec momentum fut avancee par Rumelhart et McClel-
land [39] en 1986. Selon cette technique, Pentrainement commence par 1'initialisation des
poids a une valeur aleatoire pres de zero. Ensuite, un sous-ensemble des donnees d entraine-
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ment est presente au RNA, un a la fois. Une mesure de 1'erreur du RNA est calculee et les
poids sont mis a jour afin de minimiser cette erreur. Ce processus est repete autant de fois
que juge necessaire par Ie concepteur ou Putilisateur du RNA.
Chaque cycle de presentation d'entree et de correction associee est appele une epoque. Le
nombre d'echantillon tire de 1'ensemble d'entrainement a chaque epoque est appele la cardi-
nalite de I'epoque. Quelquefois, il est interessant de presenter tout Pensemble d'entrainement
^ chaque epoque. Sinon, il importe de choisir aleatoirement les echantillons presentes pour
obtenir un apprentissage uniforme sur tout 1'ensemble d'entrainement.
La metrique la plus utilisee pour mesurer Perreur est 1'erreur quadratique moyenne (equa-
tion 4.4) sur Ie niveau d'activation en sortie. C'est un indice facile a calculer et sa derivee
partielle par rapport a chacun des poids peut etre calculee explicitement. L'erreur quadra-
tique moyenne (EQM) pour une presentation est la moyenne des differences entre I'activation
obtenue et 1'activation voulue au carre sur les neurones de sortie. L'erreur d'une epoque est
la moyenne des EQM des presentations de cette epoque. Si on choisit Pechantillon e et que
1'activation voulue du neurone j pour cet echantillon est Vej et que 1'activation obtenue est
Oej, Perreur pour cette presentation est
^=^E(^-^)2 (4-4)
j=0




Les derivees sont tres importantes lors de 1 optimisation des poids. Puisqu on connait la
derivee partielle de 1'erreur par rapport a chacun des poids, nous avons un moyen de reduire
Perreur [39].
Pour une presentation, la derivee de 1'erreur en sortie par rapport au poids de la couche
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= -Oi 6j (4.7)
ou Oi est 1'activation du neurone de la couche precedente i, net j est la somme des influx
pond6res de la couche de sortie j, Oj est 1'activation de ce neurone et Vj est 1'activation
voulue pour ce neurone.
Les derivees partielles par rapport aux poids des couches cachees peu vent etre calculees si
les valeurs 8 pour les couches qui la succedent sont connues. Dans la formule suivante, Wkj est
Ie poids de la connexion entre Ie neurone j de la couche cachee et Ie neurone k de la couche
suivante. Le S indique avec un indice k represente les variations pour les couches succedant
a ce neurone cache, tandis que Ie 6 avec 1'indice j est celui dont on cherche la valeur pour la
couche cach6e. La deriv6e partielle est calculee en fonction de wji, Ie poids de la connexion
entre ce neurone cache j et Ie neurone i de la couche precedente.
S,=f'(net^(5,w^) (4.8)
k
. = -o. S, (4.9)
9E
9wji
L'evaluation des derivees lors de 1'apprentissage se fait dans 1'ordre inverse de 1 evaluation
des valeurs d'activation lorsque Ie reseau s'execute normalement. La couche de sortie est
la premiere, suivie des couches cachees. C'est cette propagation retroactive de 1 erreur des
neurones de sortie qui a inspire Ie nom de la technique presentee.
Ces formules illustrent la presentation d'un seul echantillon. Afin de calculer Ie gradient
pour une epoque complete, on fait la somme des gradients obtenus pour chaque echantillon.
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4.4 Processus de conception iteratif
Dans Ie cas des RNA en general et des RNA multicouches en particulier, il est quasi
impossible de choisir une architecture efficace pour un probleme donne. L'experimentation
est Ie meilleur moyen de verification de la qualite d'un RNA. Pis encore, apres qu'un RNA ait
ete entraine, il est difficile de dire pourquoi il fonctionne bien. II est generalement pretendu
que Ie RNA fonctionnera bien avec toutes les entrees presentees. Les techniques de preuves
mathematiques pour la verification des performances d'un RNA sont encore jeunes et, par
consequent, il est encore trap difG-cile de prouver qu une structure de RNA est sans faille.
Heureusement, il a ete demontre par Blum et Li [5] qu'un reseau a trois couches peut
apprendre n importe quelle fonction continue ayant un domaine restreint. Dans ce cas par-
ticulier, la definition du mot apprendre veut dire "approximer a une precision donnee". Le
RNA ne peut pas necessairement apprendre la relation exacte, mats il peut s'en approcher
avec une precision arbitraire s'il possede une couche cachee ayant suffisamment de neurones.
Le processus de conception d'un systeme base sur un RNA est iteratif. Le protocole suivi
lors de la conception demande un certain nombre d'essais afin de determiner la structure
du RNA qui convient au probleme etudie. A Pheure actuelle, il n'existe malheureusement
pas d'approches qui permettent d'arriver directement a une configuration optimale de RNA
sans iteration. L'experimentation est Ie plus souvent menee par Ie concepteur qui realise
manuellement chaque iteration en fonction de son expertise.
Le processus de conception d'un RNA est schematise a la figure 4.4. Le protocole d'expe-
rimentation suivi dans ce memoire respecte les cinq etapes principales illustrees.
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D6finition du probl6me
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Collecte de donn6es pour
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FIG. 4.4: Processus de conception d'un RNA
4.5 Justification cTutilisation
La force des RNA est leur grand potentiel d'adaptation pour approximer des fonctions.
Pour les applications envisagees, deux proprietes retiennent notre attention :
1. La reduction du bruit. Un RNA peut ^tre entrain6 pour reconnaitre un certain nombre
de patrons (patterns). Ces modeles peuvent faire partie d'une serie temporelle, d'une
image, etc. Si on presente un echantillon de ces modeles comportant du bruit, Ie RNA
est capable d'y associer Ie modele original. Cette application peut etre utile pour ge-
neraliser un comportement de presence ou d'absence car 11 y a souvent des exceptions
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qui perturbent Ie rythme de vie habituel des occupants.
2. La prediction. Une difficulte commune est de predire la valeur d une variable selon un
historique de cette derniere et, quelquefois, de variables supplement aires. Par exemple,
faire des predictions meteorologiques ou economiques. Dans ce contexte, les RNA out
demontre qu'ils surpassaient les techniques conventionnelles. Pour Ie probleme qui nous
interesse, on peut penser a des previsions concernant 1'activite physique, 1'habillement,
la presence des occupants ainsi que la charge thermique du batiment.
Dans Ie cadre de nos travaux, deux raisons nous out amene a croire que les RNA seraient
superieurs aux methodes traditionnelles :
1. Soit que les donnees sur lesquelles Ie traitement doit Stre fait sont «floues» comme par
exemple : une opinion humaine, des categories mal definies ou des donnees comportant
des erreurs. Dans ces cas, les RNA demontrent une robustesse importante [34].
2. Soit que les raisons menant a la decision sont subtiles, cachees ou inconnues. Un des
avantages principaux des RNA est leur habilete a decouvrir des patterns souvent im-
perceptibles aux humains ou aux methodes statistiques conventionnelles [26].
Chapitre 5
Apprentissage d'evenements temporels
Une partie importante de la solution proposee pour Ie confortstat intelligent est 1'appren-
tissage des habitudes de vie des occupants. Essentiellement, nous voulons un algorithme qui
puisse predire adequatement des evenements ou conditions temporelles quasi periodiques.
Ceci suppose que les comportements des occupants se repetent presque a chaque journee ou
chaque semaine sans ^tre exactement les m^mes.
Nous savons que les reseaux de neurones sont habiles a degager une tendance dans une
serie de donnees emmagasinees mais ils ne sont pas congus pour discriminer les informa-
tions temporelles importantes d'un jeu de donnees. En effet, les RNA ne donnent pas de
significations particulieres aux entrees temporelles. Elles sont traitees comme les autres in-
formations alors que nous savons deja qu'elles influences la sortie quant au poids a donner
aux informations qui les accompagnent.
D'apres nous, il faut trailer les informations temporelles avant meme de leg presenter au
RNA pour parvenir a un apprentissage rapide. Cette operation est cruciale et c est pour cette
raison que nous proposons un traitement specialise pour 1'apprentissage temporel.
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Comme pour Ie neurone artificiel, ce sont nos connaissances sur la neurobiologie qui nous
aident a modeliser 1'apprentissage temporel d'un etre vivant et a traduire ce processus en un
programme d'instructions logicielles. Idealement, 1'apprentissage temporel artificiel devrait
correspondre ^, ce qu'un humain apprendrait d'un meme conditionnement.
Ce chapitre decrit Ie modele d'apprentissage developpe pour Ie confortstat intelligent. En
premier lieu, nous enumerons les concepts neurobiologiques sous-jacents a notre modelisa-
tion. En second lieu, nous decrivons notre modele d apprentissage temporel. Des exemples
d'utilisation de ce module dans Ie confortstat intelligent sont presentes au chapitre 7.
5.1 Apprentissage neurobiologique
Le domaine de la neurobiologie definit largement Papprentissage comme etant un proces-
sus d'acquisition de nouvelles informations [14]. Ce processus est entierement dependant d)un
mecanisme nomme "memoire". La memoire refere a la persistance de 1'apprentissage dans un
etat ou il peut ^tre recupere ulterieurement. Done, 1'information contenue dans la memoire
est une consequence de 1'apprentissage. Comme il a ete presente au chapitre 4,1'unite de base
de stockage de la memoire dans Ie cerveau est Ie neurone.
II existe plusieurs types d'apprentissage dans Ie monde des vivants [40]. Pour Ie confortstat
intelligent, Ie paradigme d'apprentissage qui retient notre int6ret est "1'apprentissage par
association", c'est-a-dire la mise en relation d'evenements. Ce concept est approprie car nous
voulons etablir des relations entre des comportements engendres par 1'humain (habitudes)
et Ie temps. Aussi, par opposition a d'autres types d'apprentissage, Ie concept d'association
ne necessite pas de renforcement tel une recompense ou une punition, ce qui serait inadapte
dans notre cas.
Parmis les concepts avances pour expliquer Ie fonctionnement de la memoire, une theorie
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propose que chaque unite d'information est en competition avec les autres pour conserver son
importance dans la memoire. Ainsi, lorsque trop cTinformations sont presentees au cerveau,
celui-ci choisit les informations pertinentes a emmagasiner et retenir. Les informations qui
ne sont pas retenues et celles qui etaient deja en memoire mais qui seront perdues sont dites
"oubliees".
L'apprentissage est done Ie processus de selection des informations qui sont importantes
pour Phumain. Selon Klopf [28], 1'oubli est du a "1'interference" dans 1'information plutot
qu'au deperissement physique de 1'information dans Ie neurone. L'interference provient du fait
que plusieurs informations peuvent etre contradictoires et que, par ce fait, la vraie information
est diluee, voire perdue.
II est aussi admit que Pinformation acquise par Ie cerveau est parsemee dans plusieurs
sous-systemes de traitement qui participent a 1 analyse des informations. En effet, il existe
un lien etroit entre Ie stockage de Pinformation et Ie traitement ce celle-ci [44]. Ceci nous
amene a croire qu'il existe differents modeles d'apprentissage pour differentes fonctions de
1'humain (c-a-d parole, vision). II est done legitime de penser que 1'humain possede un systeme
d'apprentissage specifique pour des evenements repetitifs temporels.
Un paradigme souvent discute en neurologie est la memoire a court terme versus la
memoire a long terme. Bien qu'il n'y ait aucune distinction physique entre ces deux types
de memoire [28], Ie cerveau semble dissocier (de fa^on logique) les informations selon ces
deux grandes categories en fonction du contexte dans lequel les informations recoltees seront
utilisees.
Dans la memoire dite a court terme, Ie cerveau emmagasine des informations circonstan-
cielles susceptibles d etre utilisees rapidement et qui sont sujettes a changer. Dans la memoire
a long terme, Ie cerveau retient des informations qui sont reutilisees sur une longue periode
et qui changent rarement.
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Avec ces deux types de memoire, toutes les informations sont stockees dans un premier
temps dans la memoire a court terme. Si une meme information est frequemment utilisee,
confirmee de fa^on plus certaine ou jugee importante a long terme, elle passera progressive-
ment de la memoire a court terme vers la memoire a long terme. Une fois qu'une information
est dans la memoire a long terme, elle sera done plus difficilement oubliable car il faudra
plus de temps, de repetition ou d'importance pour qu'elle doit remplacee par une autre
information.
5.2 Apprentissage temporel artiflciel
L'apprentissage temporel artificiel a pour but d'imiter 1'apprentissage temporel biologique.
Notre objectif est de reduire ce processus a un traitement d information qui s'applique a
plusieurs domaines. Nous considerons que 1'apprentissage s'efFectue en trois grandes etapes :
Ie stockage, Poubli selectif et la generalisation des donnees.
Le processus est illustre de fagon sommaire a la figure 5.1. Chaque information est tout
d'abord emmagasinee dans la memoire au m^me titre que les informations deja existantes.
Ensuite, elle sera constamment jugee selon son importance par rapport aux autres. Si elle
est ou si elle devient peu importante, elle sera oubliee. Les informations retenues a ce niveau
constituent la "connaissance factuelle". C'est a partir de ces faits que Ie cerveau generalise
ces informations brutes et tente d'en extraire 1'essentiel. Cette nouvelle connaissance deduite
represente un niveau superieur d'information appele la "connaissance generale .
Nous decrivons les trois etapes de 1'apprentissage temporel artificiel dans les sous-sections
suivantes.













FIG. 5.1: Processus de decision bas6 sur un apprentissage artificiel
5.2.1 Stockage de Pinformation
Le stockage est 1'operation par laquelle chaque information pergue est ajoutee a la me-
moire. Sous forme informatique, les informations sont modelisees selon les traitements et les
resultats escomptes. Cette etape est propre au domaine d'apprentissage. Cependant, si 1 on
considere un apprentissage d'evenements temporels, nous pouvons definir une unite d'infor-
mation de base i composee d'un couple (t, e) ou t est 1'instant temporel lorsque 1'evenement
e s'est produit.
i = (t, e) (5.1)
L'6venement e est de dimension arbitraire, selon la nature de ce qu'il represente. Par
exemple, si 1'on veut representer trois valeurs d'un vote donne, "oui", "non" et "indecis", il est
possible d'utiliser un vecteur a deux dimensions. Les trois valeurs sont distribuees dans cet
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espace bidimensionel selon leur signification. A titre d'exemple, les vecteurs pourraient etre





FIG. 5.2: Representation d'evenements dans un espace a deux dimensions
L'operation de stockage ajoute les nouvelles informations a Pensemble M des informa-
tions contenues dans la memoire. Comme la capacite de stockage de la memoire est limitee,
1'ensemble M des informations connues a aussi une dimension limitee. Pour la suite des expli-
cations, nous supposerons une dimension de grandeur N. C'est Ie but de 1 operation d'oubli
selectif de s'assurer qu'il y a suffisamment d'espace libre dans 1'ensemble M pour que de
nouvelles informations puissent y etre ajoutees.
M={%i, la, ... , ^} (5.2)
5.2.2 Oubli selectif
L'oubli selectif consiste a retirer de la memoire les informations qui ne sont plus impor-
tantes pour permettre Papprentissage de nouvelles informations. Nous crayons que Ie critere
d'importance est base sur deux facteurs relatifs a 1'ensemble M des connaissances : la redon-
dance et Pinterference de 1'information. L'equation 5.3 illustre la relation d'importance avec
ces facteurs. Le temps t indique Ie moment ou se fait 1'operation d oubli selectif.
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Importance(i,M,t) oc ———- —_ ———_ (5.3)
Redondance(i, M) + Interference^, M, t)
Cette relation ne permet pas de quantifier directement 1'importance d une information. En
effet, Pimportance d'une information est relative aux autres informations. La valeur absolue
de 1'importance d'une information n'a pas de sens propre; ce n'est que la comparaison entre
deux informations qui nous indique combien elles sent importantes.
Dans la relation 5.3, la composante de redondance quantifie Ie niveau de chevauchement
d'une information par rapport aux connaissances deja acquises. Le chevauchement de deux
informations est calcule selon Ie produit vectoriel des deux evenements qu'elles comportent.
De plus, la redondance est fonction de la distance temporelle entre les deux evenements.
Tel que presente par la relation 5.4, plus Ie chevauchement est grand, plus 1'information est
inutile car elle est deja connue.
N
Redondance(i, M) oc ^(^•^n) Distance(t, in) (5.4)
n=l
La distance temporelle entre deux informations constitue Ie niveau de chevauchement
temporel entre ces deux informations lorsqu'on considere qu'un (ou plusieurs) cycle temporel
existe. De par la nature des evenements a apprendre, on peut considerer qu'il existe un cycle
temporel qui caracterise la recurrence d'evenements. L'equation de distance temporelle se
veut une mesure de 1'affinite de deux informations lorsqu'elles sont projetees sur Ie cycle
temporel choisi. Tres souvent, Ie cycle temporel peut etre represente comme a la figure 5.3.
Dans ce cas, la distance temporelle entre deux informations peut correspondre a la distance
cyclique entre les deux evenements qui composent ces informations. La projection d une
information sur la spirale cyclique est denotee cycle^.
L'interference, comme nous 1'avons deja explique, est 1 opposition qu une information
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Distance
cyclique
FIG. 5.3: Recurrence cyclique d'evenements temporels
exerce sur Ie reste des informations contenues en memoire. Nous croyons que 1'interference
est modulee par une certaine "critique temporelle". En reference au paradigme de memoire
a court/long terme, la critique presente une facilite d'emmagasinement de nouvelles infor-
mations pour une courte periode de temps meme si elles sont contradictoires. De meme,
elle presente une certaine resistance a alterer des connaissances acquises il y a longtemps et
confirmees maintes fois.
Inter ference(i, M, t) oc
,?• Connazssance(cycle^ , M — z)
x Critique( Age(i, t) ) (5.5)
Age(i,t) = t - H (5.6)
La composante de connaissance nous permet de calculer notre savoir sur un evenement
e sans compter 1'information pour laquelle on desire connaitre 1'interference (M — i). La
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connaissance sur un evenement est deduite a Paide de generalisation des informations en
memoire M. La generalisation sera traitee dans la prochaine section 5.2.3.
Le graphique en figure 5.4 presente un exemple de critique temporelle pertinente pour un
apprentissage d'habitudes. A tres court terme, la critique est faible et permet 1'emmagasi-
nage d'informations de tout genre. Peu ^ peu, elle devient plus imp crt ante et passe par un
point maximum. C'est Ie point critique ou les informations sont jugees Ie plus severement
avant de passer dans la memoire 21 long terme. II est done important pour une information
d'^tre confirmee plusieurs fois dans 1'intervalle entre Page 0 et Ie point maximum sinon elle
sera eliminee. Si 1'information est eliminee, c'est probablement parce qu'elle represente une
exception au patron temporel. Par centre, si elle est conservee au-dela du point maximum,
elle aura des chances de demeurer en memoire a long terme plus longtemps car la critique














FIG. 5.4: Critique temporelle d'interference d'une information
Pour conserver un equilibre entre 1'apprentissage a court terme et celui a long terme, il
faut que la critique a long terme soit raisonnable relativement au maximum. Si elle est trap
importante, la memoire ne pourra conserver des informations longtemps et Ie systeme sera
tres sensible face aux exceptions temporelles. Cependant, si la critique est trap faible pour les
informations a long terme, il sera difficile de suivre de nouvelles tendances et, par consequent,
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d'apprendre de nouveaux patterns.
La fonction choisie pour la critique temporelle n'est qu'un des parametres a determiner
pour obtenir un apprentissage artificiel approprie au probleme a resoudre. Les relations pre-
sentees dans cette sous-section illustrent les rapports qui existent entre les composantes des
relations (ex : redondance et interference). Cependant, il faut ajouter des constantes aux
relations pour balancer les effets de chacune des composantes. Par exemple, les relations 5.4
et 5.5 deviennent des equations avec Fajout de constantes Kn '.
N
Redondance(z, M) = K^ ^(z'Zn) Di stance (i, in) (5.7)
n=l
Inter ference{i, M, t) = Ky,
z • Connazssance(cycle^ , M — i)
x Critique( Age(i, t) ) (5.8)
5.2.3 Generalisation des informations
Une fois que les informations importantes ont ete retenues en memoire, on desire etablir
des relations entre ces informations pour en deduire d'autres. Dans Ie cas d'un apprentissage
temporel, les informations retenues servent a predire des evenements a venir en se basant sur
Ie passe.
Dans notre modele, il existe deux niveaux de connaissance (figure 5.1). Au premier ni-
veau, les informations brutes sont emmagasinees et oubliees selon les mecanismes decrits a la
section precedente. L'ensemble M des evenements memorises est une connaissance factuelle
des evenements. Bien qu'on interprete legerement les informations lors de la selection, les
donnees conservees ne contiennent aucune interpretation.
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RNA
FIG. 5.5: Entrainement du RNA pour generaliser les informations factuelles
C'est au deuxieme niveau de connaissance que Fon donne une interpretation aux in-
formations. On cherche a donner un sens aux informations, a les mettre en relation pour
generaliser la connaissance factuelle et 1'appliquer a de nouvelles situations. Ce niveau supe-
rieur de connaissance possede, lui aussi, une memoire. Cette memoire sert a emmagasiner la
meta-information d^duite.
Nous avons choisi d'utiliser les reseaux de neurones comme mecanisme de generalisation
de la connaissance factuelle. Les informations brutes sont presentees a un RNA tour-a-tour
lors de la phase d'apprentissage du RNA (voir figure 5.5). C'est Ie role du RNA de degager
les informations importantes de Pensemble d'entrainement. Pour ce faire, Ie RNA ajuste pro-
gressivement sa representation interne. La memoire utilis6e pour stocker la meta-information
se trouve dans les neurones qui composent Ie RNA.
Comme nous 1'avons mentionne au chapitre 4, les RNA ont une capacite de generalisation
qui est conditionnelle a la structure du RNA choisie par Ie concepteur. Ce sont done Ie nombre
de couches et Ie nombre de neurones par couche qui constituent les parametres determinants
de la generalisation.
La connaissance generee par Ie RNA est utilisee pour faire des predictions d evenements.
Pour y arriver, il suffit de presenter en entree au reseau de neurones Ie temps t ou 1 evenement
futur doit ^tre pr^dit et Ie reseau montre a sa sortie la prediction (voir figure 5.6).
IT'L'information sur 1'information
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RNA
FIG. 5.6: Prediction d'evenements avec un RNA
5.3 Algorithme
Jusqu'^. present, nous avons presente les divers parametres de 1'apprentissage temporel.
Nous expliquons maintenant comment et quand 1'oubli selectifse fait. L'algorithme qui decrit
Ie processus iteratif de Papprentissage temporel est Ie suivant :
1. Stockage d'une nouvelle information i = (t, e) dans la memoire factuelle M ;
2. Pour chaque information contenue dans M, on calcule 1'importance respective de ces
informations par rapport aux autres. Ce calcul implique la generalisation des connais-
sances factuelles par Ie RNA.
3. Tant que la cardinalite de l)ensemble M depasse N, la grandeur de la memoire, on
retranche de M 1'information ayant la moindre importance;
4. Lorsqu'une nouvelle information est disponible, on retourne a 1'etape 1.
L'implementation de cet algorithme a ete realise a Paide du logiciel MatLab et de son lan-
gage de programmation specifique. Un extrait du code-source de cet algorithme est presente
a V annexe A.
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5.4 Application
Nous avons couvert dans ce chapitre les notions de 1'apprentissage temporel utilisees dans
Ie confortstat intelligent. Cette fa^on de faire est originale et constitue un apport important
a la qualite "d'adaptabilite" du confortstat en fonction de son environnement.
L'avantage marque de cette technique est qu'elle est parametrisable. Ceci permet d?ajuster
Ie rythme d'apprentissage selon 1'application et Ie resultat desire. Par ce fait, nous pouvons
1'utiliser dans plusieurs situations ou 1'apprentissage se fait progressivement. Ainsi, cette
technique compl6mente les RNA en ce qui concerne Papprentissage temporel.
Nous verrons au chapitre 7 des exemples d'application de cet algorithme.
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Chapitre 6
Modelisation du PMV avec un RNA
6.1 Motivation
Tel que mentionne precedemment, la communaute scientifique qui etudie les systemes de
chauffage et de climatisation cherche un indicateur de confort precis. Tous s entendent pour
dire que 1'avenir passe par des systemes de climatisation qui considerent d autres parametres
que la temperature ambiante pour mesurer Ie confort. Le PMV, avec ses 6 variables physiques,
office un potentiel important de modelisation du confort thermique.
Bien que la methode utilisant Ie PMV comme indicateur de confort est suf&samment
precise, elle ne repond pas au critere d'adaptation aux occupants. En effet, la formule du PMV
donne une indication du confort moyen des occupants, selon des statistiques obtenues d'un
groupe cible. Sur un grand echantillon, 1'indice PMV neutre represente Ie confort exprime
par 95% des occupants. Cette statistique ne represente peut-^tre pas les dispositions des
occupants actuels. Qu'advient-il alors si un ou plusieurs des occupants actuels font partie des
insatisfaits ? L'indice PMV de Fanger n'apporte aucune solution pour eux.
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Malgre les reticences de Michaud, Hamdi et al [36], la methodologie que nous choisissons
est un croisement entre les deux approches precedemment decrites. Nous croyons que 1'eva-
luation du confort doit etre adaptative. Ceci implique que des donnees sont recoltees sur Ie
terrain au fur et a mesure et qu'un mecanisme de generalisation deduit les habitudes de com-
portements et de perceptions des occupants. Cependant, la base de donnees peut initialement
comporter les donnees experimentales que Fanger a utilisees pour calculer les coefficients du
PMV. De cette faQon, Ie systeme adapte Pindice du PMV selon les occupants.
Pour les raisons decrites a la section 4.5, Ie systeme de generalisation choisi est Ie reseau
de neurones artificiels (RNA). La technique des RNA a ete utilisee par Ueda et al [49] pour
calculer et predire Ie PMV dans une automobile en fonction de la temperature de la peau et
de la temperature ambiante. Us out demontre que la modelisation de 1'equation de Fanger
avec un RNA est possible et qu'elle est satisfaisante.
Une etude recente menee par Brager [8] conclut que les systemes autonomes de controle
climatique actuels montrent des limites inherentes a fournir un confort aux occupants. Le
rapport stipule que les systemes doivent etre adaptatifs en rapport avec chacun des individus.
Lorsque ce n est pas Ie cas, les occupants expriment une insatisfaction plus elevee.
Si nous voulons une methode d'evaluation du confort qui s'adapte aux occupants, nous de-
vons remplacer 1'equation statique de Fanger par un algorithme adaptatif. Les RNA semblent
appropries pour accomplir cette tache pour les raisons suivantes. Premierement, cette me-
thode est reconnue dans Ie milieu scientifique pour ses capacites d'apprentissage et de gene-
ralisation. Dans plusieurs cas, la structure des RNA s'apparente directement aux methodes
statistiques; ce qui revient a repeter les manipulations statistiques que Fanger a utilisees pour
obtenir Ie PMV mais cette fois de fagon dynamique avec un echantillonnage qui correspond
directement au groupe cible. Deuxiemement, il existe maintenant sur Ie marche des puces a
prix modique incorporant la fonctionnalite des RNA a prix modique et ayant une rapidite suf-
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fisante pour un traitement temps-reel. Troisiemement, d autres recherches ont deja eu recours
aux RNA pour 1'evaluation du confort thermique et ont demontre la superiorite des RNA
par rapport aux methodes statistiques. En efFet, Ueda et al [49] ont utilise des RNA pour
contr61er un systeme de climatisation dans une automobile et ont obtenu des performances
superieures a celles obtenues par la technique de regression.
6.2 Conception du RNA
Le processus de conception du RNA est celui decrit a la section 4.4. Nous presentons, ci-
apres, toutes les configurations mises a 1'essai et identifions la structure que nous considerons
la plus apte a bien modeliser Ie PMV.
6.2.1 Definition du probleme
La norme IS07730 [3] definit 1'indice PMV qui permet d'evaluer Ie confort d'individus
soumis a une ambiance thermique moderee (equation 2.1). La formule est exprimee en fonc-
tion de 7 variables mais nous n'en considerons que 6 puisque la variable W, Ie travail externe,
est nulle pour la plupart des activites.
Nous voulons modifier la methode de calcul du PMV pour qu'elle soit adaptative, c'est-a-
dire que de nouvelles donnees d'entree-sortie puissent y ^tre ajoutees de faQon a integrer ces
nouvelles relations a 1'indice du confort. Puisque nous ne voulons pas entraver 1 apprentissage
de nouvelles relations, nous devons reduire 1'exactitude de 1'approximation. Ceci permet de
mieux partager Ie lissage entre I'indice PMV selon la norme et celui que nous visons. Etant
donne que 1'approximation voulue du PMV ne necessite pas une haute fidelite, nous tolerons
une erreur de 5% par rapport a la norme.










Entre -2 et 2
Entre 46 W/m2 et 232 W/m2
Entre 0 m2 -° C/W et 0.310 m2 •° Cf/V^
Entre 10°C' et 30°Cf
Entre 10°Cf et 400C
Entre 0 m/s et 1 m/s
Entre 0 Pa et 2700 Pa
TAB. 6.1: Limites des variables d'entree et sortie du PMV
6.2.2 Collecte de donnees
La norme PMV recommande 1'usage de cet indice seulement pour une ambiance mode-
ree, ce qui constitue un domaine d entree-sortie restreint. Le tableau 6.1 affiche les bornes
minimales et maximales suggerees.
Quant a 1'entramement supervise du RNA, nous devons choisir un sous-ensemble discretise
du domaine d'entree. Afin de bien representer la fonction a approximer, nous avons avantage
a presenter au RNA un maximum d'echantillons dans Ie domaine d'entree. D'un autre cote, si
nous voulons accelerer 1'apprentissage et obtenir un modele qui puisse facilement apprendre
de nouvelles relations, il est indique de minimiser Ie nombre d'echantillons. Etant donne qu'il
est difficile de determiner a 1'avance ou se situe 1'equilibre entre ces deux tendances, nous
utilisons quatre ensembles d'entrainement ayant un nombre d'echantillons difFerents.
Les quatre ensembles d'entrainement choisis sont composes d'echantillons qui sont repartis
uniformement dans Ie domaine d'entree suggere par la norme du PMV. Le tableau 6.2 resume
les repartitions des ensembles d?entrainement. Le premier est un ensemble minimaliste alors
que Ie dernier est assez exhaustif. Les ensembles du centre representent un petit ensemble et











TAB. 6.2: Ensembles d'entrainement
un ensemble moyen.
Pour valider 1'apprentissage du RNA avec les jeux d'entrainement, nous utilisons un en-
semble de test. Get ensemble permet de valider si Ie RNA a decouvert les caracteristiques
importantes de la relation a apprendre. Si la structure du RNA est telle qu'il possede un
degre de liberte trop eleve, Ie RNA specialisera son apprentissage sur des caracteristiques
non pertinentes du jeu d'entrainement. Au contraire, s'il ne possede pas un degre de liberte
suffisant, Ie RNA ne parviendra pas a approximer convenablement Ie modele.
Dans Ie cas du PMV, nous connaissons exactement la relation a apprendre. II est done
facile d'obtenir un grand nombre d'echantillons pour 1'ensemble de validation. Ainsi, nous
nous permettons de choisir 90 000 echantillons de faQon aleatoire1 puisque leur nombre est
eleve et que, consequemment, la fonction est bien representee par 1 ensemble de validation.
Cependant, nous nous sommes assures qu'il n'y avait pas de chevauchement significatifs entre
P ensemble de test et ceux d entrainement.
lParmi Ie domaine d'entree-sortie suggere par la norme
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6.2.3 Choix concernant Ie RNA
L'utilisation d'un RNA comporte deux choix importants a faire : celui de la structure du
RNA et celui de la loi d'apprentissage. Ces deux choix sont determinants quant a la faisabilite
de 1'apprentissage et aux performances esperees.
Pour efFectuer Ie choix de la structure, nous nous referons au probleme etabli ou Ie role
du RNA est d'approximer la fonction du PMV. Dans la section 4.2, nous avons presentes Ie
reseau multicouches a propagation-avant comme etant Ie RNA Ie plus couramment utilise. II
est etabli qu'avec ce type de RNA, il est possible d'approximer n'importe quelle fonction2 et
ce, sans utiliser plus de deux couches cachees [30]. Ce type de RNA convient done a notre
probleme.
Les considerations importantes quant au choix de structure sent Ie nombre de couches
cachees et Ie nombre de neurones dans chacune des couches cachees. Puisqu'il est difficile de
determine! ces deux parametres directement et ainsi obtenir une solution convenable, nous
optons done pour une approche rigoureuse d'essais avec differentes configurations.
La formulation du probleme etablit qu'il y a 6 entrees et une seule sortie au RNA. Les
configurations proposees sont enumerees dans Ie tableau 6.3. Nous considerons des expe-
rimentations avec une et deux couches cachees. Pour chacune des couches cachees, nous
experimentons avec un nombre variable de neurones.
6.2.4 Entramement du RNA
Pour chacune des configurations du tableau 6.3, nous avons effectue plusieurs apprentis-
sages. Comme la retropropagation standard ne garantit pas la convergence vers un minimum
2Sur un domaine restreint.











































TAB. 6.3: Configurations des RNA
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global, nous devons fixer un crit^re pour juger si un RNA a reussi a apprendre adequa-
tement la fonction de correspondance. Dans notre cas, un RNA est qualifie de convergent
lorsque 1'erreur moyenne est inferieure a 5%. Cette valeur est raisonnable puisque les en-
sembles d'entrainement sont exempts de valeurs conflictuelles. Cependant, nous n'avons pas
arrete 1'apprentissage lorsque cet objectif etait atteint. L'apprentissage a durejusqu'a ce que
Ie RNA ne progresse plus, c'est-a-dire lorsque la moyenne des erreurs au carre atteigne un
minimum pendant plus de 1 000 epoques.
Nous avons repete les apprentissages pour obtenir cinq resultats convergents pour chacune
des configurations du RNA.
6.2.5 Validation des resultats
Le tableau 6.4 resume les resultats obtenus lors des experimentations avec chacune des
configurations etudiees. Toutes les configurations ont reussi a converger avec une erreur
moyenne inferieure a 5% et ce, avec n'importe lequel des jeux d'entrainement. Cependant, la
validation de Fapprentissage avec Fensemble de test nous a indique que les deux plus petits
ensembles d'entrainement n'etaient pas suffisants car Ie RNA n'avait pas appris correctement
la fonction de correspondance. Le troisieme jeu d entrainement constitue de 19 237 echan-
tillons a done ete retenu comme etant celui qui represente Ie mieux 1'equation du PMV avec
Ie mains cPechantillons. Pour notre application, Ie quatrieme jeu d'entrainement comporte
done des informations superflues.
Plusieurs metriques cT evaluation out ete utilisees pour valider si Fapprentissage du RNA
etait correct. La metrique retenue pour Ie choix du meilleur RNA fut Ie nombre d'echantillons
parmi Ie jeu de test satisfaisant notre critere de reussite, c'est-a-dire une approximation a
moins de 5% d'erreur du PMV. Selon les resultats obtenus, nous considerons que la configura-
tion ayant une seule couche cachee et 6 neurones dans celle-ci est suf&sante pour representer



































TAB. 6.4: Resultats pour Ie troisiemejeu d'entrainement (19 237 echantillons)
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Ie modele du PMV avec un reseau multicouches a propagation-avant. Bien que des configu-
rations avec plus de neurones aient obtenu de meilleures performances (ce qui est normal,
vu Ie degre de liberte plus grand), leur gain est marginal comparativement a leur complexite
supplement aire.
Les resultats complets des tests figurent dans 1'annexe B. On y retrouve les resultats avec
les metriques les plus repandues telle que la moyenne de 1'erreur, la moyenne de 1'erreur au
carre et 1 erreur maximale.
6.3 Discussion
Nous avons reussi a approximer Ie PMV convenablement avec un reseau multicouches a
propagation-avant. Lejeu d'entrainement retenu possede un grand nombre d'echantillons, ce
qui confirme que 1'equation du PMV est tres peu lineaire et necessite une description nume-
rique detaillee. Les 19 237 echantillons repartis uniformement sur 6 dimensions equivalent
a une discretisation moyenne de chaque dimension en 5 points a 1'interieur des limites du
PMV. Si Ie PMV avait ete assez lineaire, nous aurions pu s'attendre a une discretisation
satisfaisante en 3 points sur chacune des dimensions, soit 729 echantillons.
Choisir un petit ensemble d'entrainement s'avere justifie puisque nous voulons adapter
progressivement Pindice de confort selon les preferences des occupants. Le choix que nous
faisons nous semble un bon equilibre entre la fidelite a 1'indice PMV et 1'adaptabilite de
Pindice personnalise.
Nous sommes satisfaits des performances obtenues avec la configuration ayant une seule
couche cachee de 6 neurones. M^me si certaines valeurs depassent legerement notre objectif
de limiter Pecart de 1'approximation a 5% de la valeur reelle du PM^V, 1'erreur moyenne est
a 1.2%, soit largement en dessous de Fobjectif vise.
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II faut aussi considerer que 1'equation du PM:V est deja une approximation de la perception
du confort d'un groupe d'individus et que, par ce fait, elle ne represente pas une valeur absolue
de confort mais bien un indicateur moyen.
En s'astreingnant a un nombre minimal d'echantillons, nous nous assurons de ne pas
contraindre indument 1'apprentissage de nouvelles relations. Ainsi, nous pouvons obtenir un
indice de confort "personnalise" plus rapidement.




Ce chapitre presente la mise en application de Palgorithme d'apprentissage temporel, tel
que d6crit au chapitre 5. Nous illustrons 1'utilite de cette technique a 1'aide de deux exemples
tir6s du fonctionnement du confortstat intelligent.
Dans un premier lieu, nous presentons Papprentissage des habitudes de presence des oc-
cupants. En second lieu, nous presentons un apprentissage du confort des occupants. Puisque
1'apprentissage du confort repose sur une base initiale de connaissances qui correspond au
PMV, cette partie reprend la modelisation d'un confort adaptatif la ou nous 1'avions arrete
au chapitre 6.
Dans les deux cas presentes, nous prenons soin de mettre en evidence les parametres qui
influencent 1'algorithme d'apprentissage temporel.
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7.1 Apprentissage de la presence
Pour reduire la consommation d'energie, Ie confortstat limite Futilisation du SCC lors de
1 absence des occupants. Lors d'un setback, connaitre la probabilite de presence des occupants
durant les heures qui sui vent est necessaire pour s'assurer qu'au moment du retour reel des
occupants a leur domicile, la temperature ambiante soit retablie dans 1'intervalle de confort.
Pour realiser cet apprentissage, nous supposons que Ie detecteur de presence fournit au
confortstat une valeur booleenne a chaque periode de temps (par exemple a chaque heure)
qui indique si les occupants ont ete presents durant cet intervalle de temps. Chacune de ces
indications est consideree comme etant un "evenement", qui est code sous forme vectorielle
comme suit :
e = (1) indique la presence
e'= (—1) indique P absence
Les evenements recoltes sont jumeles a une indication temporelle qui situe 1'evenement
dans Ie temps pour creer une information : i = (t,e). Dans ce cas, nous codifions Ie temps
t selon Ie nombre de minutes depuis une date fixe. Ainsi, si 1'on considere que la date fixee
est Ie ler janvier 1998, Ie tableau suivant presente un exemple d'informations stockees apres
quelques heures :


















































En plus de codifier les informations traitees, nous devons determiner les parametres d'ap-
prentissage. Le tableau 7.1 resume les parametres de 1'oubli selectif pour 1'algorithme d'ap-
prentissage temporel.
Pour fixer les parametres, nous considerons que les habitudes de presence des occupants
changent peu rapidement et qu'il est important de conserver un historique equivalent a quatre
semaines d'echantillonnage (1 rnois) afin d'offrir une prediction valable et eviter 1'oubli rapide
d une habitude.
La capacite maximale de stockage de la m6moire est contr616e par Ie parametre N, qui
represente Ie nombre d'informations retenues apres 1'oubli selectif. Nous fixons ce parametre
a 672, soit Pequivalent de 28 jours d'echantillonnage comportant 24 evenements par jour.
II est generalement reconnu que Ie cycle de presence des occupants est fonction du jour de
la semaine. Ceci est evident dans les thermostats programmables ou 1'utilisateur programme
un horaire hebdomadaire de points de consigne. Nous adoptons ce constat pour Ie confortstat
et fixons Ie cycle d'apprentissage a une semaine, tel qu'illustre a la figure 7.1. L'equation qui
convertit un temps t exprime en minutes en une projection cy clique scalaire d une semaine







Capacite maximale de stockage de la memoire
(nombre d'informations retenues)
Constante de proportionnalite de 1 interference
Constante de proportionnalite de la redondance
Fonction qui situe une information i sur un
cycle temporel
Fonction qui quantifie la distance cyclique
entre deux moments
Fonction qui quantifie la critique d'une
information selon son age.
TAB. 7.1: Parametres d'oubli selectif
est :
Cycle(t) = t module Cyclecompiet (7.1)
avec :
Cyclecompiet = 60 minutes / heur e x 24 heures/jour x 7 jours (7.2)
Le chevauchement temporel entre deux evenements de presence est calcule selon la dis-
tance cy clique entre les deux evenements. La formule suivante est utilisee :
Chevauchement^c-t^c-i) =
|C1 - C2 lorsque |ci — 02) < Cyclecompi^t
|d - c21 - c^r^ lorsque |ci - ^\ > c^^
(7.3)
ou les Cn representent la projection sur Ie cycle (figure 7.1) du temps ou Pinformation in
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Dimanche
Samedi ^"^ ^\ Lundi
Jeudi Mercredi
Mardi
FIG. 7.1: Evenements de presence et absence repartis sur un cycle temporel d'une semaine
a ete emmagasinee.
La fonction critique que nous utilisons (figure 7.2) pour 1'oubli selectif d'informations
atteint un sommet apres 3 semaines. L'efFet direct de ce parametre est qu'un evenement doit
etre repete plus d'une fois dans cet inter valle de temps pour demeurer en memoire. Entre
1 et 2 semaines, 1'information ne risque pas d'^tre oubliee puisque la critique pour cette
information est plus faible que pour les informations ayant deja franchi la barriere du long
terme.
L'experimentation avec divers jeux de donnees de presences a permis de fixer les constantes
de proportionnalite K^ et K^. Nous fixons arbitrairement Kl = 1 et ajustons K2 pour
balancer PefFet de l'interf6rence avec celui de la redondance. Puisque la valeur mediane de la
redondance se situe autour de cyclewmptet et que la valeur de 1'interference est bornee entre 0
et 2, nous assignons K2 = cycle<^mplet x j.














FIG. 7.2: Etat initial du RNA de presence
En plus des parametres d'oubli selectif, 1 algorithme d'apprentissage temporel depend
d'un RNA pour generaliser les informations. Le RNA utilise comporte 31 neurones en entree,
3 neurones dans la couche cachee et un seul neurone en sortie qui indique la presence (1) ou
1'absence (—1). Nous avons choisi d'utiliser plusieurs neurones sur la couche d'entree pour
faciliter Papprentissage du RNA. II y a 7 neurones qui representent la journee de la semaine










Nous presentons a 1'annexe C Ie code-source Matlab developpe pour 1'apprentissages des
habitudes de presence.
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7.1.1 Resultats
Afin de mettre en evidence les performances de 1'algorithme d apprentissage de la presence,
nous presentons quelques scenarios d'utilisation typiques.
Pour debuter, nous considerons un ou plusieurs occupants ayant un horaire de presence
generalement regulier mais aleatoire en certains points :




Entre 7h00 et 9h00
Entre HhOO et 12h30
Entre 12h30 et 13h30
Entre 16h00 et 18h00
Au tout debut de 1'apprentissage, la base de connaissance factuelle est vide et Ie RNA qui
generalise les donnees presente la sortie qui est illustree a la figure 7.3. La sortie aleatoire est
due a Finitialisation aleatoire du RNA.
FIG. 7.3: Etat initial du RNA de presence
Le detecteur de presence n'y voit pas de difference
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Apres une journee d'apprentissage, disons un lundi, 24 evenements de presence ont ete
enregistres. La figure 7.4 presente ces evenements sous forme de "X" et illustre la sortie du
RNA sous forme d'un trait continu. Jusqu'ici, Ie RNA n'a pas de difficulte a generaliser les
informations puisqu'il n'y a pas encore de conflit.
FIG. 7.4: Presence apres une journee
FIG. 7.5: Prediction de presence pour la deuxieme journee
La generalisation du RNA s'etend m^me sur les autres journees de la semaine. La figure 7.5
illustre la prediction pour lajournee suivante (mardi). On remarque que la prediction suit Ie
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meme patron que Ie lundi car c'est Ie seul patron connu du RNA. II importe de souligner que
si Fhoraire est assez regulier tout au cours de la semaine, comme c est Ie cas pour Ie scenario
presente, 1'apprentissage n aura prit qu'une journee pour apprendre correctement 1'horaire
de la semaine. Si les occupants ont un horaire different pour la fin de semaine (samedi et
dimanche), il faudra un autre jour d'apprentissage (Ie samedi) pour obtenir une prediction
de presence adequate.
FIG. 7.6: Prediction de presence apres 4 semaines
L'accumulation d'evenements se poursuit pour les quatre prochaines semaines sans men-
tion notoire. A partir de la quatrieme semaine, Ie systeme commence a oublier des informa-
tions puisque la capacite maximale de memoire est atteinte. Les evenements qui sont alors
retires en premier sont ceux pour lesquels Ie RNA a Ie plus de mal a predire, c'est-a-dire les
portions aleatoires de Phoraire. Ensuite, les evenements retires sont repartis uniformement
sur Fhoraire de la semaine car celui-ci est assez regulier. Ainsi, la fonction de redondance
elimine les vieux evenements de la premiere semaine. L'etat du RNA et des informations
memorisees apres 4 semaines sont presentes a la figure 7.6. Pour faciliter la quantification des
evenements sur les graphiques, les evenements identifies par les "X" sont legerement decales
autour de leur position exacte.
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Nous supposons maintenant qu'apres quatre semaines, les occupants changent d'horaire
et qu'ils ne retournent plus a la maison aux alentours de midi. La figure 7.7 illustre 1'etat du
RNA durant les semaines 5, 6 et 7. L'evolution de Petat du RNA est perceptible au fur et a
mesure que Palgorithme d'apprentissage temporel retire les evenements de 1'ancien rythme de
vie. II faudra done 3 semaines pour que Ie RNA oublie presque completement 1'ancien horaire
et remplace ce dernier par Ie nouveau. Ceci est convenable puisque si Ie delai d'apprentissage
de nouvelles habitudes etait plus court, Ie syst^me serait plus sensible aux comportements
sporadiques et, par consequent, ne reussirait jamais a stabiliser son horaire.
Sans 1'algorithme cTapprentissage temporel, Ie RNA a lui seul ne pourrait pas donner
d'aussi bans resultats. Partant de la quatrieme semaine (avec 1'ancien horaire), nous avons
fourni a un RNA les evenements du nouvel horaire. Le RNA qui a generalise toutes les
informations accumulees ne perQoit pas Ie changement d'habitudes puisqu'il ne considere pas
Ie temps comme etant une variable d'importance dans son apprentissage. Le resultat est que
1'ancienne habitude apprise se prolonge beaucoup plus longtemps. Apres 7 semaines, 1'etat
du RNA utilise seul, sans oubli selectif temporel, est illustre a la figure 7.8.
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FIG. 7.7: Prediction de presence apres 5,6 et 7 semaines
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FIG. 7.8: Prediction de presence sans oubli selectif
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7.2 Apprentissage du confort
Tel que souligne a la section 6.1, nous voulons integrer au confortstat intelligent un modele
adaptatif d'evaluation du confort. A premiere vue, 1'evaluation du confort peut sembler etre
une perception qui ne change pas vraiment en fonction du temps. Certes, nous ne croyons
pas que Pinstant temporel ou se fait la perception du confort est une variable importante.
Par ailleurs, nous pensons qu'un apprentissage de confort doit considerer la notion du temps
pour acquerir rapidement un confort "personnalise".
L'indice PMV dont nous nous servons comme base initiale de connaissance pour notre
propre indice de confort represente un point de depart valable puisqu'il s'applique a une
majorite de personnes. Cependant, la transition entre cet indice generique et 1'indice person-
nalise souleve plusieurs questions. A partir de quel moment ou quel niveau d'apprentissage
est-ce propice de diverger de 1'indice PMV ? Quelle ponderation doit-on donner au PMV par
rapport aux donnees de confort recueillies par Ie confortstat ?
L'algorithme d'apprentissage temporel developpe au chapitre 5 permet de parametriser
la transition entre 1'indice PMV et 1'indice personnalise si 1'on attribue a chaque information
un temps d'acquisition t. De cette fagon, on peut supposer que 1 indice PMV est 1 et at initial
de la memoire. De plus, on peut s imaginer que cette connaissance factuelle a eu lieu a un
moment arbitraire dans Ie passe. Ce qui importe, c'est que 1'indice PMV represente, pour
la memoire, des donnees etant deja acquises et confirmees. Les donnees acquises lors de
V operation du confortstat sont, quant a elles, considerees comme de nouvelles informations
qui peuvent supplanter la connaissance initiale.
D nous revient done de fixer les parametres de 1'oubli selectif de 1'information. Contrai-
rement aux habitudes de presence, nous faisons 1'hypothese que la sensation thermique du
confort est depourvue de cycle temporel. Ceci simplifie 1'equation de redondance (equation
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5.4, page 45) puisque Ie terme de chevauchement temporel des evenements disparait.
Pour Ie confortstat, un evenement de confort indique un ajustement des divers cadrans
rotatifs tels 1'habillement, 1'activite physique et 1'appreciation du confort en plus d'une lecture
de la temperature ambiante. Ces quatre entrees sont jumelees pour obtenir un vecteur a quatre
dimensions :
e= (temp. ambiante, habillement, activite physique, confort)
La fonction de critique choisie possede la meme forme que celle de 1'apprentissage de la
presence (figure 7.2) mais Ie sommet est situe a 12 semaines, ce qui donne amplement de
temps aux occupants de confirmer leur preference de confort.
La capacite de la memoire est principalement determinee par la complexite du modele
du confort. Avec Pindice du PMV, nous avons vu au chapitre 6 qu'il a fallu 19 237 echan-
tillons pour que Ie reseau de neurones approxime adequatement l'6quation de la norme ISO.
Ceci nous laisse croire que 1'indice de confort personnalise necessite une memoire a capa-
cite equivalente. Done, nous choisissons cette valeur comme limite du nombre d'informations
contenues en memoire : N = 19 237.
Cette fois encore, les variables Kl et K2 ont ete determinees experimentalement pour
etablir un equilibre entre la redondance et 1'interference des informations. Typiquement, nous
avons simule 1'apprentissage sur une courte periode et analyse les informations qui etaient
"oubliees". Lorsque les informations oubliees ne nous semblaient pas presenter une redondance
particuliere, nous diminuions la valeur de Kl par rapport a K2.






Evenement (°C7, do, met, con fort)
(23, 0.8, 1.2, 0)
(24, 1.5, 1.2, 1)
(22, 1.9, 1.2, 1)
(23, 1.4, 1.2, 2)
TAB. 7.2: Evenements recueillis durant les 3 premieres semaines
7.2.1 Resultats
Nous avons simule 1'adaptation de 1'indice de confort selon des preferences entrees par les
occupants. Malheureusement, les evenements d'apprentissage du confort sont codifies sous
forme de vecteur a 4 dimensions et 1'ajustement du RNA est difficilement montrable sous
forme graphique. A titre d'exemple, nous choisissons de presenter seulement 1'adaptation de
la dimension de confort en fonction de Phabillement.
La figure 7.9 illustre la connaissance initiale de 1'indice de confort. Les "X" representent
les informations factuelles contenues dans la memoire tandis que la courbe represente la
connaissance g6nerale du RNA apres 1'apprentissage du PMV.
Les 6venements recueillis durant la periode de simulation de trois semaines sont presentes
au tableau 7.2. Nous avons consid^res que 1'appreciation du confort, tel qu'ajuste avec Ie
cadran du confortstat, est faite selon la m^me echelle que Ie PMV soit des valeurs entieres
entre —3 et 3. Par contre, 1'habillement est une valeur floue continue entre 0.0 et 2.5.
Le resultat de 1'apprentissage apres 3 semaines est presente a la figure 7.10. Les "X"
representent les differentes interactions des occupants avec Ie confortstat. Pour faciliter la
representation des interactions, certains de ces points sont projetes sur Ie plan en question
puisque qu'ils sont a proximite de ce plan et qu'ils influencent 1'apprentissage du RNA.
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Habillement, do
FIG. 7.10: Indice de confort "personnalis6", apres trois semaines d'apprentissage
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Nous remarquons que la generalisation de la connaissance factuelle avec les nouvelles
interactions reflete la nouvelle tendance d'appreciation de confort. De fait, la courbe de
1'indice de confort personnalise a change passablement en un mois. Le passage a zero se fait
maintenant a 0.7 do et 1'indice de confort atteint la valeur de 1.0 lorsque 1 habillement est
de 2 do plutot que de 1.6 auparavant.
82 CHAPITRE 7. APPRENTISSAGE DE COMPORTEMENTS HUMAINS
Chapitre 8
Politique de controle proposee
La politique de controle est 1'ensemble des regles qui determine Ie fonctionnement du
confortstat et peut 6tre consideree comme Ie niveau Ie plus eleve de prise de decision. Essen-
tiellement, la politique de controle reunit tous les modeles decrits precedemment et definit
les interactions entre tous ces sous-modules.
Ce chapitre decrit la politique de controle utilisee dans Ie confortstat intelligent en pre-
sentant les etats principaux et Ie fonctionnement du confortstat dans chacun des etats.
8.1 Description
La regle de base qui gouverne Ie fonctionnement du confortstat est de prendre les moyens
necessaires pour maintenir Ie confort et minimiser la consommation d'energie. Voir les objec-
tifs cites a la section 1.1.
Nous supposons que Ie confortstat dispose d'un seul moyen d'action : Ie systeme de chauf-
fage ou climatisation (SCC). A 1'aide du SCC, Ie confortstat peut controler la temperature
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ambiante de fa^on a maintenir les occupants dans leur zone de confort thermique. Cependant,
Ie maintien de la temperature ambiante dans la zone de confort entraine habituellernent une
grande consommation d'energie et c'est pourquoi il est important de restreindre 1 utilisation
du SCC lorsque c'est possible.
Le setback [41] est un moyen reconnu pour reduire la consommation energetique. Dans
les pays nordiques, il y a principalement deux moments ou la reduction du point de consigne
entrame une reduction de consommation d'energie significative :
Lors de 1'absence prolongee des occupants;
Lorsque les occupants dorment et qu'ils sont emmitoufles sous leurs draps.
Comme ces deux situations sont assez differentes 1'une de 1'autre, elles sont traitees dif-
feremment. Pour la premiere, 1'indice de confort ne s'applique pas vraiment puisque les oc-
cupants sont absents. Dans la seconde, 1'indice de confort est tout de meme important car il
faut quantifier la protection isolante des occupants pour s'assurer qu'ils n'ont pas trop chaud,
ni trop froid. En fait, la deuxieme situation n'est qu'une application normale du maintien du
confort des occupants en fonction des differents parametres de 1'indice de confort choisi.
Par consequent, nous avons determine que Ie confortstat pourrait ^tre dans deux etats :
1) Fetat de confort et 2) 1'etat d'absence. Tant que les occupants sont presents, Ie confortstat
demeure dans 1'etat confort. Des que les occupants sont absents, Ie confortstat passe a Fetat





FIG. 8.1: Etats du confortstat
8.2 Interface-utilisateur
L'interface-utilisateur du confortstat (figure 8.2) permet aux occupants d'entrer leur pre-
ferences quant a leur appreciation du confort, ainsi que leur activite physique et habillement
actuels. Ces informations sont primordiales pour Ie confortstat afin qu'il puisse approximer
Ie confort des occupants et suivre leur comportement.








Id6alement, les informations concernant 1'habillement et 1'activite physique pourraient
^tre mesurees automatiquement par des instruments electroniques specialises. Malheureuse-
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ment, de tels dispositifs de mesure sont tres dispendieux ou, tout simplement, encore a 1'etat
experimental. Nous considerons que 1'autonomie du confortstat n'est pas a ce point prioritaire
devant notre objectif de minimiser les couts relies a 1'achat et 1'installation du confortstat.
Consequemment, nous acceptons que notre dispositif depende de 1'ajustement et dujugement
des occupants.
Au cours du fonctionnement, Ie confortstat ajuste lui-meme les cadrans d'activite phy-
sique, d habillement et de confort pour afficher a 1'utilisateur les considerations qu'il effectue.
Grace a ce mecanisme, 1'utilisateur peut voir si Ie confortstat apprend correctement et il
peut Ie corriger s'il se trompe. Ainsi, 1'entree d'informations est optionnelle et devrait etre
effectuee seulement lorsque Ie fonctionnement du confortstat ne correspond pas aux attentes
des occupants.
Nous supposons que Ie confortstat dispose d'un petit tableau d'affichage a cristaux liquides
(ACL) pour communiquer des messages aux occupants. Un exemple pertinent est lorsque Ie
confortstat remonte la temperature ambiante apres un setback mais que 1'utilisateur arrive
avant Ie temps prevu. A ce moment, Ie confortstat affiche un message tel "Confort dans 2
minutes pour indiquer aux occupants qu'ils n'ont pas necessairement a ajuster les cadrans
de confort et que Ie confortstat s'efForce de retablir des conditions thermiques confortables.
8.3 Modules
La fonctionnalite du confortstat est divisee en modules logiciels qui regroupent des fonc-
tions apparentees. Cette division modulaire permet de mieux cerner Ie fonctionnement des
modules et, par Ie fait meme, simplifie Ie design global en definissant des frontieres logiques
de traitement.
Lorsque les modules sont combines ensemble pour former Ie confortstat, un niveau supe-
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rieur de controle est ajoute pour gerer les interactions entre les modules. Dans notre cas, ce
niveau represente la politique de contr61e.
II y a 6 modules dans 1'architecture du confortstat. Chacun des modules se specialise dans
un apprentissage particulier :
1. Presence, en fonction de lajournee et de 1'heure;
2. Habillement, en fonction de la journee, de Pheure et de la saison;
3. Activite physique, en fonction de la journee et de 1'heure;
4. Confort, en fonction de la temperature ambiante, de 1'habillement et de 1'activite phy-
sique;
5. Fonction de transfer! thermique du SCC et du batiment.
Nous avons deja couvert les modules d'apprentissage de la presence et du confort au
chapitre 7. Les modules d'apprentissage de 1'habillement et de Pactivite physique sont si-
milaires a celui de la presence et, par consequent, nous omettons de les decrire davantage.
L architecture du confortstat, illustrant les entrees et les sorties est presentee a la figure 8.3.
II est pertinent de rappeler que les entrees et sorties du confortstat ont ete decrites au
chapitre 3 et qu'un resume est presente aux tableaux 3.2 et 3.3.
8.3.1 Fonction de transfer! du SCC/batiment
Le confortstat comporte un module d? approximation des caracteristiques du SCC et du
batiment. Ce module sert a predire Ie temps necessaire au SCC pour retablir la temperature
ambiante apres un setback. Ceci est necessaire puisqu'il faut s'assurer que lors du retour
probable des occupants, la temperature ambiante confortable sera revenue dans Pintervalle
de confort des occupants.
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FIG. 8.3: Architecture du confortstat
Pour ce module, nous utilisons Ie meme algorithme d'apprentissage temporel que pour les
autres modules. Afin d'approximer la reponse thermique du SCO combine au batiment, nous
enregistrons les variations reelles de temperature ambiante grace au thermometre interieur.
Ainsi, P approximation du temps de recouvrement est sujette a des conditions climatiques qui
changent peu rapidement.
Les informations recoltees concernent la temperature ambiante ainsi que la pente de la
descente et du recouvrement de celle-ci pendant que Ie confortstat fonctionne. La figure 8.4
illustre les donnees recoltees. Chaque fois que la temperature ambiante descend, Ie confortstat
enregistre la pente de la temperature ambiante en "chute libre" pour chaque degre Celcius
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franchi. Lorsque la temperature ambiante remonte, Ie confortstat associe la pente de remontee
a la pente de descente pour une m^me temperature ambiante. Ces "evenements" sont codifies
comme suit :
e = (temperature ambiante, pente "chute libre", pente recouvrement)
Par exemple :
6= (16°Cf, -2.1°C/h, l.S°C/h)
e= (17°C, -2.3°C/h, 1.6°C/h)
e= (18°C, -2.yC/h, 1.3°C/h)
















FIG. 8.4: Caracteristiques de la maison et du SCC
Pour un tel apprentissage, nous avons trouve suffisant de conserver en memoire trois
couples de montee-recouvrement par degre Celcius, soit N == 60 si la temperature ambiante
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varie entre 10° C et 30°Cf. Nous utilisons une critique semblable a celle de la figure 7.2, avec
un sommet a 4 semaines.
8.4 Etat de confort
Lorsque Ie confortstat est dans 1'etat de confort, les occupants sont presents et la priorite
est donnee a maintemr Ie confort des occupants. Puisque Ie seul moyen de controle que dispose
Ie confortstat est de faire varier la temperature ambiante, sa tache est de fixer un point de
consigne confortable. Le confortstat a recours a presque tous les modules d'apprentissage
pour realiser cette tache.
Void, dans 1'ordre, les etapes suivies par Ie confortstat pour maintenir ou atteindre la
temperature ambiante confortable pour les occupants :
1. Selon lajournee, 1'heure et la saison, Ie confortstat predit 1'habillement, H, des occu-
pants et 1'affiche sur Pinterface-utilisateur.
2. Selon la journee et 1'heure, Ie confortstat predit 1'activite physique, A, des occupants
et 1'affiche sur Finterface-utilisateur.
3. Le confortstat lit la temperature ambiante, Ta, avec Ie thermometre.
4. A 1'aide du module d'apprentissage du confort base sur Ie PMV et des variables H,
A et Ta, Ie confortstat calcule 1'indice de confort personnalise, Iconfort, et 1'affiche sur
1'interface-utilisateur.
5. Si Iconfort < 0-5, active Ie SCC jusqu'a ce que Iconfort depasse 0 et affiche Ie message
"Confort dans X minutes". Sinon, Ie confortstat affiche simplement Ie message "Confort".
Aussi, Ie confortstat predit la variation a venir de la temperature ambiante avec Ie
module d'approximation de la fonction de transfer! du Utiment et du SCO. II verifie
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que durant les prochaines heures il pourra suivre la demande de chauffage. Si ce n'est
pas Ie cas, il active Ie SCC immediatement jusqu a ce qu'il juge qu'il puisse suffir a la
demande.
Dans Petat de confort, il y a aussi la possibilite qu'un utilisateur interagisse avec 1 interface-
utilisateur du confortstat. Si c'est Ie cas, Ie confortstat emmagasine 1'habillement, 1'activite
physique et Ie confort specifies par 1'usager ainsi que la temperature ambiante lue par Ie
thermometre dans les modules qui dependent de ces entrees pour leur apprentissage. En-
suite, Ie confortstat entreprend d'oublier les informations qui sont superflues pour eviter les
debordements de memoire.
II est a noter que peu importe 1'etat du confortstat, il emmagasine et oublie aussi les
evenements de presence/absence a chaque heure, tel que presentes au chapitre 7.
8.5 Etat d? absence
Le confortstat passe a Petat d'absence des que les occupants sont absents de la maison.
Dans cet etat, Ie confortstat laisse chuter la temperature ambiante jusqu'a un seuil minimal
qui depend de la probabilite de retour des occupants. Ainsi, s'il est peut probable que les
occupants reviennent bient6t, Ie confortstat peut laisser chuter la temperature grandement.
Au contraire, si les occupants sont attendus tres bientot, Ie confortstat s efForce de demeurer
tres pres du niveau de confort thermique auquel les occupants s'attendent.
En temps normal, la norme ISO du PMV suggere que 1'ecart du point de confort ne depasse
pas ±0.5. Lorsque les occupants sont absents, nous laissons 1'ecart grandir en fonction de la
probabilite de presence des occupants, obtenue du module d'apprentissage de la presence.
La relation entre la probabilite de presence et l'6cart permissible de 1'indice de confort est
illustree a la figure 8.5
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0,5 +
Probabilite de presence
FIG. 8.5: Reduction de la temperature en fonction de la probabilite de presence
La valeur obtenue du module d'apprentissage de la presence se situe entre —1 et 1. Pour
obtenir une probabilite de presence entre 0% et 100%, nous utilisons la transformation sui-
vante :
p,
Connaissancepresence(^ ^) + 1
presence (8.1)
Les etapes de fonctionnement du confortstat dans Petat d'absence sont similaires a celles
de 1'etat de confort, a 1'exception du calcul d'ecart permissible par rapport a 1'index de
confort. Voici, dans 1'ordre, les etapes suivies :
1. Selon lajournee, 1'heure et la saison, Ie confortstat predit 1'habillement, AT, des occu-
pants et PafRche sur 1'interface-utilisateur.
2. Selon la journee et 1'heure, Ie confortstat predit 1'activite physique, A, des occupants
et 1'affiche sur 1'interface-utilisateur.
3. Le confortstat lit la temperature ambiante, To, avec Ie thermometre.
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4. Selon lajournee et 1'heure, Ie confortstat predit la probabilite de presence des occupants,
presence-
5. Selon Ppresence, le confortstat calcule 1'ecart permissible E a Pindice de confort selon Ie
graphique de la figure 8.5.
6. A 1'aide du module d'apprentissage du confort (base sur Ie PMV) et des variables H,
A et To, Ie confortstat calcule 1'indice de confort personnalise, Iconfort^ et 1 affiche sur
Pinterface-utilisateur.
7. Si Iconfort < E, active Ie SCO jusqu'a ce que Iconfort depasse J^+0.5. Aussi, Ie confortstat
predit la variation a venir de la temperature ambiante avec Ie module d'approximation
de la fonction de transfert du b^itiment et du SCO. II verifie que durant les prochaines
heures il pourra suivre la demande de chauffage. Si ce n'est pas Ie cas, il active Ie SCC
immediatement jusqu'a ce qu il juge qu il puisse suffire a la demande.
8.6 Resume
Ce chapitre a presente Ie fonctionnement du confortstat intelligent d un point de vue
de controle. Nous avons presente 1'architecture globale du confortstat ainsi que les regles qui
regissent les actions du confortstat dans ses deux etats d'operation. Selon 1'etat du confortstat,
nous avons vu comment la politique de controle reunit tous les modules d'apprentissage
et orchestre Pexecution des modules en cherchant a atteindre les objectifs de confort et
d'economie d'energie.
De plus, nous avons couvert Ie module d'apprentissage de la fonction de transfert du
SCO et du batiment qui est utilise pour s'assurer que la demande de chauff'age n'excede
pas la capacite du SCC. Ceci evite que par grand froid, Ie confortstat effectue un setback
trop agressif et que lors du recouvrement, il ne puisse retablire les conditions de confort assez
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rapidement. Ainsi, c'est la primaute du confort sur Peconomie d'energie quijustifie 1'existence
de ce module.
Le chapitre suivant demontre 1'application de la politique de controle proposee dans un
simulateur afin de qualifier la valeur du confortstat intelligent.
Chapitre 9
Simulation et resultats
Nous avons realise Ie confortstat intelligent propose sous forme logicielle afin d'arriver
rapidement ^ un prototype. Ce prototype a pour but de permettre 1'evaluation du confortstat
en rapport aux thermostats actuels dans un environnement de simulation logicielle.
La mesure d'efficacite qui nous interesse Ie plus est Feconomie d'energie puisque c'est
largement sur ce point qu'est basee la decision de recoumr a un nouveau systeme de controle
de confort
Afin de comparer les difFerentes approches, nous avons realiser un environnement de si-
mulation qui permet 1 incorporation d'une politique de controle quelconque. Ceci permet
d'etudier Ie comportement de differentes politiques de contr6le selon plusieurs circonstances.
Ce chapitre decrit Penvironnement de simulation realise pour ce travail et presente des
resultats comparatifs entre Ie confortstat intelligent propose, Ie thermostat conventionnel et
Ie thermostat programmable.
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9.1 Environnement de simulation
L'environnement de simulation comporte tous les composants d'un systeme thermique
residentiel, tel que presente au debut de ce travail a la figure 1.1. Nous avons choisi de definir
cinq modules dans Ie simulateur pour remplacer facilement 1'un d'eux au besoin :
- La politique de controle (thermostat, confortstat, ...);
- Un modele des comportements humains;
- Un modele du systeme de chauffage et/ou climatisation;
- Un modele des caracteristiques physiques du batiment;
- Un modele de Penvironnement climatique exterieur.
Typiquement, les trois derniers modeles sont integres ensembles puisqu'ils s'influencent
mutuellement pour determiner les conditions climatiques a Pinterieur du batiment. Ainsi, Ie
simulateur d'environnement thermique comporte trois modules independants. Nous illustrons
les flots de donnees du simulateur a la figure 9.1.
En plus de determiner les conditions climatiques interieures, Ie modele du systeme de
chaufFage et de climatisation calcule 1'energie qu'il consomme.
9.2 Batiment, SCC et conditions exterieures
Pour notre simulateur, nous utilisons un modele integre de batiment et SCC. Nous choi-
sissons un modele simple comportant une seule piece. II existe plusieurs modeles differents
dans la litterature [51, 23, 27, 31, 17] qui permettent de modeliser la temperature ambiante
et 1'humidite.


















FIG. 9.1: Flots de donnees du simulateur
Nous choisissons Ie modele de Federspiel [17] puisqu'il est simple et a ete valide experimen-
talement. La figure 9.2 illustre schematiquement les composants consider^s par ce modele.
Nous ref^rons Ie lecteur a la source [17] pour Ie developpement mathematique de ce
modele. Nous optons de presenter seulement les parties que nous utilisons.









vltesse de I'alr, v
temperature amblante, Ta
Presslon atmosph6rique, pv
temperature dos murs, Tw
FIG. 9.2: Schema des composants modelises pour une maison ayant une seule piece
9.2. BATIMENT, SCO ET CONDITIONS EXTERIEURES 99










hmLT _ T _ /iuTI —
m -La n_ -La -LiCa
ll-w '
C^,J-a -^w - Cw-LW 'Lo
+





ou les C sont des capacites thermiques, les h sont des coefficients de transfert thermique
et q est 1'entree d'energie. En general, les h dependent du deplacement de 1'air. Pour notre si-
mulation, nous considerons qu'ils sont constants. Par consequent, Ie deplacement d'air autour
des occupants est constant et la seule variable contr6lee est 1'entree d'energie.
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Lorsque que q est positif (Ie SCC chaufFe), les non-linearites de 1'equation 9.1 disparaissent
et Ie syst^me d'equations peut etre reecrit sous la forme matricielle :
X= AX+Bq (9.2)
GrS,ce a la validation experimentale, les parametres de ce modeles ont ete mesures pour
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Pour s assurer du realisme des conditions environnementales exterieures, nous utilisons
des enregistrements climatiques extraits du logiciel TRNSYS1.
9.3 Resultats
Afin de comparer les performances des thermostats conventionnels et programmables
avec celles du confortstat intelligent, nous devons poser quelques hypotheses simplificatrices.
L'idee principale qui supporte les hypotheses est que les occupants sont peu preoccupes par
1TRNSYS vl3.1 - A transient system simulation program.
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1'economie d'energie et qu'ils maintiennent a un minimum Ie nombre d interactions avec leur
thermostat.
Premierement, nous aliens supposer que les utilisateurs du thermostat conventionnel
ajustent leur thermostat seulement une fois pour fixer Ie point de consigne qu'ils desirent
en tout temps. Nous supposons que Ie point de consigns est fixe a 23°C(, une temperature
ambiante confortable lorsque les occupants sont habilles legerement et sont generalement peu
actifs.
Deuxiemement, pour Ie thermostat programmable, nous supposons qu il est programme
adequatement, c est-a-dire que les occupants ont un horaire regulier et qu'ils ont correcternent
entre cet horaire dans Ie thermostat. Nous supposons que les occupants suivent 1'horaire
suivant :





Entre 7h00 et 9h00
Entre 9h00 et 16h00
Entre 16h00 et 18h00
Entre 18h00 et 22h00
Entre 22h00 et 7h00
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Durant la fin de semaine, il n'y a pas de setback durant Ie jour puisque les occupants
sont normalement presents. Les occupants programment leur thermostat une seule fois et n'y
retouchent plus par la suite.
Enfin, pour Ie confortstat intelligent, nous supposons que 1'indice de confort initial (PM;V)
convient aux occupants. En principe, les occupants n'ont jamais a interagir avec Ie confortstat
pour lui indiquer leur appreciation du confort. Cependant, les occupants doivent tout de meme
indiquer au confortstat leur habillement et leur activite physique, comme nous Ie verrons un
peu plus loin.
Dans tous les cas, les conditions climatiques exterieures sont les m^mes. Nous supposons
un vent leger et une temperature exterieure de —10°C. Nous supposons egalement que durant
Ie jour, les occupants ont un habillement qui correspond a l.Oclo. Lorsqu'ils dorment, dans
leur lit, les occupants sont proteges thermiquement des couvertures legeres et nous conside-
rons qu'ils ont un habillement equivalent ^, une resistance thermique de 2.Qclo. Leur activite
physique est consideree reguliere, aux alentours de Imet.
9.3.1 Thermostat conventionnel
Le premier graphique de la figure 9.3 illustre la variation de la temperature ambiante
durant une journee complete avec un point de consigne fixe a 23° C. Le point de consigne est
represente par un trait de points et de barres. On remarque qu'il y a une zone morte autour
du point de consigne de presque 2° C qui est due au fait que Ie thermostat a une precision
d'un degre Celcius et que Ie systeme de chauffage par convection rechaufFe la piece encore un
peu, meme apres que Ie thermostat lui ait commande d'arreter. Par ailleurs, Ie taux de mise
en service2 du SCO est de 51% et les periodes d'utilisation du SCC sont illustrees par Ie trait
pointille au bas du premier graphique.
'duty-cycle, en anglais
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Le deuxieme et Ie troisieme graphique de la figure 9.3 presentent respect! vement 1'indice
de confort PMV et les considerations d'habillement des occupants.
9.3.2 Thermostat programmable
Selon Phoraire decrit pr6cedemment, nous obtenons la courbe de temperature ambiante
illustree par Ie premier graphique de la figure 9.4. Nous avons calcule qu'avec Ie SCC et Ie
Utiment utilise, les periodes de setback durant Ie jour et la nuit permettent d economiser
jusqu'a 19% d'energie, dependamment de la temperature exterieure.
Pour la journee presentee, Ie taux de mise en service est de 43%, ce qui correspond a
une economie de 15% d'energie par rapport a la consommation energetique du thermostat
conventionnel (figure 9.3).
Le deuxieme et Ie troisieme graphique de la figure 9.4 presentent respectivement 1'indice
de confort PMV et les considerations d'habillement des occupants.

























































































































FIG. 9.4: Journee-type avec un thermostat programmable
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9.3.3 Confortstat
Le confortstat module la temperature ambiante selon la presence, Phabillement et 1'ac-
tivite physique des occupants. Nous considerons que Factivite physique des occupants est
passablement reguliere (aux alentours de 1 met) dans la maison et que, consequemment, les
occupants n'ajustent ce cadran du confortstat qu'une seule fois. Les deux autres facteurs, la
presence et 1'habillement, sont des raisons valables pour effectuer un setback.
Le jour, lorsque les occupants sont presents, la temperature ambiante sera entre 22°Cf et
250C7 pour maintenir les occupants a 1'interieur de leur zone de confort (—0.5 < Iconfort < 0-5).
Lors de 1'absence des occupants pendant Ie jour, Ie confortstat permet une divergence jusqu'a
1.5 de Iconfort, ce qui fixe la temperature minimale a 18°C'. Au cours de la nuit, la temperature
peut descendre jusqu a un minimum de 17°C sans que les occupants soient inconfortables
puisqu'ils dorment sous leurs couvertures.
Apres un apprentissage d'une semaine des habitudes de presence et de Phabillement des
occupants, Ie confortstat s'approche de tres pres des setback effectues par Ie thermostat
programmable. La figure 9.5 montre la variation de la temperature ambiante, de Phabillement
et de Findice de confort durant une journee-type.
Pour une grande majorite de la journee (87% du temps), Ie confortstat arrive a mainte-
nir les occupants dans leur zone de confort et ce, malgre Ie fait que Ie confortstat efFectue
deux setback. Pour cette journee, la consommation d'energie avec Ie confortstat s'approche
etonnamment de celle avec Ie thermostat programmable. Par rapport au thermostat conven-
tionnel, Ie confortstat realise une economie d'energie de 14%. Quant au taux de mise en






FIG. 9.5: Journee-type avec Ie confortstat intelligent
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9.4 Comparaison
Pour mieux comparer les differentes politiques de contr61e, nous avons efFectue des simu-
lations sur une periode de quatre semaines. Cette duree permet de mieux representer une
periode reguliere ou les habitudes et comportements changent peu.
Nous supposons que les occupants ont Ie meme horaire sur semaine que presente a la sec-
tion prec6dente. Les fins de semaine, nous supposons que les occupants s'absentent seulement
une fois par jour, a un moment aleatoire d'une duree entre 1 et 3 heures.


























TAB. 9.1: Resultats comparatifs des differentes approches
Selon les resultats, Ie confortstat devance les deux autres approches quant au confort as-
sure aux occupants. La difference marquee entre Ie confortstat et Ie thermostat conventionel
etait attendue puisque ce dernier a generalement un point de consigne fixe qui ne correspond
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qu'occasionellement aux besoins les occupants. II est interessant de constater que Ie confbrts-
tat ameliore Ie confort par rapport au thermostat programable par une marge de 11%. Si Ie
confortstat n'atteint pas 1'objectif de confort a 100%, c'est qu'il est impossible pour Ie SCC
de suivre Ie changement rapide de 1'habillement lors du leve et du couche des occupants.
Si 1'on compare la consommation cTenergie des trois approches, on remarque que Ie ther-
mostat programmable et Ie confortstat reduisent d'autant la consommation pour les condi-
tions prises en consideration.
Puisque Pabsence lors de la fin de semaine est aleatoire, Ie thermostat programmable et Ie
confortstat ne prennent pas avantage de cette p6riode pour effectuer un setback. Les economies
d'energie de ces deux dispositifs sont done egales durant la fin de semaine. Ceci explique aussi
que Ie pourcentage d'economie d'energie mensuelle est moins grand que lorsqu'on considere
seulement une journee de travail.
Bien que Ie thermostat programmable ait des points de consigne de setback plus agressifs
que ceux du confortstat, ce dernier obtient la mOme consommation d'energie que 1 autre
puisqu'en general, son point de consigne lors de la presence des occupants est legerement
inferieur.
Pour Ie confortstat, les 4 interactions survenues sent reliees au fait que les occupants
ajustent Ie cadran de 1'habillement pour indiquer qu'ils se couchent et qu'ils sont bien proteges
du froid dans leur lit. Les 4 interactions out lieu des les deux premieres journees, deux fois
lors du coucher et deux fois lors du reveil. Par apres, les occupants ne sentent pas Ie besoin
d'ajuster Ie cadran car Ie confortstat a adequatement apprit leurs habitudes.
II est bon de rappeler que pour Ie confortstat, pres de la moitie de 1 economie d energie est
due au setback durant Ie jour et que cette economic d'energie est realisee automatiquement par
Ie confortstat grace au detecteur de presence et £L 1'apprentissage des habitudes de presence.
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En soi, ceci fixe la limite inferieure de Peconomie esperee avec Ie confortstat.
A P aide d'un thermostat conventionnel, il faudrait que les occupants modifient pres de
96 fois Ie point de consigne pour obtenir les memes performances que celles obtenues avec Ie
thermostat programmable ou avec Ie confortstat. II est irrealiste de penser que les occupants
pourraient s'appliquer a cet exercice sur une longue periode. Neanmoins, ceci demontre que
Ie confortstat, par rapport au thermostat conventionnel, reduit la consommation d'energie




L'objectif de nos travaux etait de concevoir un dispositif de contr61e qui assure Ie confort
aux occupants d'une maison tout en reduisant la consommation d'energie par rapport aux
systemes existants. Ce travail a permis de realiser ce que nous nommons Ie "confortstat
intelligent", un systeme adaptatif integrant plusieurs techniques d'intelligence artificielle.
Au cours du memoire, nous avons presentes les concepts sur lequel Ie confortstat repose
et nous avons decrit son fonctionnement. En premier lieu, nous avons elabore un mecanisme
d'apprentissage bas6 sur les RNA et 1'oubli selectif d'informations temporelles. Get algo-
rithme est central au fonctionnement du confortstat puisqu'il est utilise dans six modules
de 1'architecture du confortstat. L'application de cet algorithme a ensuite ete presentee en
detail pour deux des modules d'apprentissage : Fapprentissage des habitudes de presence et
1'indice de confort personnalise. Cette mise a 1'epreuve a permis d'affirmer que 1 algorithme
d'apprentissage est avantageux par rapport a 1'utilisation unique de RNA pour 1 apprentis-
sage. A notre avis, 1'apprentissage temporel, tel que developpe dans ce travail, constitue une
contribution originale. Aussi, nous avons demontre qu'il etait possible d'utiliser 1'indice PMV
comme base initiale de connaissance pour un indice adaptatif de confort base sur les RNA.
Ill
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Par ailleurs, nous avons realise un simulateur d'environnement thermique capable d'ap-
proximer les conditions environnementales d'une maison-type. Le simulateur est modulaire
et permet 1'integration de plusieurs politiques de controle. De plus, Ie simulateur offre la pos-
sibilite de mesurer la consommation d'energie du systeme de chaufFage ou de climatisation
sur une periode donnee.
Ensuite, nous avons integre au simulateur deux types populaires de thermostat ainsi que
notre confortstat. Les resultats obtenus ont permis de situer chacune des approches quant a
leur performance respective. Nos resultats demontrent que, sur une longue periode Ie conforts-
tat intelligent reduit la consommation energetique autant qu un thermostat programmable
adequatement programme et que dans presque la totalite du temps, les occupants sont confor-
tables. Nous crayons done avoir atteint notre objectif premier.
Plusieurs avantages secondaires s ajoutent au confortstat, par rapport aux deux autres
approches considerees. Le confortstat presente une interface-utilisateur simple et ne necessite
aucune programmation. Aussi, les utilisateurs n'ont plus a faire eux-memes Ie rapport entre les
diverses conditions environnementales pour obtenir une temperature ambiante confortable.
De fait, Ie confortstat s'occupe lui-meme de faire cette relation et les occupants peuvent ainsi
directement entrer leur appreciation du confort et une approximation de leur habillement et
leur activite physique.
A notre avis, les apports originaux de nos travaux sont les suivants :
- L'apprentissage des comportements des occupants quant a leur presence, leur habille-
ment et leur activite physique pour ameliorer leur confort et reduire la consommation
d'energie;
- L'apprentissage d'un indice de confort personnalise (a partir du PMV) selon la percep-
tion reelle du confort des occupants;
- Le developpement et Papplication d'un algorithme d'apprentissage temporel base sur
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les reseaux de neurones artificiels ;
La realisation logicielle du confortstat avec une architecture modulaire pouvant etre
embarqu6e sur un micro controleur;
- La comparaison dans un environnement de simulation commun du confortstat intel-
lingent, d'un thermostat conventionnel et d'un thermostat programmable.
II reste maintenant a valider 1'utilisation du confortstat dans un milieu reel, ou les oc-
cupants n'ont pas necessairement des habitudes regulieres et ou les conditions d'operation
peuvent differer grandement de 1'environnement de simulation. Entre autre, il faudrait quan-
tifier 1'avantage de 1'indice personnalise de confort en comparaison avec 1'usage de la formule
statique du PMV. Aussi, il faudrait valider 1'interface-utilisateur quant a sa convivialite. Ces
trois derniers points necessitent tous une mise en application concrete dans plusieurs resi-
dences. En general, nos travaux se sont limites a considerer des conditions normales d' op e-
ration et nous soulignons que Ie confortstat realise ne saurait operer de faQon correcte dans
toutes les situations limites (ex : fenetre ouverte oubliee par temps froid).
Dans Ie futur, cTautres ameliorations pourraient ^tre apportees au confortstat intelligent.
Notons d'abord 1'utilisation de nouveaux dispositifs de detection pour approximer 1 habille-
ment ou Pactivite physique des occupants sans les deranger. Aussi, pour un controle encore
plus rafine, Ie confortstat pourrait considerer des variables que nous avons intentionnelle-
ment evitees comme Fhumidite, la temperature radiante, etc... Un aspect supplementaire qui
pourrait avoir un impact majeur serait de considerer que Ie confortstat peut influencer direc-
tement d'autres variables que la temperature ambiante. Par exemple, Ie confortstat pourrait
actionner un ventilateur ou ouvrir une fen^tre plutot que de faire fonctionner Ie systeme de
chaufFage ou climatisation, par souci d'economie d'energie.
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Pour toutes les raisons citees, nous considerons que Ie travail presente dans ce memoire
represente une amelioration des systemes de controle existants et correspond a un avancement
vers Ie bien-etre de Fhumam et Ie respect de notre environnement.
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function filtre(Temps, Data, N, Kl, K2, Connaissance,
Chevauchement, Critique, Cycle);
7. oubli selectif (filtrage)
7, N est la taille maximale de la memo ire
[r,c] = size(Data);
while (c > N)
imp = zeros(1, c);
/» calcule 1)importance de chacun des evenements
for point=l:c
imp(i,point) = Imptnce(Data(:,point), Data, Temps, Kl, K2,
Connaissance, Chevauchement, Critique, Cycle);
end
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end
Data(:,pointmax)





function [Importance] = Imptnce(i, M, t, Kl, K2, Connaissance,
Chevauchement, Critique, Cycle)
7o i: vecteur d?information (Temps, Evenement)
°/o M: ensemble des informations
7, t: temps actuel
°/o Kl: Constance de ponderation pour redondance
% k2: Constance de ponderation pour interference
Yo Connaissance: fonction de connaissance (prediction)
7o Chevauchement: fonction de chevauchement
°/o Critique: fonction de critique
°/o Cycle: fonction de cycle temporel
Importance = 1 / ((Kl * redodnce(i,M,Chevauchement, Cycle))
+ (K2 * intrfnce(i,M,t,Connaissance,Critique, Cycle)))
°/
'0













cycle_i = eval([Cycle )(ti))]);
cycle_ipoint = eval([Cycle ) (tipoint)?]);




function [Interference] = intrfnce(i, M, t, Connaissance, Critique, Cycle)
[r,c] = sized);
evenement = i(2:r,l);
position_cycle = eval([Cycle ?(t)}])
connaiss = eval([Connaissance ?(position_cycle)']);
ti = i(l,1);
age = t-ti;
critiq = eval([Critique '(age)5]);
Interference = (i/(evenement?*connaiss))*critiq
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Annexe B









































































TAB. B.l: Resultats pour Ie premier jeu d'entrainement (2557 echantillons)
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TAB. B.4: Resultats pour Ie quatrieme jeu d'entramement (102 956 echantillons)
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Annexe C





°/o parametres d?oubli selectif pour la presence
global Presence_data





Kl = 1; % ponderation pour redondance
K2 = 60*24*7/4; '/. ponderation pour interference
flitre(Temps, Presence_data, Taille, Kl, K2, Connaissance,
Chevauchement, Critique, Cycle);
7.-
function c = critique(Age)
pointmax = 60*24*7*3; 7, 3 semaines
expo = log(3)/pointmax;
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c = exp(expo*min(Age,pointmax))-!;
if (Age > pointmax)
Age = Age-pointmax; °/» recentre
°/o 66°/o de la descente est a pointmax*2
































Presence_Sl = 7+24; a/o nombre de neurones dans la premiere couche
V. (7 jours+24 heures)
Presence_S2 = 7+24; °/, nombre de neurones dans la couche cachee
Presence_range = zeros(7+25,2);
for i=l:7+25
Presence_range(i,:) = [-1 1];
end
Presence_df = 30; °/o Frequency of progress displays (in epochs).
Presence_me = 30; % Maximum number of epochs to train.
Presence_eg = 0.0000000001; '/. Sum-squared error goal.
Presence_eg = 1; °/o Sum-squared error goal.
Presence_lr = 0.0025; '/, learning-rate
Presence_tp = [Presence_df Presence_me Presence_eg Presence_lr];
Presence_data = [0 1] ?;
°/, reinitialise Ie reseau de neurones
[entree,sortie] = pconv(Presence_data);
[Presence_wl,Presence_bl,Presence_w2,Presence_b2 ,Presence_w3,Presence_b3]
= initff( Presence_range,Presence_Sl,?tansig), Presence_S2, ?tansig),
sortie,'purelin');
7.-
function courbe = presence(Temps)


















function [entree, sortie] = pconv(Data)
°/» conversion d'entree pour Ie RNA
[r,c] = size(Data);
entree = zeros(7+24, c);
sortie = zeros(l,c);
for point=l:c
entree(1:7,point) = bindisp( Jour(Data(l,point)), 1, 7, 7)); °/o jour
entree(8:8+24,point) = bindisp( Heure(Data(l,point)), 0, 24, 25)); 7, heure
sortieCl,point) = Data (2, point); °/o presence
end
Vr8




function [Jour] = Jour(Temps)
Jour = rem(Date(Temps), 7)+1;
°/
'0
