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Abstract
Example synthesis is one of the leading methods to tackle
the problem of few-shot learning, where only a small number of
samples per class are available. However, current synthesis ap-
proaches only address the scenario of a single category label per
image. In this work, we propose a novel technique for synthesizing
samples with multiple labels for the (yet unhandled) multi-label
few-shot classification scenario. We propose to combine pairs of
given examples in feature space, so that the resulting synthesized
feature vectors will correspond to examples whose label sets are
obtained through certain set operations on the label sets of the cor-
responding input pairs. Thus, our method is capable of producing
a sample containing the intersection, union or set-difference of
labels present in two input samples. As we show, these set oper-
ations generalize to labels unseen during training. This enables
performing augmentation on examples of novel categories, thus,
facilitating multi-label few-shot classifier learning. We conduct
numerous experiments showing promising results for the label-set
manipulation capabilities of the proposed approach, both directly
(using the classification and retrieval metrics), and in the context
of performing data augmentation for multi-label few-shot learn-
ing. We propose a benchmark for this new and challenging task
and show that our method compares favorably to all the common
baselines. Our code will be made available upon acceptance.
1. Introduction
Deep learning excels in creating informative and discrimina-
tive feature spaces for many types of data, e.g. natural images
[13, 14, 17]. In modern computer vision, image representation
in a deep feature space is expected to encode all of the semantic
content of interest, whether it is the object categories present in
the image [14], their visual attributes [9], or their locations [13].
∗The authors have contributed equally to this work
Figure 1. LaSO networks operating in a feature space. The goal of
these networks is to synthesize new feature vectors from pairs of
input vectors so that the semantic content of the synthesized vector
will correspond to the prescribed operation on the source vector’s
label sets.
Usually, these feature spaces are trained using large quantities of
labeled data tailored to the task [19, 30]. However, in many prac-
tical applications, only a handful of examples are available for the
target task; this scenario is known as few-shot learning [36].
In few-shot learning, the feature spaces are usually transferred
from other tasks, either directly or through meta-learning that al-
lows generating these spaces on the fly (see survey of such tech-
niques in Section 2). One popular approach for few-shot learn-
ing is the generative one [12, 24, 31, 42]: Many new examples in
the chosen feature space are generated from the few given train-
ing examples; these synthesized samples are in turn used to im-
prove the generalization of the few-shot task. Despite the increas-
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Figure 2. LaSO concept: manipulating the semantic content of the (small) data for better generalization to situations beyond what was
originally observed. The manipulation is based on the data itself and is performed in feature space. For real examples of our approach
performing the A \ (B ∩ C) operation on real images, please see figure 4d.
ing popularity of few-shot learning, all the current works on few-
shot classification deal with a single (class) label per data point
(e.g. C(Img) = dog), and not with the multi-label case (e.g.
C(Img) = {dog, leash, person, forest}).
In this paper, we propose a new kind of a generative approach
to few-shot learning. It explicitly targets multi-label samples; even
more so, through its task definition, it targets cases where the la-
bels are not necessarily explicitly defined a-priori. As an illustra-
tive example, please consider the situation depicted in Figure 2.
Suppose you wish to build a (multi-label) classifier for wild ani-
mals. You go to a zoo and take a few photos of each animal (so
the learning task is a few-shot). But alas, all of the animals are
caged (Figure 2(a)) and this few-shot trained classifier is likely to
have some difficulty with the generalization to animals in the wild
(Figure 2(c)). Note that in this case, the label ‘caged’ is not even
part of the label vocabulary used for the manual annotation (here
the vocabulary only contains animals).
To address this issue, we propose having neural networks that
can manipulate the ‘semantic content’ of the samples in feature
space ‘by example’ (e.g. suppress in a feature vector elements
corresponding to labels that correspond to another feature vector).
For instance, consider having a model, Mint, that can accept two
images with caged animals in some feature space (Figure 2(b)),
and produce a feature vector representing their common semantic
content. Since the shared (implicit) concept here is the ‘cage’, it
should end up with a feature vector representing ‘caged’ (that is
if we had a classifier for ‘caged’ it would fire on this vector), but
no longer representing either of the caged animals appearing in the
original intersected images (rooster and a rabbit in this case). Then
consider having another model, Msub, that can implicitly remove
concepts present in one sample from another sample (again in fea-
ture space). We can then apply Msub on the caged tiger and the
feature vector representing ‘caged’ that we obtained using Mint,
thus effectively getting a feature vector for a ‘tiger in the wild’.
Please see Figure 4(d) for examples of our proposed approach per-
forming A \ (B ∩ C) on real images.
Equipped with this concept, we propose to build and train a
complete set of sample-based content manipulation models in fea-
ture space, namely Mint for the label set intersection operation,
Muni for the label set union, and Msub for the label set sub-
traction. We call these models Label Set Operations networks (or
LaSO nets for short). A schematic illustration is given in Figure 1.
The pair of images, entering the system, are converted to feature
vectors using some backbone network and then processed by any
of the aforementioned manipulation networks to produce feature
vectors with corresponding label sets.
In Section 4 (results), we show that our proposed approach ex-
hibits an ability to generalize to unseen (unlabeled) concepts al-
lowing us to apply the LaSO nets to semantic concepts not present
in the set of previously observed labels (like the label ‘caged’ in
the previous example). We show this by demonstrating a far from
chance level of success of our approach manipulating labels un-
seen during training. This in turn allows our approach to be ap-
plied in the multi-label few-shot scenario, generating synthetic ex-
amples by manipulating novel classes unseen during training.
To summarize, our main contributions are threefold. First,
we propose a method for the few-shot multi-label learning task,
a novel direction in few-shot learning research, not addressed so
far in the literature. Second, we propose a novel concept of by-
example label-set manipulation in feature space, allowing the gen-
eration of new multi-label samples of interest by combining other
samples. In our approach the manipulation on the labels of the
combined samples is defined by the semantic content of the sam-
ples themselves and hence does not necessarily require an ex-
plicit supervised pre-training of all possible desired manipulations.
Third, we offer the community a new first benchmark for the few-
shot multi-label learning task, accompanied with a set of perfor-
mance evaluations and baseline comparisons.
This paper is organized as follows. Section 2 reviews related
work in the fields of few-shot learning and training samples aug-
mentation. Section 3 explains the technical details of our proposed
approach. Section 4 reviews the various experiments and results.
Finally, Section 5 presents our conclusions and suggestions for fu-
ture work.
2. Related Work
Recently, the problem of few-shot learning has received much
attention in the computer vision community. In the Meta-Learning
(or learning-to-learn) approach [10, 18, 22, 28, 32, 36, 41], clas-
sification models are trained not on individual annotated samples,
but rather on instances of the few-shot learning task, comprised of
a small training set and a number of query samples. The goal of a
meta-learning approach is to learn a model that produces models
for any such few-shot task, usually without (or with only a short)
fine-tuning for each task.
Another line of works in few-shot learning is characterized by
enriching the small initial training dataset using data augmenta-
tion and data synthesis techniques. Simple image transformations
(horizontal flips, scaling, shifts), have been exploited in the ma-
chine learning community from the beginning. The work in [27]
takes this type of augmentation to the next level by learning a se-
quences of user-defined (black-box) transformations, along with
their parameters, that keep the objects recognizable.
In the synthesis approaches, new examples are generated based
on the few provided labeled ones (in out-of-sample manner). Some
works render synthetic examples using geometric deformations
[24] or CNNs [7, 33]; specifically, a strong recent trend is to gen-
erate examples using Generative Adversarial Networks (GANs)
[8, 11, 15, 16, 21, 26, 29, 42]. In other works, the example synthe-
sis is done using additional semantic information [4, 39], relative
linear offsets between elements of the same category in feature
space [12], learning to extract and apply a non-linear transfor-
mation between pairs of examples of the same category [31], or
training augmentation and classification modules end-to-end in a
closed loop [38].
The approach for sample synthesis taken in this work relies on
generating new samples corresponding, on the level of semantic
labels, to intersection, union or subtraction of the labels present
in two input samples. These labels may be objects or attributes
that are present in the input samples. The set operations are non-
degenerate only in the multi-label scenario, either when each im-
age contains multiple objects (e.g. MS-COCO dataset) or a single
objects with multiple attributes (e.g., CelebA dataset).
Some prior works on multi-label classification improve upon
the straightforward approach of having an independent classifier
per label by learning label correlations within images (see [37] for
an extensive review). Yet, in the few-shot domain, this information
cannot be exploited for a new task, which contains unseen cate-
gories. In [2], the task of few-shot multi-label text classification
is addressed, relying on the structure of the label space specific
to text. To the best of our knowledge, there is no prior work of
multi-label few-shot visual categories classification.
In the domain of object composition, [23] models attributes as
operators, learning a semantic embedding that explicitly factors
out attributes from their accompanying objects, in order to recog-
nize unseen attribute-object compositions. In [3], a pipeline for
integrating two visual objects is proposed, for the purpose of gen-
erating images composed of the two objects, spatially combined
(tested on synthetic data). This task is very different than the one
we would like to address, as: (1) a spatial combination of objects
requires to learn occlusions; and (2) the composition takes place
in the image space, rather than on the features level, which we aim
at. The latter provides the ability to use existing feature extractors
(such as Inception [34] or ResNet [14]) more easily, which makes
it much more applicable, e.g. to few-shot classification.
3. Method
Our approach is schematically illustrated in Figure 3. Input im-
ages X and Y , each with a corresponding set of multiple labels,
L(X), L(Y ) ⊆ L respectively, are represented in the joint feature
spaceF as FX and FY . This spaceF is realized using a backbone
feature extractor network B; we have used InceptionV3 [34] and
ResNet-34 [14] backbones in our experiments. Three LaSO net-
works Mint, Muni, and Msub receive the concatenated FX and
FY and are trained to synthesize feature vectors in the same space
F . As the name (int=intersection) suggests,Mint’s goal is to syn-
thesize a feature vector
Mint (FX , FY ) = Zint ∈ F , (1)
which corresponds to a hypothetical image I , such that B(I) =
Zint and L(I) = L(X)∩L(Y ). In other words, this means that if
a human would observe and label I , it would receiveL(X)∩L(Y )
as its label set. Similarly, Muni and Msub output Zuni, Zsub ∈
F that are expected to correspond to the union of the label sets
L(X) ∪L(Y ), and the subtraction of the label sets L(X) \L(Y )
respectively.
Note that although we use a pre-defined set of labels L for
training our models, we can expect that during training, the net-
works will also generalize to labels which are not part of L. This
is possible because LaSO nets receive no explicit label informa-
tion as input (neither during training, nor during use). They are
forced to learn to synthesize vectors corresponding to the desired
label sets implicitly, only by observing FX and FY as their inputs,
without being explicitly given their labels. In Section 4 (Results)
we test this ability of our networks to generalize to novel cate-
gories.
The source feature vectors, FX and FY , and the outputs of the
LaSO networks, namely Zint, Zuni, and Zsub, are fed into a clas-
sifier C. We use the Binary Cross-Entropy (BCE, aka Sigmoid-
Cross-Entropy) multi-label classification loss in order to train C
and the LaSO networks:
BCE(s, l) = −
∑
i
li log σ(si) + (1− li) log(1− σ(si)), (2)
with the sigmoid σ(x) = (1 + exp(x))−1, the vector s being the
classifier scores, l being the desired (binary) labels vector, and i the
class indices. To train the classifierC we use only the combination
of the losses from the source feature vectors:
Closs = BCE(C(FX), L(X)) +BCE(C(FY ), L(Y )), (3)
where C(·) stands for the classifier C output score vector. The
LaSO networks are trained using:
LaSOloss =BCE(C(Zint), L(X) ∩ L(Y ))+ (4)
BCE(C(Zuni), L(X) ∪ L(Y ))+
BCE(C(Zsub), L(X) \ L(Y ))
For the LaSO updates the classifier C is kept fixed and only used
for passing gradients backwards. Note that the used losses decou-
ple the training of C and the LaSO networks.
In addition, our model includes a set of Mean Square Error
(MSE) based reconstruction losses. The first loss is used to en-
force symmetry for the symmetric intersection and union opera-
tions. This loss Rsymloss , is realized as the MSE between Zint =
Mint (FX , FY ), Zuni = Muni (FX , FY ) and the vectors ob-
tained from the corresponding networks with the reversed order
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Figure 3. LaSO model: schematic illustration of all the components of the proposed approach (including training losses).
of the inputs:
Rsymloss =
1
n
‖Zint −Mint (FY , FX) ‖2+ (5)
1
n
‖Zuni −Muni (FY , FX) ‖2
Please note that Mint(FX , FY ) and Mint(FY , FX) invoke the
same instance of Mint. Same holds for any LaSO network that is
invoked multiple times in our construction.
The second loss is used in order to reduce the chance of mode
collapse that could cause a semi-fixed output for each possible la-
bel set combination. For example, in case of a mode collapse, we
could observe very similar outputs of the network Mint for many
different pairs of images with the same set of shared labels. The
mode collapse related reconstruction loss, Rmcloss, is realized as the
MSE loss between FX , FY and the outputs of simple expressions
(generated by some combinations of the LaSO networks) that pro-
duce feature vectors that should correspond to the original label
sets L(X) and L(Y ) by set-theoretic considerations:
Rmcloss =
1
n
‖FX −Muni (Zsub, Zint) ‖22+ (6)
1
n
‖FY −Muni (Msub(FY , FX), Zint) ‖22,
where n is the length of FX .
3.1. Implementation details
We have implemented our approach using PyTorch 1.0 [25].
The InceptionV3 and the ResNet-34 feature extractor backbones
are pre-trained from scratch using the corresponding training sets
as described in Section 4 (Results). The LaSO networks are im-
plemented as Multi-Layer Perceptrons (MLPs) consisting of 3
or 4 blocks. Each block contains a fully-connected layer fol-
lowed by batch-normalization, leaky-ReLU, and dropout. A future
work may explore additional architectures for the LaSO nets, e.g.
encoder-decoder and residual based architectures. During train-
ing, we used batch size of 16, initial learning rate of 0.001, learn-
ing rate reduced on loss plateau with factor 0.3. The optimiza-
tion is performed with the Adam optimizer [6] with parameters
(0.9, 0.999).
4. Results
An image usually contains multiple object instances that can
be translated to a set of unique category labels. Object detection
and segmentation datasets are a great source of multi-object labels.
Indeed, by throwing away the bounding boxes and segmentation
masks, and keeping only the unique category labels set we can
transform any such dataset into a multi-label classification one. In
our experiments we used the popular (and challenging) MS-COCO
[19] dataset as the source of multi-object labels.
An object, e.g. a face, can be described in terms of its various
attribute labels. To test our approach on the task of manipulating
the attribute-based multi-label data, we have used the CelebA [20]
dataset. In CelebA experiments we have used its 40 facial attribute
annotations as labels.
4.1. MS-COCO experiments
For MS-COCO experiments we have used the COCO 2014
train and validation sets. The 80 COCO categories were randomly
split into 64 ‘seen’ and 16 ‘unseen’ categories. The unseen cat-
egories were: bicycle, boat, stop sign, bird, backpack, frisbee,
snowboard, surfboard, cup, fork, spoon, broccoli, chair, keyboard,
microwave, and vase. We filtered the COCO train set leaving only
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Figure 4. Testing LaSO networks using retrieval: A and B feature vectors are inputs to LaSO nets and the nearest neighbor image in
feature space to the output feature vector is shown below each pair. For each operation we show three successful examples and one failure
case highlighting the errornous label in red. Best viewed in color. (a) intersection retrieval examples; (b) subtraction retrieval examples;
(c) union retrieval examples; (d) A \B ∩ C retrieval examples.
images that did not contain any of the 16 unseen category labels
and used this filtered set to train our feature extractor backbone
(InceptionV3) and the LaSO models (as described in section 3).
Before training jointly with the LaSO models, the feature extrac-
tor backbone was first pre-trained separately as a multi-label clas-
sifier for the 64 seen categories on the filtered training set using
the standard BCE classification loss.
64 seen classes 16 unseen classes
intersection 77 48
union 80 61
subtraction 43 14
original (non-manipulated)
feature vectors 75 79
Table 1. Evaluating feature vectors synthesized by the LaSO net-
works using the classification performance on the 64 seen and on
the 16 unseen MS-COCO categories. Classification is performed
w.r.t. the expected label set after each type of operation, and on
the original feature vectors for reference. All tests are performed
on the MS-COCO validation set, not used for training. Numbers
are in mAP %.
4.1.1 Evaluating the label set manipulation capability
of the LaSO networks
We used the COCO validation set to test the performance of the
resulting LaSO models for the label set intersection, union, and
subtraction operations. We applied two methods for this evalua-
tion, one using classification and the other using retrieval.
In the classification tests we have used a classifier pre-trained
on the feature space F (generated by the backbone feature extrac-
tor model) to test the LaSO networks. To this end, we have ran-
domly paired all of the validation set images and tested each LaSO
operation network on each pair. For any pair of images X and Y ,
and their corresponding feature vectors FX and FY , the outcome
of Mo(FX , FY ), where o ∈ {uni, int, sub}, was fed to the clas-
sifier and its resulting class scores were evaluated vs the expected
label-set resulting from applying the set operation o on L(X) and
L(Y ). We performed two separate evaluations, one for the seen
and the other for the unseen categories. In each of the tests we
compute the Average Precision (AP) for each category and report
the mean AP (mAP) computed over the categories in each (seen /
unseen) set.
For the seen categories we used the classifier that was obtained
when the backbone B model was pre-trained as a classifier on the
64 seen categories set. For the 16 unseen categories, the 16-way
classifier, used for the evaluation, was pre-trained on the images of
the COCO training set containing instances of these 16 categories.
For its training, we used the same feature space F generated by
64 seen classes 16 unseen classes
top-1 top-3 top-5 top-1 top-3 top-5
intersection 0.7 0.79 0.82 0.47 0.71 0.78
union 0.61 0.71 0.74 0.44 0.64 0.71
subtraction 0.19 0.32 0.4 0.21 0.4 0.51
original (non-manipulated)
feature vectors 0.56 0.72 0.76 0.56 0.75 0.81
Table 2. Evaluating feature vectors synthesized by the LaSO networks using the retrieval performance on the 64 seen and on the 16 unseen
MS-COCO categories (Sec. 4.1.1). Retrieval quality is measured w.r.t. the expected label set after each type of operation. All tests are
performed on the MS-COCO validation set, not used for training. Numbers are mean Intersection over Union (mIoU) between the label
sets of the retrieved samples and the expected label set, the mean is taken over the different queries. The top-k averages the maximum IoU
obtained among closest k retrieved samples. In order to assess the expected range of retrieval performance in feature space F , we also
provide a reference of the same quality measurement for retrieval using the the original non-manipulated feature vectors.
our backbone B. The reason is that the trained LaSO networks
can only operate in this space. The results of the classification
based evaluation experiments are summarized in Table 1. On the
set of seen categories, for the union and intersection operations,
the LaSO networks managed to learn to synthesize feature vectors
which through the eyes of the classifier are seen as comparable
(even slightly better) to the original non-manipulated feature vec-
tors. On the unseen categories there is still room for improvement.
Yet even there the results are well above chance, indicating that
despite not observing any of the unseen categories during training,
the LaSO label set manipulation operations managed to general-
ize beyond the original training labels. This opens the door for
the multi-label few-shot experiments on the set of the unseen cat-
egories presented in section 4.1.3 below.
In the retrieval tests we have evaluated the synthesized fea-
ture vectors directly without using any classifier. We used nearest
neighbor search in a large pool of feature vectors of real images
with ground truth labels. To this end, as in the classification tests,
validation images were randomly paired and passed through the
LaSO networks resulting in synthesized feature vectors with an
expected set of labels (according to the operation). The synthe-
sized feature vectors were then used to retrieve the first k nearest
neighbors (NNs) in the validation set. Please see Fig. 4 for some
examples of inputs to different LaSO nets, and the correspond-
ing retrieved NNs. For each of the resulting NNs, Intersection
over Union (IoU) was computed between the ground truth label-
set of the NN and the expected label-set of the synthesized vector.
Then maximum IoU was computed on the top-k NNs. In Table 2
we report average IoU computed over the entire set of the syn-
thesized vectors, for different k ∈ {1, 3, 5} and for the seen and
unseen sets of categories separately. For reference, we also repeat
the retrieval performance evaluation as above for the original non-
manipulated feature vectors in order to set a frame of reference.
Again, as can be seen from the results, in terms of retrieval, the
feature vectors synthesized by the LaSO networks for the inter-
section and the union operations are performing on par with the
original non-manipulated ones. The performance is slightly better
for some of the k on the set of seen categories, and quite close
on the unseen ones. This again provides evidence for the ability
of the LaSO networks to generalize to unseen categories and sup-
ports their use for performing augmentation synthesis for few-shot
multi-label training (Sec. 4.1.3).
4.1.2 Analytic approximations to set operations
Using the (naive) interpretation of the feature vectors in the space
F as collections of individual features correlated with the appear-
ance of specific visual labels, we can consider analytic operations
on pairs of feature vectors which mimic the effects of the set op-
erations in the label space. This enables a simpler version of our
method, which does not involve learned LaSO networks, but still
generates synthetic features that can contribute to multi-label few-
shot classifier training as will be demonstrated in section 4.1.3.
Denoting the input to LaSO networks by FX , FY ∈ F , as in
the Fig. 3, we have defined and evaluated the following set of an-
alytic LaSO alternatives:
Operator Expression 1 Expression 2
Union FX + FY max(FX , FY )
Intersection FX · FY min(FX , FY )
Subtraction FX − FY ReLU(FX − FY )
We defined this set of alternatives drawing intuition from the
DCGAN paper [26], that has proposed GAN arithmetics as an in-
teresting possibility of manipulating images in the space of GAN
random seeds. In our case, we are not assuming a (well) trained
GAN for our multi-label data, and explore a simpler variant, di-
rectly manipulating feature vectors in F . Table 3 summarizes the
comparison between the top performing analytic and the learned
LaSO variants on both the COCO and the CelebA datasets. In
both experiments, the top performing analytic expressions were
max(FX , FY ) for the union, min(FX , FY ) for the intersection,
and ReLU(FX − FY ) for the subtraction. As can be seen, the
learned LaSO networks outperform the simpler analytic alterna-
tives in almost all cases, yet in some cases the analytic versions
are not far behind, indicating them as additional good candidates
for being used for augmentation synthesis in few-shot multi-label
experiments in section 4.1.3.
4.1.3 Multi-label few-shot classification experiments
In this section we explore an interesting application of the label-set
manipulation concept - serving as a (learned) augmentation syn-
dataset method subtraction intersection union
MS-COCO analytic 29.0 74.7 76.5
learned 43.0 77.0 80.0
CelebA analytic 37.0 52.0 47.0
learned 69.0 48.0 75
Table 3. Ablation study: comparing the learned operators with
analytic alternatives. All numbers are in mAP %.
thesis method for training a multi-label few-shot classifier. As op-
posed to the well-studied single-label few-shot classification, in
the multi-label few-shot scenario the examples of different cate-
gories are only provided in groups. This renders the existing tech-
niques for few-shot classification inapplicable, and to the best of
our knowledge, this problem was not addressed before.
Therefore, we propose our own benchmark and a first set of
results for this problem, comparing our approach to multiple natu-
ral baselines. The baselines are: (A) training directly on the small
labeled set, (B) using standard (basic) image augmentation while
training on the small labeled set, and (C) using the mixUp [40]
augmentation technique. We compared these baselines to both the
learned LaSO networks and the analytical alternatives discussed in
Section 4.1.2.
1-shot 5-shot
B1: no augmentation 39.2 49.4
B2: basic aug. 39.2 52.7
B3: mixUP aug. 40.2 54.0
analytic intersection aug. 40.7 55.4
analytic union aug. 44.5 55.6
learned intersection aug. 40.5 57.2
learned union aug. 45.3 58.1
Table 4. Multi-label few-shot mAP (in%) on 16 unseen categories
from MS-COCO. The feature extractor and the LaSO networks are
trained on the remaining 64 MS-COCO categories. Average of 10
runs are reported, tested on the entire MS-COCO test set. MixUP
baseline uses the original code of [40].
As our benchmark, we propose the set of the 16 COCO cate-
gories unseen during training. We generate 10 random episodes
(few-shot train set selection) for each of the 1-shot (1 example per
category) and 5-shot (5 examples per category) scenarios. The
same episodes are used for all the methods: the LaSO variants and
all the baselines. During episode construction we maintained a his-
togram of the label counts ensuring that a total of 1 example per
category appears in the episode for 1-shot scenario and 5 exam-
ples in 5-shot scenario respectively. Of course due to the random
nature of the episodes, this balancing is not always possible, and
hence in some episodes the amount of labels per category could
exceed 1 or 5 (just by 1 in the majority of the cases). But since
same exact episodes are used for all the compared approaches the
comparison are fair. The entire COCO validation set (considering
only the 16 unseen categories annotations) is used for testing the
classifiers trained on each of the episodes.
All the training and the validation images were converted to
the same feature space F created by our feature extraction back-
bone, the training and the augmentation were performed on top of
F (except for the standard augmentation that was applied to the
images and then converted to F by the backbone). Random pairs
of examples from the small (1 or 5-shot × 16 categories) training
set were used for label-set manipulations. For all the augmentation
baselines and all variants of our method, same number of samples
were synthesized per training epoch. On all compared approaches
the classifiers trained on each of the episodes were trained using 40
SGD epochs (as we experimentally verified, all of them converged
before 40 epochs).
The results of this experiment are reported in Table 4. All re-
sults are reported in mAP % computed over the 16 unseen cate-
gories in the entire COCO validation set. As can be seen from
the results, for both 1 and 5 shot scenarios label set manipula-
tion obtains stable gains of 5.1 and 4.1 mAP points respectively.
This points towards the ability of the LaSO networks to generalize
to unseen labels, also showing the general utility of our label-set
manipulation approach in learning to augment data for training
multi-label few-shot classifiers in a challenging realistic scenario
(COCO).
4.2. CelebA experiments
We used the CelebA dataset [20] in order to test our approach
on a different kind of multi-label data, namely object attributes.
The CelebA dataset contains∼ 200K images labeled according to
40 facial attributes. We pre-trained the feature extractor backbone
(based on the ResNet-34) as a multi-label classifier on the training
samples of the CelebA dataset. Then we trained Muni, Mint and
Msub to perform the corresponding set-operations on the attribute-
based multi-labels on the same training data. We then repeated
the classification based evaluation experiments and ablation stud-
ies as described for COCO in section 4.1. The test samples of the
CelebA dataset were used to evaluate the performance. The results
of the classification based evaluation are summarized in Table 5
in mAP % computed over the 40 attributes of CelebA. The union
and subtraction LaSO networks achieve relatively high mAP while
the intersection network scores lower. This can be attributed to the
fact that the intersection network training is unbalanced and biased
toward negative attributes (the intersection operation leaves most
attributes turned off), while the precision computation is more af-
fected by the ability to accurately predict the positive labels. Re-
sults of the ablation studies are given in Table 3.
40 facial attributes
intersection 48
union 75
subtraction 69
original (non-manipulated)
feature vectors 79
Table 5. Evaluating feature vectors synthesized by the LaSO net-
works using the classification performance on the 40 facial at-
tributes in CelebA. Classification is performed w.r.t. the expected
label set after each type of operation, and on the original feature
vectors for reference. All tests are performed on the CelebA test
set, not used for training. Numbers are in mAP %.
5. Summary & Conclusions
In this paper we have presented the label set manipulation con-
cept and have demonstrated its utility for a new and challenging
task of the multi-label few-shot classification. Our results show
that label set manipulation holds a good potential for this and po-
tentially other interesting applications, and we hope that this paper
will convince more researchers to look into this interesting prob-
lem.
Natural images are inherently multi-label. We have focused
on two major sources of labels: objects and attributes. Yet, other
possible sources of image labels, such as the background context,
object actions, interactions and relations, etc., may be further ex-
plored in a future work.
One of the interesting future directions of this work include ex-
ploring additional architectures for the proposed LaSO networks.
For example an encoder-decoder architecture, where the encoder
and the decoder subnets are shared between the LaSO networks,
and the label-set operations themselves are implemented between
the encoder and the decoder via the analytic expressions proposed
in section 4.1.2. This alternative architecture has the potential
to disentangle the feature space into a basis of independent con-
stituents related to independent labels facilitating the easier use of
analytic variants in such a disentangled space. Another interesting
future research direction is to use the proposed techniques in the
context of few-shot multi-label semi-supervised learning, where a
large scale unlabeled data is available, and the proposed approach
could be used for automatic retrieval of more auto-labeled exam-
ples with arbitrarily mixed label sets (obtained by mixing the few
provided examples). In addition, the proposed approach might
also prove useful for the interesting visual dialog use case, where
the user can manipulate the returned query results by pointing out
or showing visual examples of what she/he likes or doesn’t like.
Finally, the approach proposed in this work is related to a well
known issue in Machine Learning, known as dataset bias [35] or
out-of-context recognition [1, 5]. An interesting future work direc-
tion for our proposed approach is to help reducing the bias dictated
by the specific provided set of images by enabling a better control
over the content of the samples.
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