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NONPARAMETRIC HYPERSURFACES MOVING BY POWERS OF
GAUSS CURVATURE
XIAOLONG LI AND KUI WANG
Abstract. We study asymptotic behavior of nonparametric hypersurfaces moving by α
powers of Gauss curvature with α > 1/n. Our work generalizes the results of V. Oliker
[Oli91] for α = 1.
1. Introduction
Let Ω be a bounded strictly convex domain in Rn, n ≥ 2, with smooth boundary ∂Ω. We
consider a solution of the following initial boundary problem
ut =
[det(uij)]
α
(1 + |∇u|2)αβ
in Ω× (0,∞),
u(x, t) = 0 in ∂Ω× (0,∞),(1.1)
u(x, t) is strictly convex for each t ≥ 0,
where α > 1/n and β ≥ 0 are constants and
ut :=
∂u
∂t
, uij :=
∂2u
∂xi∂xj
, ∇u :=
(
∂u
∂x1
, · · · ,
∂u
∂xn
)
.
Equation (1.1) describes the graphs (x, u(x, t)), (x, t) ∈ Ω × [0,∞) evolving in Rn+1 with
relative boundaries (x, u(x, t))|∂Ω remain fixed. When β =
n+2− 1
α
2
, the normal speed of
the point (x, u(x, t)) is equal to α powers of the Guass curvature of the graph. Such para-
bolic Monge-Ampe`re equations have been studied by many authors in recent years. See, for
instance, [HL06][DS12]. On the other hand, in the parametric setting, flow by Gauss cur-
vature or its powers have received considerable interests, see [Tso85][Cho85][Cho91][And99]
[And00][GN][AGN] and the references therein.
V. Oliker considered (1.1) with α = 1 in [Oli91]. He analyzed the asymptotic behavior
of smooth convex solutions of (1.1). It turned out that solutions with different β all have
the same asymptotic behavior. Moreover, if Ω is centrally symmetric or rotationally sym-
metric, then the solution u(x, t) asymptotically becomes centrally symmetric or rotational
symmetric, regardless of its initial shape.
The goal of this paper is to generalize V. Oliker’s results in [Oli91] to any power α > 1/n.
We investigate the asymptotic behavior of a smooth convex solution of (1.1) and show
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that, by comparing with self-similar solutions of (1.1) with β = 0, the solution u(x, t)
asymptotically converges to the solution of the following nonlinear elliptic problem:
[det(ψij)]
α =
1
1− nα
ψ in Ω, ψ = 0 on ∂Ω,
ψ is stictly convex and ψ < 0 in Ω.
Furthermore, our estimate implies geometric properties of the flow by α powers of the
Gauss curvature. For instance, the asymptotic behavior of u(x, t) reflects the symmetries
of Ω. More precisely, if Ω is centrally or rotationally symmetric, then the solution u(x, t)
asymptotically becomes centrally or rotational symmetric, regardless of its initial shape,
and we also give sharp estimates on the rate of this process.
Throughout out the paper, we denote byM the Monge-Ampe`re operatorM(u) := det(uij)
and Mα(u) := [det(uij)]
α.
2. Main Results
Consider the following initial boundary problem:
ut =M
α(u) in Ω× (0,∞),
u(x, t) = 0 in ∂Ω× (0,∞),(2.1)
u(x, t) is strictly convex for each t ≥ 0.
We seek for self-similar solutions of (2.1) of the form
(2.2) u(x, t) = ϕ(t)ψ(x),
where ϕ(t) ∈ C∞([0,∞)) and ψ(x) = C∞(Ω)∩C0,1(Ω). By convexity of u(x, 0) = ϕ(0)ψ(x),
we have either ϕ(0) < 0 and ψ(x) > 0 in Ω and concave or ϕ(0) > 0 and ψ(x) < 0 in Ω and
convex. Since both cases are equivalent for our purpose, we always deal with the latter one.
Substituting (2.2) into (2.1) yields
ϕ(t)
ϕnα
=
Mα(ψ)
ψ
= λ = constant.
Noting that ψ(x) < 0 and convex in Ω, we get λ ≤ 0 and
(2.3) ϕ(t) =
(
ϕ(0)1−nα − (nα− 1)λt
) 1
1−nα ,
(2.4) M(ψ) = (λψ)
1
α in Ω and ψ = 0 on ∂Ω.
An easy argument shows that λ = 0 implies u(x, t) ≡ 0. Thus we only consider the case
λ < 0. By scaling, it suffices to consider one negative value of λ and thus we fix λ = 1
1−nα
< 0
for convenience. The following result establishes the existence of self-similar solutions to
(2.1).
Theorem 2.1. Let Ω be a bounded strictly convex domain with smooth boundary ∂Ω. Then
problem (2.1) admits a self-similar solution in Ω× (0,∞) given by
(2.5) u(x, t) = (1 + t)
1
1−nαψ(x),
3where ψ is the unique solution in C∞(Ω) ∩C0,1(Ω) of the equation
M(ψ) =
(
−ψ
|1− nα|
) 1
α
in Ω, ψ = 0 on ∂Ω,(2.6)
ψ is stictly convex and ψ < 0 in Ω,
and supΩ |ψ(x)| admits an estimate depending only on n, α and the domain Ω. Furthermore,
if u˜(x, t) = ϕ(t)ψ˜(x) is an arbitrary self-similar solution of (2.1), then there exists a unique
c > 0 such that ψ˜(x) = cψ(x) and
(2.7) u˜(x, t) = u(x, t)
{
1 + t
[cϕ(0)]1−nα + t
} 1
nα−1
.
The main theorem concerning the asymptotic behavior of the solution is the following:
Theorem 2.2. Let u(x, t) ∈ C2(Ω× (0,∞)) be a solution of the problem
ut =
Mα(u)
(1 + |∇u|2)αβ
in Ω× (0,∞),
u(x, t) = 0 in ∂Ω× (0,∞),(2.8)
u(x, t) is strictly convex for each t ≥ 0,
where α > 1/n and β ≥ 0 are constants. If β = 0, then there exists positive constant C1
depending only on dimension n, α, Ω and u(x, 0), such that for all t ≥ 0,
(2.9) sup
Ω
∣∣∣(1 + t) 1nα−1u(x, t)− ψ(x)∣∣∣ ≤ C1
1 + t
,
If β > 0, then
(2.10)
[
C2
1 + t
+G
1
1−nα − 1
]
ψ ≤ (1 + t)
1
nα−1u(x, t)− ψ(x) ≤
−C3ψ
1 + t
,
where C2 and C3 are positive constants depending only on dimension n, α, Ω, u(x, 0) and
G = inf
Ω
(
1 + |∇u(x, 0)|2
)
−αβ
.
Moreover,
(2.11) lim
t→∞
(1 + t)
1
nα−1u(x, t) = ψ(x) uniformly on Ω.
We have gradient estimates for solutions of (2.8).
Corollary 2.3. Suppose the same conditions as in Theorem 2.2 holds. Then for all t ≥ 0,
sup
Ω
|∇u(x, t)| ≤ G
1
1−nα sup
∂Ω
ψν(x)(C4 + t)
1
1−nα
where ψν is the derivative in the direction of the outward unit normal to ∂Ω, and C4 depends
only on u(x, 0).
An interesting geometric consequence of Theorem 2.2 is the following:
Theorem 2.4. If Ω is a ball in Rn and u(x, t) ∈ C2(Ω × (0,∞)) is a solution of (2.8).
Then
(1 + t)
1
nα−1u(x, t)→ ψ(|x|) uniformly on Ω as t→∞.
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This theorem implies that, u(x, t) asymptotically becomes radially symmetric regardless
of the initial shape. More generally, if Ω is centrally symmetric, then
(1 + t)
1
nα−1u(x, t)→ ψ(x) uniformly on Ω as t→∞,
where ψ(x) = ψ(−x). The proof of Theorem 2.4 is the same as in [Oli91, Section 6] and we
omit it here.
3. Proof of Theorem 2.1
Proof. It was shown in [Tso90, Corollary 4.2, in which (2) should read as (1.2)] that for
any α > 1/n, problem (2.6) admits a unique strictly convex solution ψ in C∞(Ω)∩C0,1(Ω).
Direct calculation shows u(x, t) = (1+t)
1
1−nαψ(x) solves (2.1) with initial data u0(x) = ψ(x).
Next we prove supΩ |ψ(x)| depends only on n, α and Ω. Since ψ is strictly convex and
vanishes on ∂Ω, there exists a point x¯ ∈ Ω such that supΩ |ψ| = |ψ(x¯)|. Consider a cone
K generated by the linear segments joining the vertex (x¯, ψ(x¯)) with points on ∂Ω. Denote
θ(x), x ∈ Ω, the function whose graph is K. Obviously, θ ≥ ψ in Ω and θ = ψ = 0 on ∂Ω.
Then by [Gut01, Lemma 1.4.1] Mθ(Ω) ≤ Mψ(Ω), where Mu denotes the Monge-Ampere
measure associated with the function u(see [Gut01, Theorem 1.1.13]). Since ψ is C∞ and
convex on Ω,
(3.1) Mψ(Ω) =
∫
Ω
M(ψ) =
∫
Ω
(λψ)
1
α ≤ |λ|
1
α |ψ(x¯)|
1
α |Ω|.
On the other hand, the Aleksandrov-Bakelman-Pucci maximum principle (see, for instance,
[Gut01, Theorem 1.4.5]) saysMθ(Ω) ≥ ωn|ψ(x¯)|
n(diamΩ)−n, where ωn is the volume of the
unit ball in Rn. Thus
(3.2) sup
Ω
|ψ(x)| = |ψ(x¯)| ≤
(
|λ|
1
α |Ω|(diamΩ)n
ωn
) α
nα−1
.
Finally, the proof of (2.7) parallels that in [Oli91, Section 4.3]. 
Remark 3.1. One can prove Theorem 2.1 without using the existence results from [Tso90].
V. Oliker [Oli91] proved that (2.6) has a unique solution in C∞(Ω) ∩ C0,1(Ω) when α = 1.
A careful examination of his proof shows it works indeed for all α > 1/n.
Remark 3.2. When α = 1/n, it was shown by P. L. Lions[Lio83] that
(3.3) M(ψ) = µ(−ψ)n in Ω, ψ = 0 on ∂Ω
admits a unique solution pair (µ, ψ) in the sense that if (ν, φ), where ν is positive and φ
is convex, solves (3.3), then we must have µ = ν and φ is a constant multiple of ψ. The
number µ is called the first (in fact the only) eigenvalue of the Monge-Ampe`re operator M ,
and the corresponding (normalized) eigenfunction is in C∞(Ω) ∩ C1,1(Ω). The asymptotic
behavior for α = 1/n remains interesting and open.
Remark 3.3. When 0 < α < 1/n, K. Tso[Tso90, Theorem E] showed that (2.6) admits a
convex solution in C∞(Ω) ∩C0,1(Ω). The uniqueness, however, is not known. In this case,
the reader will see easily from the comparison with self-similar supersolutions in Section 4
that smooth convex solutions of (2.8) must vanish at finite time.
54. Proof of Theorem 2.2
In this section, we determine the asymptotic behavior of u by comparing with self-similar
solutions of (2.1). A direct generalization of the proof given by V. Oliker in [Oli91] works
for α ≥ 2/n. New estimates are introduced in the following lemma to take care of the case
1/n < α < 2/n.
Lemma 4.1. Let F : (0, S)× [0,∞)→ (0,∞), S <∞ be defined by
(4.1) F (s, t) =
(
1 + t
s+ t
) 1
nα−1
≡
(
1 +
1− s
s+ t
) 1
nα−1
.
Then we have for all t ≥ 0,
F (s, t) ≤ 1 +
1
nα− 1
1− s
s(1 + t)
, if s ≤ 1, α ≥ 2/n;(4.2)
F (s, t) ≤ 1 +
1
nα− 1
(
1
s
) 1
nα−1 1− s
1 + t
, if s ≤ 1, α ≤ 2/n;(4.3)
F (s, t) ≥ 1−
s− 1
1 + t
, if s ≥ 1, α ≥ 2/n;(4.4)
F (s, t) ≥ 1−
1
nα− 1
s− 1
1 + t
if s ≥ 1, α ≤ 2/n.(4.5)
Proof. This lemma follows from elementary calculus. When α ≥ 2/n, γ := 1
nα−1
≤ 1.
Then (4.2) follows from (1 + x)γ ≤ 1 + γx for all x ≥ 0 and (4.4) follows from xγ ≥ x
for all 0 ≤ x ≤ 1. When α ≤ 2/n, γ := 1
nα−1
≥ 1. Now (4.3) is a consequence of
(1+x)γ ≤ 1+γ(1+a)γ−1x for all 0 ≤ x ≤ a and (4.5) is a consequence of (1+x)γ ≥ 1+γx
for all −1 < x ≤ 0. 
Proof of Theorem 2.2. First of all, a uniform estimate of |∇u(x, t)| is obtained similarly as
in [Oli91]. For any t ≥ 0,
(4.6) sup
Ω
|∇u(x, t)| ≤ sup
∂Ω
|∇u(x, t)| = sup
∂Ω
|uν(x, t)| ≤ sup
∂Ω
|uν(x, 0)|.
Self-similar subsolution and supersolution are then constructed as follows: Let
G = inf
Ω
(
1 + |∇u(x, 0)|2
)
−αβ
.
Clearly we have 0 < G ≤ 1. It follows from (4.6) that
(4.7) GMα(u) ≤
(
1 + |∇u(x, t)|2
)
−αβ
Mα(u) = ut in Ω× (0,∞).
Put u(x, t) = G
1
1−nαϕ(t)ψ(x) and u(x, t) = ϕ(t)ψ(x), where ψ is the solution of (2.6) and
ϕ(t) =
(
ϕ(0)1−nα + t
) 1
1−nα ,
ϕ(t) =
(
ϕ(0)1−nα + t
) 1
1−nα .
Then u and u satisfy ut = GM
α(u) and ut =M
α(u) in Ω× (0,∞), respectively. Finally we
define u˜(x, t) = u(x, t)− u(x, t) and it satisfies
(4.8) u˜t = GM
α(u)−
(
1 + |∇u(x, t)|2
)
−αβ
Mα(u) ≤ GMα(u)−GMα(u) in Ω× (0,∞).
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Observe that the operator L(u˜) =Mα(u)−Mα(u) is elliptic since
L(u˜) =
∑
ij
(∫ 1
0
α det(uτij)
α−1cof(uτij)dτ
)
u˜ij ,
where uτ (x, t) = τu(x, t)+ (1− τ)u(x, t) is strictly convex and the cofactor matrix cof(uτij)
is positive definite on any compact subset of Ω× (0, T ] for any T <∞. Next we choose ϕ(0)
and ϕ¯(0) so that ϕ(0)ψ(x) ≤ u(x, 0) ≤ ϕ¯(0)ψ(x) on Ω. Then
(4.9) u˜(x, 0) ≤ 0 in Ω and u˜(x, t) = 0 in ∂Ω× [0,∞),
and we can then apply the classical maximum principle to conclude that u˜(x, t) = u(x, t)−
u(x, t) ≤ 0 on Ω× [0,∞). Consequently,
(4.10)
{
(1 + t)
1
nα−1
(
G(ϕ(0)1−nα + t)
) 1
1−nα − 1
}
ψ(x) ≤ (1 + t)
1
nα−1u(x, t)− ψ(x).
Similarly, one derives that u(x, t) ≤ u¯(x, t), namely,
(4.11) (1 + t)
1
nα−1u(x, t)− ψ(x) ≤
{
(1 + t)
1
nα−1 (ϕ(0)1−nα + t)
1
1−nα − 1
}
ψ(x)
Without loss of generality we may assume ϕ(0) ≥ 1 and ϕ¯(0) ≤ 1. Thus by Lemma 4.1,
F (ϕ(0)1−nα, t) ≤ 1 + C2/(1 + t)
F (ϕ(0)1−nα, t) ≥ 1− C3/(1 + t),
where C2, C3 depend on n, α and u0(x). Combining now (4.10) and (4.11), we arrive at that
for all t ≥ 0 and x ∈ Ω,
(4.12)
[
C2
1 + t
+G
1
1−nα − 1
]
ψ ≤ (1 + t)
1
nα−1u(x, t)− ψ ≤
−C3ψ
1 + t
,
If β = 0, then G = 1 and (4.12) implies (2.9) with C1 = max{C2, C3} supΩ |ψ|. If β > 0, one
needs to estimate |∇u(x, t)| more carefully as V. Oliker did[Oli91, Pages 255-256]. Take an
increasing sequence tm →∞ and let Gm = infΩ(1 + |∇u(x, tm)|
2)−αβ . The same argument
as in deriving (4.12) yields for all t ≥ tm and x ∈ Ω,
(4.13)
[
cm
1 + t
+G
−1
nα−1
m − 1
]
ψ ≤ (1 + t)
1
nα−1u(x, t)− ψ ≤
−C3ψ
1 + t
.
where cm =
(
1− ϕ(tm)
1−nα
)
ϕ(tm)
nα/(nα − 1) < ∞ uniformly in m due to (4.10) . The
same argument as in [Oli91] allows one to let tm →∞ and deduce (2.11), hence completing
the proof of Theorem 2.2. 
Remark 4.1. Similarly to [AP81] one sees the sharpness of the estimate (4.13) by consid-
ering the function u(x, t) = (s+ t)
1
nα−1ψ(x) for any s > 0.
Remark 4.2. Corollary 2.3 with C4 = ϕ(0)
1−nα follows from u(x, t) ≤ u(x, t), namely,
G
1
1−nα (ϕ(0)1−nα + t)
1
1−nαψ(x) ≤ u(x, t).
7References
[AGN] Ben Andrews, Pengfei Guan, and Lei Ni. Flow by the power of the gauss curvature.
arXiv:1510.00655.
[And99] Ben Andrews. Gauss curvature flow: the fate of the rolling stones. Invent. Math., 138(1):151–161,
1999.
[And00] Ben Andrews. Motion of hypersurfaces by Gauss curvature. Pacific J. Math., 195(1):1–34, 2000.
[AP81] D. G. Aronson and L. A. Peletier. Large time behaviour of solutions of the porous medium equation
in bounded domains. J. Differential Equations, 39(3):378–412, 1981.
[Cho85] Bennett Chow. Deforming convex hypersurfaces by the nth root of the Gaussian curvature. J.
Differential Geom., 22(1):117–138, 1985.
[Cho91] Bennett Chow. On Harnack’s inequality and entropy for the Gaussian curvature flow. Comm. Pure
Appl. Math., 44(4):469–483, 1991.
[DS12] Panagiota Daskalopoulos and Ovidiu Savin. C1,α regularity of solutions to parabolic Monge-
Ampe´re equations. Amer. J. Math., 134(4):1051–1087, 2012.
[GN] Pengfei Guan and Lei Ni. Entropy and a convergence theorem for gauss curvature flow in high
dimension. J. Euro. Math. Soc. to appear.
[Gut01] Cristian E. Gutie´rrez. The Monge-Ampe`re equation. Progress in Nonlinear Differential Equations
and their Applications, 44. Birkha¨user Boston, Inc., Boston, MA, 2001.
[HL06] Qingbo Huang and Guozhen Lu. On a priori C1,α and W 2,p estimates for a parabolic Monge-
Ampe`re equation in the Gauss curvature flows. Amer. J. Math., 128(2):453–480, 2006.
[Lio83] Pierre-Louis Lions. Sur les e´quations de Monge-Ampe`re. I. Manuscripta Math., 41(1-3):1–43, 1983.
[Oli91] Vladimir Oliker. Evolution of nonparametric surfaces with speed depending on curvature. I. The
Gauss curvature case. Indiana Univ. Math. J., 40(1):237–258, 1991.
[Tso85] Kaising Tso. Deforming a hypersurface by its Gauss-Kronecker curvature. Comm. Pure Appl.
Math., 38(6):867–882, 1985.
[Tso90] Kaising Tso. On a real Monge-Ampe`re functional. Invent. Math., 101(2):425–448, 1990.
Department of Mathematics, University of California, San Diego, La Jolla, CA 92093, USA
E-mail address: xil117@ucsd.edu
School of Mathematic Sciences, Soochow University, Suzhou, 215006, China
E-mail address: kuiwang@suda.edu.cn
