The statistical models used in this study adapt the multivariate capabilities of structural equation models (SEMs) to handle variables with discrete ordered response categories. These models link the observed (categorical) response y i,j for item j by subject i to an unobserved continuous variable y * i,j through an ordinal probit model. An example for a five-category item would be:
Estimation
The models specified above contain several unknown parameters to be estimated. The structural regressions and measurement models are specified in a similar fashion to traditional SEM. The common SEM strategy of fixing one loading per latent variable applies here, and identification of model parameters is also examined. The primary identification issues arise in specifying the error variance for single-item response variables, which is present for the single-item mitigation variable in Model 2. For these response variables, the error variance is fixed. A further note is that all parameters for climate change belief are identifiable, due to the structural relationships imposed.
With the ordinal measurement model (equation 1, above) added to the SEM framework, parameter estimation becomes slightly more complicated. We estimate parameters and their uncertainty through a Bayesian analysis, similar to that used by Kim et al. (2009) . A Bayesian analysis requires specification of prior distributions for model parameters, and we choose normal prior distributions for structural regression coefficients and measurement model loadings that are not fixed. Inverse gamma prior distributions are used for variance parameters. These choices aid the computation of the posterior, or post-data distribution, from which inference on the parameters is drawn.
The posterior distribution is sampled using Markov Chain Monte Carlo (MCMC) techniques with a Gibbs sampler (Gelman et al., 2004) . The combination of conjugate prior distributions and a data augmentation algorithm for ordinal regression proposed by Albert and Chib (1993) allows the Gibbs sampler to efficiently explore the posterior distribution. A large number of samples from the posterior distribution can be combined to provide summary information (posterior means and credible intervals) for each model parameter.
