An uncertain (scalar, vector, tensor) field is usually perceived as a discrete random field with a priori unknown probability distributions. To compute derived probabilities, e.g. for the occurrence of certain features, an appropriate probabilistic model has to be selected. The majority of previous approaches in uncertainty visualization were restricted to Gaussian fields. In this paper we extend these approaches to nonparametric models, which are much more flexible, as they can represent various types of distributions, including multimodal and skewed ones. We present three examples of nonparametric representations: (a) empirical distributions, (b) histograms and (c) kernel density estimates (KDE). While the first is a direct representation of the ensemble data, the latter two use reconstructed probability density functions of continuous random variables. For KDE we propose an approach to compute valid consistent marginal distributions and to efficiently capture correlations using a principal component transformation. Furthermore, we use automatic bandwidth selection, obtaining a model for probabilistic local feature extraction. The methods are demonstrated by computing probabilities of level crossings, critical points and vortex cores in simulated biofluid dynamics and climate data.
Introduction
Almost all numerical data are afflicted with uncertainties. This includes scalar, vector and tensor fields -both computed and measured ones. For visual data analysis of such fields the task is to control the propagation of uncertainties through the visualization pipeline and to convey the resulting uncertainties to the user.
As input we consider an uncertain field with values in R χ , living in an N-dimensional spatial domain that has been discretized by a computational grid with M vertices. The uncertainties are modeled by considering the components of the χ-dimensional vectors as random variables. The complete discretized random field with χ-dimensional state space and Ndimensional parameter space can be represented using a single random vector Y ∈ R χM . For example, a 3D vector field with χ = 3 can be written as Y = (y x,0 , y y,0 , y z,0 , y x,1 , . . .)
T .
In many cases the uncertainty of data sets is represented by storing L realizations ν i ∈ R χM , comprising an ensemble {ν i | i ∈ {1, 2, . . . , L}}. Each ν i contains values for all χ variables at all M vertices. Thus, in space R χM the terms data point, realization and ensemble member have equivalent meaning. The realizations are acquired by repeated measurements or numerical simulations with varying input parameters. It is assumed that the space of possible realizations is sampled reasonably well by the ensemble. We assume that the distribution of the random vectors Y can be described by a probability density function (PDF) f . As the PDF, characterizing the uncertainties of the original data, typically is unknown, an important task is the model selection, which constrains the function f such that known conditions, e.g., regarding smoothness are fulfilled and that f can be estimated from the available data.
In a parametric setting, assumptions about the type of probability distribution are made, based on knowledge of the application domain or on statistical tests. For example, assuming that Y conforms to a multivariate Gaussian distribution one needs to estimate its characterizing parameters, namely its mean vector µ ∈ R χM and covariance matrix Σ ∈ R χM×χM . These parameters should be good estimates for the true expected values and covariances of the underlying distribution from which the ensemble was drawn.
The approach used in this paper is different. We propose to employ nonparametric models for probabilistic feature extraction to allow a more flexible representation of prob- ability distributions. Nonparametric methods aim at an optimal fit for the entire PDF f , while parametric methods aim at good estimates for the parameters of a fixed type of PDF.
The estimated PDFs can be used to compute feature probabilities (e.g. for level crossings in scalar fields or critical points in vector fields) using Monte Carlo integration. In this paper, we consider local features that can be identified by operators acting locally on data values in the neighborhood of an η-cell c ∈ Cη. Here η-cell simply means an η-dimensional cell of the respective grid (η = 0 a node, η = 1 an edge, ...) , and Cη denotes the set of all η-cells of a grid, see [PPH12] . The size of the neighborhood thus depends on the feature definition and the local grid structure.
The major contributions of the paper are
• an extension of previously introduced probabilistic feature extraction techniques to three types of nonparametric models: empirical distributions, histograms and kernel density estimates (KDE); • an approach to compute valid consistent cell-wise marginal distributions of discretized random fields; • and a method to efficiently capture spatial correlations in random fields using KDE and principal component transformations that enable the utilization of diagonal bandwidth matrices.
Related Work
The visualization of spatial data that is affected by uncertainty was investigated in numerous publications in recent years [BAOL12, PRJ12] . Local methods for probabilistic feature extraction estimate probabilities for the existence of a given feature at given positions of a computational grid. The positional uncertainty of isolines and isosurfaces can be quantified using level crossing probabilities as presented by Pöthkow et al. [PH11, PWH11] . An alternative formulation of first-crossing probabilities that can be computed quickly in a ray casting approach was presented by Pfaffelmoser et al. [PRW11] . When considering spatial correlation the computational expense of computing crossing probabilities for more than two vertices by Monte Carlo sampling can be reduced significantly by employing suitable approximations [PPH13]. Other, more application-driven approaches to the visualization of uncertain isocontours were presented in [ZWK10], [AOB08] and [GR04] . Schlegel et al. [SKS12] proposed to use Gaussian process regression -also known as Kriging -for interpolation between sample points of discretely sampled and scalar valued Gaussian random fields and investigated the influence of varying parameters of correlation functions on level crossing probabilities. Similar to level crossing probabilities, local feature probabilities for critical points and vortex cores in vector valued random fields can also be computed using joint distributions representing the uncertainty in a given neighborhood [PPH12, OT12] .
A global approach to feature extraction is uncertain vector field topology which was presented by Otto et al. [OGHT10] . Subsequent work extended these methods to detect closed streamlines [OGT11a] The vast majority of the publications above, with the exception of those mentioned in the previous paragraph, employ parametric models. Moreover, most of the methods are even restricted to Gaussian distributions. In this paper we work with nonparametric methods to represent different types of distributions in a flexible manner while still considering spatial correlations.
Nonparametric Models
We assume that the underlying probability distribution is sampled by L realizations V = {ν i∈{1,...,L} } with ν i ∈ R χM . In contrast to parametric models that employ a specific type of probability distribution, the structure of a nonparametric model is not predefined but determined from empirical data. The term 'nonparametric' does not mean that these models are parameter-free. The number and type of parameters is flexible, in contrast to parametric methods that work with a specific model that is fixed in advance. Apart from the following models there are several other possible approaches; see Scott's book [Sco92] for a comprehensive overview.
Empirical Distributions
Given a collection of L data sets, an associated random vector is said to conform to an empirical distribution Y ∼ Emp(ν i ) if it can only take values that are present in the collection. The corresponding PDF is parameter-free and consists of a combination of scaled δ-functions
with weight factors φ i and ∑ φ i = 1. The CDF is a piecewise constant function with steps at the locations of the sample points [Sco92, section 2.1]. This model performs no interor extrapolation.
Histograms
The relative frequency of data points in bins defined by a (regular) discretization of the codomain R χM locally estimates the density of samples. The PDF is piecewise constant while the CDF is piecewise linear. Random samples, e.g. for Monte Carlo methods, can be drawn from a histogram distribution by selecting a bin at random (with probabilities proportional to the numbers of points in the bins) and drawing from an uniform distribution with the extent of that bin.
Kernel Density Estimation
In many cases the population is known (or with good reasons assumed) to be smooth. Then empirical and histogram distributions are not smooth enough. Kernel density estimation (KDE) aims to approximate the true underlying distribution using a sum of basic kernel functions. The method is also called 'kernel smoothing' since it can be interpreted as a convolution of an empirical distribution with a kernel.
Kernel Estimator. A kernel estimator for the density of a sampled distribution is defined by
where κ is a kernel, L is the number of data points ν i and H is the bandwidth matrix. The weight factors φ i can be interpreted as prior probabilities for the corresponding components of the estimate. For large datasets with many data points ν i the density function is usually constructed differently, e.g. using the expectation maximization algorithm (EM). The properties of the PDF differ depending on the kernel. Random sampling of that PDF can be performed by choosing a kernel at random (for each sample) with probability φ i and then drawing from that kernel distribution.
Multidimensional Kernels. The crucial parameter for a Gaussian kernel κ N (y; ν i , H) in a multidimensional state space is the bandwidth matrix H. There are three common choices for the type of bandwidth matrix H: (i) scaled identity matrices H = h 2 I, which means that each kernel is radially symmetric with constant variance in all directions, (ii) diagonal matrices
that contain individual bandwidths for all dimensions but do not represent any correlation, and (iii), symmetric positive definite matrices that can represent individual bandwidths and any linear dependencies between the dimensions. The third variant is the most general.
Other frequently used types of kernels include the rectangular, triangular and the Epanechnikov kernel. However, the choice of the kernel type is not as crucial for the smoothing quality as the bandwidth parameters [Sil92, p. 43].
Automatic Bandwidth Selection. The aim of bandwidth selection is to minimize the mean integrated squared error
where f is the kernel density estimate and f * is the true underlying PDF. Though f * is unknown in practice, using asymptotic analysis MISE can be approximated by asymptotic MISE (for L → ∞), and useful information can be extracted from this quantity [Sco92, JMS96] .
While for a single 1D distribution, "in the hands of an expert, interactive visual choice of the smoothing parameter is a very powerful way to analyze data" [JMS96] , for more complex data this approach is not suited.
In case the sample standard deviations σ i are reasonable descriptions of the distribution dispersion in dimension i, automatic bandwidth selection methods can lead to good results. A simple bandwidth selection method that we used in our implementation is Silverman's rule of thumb
where d is the dimensionality of the distribution and L is the number of data points. Alternative methods include Scott's rule of thumb and computationally more expensive approaches like cross-validation [Sco92] .
Models for Spatial Data and Marginalization

A Toy Example
We consider a discretized scalar field with 2 grid points and an ensemble consisting of L = 50 realizations. The joint distributions of the random variables Y 1 ,Y 2 are visualized in Fig. 1 . In subfigure (a) the realizations are indicated by linear interpolants, and in (b) by a scatterplot with the red points depicting the positions of the δ-peaks of the corresponding empirical distribution. In (c) a 2D histogram is shown and in (d) and (e) two different kernel density estimates are indicated, see Sect. 5. In (f) a parametric Gaussian distribution, created using maximum likelihood estimation, is shown for comparison.
Marginalization
In order to compute local feature probabilities for a cell c ∈ Cη the state space dimensions that do not correspond to that cell have to be marginalized out, yielding a local random vector Yc. The probability distribution of Yc represents not only the point-wise χ-valued uncertain data of that location, but captures also the spatial correlation of the data in its local neighborhood. Let Kc be the number of degrees of freedom for cell c then Yc ∈ R χKc . To compute a marginal PDF fc from higher dimensional PDF f we have to compute
where we have reordered the components of row vector y such that vector z contains all dimensions of Y that are not in Yc, and (yc, z) = y. In general, this high-dimensional integration is difficult to perform. However, marginalization of parametric Gaussian distributions has the elegant property that the marginals are again Gaussian distributions for which the components of the means vector and covariance matrix that do not correspond to c are simply deleted, see e.g. [PWH11] and [Sun04, p. 23] . The marginalization of nonparametric distributions is described in the following.
Empirical Distributions. Marginalizing out the spare dimensions from Y ∼ Emp(ν i ) is performed by projecting the points ν i ∈ R χM orthogonally to the cell's subspace yielding ν i,c ∈ R χKc . That means the spare dimensions are discarded and the marginal random vector is then Yc ∼ Emp(ν i,c ).
Histograms. The solution for Eq. (5) in the case of histogram PDFs can be obtained indirectly by first projecting the data points ν i to get ν i,c and then computing the histogram for the subspace of c. If the bin sizes are fixed, this is equivalent to summing up the counts of all bins over the dimensions that are marginalized out.
Kernel Density Estimates. To obtain a local random vector we marginalize out the other dimensions from the kernel estimates. For that we compute Eq. (5) for the PDF in Eq. (2):
For arbitrary kernels κ this is, again, a difficult problem, but for Gaussian kernels we can utilize the marginalization property of parametric Gaussian distributions [Sun04, p. 24] by interchanging summation and integration. The PDF is then
where ν i,c are the projected data points (see above) and Hc is the marginal bandwidth matrix, which contains the entries of H that correspond to the marginal distribution.
These marginalization properties have important implications. For any distribution from which we can draw samples, an approximate solution for marginal distributions can be easily computed. Of course, this approach does not reduce the theoretical complexity of marginalization in the general case, but it is a way to obtain accurate approximations. The results are given in terms of kernel estimators and not as parameters of the distributions that were approximated.
Principal Components (PC) Transformation
In Sect. 3.3 the most commonly used types of bandwidth matrices were described. The most general type, which only restricts the matrix to be symmetric and positive definite, can accurately represent correlations in the distribution. A disadvantage is that for high dimensional state spaces a large number of bandwidth parameters have to be specified or estimated.
An approach that combines the simplicity of diagonal matrices with the possibility to represent correlation in KDE is to perform a principal component transformation [SS04] . Before estimating the density, a principal component analysis (PCA) of the data points ν i is computed. Rewriting the data points as column vectors (with the empirical mean µ subtracted) of a matrix
we can compute the Karhunen-Loève transform B = KLT(A) = ν 1,c ν 2,c · · · ν L,c . Now the transformed points ν i,c are centered and given with respect to the PCA modes, i.e. the basis given by the eigenvectors of the covariance matrix of the data is used. The matrix m resulting of the KLT describes the transformation between the original coordinate system and the PCA modes. The data points can be mapped using
We perform KDE for the transformed points ν i and with respect to the PCA modes. The principal components are uncorrelated. Thus, we can employ diagonal bandwidth matrices given by Eq. (3) without any unwanted loss of correlation. Fig. 1 (d) shows a kernel density estimate using a Gaussian kernel with diagonal bandwidth matrix for the original basis, while (e) shows a density estimate computed with respect to the eigenvector basis (using PC transformation). Density estimation on the transformed data points results in a PDF that represents the correlation of the data much better than the PDF estimated directly for the original basis.
Probabilistic Feature Extraction
For the estimation of feature probabilities we have to make sure that the local PDF fc is a correct marginal of the random field. Specifically, the marginal distributions for each vertex must be consistent over multiple neighborhoods that contain it. Due to the large number of cells in a field, manual bandwidth selection is not feasible and we have to employ automatic bandwidth selection. To make the bandwidth estimates consistent for methods like Silverman's rule we definē d = E(χKc) to have a fixed value for the number of dimensions for all cells {c} for which features are to be detected and substituted for d when we apply Eq. (4). The number of data points L will usually be constant for the field. This works analogously for Scott's rule.
Feature Probabilities. For the estimation of feature probabilities we employ the generic algorithm presented by Petz et al. [PPH12] . A feature indicator I : Cη × R χKc → {0, 1} maps an η-cell c and a realization of Yc to 1 or 0 if the feature of interest is present at that cell or not, respectively. We employ it to compute the cell-wise feature probability
χKc | I(c, y) = 1} and fc is probability density function of the cell. The probability P(c) can also be considered as the expected value of the feature indicator in cell c. The integral can be approximated using Monte Carlo sampling. For each type of PDF a specific sampling method has to be employed, see Sect. 3. In case PC transformation is used for KDE each Monte Carlo sample has to be transformed back to the original basis for the evaluation of I because indicator functions are defined with respect to this basis and not in terms of the PCA modes. Feature Indicators. To compute level crossing probabilities in uncertain scalar fields (χ = 1) with cells c ∈ Cη and η ≥ 1, i.e. probabilities that intersections between the field and a predefined level exist, we use the indicator function
where ϑ is the isovalue and y i,c are the components of yc.
The feature indicator functions for the computation of critical points in piecewise constant vector fields are
where c ∈ C η=0 , idx(c, y) is the Poincaré index and div(c, y) is the divergence operator; see [PPH12] for details. In 3D vector fields defined on tetrahedral grids we detect cores of swirling motion using the definition by Sujudi and Haimes [SH95] . The feature indicator I swirl on the vectors of a tetrahedron takes the value 1 if a swirling motion core passes through the tetrahedron (i.e. the Jacobian J of the vector field has 2 complex eigenvalues and the real eigenvector is parallel to the vectors along the core line) and 0 otherwise.
Results and Discussion
To illustrate the differences between the models described above we computed level crossing probabilities for 5 different models that were derived from a synthetic ensemble dataset. The ensemble consists of 32 realizations of a sine pattern where Gaussian noise and a varying bias were added to all scalar values in every ensemble member, which leads to skewed distributions. 1D marginal distributions for a single vertex of the field are shown in Fig. 3 . The empirical distribution is drawn in red, the histogram in blue, a parametric normal distribution in yellow and a kernel density estimate in violet. Fig. 2 (a) shows a single member of the ensemble displayed as a heightmap with an isoline. Level crossing probabilities for the same isovalue are displayed using color mapping in Fig. 2 (b)-(f) . Due to the skewed distribution the maximal probabilities are expected to occur off the isoline of the mean field. Indeed, this can be observed in Fig. 2 (b) , (d) and (e). However, with the Gaussian model in Fig. 2 (f) the ridges of the probability field coincide with the isoline of the mean field. In the results computed from histograms and KDE without PC transformation (Fig. 2 (c) and (d) , respectively) we observe that the probabilities are higher and the spatial distributions are wider, compared to the other models. This is due to fact that these models cannot adequately represent the correlations present in the data. For this reason we did not consider these models in the subsequent examples.
We applied our methods to the 2 meter temperature field, day 90 of the 2000-02 hindcast, from a climate simulation of the DEMETER project [Pal04] . To quantify the goodness of fit of the data to the Gaussian distribution we performed the Shapiro-Wilk test on 1D marginal distributions at each ver- From the results of a numerical simulation of blood flow through an aneurysm and adjacent vessels we computed feature probabilities in wall shear stress (WSS) and velocity vector fields. We modeled the variability of the vectors over one cardiac cycle using 3 different models. Fig. 5 shows probabilities for the existence of critical points in the WSS field on the vessel and aneurysm wall. In Fig. 5 we can see that some critical points which are present in the results in (a) and (b), but not present in (c). Here, the Gaussian model fails to represent the structure of the vector field correctly. In turn some of the features that are visible in (b) and (c) are not present in (a) because critical points are missed due to the sparse discrete sampling of the state space. Probabilities for the existence of vortex cores in the blood flow velocity field are displayed using nested isosurfaces in the top row of Fig. 6 . 2D slices through the probability fields in the dome region are shown in the second row. There are big differences between the empirical distributions and both the KDE and the Gaussian model. In (a) the spatial distributions are more compact and the probabilities are higher while in (b) and (c) the spatial distributions are wider (less peaked). Note that the absolute probability values are rather low because of strong spatial correlation. Roughly speaking, strong correlations lead to smooth realizations of the vector field with few critical points and vortex cores whereas weak correlations result in more chaotic realizations with a higher relative number of features, see [PPH12, Sect. 7] . Level crossing probabilities for the pressure field on the vessel and aneurysm wall are mapped to color in Fig. 7 . In Fig.  7 there are also structures in the KDE result (b) that are not present in the Gaussian result (c).
Computation times differ depending on the type of model and the data set. Empirical distributions are the simplest (a) (b) (c) Figure 6 : Probabilities for the existence of vortex cores in the blood flow velocity field are displayed using nested isosurfaces (top row). 2D slices through the probability fields in the dome region are shown in the second row. The probabilities were computed using (a) empirical distributions, (b) KDE and (c) a parametric Gaussian model. model for which the computation of feature probabilities is the computationally least expensive. The calculations of the results above took only a few seconds on an Intel Xeon X5550. For the models that create continuous PDFs, the computational complexity is much higher, because Monte Carlo integration has to be performed. We chose the number of samples manually for each dataset, such that no Monte Carlo noise was observable anymore. The computation of 2D results took several minutes, the 3D results several hours. For the same number of samples, the sampling of KDE distributions takes slightly more time compared to the parametric Gaussian model due to the PC transformation and an additional random number that has to be computed for each sample to select the KDE component.
The Task of Model Selection. The feature probabilities that were computed using the different models show distinct quantitative and qualitative characteristics. When empirical distributions are employed the resulting probability fields are sparse and non-smooth. Empirical distributions that are used to compute level crossing probabilities lead to results that are very similar to spaghetti plots, which are commonly used to visualize climate data. The usage of KDE leads to smooth probability fields that nicely capture the variability and the detailed structure of the features. The parametric model also leads to smooth results, but it introduces errors where the data is non-Gaussian. Depending on the data characteristics, the differences between KDE and the parametric Gaussian model can be significant or only subtle.
Selecting a suitable statistical model for a given dataset is crucial for achieving results that are neither biased, nor otherwise erroneous. The usage of empirical distributions for probabilistic feature extraction has the advantage that the results directly reflect the underlying numerical ensemble data. A disadvantage is that, depending on the numerical condition of the feature extraction problem, the position of features with non-zero probability can be unstable [PH11] . The actual ensemble members are arbitrary in the sense that they are just one possible sampling of the underlying distribution and a different set of samples would be valid as well. Additionally, the results may suggest that the uncertain field is modeled by discrete probability distributions when the quantities in fact vary according to continuous distributions. KDE methods are used to get smooth reconstructions of the continuous distributions underlying a dataset and they can adapt to skewed or multimodal data. Jones compared CDFs that were computed using kernel smoothing to empirical distribution functions, which can be regarded as a special case with bandwidth h = 0 [Jon90] . His investigation revealed that any smoothing hu > h > 0 (for some upper bound hu) decreases the integrated mean squared error. Parametric models are constructed by determining optimal estimates for a fixed set of parameters from a dataset. While the estimated parameters converge for increasing sample sizes, the error that can be introduced by incorrectly specifying the model (for a phenomenon that is really non-Gaussian) cannot be removed by taking more samples. Statistical tests should be used to measure the goodness of fit.
The aim should be to obtain a good balance between goodness of fit and model simplicity. Empirical distributions are a simple model that is useful if the aim is the direct representation of ensemble data or if fast computation times are required. Parametric models should be used if a reasonable fit to the data can be ascertained. KDE is the best choice for datasets that are known to describe continuous phenomena but for which no assumptions about a fixed type of parametric distribution can be made. However, with KDE it is also possible to accurately approximate parametric distributions; this makes it an all-purpose tool for continuous random variables. The process of model selection for ensemble data is summarized in a schematic in Fig. 8 .
Conclusions
We presented methods that utilize nonparametric models like KDE and empirical distributions for the computation of feature probabilities from uncertain spatial data. In contrast to previous methods that were restricted to Gaussian fields our approach is more flexible and able to work with various types of distributions. For KDE we proposed an approach to compute correct (consistent) marginal distributions, perform a principal component transformation in order to efficiently capture correlations and use automatic bandwidth selection to obtain a model for local feature extraction. We applied the methods to simulated biofluid dynamics and climate data and analyzed the differences between the different models.
