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ABSTRAKT
Krijimi i rrugëve mësimore duke u përshtatur në mënyrë dinamike me nevojat individuale
të studentëve ka potencialin të luajnë rol të rëndësishëm në procesin mësimor. Prandaj,
qëllimi kryesor i punimit është trajtimi i teknikave dhe algoritmeve të ndryshme si pjesë e
mësimit të makinave që kanë ndikim në personalizimin e procesit mësimor në aspektin e
mësimnxënies varësisht variablave të ndryshme të profilit të studentëve.
Gjithashtu, punimi është fokusuar në krijimin e modelit për personalizimin e rrugëve
mësimore. Bazuar në modelin e propozuar është zhvilluar një prototip i cili mundëson
personalizimin e procesit mësimor sipas nevojave të secilit student. Ky prototip sugjeron
material të përshtatshëm mësimor si dhe vlerëson njohuritë paraprake dhe të fituara të
secilit student.
Në punim, janë paraqitur rezultatet eksperimentale të prototipit të propozuar. Rezultatet e
eksperimentit kanë treguar se prototipi i zhvilluar për krijimin e rrugëve mësimore është
praktikisht funksional për të përfaqësuar nevojat dhe kërkesat e secilit studentë në krijimin
e rrugëve mësimore dhe për të rritur cilësinë dhe kursyer kohën e të mësuarit.
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1

HYRJE

Deri më sot procesi mësimor është zhvilluar sipas shënimeve dhe udhëzimeve në mënyrë të
njëjtë duke siguruar kështu arsimim të barabartë për të gjithë. Por, kjo mënyrë e të mësuarit
nuk është e përshtatshëm, pasi që materialet e njëjta mësimore nuk mund të kuptohen më
shpejtësi të njëjtë dhe në të njëjtën mënyrë nga të gjithë studentët.
Me zhvillimin dhe përdorimin e teknologjisë edhe në fushën e edukimit studentët kanë
filluar të përdorin edhe platforma online, megjithatë edhe këto platforma nuk adaptojnë
veçoritë e veçanta të secilit student por propozojnë një rrugë të njëjtë mësimore për të
gjithë. Me zhvillimin e teknikave të mësimit të makinave (ang. machine learning) dhe
inteligjencës artificiale (ang. artificial intelligence) sot kemi avancim në adaptimin e
teknologjive në personalizimin e të mësuarit.
Në literaturë janë përfshirë studime të ndryshme në kuadër të së cilave janë zhvilluar
platforma për personalizimin e mësimit të studentëve bazuar në mësimin e makinave (tutje:
ML) dhe inteligjencës artificiale (tutje: AI). Për shembull, në punimin [26] është propozuar
sistemi mësimor adaptues, i cili përqendrohet në personalitetin e studentëve. Ky sistem
është zhvilluar duke përdorur Naïve Bayer Classifiers dhe sistemin e bazuar në rregulla për
të ndërtuar rrugët e të mësuarit sipas aftësive meta-njohëse të studentëve dhe stileve të të
mësuarit. Gjithashtu, në punimin [27] është propozuar sistemi për krijimin e rrugëve
dinamike të të mësuarit, i cili bazohet në algoritmin Parallel Particle Swarm Optimization
dhe përdoret për të analizuar dhe parashikuar në mënyrë të vazhdueshme rrugën dinamike
të të mësuarit. Për më tepër, në punimin [28] është propozuar platforma për personalizimin
e njësive mësimore sipas stileve të të mësuarit, e cila bazohet në algoritmin Ant Colony
Optimization dhe aplikohet në kontekstin e mësimit elektronik. Gjithashtu, në punimin [24]
është propozuar korniza për mësim të personalizuar duke u bazuar në teknikën
unsupervised machine learning dhe Reinforcement Learning (tutje: RL). Kjo kornizë u
mundëson studentëve të personalizojnë mësimin e tyre duke shqyrtuar veçoritë e
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materialeve mësimore, si dhe duke sugjeruar veçori të reja. Pastaj, bazuar në historinë e
secilit student, sistemi propozon mjedisin më të mirë për çdonjërin.
Në përgjithësi, për teknikat e ndryshme të përdorura në platformat e propozuara, janë marr
parasysh nevojat, interesat, aftësitë dhe stilet e të mësuarit të secilit student. Kështu që,
identifikimi i karakteristikave të studentëve ka rol të rëndësishëm në procesin e
personalizimit të të mësuarit.
Në këtë punim është propozuar një model i cili mundëson krijimin e rrugëve mësimore
sipas kërkesave të studentëve. Gjithashtu, ky model mbështet stilet e ndryshme të të
mësuarit, qëllimet, njohuritë e mëparshme dhe preferenca të tjera të secilit student. Ky
model përbëhet nga hapat si në vazhdim:
(i)

Përcaktohen njohurit paraprake të studentëve,

(ii)

Paraqiten njësitë për krijimin e rrugës mësimore,

(iii)

Krijohet rruga mësimore,

(iv)

Paraqiten njësitë nga rruga e zgjedhur mësimore

(v)

Testohen njohuritë e fituara.

Pra, ky model ofron krijimin e rrugëve të ndryshme mësimore.

Vlerësimi i
njohurive
paraprake

Njësitë
mësimore

Krijimi i
rrugës
mësimore

Zhviillimi i
njësisë
mësimore

Vlerësimi i
njohurive të
fituara

Figura 1. Procesi mësimor në modelin e propozuar.
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Ky sistem dallon nga sistemet tjera për faktin që mundëson zgjedhjen një e më shumë
njësive për të krijuar një rrugë të personalizuar mësimore, gjithashtu ky sistem për

çdo

njësi mësimore që arrihet rezultat 50% ofron mundësin për të vazhduar me material më të
avancuara.
Pjesa kryesore e punimit është kryerja e eksperimentit dhe plotësimi i pyetësorit i cili është
i përbërë nga gjithsej shtatëmbëdhjetë pyetje, ku përfshihen edhe pyetjet demografike. Ky
pyetësor në përgjithësi është vlerësuar me shkallën e Likerit. Të dhënat e këtij
eksperimenti, përkatësisht pyetësori janë përshkruar përmes përqindjes, dhe analiza e
përdorur është ajo përshkruese. Rezultatet e eksperimentit ofrojnë njohuri se si e vlerësojnë
studentët prototipin për krijimin e rrugëve mësimore dhe sa është i përshtatshëm dhe i
përdorshëm varësisht njohurive të ndryshme.
Kontributet kryesore të këtij punimi konsistojnë në:
(i)

Teknikat që përdoren për personalizimin e rrugëve mësimore të studentëve,

(ii)

Variablat e nevojshme që duhet të llogariten kur modelohet një profil për mësim
të personalizuar

(iii)

Modelin e propozuar për personalizimin e rrugëve mësimore.

Definimi i
problemit

Shfletimi i
literaturës

Metodologjia e
punimit

Dizajni dhe
implementimi i
modelit

Rezultatet e
eksperimentit

Diskutime

Përfundime

Figura 2. Organizimi i punimit
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Ky punim është organizuar sikurse në Figurën 2. Kapitulli 2 definon problemin dhe
qëllimin e punimit. Kapitulli 3 prezanton shfletimin e literaturës ku përfshihen teknikat për
personalizimin e të mësuarit, algoritmet e mësimit të makinave dhe punimet e ngjashme për
personalizimin e rrugëve mësimore. Kapitulli 4 paraqet metodologjinë e punimit. Kapitulli
5 prezanton dizajnin dhe implementimin e modelit të propozuar. Kapitulli 6 paraqet
rezultatet e vlerësimit të prototipit për personalizimin e rrugëve mësimore. Kapitulli 7
paraqet diskutimet dhe kapitulli 8 paraqet konkluzionet.
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2

DEFINIMI I PROBLEMIT

Çdo institucion arsimor është i përqendruar në ofrimin e përvojave dhe njohurive më të
mira arsimore për studentët, duke shpresuar që informacionet e dhëna të kuptohen nga
secili student dhe të mundësojnë zgjidhjen e problemeve reale në shoqëri. Mirëpo, mënyra
e të ofruarit të mësimit për të gjithë studentet në të njëjtin format, jo gjithherë është e
përshtatshme për të gjithë studentët. Ky proces vetëm sa vështirësohet kur kemi parasysh
stilet e ndryshme të të mësuarit që i karakterizojnë studentët (mënyra se si studentet i
pranojnë dhe përpunojnë informacionet), nivelet e ndryshme të njohurive, si dhe qëllimet
dhe preferencat momentale që ata mund të kenë.
Evoluimi i shpejtë i teknologjisë, përkatësisht platformave të ndryshme në fushën e
edukimit krijoi mundësi të reja për të përmirësuar cilësinë e ofrimit të të mësuarit, duke
pasur parasysh mundësitë e adaptimit të platformave varësisht karakteristikave te
studentëve. Megjithatë, problemi kryesore më të cilën synohet të merret kjo teme është
identifikimi i algoritmeve në fushën e mësimit të makinave, të cilat ndihmojnë në adaptimin
e rrugëve të të mësuarit bazuar në karakteristikat e studentëve.
2.1

Qëllimi dhe pyetjet hulumtuese

Qëllimi i kësaj teme të diplomës është përcaktimi i karakteristikave të një modeli, i cili do
të ofronte mësim të personalizuar për secilin student pa marre parasysh diferencat e tyre.
Në bazë të këtij modeli, secilit student mund të modelon një rrugë të personalizuar
mësimore, duke siguruar mbështetje sipas kërkesave dhe nevojave të tyre.
Andaj, pjesa hulumtuese e kësaj teme të diplomës do të trajton pyetjet e më poshtme:
1. Cilat janë teknikat që përdorën për të ofruar mësim të personalizuar përmes rrugëve
të të mësuarit?
2. Cilat janë variablat e nevojshme që duhet të llogariten kur modelohet një profil për
mësim te personalizuar?
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3. Si kontribuon përzgjedhja e duhur e algoritmit të mësimit të makinave në ngritjen e
rrugës së të mësuarit të personalizuar?

6

3

SHQYRTIMI I LITERATURËS

Ne kuadër të këtij kapitulli do të ofrohen njohuri mbi konceptet bazë të mësimit të
personalizuar, karakteristikat që diferencojnë studentët tanë, ofrimi i të mësuarit të
studentëve përmes personalizimit te rrugëve të mësimit, si dhe diferencën në mes të
mësuarit klasik dhe të mësuarit modern.
Sot kemi shumë platforma online që kryesisht propozojnë të njëjtën rrugë mësimore të
gjithë studentëve, që në raste të ndryshme nuk është opsioni më i mire. Si përparësi e
përdorimit te platformave te ndryshme nga shumë studentë ka filluar përdorimi i teknikave
përkatësisht algoritmeve të ndryshme në personalizimin e rrugëve të të mësuarit (ndryshe e
njohur si learning paths) dhe caktimin e këtyre rrugëve për një student specifik. Prandaj në
kuadër të shfletimit të literaturës fillimisht do të ofrohen njohur mbi rolin e ML në
adaptimin përkatësisht personalizimin e të mësuarit. Pastaj, do të ofrohen konceptet bazë se
çfarë karakterizon mësimin e personalizuar e çfarë rrugën e të mësuarit. Dhe në fund, do të
tentohet të rishikohen metodat adekuate që sot përdoren në personalizimin e të mësuarit.
3.1

Mësimi i makinave në edukim

Fusha e mësimit të makinave është akoma në rritje të shpejtë, vazhdimisht janë duke u bërë
hulumtime rreth aplikimit të teknikave të mësimit të makinave për qëllime të ndryshme
duke përfshirë edhe fushën e edukimit.
Më aplikimin e mësimit të makinave në edukim, bota akademike po bëhet më e
personalizuar dhe më e përshtatshme për studentët. ML, kompjuterizimi dhe natyra
dinamike e sistemeve ofron përmirësimin e cilësisë së arsimit si dhe përvojë dhe njohuri më
të mirë për studentët.
Përdorimi i ML teknikave në edukim premton përfitime thelbësore në [1, 2, 3]:
o Mësimin e përshtatur dhe të personalizuar - është përdorimi më i mirë që siguron
ML, duke ofruar fleksibilitet për t’u kujdesur për të gjithë studentët, pavarësisht nga
shpejtësia e tyre e të mësuarit. Përmes këtij modeli arsimor, studentët mund të
7

udhëheqin vetë mësimin e tyre. Ata mund të kenë ritmin e tyre dhe mund të marrin
vendime se çfarë të mësojnë dhe si të mësojnë. Ata mund të zgjedhin lëndët për të
cilat janë të interesuar, mësuesin nga i cili dëshirojnë të mësojnë dhe cilat kurrikula,
Sistemi standarde dhe model duan të ndjekin. Ky proces siguron që asnjë student të
mos anashkalohet ose lihet pas. i mësimit të makinave gjithashtu lejon që studentet
të vazhdojnë përpara vetëm pasi të kenë mësuar përmbajtjen e mëparshme, si dhe
lejon mësuesit të monitorojnë individualisht ata dhe t'i ndihmojë në fushat ku janë të
mangët. Gjithashtu, mësuesit mund të gjykojë se cilat strategji janë të pranueshme
ose cilat teknika nuk funksionojnë mirë dhe çfarë duhet të ndryshohet për t'i bërë
gjërat më të thjeshta.
o Parashikimin e performancës së studentit - një aplikim i shkëlqyeshëm i ML është
në parashikimin e performancës së studentëve. Më aplikimin e ML mësuesit
monitorojnë secilin student dhe vlerësojnë avancimin e tyre. Gjithashtu, modeli i
mësimit të makinave zbulon dobësitë për secilin student dhe sugjeron mënyrat për
t’u përmirësuar, siç janë ligjëratat ose studimi i literaturës shtesë, për të arritur
rezultate më të mira.
o Notimin - përdorimi i ML rrit efikasitetin dhe përgjegjshmërinë në vlerësimin e
studentëve. Gjithashtu, zvogëlohet koha e nevojshme për klasifikimin e detyrave
dhe provimeve dhe vlerësimin e tyre, pa u ndikuar nga vlerësimi i mësimdhënësit.
o Analiza e përmbajtjes – i referohet një sistemi ku mësuesit udhëzojnë studentët duke
përdorur makina. Makinat përdoren për të analizuar informacionet që mësuesit
përdorin për të dhënë mësim dhe për të përcaktuar nëse cilësia e përmbajtjes
përmbush standardet. Gjithashtu, makinat përdoren për të përcaktuar përmbajtjet
mësimore që përputhen me aftësitë e secilit student.
o Thjeshtimi i detyrave - në mënyrën tradicionale të mësimdhënies, mësuesit kalojnë
kohë të konsiderueshme më detyrat si: pjesëmarrja e studentëve ose mbledhja e
detyrave. Për të automatizuar këtë proces dhe për të optimizuar kohën përdoren
makinat, të cilat thjeshtojnë procesin e detyrave dhe mësimdhënies në përgjithësi.
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Duke u bazuar në hulumtimet e bëra deri më tash [1-4], shohim se aplikimi i teknikave të
ML në edukim ka rol të rëndësishëm. Përdorimi i algoritmeve të ML, i bëjnë procese të
mësimdhënies më të lehta, më të shpejta dhe më efikase në krahasim kur ato bëhen në
mënyrë manuale. Një nga përfitimet kryesore është identifikimi i nevojave të secilit student
në mënyrë që të bëhet dallimet mes problemeve të përgjithshme për klasën dhe atyre
specifike për studentët individualë.
3.2

Mësimi i personalizuar

Termi mësim i personalizuar aktualisht është një frazë shumë e njohur në literaturën
shkencore. Mësimi i personalizuar i referohet udhëzimeve në të cilin ritmi i mësimit dhe
qasja mësimore janë optimizuar për nevojat e secilit student. Objektivat e të mësuarit,
qasjet mësimore dhe përmbajtja mësimore mund të ndryshojnë në bazë të nevojave të
studentit [4].
Mësimi i personalizuar ka për qëllim të përshpejtojë procesin mësimor duke përshtatur
mjedisin - çfarë, kur, si dhe ku mësojnë studentët - për të adresuar nevojat, aftësitë,
interesat dhe qëllimet akademike të secilit student1.
Prandaj, strategjitë për mësim të personalizuar duhet të zhvillohen më vetëdije dhe kujdes
të shtuar, sepse mësimdhënia dhe mësimënxënia janë qasje shumë më të vështira se sa
ligjëratat e gjata me pak ndërveprim mes studentëve dhe mësueseve apo mes studentëve ose
qasja ku mësuesi përsërit ushtrime nga një libër shkollor ose studenti lexon atë [5].
Duke ju referuar [4], ekzistojnë disa qasje për mësim të personalizuar:
o Të mësuarit adaptues (ang. adaptive learning) - teknologjia e përdorur për të
caktuar burime njerëzore ose digjitale për student bazuar në nevojat e tyre unike.
o Mësimi i individualizuar (ang. individualized learning) - ritmi i mësimit rregullohet
për të përmbushur nevojat e studentëve individualë.

1

https://curriculumredesign.org/wp-content/uploads/PersonalizedLearning_CCR_May2017.pdf
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o Të mësuarit e diferencuar (ang. differentiated learning) - qasja ndaj të mësuarit
rregullohet për të përmbushur nevojat e studenteve individualë.
Për të implementuar mësimin e personalizuar, së pari duhet të integrohet profili i studentëve
duke përfshirë nivelin mësimor, interesat dhe qëllimet akademike, i cili bazohet në modelet
te ndryshme, varësisht domenit, p.sh., modeli: FSLSM (Felder-Silverman Learning Styles
Model – Modeli i Stileve të të Mësuarit Felder-Silveman). FSLSM është modeli më i
përshtatshëm i stileve të të mësuarit për Shkencë, Teknologji, Inxhinieri, Matematikë dhe
E-Learning [6,7].
Konceptet kryesore të mësimit të personalizuar janë profili i studentëve dhe rruga
mësimore, të cilat janë shpjeguar në vazhdim.
3.3

Personalizimi i profileve

Profili i studentëve është një nga komponentët thelbësorë të mësimit të personalizuar, i cili
përmban burime të rëndësishme informacioni, duke përfshirë jo vetëm informacione
themelore siç janë emri, mosha dhe gjinia e studentëve, por edhe karakteristika të tjera si:
motivimi, qëllimet, aftësitë dhe stilet e të mësuarit [8]. Karakteristika këto që përdoren për
të përcaktuar rrugët e veçanta për secilin student, në mënyrë që të plotësohen nevojat dhe
kërkesat e secilit prej tyre.
Disa nga karakteristikat kryesore që janë përdorur në punime të ndryshme shkencore janë:
stilet e të mësuarit, arritjet arsimore paraprake, personaliteti, paraqitja sociale, faktorët e
mjedisit dhe ekipit [24].
3.4

Rrugët mësimore

Termi rrugë mësimore i referohet njësive, kurseve, programeve akademike dhe mundësive
të ndryshme që një student mund t’i përshtat sipas qëllimeve dhe interesave të tij dhe
mënyrës se si dëshiron t’i zhvillojë aftësitë profesionale.
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Në përgjithësi, rrugët e të mësuarit kanë të bëjnë më mësim të bazuar në aftësi përkatësisht
në përvoje mësimore e jo në procesin e zhvillimit të mësimit, kjo nënkupton që është e
rëndësishme se çfarë njohurish dhe aftësish fitojnë studentët sesa procesi se si ose ku
studentët fitojnë ato aftësitë dhe njohuritë.
Në literaturë, rrugët mësimore njihen edhe si shtigje të shumëfishta ose rrugë të
personalizuara [29], ndërtimi i të cilave përshtatet me profilin e studentëve, në mënyrë që të
lehtësojë ritmin e mësimit dhe t’i plotësojë kërkesat dhe nevojat e secilit student.
Rrugët e të mësuarit janë ndërtuar mbi idenë që mënyra e të mësuarit duhet të vlerësohet në
mënyrë të vazhdueshme dhe të barabartë, pavarësisht nëse studentët mësojnë në shkollë,
jashtë shkolle ose në platforma të ndryshme. Gjithashtu merret parasysh nëse një koncept
një student e mëson përmes leximit dhe hulumtimit, ndërsa një student tjetër të njëjtin
koncept e mëson përmes një përvoje vullnetare ose praktike.
Në vazhdim është dhënë një shembull i rrugëve mësimore, ku janë paraqitur disa njësi dhe
rruga për të kaluar nga një njësi tek tjetra. Nëse shihet Figura 3, për të arritur tek Njësia D,
studentët mund të zgjedhin rrugën 1-2-4 ose rrugën 1-4, kjo nënkupton që studentët kanë
mundësit të zgjedhin rrugën e cila i plotëson qëllimet e tyre.

Figura 3. Rruga mësimore
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3.5

Punimet e ngjashme shkencore

Në hulumtimin [7] janë shtjelluar stilet e të mësuarit dhe rëndësia e tyre në procesin e të
mësuarit. Të mësuarit është proces i pranimit dhe përpunimit të informacioneve, që
ndryshon varësisht nga studentet, pasi që, secili student ka qëndrim dhe qasje të ndryshëm
për të mësuar. Disa studentë mësojnë nga diagramet, demonstrimet dhe grafikët, të tjerët
mësojnë duke dëgjuar dhe diskutuar. Disa studente mësojnë nga faktet, të dhënat dhe
eksperimentet, ndërsa të tjerët mësojnë me arsyetim dhe logjikë. Disa studentë mësojnë
duke mësuar përmendësh dhe duke vizatuar analogji, ndërsa të tjerët mësojnë duke ndërtuar
modele matematikore.
Sipas [7] stilet e të mësuarit që kanë rol të rëndësishme në pranimin dhe përpunimin e
informacioneve janë shpjeguar në vazhdim:
•

Studentet intuitivë dhe të ndjeshëm (ang. Sensing and Intuitive Learners) - janë dy
nga qasjet që përdorën nga njerëzit për të marr informacione. Ndjesia përfshinë
perceptimin direkt dhe mbledhjen e të dhënave më anë të shqisave, ndërsa intuita
përfshinë perceptimin indirekt, informacioni buron nga imagjinata, spekulimet e
pavetëdijshme, reflektimi dhe memoria e brendshme.
Disa nga karakteristikat më të cilat veçohen studentet ndijorë janë: memorizimi i
fakteve, zgjidhja e problemeve me metoda standarde, janë të durueshëm me detaje,
janë të kujdesshëm, nuk ju pëlqejnë komplikimet dhe mund të jenë të ngadaltë.
Ndërsa karakteristikat më të cilat veçohen studentët intuitiv janë: mësimi nga
parimet dhe teoritë, janë të mirë në kuptimin e koncepteve të reja, nuk e pëlqejnë
përsëritjen, janë të shpejtë por mund të jenë të pakujdesshëm.
Një nga arsyet që studentët ndijor kanë performancë të dobët në test është nevoja
për të lexuar pyetjen disa herë para se të përgjigjen, ndërsa studentët intuitivë
tregojnë performancë të dobët për arsye se janë të pa durueshëm, përgjigjen në
pyetje pa i lexuar plotësisht dhe pa ju kushtuar rëndësi detajeve.

•

Studentet vizual dhe dëgjimor (ang. Visual and Auditory Learners) - të mësuarit
vizual dhe dëgjimor janë qasje që përdoren në procesin e të mësuarit gjatë
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perceptimit të informacionit. Studentët vizual mësojnë nga fotografitë, diagramet,
grafikët, videot dhe demonstrimet. Ndërsa, studentët dëgjues mësojnë nga ajo që
dëgjojnë, preferojnë diskutime, shpjegime verbale dhe mësojnë në mënyrë efektive
duke shpjeguar gjërat për të tjerët.
Në punimin [7] theksohet se shumica e personave të moshës së kolegjit dhe më të
vjetër janë vizuale ndërsa shumica e mësimeve në kolegj janë verbale, mësimet
kryesisht jepen në formë verbale ose në mënyrë vizuale. Kështu që ekziston një
mospërputhje mes stilit të mësimit dhe mësimdhënies.
Nga një studim i bërë thuhet se studentet mbajnë në mend 10% atë që lexojnë, 26%
atë që dëgjojnë, 30% atë që shohin, 50% atë që shohin dhe dëgjojnë, 70% atë që
thonë, dhe 90% atë që thonë kur bëjnë diçka [7].
•

Studentet induktiv dhe deduktiv (ang. Inductive and Deductive Learners) induktiviteti dhe deduktiviteti janë dy qasje mësimore shumë të dallueshme dhe të
kundërta më njëra tjetrën. Të dy qasjet ofrojnë përparësi të caktuara. Induksioni
është një nga qasjet ku studentet mësojnë nga të dhënat si vëzhgimet, matjet,
rregullat, ligjet dhe teoritë, ndërsa studentet deduktiv mësojnë nga faktet dhe shifrat.

•

Studentet aktiv dhe reflektues (ang. Active and Reflective Learners) - të mësuarit
aktiv dhe reflektiv i referohet përpunimit të informacionit. Studentët aktiv dhe
reflektiv janë në relacion më konceptet ekstrovert dhe introvert. Studentët aktiv
preferojnë të provojnë gjërat dhe të punojnë me të tjerët, ndërsa studentët reflektues
preferojnë të mendojnë gjërat dhe të punojnë vetëm.
Një student aktiv është dikush që ndihet më i qetë ose është më i mirë në
eksperimentim sesa vëzhgim reflektues, mëson mirë në grupe të vogla dhe në klasa
ku profesorët caktojnë një problem të vogël që mund të bëjnë individualisht ose në
grupe, nuk mëson në situata që kërkohet të jenë pasiv siç janë shumica e ligjëratave.
Ndërsa, studentet reflektues janë më të mirë në vëzhgim reflektues se sa në një
eksperiment aktiv, nuk mësojnë shumë në situata që nuk ofrojnë mundësi për të
menduar për informacionin që paraqitet, punojnë më mirë vetë ose me më së shumti
një person tjetër, kanë tendencë të jenë teoricienë.
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•

Studentet sekuencial dhe global (ang. Sequential and Global Learners) - të mësuarit
sekuencial dhe global i referohet përmirësimit të të kuptuarit. Studentët sekuencial
ndërmarrin hapa logjik drejt rezultatit, ndërsa studentët global përqendrohen në
cakun (big picture) dhe ndjekin instinktet e tyre ose supozojnë idenë kryesore.
Disa nga karakteristikat më të cilat veçohen studentët sekuencial janë: ndjekin
proceset lineare në zgjidhjen e problemeve, punojnë me materiale kur e kuptojnë atë
pjesërisht, bëjnë më të mirën kur kanë të bëjnë në mënyrë të vazhdueshme me
materiale komplekse dhe të vështira.
Ndërsa, karakteristikat më të cilat veçohen studentët global janë: ndjekja e hapave
intuitivë, mund të mos jenë në gjendje të sqarojnë zgjidhjen e fituar, pëlqejnë
përgjigjet e shkurtra, mund të kenë vështirësi të mëdha për të punuar me materiale
që nuk i kuptojnë tërësisht, janë më të mirë në të menduar divergjent dhe sintezë,
bëjnë më të mirën kur kanë të bëjnë drejtpërdrejt me materiale komplekse dhe të
vështira.

Autori [7] ka propozuar disa teknikat për adresimin e stileve të të mësuarit, si më poshtë:
(i)

Mësimi i motivuar,

(ii)

Sigurimi i informacioneve konkrete dhe abstrakte,

(iii)

Sigurimi i materialit që thekson metodat praktike të zgjidhjes së problemit,

(iv)

Sigurimi i ilustrimeve për modelet intuitive dhe sensibilizuese,

(v)

Përdorimi i metodave shkencore për materialet teorike,

(vi)

Përdorimi i fotografive dhe grafikëve gjatë prezantimit të materialit teorik,

(vii)

Përgatitja e ushtrimeve praktike,

(viii)

Diskutimi me studentët për stilet e të mësuarit etj.

Si përfundim, stilet e të mësuarit në punimin [7] kanë rol të rëndësishëm në jetën e
studenteve, pasi që, njohja e stilit të të mësuarit rezulton më mësim më të lehtë, më të
shpejtë dhe më të suksesshëm, ndihmon studentet të mësojnë, të zgjidhin problemet në
mënyrë më të efektshme dhe të bëhen më autonom dhe të përgjegjshëm për mësimin e tyre.
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Njohja e stilit të të mësuarit, gjithashtu, i ndihmon profesorët të hartojnë plane mësimore që
të përputhen më stilet e studenteve.
Në punimin [24] është trajtuar zhvillimi i një kornize për mësim të personalizuar duke u
bazuar në algoritmet e mësimit pa mbikëqyrje dhe Reinforcement Learning (tutje: RL). Pasi
që sistemet e mësimit të personalizuar janë shumë dinamike dhe RL konsiderohet si një
ndër teknikat më efektive për modelimin e veçorive të sistemeve të tilla. Në kuadër të RL
janë përdor metoda të ndryshme si metoda Monte Carlo, metodat e Temporal Difference
për të përditësuar veprimet dhe algoritmi Q-learning për të vendosur rregulla për veprimet e
ndërmarra, duke marr parasysh gjendjen aktuale dhe historinë e ndërveprimeve të sistemit
me mjedisin.

Interface

Retrieve
Student's
Data

Identify
Student's
Current State

Provide List of
Suggested
Actions

Measure
Rewards

Identufy
Student's New
State

Update StateAction

Student’s
Database

Figura 4. Korniza e sistemit të propozuar [24].

Figura 4, paraqet komponentët kryesore të kornizës, të cilat janë të lidhura më ndërfaqen e
përdoruesit dhe bazën e të dhënave të studentit, si dhe janë paraqitur hapat konkret që duhet
15

ndjekur për realizimin e mësimit të personalizuar për studentët e ndryshëm. Hapi i parë,
kërkesa vjen nga studenti, atëherë sistemi fillimisht kërkon të dhënat e studentit dhe i
vendos ato në matricën gjendje-veprim, pastaj në hapin e dytë identifikon gjendjet
momentale. Në hapin e tretë ofron një listë të veprimeve të sugjeruara e cila zakonisht
përfshinë materiale mësimore. Në hapin e katër, bënë matjen e shpërblimit që caktohet nga
studenti të cilit i kërkohet të vlerësojë sa është i kënaqur me materialin e rekomanduar dhe
ndërveprimin me sistemin, pastaj në hapin e pestë identifikon gjendjen e re të studentit dhe
për fund përditëson matricën gjendje-veprim.
Profili i studentëve sipas [24] është personalizuar duke marr parasysh karakteristikat si më
poshtë:
(i)

Tiparet e personalitetit (çiltërsia, vetëdija, pajtueshmëria, stresi, shoqëror)

(ii)

Stilet e të mësuarit (aktivist, reflektorë, teorisë, pragmatistë, dëgjues, vizualizues
gjuhësor, dëgjues gjuhësor, vizualizues numerik, kombinuar)

(iii)

Arritjet arsimore paraprake

(iv)

Shkathtësitë intelektuale

(v)

Motivimi

(vi)

Paraqitja sociale

(vii)

Faktorët që kanë të bëjnë me ekipin: njohuritë e përbashkëta, siguria
psikologjike, fuqia dhe ndërvarësia

(viii)

Faktorët e orientuar mësuesit: familjarizimi me teknikat dhe besimi

(ix)

Faktorët që lidhen me mjedisin:

mungesa e kohës, ndriçimi, temperatura,

zhurma.
Autori [24] për të vlerësuar performancën e kësaj kornize ka simuluar një eksperiment, ku
përdorën 20 gjendje dhe 20 veprime, nga ku fitohet matrica gjendje-veprim me dimensione
20x20. Matrica popullohet me Q-vlera, të cilat shpërndahen në mënyrë normale me
mesatare 0 dhe devijimin standard 1, ndërsa shpërblimi i 20 veprimeve për secilën gjendje
është gjeneruar në mënyrë të rastësishme, duke përfshirë 10 veprimet që kishin shpërblime
negative ndërsa 10 të tjera pozitive. Për zgjedhjen e veprimeve është përdorur metoda ε16

greedy, ku ε është vendosur të jetë 0.1. Ky sistem është përdorur nga 10 student, me 100
përsëritje, ku si pjesë e simulimit eksperimentues është paraqitur numri i veprimeve që kanë
marr shpërblim pozitiv për secilën sjellje të tyre. Dhe si rezultat numri i veprimeve të
sugjeruara më shpërblim pozitiv rritet, me rritjen e përsëritjeve. Kjo tregon që sistemi i
simuluar është në gjendje të gjejë veprimet më të mira për secilin student pas një numri të
mjaftueshëm përsëritjesh (numri i përsëritjeve ndryshon varësisht studenteve, p.sh, për
njërin nga studentët pjesëmarrës në eksperiment numri i përsëritjeve është 30, për një tjetër
student është 40 dhe për një tjetër është 90.
Si përfundim, korniza e propozuar në [24] u mundëson studentëve të personalizojnë
mësimin e tyre duke shqyrtuar veçoritë e materialeve mësimore, si dhe duke sugjeruar
veçori të reja. Pastaj, bazuar në historinë e gjendjes-veprime të secilit student, sistemi
propozon mjedisin më të mirë për çdonjërin.
Në hulumtimin [25] është trajtuar zhvillimi i një kornize analitike të të mësuarit, si një mjet
për të përmirësuar mësimin e personalizuar. Analitika e të mësuarit përqendrohet në matjen,
grumbullimin, analizimin dhe raportimin e të dhënave të studentëve në mënyrë që të
kuptohen dhe përmirësohen përvojat e mësimit të personalizuar në një nivel optimal.
Analitika e të mësuarit është e lidhur edhe me analitiken akademike e cila përqendrohet në
përmirësimin e proceseve organizative, rrjedhës të punës, alokimin e burimeve dhe matjen
institucionale, përmes përdorimit të të dhënave të studentëve, akademikëve dhe
institucioneve.
Figura 5, paraqet kornizën për matjen e analitikes së të mësuarit, e cila përbëhet nga
Learning Platform që ka dy pajisje mësimore të ndërveprimit Reading Activity dhe Video
Activity. Këto pajisje shfrytëzohen nga studentet për të kryer aktivitete si leximi i një faqe,
theksimi i një pjese, vendosja e një shënimi, shikimi i një videos, marrja e shënimeve nga
video etj. Këto aktiviteteve regjistrohen nga aplikacionet e ndërveprimit Reading App dhe
Video App, të cilët ndërveprojnë me Reading Metric Profile dhe Video Metric Profile.
Pastaj me anë të Sensor API Endpoint URL ndër-veprohet me pajisjet mësimore, URL jepet
nga Analytics Service dhe ka një API Key që aprovon qasjen.
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Figura 5. Korniza për matjen e analitikes së të mësuarit [25].

Autori [25] ka trajtuar mësimin analitik në një mjedis të personalizuar. Figura 6, paraqet
mjedisin e personalizuar të mësimit. Si pjesë e mjedisit të personalizuar është ndërfaqja e
përdoruesit e cila siguron komunikim mes studentëve dhe mësuesve, si dhe mundëson
gjenerimin e raporteve dhe paneleve të ndryshme bazuar në librari dhe lloje të ndryshme të
diagrameve. Për të udhëhequr mësimin përdoren vlerësimet zhvillimore dhe përmbledhëse.
Vlerësimet zhvillimore u japin të dhëna studentëve dhe instruktorëve rreth ekzekutimit
aktual të një objekti mësimor dhe kanë për qëllim të zbulojnë cilësitë dhe mangësitë e
studenteve. Vlerësimet përmbledhëse japin të dhëna vlerësuese rreth stafit, nivelit të
njohurive, teknikave dhe strategjive të përdorura gjatë zhvillimit të mësimit. Pastaj,
llogaritësi i mësimit analitik ndërvepron më këto vlerësime, bazën e të dhënave në të cilën
ruhen profilet e personalizuara të studenteve dhe bazën e të dhënave ku regjistrohen
mësimet. Baza e të dhënave ku ruhen mësimet ndërvepron më komponentin që analizon të
dhënat e mbledhura nga bashkëveprimi i përdoruesve me teknologji arsimore dhe të
18

informacionit si dhe vlerësimet, që përbëhen nga vlerësimet e studenteve, vlerësimet
përmbledhëse dhe ato formuese.

Student Learning
Interface

Educator Interface

User Interface

Student Achievement, Staff Performance Reviews, At Risk Students,
Selection Criteria, Effectiveness of Teaching Strategies, Refinement
of Teaching and Learning Strategies, Reputation and Accreditation
of Program

Personalized
user profile

Learning Analytics Processor
Learning
Record

Assessment
Student Evaluation, Summative
Assessment, Formative Assessment
Capture and Analyses Data
Statistics, Machine Learning,
Artificial Intelligent, Information
Retrieval

Figura 6. Mësimi analitik në një mjedis të personalizuar [25]

Si përfundim, qasja e mësimit të personalizuara në punimin [25] përqendrohet në
përforcimin e të mësuarit, duke i nxitur studentet që të aplikojnë metodologjitë e të
mësuarit që funksionojnë në mënyrën më të mirë për ta, të krijohet një profil i pikave të
forta dhe të dobëta për secilin student dhe të largohet kurrikula aktuale e standardizuar.

19

Në punimin [26] është propozuar një sistem mësimor adaptues i cili përqendrohet në
personalitetin e studenteve. Sistemi u zhvillua duke përdorur Naïve Bayer Classifiers dhe
sistemin e bazuar në rregulla për të ndërtuar rrugët e të mësuarit sipas aftësive meta-njohëse
të studentëve dhe stileve të të mësuarit, të cilët u identifikuan duke përdorur Metacognitive
Awareness Index. Naïve Bayer Classifiers u zgjodh për të modeluar aftësitë meta-njohëse
për arsye të shpejtësisë së përpunimit dhe saktësisë së lartë, efikasitetit dhe përdorimit të
gjerë në parashikimin e preferencave të përdoruesve për mësimin elektronik. Kurse, sistemi
i bazuar në rregulla u zgjodh sepse të dhënat e përdorura në këtë studim ishin të dhëna
përcaktuese dhe ishin të përshtatshme për këtë sistem.
Autori [26] për të vlerësuar që sistemi është i pranueshëm ka zhvilluar një eksperiment me
studentët e universitetit DTETI Universitas Gadjah Mada2, ku si mostër janë marr 90
persona për të cilët kanë kryer testin e besueshmërisë dhe vlefshmërisë, që treguan rezultat
prej 88.1%, ndërsa saktësia e stilit të mësuarit ishte 97.25%.
Si përfundim, sistemi i zhvilluar në punimin [26] është i pranueshëm dhe i aftë për të
përfaqësuar një ekspert.
Në punimin [27] është zhvilluar një sistem për krijimin e rrugëve dinamike të të mësuarit
bazuar në algoritmin Parallel Particle Swarm Optimization, i cili është pjesë e inteligjencës
artificiale dhe përdoret për të analizuar dhe parashikuar në mënyrë të vazhdueshme rrugën
dinamike të të mësuarit.
Algoritmi PPSO përdor tufa grimcash. Çdo njësi e një tufe quhet grimcë, dhe çdo grimcë
është përgjegjëse për gjurmimin e gjendjes së saj duke përdorur një funksion përshtatje që
vlerëson performancën e grimcave në çdo përsëritje. Gjithashtu, çdo grimcë shoqërohet me
një shpejtësi përkatëse që ndihmon grimcën të lëvizë në pozicionin më të mirë dhe çdo
grimcë në tufë kërkon zgjidhje në hapësirën shumëdimensionale për të gjetur zgjidhjen më
të mirë. Konvergjenca e PPSO varet nga pozicioni grimcave dhe pozicioni më i mirë global
i tufës. Parashikimi i rrugëve dinamike të të mësuarit bazohet në hapat konkret:

2

http://sarjana.jteti.ugm.ac.id/
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(i)

Merren të dhënat e studenteve në bazën e të dhënave,

(ii)

Klasifikohen studentet në katër nivele: Fillestar, I ndërmjetëm, Avancuar dhe
Ekspert. Këto nivele llogariten në bazë të aftësisë (aftësive njohëse dhe metanjohëse) nga [0 në 1].

(iii)

Gjenerimi i profilit të studentit dhe ruajtja e informacioneve në bazën e të dhënave
për parashikimet e ardhshme,

(iv)

Përdorimi i të dhënave të grumbulluara në bazën e të dhënave për të parashikuar
rrugët dinamike të të mësuarit.

Duke përdorur algoritmin PPSO studentët grupohen në bazë të vlerave të kompetencës dhe
meta kompetencës së tyre. Pastaj, parashikohen rrugët dinamike të të mësuarit duke
përdorur vlera të ngjashme nga profili i studentëve. Gjithashtu, vlerësohen parametrat e
saktësisë dhe ndjeshmërisë, si dhe njohuritë speciale të të mësuarit të studentëve duke
përdorur metrikun e aftësisë.
Në Figurën 7, është paraqitur arkitektura e sistemit dhe hapat konkret të implementimit të
algoritmit PPSO. Hapi i parë, të dhënat e studenteve mblidhen nga Moodle, Eclipse dhe
NetBeans. Pastaj, të dhënat e mbledhura dërgohen tek menaxheri i ruajtjes së të dhënave
dhe para-përpunuesi i të dhënave. Të dhënat e para-përpunuar të studenteve ruhen në bazën
e dhënave Cassandra për përpunim të mëtutjeshëm.
Të dhënat e para-përpunuara shndërrohen në vlera të kompetencës dhe meta-kompetencës
dhe ruhen në bazën e të dhënave për operacionet e ardhshme. Pastaj, selektuesi zgjedh
karakteristikat e kërkuara që janë të rëndësishme për parashikimin e rrugës dinamike të
mësimit, siç janë: aftësitë e përcaktuara nga taksonomia Bloom3 dhe vlerat e kompetencës
dhe meta kompetencës. Dhe në fund, informacionet për profilin e studentit dhe parashikimi
i rrugës dinamike të të mësuarit ruhen në bazën e të dhënave për parashikimet e ardhshme.

3

https://cft.vanderbilt.edu/guides-sub-pages/bloomstaxonomy/#:~:text=Familiarly%20known%20as%20Bloom's%20Taxonomy,Analysis%2C%20Synthesis%2C
%20and%20Evaluation
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Autori i punimit [27] për të analizuar performancën e studentëve në kursin e gjuhës
programuese Java, ka realizuar një eksperiment më studentet e vitit të parë të inxhinierisë.
Në këtë eksperiment janë përfshirë rreth 2000 student, për të cilët janë mbledhur të dhëna
për stilet e të mësuarit dhe strategjitë adaptive.
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Data Files
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Eclipse IDE

2–Store Input
Data Files

Data
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path and learners
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in DB

Dynamic
Learning Path
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Figura 7. Arkitektura e sistemit [27].

Për simulimin e të dhënave të studenteve në kohë reale është përdorur shpërndarjen
Poisson. Sistemi i propozuar është i qasshëm për N student në intervalin λ. Parametrat e
simulimit janë: numri i studenteve (2000-10000), numri i eksperimenteve për student (100200), Swarm Size (Minimum 100 (Dynamic)), numri i grupimeve (4, Fillestar, I
ndërmjetëm, Avancuar dhe Ekspert), Përfundimi i kritereve (100-1000, Numri i
përsëritjeve), Dimensioni i problemit (2-N, Dinamik), dhe C1 & C2 (0.2 & 0.2). Duke
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përdorur të dhënat e simuluara, 25% e të dhënave janë përdorur për trajnim dhe pjesa tjetër
prej 75% për testim.
Ndërsa, për të parashikuar rrugën dinamike të të mësuarit janë prezantuar dy parametra:
Cluster-To-Cluster Distance dhe Member-To-Cluster Distance. Këta parametra janë
llogaritur në intervale të ndryshme kohore, bazuar në masat e ngjashmërisë dhe distancën
euklidiane. Dhe si rezultat niveli i aftësive të studentëve rritet gradualisht në çdo interval,
që do të thotë sistemi i propozuar përmirëson vazhdimisht aftësinë e të mësuarit të
studenteve në kursin e gjuhës programuese Java.
Si përfundim, zgjidhja analitike e propozuar në punimin [27] ofron parashikime të sakta
dhe efikase dhe kohë më të shkurtër për të parashikuar rrugët dinamike të të mësuarit.
Gjithashtu kjo qasje trajton të dhënat e vazhdueshme dhe bënë parashikime në lidhje me
rrugët dinamike të të mësuarit bazuar në kompetencat dhe meta-kompetencat në kohë reale,
gjë që shmang nevojën që studentet të bëjnë editim sa herë që arrijnë të dhëna të reja.
Në punimin [10] janë paraqitur karakteristikat e studentëve që modelohen për
personalizimin e mësimit si dhe metodat dhe teknikat e ndryshme që përdoren për të
modeluar këto karakteristika. Karakteristikat kryesore për modelimin e studenteve janë:
niveli i njohurive, gabimet dhe keqkuptimet, karakteristikat njohëse, karakteristikat afektive
dhe karakteristikat meta-njohëse.
Sipas autorit [10] niveli i njohurive është një ndër karakteristikat më të zakonshme të një
modeli, ku njohuritë i referohen njohurive paraprake të një studenti në fushën e njohurive,
si dhe nivelin aktual të njohurive, që vlerësohen përmes pyetësorëve dhe testeve që studenti
plotëson gjatë procesit mësimor. Përmes pyetësorëve dhe provave identifikohen edhe
gabimet e studenteve si dhe vëzhgohen veprimet e tyre gjatë procesit mësimor, me qëllim
që secili student të sigurojë mbështetje të personalizuar. Në modelimin e studentëve
përshkruhen edhe karakteristikat njohëse të cilat i referohen si vëmendja, aftësia për të
mësuar dhe kuptuar, memoria, perceptimi, përqendrimi, aftësitë bashkëpunuese, aftësitë për
të zgjidhur problemet dhe marrja e vendimeve, analizimi i aftësive, të menduarit kritik, stili
i të mësuarit dhe preferencat. Në procesin e të mësuarit dhe performancën e studentëve
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ndikojnë edhe karakteristikat afektive që përshkruajnë gjendjen emocionale të studentëve
dhe karakteristika e fundit që është trajtuar në këtë punim është karakteristika meta-njohëse
e cila ka të bëjë me monitorimin dhe drejtimin e proceseve mësimore dhe përfshinë
motivimin, reflektimin, vetë-vlerësimin, vetëdijesimin, vetë-monitorimin dhe vetërregullimin.
Për të modeluar këto karakteristika janë përdorur teknikat dhe metoda të ndryshme si
metoda e mbivendosjes, stereotipi, mësimi i makinave, rrjeti Bayesian, modeli i bazuar në
kufizime, modeli i bazuar në ontologji, teoria njohëse dhe logjika e paqartë.
Rezultatet e hulumtimit [10] demonstruan se:
(i)

Teknika për modelimin e studentëve që preferohet për të modeluar nivelin e
njohurive është metoda e mbivendosjes

(ii)

Për të modeluar gabimet dhe keqkuptimet e studentëve preferohet modeli i
bazuar në kufizime

(iii)

Për të modeluar karakteristikat njohëse preferohen stereotipi, logjika e paqartë
dhe rrjeti Bayesian

(iv)

Logjika e paqartë dhe rrjeti Bayesian përdoren për të modeluar edhe
karakteristikat njohëse dhe meta-njohës

(v)

Emocionet e studentëve dhe karakteristikat njohëse modelohen edhe me teknikat
e mësimit të makinave.

Si përfundim, karakteristikat e shqyrtuara në punimin [10] janë shumë interesante dhe të
dobishme për studiuesit, dizajnuesit dhe zhvilluesit e sistemeve arsimore dhe modelet e
studentëve.
Në punimin [28] është zhvilluar një metodë për personalizimin e njësive mësimore sipas
stileve të të mësuarit. Kjo metodë bazohet në algoritmin Ant Colony Optimization (ACO)
dhe aplikohet në kontekstin e mësimit elektronik. ACO është një algoritëm për gjetjen e
rrugëve optimale dhe bazohet në sjelljet e milingonave, të cilat lëvizin nëpër nyje të
ndryshme dhe lëvizja e tyre përcjellët me shigjeta. Në këtë mënyrë, çdo milingonë
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gradualisht ndërton zgjidhje për problemin dhe mbledh informacione për të drejtuar
kërkimin për milingonat e tjera.
Autori [28] ka realizuar një eksperiment më 619 student të klasave tetë dhe nëntë, në lëndën
e Matematikës, përkatësisht temat “Ekuacionet lineare” dhe “Ekuacioni kuadratik jo i
plotë”. Këta studentë u testuan në dy versione të ndryshme, versioni parë ishte sistem pa
rekomandues, në të cilin u testuan 88 student, ndërsa versioni i dytë ishte sistem me
rekomandues dhe në këtë sistem u testuan 531 student.
Për të analizuar rezultatet, u caktuan tre gupe krahasuese grupi i parë i studentëve përdorën
më pak se 30% rekomandime, grupi i dytë përdorën nga 30% deri në 70% rekomandime,
dhe grupi i tretë përdorën më shumë se 70% rekomandime.
Studentët që përdorën rekomandime arritën rezultate më të larta në mësime si dhe nga
krahasimi i mesatares së kohës që kaluan për të mësuar në mesin e të gjitha grupeve,
studentët që nuk përdorën rekomandimet kaluan më shumë kohë se ata që përdorën
rekomandime. Ndërsa, nga krahasimi i studentëve që morën 30% deri në 70%
rekomandime dhe atyre që morën më shumë se 70% rekomandime, rezultojë që studentët
që morën më shumë se 70% rekomandime kaluan më shumë kohë për të mësuar sesa ata që
morën nga 30% në 70% të rekomandimeve.
Si përfundim, metoda e zhvilluar për personalizimin e njësive mësimore në punimin [28]
është praktikisht e zbatueshme dhe rrit cilësinë e mësimit.
Në punimin [29] është zhvilluar korniza EDUC8 për integrimin e rrugëve të të mësuarit,
duke përdorur komponentët e mësimit të makinave. Kjo kornizë ofron personalizimin dhe
parametrizimin e rrugëve të të mësuarit, duke synuar optimizmin e cilësisë së shërbimeve të
ofruara nga institucionet e larta të edukimit.
Për modelimin e rrugëve të të mësuarit, janë identifikuar dy çështje të rëndësishme: niveli i
besimit të këshilltarëve akademikë dhe niveli i para shikueshmërisë së kursit akademik.
Bazuar në këto dy çështje, janë përshkruar:
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•

Bus models - përdoren për procese me para shikueshmëri të larta të mësimit, me
nivel të lartë besimi nga këshilltarët akademikë dhe nivelin e para shikueshmërisë.
Për këto procese, rrugët mund të përdoren si matrica time-task.

•

Tree models - përdoren për procese më pak të parashikueshme në të cilat studentët
përballen me dilema në zgjedhjen e drejtimit akademik. Ky model përdoret për
proceset e të mësuarit, të cilat përmbajnë vendime kritike.

•

Modele komplekse - përdoren për proceset e paparashikueshme të mësimit me
besim të ulët nga këshilltari akademik dhe niveli i ulët i para shikueshmërisë në të
cilin është e nevojshme që të bëhen takime të shpeshta këshilluese akademike për të
qenë në gjendje të organizojnë dhe strukturojnë procesin. Në modele të tilla, matrica
time-task ndryshohet në matricen goal-task.

EDUC8 Ontology ofron infrastrukturë ontologjike të mjedisit EDUC8 për modelimin e
rrugëve të të mësuarit, për sa i përket strukturës dhe përmbajtjes, bazuar në katër domene
kryesore: domeni i studentit, rruga e mësimit, domeni organizativ dhe domeni i sigurimit të
cilësisë.
Domeni i studentit ruan informacione rreth studentit që përfaqësojnë parametra të
rëndësishëm që ndikojnë në procesin e vendimmarrjes. Rruga e mësimit përshkruajnë
blloqet e ndërtimit të rrugëve të mësimit. Domeni organizativ përfshin dimensionet
biznesore dhe financiar të një rruge mësimi. Dhe domeni i sigurimit së cilësisë modelon
procedurën e sigurimit të cilësisë në fushën e Arsimit të Lartë.
Autori [29] për të verifikuar efektivitetin e qasjes së propozuar, ka realizuar një
eksperiment në departamentin e Shkencave Kompjuterike dhe Inxhinierisë së TEI të
Thesalisë, Greqi. Në këtë eksperiment është përdorur një bazë të dhënash që përfshinte 200
regjistrime.
Për mbledhjen e të dhënave të studentëve është përdorur klasterizimi i pa mbikëqyrur,
përkatësisht algoritmi K-Means.
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Në këtë eksperiment algoritmi K-means është implementuar për k që varjojnë nga 2 në 5
dhe është aplikuar Principal Component Analysis (tutje: PCA) në mënyrë që të zvogëlohet
dimensioni i të dhënave dhe të rritet vizualizimi i tyre. Cilësia e prodhuar nga PCA ishte
96.95% duke zvogëluar dimensionin nga 3D në 2D, kështu që rezultatet e marra janë
jashtëzakonisht të sakta duke marr parasysh cilësinë e tyre.
Si përfundim, korniza EDUC8 e zhvilluar në punimin [29] kontribuon në zhvillimin e
rrugëve të të mësuarit më qëllim të optimizmit të shërbimeve arsimore.
Brenda kësaj teme të diplomës, bazuar në arkitekturat e rishikuara [24, 25, 26, 27, 28, 29]
është propozuar një model për modelimin e rrugëve të personalizuara për secilin student.
Ky sistem ngjason me punimet e rishikuara pasi që përbëhet nga ndërfaqja e përdoruesit
dhe baza e të dhënave që janë të ndërlidhura më komponentët e tjera që mundësojnë
regjistrimin në sistem, testimin e njohurive paraprake, testimin e njohurive të fituara.
Ky sistem dallon nga sistemet tjera për faktin që mundëson zgjedhjen e disa një e më
shumë njësive për të krijuar një rrugë të personalizuar mësimore, gjithashtu ky sistem për
çdo njësi mësimore që arrihet rezultat 50% sistemi ofron mundësin për të vazhduar me
material më të avancuara. Gjithashtu, në këtë sistem nuk janë përdorur teknikat e njëjta të
implementimit.
Për me tutje, fillimisht janë shpjeguar teknikat për personalizimin e profilit dhe algoritmet e
mësimit të makinave, pastaj është shpjeguar metodologjia e punës pastaj është paraqitur
dizajni i modelit për modelimin e rrugëve të personalizuara të studentëve dhe pastaj kemi
kaluar në implementimin e këtij modeli.
Pasi që modeli i propozuar është ofruar për përdorim është realizuar dhe përshkruar
eksperimenti më studentët e Shkencave Kompjuterike dhe Inxhinieri, niveli master, Kolegji
UBT dhe pastaj janë analizuar rezultatet e fituara nga eksperimenti, në bazë të se cilave
mund të thuhet se sistemi i zhvilluar ofron qasje të lehtë në njësitë mësimore dhe është
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mjaft i përshtatshëm për të modeluar rrugën e të mësuarit. Dhe në fund janë paraqitur
diskutimet dhe përfundimi i kësaj teme të diplomës.
3.6

Teknikat për personalizimin e profileve

Disa nga teknikat që përdoren në personalizimin e profileve, të cilat janë shqyrtuar në këtë
temë janë: metoda e mbivendosjes, stereotipi, mësimi i makinave, rrjeti Bajesian, modeli i
bazuar në kufizime dhe modeli i bazuar në ontologji [10, 11, 13].
3.6.1

Metoda e mbivendosjes

Metoda e mbivendosjes (ang. overlay method) është një nga metodat më të njohura dhe të
përdorur në shumë sisteme, e cila përshkruan aftësitë e studentit për zgjidhjen e problemeve
në aspektin e krijimit të një programi modular dhe për të qenë ekspert i domenit [9].
Arsyeja e përdorimit të metodës së mbivendosjes, është fakti që kjo metodë mund të
përfaqësojë në mënyrë të pavarur njohuritë e studentit për secilin koncept [10]. Sipas
metodës së mbivendosjes [9,11] njohuritë e studentëve konsiderohen nën-bashkësi e
njohurive të ekspertëve, siç shihet në Figurën 8.

Njohuritë e ekspertëve

Njohuritë e studentëve

Figura 8. Modeli i mbivendosjes[9].

Komponenti kryesor i modelit të mbivendosjes është domeni i njohurive, i cili paraqet një
përmbledhje të temave dhe koncepteve individuale që quhen elemente [10]. Niveli i
njohurive që ka studenti për secilin element identifikohet me vlerat: 0 – nuk e di dhe 1 - e
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di. Ndërsa, baza e modelit të mbivendosjes është vendimi që sistemi merr mbi nivelin e
njohurive të studentit për secilin element [9].
3.6.2

Stereotipi

Stereotipi (ang. sterotype) është një nga teknikat e modelimit të studentëve, e cila bazohet
në grupimin e studenteve sipas veçorive të përbashkëta, grupet e formuara njihen si
stereotipe [9,10]. Paraqitja grafike e stereotipave bazuar në karakteristikat e përbashkëta
është paraqitur në Figurën 9, ku shihet se mund të ketë sterotipe në mes grupit të parë dhe
grupit të dytë, në mes grupit të parë dhe të tretë si dhe sterotipe në mes grupit të dytë dhe të
tretë.

Figura 9. Paraqitja grafike e teknikës stereotip[11].

Për të caktuar studentet në një stereotipi ekzistojnë dy mënyra të stereotipave [9]: stereotipi
fiks dhe stereotipi i paracaktuar.
Duke u bazuar në stereotipin fiks studentët caktohen në një stereotip varësisht nivelit
akademik, ndërsa tek stereotipi i paracaktuar në fillim studentët grupohen sipas vlerave të
paracaktuara, pastaj gjatë procesit të mësimit, duke u bazuar në nivelin performancës së
studentëve, stereotipi fillestar zëvendësohet me stereotip të personalizuar.
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3.6.3

Modeli i bazuar në ontologji

Ontologjia (ang. ontology) i referohet interpretimit të një grupi idesh, konceptesh dhe vetish
abstrakte, brenda një fushë specifike që përcakton ndërlidhjen mes këtyre ideve,
koncepteve dhe vetive, në mënyrë që të ripërdoren lehtësisht dhe nëse është e nevojshme të
zgjerohen në kontekste të ndryshme të aplikimit [13].
Ontologjia mund të përdoret për të studiuar ekzistencën e subjekteve brenda një domeni
specifik ose për të identifikuar vetë domenin.
Karakteristikat e ontologjive ndihmojnë në modelimin e studentëve. Përparësitë kryesore të
modeleve studentore të bazuara në ontologji janë [10]: semantika formale e përfaqëson
njohuritë, personalitetin, preferencat dhe përmbajtjen e mësimit. Përparësi tjetër është
ripërdorim, probabiliteti i lehtë, disponueshmëria etj.
3.6.4

Modeli i bazuar në kufizime

Modeli i bazuar në kufizime (ang. Constraint-Based Model) bazohet në teorinë e të
mësuarit nga gabimet. Ky model përdor kufizimet për të përfaqësuar domenin e njohurive
dhe njohuritë e studentëve.
Domeni i njohurive përfaqësohet si tërësi kufizimesh dhe njohuritë e studentëve janë tërësia
e kufizimeve që janë shkelur. Një kufizim karakterizohet me një klauz të plotësimit të
nevojave dhe një klauz që simbolizon një kusht. [13]
Klauza e plotësimit të nevojave është një gjendje që duhet të jetë e vërtetë para se kufizimi
të jetë i plotësuar për zgjidhjen aktuale, dhe pasi të jetë përmbushur kushti duhet të jetë i
vërtetë që zgjidhja të jetë e saktë. Që do të thotë, një kufizim karakterizohet me një klauze
për plotësimin e nevojave dhe një kusht nëse klauza është e pavërtetë, atëherë studenti ka
bërë një gabim. [10]
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3.6.5

Mësimi i makinave

Fusha e ML është nënkategori e fushës së inteligjencës artificiale, e cila merret me
dizajnimin dhe zhvillimin e algoritmeve dhe teknikave që i ndihmojnë kompjuterët të
mësojnë.
Fokusi i ML është nxjerrja e informacioneve domethënës nga sasi të mëdha të të dhënave
duke përdorur metoda numerike dhe statistikore.
Qëllimi i përgjithshëm i ML është përftimi i rezultateve në mënyrë efikase, të saktë dhe jo
të kushtueshme duke automatizuar hapat që njerëzit ndjekin në një proces vendimmarrjeje,
duke përdorur kompjuterin.
Teknikat e ML mundësojnë identifikimin e nivelit të njohurive të studentit, nevojat dhe
preferencat e tij, duke vëzhguar sjelljen dhe veprimin e studentit gjatë ndërveprimit me
sistemin e personalizuar. Teknikat e ML përdoren për klasifikimin, përkatësisht
parashikimin e veprimeve të ardhshme dhe për ta bërë sistemin të aftë të adaptojë proceset
e mësimit dhe nevojat e studentit. Një qasje e ML është përdorimi i rrjeteve nervore
artificiale, të cilat paraqiten si rrjete të ndërlidhura të "neuroneve" që mund të mësojnë
përmes përvojës nëpërmjet algoritmeve të quajtura rrjeta neurale artificiale.
3.6.6

Rrjeti Bayesian

Rrjeti Bajesian (ang. Bayesian Network) është një Graf Aciklik i Drejtuar (ang. Directed
Acyclic Graph - DAG) [11]. Rrjeti Bajesian rrjedh nga teoria e probabilitetit Bajesian, që
mundëson llogaritjen e probabilitetit të pasme nga pasiguritë, probabilitetin e mëparshme
dhe relacione rastësore [10]. Andaj, rrjeti Bajesian është një tjetër teknik e cila përdoret për
të përfaqësuar dhe arsyetuar pasigurinë në modelet e studentëve [10].
Pasiguria trajtohet duke përdorur probabilitetin, i cili mund të jetë subjektiv nëse
shpërndarja e probabiliteti ndërtohet sipas përvojës historike, ndërsa probabiliteti është
objektiv nëse ndërtohet nga të dhënat.

31

Paraqitja grafike e teknikës së rrjetit Bajesian është paraqitur në Figurën 10.

Figura 10. Rrjeti Bayesian

Rrjeti Bajesian shënohet më B = (S, P), ku S është një DAG, bashkësia e nyjeve paraqet
bashkësinë e variablave të rastësishme X = {X1, X2 ,…, Xn} dhe P = p (Xi | Pai) (i = 1,2, …,
n) është probabilitetit të kushtëzuar i nyjës i. Ku Xi janë nyjet, Pai është probabiliteti prindi i
nyjës i, kështu që shpërndarja e përbashkët e probabilitetit mbi X pranon zbërthimin e
shpërndarjes së përbashkët të probabilitetit vijues [12]:
𝑛 p (𝑋𝑖 | 𝑃𝑎𝑖)
𝑝(𝑋) = 𝑛 ∏𝑖=1

(1)

Sikurse shihet në Figurën 5, nyejt e rrjetit Bayesian, në modelet e studentëve përfaqësojnë
variablat e ndryshme të një studenti, siç janë: njohja, keqkuptimet, emocionet, stilet e të
mësuarit, motivimi, qëllimet etj.
3.7

Harta kognitive

Reprezentimi mendor, i cili përdor proceset e kombinuara siç janë: mendimi, arsyetimi,
memoria, perceptimi, etj, me të cilat mësojmë, ruajmë dhe përdorim informacione njihen si
harta kognitive (ang. cognitive maps) [31].
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Harta kognitive përdoren si një teknikë udhëzuese, mjet vlerësimi dhe strategji e të mësuarit
për të organizuar dhe zhvilluar njohuritë konceptuale [32].
Këto harta përfshijnë vendosjen e ngjarjeve, koncepteve, qëllimeve ose rezultateve rreth një
fushe të caktuar, në hapa logjik, në formë të nyejve ndërsa relacionet mes nyejve
përshkruhen me shigjeta, të cilat tregojnë se ku mund të shkohet nga një ngjarje.
Në harta kognititve numri i lidhjeve mes ngjarjeve të ndryshme nuk është i kufizuar,
mirëpo sugjerohet që gjatë dizajnimit të hartave të krijohet një hierarki e ngjarjeve, sepse
hierarkia konsiderohet një ndër shkaqet dhe efektet e identifikimit të rezultateve të
dëshiruara.
Metodat e përdorura të hartave kognitive përshinë hartimin shkakësor, semantike dhe
hartimin e koncepteve. Hartimi shkakësor portretizon relacionin shkak-pasojë të modeleve
mendore dhe karakterizohet me strukturë hierarkie. Rezultatet e fituara nga ngjarjet ose
veprimet tek këto harta janë rezultate të veçanta. Hartimi semantik është i njohur si
hartografia e ideve dhe fillon me një ide ose koncept kryesore që nuk bazohet në kufizime
strukturore. Ky lloj hartimi vazhdohet me ide apo koncepte të tjera që kanë të bëjnë me atë
kryesore. Hartimi i koncepteve përdoret për të kuptuar se si koncepte të ndryshme janë të
lidhura në modele mendore në lidhje me një domen përkatëse. Konceptet janë atribute,
faktor ose ndryshore të një domeni. Ky lloj hartimi përdoret për tre arsye [32]:
1. Mundëson zbulimin e sfidave në mësimin e materialeve të kursit dhe organizimin e
tyre
2. Është i besueshëm sipas standardit për besueshmëri
3. Siguron procedura të qarta për mbledhjen sistematike të të dhënave, analizën dhe
përfaqësimin e modeleve mendore
3.8

Logjika e paqartë

Në botën reale shumë herë hasim në një situatë ku nuk mund të përcaktojmë nëse një
gjendje është e vërtetë apo jo, logjika fuzzy është një metodë gjykimi, e cila siguron
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fleksibilitet në mes dy stadeve te caktuara (p.sh., 0 dhe 1), pasi që i ngjan arsyetimit
njerëzor. Pra, kjo qasje mund të mos japë një gjykim të saktë, por një arsyetim i
pranueshëm për të përcaktuar pasaktësitë dhe paqartësitë e çdo situate.
Prandaj, thelbi i kësaj qasje është në grupet e paqartë [10], e cilat përdoret për të përshkruar
një karakteristik, fakt ose gjendje që nuk ka kufij konkret.
Për të imituar logjiken njerëzore me vlera binare apo vlera boolean nuk është e lehtë,
prandaj përdoret logjika e paqartë (ang. fuzzy logic), e cila siguron një mekanizëm për të
imituar vendimmarrjen njerëzore. Kjo bazohet në pranimi e vlerave mes 0 dhe 1 për çdo
situatë [11].
Nëse marrim parasysh një situatë reale, p.sh. “A është e kuptueshme njësia mësimore?”,
sipas logjikës binare, do të shprehet me 1 për Po dhe 0 për Jo, ndërsa sipas logjikës së
paqartë mund të shprehet me 0.9 për shumë, 0.25 për pak dhe 0.1 për shumë pak.
Kështu që, logjika e paqartë ndihmon në përmirësimin e sistemit inteligjent të mësimit, rritë
kënaqësinë dhe performancën e studenteve, përmirëson adaptueshmërinë e sistemit dhe
ndihmon sistemin për të marrë vendime më të vlefshme dhe të besueshme.
3.8.1

Arkitektura e logjikës së paqartë

Arkitektura e logjikës së paqartë përbëhet nga katër komponente kryesore[14]: rregullat,
logjika fuzi, ndërfaqja dhe defuzifikimi (Figura 11).
Komponenti i quajtur rregullat (ang. rules) përmban rregulla dhe kushte që përdoren në
marrjen e vendimeve. Rregullat përcaktohen nga ekspertët dhe në disa raste duke përdorur
rrjetet nervore, algoritme gjenetike ose qasje empirike. Në përgjithësi, një rregull përbëhet
nga dy pjesë kryesore: blloku i mëparshëm (në mes IF dhe THEN) dhe blloku pasues (pas
THEN). Këto blloqe përbëhen nga një argument i vetëm, ndërsa rregullat përbëhet nga
argumente të shumta [14].
Logjika fuzi (ang. fuzzification) është procesi i shndërrimit të vlerave të qartë në vlera të
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Rregullat

Vlera e qarta
hyrëse

Logjika fuzi

Vlerat e paqarta
hyrëse

Ndërfaqja

Vlerat e paqarta
dalëse

Vlerat e qarta
dalëse
Defuzifikimi

Figura 11. Arkitektura e logjikës së paqartë [14].

paqartë. Këto vlera pastaj përdoren nga komponenti i quajtur ndërfaqja (ang. interface), i
cili ndihmon në përcaktimin e vendimeve të paqarta për vlerat e paqarta hyrëse. Vendimet
përcaktohen duke përdorur rregullat, të cilat vlerësohen secila dhe merren vendimet për të
zhvilluar një veprim.
Dhe komponenti i fundit është defuzifikimi (ang. defuzzification), i cili është proces i
kundërt me logjiken fuzi. Në këtë proces bëhet shndërrimi i vlerave të paqarta të marra nga
ndërfaqja në vlera të qarta, të cilat pastaj aplikohen në sistem.
3.8.2

Fuzzy cognitive mapping

Fuzzy Cognitive Mapping (tutje: FCM), është një metodologji modelimi, e cila bazohet në
njohuri dhe përvojë.
Siç shihet në Figura 12, kjo metodologji është një ndërthurje logjike e logjikës së paqartë
dhe rrjeteve nervore. Në paraqitjen grafike FCM ilustron një graf të orientuar i përberë nga
nyje dhe relacioneve mes tyre. Nyjet e grafit përfaqësojnë konceptet e sistemit që përdoren
për të përshkruar sjelljet apo veçoritë e sistemit të cilat janë të lidhura më shigjeta të
drejtuara të cilat kanë një peshë të caktuar. Konceptet marrin vlera në intervalin [0,1]
ndërsa vlera e peshës së ndikimit është në intervalin [-1,1] [16].
Pra, FCM përbëhet nga konceptet dhe relacione. Koncepte përdoren për të paraqitur
karakteristikat e sistemit që mund të jenë: ngjarje, veprime, qëllime dhe vlera. Secili
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koncept karakterizohen me një numër Ai, që përfaqëson vlerën e tij si numër real, e cila
ndikohet nga vlerat e koncepteve të lidhura dhe nga vlerat e saj të mëparshme [15].
W21
K2

K1

W16

W32
W13
K3

K6

W35

W45
K5

K4

W43

W54
Figura 12. Shembull i paraqitjes grafike të FCM [16].

Ndërsa, relacionet paraqesin lidhjen në mes koncepteve dhe përbëhen nga shigjeta të
drejtuara dhe pesha e ndikimit, e cila shprehet në brezin [-1, 1], vlera këto që paraqesin
ndikimin e një koncepti në një koncept tjetër.
Pesha në mes koncepteve mund të jetë pozitive (Wij> 0) dhe negative (Wij< 0). Në rastin
kur pesha është pozitive, më rritjen e vlerës së konceptit Ki, rritet vlera e konceptit Kj, si
dhe më zvogëlimin e vlerës së konceptit Ki, zvogëlohet vlera e konceptit Kj. Ndërsa në
rastin kur pesha është negative më rritjen e vlerës së konceptit Ki zvogëlohet vlera e
konceptit Kj, si dhe më zvogëlimin e vlerës së konceptit Ki rritet vlera e konceptit Kj [16].
Vlera e secilit koncept ndikohet nga vlerat e koncepteve të lidhura me peshat e duhura dhe
nga vlera e tij e mëparshme. Pra, vlera Ai për secilin koncept llogaritet nga rregulli si në
vazhdim:
𝐴𝑖 = 𝑓 (∑𝑛 𝐴 𝑊 ) + 𝐴𝑜𝑙𝑑
𝑗=1
𝑗 ≠𝑖

𝑗
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𝑗𝑖

𝑖

(2)

ku Ai është niveli i aktivizimit të konceptit Ki në kohën t + 1, Aj është niveli i aktivizimit të
konceptit Kj në kohën t, A iold është niveli i aktivizimit të konceptit Ki në kohën t, dhe Wji
është pesha e ndërlidhjes mes Kj dhe Ki, dhe f është funksioni.
FCM aplikohet në fusha të ndryshme, pasi që, mundëson modelimin e sjelljeve dinamike,
komplekse dhe cilësore të sistemit. Gjithashtu, kjo qasje, përdoret për të analizuar
vendimet, për ekzekutimin e simulimeve, llogaritjen e rezultateve për skenarë të ndryshëm
dhe në përgjithësi për të automatizuar aftësitë njerëzore për zgjidhjen e problemeve të
ndryshme [16].
Në këtë temë diplome, FCM është përdorur për të modeluar rrugët e personalizuara. Modeli
i zhvilluar përbëhet nga koncepte të cilat përshkruajnë njësitë mësimore për një temë të
caktuar dhe relacionet në mes këtyre koncepteve. Këto koncepte, përkatësisht njësitë
mësimore, janë pikat kryesore që ndikojnë në personalizimin e rrugëve të mësimit.
Për modelimin e rrugëve të personalizuar është përdorur programi Mental Modeler, i cili
bazohet në Fuzzy-logic Cognitive Mapping, ku përdoruesit mund të zhvillojnë modele të
ndryshme, duke definuar komponentët, relacionet dhe shkallën e ndikimit në mes
komponentëve dhe duke përcaktuar sesi modeli mund të reagojë në raste të ndryshimeve të
mundshme.
Shkalla e ndikimit që një komponent mund të ketë në një tjetër, është përcaktuar duke
përdorur termat cilësore: ndikimi i lartë, i mesëm dhe i ulët, këta terma janë shndërruar në
vlera sasiore mes -1 (vlerë më e lartë negative) dhe 1 (vlerë më e lartë pozitive).
Në skemën e definuar në këtë punim janë përdorur nëntëmbëdhjetë komponentë dhe janë
përcaktuar relacionet mes komponentëve duke përfshirë drejtimin dhe shkallën e ndikimit
të një komponentë në një tjetër. Shkalla e ndikimit që është përdorur në mes komponentëve
është paraqitur me vlerat: 0.75 (e lartë), 0.5 (e mesëm) dhe 0.25 (e ulët).
Logjika që është përdorur në përcaktimin e shkallës së ndikimit tregon ndikimin e një njësie
mësimore në një tjetër, p.sh., njësia mësimore “Depth first search - DFS” ka një ndikim të
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lartë në njësinë mësimore “Grafet jo të orientuara”, pasi që DFS është një nga algoritmet
kryesore të grafeve jo të orientuara (Figura 13).

Figura 13. Shkalla e ndikimit në mes komponentëve

3.9

Algoritmet e mësimit të makinave

ML adreson pyetjen se si të programohen kompjuterët që të mësojnë nga të dhënat apo
përmirësohen përmes përvojës [2].
Për të ndërtuar një makinë të të mësuarit janë të nevojshme të dhënat hyrëse për të
parashikuar rezultatin, algoritmet për të përcaktuar modelet e të dhënave, automatizimi për
të bërë sistemin të funksionojë automatikisht dhe shkallëzueshmëria për të rritur apo
zvogëluar kapacitetin [17].
Në thelb, ML është aftësia e një kompjuteri për të mësuar nga përvoja. Më përvojë
nënkuptojmë të dhënat hyrëse, të cilat trajtohen në mënyrë efikase për të zgjidhur probleme
të caktuara.
Algoritmet ML ndahen në katër kategori kryesore janë [18, 19, 20] (Figura 14): të mësuarit
e mbikëqyrur (ang. supervised learning), të mësuarit pa mbikëqyrje (ang. unsupervised
learning),të mësuarit e përforcuar (ang. reinforcement learning) dhe të mësuarit gjysmë të
mbikëqyrur (ang. semi-supervised learning)
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Algoritmet e ML
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Figura 14. Ndarja e algoritmeve të mësimit të makinerive

3.9.1

Algoritmet e të mësuarit më mbikëqyrje

Algoritmet e mësimit të makinave më mbikëqyrje përdoren për të klasifikuar dhe përpunuar
grupe të të dhënave [18]. Këto algoritme përshkruhen si një funksion f që si të dhëna hyrëse
merr variabilen x dhe si rezultat japin variabilen y, e cila paraqitet si:
𝑦 = 𝑓(𝑥)

(3)

Qëllimi është të zhvillohen rregulla të cilat përdoren për të përcaktuar një rezultat, do të
thotë për të gjithat të dhënat e reja hyrëse (x) mund të parashikohen variablat dalëse (y)[19].
Algoritmet e mësimit të mbikëqyrur ndahen në dy kategori kryesore: algoritmet e
regresionit (rezultati i vazhdueshëm) dhe algoritmet e klasifikimit (rezultati diskret) [19].
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3.9.1.1 Algoritmet e regresionit
Algoritmet e regresionit përdoren për të parashikuar rezultatin bazuar në variablat që varen
nga disa faktorë. Regresioni linear dhe regresioni logjistik janë shembuj të algoritmeve të
regresionit.
Regresioni linear është një ndër algoritmet kryesor për të modeluar relacionin mes një
variable të varur y dhe një ose më shumë variablave të pavarura, të cilat janë përcaktuara
më x. Regresioni linear me një variable të pavarur shprehet me ekuacioni linear [20]:
𝑦 = 𝑎𝑥 + 𝑏

(4)

Ku:
•

y – variabël e varur

•

x – variabël e pavarur

•

a – koeficient i cili shpreh pjerrtësinë e vijës në mes variablave x dhe y

•

b – koeficient i cili shpreh ndërprerje në boshtin y (vlera e y kur x = 0)

Kështu, regresioni linear shpreh relacionin në mes të dhënave hyrëse dhe rezultatit të fituar,
ku ekziston relacion linear mes tyre, do të thotë rezultati është i vazhdueshëm.
Regresioni logjistik është një klasifikim i regresionit, i cili përdoret për të vlerësuar
relacionin në mes variabiles së varur dhe një ose më shumë variablave të pavarura. Ky lloj i
regresionit parashikon mundësinë e ndodhjes së një ngjarje duke vlerësuar probabilitetin
dhe duke i vendosur të dhënat në një funksion logjistik [21]:
𝑜𝑑𝑑𝑠 =

𝑃
𝑃−1

(5)

Ku, parametri P paraqet probabilitetin. Regresioni logjistik merr të dhëna hyrëse dhe i
klasifikon ato duke i shprehur në një interval mes 0 dhe 1 [4]. Kështu që, pa marrë parasysh
sa e madhe është vlera hyrëse x, rezultati y nuk mund të kalojë vlerën 1, dhe pavarësisht sa
e vogël është vlera hyrëse x, rezultati y nuk mund të këtë vlerën nën 0.
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3.9.1.2 Algoritmet e klasifikimit
Algoritmet e klasifikimit përdoren për të parashikuar rezultatin e të dhënave të caktuara, ku
rezultati është i ndarë në kategori. Algoritmet e klasifikimit, të njohura edhe si algoritme
diskrete arrijnë saktësi më të mirë, por kërkojnë sasi të madhe të të dhënave dhe kohë për
trajtimin e tyre[20].
Një nga algoritmet e klasifikimit është algoritmit Decision Tree, i cili grupon variablat duke
u bazuar në vlerat e tyre. Qëllimi i këtij algoritmi është ndërtimi i një peme dhe parashikimi
i variablave të synuar bazuar në variablat hyrëse të përdoruesit [22].
Çdo pemë përbëhet nga nyje dhe degë, të cilat përdoren për të siguruar rezultate grafike për
përdoruesit bazuar në disa variabla të pavarura. Secila nyje pasardhëse përmban raste të
veçanta, të cilat varen nga operacionet e mëparshme të degëzimit[20].
Shembuj tjerë të algoritmit të klasifikimit janë Naive Bayesian, Suport Vector Machines të
që janë shpjeguar në vazhdim.
3.9.1.3 Naive Bayesian
Naive Bayesian është algoritëm i thjeshtë dhe i fuqishëm, që përdoret kryesisht në
industrinë e klasifikimit të teksteve. Algoritmi klasifikues Naive Bayesian supozon se
prania e një veçorie në një klasë nuk ka lidhje me praninë e ndonjë veçorie tjetër [20].
Arkitektura themelore e Naive Bayesian përbëhet nga dy lloje të probabilitetit që llogariten
nga të dhënat e trajtuara: probabiliteti i secilës klasë dhe probabiliteti i kushtëzuar për
secilën klasë duke pasur parasysh secilën vlerë x [3].
Pasi të llogaritet, modeli i probabilitetit mund të përdoret për të bërë parashikime për të
dhëna të reja duke përdorur teoremën Bayesian, ku O është objekti në një bazë të dhënash
dhe i është një indeks i klasës.

41

Teorema Bayesian mundëson llogaritjen e probabilitetit të një hipoteze bazuar në
probabilitetin e saj paraprak, probabilitetin e vëzhgimit të të dhënave duke pasur parasysh
hipotezën dhe vetë të dhënat e vëzhguara [17].
Pra, teorema Bayesian ofron një model për të përshkruar marrëdhënien mes të dhënave dhe
një hipoteze [17]:
𝑃(𝐷|ℎ) =

𝑃(𝐷|ℎ)∗𝑃(ℎ)
𝑃(𝐷)

(6)
Ku:
•

P – është probabiliteti

•

D – të dhënat

•

h - hipoteza

Kjo formulë do të thotë se probabiliteti që një hipotezë e caktuar të jetë e vërtetë duke pasur
parasysh disa të dhëna të vëzhguara mund të llogaritet si probabiliteti i vëzhgimit të të
dhënave duke pasur parasysh hipotezën shumëzuar me probabilitetin që hipoteza të jetë e
vërtetë pavarësisht nga të dhënat, të pjesëtuara me probabilitetin e vëzhgimit të të dhënave
pavarësisht nga hipoteza.
Hapat e implementimit të algoritmit të klasifikimit Naive Bayes janë [4]:
1. Le të jetë D objektet O të trajtuara. Çdo objekt përfaqësohet nga një vektor i
atributeve n-dimensionale, ku O = (o1, o2, ..., on) përshkruajnë n matje të bëra në
objektet nga atribute A1, A2, ..., An.
2. Supozohet se ka n klasa, C1, C2,…, Cn, duke pasur parasysh objektin O, klasifikuesi
do të parashikojë që O i përket klasës që ka probabilitetin e kushtëzuar më të lartë
nga O. Kjo do të thotë se klasifikuesi Naive Bajesian parashikon që objekti O i
përket klasës Ci nëse dhe vetëm nëse:
P (Ci|O)> P (Cj|O) për çdo 1 ≤ j ≤ n, j ≠ i
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(7)

3. Pasi që P(O) është konstant për të gjitha klasat, vetëm P(O|Ci)P(Ci) duhet të
maksimizohet. Nëse probabilitetet paraprake të klasës nuk janë të njohura, atëherë
supozohet se klasat janë të barabarta, d.m.th P (C1) = P(C2) = … = P(Cn) prandaj
do të maksimizohet vetëm P(O|Ci).
4. Duke pasur parasysh se llogaritja e të dhënave me shumë atribute, është e
kushtueshme, për të zvogëluar këto llogaritje P(O|Ci), bëhet supozimi i klasës, pasi
që, vlerat e atributeve janë kushtimisht të pavarura nga njëra-tjetra, jepet vetëm
emërtimi i klasës.
5. Për të parashikuar emërtimin e klasës së objektit O, vlerësohet P(O|Ci)P(Ci) për
secilën klasë Ci. Ku klasifikuesi parashikon që emërtimi i klasës së objektit O është
Ci nëse dhe vetëm nëse:
P (O|Ci)P(Ci) > P (O|Cj)P(Cj) për çdo 1 ≤ j ≤ n, j ≠ i

(8)

3.9.1.4 Support Vector Machines
Support Vector Machine (SVM) është algoritem i ML, përkatësisht është lloj i algoritmit të
mësimit të mbikëqyrur, që përdoren për të klasifikuar të dhënat në dy grupe ose klasa duke
përdorur një hiperplan. SVM përveç klasifikimeve linear, gjithashtu menaxhon me
efikasitet edhe të dhënat jo lineare duke përdorur një metodë të njohur si funksioni i
kernelit i cili harton të dhënat hyrëse të vektorit në një hapësirë të veçorive të larat
dimensionale [20].
Duke pasur parasysh një grup mostrash ku secila mostër etiketohet si një nga dy etiketat që
përdoret si të dhëna të trajnueshme, atëherë algoritmi SVM ndërton një model i cili do të
jetë në gjendje të klasifikojë çdo mostër të re në etiketën të cilës i përket. SVM projekton
mostrat e secilës etiketë në një hapësirë vektoriale. SVM pastaj përpiqet të ndajë pikat e
parashikuara të tilla që ato të kenë një distancë maksimale ndërmjet tyre. Kur një model i ri
i jepet modelit, ai projektohet në hapësirën vektoriale dhe parashikohet etiketimi i klasës së
cilës i përket. Në SVM, decision surface përdoret për të ndarë klasat dhe për të
maksimizuar margjinën mes klasave, i cili njihet si hiperplanë optimale ose hiperplanë.
Pikat e parashikuara të të dhënave të cilat janë afër ose janë të përfshira në vendimin e
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krijimit të hiperplanëve njihen si vektorë mbështetës. Këta vektorë mbështetës nuk janë gjë
tjetër veçse koordinata e të dhënave [20].
3.9.2

Algoritmet e të mësuarit pa mbikëqyrje

Algoritmet e të mësuarit pa mbikëqyrje përdoren për të grupuar të dhëna bazuar në atribute
të ngjashme, modele ose relacione të të dhënave [19]. Këto modele gjithashtu quhen vetëorganizuese.
Algoritmet mësojnë disa karakteristika nga të dhënat, pastaj kur futen të dhëna të reja,
përdorin karakteristikat e mësuara më parë për të grupuar të dhënat [3]. Qëllimi i përdorimit
të këtyre algoritmeve është të modeloj një strukturë apo shpërndarje të dhënave bazuar në
karakteristikat e të dhënave hyrëse në mënyrë që të mësojë më shumë rreth të dhënave.
Pra, këto algoritme posedojnë vetëm variablat hyrëse (x) që janë multidimensionale, por pa
ndryshore dalëse, këto përfshijnë teknika grumbullimi dhe harta vetë-organizuese.
Disa nga algoritmet më të njohura në këto kategori janë: Clustering, Dimensionality
Reduction dhe Anomaly Detection.
3.9.2.1 Clustering
Klasterimi ose grupimi është një nga teknikat e të mësuarit pa mbikëqyrje që përdoret për të
gjetur elemente të përbashkëtat mes të dhënave që janë të pa kategorizuara[2].
Në grupim, të dhënat ndahen në grupe, këto grupe formohen bazuar në të dhënat dhe
kriteret e ngjashme. Kritere mund të jenë densiteti ose struktura e ngjashme e të dhënave.
Kriteret për grumbullimin e të dhënave ndryshojnë varësisht nga teknikat apo algoritmet e
grupimit. Për shembull, distanca midis të dhënave, dendësia e të dhënave dhe lidhja e
grafikëve janë disa nga kriteret që përcaktojnë teknikat e grupimit në ML [22].
Dy nga algoritmet e njohura të grupimit janë K-means dhe Hierarchical Clustering.
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3.9.2.1.1 K-means Clustering
K-means është një ndër llojet e algoritmeve pa mbikëqyrje që zgjidh problemin e grupimit.
Ky algoritëm funksionon vetëm atëherë kur numri i grupimeve të kllasterave k definohet në
fillim. Grupet formohen varësisht nga karakteristikat e ngjashme të të dhënave, çdo grup ka
një qendër grupimi të quajtur centroid. Për të llogaritur karakteristikat e ngjashme të të
dhënave, përdoret distanca euklidiane.[20]
Gjithashtu, algoritmi K-means, ka kompleksitetin kohor i cili shprehet si O(tkn) ku, n është
numri i të dhënave, k numri i grupeve dhe t është numri i përsëritjeve. Në rastin kur k dhe t
janë vlera të vogla, algoritmit i grupimit K-means konsiderohet të jetë linear [20].
Hapat të cilët duhet të përmbushen për të funksionuar algoritmi K-means janë [20]:
1. Zgjidhen të dhënat në mënyrë të rastësishme, për të qenë qendrat fillestare e
grupimeve centroid.
2. Caktimi i secilës të dhënë në centroidin më të afërt.
3. Rillogaritet pozita e centroideve duke përdorur të dhëna të reja në grupe.
4. Kontrollimi nëse të dhënat e vendosura në centroid formojnë union të përbashkët
më të dhënat e tjera, përndryshe kthehet të hapi 2.
3.9.2.1.2 Hierarchical Clustering
Algoritmi hierarkik i grupimit, është algoritëm pa mbikëqyrje, i cili i grupon të dhënat në
formë hierarkie të "pemës" së grupimeve. Grupimi hierarkik ndahet në grupime
aglomerative ose ndarëse, përkatësisht në qasjen poshtë-lart dhe qasjen lart-poshtë [20].
Në grupimin aglomerativ grupet mund të vizualizohen duke përdorur një strukturë peme të
njohur si dendrogam, ndërsa grupimi ndarës funksionon nën supozimin se të gjitha të
dhënat formojnë një grup të vetëm dhe më pas vazhdojnë ndarjen e këtij grupi në grupe të
ndryshme hierarkike [20].
Qasja poshtë-lart (grupimi aglomerativ) funksion sipas hapave të më poshtëm [20]:
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1. Secila e dhënë konsiderohet si grup i vetëm.
2. Pas çdo llogaritje të distancës Euklidiane, bashkohen dy grupime me distancë
minimale ose maksimale.
3. Nëse ekziston vetëm një grup për të gjitha të dhënat ndalohet procesi i qasjesposhtëlart, përndryshe vazhdohet në hapin 2.
Ndërsa, qasja lart-poshtë (grupimi ndarës) funksion sipas këtyre hapave [20]:
1. Të gjitha të dhënat të jenë të grupuara në një grup.
2. Pas çdo përsëritje largohen të dhënat që kanë lidhshmëri më së paku me atë
grupimi.
3. Grupimi përfundon kur të gjitha të dhënat janë një grup të veçantë, përndryshe
vazhdohet në hapin 2.
3.9.2.2 Reduktimi i dimensionit dhe detektimi i anomalisë
Reduktimi i dimensionit gjithashtu është një temë thelbësore në fushën e mësimit të
makinave. Ky algoritëm nënkupton zvogëlimin e numrit të variablave të të dhënave, përveç
informacioneve të rëndësishme. Reduktimi i dimensionit bëhet duke përdorur metodat [23]:
•

Selektimi i karakteristikave - zgjedh nëngrupe të variablave origjinale.

•

Ekstraktimi i karakteristikave - është një metodë e cila redukton numrin e
karakteristikave të bashkësisë së të dhënave nga një dimension i lartë në një
dimension më të ulët .

Ndërsa, algoritmi i detektimi të anomalisë është një tjetër algoritëm i rëndësishëm i të
mësuarit pa mbikëqyrje. Ky algoritëm zbulon anomalitë në të dhëna pa ndonjë trajnim
paraprak[20].
3.9.3

Algoritmet e të mësuarit përforcues

Bazohen në bashkëveprimin mes mjedisit dhe agjentit [21], dhe adreson çështjen se si një
agjent autonom që vepron në mjedisin e tij mund të mësojë të zgjedhë veprime optimale
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bazuar në gjendjen aktuale për të arritur qëllimet e tij [23, 20]. Agjenti mëson veprime
optimale përmes provës dhe gabimit dhe pastaj i përdorë këto veprime bazuar në njohuritë e
marra nga mjedisi. Sjellja e një agjenti shpërblehet bazuar në veprimet që ndërmerr në
mjedis. Ai i konsideron pasojat e veprimeve të tij dhe ndërmerr hapa optimale më tej.
Ky algoritëm mund të përkufizohet si: agjenti merr një input i, gjendjen aktuale s, gjendjen
e tranzicionit dhe funksionin e hyrjes i nga mjedisi. Në bazë të këtyre të dhënave hyrëse,
agjenti gjeneron një sjellje B dhe ndërmerr një veprim i cili gjeneron një rezultat [3].
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4

METODOLOGJIA

Më qëllim të zhvillimit të një modeli për modelimin e rrugëve mësimore i cili mundëson
personalizimin e rrugëve mësimore duke u përshtatur njohurive të secilit student, dhe
trajtimi i teknikave dhe algoritmeve që kanë rol të rëndësishëm më mësimin e
personalizuar, punimi është zhvilluar sipas këtyre fazave (shih Figura 15):
•

Shqyrtimi i punimeve të mëparshme: analiza e metodave dhe algoritmeve të
mësimit të makinave dhe modeleve që përdoren për personalizimin e të mësuarit

•

Dizajni i modelit: për modelimin e rrugëve mësimore sipas kërkesave dhe nevojave
të studentëve

•

Zhvillimi i prototipit: zhvillimi i modelit të propozuar

•

Realizimi i eksperimentit

•

Vlerësimi i rezultateve

Shqyrtimi i punimeve
të mëparshme

Dizajni i modelit

Zhvillimi i prototipit

Realizimi i
eksperimentit

Vlerësimi i
rezultateve

Figura 15. Metodologjia e punës

4.1

Mbledhja e të dhënave

Punimi është përqendrua në vlerësimin e sistemit të propozuar për personalizimin e rrugëve
mësimore. Të dhënat për vlerësimin e sistemit janë mbledhur me anë të një eksperimenti të
zhvilluar me dymbëdhjetë studentët e Fakultetit të Shkencave Kompjuterike dhe
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Figura 16. Procesi inxhinierik i zhvillimit të punimit4

4

https://www.cs.helsinki.fi/u/tomimann/Kuveja/SE%20research%20big%20pic.png
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Inxhinierisë, niveli Master, Kolegji UBT5. Nga dymbëdhjetë student në total, gjashtë ishin
femra dhe gjashtë meshkuj.
Studentët pjesëmarrës, zhvilluan eksperimenti duke vlerësuar njohuritë paraprake, pastaj
krijuan një rrugë të personalizuara për të zhvilluar procesin mësimor për disa njësi dhe në
fund vlerësuan njohuritë e fituara për ato njësi. Pas përfundimit të procesit mësimor
studentët u përgjigjen në pyetjet e pyetësorit për vlerësimin e sistemit.
Përgjigjet e studentëve paraqesin kënaqësinë e tyre me përvojën e modelimit të rrugëve
mësimore dhe sistemit në përgjithësi, përkatësisht pyetësori ka dy qëllime:
1. Për të parë se sa të kënaqur janë studentët me mësimin e vetë modeluar si një formë
e mundshme e të mësuarit
2. Për të mbledhur reagime rreth përdorshmërisë dhe përshtatshmërisë së sistemit të
zhvilluar.
Në vazhdim është paraqitur në mënyrë vizuale procesi inxhinierik, i përdorur për të arritur
zgjidhjen e dëshiruar të problemit (Figura 16).
4.2

Metodologjia eksperimentale

Qëllimi kryesor i eksperimentit është vlerësimi i modelimit të rrugëve mësimore sipas
synimeve të studentëve. Në këtë hulumtim, sikurse shihet në Figurën 17, eksperimenti u
realizua duke ndjekur katër faza:

5

URL: www.ubt-uni.net
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• Përgatitja dhe vlerësimi i njësive mësimore

1

2

• Përgatitja e pyetjeve për testin fillestar, përfundimtar dhe
pyetësorin për vlerësim të sistemit

3

• Zhvillimi i sistemit bazuar në sistemin e propozuar
(kapitulli 5)
• Mbledhja e të dhënave dhe vlerësimi i rezultateve

4

Figura 17. Metodologjia eksperimentale

Njësitë mësimore u përgatiten bazuar në programin e Shkencave Kompjuterike dhe
Inxhinieri për nivelin Master, për lëndën Algoritme dhe Struktura e të Dhënave,
përkatësisht temat “Grafet jo të orientuara’, ‘Grafet e orientuara’, ‘Pemë më shtrirje
minimale’ dhe ‘Rruga më e shkurtër’. Ndërsa, për të identifikuar njohurit fillestare dhe
njohurit e fituara të studentëve janë përgatitur teste për njësit mësimore përkatëse me tre
pyetje, ku për secilën pyetje zgjedhet një opsion. Gjithashtu, pyetësori për vlerësimin e
sistemit përbëhet nga shtatëmbëdhjetë pyetje, gjashtë prej tyre janë pyetje të hapura: secili
student shënon përgjigjen e tij tekstuale, pesë të mbyllura: secili student mund të zgjedh një
opsion dhe gjashtë të tjera më shkallë vlerësimi nga një deri në pesë. Ky pyetësor përdoret
për të mbledhur informacione rreth përdorshmërisë së sistemit dhe kënaqësinë në përvojën
e të mësuarit.
Zhvillimi i prototipit për të realizuar këtë eksperiment është bazuar në modelin e propozuar
për krijimin e rrugëve mësimore të personalizuar, duke përdoru gjuhën programuese PHP
dhe bazën e të dhënave MySQL, ndërsa ndërfaqja e përdoruesit është zhvilluar duke
përdorur HTML dhe Bootstrap. Ky prototip është i bazuar në ueb dhe është zhvilluar
bazuar në agile metodologjinë Scrum, pasi që qëllimi ishte ndërtimi i një prototipi më
përpikëri të ulët për realizimin e eksperimentit dhe vërtetimin e konceptit tonë nga ana e
përdoruesve në mënyrë kontinuale.
Rrjedha e eksperimenti përfshin gjashtë hapa vijues:
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1. Regjistrimi në sistem;
2. Plotësimi i testit për vlerësimin e njohurive;
3. Zgjedhja e njësive mësimore për krijimin e rrugës mësimore;
4. Zhvillimi i njësive mësimore;
5. Testi për vlerësimin e njohurive të fituara pas çdo njësie
6. Plotësimi i pyetësorit për vlerësimin e prototipit.
Të gjitha këto të dhëna ruhen në bazën e të dhënave dhe përdoren për përpunimin dhe
vlerësimin e prototipit për modelimin e një rruge mësimore.
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5

DIZAJNI I SISTEMIT PËR MODELIMIN E RRUGËVE
MËSIMORE

Në këtë punim është propozuar një sistem për të modeluar rrugët mësimore, në mënyrë
praktike, të qartë dhe që përputhet me kërkesat dhe nevojat e studentëve. Sistemi i
propozuar është paraqitur vizualisht (Figura 18) dhe është një model i zgjeruar i modelit të
propozuar në punimin [30]. Bazuar në këtë model studentet zgjedhin algoritmin që
dëshirojnë të mësojnë, me zgjedhjen e algoritmit ata duhet të rendisin një sërë numrash
duke përdorur algoritmin e zgjedhur. Renditja e numrave në formë të rregullt duhet të bëhet
brenda tre shanseve që ofron sistemi. Nëse renditja e numrave nuk bëhet brenda tre
shanseve atëherë sistemi rikthehet në zero dhe duhet të provohet përsëri. Ndërsa, nëse
renditja e numrave bëhet me sukses kalohet në nivelin e ardhshme ku studentët përballen
me sfida më të mëdha.
Kurse, sistemi i propozuar në këtë punim, ju mundëson studentëve që të zgjedhin më shumë
se një njësi mësimore, ku dhe krijohet një rrugë sipas njësive të zgjedhura. Për secilën njësi
mësimore paraqitet përmbajtje e caktuar nëpër të cilën studentët duhet të kalojnë. Pas
përfundimit të njësisë së parë paraqitet testi për vlerësimin e njohurive të fituara. Nëse testi
nuk përfundon me sukses sistem rikthen në fillim të njësisë. Ndërsa, nëse testi përfundohet
me sukses atëherë kalohet në njësinë tjetër të zgjedhur në fillim.
Në mungesë të kohës së nevojshme për të implementuar metodat e ML, në këtë model nuk
është përfshirë ndonjë metodë e ML.
Siç shihet në Figurën 18, ky model përbëhet nga pesë faza:
1. Testimi fillestar: vlerësimi i njohurive të studentëve
2. Përcaktimi i rrugës mësimore: zgjedhja e njësive mësimore nga përmbajtja e kursit
3. Zhvillimi i njësive mësimore
4. Testimi përfundimtar: vlerësimi i njohurive të fituara
5. Vlerësimi i prototipit
6. Përshkrimi i rezultateve.
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Figura 18. Sistemi i propozuar për krijimin e rrugëve mësimore
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Për të realizuar eksperimentin kemi shqyrtuar dy mundësi:
•

Personalizimi i rrugëve mësimore bazuar në algoritmet e mësimit të makinave më
mbikëqyrje

•

Personalizmi i rrugëve mësimore bazuar në metodën vlerësimi i përdoruesit.

Në rastin tonë, në pa mundësi për të realizuar eksperimentin me një numër të
konsiderueshëm të studentëve dhe për të aplikuar algoritmet e mësimit të makinave më
mbikëqyrje për personalizimin e rrugëve mësimore jemi ndalur tek vlerësimi i prototipit
nga ana e përdoruesit. Prandaj, për të realizuar vlerësimin e përdoruesit është dizajnuar ky
koncept (Figura 18).
Përmbajtja e kursit përbëhet nga katër njësi mësimore. Testi fillestar dhe përfundimtar
përbëhen nga tri pyetje me nga katër opsione, nga të cilat studentët zgjedhin një. Ndërsa
pyetësori për vlerësimin e sistemit përbëhet nga shtatëmbëdhjetë pyetje, prej të cilave tetë
janë pyetje demografike ndërsa të tjerat janë pyetje rreth prototipit dhe procesit mësimor.
5.1

Implementimi i sistemit për modelimin e rrugëve mësimore

Implementimi i sistemit u realizua duke ndjekur katër faza (shih Figurën 19):
1. Definimi i aplikacionit: që ka për qëllim identifikimin e kërkesave dhe përcaktimin
e zgjidhjes së duhur
2. Krijimi i bazës së të dhënave: ku bëhet identifikimi dhe organizimi i të dhënave
3. Zhvillimi i backend-it: që përfshin pjesën e serverit të sistemit dhe komunikimin e
bazës së të dhënave më shfletuesit
4. Zhvillimi i ndërfaqes së përdoruesit.
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Definimi i
aplikacionit

Zhvillimi i
ndërfaqes së
përdoruesit

Krijimi i
bazës së të
dhënave

Zhvillimi i
backend-it

Figura 19. Procesi i implementimit të modelit

Sistemi i propozuar është zhvilluar dhe ofruar në përdorim për studentët e drejtimit të
Shkencave Kompjuterike dhe Inxhinieri, përkatësisht për lëndën Algoritme dhe Struktura e
të Dhënave.
Procesi i modelimit të rrugës mësimore bazohet në identifikimin e studentëve, njohuritë
paraprake dhe njohuritë e fituara. Kështu, njohuritë e studentëve janë faza kryesore e
modelimit të rrugëve mësimore. Pasi të përfundon procesi i regjistrimit studentit drejtohet
në formën për kyçje dhe pastaj vlerësimin e njohurit të studentëve (Figura 20).

Figura 20. Faqja për testimin e njohurive paraprake

Forma e paraqitjes së pyetjeve për testimin e njohurive paraprake është paraqitur në
Figurën 21.
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Figura 21. Formati i pyetjeve për testimin e njohurive paraprake

Më përfundimin e pjesës testuese paraqitet përmbajtja e kursit, e cila përfshin disa njësi
mësimore, ku secili studentë mund të zgjedh njësitë sipas synimit. Në tabelën e përmbajtjes
së kursit paraqitet edhe kolona Completed e cila paraqitet si rezultat i testit fillestar. Në
qoftë se nga tre pyetjet e parashtruara në testin fillestar tre përgjigje janë të sakta rezultati
do të jetë 10%, nëse dy përgjigje janë të sakta atëherë rezultati do të jetë 5%, ndërsa nëse të
gjitha përgjigjet janë të pasakta atëherë rezultati është zero (Figura 22).
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Figura 22. Paraqitja e njësive të modulit

Pasi të jenë zgjedhur njësitë mësimore paraqitet rruga e cila duhet ndjekur për të
kompletuar njësitë siç shihet në Figurën 23.

Figura 23. Rruga e krijuar për zhvillimin e njësive mësimore

Pasi të jetë modeluar rruga mësimore, e cila shihet si një grup i njësive mësimore të
organizuara dhe shprehura logjikisht për të arritur njohurit specifike të synuara, vazhdohet
me njësinë e parë mësimore (Figura 24) në fund të së cilës studenti testohet për njohuritë e
fituara.

Figura 24. Paraqitja e njësisë mësimore

Me zgjedhjen e butonit “Continue with test” paraqitet faqja si në Figurën 25 për testimin e
njohurive të fituara.
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Figura 25. Faqja për testimin e njohurive të fituara

Me fillimin e testimit paraqiten pyetjet e formatit si në Figurën 26

Figura 26. Formati i pyetjeve për testimin e njohurive të fituara

Në bazë të rezultatit të fituar nga testimi sistemi rekomandon vazhdimin në njësinë tjetër
sipas rrugës të modeluar nëse rezultati është mbi 50%, në të kundërtën sistemi rikthen
njësinë për të cilën nuk është arritur rezultat i kënaqshëm. Gjithashtu, nëse arrihet rezultat
50% për një njësi mësimore, sistemi ofron mundësin për të vazhduar me material më të
avancuar, në këtë rast në tabelën e përmbajtjes së kursit paraqitet një kolonë shtesë e
emërtuar Advanced dhe link-u për secilën njësi që është kompletuar mbi 50% (Figura 27).
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Figura 27. Paraqitja e opsionit Advanced

Në fund, pasi të arrihen synimet e specifikuara, studentët do të japin një vlerësim për
sistemin dhe procesin mësimor duke zgjedhur opsionin ‘Give your feedback’ (Figura 28),
dhe duke u përgjigjur në pyetjet e parashtruara (Shtojca 10).

Figura 28. Faqja për vlerësimin e prototipit
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6

REZULTATET E EKSPERIMENTIT

Eksperimenti është përqendruar në vlerësimin e prototipit të zhvilluar dhe procesit të
modelimit të rrugëve mësimore, nga studentët e nivelit Master, Fakultetit të Shkencave
Kompjuterike dhe Inxhinieri, Kolegji UBT, të cilët përdoren prototipin dhe zhvilluan disa
nga njësitë mësimore në lëndën Algoritme dhe Struktura e të Dhënave. Ishin zgjedhur
dymbëdhjetë student të cilët ishin të gatshëm të bashkoheshin në realizimin e eksperimentit,
të cilëve në fillim u janë dhënë udhëzime të qarta rreth procedurave për përdorimin e
sistemit.
6.1

Përshkrimi i eksperimentit

Pasi që studentët futen në sistem, duhet të ndjekin tre faza mësimore, përkatësisht: procesin
e testimit fillestar, procesin e të mësuarit dhe procesin e testit përfundimtar. Gjithashtu
pjesë e eksperimentit ishte edhe pyetësori për vlerësimin e prototipit (Figura 29).

Testi fillestar

Mbledhja e
reagimeve

Procesi
mësimor

Testi
përfundimtar

Figura 29. Fazat e përshkrimit të eksperimentit

Në këtë eksperiment, studentët pjesëmarrës kryejnë dy teste për vlerësimin e njohurive:
testi fillestar i cili gjenerohet pasi që të kyçen në sistem për të vlerësuar njohuritë paraprake
të studentit dhe testi përfundimtar që gjenerohet menjëherë pas përfundimit të njësisë
mësimore për të vlerësuar njohuritë e fituara.
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Pasi të përcaktohet rruga mësimore studentët mund të zhvillojnë njësinë mësimore duke u
qasur në materialin për njësinë përkatëse. Për secilën njësi ofrohet material i detajuar dhe i
qartë për të kuptuar.
Studentëve pjesëmarrës u kërkohet të plotësojnë një pyetësor për të mbledhur informacione
dhe reagime rreth prototipit. Reagimet paraqesin kënaqësinë e pjesëmarrësve me përvojën e
modelimit të rrugëve mësimore dhe prototipin në përgjithësi.
6.2

Analiza e rezultateve

Duke pasur parasysh se në këtë hulumtim është përfshirë vetëm një pyetësor për të
vlerësuar modelin e propozuar, rezultatet e fituara janë analizuar përmes përqindjes dhe
analiza e përdorur është analizë përshkruese. Të gjithë pyetësorët dhe pyetjet janë plotësuar,
që domethënë, se nuk ka pasur asnjë mungesë.
Pyetësori është ndarë në pesë pjesë, siç shihet edhe në Figurën 30.

Pyetjet demografike
Pyetjet për përvojën e studentëve gjatë modelimit të
rrugëve mësimore

Pyetjet rreth përshtatshmërisë së sistemit

Pyetjet rreth përdorshmërisë së sistemit

Pyetjet rreth konceptit të eksperimentit

Figura 30. Ndarja e pyetësorit varësisht pyetjeve

6.2.1

Pyetjet demografike

Në eksperiment morën pjesë student të moshave të ndryshme, ku prej tyre 33.3% (4
student) ishin të moshës 21-25, 41.7% (5 student) të moshës 26-30 dhe 25% (3 student) të
moshës 31-35, ndërsa të moshës 18-20 dhe mbi 35 vjeç nuk ishte asnjë student. Nga këta
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student 50% (6 student) e tyre i takojnë gjinisë femërore dhe 50% (6 student) gjinisë
mashkullore. Këta student janë nga qytete të ndryshme të Kosovës, ku përqindja më e
madhe prej 41.7% (5 student) i takon qytetit të Prishtinës ndërsa nga 8.3% (1 student)
qytetit të Drenasit, Gjakovës, Gjilanit, Lipjanit, Malishevës, Mitrovicës dhe Prizrenit.
Studentët pjesëmarrës ju përkasin viteve të ndryshme akademike, numri më i madh prej
58.3% (7 student) janë nga viti akademik 2017/2018 ndërsa nga 8.3% (1 student) i takojnë
gjeneratës 2013/2014, 2016/2017 dhe gjeneratës 2019/2020.
Në kuadër të pyetjeve demografike studentët u përgjigjen edhe në pyetjen “Cila është
shkalla ose niveli më i lartë i shkollës që keni përfunduar?”, nga grupi i studentëve 83.3%
(10 student), ishin akoma student të nivelit të masterit ndërsa 16.7% (2 student) kishin
përfunduar nivelin master.
Këta studentë ju takojnë specializimeve të ndryshme, 66.7% (9 student) nga specializimi
Inxhinieri e Sistemeve Softuerike, 16.7% (2 student) nga Shkenca e të Dhënave dhe 8.3%
(1 student) nga specializimi Programimi në ueb, ndërsa të specializimeve: Sistemet e Bazës
së të Dhënave, Inxhinieri e Komunikimit dhe Informatika Mjekësore nuk ishte asnjë
student. Duke pasur parasysh specializimit, 50% (6 student) e studenteve klasifikohen
fillestar, 33% (4 student) mesatar dhe 16.7% (2 student) ekspert.
6.2.2

Pyetjet për përvojën e studentëve gjatë modelimit të rrugëve mësimore

Për të analizuar përvojën e studentëve gjatë modelimit të rrugëve mësimore dhe qasjen në
njësit mësimore janë parashtruar pyetjet:
“Sa ishin të kënaqur më njësit mësimore për modelimin e rrugës mësimore?”
•

1 (Aspak të kënaqur)

•

2 (Pak të kënaqur)

•

3 (Mesatarisht të kënaqur)

•

4 (Të kënaqur)

•

5 (Shumë të kënaqur)
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50% (6 student) e studentëve janë shprehur shumë të kënaqur dhe 50% (6 student) të tjerë
të kënaqur.
Ndërsa në pyetjen:
“Sa ishin lehtë të qasshëm njësit mësimore për modelimin e rrugës mësimore?”
•

1 (Aspak të kënaqur)

•

2 (Pak të kënaqur)

•

3 (Mesatarisht të kënaqur)

•

4 (Të kënaqur)

•

5 (Shumë të kënaqur)

Nga rezultatet e fituara shihet se 58.3% (7 student) e studentëve janë shumë të kënaqur
me lehtësinë e qasjes në njësitë mësimore të cilat mbulojnë pjesë të caktuar të lëndës.
Ndërsa 33.3% (4 student) janë shprehur të kënaqur dhe 8.3% (1 student) mesatarisht të
kënaqur.
Në kuadër të pyetësorit studentëve u është kërkuar të modelojnë një rrugë për të zhvilluar
disa njësi mësimore, të cilët modeluan këto rrugë: 1-4-3-2, 1-4-3-2, 1-3-4-2, 4-3-1-2, 1-23-4 , 2-1-3-4, 2-1-3-4, 1-4-3-2 që korrespondojnë më njësitë në vazhdim:

1. Të dhënat Kryesore
2. Inteligjenca e Biznesit dhe Menaxhimi i njohurive
3. Cloud Computing dhe Teknologjitë Mobile
4. Sistemet e Krijuara
Ndërsa, disa studentë të tjerë zgjodhën vetëm nga një njësi: 4, 1, 3 dhe një student shënoj
një njësi e cila nuk ishte e përfshirë në pyetjen e dhënë.
6.2.3

Pyetjet rreth përshtatshmërisë së sistemit

Për të analizuar përshtatshmërinë e modelit studentët janë përgjigjur në pyetjen:
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“Sa ishte i përshtatshëm sistemi për të modeluar rrugën e duhur mësimore?”
•

1 (Aspak i përshtatshëm)

•

2 (Pak i përshtatshëm)

•

3 (Mesatarisht i përshtatshëm)

•

4 (I përshtatshëm)

•

5 (Shumë i përshtatshëm)

Bazuar në përgjigjen është e qartë se studentët janë përshtatur më sistemin pasi që
përgjigjet tregojnë se 50% (6 student) e studentëve janë shprehur shumë të kënaqur,
41.7% (5 student) të kënaqur dhe 8.3% (1 student) mesatarisht të kënaqur.
Ndërsa në pyetjen:
“Sa ishte i përshtatshëm sistemi varësisht njohurive tuaja?”
•

1 (Aspak i përshtatshëm)

•

2 (Pak i përshtatshëm)

•

3 (Mesatarisht i përshtatshëm)

•

4 (I përshtatshëm)

•

5 (Shumë i përshtatshëm)

41.7% (5 student) e studentëve janë shumë të kënaqur, 33.3% (4 student) të kënaqur
ndërsa 25% (3 student) e tyre mesatarisht të kënaqur.
6.2.4

Pyetjet rreth përdorshmërisë së sistemit

Gjithashtu, për të analizuar përdorshmërinë e modelit studentët janë përgjigjur në pyetjen:
“Sa ishte e lehtë për të përdorur sistemin?”
•

1 (Aspak të kënaqur)

•

2 (Pak të kënaqur)

•

3 (Mesatarisht të kënaqur)
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•

4 (Të kënaqur)

•

5 (Shumë të kënaqur)

50% (6 student) e studentëve u shprehen shumë të kënaqur më lehtësinë e përdorimit të
sistemit ndërsa 50% (6 student) të kënaqur.
Ndërsa në pyetjen:
“Sa do të rekomandoni sistemin tek të tjerët?”
•

1 (Më së paku)

•

2 (Pak)

•

3 (Mesatarisht)

•

4 (Shumë)

•

5 (Më së shumti)

Në mesin e variablave përshkruese nga 1 (më së paku) dhe 5 (më së shumti), 66.7% e
studentëve kanë zgjedhur variablën 5 (më së shumti), 25% kanë zgjedhur variablën 4
(shumë) dhe 8.3% kanë zgjedhur 3 (mesatarisht).
6.2.5

Pyetjet rreth konceptit të eksperimentit

Në fund studentët u përgjigjen edhe në pyetjet e hapura: “Çka ju ka pëlqyer në lidhje me
konceptin e eksperimentit?” dhe “Çka nuk ju ka pëlqyer në lidhje me konceptin e
eksperimentit?”.
Bazuar në përgjigjet e studentëve mund të përfundojmë se studentëve ju ka pëlqyer: (i)
ideja e realizimit të konceptit, (ii) mënyra e ndarjes së njësive dhe pyetjet adekuate për atë
njësi, (iii) mënyra e lehtë e qasjes në njësitë mësimore, (iv) testimi i lehtë i njohurive, si dhe
(v) testimi i obligueshëm pas çdo njësie.
Nga ana tjetër, 2 studentët hasen vështirësi në ndjekjen e hapave nga fillimi deri në fund të
procesit dhe 1 student vlerësoj negativisht pyetjet e shumta pas çdo njësie. Megjithatë,
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pjesa më e madhe e studentëve (9 student) nuk kishin diçka që nuk ju ka pëlqyer në lidhje
më konceptin e eksperimentit.
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DISKUTIME

Ky punim diplome është fokusuar në modelin për modelimin e rrugëve mësimore të
personalizuara, i cili ofron zgjidhje për secilin student dhe më pas është realizuar një
eksperiment për të demonstruar modelimin e rrugëve mësimore dhe procesin mësimor në
përgjithësi.
Modeli i propozuar u zhvillua bazuar në programin e Shkencave Kompjuterike dhe
Inxhinieri për nivelin Master, për lëndën Algoritme dhe Struktura e të Dhënave,
përkatësisht temat “Grafet jo të orientuara’, ‘Grafet e orientuara’, ‘Pemë më shtrirje
minimale’ dhe ‘Rruga më e shkurtër’. Ndërsa, eksperimenti u realizua më studentët e
nivelit Master të Fakultetit Shkenca Kompjuterike dhe Inxhinieri. Në eksperiment morën
pjesë dymbëdhjetë student. Eksperimenti përmblidhet si më poshtë:
1. Studentët u regjistruan në prototipin e zhvilluar.
2. Ju nënshtruan testit për vlerësimin e njohurive paraprake.
3. Zgjedhën njësitë për modelimin e rrugës mësimore që do të ndjekin.
4. Zhvilluan procesin e të mësuarit për njësit e zgjedhura.
5. Në fund të çdo njësie u vlerësuan për njohuritë e fituara për atë njësi.
6. Për çdo njësi të përfunduar më sukses patën mundësi për të vazhduar më material të
avancuar.
7. Dhe në fund të eksperimentit u përgjigjen në pyetësorin për vlerësimin e prototipit
dhe procesit mësimor.
7.1

Përgjigjet e pyetjeve hulumtuese

Pyetja hulumtuese 1: Cilat janë teknikat që përdorën për të ofruar mësim të personalizuar
përmes rrugëve të të mësuarit?
Në këtë pyetje jemi përgjigjur duke u bazuar në literaturën e shfletuar. Ekzistojnë shumë
teknika që përdoren për personalizimin e rrugëve mësimore, disa prej tyre janë:
•

Naive Bayesian
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•

K-means

•

Principal Components Analysis

•

Monte Carlo

•

Temporary difference

•

Q-learning

•

Parallel Particle Swarm Optimization

Pyetja hulumtuese 2: Cilat janë variablat e nevojshme që duhet të llogariten kur
modelohet një profil për mësim te personalizuar?
Variablat që janë përdorur për modelimin e profilit janë: stilet e të mësuarit, njohuritë
fillestare, njohuritë e fituara pas çdo njësie të zhvilluar.
Këto variabla përfshijnë llogaritjen e aftësive individuale, boshllëqeve, pikave të forta,
dobësive, interesave dhe aspiratave të secilit student. Më llogaritjen e këtyre variablave
krijohen mundësi dinamike që drejtojnë në arritjet akademike dhe rritjen personale.
Pyetja hulumtuese 3: Si kontribuon përzgjedhja e duhur e algoritmit të mësimit të
makinave në ngritjen e rrugës së të mësuarit të personalizuar?
Duke pasur parasysh situatën pandemike, kohën dhe numrin e kufizuar të studentëve
pjesëmarrës në eksperiment, në këtë punim nuk është implementuar ndonjë algoritëm i
mësimit të makinave.
Në këtë pyetje nuk kemi arritur të përgjigjem saktësisht për shkak që nuk kemi bërë
krahasim të algoritmeve, por, e kemi vendosur si future work, pasi që për të bërë
krahasimin e algoritmeve të ML nevojiten më shumë të dhëna. Në vend të krahasimit të
algoritmeve, kemi bërë vlerësim nga ana përdoruesit, ku kemi marr rezultatet që i
prezantuam në kapitullin e gjashtë.
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PËRFUNDIM

Bazuar në rezultatet empirike nga literatura e shqyrtuar përfundojmë se aplikimi i teknikave
dhe algoritmeve të ML dhe AI ofrojnë avancim të teknologjisë, përkatësisht personalizim të
procesit mësimore duke llogaritur karakteristikat si: stilet e të mësuarit, tiparet e
personalitetit, niveli i njohurive, qëllimet dhe kërkesat e secilit student. Gjithashtu,
rezultatet empirike mbështesin rëndësinë dhe ndikimin e personalizimit të rrugës mësimore
në arritjet dhe efikasitetin e të mësuarit.
Për më tepër, modeli i propozuar për personalizimin e rrugëve të të mësuarit mundëson
zhvendosjen nga modelet e vjetra të të mësuarit drejt mundësive të personalizuara të të
mësuarit në të cilat planet mësimore dhe strategjitë akademike janë përshtatur për nevojat e
çdo studenti individual.
Për të vlerësuar prototipin e zhvilluar është realizuar eksperimenti më studentët e Fakultetit
të Shkencave Kompjuterike dhe Inxhinieri, niveli Master. Më zhvillimin e eksperimentit
studentët vlerësuan njohuritë paraprake, pastaj krijuan një rrugë të personalizuar për të
zhvilluar procesin mësimor për disa njësi dhe në fund vlerësuan njohuritë të fituara për ato
njësi.
Në bazë të përqindjeve të cilat kanë rezultuar nga pyetjet e parashtruara në pyetësorë mund
të përfundojmë se prototipi i zhvilluar ofron qasje të lehtë në njësitë mësimore dhe është
mjaft i përshtatshëm për të modeluar rrugën e të mësuarit. Gjithashtu, ky model është
përshtatur me nivelin e njohurive të secilit student. Për më tepër, prototipi siguron lehtësi në
përdorim, rrit efikasitetin e të mësuarit dhe kursen kohën e të mësuarit.
Mirëpo, për të arritur rezultate me reale nevojitet numër me i madh i studentëve, kështu që
në punimet e ardhshme (future research) mund të realizohen dhe të analizohen mostra me
numër me të madh të studentëve dhe të tentohet të krijohen modele për personalizimin e
rrugëve përmes ML.
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10 SHTOJCA
Në vazhdim janë paraqitur pyetjet e përfshira në pyetësorin për vlerësimin e prototipit nga
studentët pjesëmarrës.
1. Emri dhe mbiemri:

2. Mosha:
•

18-20

•

21 – 25

•

26 – 30

•

31 – 35

•

Mbi 35

3. Gjinia:
•

Femër

•

Mashkull

4. Qyteti:

5. Cila është shkalla ose niveli më i lartë i shkollës që keni përfunduar?
•

Baqelor

•

Master

6. Cili është viti i studimit?

7. Cili është specializimi juaj?
•

Inxhinieri e Sistemeve Softuerike

•

Programimi në ueb
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•

Sistemet e Bazave të të Dhënave

•

Inxhinieri e Komunikimit

•

Shkenca e të Dhënave

•

Informatika Mjekësore

8. Cili është klasifikimi juaj?
•

Fillestar

•

Mesatar

•

Ekspert

9. Sa ishin lehtë të qasshëm njësit mësimore për modelimin e rrugës mësimore?
•

1

•

2

•

3

•

4

•

5

10. Sa ishin të mjaftueshme njësit mësimore për modelimin e rrugës mësimore?
•

1

•

2

•

3

•

4

•

5

11. Sa ishte i përshtatshme sistemi për të modeluar rrugën e duhur mësimore?
•

1

•

2

•

3

•

4
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•

5

12. Sa përshtatet sistemi varësisht njohurive tuaja?
•

1

•

2

•

3

•

4

•

5

13. Cila është rruga që do të ndjekeni për të kompletuar njësit mësimore:
5. Të dhënat Kryesore
6. Inteligjenca e Biznesit dhe Menaxhimi i njohurive
7. Cloud Computing dhe Teknologjitë Mobile
8. Sistemet e Krijuara

14. Sa ishte e lehtë për të përdorur sistemin?
•

1

•

2

•

3

•

4

•

5

15. Sa do të rekomandoni sistemin tek të tjerët?
•

1

•

2

•

3

•

4

•

5
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16. Çka ju ka pëlqyer në lidhje me konceptin e eksperimentit?

17. Çka nuk ju ka pëlqyer në lidhje me konceptin e eksperimentit?
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