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Abstract
In this paper we discuss the index problem for geometric differen-
tial operators (Spin–Dirac operator, Gauß-Bonnet operator, Signature
operator) on manifolds with metric horns. On singular manifolds these
operators in general do not have unique closed extensions. But there
always exist two extremal extensions Dmin and Dmax. We describe the
quotient D(Dmax)/D(Dmin) explicitely in geometric resp. topological
terms of the base manifolds of the metric horns. We derive index for-
mulas for the Spin–Dirac and Gauß-Bonnet operator. For the Signature
operator we present a partial result.
1. Introduction
It is well known, that an elliptic differential operator
D : C∞0 (M,E)→ C∞0 (M,F )
between sections of vector bundles E and F over a compact, closed manifold
M has a unique closed extension which is a Fredholm operator. In the more
general case of an open manifold
M = Mǫ ∪˙ U
with a compact part Mǫ (with nonempty boundary N) and an open part U
which we consider as a punctured neighborhood of the “singularities” the situ-
ation is more complicated: There may be many closed extensions between two
extremal extensions Dmin and Dmax. These extensions can be parametrized by
closed subspaces V of the quotient D(Dmax)/D(Dmin) (D denotes the domain
of the operator). It is natural to ask for a characterization of D(Dmax)/D(Dmin)
for special “singular” manifolds as well as for the Fredholm property and ex-
plicit index formulas of the assigned closed extensions DV of a given operator
D. The complete answers to these and related questions for the Gauß-Bonnet
operator, the Signature operator and the Spin–Dirac operator (which we re-
fer to as the “geometric operators”) on manifolds with cone like singularities
are given in the papers [9], [10], [11], [13], [8], [2]. In this paper we consider
manifolds with metric horns in the restricted sense of [10]. This means that
U ∼= (0, ǫ)×N with warped product metric
g = dx2 + h(x)2gN ,
and h(x) = xα, α > 1. On these manifolds all the geometric operators have a
common normal form on U
D|U ∼=
( d
dx
+
h′(x)
h(x)
S
)
⊕
( d
dx
+
1
h(x)
S˜ +
h′(x)
h(x)
A˜(x)
)
. (1.1)
This will be discussed in detail in Section 2. Section 3 investigates the nature
of D(Dmax)/D(Dmin) and the Fredholm property. In Section 4 we elaborate on
the index problem. The key tool is a homotopy transforming the operator of
interest into a so called regular singular operator. Regular singular operators
turn up in the conic situation, for which index formulas exist (cf. the papers
mentioned above). With the help of a result in [12] we will show that the
index remains constant during the homotopy. By this procedure we bypass
the need of an explicit functional calculus on metric horns, which seems to
be very difficult and not yet developed to the knowledge of the authors. (Cf.
also the remark in [10, pp.138]: “At the level of an explicit functional calculus
the more difficult case of metric horns must be distinguished from the special
case of metric cones...”) The last two sections are devoted to the geometric
operators as concrete examples.
We point out as a remarkable fact that the situation of metric horns turns
out to be much simpler than the case of metric cones. For example, by looking
at the space D(Dmax)/D(Dmin) describing the variety of closed extensions, we
prove the following characterizations for the geometric operators on manifolds
M with metric horns:
D(Dmax)/D(Dmin) ∼=


{0} for the Signature operator,
{0} for the Gauß-Bonnet operator (m even),
Hn/2(N) for the Gauß-Bonnet operator (m odd),
ker DN for the Spin–Dirac operator (m even),
where m = dim M , n = dim N and DN denotes the Spin–Dirac operator
on the base manifold N of the horns. Let us emphasize, that the nature
of D(Dmax)/D(Dmin) depends only on the topology of N for the first two
operators. It is an interesting question, whether there exists a canonical 1:1
correspondence between ideal boundary conditions and closed extensions of
the Gauß-Bonnet operator in this particular situation (cf. [6, Theorem 3.8 a)].
For the Spin–Dirac operator ker DN is not a topological invariant (cf. [15]).
However, we have at least independence of dim D(Dmax)/D(Dmin) under con-
formal changes of the metric on N for this operator. This yields a remarkable
contrast to the cone like case, where always small eigenvalues (in the interval
(−1/2, 1/2)) are involved. They are obviously not stable under even such an
easy deformation as multiplying the metric of N by a constant factor.
In Section 5 we derive an index formula for the Spin–Dirac operator:
ind D+max/min =
∫
M
Aˆ − η(0)
2
± b
2
with b := dim ker DN .
The index formula for the Gauß-Bonnet operator on manifolds with horns
developed in Section 6 becomes simply
ind DGB =
∫
M
e +
1
2
(m2 −1∑
k=0
(−1)kdim Hk(N) −
n∑
k=m
2
(−1)kdim Hk(N)
)
.
We emphasize that this formula is not based on our analysis but is derived
by reinterpretation of results of J. Cheeger. In contrast to the cone like case
there occurs no additional spectral data of N and we conclude in particular∫
M e ∈ Z.
At this point we would like to make some historical remarks: A detailed
analytic study (Hodge theory, functional calculus, index formulas, ...) of in-
ductively defined singular spaces based on manifolds with metric cones was
first carried out by J. Cheeger in the papers [9, 10, 11]. In the same spirit [13]
considered the Spin–Dirac operator, stressing the importance of small eigen-
values of the operator on the base manifold of the cones. The paper [8] derived
an index formula for differential operators with a special normal form. The
framework of [8] covers the geometric operators on manifolds with asymptotic
conic singularities and motivated the present paper to a great extend. In the
meantime the regular singular case was generalized in [2] and [3] and became
applicable to singular algebraic curves (cf. [7]) and to manifolds with finitely
many ends and some further geometric conditions. Another generalization of
the regular singular case to operators of Fuchsian type is part of [17]. Homo-
topy arguments based on the result of [12, Theorem 4.1.] and similar to those
in this article have been carried out in [21], [20] and [3].
Part of this article (concerning the Spin–Dirac operator on metric horns)
is one of the main results of the thesis of the second named author.
List of Notations
D(D) domain of the (unbounded) operator D
Dmin, Dmax minimal/maximal closed extension of a differential operator
Dt formal adjoint of the differential operator D
L(H) algebra of bounded operators on the Hilbert space H
X operator of multiplication by x
⇒ uniform convergence
‖ · ‖HS Hilbert–Schmidt norm
σ(S) spectrum of the self–adjoint operator S
P ∗ Hilbert space adjoint of the (possibly unbounded) operator P
2. A generalization of regular singular operators
We consider the following situation:
Let (M, gM) be a (singular) Riemannian manifold of dimension m,
E, F two Riemannian resp. hermitian vector bundles over M and
D : C∞0 (E) → C∞0 (F ) a first order elliptic differential operator.
Let U be a neighborhood of the singularities, such that M\U is
compact with smooth compact boundary N . Furthermore, let G be
a Riemannian resp. hermitian vector bundle over N , such that we
obtain the following identifications by a suitable unitary separation
of variables (cf. [8]):
U ∼= (0, ǫ)×N with 0 < ǫ ≤ 1,
D ∼= ddx + αxS on the open set U.
S : C∞(G) → C∞(G) is supposed to be a first order symmetric
elliptic differential operator on N . By a slight abuse of notation,
there exists an orthonormal basis of L2(G), {es}, of eigenfunctions
of S.
At this point the meaning of the constant α ≥ 1 is not apparent because we
could write S instead of αS. However, the parameter α will play a crucial role
in the case of a metric horn. To avoid notational confusion, it is introduced
here.
This is the easiest example of a so called regular singular operator. More
general operators of regular singular type are treated in [8], [2], [3] or [17].
The example above serves as a starting point for a general framework, which
applies to the “geometric operators” (i.e. Spin–Dirac operator, Gauß-Bonnet
operator and Signature operator) on manifolds with metric horns. However,
in order to treat the case of horns we will have to leave the regular singular
situation.
Before doing so, let us introduce some results of [8] and [2] which we shall
need:
1. LetH 1
2α
:=
⊕
|s|<1/(2α) ker (S−s) and consider the Hilbert spacesD(Dmax)
and D(Dtmax) equipped with graph-norms. Then the linear functionals
Φ :


D(Dmax) → H 1
2α
f 7→ ⊕
|s|<1/(2α)
lim
x→0x
αs Prker (S−s)f(x),
Φ′ :


D(Dtmax) → H 1
2α
f 7→ ⊕
|s|<1/(2α)
lim
x→0
x−αs Prker (S−s)f(x),
are well defined and continuous. Here PrW : L
2(G) → W denotes the
orthogonal projection onto W ⊂ H 1
2α
.
2. For all f ∈ D(Dmax) and g ∈ D(Dtmax)
(Dmaxf, g) = (f,D
t
maxg) − (Φf,Φ′g)H 1
2α
.
3. All closed extensions of D are Fredholm. These extensions are in 1:1
correspondence to subspaces of H 1
2α
. The corresponding extension to a
subspace W ⊂ H 1
2α
is given by
D(DW ) := {f ∈ D(Dmax) | Φf ∈ W}.
Any orthogonal decomposition H 1
2α
= V ⊥W implies: DtV = (DW )∗.
We now describe the generalizations which will be applicable to metric
horns. We consider again the situation described at the beginning of this
section, but now with a more general
D : C∞0 (E)→ C∞0 (F ). (2.1)
We assume that after a suitable choice of isometries of Hilbert spaces
L2(E|U) ∼= L2((0, ǫ), L2(G)),
L2(F |U) ∼= L2((0, ǫ), L2(G))
(2.2)
and a suitable splitting L2(G) = Htot = H ⊕ H˜ (H, H˜ Hilbert spaces), D|U
decomposes into T ⊕ T˜ with
T =
d
dx
+
h′(x)
h(x)
S,
T˜ =
d
dx
+
1
h(x)
S˜ +
h′(x)
h(x)
A˜(x),
(2.3)
and h(x) = xα for α > 1. The operator T : C∞0 ((0, ǫ), H) is the same as
introduced at the beginning since h
′
h
= α
x
. So S is supposed to be a self-adjoint
operator on D(S) with an appropriate family of eigenfunctions es. In the case
of geometric differential operators on metric horns it turns out that H is of
finite dimension which makes the regular singular component of the operator
D|U particularly easy to handle.
Let us turn over to the properties of T˜ . For notational convenience we
put a tilde ˜ over all notions connected with this operator. S˜ is a symmetric
operator defined on a dense subspace D(S˜) of H˜. As before, let {e˜s} be an
orthonormal basis of H˜ consisting of eigenfunctions of S˜. Additionally, we
assume ker S˜ = {0}. A˜(·) is a smooth family of bounded operators on H˜ :
A˜ ∈ C∞((0, ǫ),L(H˜)). Moreover, there exists a constant C > 0 with
‖A˜(x)‖ ≤ C for all x ∈ (0, ǫ).
In the sequel we consider the term h
′
h
A˜ as a perturbation and denote by
T˜0 =
d
dx
+
1
h(x)
S˜ (2.4)
the “unperturbed part of T˜”. This point of view turns out to make sense as
long as α > 1.
The geometric operators on manifolds with metric horns are examples of
this general framework. Let us discuss this in more detail:
Spin–Dirac operator Let M be an open spin manifold of even dimension
with metric gM , where U and N are as in the beginning of this section.
Assume the existence of a fixed metric gN with
gM |U ∼= dx2 + h(x)2gN . (2.5)
Denote by S(M)→M an irreducible spin bundle and D : C∞0 (S(M))→
C∞0 (S(M)) the corresponding Spin–Dirac operator. As it is well known,
D splits into
D =
(
0 D−
D+ 0
)
with respect to the eigenbundles S+(M), S−(M) of the multiplication
with the complex volume element. By a suitable unitary separation of
variables D+ can be transformed into (see [20, p. 652])
D+ ∼= d
dx
+
1
h(x)
DN on U, (2.6)
where DN : C
∞(S(N)) → C∞(S(N)) denotes the Spin–Dirac operator
on N with the induced spin structure. (We use the orientation of [1]
which is opposite to that in [20].) Consequently, we choose H := ker DN ,
H˜ its orthogonal complement in L2(S(N)) and S = 0, S˜ := DN |H˜,
A˜ = 0.
Gauß-Bonnet operator This operator is given by
DGB := dM + d
t
M : Ω
even
0 (M) → Ωodd0 (M).
Let M be an open Riemannian manifold and U,N, gM and gN etc. as
above. The calculations in [8, pp. 696] yield:
DGB|U ∼= TGB : C∞((0, ǫ),
n⊕
j=0
Ωj(N)) → C∞((0, ǫ),
n⊕
j=0
Ωj(N))
with n = dim N , TGB =
d
dx
+ h
′(x)
h(x)
S1 +
1
h(x)
S2 and
S1 = diag(cj)0≤j≤n, cj := (−1)j(j − n
2
),
S2 = dN + d
t
N =


0 dtN
dN
. . .
. . .
. . .
. . . dtN
dN 0

 .
Obviously, S2 is a square root of the Laplacian on forms. (For metric
collars, i.e. h = 1, the situation simplifies to DGB |U ∼= ddx + S2.)
In the case of metric horns, i.e. h(x) = xα, we choose H to be the
space H(N) of harmonic forms and H˜ its orthogonal complement in
L2(Λ∗T ∗N). H and H˜ are obviously invariant subspaces of S1 and S2
and S2|H = 0. Moreover, we choose
S := S1|H, S˜ := S2|H˜, A˜ := S1|H˜.
Signature operator We assume M to be an oriented, open Riemannian
manifold of dimension m = 4k, U and N as above and that (2.5) holds.
The involution
τ :
{
Ω(M) → Ω(M),
τα := i2k+j(j+1) ∗M α for α ∈ Ωj(M)
anti-commutes with the operator dM + d
t
M : Ω0(M) → Ω0(M). Hence
dM + d
t
M interchanges the ±1-eigenspaces Ω±0 (M) of τ . The restriction
DS : dM + d
t
M : Ω
+
0 (M) → Ω−0 (M)
is called the Signature operator. Unitary separation of variables yields
according to [8, pp.707]:
DS|U ∼= TS = d
dx
+
h′(x)
h(x)
S1 +
1
h(x)
S2
with S1 = diag(bj)0≤j≤n, n = dim N , bj = n2 − j and
S2|Ωj(N) = (−1)k+1+[
j+1
2
]((−1)j ∗N dN − dN∗N).
S2 is symmetric and S
2
2 = ∆N . Consequently, H := H(N) and H˜ :=
H(N)⊥ are invariant subspaces of S1 and S2. Choose
S := S1|H, S˜ := S2|H˜, A˜ := S1|H˜.
It was pointed out by the referee that the metric horn case can be ’reduced’
to the conic case by a logarithmic change of variables. Namely, given the metric
g = dx2 + x2αgN , α > 1.
Putting x(t) = ((1− α) log t) 11−α we find
g =
x(t)2α
t2
(dt2 + t2gN)
=: ρ(t)2(dt2 + t2gN),
which is a conic metric, however with a singular conformal factor. Applying the
standard unitary separation of variables (cf. [6, p.443]) to the Gauß-Bonnet
operator, one finds
DGB =
1
ρ
(
d
dt
+
1
t
(S1 + S2) +
ρ′
ρ
S3),
where S1, S2 are as in the above description of the Gauß-Bonnet operator and
S3 = diag(c˜j)0≤j≤n, c˜j := (−1)j(j − n2 ) − 12 . However, 1/ρ, ρ′/ρ2 are singular
at 0 and the usual regular singular analysis cannot be applied directly.
We turn back to our general D described in (2.1)–(2.3). In Section 3 we will
characterize the L2–closed extensions of D and show that these are Fredholm.
Section 4 deals with a particular family {Dβ}β∈[β1,β2] of operators and we will
show that the index of corresponding L2-closed extensions remains constant
under variation of β. In both sections we need to construct parametrices and
to prove certain properties about them. The construction is done by patching
together an interior pseudo–differential parametrix and a suitable boundary
parametrix. The boundary parametrix will be obtained by considering D|U
as an infinite sum of one–dimensional differential operators (cf. (2.10) below).
For the construction of the boundary parametrix we have to introduce some
integral operators:
Similar to [18, 4.5/4.6], to a given function F ∈ C∞(0, 1) and s ∈ R we
introduce (whenever these integrals exist)
P F0,sf(x) :=
∫ x
0
exp
(
−
∫ x
y
sF (t)dt
)
f(y)dy,
P F1,sf(x) :=
∫ x
1
exp(−
∫ x
y
sF (t)dt
)
f(y)dy,
(2.7)
for all f ∈ L2(0, 1).
In the particular case F (x) = 1/x these operators become
P F0,sf(x) :=
∫ x
0
(
y
x
)sf(y)dy for s > −1
2
,
P F1,sf(x) :=
∫ x
1
(
y
x
)sf(y)dy for all s.
These operators were already used in [8, (2.3), (2.4)].
One easily checks
(
d
dx
+ Fs) P Fj,sf = f, for f ∈ L2(0, 1),
P Fj,s(
d
dx
+ Fs)f = f, for f ∈ C∞0 (0, 1),
(P F0,s)
∗ = −P F1,−s.
(2.8)
We introduce the unperturbed operators
T˜0 :=
d
dx
+
1
h(x)
S˜, D0 := T ⊕ T˜0, (2.9)
where D0 lives on U .
Furthermore, we denote by Π, Π˜ the orthogonal projections from Htot :=
H ⊕ H˜ onto H resp. H˜ .
Via the spectral decomposition of S, S˜ the operators T, T˜0 can be viewed
as the infinite direct sum
⊕
s∈spec S
(
d
dx
+
h′
h
s
)
⊕ ⊕
s∈spec S˜
(
d
dx
+
1
h
s
)
. (2.10)
Thus it seems natural to construct parametrices for T, T˜ as follows: Put
P := P (T ) :=
(
⊕
s<s1
s∈spec (S)
P
h′/h
1,s
)
⊕
(
⊕
s>s1
s∈spec (S)
P
h′/h
0,s
)
, (2.11)
where s1 ∈ [−1/(2α), 1/(2α)] \ spec (S). The choice of s1 corresponds to a
particular choice of a L2–closed extension of D. Furthermore, the parametrix
for T˜ is:
P˜ := P˜ (T˜ ) :=
(
⊕
s<0
s∈spec (S˜)
P
1/h
1,s
)
⊕
(
⊕
s>0
s∈spec (S˜)
P
1/h
0,s
)
. (2.12)
The boundary parametrix is then given by Pbd = P ⊕ P˜ and all operators
P
h′/h
j,s , P
1/h
j,s in this construction are Hilbert-Schmidt. We will use the following
notation for particular choices of s1 in (2.11):
Pmax := Pmax(T ) :=
(
⊕
s<1/(2α)
s∈spec (S)
P
h′/h
1,s
)
⊕
(
⊕
s≥1/(2α)
s∈spec (S)
P
h′/h
0,s
)
,
Pmin := Pmin(T ) :=
(
⊕
s≤−1/(2α)
s∈spec (S)
P
h′/h
1,s
)
⊕
(
⊕
s>−1/(2α)
s∈spec (S)
P
h′/h
0,s
)
,
Pδ := Pδ(T ) :=
(
⊕
s<0
s∈spec (S)
P
h′/h
1,s
)
⊕
(
⊕
s≥0
s∈spec (S)
P
h′/h
0,s
)
.
(2.13)
In view of (2.8) we have
Pmax/min(T )∗ = −Pmin/max(−T t), P˜ (T˜ )∗ = −P˜ (−T˜ t). (2.14)
3. The L2–closed extensions of D
The goal of this section is to classify the L2-closed extensions of D : C∞0 (E)→
C∞0 (F ) and to prove their Fredholm property. In doing so, we follow step
by step the scheme of [8]. It turns out, that the calculations for the second
component T˜ can be carried out in a very similar way as in the regular singular
case. Most of the calculations are even more simple than in the regular singular
case.
In this section we relax the axioms (2.3) for D slightly. Namely, we assume
that D|U decomposes into T ⊕ T˜ with
T =
d
dx
+
α
x
S,
T˜ =
d
dx
+
1
h(x)
S˜ +
1
x
A˜(x),
where h is a positive increasing function with h(x) ≤ xα for some α > 1.
Moreover, we assume that (0, 1) ∋ x 7→ (I + |S˜|)−1A˜(x) and (0, 1) ∋ x 7→
A˜(x)(I + |S˜|)−1 are smooth maps into L(H˜) and that
sup
0<x<1
‖(I + |S˜|)−1A˜(x)‖+ ‖A˜(x)(I + |S˜|)−1‖ ≤ C. (3.1)
We will use the abbreviation
µ(x) :=
∫ 1
x
1
h(y)
dy. (3.2)
Note that
lim
x→0+
µ(x) = +∞. (3.3)
Lemma 3.1 (cf. [18, Lemma 4.1]) For f ∈ L2(0, 1) we have the following
estimates:
(i) |P 1/h0,s f(x)| ≤
1√
2s
√
h(x) ‖f‖L2, s > 0,
(ii) |P 1/h1,s f(x)| ≤
c(h, s0)√
|s|
xα/2 ‖f‖L2, s ≤ s0 < 0.
Proof We use the Cauchy–Schwarz to obtain the estimate
|P 1/hi,s f(x)| ≤ esµ(x)
∣∣∣ ∫ x
j
e−2sµ(y)dy
∣∣∣1/2‖f‖L2, j = 0, 1. (3.4)
Because of the monotonicity of h this implies for j = 0
|P 1/h0,s f(x)| ≤
√
h(x)esµ(x)
( ∫ x
0
1
h(x)
e−2sµ(y)dy
)1/2‖f‖L2
=
√
h(x)√
2s
‖f‖L2,
and we have proved the first inequality.
In view of (3.4) to prove (ii) it suffices to prove
e2sµ(x)
∫ 1
x
e−2sµ(y)dy ≤ c(h, s0)|s| x
α.
To do this we split the integral:
e2sµ(x)
∫ 2x
x
e−2sµ(y)dy = e2sµ(x)
∫ 2x
x
h(y)
1
h(y)
e−2sµ(y)dy
≤ h(2x)
2|s| (1− e
2|s|(µ(2x)−µ(x)))
≤ h(2x)
2|s| ≤
2α−1
|s| x
α.
Similarly we find the estimate
e2sµ(x)
∫ 1
2x
e−2sµ(y)dy ≤ h(1)
2|s| (e
2|s|(µ(2x)−µ(x)) − e2|s|µ(x))
≤ c(h)
2|s| e
−2|s|
∫ 2x
x
dy
h(y)
≤ c(h, s0)|s| x
α.
Here we have used the inequality
e−|s|
∫ 2x
x
dy
h(y) ≤ c(h, s0, γ)xγ , |s| ≥ s0
for any γ ≥ 0. This inequality is an easy consequence of h(x) ≤ xα. ✷
Lemma 3.2 Let β > −α and 0 < ǫ ≤ 1. Then in L2(0, ǫ) we have
‖XβP 1/h0,s ‖ + ‖P 1/h1,−sXβ‖ ≤
1
s
εα+β, s > 0,
‖XβP 1/h1,s ‖ + ‖P 1/h0,−sXβ‖ ≤
c(h, β, s0)
|s| ε
α+β, s ≤ s0 < 0.
Proof Since (XβP
1/h
0,s )
∗ = P 1/h1,−sX
β, (XβP
1/h
1,s )
∗ = P 1/h0,−sX
β, it suffices to esti-
mate ‖XβP 1/h0,s ‖ for s > 0 and ‖P 1/h1,s Xβ‖ for s ≥ |s0| > 0. Since the operators
are integral operators with non–negative kernels, we may apply Schur’s test
[16, p. 22].
The kernel of XβP
1/h
0,s is given by
k1(x, y) = x
βes(µ(x)−µ(y)), x > y.
We have ∫ ε
0
k1(x, y)dy ≤ xβesµ(x)
∫ x
0
yα
1
h(y)
e−sµ(y)dy
≤ xα+β 1
s
≤ ε
α+β
s
,
and ∫ ε
0
k1(x, y)dx ≤ e−sµ(y)
∫ ε
y
xα+β
1
h(x)
esµ(x)dx
≤ ε
α+β
s
(1− es(µ(ε)−µ(y)))
≤ ε
α+β
s
,
hence Schur’s test implies ‖XβP 1/h0,s ‖ ≤ εα+βs .
Next let s ≥ |s0| > 0 and consider the kernel of P 1/h0,s Xβ,
k2(x, y) = y
βes(µ(x)−µ(y)), x > y.
Then similarly as before
∫ ε
0
k2(x, y)dy ≤ ε
α+β
s
,
and similar as in the proof of Lemma 3.1 we estimate∫ ε
0
k2(x, y)dx ≤ yβe−sµ(y)
∫ ε
y
xα
1
h(x)
esµ(x)dx
≤ yβ e
−sµ(y)
s
(
2αyα(esµ(y) − esµ(2y)) + εα(esµ(2y) − esµ(ε))
)
≤ c(h, β, s0)
s
εα+β,
and invoking again Schur’s test we reach the conclusion. ✷
Now we introduce the operators
P
max/min
bd := P
max/min ⊕ P˜ . (3.5)
For the next lemma recall the notation Htot = H ⊕ H˜. Π and Π˜ are the
corresponding orthogonal projections.
Lemma 3.3 1. For f ∈ L2((0, 1), Htot) we have the estimates
‖Π(I + |S|)1/2Pminbd f(x)‖ ≤ c
√
x ‖f‖,
‖Π˜(I + |S˜|)1/2Pminbd f(x)‖ ≤ c xα/2 ‖f‖.
(3.6)
2. For 0 < ε ≤ 1 we have
‖X−1A˜Pmin/maxbd ‖L2((0,ε),Htot) + ‖Pmin/maxbd X−1A˜‖L2((0,ε),Htot) ≤ c ε(α−1).
3. Pmaxbd maps L
2((0, 1), Htot) into D(D0,max).
Proof 1. The first inequality follows from [8, Lemma 2.1], the second is an
immediate consequence of Lemma 3.1.
2. This is a consequence of Lemma 3.2 and (3.1).
3. This is an immediate consequence of (2.8) and Lemma 3.1. ✷
Lemma 3.4 1. (cf. [2, Lemma 3.6]) Let ϕ ∈ C∞0 ([0, 1)) with ϕ = 1 near 0.
Then we have for f ∈ D(Dmax)
Pmaxbd Dmaxϕf = ϕf + (P
max
bd X
−1A˜)ϕf.
2. (cf. [2, Lemma 3.4]) There exists an ε > 0, such that for ϕ, ω ∈
C∞0 ([0, ε)), ϕ, ω = 1 near 0 and ωϕ = ϕ, we have for f ∈ D(Dmax)
ϕf = ωPmaxbd V Dmaxϕf
with some bounded operator V .
Proof 1. Since the projections Π, Π˜ commute with Pmaxbd , Dmax it follows
from [2, Sec. 3] that
ΠPmaxbd Dmaxϕf = ϕΠf.
Now we put
g := ϕf + Pmaxbd X
−1A˜ϕf
and gs(x) = (g(x), e˜s) where e˜s is an eigenvector of S˜, S˜e˜s = se˜s. We have
gs ∈ L2(0, 1) and, moreover,
g′s(x) +
s
h(x)
gs(x) = ((Dmaxϕf)(x), e˜s).
Thus gs and ((P
max
bd Dmaxϕf)(x), e˜s) satisfy the same first order differential
equation. If s < 0, then
gs(1) =
(
P
1/h
1,s (X
−1A˜ϕf(·), e˜s)
)
(1) = 0
and
((Pmaxbd Dmaxϕf)(1), e˜s) = P
1/h
1,s (Dmaxϕf, e˜s)(1) = 0
hence we have equality in this case.
If s > 0, then the gs and ((P
max
bd Dmaxϕf)(x), e˜s) differ by c e
sµ, which is
square integrable iff c = 0. Since gs and ((P
max
bd Dmaxϕf)(x), e˜s) are square
integrable they must be equal.
2. In view of Lemma 3.3, 2. we choose ε > 0 such that
‖X−1A˜Pmin/maxbd ‖L2((0,ε),Htot) + ‖Pmin/maxbd X−1A˜‖L2((0,ε),Htot) <
1
2
.
Furthermore, let ω, ψ, ϕ ∈ C∞0 ([0, ε), ω = ψ = ϕ = 1 near 0 and ωψ = ψ, ψϕ =
ϕ.
By 1.
(ωPmaxbd Dmaxψ)ϕf = ϕf + (ωP
max
bd X
−1A˜ψ)ϕf
=: (I +R)ϕf
and ‖R‖ < 1/2.
Introducing R1 := ψX
−1A˜Pmaxbd ω, we also have ‖R1‖ < 1/2. By induction,
one easily finds
Rn(ωPmaxbd Dmaxψ)ϕf = ωP
max
bd R
n
1Dmaxϕf.
Thus we conclude
ϕf = (I +R)−1(ωPmaxbd Dmaxψ)ϕf
=
∞∑
n=0
(−1)nRn(ωPmaxbd Dmaxψ)ϕf
= ωPmaxbd Dmaxϕf + ωP
max
bd
∞∑
n=1
(−1)nRn1Dmaxϕf
=: ωPmaxbd V Dmaxϕf
and we are done.
✷
Corollary 3.5 Let ϕ be as before.
1. We have
ϕD(Dmax/min) = ϕD(D0,max/min).
2. For f ∈ D(Dmax) we have ‖Π˜f(x)‖ = O(xα/2), x→ 0.
3. The maps Φ and Φ′ are well–defined on D(Dmax) and D(Dtmax) and for
f ∈ D(Dmax), g ∈ D(Dtmax) we have
(Dmaxϕf, ϕg)− (ϕf,Dtmaxϕg) = (Φf,Φ′g)H 1
2α
.
Proof 1. If f ∈ D(Dmax), then Lemma 3.4, 2. shows that ϕf ∈ Im ϕPmaxbd ⊂
D(D0,max) by Lemma 3.3, 2. On the other hand, if f ∈ D(D0,max), then
we have from Lemma 3.4, 1. Pmaxbd D0,maxϕf = ϕf and Lemma 3.3 implies
ϕf ∈ D(Dmax).
On C∞0 ((0, ε), H˜) we have, for ε small enough
‖X−1A˜f‖ = ‖X−1A˜Pminbd D0,minf‖
≤ ‖X−1A˜Pminbd ‖‖D0,minf‖
<
1
2
‖D0,minf‖,
henceX−1A˜ isD0–bounded with bound< 1/2 which easily implies ϕD(Dmin) =
ϕD(D0,min).
2. This is an immediate consequence of Lemma 3.4 and Lemma 3.3.
3. In view of 1. and 2. it suffices to prove this for D0.
We use the decomposition ϕf = f0+ f˜0 and ϕg = g0+ g˜0. As a consequence
of Corollary 3.5, 2.
(T˜ f˜0, g˜0) − (f˜0, T˜ tg˜0) =
∫ ǫ
0
∂x (f˜0(x), g˜0(x))H˜ dx
= − lim
x→0
(f˜0(x), g˜0(x))H˜
= 0. (3.7)
This implies together with result 2 of Section 2 and the identity Dtmax =
Dmin
∗
(T˜ f˜0, g˜0) + (Tf0, g0) = (ϕf,D
t
maxϕg) − (Φf,Φ′g)H 1
2α
. ✷
Theorem 3.6 The closed extensions of D are in 1 : 1 correspondence to sub-
spaces of H 1
2α
. For a given subspace W ⊂ H 1
2α
the corresponding extension is
given by
D(DW ) := {f ∈ D(Dmax) | Φf ∈ W}.
Any orthogonal decomposition H 1
2α
= V ⊥W implies DtV = (DW )∗.
Proof Obviously, every closed extension D¯ corresponds to a closed vector
space W˜ = D(D¯) between D(Dmin) and D(Dmax) with respect to the graph
norm. So we only have to show, that
Φ : D(Dmax) → H 1
2α
is a continuous epimorphism with kernel D(Dmin). To prove surjectivity we
consider f(x) := ϕ(x)x−αses for any s ∈ σ(S) with |s| < 12α . f extends trivially
to a section f ∈ L2(E) with Dmaxf = ϕ′x−αses ∈ L2(F ) and Φf = es.
Corollary 3.5, 3. implies immediately ker Φ = D(Dmin) and DtV = DW ∗ for
any orthogonal decomposition H 1
2α
= V ⊥ W . ✷
Remark An immediate consequence of the preceding proof is
D(Dmax)/D(Dmin) ∼= H 1
2α
.
Theorem 3.7 All L2-closed extensions of D are Fredholm and
ind DW = ind Dmin + dim W
for all subspaces W ⊂ H 1
2α
.
Proof First, we construct a right parametrix. We choose ω, ψ as before with
ωψ = ψ, such that for R := ωX−1A˜Pminbd ψ we have ‖R‖ < 12 .
Since D is an elliptic operator, there exists an interior parametrix, Pi, such
that
DPi = I − ψ +K
and K is a compact pseudodifferential operator with compact support. We
put
Q := Pi + ωP
min
bd ψ
and find
DQ = I − ψ +K + ω′Pminbd ψ + ωDPminbd ψ
= I +R +K + ω′Pminbd ψ.
Now, ω′Pminbd ψ is a continuous operator with Im ω
′Pminbd ψ ⊂ H1comp(M,E), the
Sobolev space with compact support in M . By the closed graph theorem,
ω′Pminbd ψ : L
2(M,F )→ H1comp(M,E)
is continuous and hence ω′Pminbd ψ is a compact operator L
2(M,F )→ L2(M,E).
Finally, Q(I +R)−1 is a right parametrix for Dmax/min.
In the same way we find a right parametrix for Dtmax/min. The adjoint of
this parametrix will then be a left parametrix for Dmax/min and we obtain the
Fredholm property of Dmax/min.
Since the inclusion map ι : D(Dmin) → D(DW ) is Fredholm with index
−dim W , we obtain by the logarithmic law
ind Dmin = ind DW + ind ι = ind DW − dim W. ✷
4. Index considerations
In this section we assume D : C∞0 (E)→ C∞0 (F ) to be of the generalized form
described in Section 2 with the difference, that h(x) = xα (α > 1) only on a
subinterval (0, ǫ0) of (0, ǫ).
We restrict ourselves to the particular extension Dδ := DW (see Theorem
3.6) corresponding to the subspace
W =
⊕
− 1
2α
<s<0
ker (S − s)
and denote this extension by Dδ. Since we consider in this section only this
particular extension we will often omit the index δ and simply write D. Fur-
thermore we will use the notations
Uǫ := (0, ǫ)×N and Mǫ := M − ((0, ǫ]×N).
The following proposition states that we can remove the perturbation h
′
h
A˜ in
the operator of consideration without changing the index.
Proposition 4.1 Let α > 1 and ψ0 ∈ C∞(0, ǫ) with ψ0(ǫ) = 0 and ψ0|(0, ǫ0) =
1. Let D0 be an “unperturbed version of D”, i.e. D0 coincides with D on Mǫ
and
D0|U ∼=
( d
dx
+
h′
h
S
)
⊕
( d
dx
+
1
h
S˜ + (1− ψ0)h
′
h
A˜
)
.
Then ind Dδ = ind D0,δ.
Proof From Section 3 we conclude D(Dδ) = D(D0,δ) and A˜ψ0 := ψ0 h
′
h
A˜ ∈
L(D(Dδ), L2(F )). Here we think of A˜ψ0 as an operator on the whole manifold
M by using the unitary separation of variables and trivial extension to M .
Consequently
[0, 1] ∋ µ → D0,δ + µA˜ψ0 ∈ L(D(Dδ), L2(F ))
is a continuous curve in the space of Fredholm operators connecting D0,δ with
Dδ. ✷
Next we consider a family {Dβ}β∈[β1,β2] of unperturbed operators coinciding
on Mǫ and
Dβ|U ∼=
( d
dx
+
h′β
hβ
S
)
⊕
( d
dx
+
1
hβ
S˜
)
(4.1)
with hβ|(0, ǫ0) = xβ and 1 ≤ β1 < β2. Later, in our examples we will con-
sider a particular geometric operator on a fixed manifold M with continuously
changing metrics gM
β on U . The resulting identifications (4.1) will be based on
different separations of variables for each β ∈ [β1, β2]. After these identifica-
tions we are independent of metric considerations on U and can work entirely
in the fixed Hilbert spaces
H1 := L2((0, ǫ), Htot) ⊕ L2(E|Mǫ),
H2 := L2((0, ǫ), Htot) ⊕ L2(F |Mǫ)
(4.2)
with Htot = H⊕H˜ . Note, that we do not exclude the case β1 = 1. In this case,
however, both components T β1 and T˜ β10 (see (2.3) and (2.4) for the definition)
are regular singular and we choose Dβ1δ to be the extension corresponding to
the subspace
W1 :=
⊕
− 1
2
<s<0
ker (S − s) ⊕ ⊕
− 1
2
<s<0
ker (S˜ − s).
This convention coincides with the operator Dδ introduced in [8].
Our goal is to prove ind Dβ1 = ind Dβ2 under weak additional conditions.
Let Fβ :=
h′
β
hβ
and F˜β :=
1
hβ
for notational convenience. Then
Dβ|U ∼= T β ⊕ T˜ β0 =
( d
dx
+ FβS
)
⊕
( d
dx
+ F˜βS˜
)
.
We assume the existence of a constant C > 0 with
Fβ(x), F˜β(x) ≥ C for all β ∈ [β1, β2] and x ∈ (0, ǫ) (4.3)
and uniform convergence Fβ ⇒ Fγ and F˜β ⇒ F˜γ on compact intervals [x1, x2] ⊂
(0, ǫ) for β → γ ∈ [β1, β2]. These are the only conditions we need for the proof,
that ind Dβ is independent of β.
The corresponding boundary parametrices Pbd,β are given by
Pbd,β := Pδ(T
β) ⊕ P˜ (T˜ β), (4.4)
using the notation (2.12) and (2.13).
Let 0 < ǫ0 < ǫ1 < ǫ and ϕ, ψ ∈ C∞(0, ǫ) with ϕ + ψ = 1. Moreover,
ϕ(x) = 0 for x near 0 and ψ(x) = 0 for x near ǫ. Let ϕ2, ψ2 ∈ C∞(0, ǫ)
with the same properties near x = 0 and x = ǫ and ϕ2|[0, ǫ1] = 0, ϕϕ2 = ϕ,
ψψ2 = ψ. We extend these functions in an obvious manner to the manifold
M .
Analogously to [8, Lemma 2.3. and (2.12)] we conclude
im ψ2Pbd,βψ ⊂ D(Dβδ )
and
Dβ(ψ2Pbd,β(ψf)) = ψ
′
2Pbd,β(ψf) + ψf.
Let Pi : H2 → H1loc(E) be an interior parametrix, i.e.
ϕ2Pi(ϕD
βf) = ϕf + Lif for all f ∈ D(Dβ),
Dβ(ϕ2Pi(ϕg)) = ϕg + Rig for all g ∈ H2.
Pi does not dependent on β and Li, Ri as well as their adjoints are assumed to
be infinitely smoothing and compact. Obviously Lif |Uǫ1 = 0 for any f ∈ H1.
The same holds true for Ri, Li
∗, Ri
∗. The previous remarks together with the
explicit description of the adjoints in Theorem 3.6 and (4.1) imply easily (see
(4.2) for the notation H1,H2)
Lemma 4.2 Let Qβ := ψ2Pbd,βψ+ϕ2Piϕ. Qβ resp. Qβ
∗ are maps into D(Dβ)
resp. D((Dβ)∗) and
Dβ(Qβf) = f + ψ
′
2Pbd,β(ψf) + Rif for f ∈ H2,
(Dβ)∗(Qβ
∗g) = g + ψ′Pbd,β
∗(ψ2g) + Li
∗g for g ∈ H1.
To prove compactness of Qβ we will use the following special case of Lemma
3.2:
Lemma 4.3 Assume F (x) ≥ 1
C0
on (0, ǫ) and F (x) ≥ c
x
near x = 0 for some
c > 0. Then
‖P Fj,s‖ ≤
C0
s
for all (−1)j · s > 0.
Proposition 4.4 Qβ and (Qβ)∗ are compact operators.
Proof We prove compactness of ϕ2Piϕ and ψ2Pbd,βψ separately. The ellip-
ticity of Dβ implies D(Dβ) ⊂ H1loc(E), so compactness of ϕ2Piϕ follows from
the Lemma of Rellich.
¿From (4.3) we conclude with Lemma 4.3
‖P Fβj,s ‖, ‖P F˜βj,s ‖ → 0 as s→ (−1)j∞. (4.5)
Let temporarily Prt denote the orthogonal projection ofHtot = H⊕H˜ onto the
space spanned by all eigenfunctions es and e˜s with |s| < t. Since the operators
P
Fβ
j,s , P
F˜β
j,s are Hilbert-Schmidt, ψ2(Pbd,β ◦ Prt)ψ is compact for all t > 0. (4.5)
implies that this operators converge to ψ2Pbd,βψ as t → ∞ in the operator
norm. This proves compactness of ψ2Pbd,βψ. ✷
Next we introduce the graphs
G(Dβ) := {(f,Dβf) | f ∈ D(Dβ)} ⊂ H1 ⊕H2
and the following metric d between two closed subspaces V and W of H1⊕H2:
d(V,W ) = sup
x∈V, ‖x‖=1
d(x,W ) + sup
y∈W, ‖y‖=1
d(y, V )
with d(x,W ) := infy∈W ‖x− y‖H1⊕H2 . This metric induces a topology on the
closed subspaces. Theorem 4.1. of [12] implies, that ind Dβ remains constant
whenever the mapping
[β1, β2] ∋ β 7→ G(Dβ) (4.6)
is continuous.
The next lemma is exactly the note at the end of Section 2 in [21] which was
given without a proof. For the sake of completeness, we give a short outline
of the proof.
Lemma 4.5 We define
Eβ :=
(
I −(Dβ)∗
Dβ I
)
: D(Dβ)⊕D((Dβ)∗) → H1 ⊕H2.
E−1β is a bounded operator, and continuity of (4.6) is equivalent to the conti-
nuity of
[β1, β2] ∋ β 7→ E−1β ∈ L(H1 ⊕H2).
Proof Obviously, Eβ is closed and Eβ ≥ I. The same holds for Eβ∗. From
this we conclude bijectivity of Eβ. Hence E
−1
β is bounded by the closed graph
theorem.
According to [12], G(Dβ)→ G(Dγ) is equivalent to G((Dβ)∗)→ G((Dγ)∗).
The equivalence to G(Eβ) → G(Eγ) follows from explicit formulas for the
metric, i.e. the fact that
‖(f, f˜)− (g, g˜)‖ + ‖(f −Dβ∗f˜ , Dβf − f˜)− (g −Dγ∗g˜, Dγg − g˜)‖
can be estimated from below and above by multiples of
‖f − g‖ + ‖Dβf −Dγg‖ + ‖f˜ − g˜‖ + ‖(Dγ)∗g˜ − (Dβ)∗f˜‖.
According to [12], G(Eβ) → G(Eγ) is equivalent to G(E−1β ) → G(E−1γ ), which
finally is equivalent to the convergence in norm E−1β → E−1γ by the addendum
of [12]. ✷
The uniform convergence of Fβ and F˜β on compact intervals is needed in
the following lemma which is in some sense the heart of the proof of ind Dβ1 =
ind Dβ2.
Lemma 4.6 The mapping
[β1, β2] ∋ β 7→ Pbd,β ∈ L(L2((0, ǫ), Htot))
is continuous.
Proof It is enough to prove that, for each δ0 > 0, there exists a µ > 0 with
‖P Fβ0,s − P Fγ0,s‖2HS < δ0 and ‖P F˜β0,s − P F˜γ0,s‖2HS < δ0 (4.7)
for all |β−γ| < µ. The corresponding statement for P Fβ1,s , P F˜β1,s follows by taking
adjoints. The proof proceeds in two steps. First we prove convergence of the
Hilbert-Schmidt norms as β → γ for each s-value individually. A contraction
property allows us in the second step to conclude uniform convergence for all
s-values by considering only finitely many s-values.
(i) The uniform convergence on compact intervals implies for β → γ
kβ(x, y) := exp(−
∫ x
y
sFβ(t) dt) −→ kγ(x, y) := exp(−
∫ x
y
sFγ(t) dt) (4.8)
pointwise for all 0 < y ≤ x < ǫ. From Fβ ≥ 0 we conclude
|kβ(x, y)− kγ(x, y)| ≤ 1,
and thus by Lebesgue’s dominated convergence theorem
‖P Fβ0,s − P Fγ0,s‖2HS → 0.
Similarly, we obtain ‖P F˜β0,s − P F˜γ0,s‖HS → 0.
(ii) Let γ ∈ [β1, β2] and δ0 > 0 be given. Choose a function F ∈ C∞((0, ǫ))
with F (x) ≥ 1
x
near x = 0, F being bounded away from 0 and
F ≤ Fβ for all β ∈ [β1, β2].
Let k(x, y) := exp(− ∫ xy F (t)dt) and kβ(x, y) := exp(− ∫ xy Fβ(t)dt). (Differently
to (4.8) this time there is no ‘s’ in the definition of kβ!)
Figure 1 illustrates the behaviour of k over the set ∆ := {(x, y) | 0 ≤ y ≤
x ≤ ǫ}. Since k is continuous on ∆− {(0, 0)}, there exists a w > 0 with
vol
(
A(w) := {(x, y) | k(x, y) > 1− w}
)
<
δ0
2
.
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Furthermore, there exists a sw > 0, such that for all s ≥ sw the mappings
Λs :
{
[0, 1− w] → [0, 1− w],
x 7→ xs
are contractions. From this we conclude
‖P Fβ0,s − P Fγ0,s ‖2HS =
∫
∆
|Λs(kβ(x, y))− Λs(kγ(x, y))|2︸ ︷︷ ︸
≤1
d(x, y)
≤
∫
∆−A(w)
|kβ(x, y)− kγ(x, y)|2 d(x, y) + vol
(
A(w)
)
< ‖P Fβ0,1 − P Fγ0,1‖2HS +
δ0
2
for all s ≥ sw. By (i) we can obviously find a µ with ‖P Fβ0,1 − P Fγ0,1‖2HS < δ02 for
|β − γ| < µ. This implies ‖P Fβ0,s − P Fγ0,s‖2HS < δ0 for all |β − γ| < µ and s ≥ sw.
Applying (i) again to the finitely many s-values below sw finishes the proof.
The same holds true for the functions F˜β . ✷
The remaining arguments follow exactly the scheme of [3, pp.285]. To keep
the notation of loc. cit., we denote by F β the following operator
F β :=
(
0 Qβ
−Qβ∗ 0
)
.
(To avoid notational misunderstandings let us remark, that the functions Fβ
are no longer used in this section.) Zβ denotes the orthogonal projection onto
ker F β. Then
EβF β = I + F β +Gβ with Gβ :=
(
Li
∗ + ψ′P ∗bd,βψ2 0
0 Ri + ψ
′
2Pbd,βψ
)
.
The compactness of Gβ follows easily, if we replace ψ2Pbd,βψ by ψ
′
2Pbd,βψ resp.
ψ2Pbd,βψ
′ in the proof of Proposition 4.4.
Lemma 4.7 Zβ has the following properties:
(i) F β + Zβ : H1 ⊕H2 → H1 ⊕H2 is injective,
(ii) Zβ is of finite rank and hence compact,
(iii) Zβ = −GβZβ,
(iv) for all γ ∈ [β1, β2] we have im Zβ ⊂ D(Eγ), and EγZβ is compact and
independent of γ, i.e.
EγZβ = EβZβ.
Proof For (i), (ii), (iii) cf. [3]. For (iv), we first prove im Gβ ⊂ D(Eγ).
f ∈ im (Ri + ψ′2Pbd,βψ) implies f ∈ D((Dγ)∗) by using the following facts:
– Ri is infinitely smoothing,
– ψ′2Pβψ maps H2 into D(Dβ),
– f ∈ im (Ri + ψ′2Pbd,βψ) implies f |(0, ǫ1) = 0,
– Dβ and (Dγ)∗ are both closed extensions of first order elliptic differential
operators.
Analogously, we obtain im (Li
∗ + ψ′Pbd,β
∗ψ2) ⊂ D(Dγ). Thus we conclude
with (iii):
im Zβ ⊂ im Gβ ⊂ D(Eγ).
Obviously, the considerations above imply also EγZβ = EβZβ. EβZβ is com-
pact, since the restriction of Eβ to the finite dimensional vector space im Zβ
is bounded. ✷
Now, Eγ(F γ + Zγ) = I + F γ +Gγ +EβZβ is a Fredholm operator with index
0. This implies together with Lemma 4.7 (i), that Eβ(F β + Zβ) is bijective
and hence invertible. Lemma 4.6 guarantees the continuity of
[β1, β2] ∋ γ 7→ Eγ(F γ + Zγ) = I + F γ +Gγ + EβZβ,
hence (Eγ(F γ + Zβ))−1 is well defined for γ close to β and continuous in γ.
This finally implies continuity of the map
γ 7→ (Eγ)−1 = (F γ + Zβ)(Eγ(F γ + Zβ))−1
and finishes the proof of ind Dβ1 = ind Dβ2. Let us state this result in a
theorem:
Theorem 4.8 Let 1 ≤ β1 < β2 and {Dβ}β∈[β1,β2] a family of unperturbed
operators which are of the type (4.1) and coincide onMǫ. Moreover, we assume
hβ to be strictly increasing, hβ | (0, ǫ0) = xβ and hβ converge uniformly on
compact intervals for β → γ. Then
ind Dβ1δ = ind D
β2
δ .
In the sequel we will apply the results of this and the previous section to
geometric operators. In the case of the Spin–Dirac operator we will prove
that the index does not change by deforming metric horns into metric cones.
However, in the case of the Gauß-Bonnet or the Signature operator we may
only prove constance of the index for deformations from horns with warping
function xβ2 to horns with warping function xβ1 (both β1, β2 > 1). This is
due to the fact, that there occurs a “perturbation” in the latter two operators
which can only be removed for β > 1 (cf. Proposition 4.1). Fortunately, we can
derive a Gauß-Bonnet theorem for metric horns by L2-cohomology arguments
of J. Cheeger.
5. Application to the Spin–Dirac operator
Let M be an open spin manifold of even dimension m and let
h(x), D, D+, S(M) and S(N)
be as described in Section 2 in the example of the Spin–Dirac operator. We are
interested in a classification of all closed extensions D¯+ of D+ and a formula
for ind D¯+ in the spirit of [1]. The answers to these questions in the regular
singular case, i.e. h(x) = x on (0, ǫ0) are due to A.W. Chou, which we recall
for the sake of completeness. Here we use the terminology of [8]:
Theorem 5.1 (see [13, Theorems (3.2) and (5.23)]) Let h(x) = x on (0, ǫ0).
The closed extensions of D+ are in 1 : 1 correspondence to subspaces W of
⊕
|s|< 1
2
ker (DN − s)
and
ind D+W =
∫
M
Aˆ − 1
2
(η(0) + b) + dim W − ∑
− 1
2
<s<0
dim Es
︸ ︷︷ ︸
(∗)
, (5.1)
where Aˆ is the Hirzebruch Aˆ-polynomial, η(0) the eta-invariant of DN , Es the
eigenspace of DN to the eigenvalue s and b := dim ker DN . For the particular
extension D+δ as defined in [8], the term (∗) vanishes.
In Theorem 5.1, we chose the orientation of [1] which is opposite to the orien-
tation of [13]. This causes different signs of η(0) in the index formulas.
The index formula of Chou can be rederived from the index formula in
Theorem 4.1. of [8] by using the identification (2.6). The vanishing of the
residua in (4.52) of [8] is guaranteed by [1, Theorem (4.2)].
Now we turn over to the case of metric horns and assume h(x) = xα on
(0, ǫ0) with α > 1. The idea is to establish a connection between horns and
cones and to transfer the known results for cones to horns. The following
technical lemma is useful to set up this connection:
Lemma 5.2 Let 0 < ǫ ≤ 1, 1 ≤ β1 < β2 and hβ1 , hβ2 ∈ C∞((0, ǫ)) with the
following properties:
– hβj(x) = x
βj on (0, ǫ0),
– h′βj(x) ≥ c > 0 on [ǫ0, ǫ1],
– hβ1(x) = hβ2(x) on (ǫ1, ǫ).
Then there exists a family {hβ}β∈[β1,β2] ⊂ C∞(0, ǫ) and an ǫ˜ ∈ (0, ǫ0) such that
– hβ(x) = x
β on (0, ǫ˜),
– h′β(x) ≥ c1 > 0 on [ǫ˜, ǫ1],
– hβ(x) independent of β on (ǫ1, ǫ),
– hβ ⇒ hγ and h′β ⇒ h′γ on compact intervals as β → γ.
Proof hβ is given by
hβ(x) := ϕ(x)x
β + (1− ϕ(x))(aβhβ1(x) + (1− aβ)hβ2(x)),
where ϕ ∈ C∞(0, ǫ) is monotonic decreasing, ϕ|(0, ǫ˜) ≡ 1, ϕ|(ǫ0, ǫ) ≡ 0 and
aβ :=
ǫ0
β − ǫ0β2
ǫ0β1 − ǫ0β2 . ✷
Let (M, gα) be a spin manifold with a metric horn. The previous lemma
enables us to establish a metric homotopy (M, gβ) from a horn (β = α) to a
cone (β = 1) by assuming
gβ|U ∼= dx2 + hβ2 gN .
Obviously all conditions are fulfilled to apply Theorem 4.8 with (β1, β2) =
(1, α). Hence we conclude from Chou’s index formula:
ind D+,αδ = ind D
+,1
δ =
∫
Mǫ
Aˆ +
∫
(U,g1)
Aˆ − 1
2
(η(0) + b).
The same holds true for manifolds with more than one metric horn and different
warping exponents αj > 1 for each horn. A drawback of this index formula
yet is the occurence of the term
∫
(U,g1) Aˆ. Fortunately, the O(m)-invariance
of Aˆ implies Aˆm/2 ≡ 0 on any warped product dx2 + h(x)2gN . Here, Aˆm/2
denotes the homogeneous component of Aˆ of degree m/2. Using these facts
we conclude from the last two sections (note, that for the Spin–Dirac operator
H 1
2α
= H = ker DN):
Theorem 5.3 Let M be a singular spin manifold with metric horns. The
closed extensions of the Spin–Dirac operator D+ are in 1 : 1 correspondence
to subspaces W ⊂ ker (DN) and
ind D+W =
∫
M
Aˆ − η(0)
2
+ (dim W − b
2
).
In particular, for the minimal and maximal extension we have
ind D+max/min =
∫
M
Aˆ − η(0)
2
± b
2
.
An easy consequence of the Theorem of Lichnerowicz (cf. [19, Corollary
II.8.9.]) is
Corollary 5.4 Let M be as in Theorem 5.3 and the scalar curvature of gN be
positive everywhere. Then the Spin–Dirac operator on M has a unique closed
extension.
These results allow the conclusion, that the case of metric horns is considerably
easier than the case of metric cones: No longer all eigenvalues in (−1
2
, 1
2
) of DN
are of importance but only its kernel. The latter is independent of conformal
changes of the metric gN (see [15]) whereas the small eigenvalues are not stable
under even such an easy deformation as multiplying the metric gN by a positive
constant.
6. Gauß-Bonnet and Signature operator
According to Section 3, the closed extensions of the Gauß-Bonnet and the Sig-
nature operator on manifolds with metric horns are characterized by subspaces
of H 1
2α
= ⊕|αs|<1/2ker (S−s). The examples in Section 2 describe the concrete
choices of S, H , S˜, H˜ and A˜ for both operators. In either case we choose
H equals the space of harmonic forms H(N) and S to be a diagonal matrix
operator with diagonal entries given by cj := (−1)j(j − n2 ) or bj := j − n2 ,
respectively. From this we conclude easily
Theorem 6.1 Let M be an oriented singular Riemannian manifold with met-
ric horns and DGB and DS the Gauß-Bonnet operator and the Signature oper-
ator on M (for the latter we assume dim M = 4k).
1. If dim M is even, DGB has a unique closed extension.
2. If dim M is odd, the closed extensions of DGB can be characterized by
the subspaces of Hn/2(N), where N is the cross section of the horns and
n = dim N .
3. DS has a unique closed extension.
Moreover, all closed extensions are Fredholm.
Now, let us consider the indices ofDGB andDS on metric horns. Index formulas
for the Gauß-Bonnet and the Signature operator on manifolds with metric
cones were first obtained by J. Cheeger (see [11]). Similar formulas for the
asymptotic conic case are derived in [8] (see Theorem 5.1. and 5.2.). ¿From
the results in Section 4 we may deduce
Theorem 6.2 Let M be an even dimensional oriented open manifold. Let g1
and g2 be two metrics on M which induce the structure of a singular Rieman-
nian manifold with a metric horn for the same choice of U and identification
U ∼= (0, ǫ)×N . Moreover, we assume gj|U ∼= dx2+hβj2gN and g1|Mǫ1 = g2|Mǫ1
for a suitable ǫ1 ∈ (0, ǫ) and the following properties of the warping functions
hβj :
– hβj(x) = x
βj near the singularity and β1, β2 > 1,
– hβj is strictly increasing on (0, ǫ1).
Then the unique closed extensions of the Gauß-Bonnet resp. Signature opera-
tors D
βj
GB/S have the same index:
ind Dβ1GB/S = ind D
β2
GB/S.
Of course, for the Signature operator we have additionally to assume dim M =
4k.
This theorem generalizes to manifolds with several horns in an obvious manner.
However, in contrast to the Spin–Dirac operator, our method does not allow
to conclude coincidence of the indices for metric horns and metric cones. This
lack is due to the occurence of a perturbation A˜ 6≡ 0 in these two operators.
Proof As in the last section, Lemma 5.2 implies the existence of metrics
{gβ}β∈[β1,β2] on M being a homotopy connecting g1 with g2. By Proposition
4.1 we conclude for each β ∈ [β1, β2]:
D(DβGB,0) = D(DβGB) and ind DβGB,0 = ind DβGB (6.1)
where DβGB,0 is the “unperturbed version” of D
β
GB. For the unperturbed oper-
ators we conclude with Theorem 4.8:
ind Dβ1GB,0 = ind D
β2
GB,0. (6.2)
(6.1) and (6.2) together imply the statement of the theorem for the Gauß-
Bonnet operator and analogously for the Signature operator. Note that in
contrast to (6.1) the domains of the two operators in (6.2) generally do not
coincide. ✷
In the case of the Gauß-Bonnet operator one may easily conclude a stronger
result from L2-cohomology considerations of J. Cheeger. These L2-cohomology
considerations imply for example, that the statement of Theorem 6.2 holds
also for β1 = 1. Let us explain this in more detail: Let M , g1 and g2 be as in
Theorem 6.2 with the only difference β1 = 1. Using the terminology of Hilbert
complexes (see [5] for a detailed treatment of this notion) we may conclude for
both metrics, that each dj : Ω
j
0(M)→ Ωj+10 (M) has a unique closed extension
Dj : D(Dj)→ L2(Λj+1T ∗M) and that
0 → D(D0) D0→ D(D1) D1→ · · · D(Dm−1) Dm−1→ L2(ΛmT ∗M) → 0
is a Fredholm complex (cf. e.g. [6, Theorem 3.7.(a)] for the metric g1). In
the case of the metric g2 this follows easily from uniqueness and the Fredholm
property of the closed extension ofDβ2GB. Theorem 2.1. of [10] describes the L
2-
cohomology groups ker Dj/im Dj−1 in terms of relative cohomology groups of
(Mǫ, N). Being stated for manifolds with metric cones, Theorem 2.1. also holds
true for horns since the only necessary tools (L2-versions of Poincare´ lemma
and Mayer Vietoris developed in [9]) are valid for both situations. This implies
that corresponding L2-Betti numbers are exactly the same for both metrics g1
and g2. In particular, the L
2-Euler characteristics coincide. Denoting by D1GB
and Dβ2GB the Gauß-Bonnet operators corresponding to the metrics g1 and g2,
we conclude with [5, Theorem 2.4] and [6, Theorem 3.7(d)]:
ind Dβ2GB =


ind D1GB,max if
m
2
is even,
ind D1GB,min if
m
2
is odd.
(6.3)
Note, that the distinction between DGB,min and DGB,max for the conic metric
g1 is necessary: though there is a unique ideal boundary condition there may
be many closed extensions of the Gauß-Bonnet operator DGB : Ω
even
0 → Ωodd0 .
(6.3) establishes a connection between metric horns and cones and allows
to proceed in the same way as in the previous section. Henceforth we change
our notations from β2 to α and from g
2 to gα. Moreover, choose ǫ0 ∈ (0, ǫ)
such that h1 resp. hα coincide with x resp. x
α on (0, ǫ0). With the help of the
Gauß-Bonnet formula for metric cones (see [10, [6.1]] or [8, Theorem 5.1]) we
conclude:
ind DαGB =
∫
(Mǫ0 ,g
1)
e +
∫
(Uǫ0 ,g
1)
e
+
1
2
(m2 −1∑
j=0
(−1)jbj(N) −
n∑
j=m
2
(−1)jbj(N)
)
(6.4)
+
∑
p≥1
αp Res1 ηS0(2p) −
η3(0)
2︸ ︷︷ ︸
=: Ξ(N)
.
Here e denotes the Euler-class and bj(N) the Betti numbers of the cross
section N . The ingredients ηS0 and η3(0) are defined as in [8]. We emphasize
that Ξ(N) is made up of spectral data on the cross section N , which generally
are difficult to calculate.
The following two lemmas allow us to express the right-hand side of (6.4)
completely in terms of the Riemannian manifold (M, gα).
Lemma 6.3 Let (N, gN) be an odd dimensional compact manifold, n = dim N
and Uδǫ the warped collar [δ, ǫ] × N with metric gUδǫ = dx2 + h(x)2gN . Then
there exist differential forms αk (k = 1, 2, . . . ,
n−1
2
) on N depending only on
the intrinsic metric gN , such that
∫
Uδǫ
e =
n−1
2∑
k=0
(
(h′(ǫ))2k+1 − (h′(δ))2k+1
) ∫
N
αk.
Consequently,
∫
Uδǫ
e = 0 for linear warping functions h.
Proof The Chern-Gauß-Bonnet theorem for manifolds with boundary yields∫
Uδǫ
e = χ
(
[δ, ǫ]×N
)
︸ ︷︷ ︸
=0
−
∫
∂Uδǫ
Se
where Se is a SO-invariant form defined near the boundary of Uδǫ. Accord-
ing to [14, pp. 252], Se can be written locally with respect to an oriented
orthonormal frame {vj} of TUδǫ, vn+1 = ∂∂x as
Se =
n−1
2∑
k=0
ck,m
∑
σ∈Sn
sgn(δ)ΩUσ1σ2∧. . .∧ΩUσ2k−1σ2k∧ωUσ2k+1n+1∧. . .∧ωUσnn+1. (6.5)
ck,m are suitable chosen constants. Let ω
N , ωU and ΩN , ΩU be connection and
curvature forms w.r.t. orthonormal frames e1, . . . , en and
1
h
e1, . . . ,
1
h
en,
∂
∂x
of
N and U . A standard calculation yields:
ωUjk =


ωNjk for 1 ≤ j, k ≤ n,
−h′ ej for k = n + 1 and 1 ≤ j ≤ n,
ΩUjk = Ω
N
jk − (h′)2 ej ∧ ek for 1 ≤ j, k ≤ n.
Inserting these identities in (6.5) one easily deduces how to choose the intrinsic
defined forms αk on N . ✷
Lemma 6.4 ([11, p. 607]) Using the notations above, we have
Ξ(N) =
∫
N
n−1
2∑
k=0
(h′1(ǫ0))
2k−1αk. (6.6)
Cheeger proved this identity between the spectral invariant Ξ(N) and the
boundary integral by comparing his Gauß-Bonnet formula for metric cones
with the classical Gauß-Bonnet formula for manifolds with boundary. Using
the notions of [8], Ξ(N) has the form
Ξ(N) =
∑
p
(
αp Res1 ηS0(2p) −
βp
2
∑
k
(−1)k Res1 ζk(2p+ 1)
)
︸ ︷︷ ︸
(∗)
+
1
2
∑
k
(−1)k+1 Res1 ζk(1).
Actually, Cheeger states the identity (6.6) without the term (∗) in Ξ(N), which
is most likely equal 0. However, since our considerations are based on [8] we
include this term to establish consistency. Let us sketch Cheeger’s proof.
Proof L2-cohomology arguments imply
χ(2)(M) = χ(Mǫ) +
1
2
χ(2)(CN) +
1
2
χ(2)(CN,N), (6.7)
where CN denotes the metric cone (0, ǫ0)×N , and
χ(2)(CN) =
m
2
−1∑
j=0
(−1)jbj(N), χ(2)(CN,N) = −
n∑
j=m
2
(−1)jbj(N). (6.8)
Since dim Mǫ is even we do not have to bother about absolute or relative
boundary conditions for the corresponding Euler characteristics are the same
(see [14, Theorem 4.2.7]). Using (6.7), (6.8) together with the Gauß-Bonnet
formula for cones in the terminology of [8] we conclude
χ(Mǫ0) =
∫
(Mǫ0 ,g
1)
e + Ξ(N).
On the other hand the classical Chern-Gauß-Bonnet formula for Mǫ reads as
χ(Mǫ) =
∫
(Mǫ0 ,g
1)
e +
∫
∂Mǫ0
Se.
Similarly to the previous proof we deduce
∫
∂Mǫ0
Se =
∫
N
n−1
2∑
k=0
(h′1(ǫ))
2k+1αk,
which finishes the proof. ✷
With all these identities at hand we conclude
Theorem 6.5 (Gauß-Bonnet formula for metric horns) Let M be a singular
manifold with metric horns of even dimension m = n + 1. There exists a
unique closed extension of DGB : Ω
even
0 (M)→ Ωodd0 (M) which is Fredholm and
its index is given by
ind DGB =
∫
M
e +
1
2
(m2 −1∑
j=0
(−1)jbj(N) −
n∑
j=m
2
(−1)jbj(N)
)
.
Proof Let δ ∈ (0, ǫ0) be arbitrary. Using Lemma 6.3 twice and the fact that
hα and h1 agree near x = ǫ we obtain:∫
(Uδǫ,g1)
e =
∫
(Uδǫ,gα)
e +
∫
N
∑
k
(
(h′α(δ))
2k+1 − (h′1(δ))2k+1
)
αk. (6.9)
Since h1 is linear on (0, ǫ0):
∫
(Uδ,g1)
e = 0. Together with Lemma 6.4, (6.4),
and (6.9), this implies
ind DαGB =
∫
(Mδ,gα)
e +
∫
N
(∑
k
(h′α(δ))
2k+1 αk
)
︸ ︷︷ ︸
(∗)
+
1
2
(m2 −1∑
j=0
(−1)jbj(N) −
n∑
j=m
2
(−1)jbj(N)
)
.
Using the fact that h′α(δ)→ 0 as δ → 0 we see that (∗) coincides with
∫
(M,gα)
e.
✷
Let us consider the following situation as an application of the previous
results: Let (M, g1) be an oriented, compact closed manifold of even dimension
m and p1, . . . , pk arbitrary points of M . Without loss of generality we may
assume, that in the neighborhood of each point pj the metric g
1 is of the
form dx2+x2gNj with Nj diffeomorphic to the sphere S
m−1. We may consider
M0 := M − {p0, . . . , pk} as well as a singular manifold with metric cones.
Now, let the metric change continuously so that the neighborhoods of each
pj become metric horns. We denote the family of metrics on M0 again by
{gβ}β∈[1,α]. Whereas the index of the Gauß-Bonnet operator (corresponding
to the unique ideal boundary condition) does not change, the map
[1, α] ∋ β →
∫
(M0,gβ)
e ∈ Z
skips from χ(M) to χ(M) − k as soon as β becomes greater than 1. This is
somewhat surprising since the metric of M0 changes smoothly. Such a phe-
nomenon does not occur for the O(m)-invariant forms Aˆ or Lk (Hirzebruch’s
L-polynomial with k := m/4). This is an easy consequence of the fact that
the integral of O(m)-invariant forms over warped products vanishes as shown
in the last section.
Unfortunately, our method only partially applies to the Signature operator.
By Theorem 6.1 the Signature operator has a unique closed extension which
is Fredholm. However, we are not able to prove an index theorem for the
Signature operator. By analogy the following result is conceivable. It was
stated as a conjecture in an earlier version of this paper. Now it is a Theorem
since a proof has been announced by J. Bru¨ning [4].
Theorem 6.6 (Signature formula for metric horns) LetM be a 4k-dimensional
singular manifold with metric horns. There exists a unique closed extension of
DS : Ω
+
0 (M)→ Ω−0 (M) which is Fredholm and its index is given by
ind DS =
∫
M
Lk − η(N),
where Lk is the k-th Hirzebruch L-polynomial and η(N) is the eta-invariant of
the operator
α 7→ (−1)k+j+1(∗NdN − dN∗N) for α ∈ Ω2j(N),
and N is the cross section of the horns.
Bru¨ning’s method is different from ours. He announces a heat trace asymp-
totics for metric horns and hence he does not reduce the problem to the conic
case. However, he needs our Theorem 6.1.
It may be useful to note, that the Signature operator on manifolds with
horns decomposes into the infinite direct sum of operators acting on one and
two dimensional subspaces. It was our hope that this could be used to prove
the graph continuity (cf. Theorem 4.8) for β → 1 for the Signature operator,
too. Unfortunately, we did not succeed. However, this decomposition seems
to be of some interest in its own. An analogous decomposition of the Gauß-
Bonnet operator was proven in [6, Lemma 2.2.].
We decompose L2(Λ∗T ∗N) into
L2(Λ∗T ∗N) = H⊕H1 ⊕H2 ⊕H3 ⊕H4 ⊕H5 ⊕H6, (6.10)
where H denotes the space of harmonic forms on N and Hl are chosen as
follows (the matrices Ml will be used below):
l Hl Ml
1
⊕
0≤j≤k−2
λ>0
(
E2k−2j−2λ,cl ⊕ E2k+2j+2λ,cl
) ( (2j + 3
2
)h′ (−1)j+1√λ
(−1)j+1√λ −(2j + 5
2
)h′
)
2
⊕
0≤j≤k−2
λ>0
(
E2k−2j−3λ,ccl ⊕ E2k+2j+1λ,ccl
) ( (2j + 5
2
)h′ (−1)j+1√λ
(−1)j+1√λ −(2j + 3
2
)h′
)
3
⊕
0≤j≤k−1
λ>0
(
E2k−2j−1λ,cl ⊕ E2k+2j+1λ,cl
) ( (2j + 1
2
h′ (−1)j√λ
(−1)j√λ −(2j + 3
2
h′
)
4
⊕
0≤j≤k−1
λ>0
(
E2k−2j−2λ,ccl ⊕ E2k+2jλ,ccl
) ( (2j + 3
2
h′ (−1)j√λ
(−1)j√λ −(2j + 1
2
)h′
)
5
⊕
λ>0
E2kλ,cl
6
⊕
λ>0
E2k−1λ,ccl
Ejλ,cl/ccl denotes the space of closed resp. coclosed j-eigenforms of the Lapla-
cian on N corresponding to the eigenvalue λ.
E2kλ,cl resp. E
2k−1
λ,ccl admit a further decomposition (into ±1-eigenspaces) via
the involutions 1√
λ
dN∗N resp. 1√λ ∗N dN :
E2kλ,cl = E
2k,+
λ,cl ⊕ E2k,−λ,cl and E2k−1λ,ccl = E2k−1,+λ,ccl ⊕ E2k−1,−λ,ccl . (6.11)
By arguments analogously to [6] we conclude
Lemma 6.7 The operator DS reduces with respect to the decompositions (6.10),
(6.11) in the neighborhood of a metric horn into
DS|H ∼= ∂x + h
′
h
S0 =
n⊕
j=0
(
⊕
dim Hj
(∂x +
1
h
bj)),
DS|V ∼= ∂x + 1
h
Ml w.r.t. {η1, η2}
DS|E2k,±λ,cl ∼=
⊕
m±
λ
(∂x +
−1
2
h′ ±√λ
h
),
DS|E2k−1,±λ,ccl ∼=
⊕
m±
λ
(∂x +
1
2
h′ ±√λ
h
),
where m±λ := dim E
2k,±
λ,cl = dim E
2k−1,±
λ,ccl , the matrices Ml are as in the table
above, V :=< η1, η2 >⊂ Hl for 1 ≤ l ≤ 4, and η1 and η2 are chosen as follows:
l η1 ∈ η2 =
1 E2k−2j−2λ,cl
1√
λ
∗N dNη1
2 E2k−2j−3λ,ccl
1√
λ
dN ∗N η1
l η1 ∈ η2 =
3 E2k−2j−1λ,cl
1√
λ
∗N dNη1
4 E2k−2j−2λ,ccl
1√
λ
dN ∗N η1
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