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Abstract
It is known in scattering theory that the minimal velocity bound plays
a conclusive role in proving the asymptotic completeness of the wave op-
erators. In this study, we prove the minimal velocity bound and other im-
portant estimates for the two-body relativistic Schro¨dinger operator with
fractional powers. We can assume that the pairwise potential functions
belong to the broad classes which include the long-range decay and the
Coulomb-type singularities. Additionally, we propose some candidates of
the conjugate operator for the Mourre estimate and give their consequences.
Our estimates are expected to be applied to prove the asymptotic complete-
ness for the fractional relativistic operators in various (not only short-range
but also long-range and N -body) situations.
Keywords : scattering theory, relativistic Schro¨dinger operator,
propagation estimate, asymptotic completeness
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1 Introduction
For s > 0, let us define the function
Ψρ(s) = (s+ 1)
ρ − 1 (1.1)
with 0 < ρ 6 1. The free dynamics we consider in this paper are described by the
symbol Ψ of the Laplacian
Ψρ(−∆) = Ψρ
(|D|2) (1.2)
as a self-adjoint operator acting on L2(Rn), where D is the momentum operator
D = −i∇x = −
√−1(∂x1 , . . . , ∂xn). More precisely, Ψρ(|D|2) is defined by the
Fourier multiplier
Ψρ
(|D|2)φ(x) = F ∗Ψρ (|ξ|2)Fφ(x) = 1
(2π)n
∫∫
R2n
e−i(x−y)·ξΨρ
(|ξ|2)φ(y)dydξ
(1.3)
1
for φ ∈ H2ρ(Rn) which is the Sobolev space with order 2ρ, where F and F ∗ re-
spectively denote the Fourier transform on L2(Rn) and its inverse. In particular,
when ρ = 1, Ψ1(|D|2) is coincident with −∆ itself, and when ρ = 1/2, Ψ1/2(|D|2)
represents
√−∆+ 1 − 1, which is, as is well known, the massive relativistic op-
erator. Ψρ(|D|2) is therefore the generalized operator in this sense. The full
Hamiltonian Hρ is perturbated by the pairwise interaction potential V = V (x)
which is a multiplication operator of the function V : Rn → R; i.e.,
Hρ = Ψρ
(|D|2)+ V. (1.4)
In our study, we treat the general potentials which belong to classes as broad
as possible. To prove the main theorem, the minimal velocity bound (Theorem
1.4), and other theorems in Section 3, we assume that the value of V vanishes
when |x| is large enough, where x = (x1, . . . , xn) ∈ Rn. In contrast, to prove
the maximal velocity bound (Theorem 2.3), it is sufficient to assume the weaker
conditions which guarantee only the self-adjointness of Hρ. Futher details are
stated in Assumptions 1.1 and 2.1.
In the following Assumption 1.1, the Kitada bracket of x has the usual defini-
tion 〈x〉 =√1 + |x|2. A . B means that there exists a constant C > 0 such that
the inequality A 6 CB holds. If emphasizing the dependence of α on C = Cα,
we write A .α B.
Assumption 1.1. V = V (x) is a real-valued-function and decomposes into the
sum of three parts:
V = Vsing + VS + VL, (1.5)
where these real-valued functions Vsing, VS and VL satisfy the respective conditions.
Vsing = Vsing(x) satisfies that, for γsing > 1, 〈x〉γsingVsing belongs to Lp(Rn),
where p = 2 if n < 4ρ and p > n/(2ρ) if n > 4ρ.
VS=VS(x) is bounded on R
n and has the spatial decay
|VS(x)| . 〈x〉−γS , (1.6)
where γS > 1.
VL=VL(x) belongs to C
1(Rn) and, for the multi-index β with 0 6 |β| 6 1, has
the spatial decay
|∂βxVL(x)| .β 〈x〉−γL−|β|, (1.7)
where γL > 0.
Remark 1.2. Although VS and VL are bounded functions, Vsing is not always
bounded. We therefore have to consider the self-adjointness of Hρ. We provide
its proof later in Proposition 1.5.
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In the case where 0 < ρ 6 1/4, we cannot assume that 〈x〉γsingVsing belongs to
L2(Rn) because n < 4ρ 6 1. In the case where 3/4 < ρ < 1, Vsing satisfies that
〈x〉γsingVsing belongs to Lp(Rn), where p=2 if n 6 3 and p > n/(2ρ) if n > 4. These
conditions are almost the same as the self-adjointness of the standard Schro¨dinger
operator, −∆ and perturbational potentials; however, we cannot admit that n/2 6
p 6 n/(2ρ) in our case even if n > 5.
Remark 1.3. If 3/4 < ρ 6 1 and n = 3, the Coulomb-type local singularity, for
κ ∈ R,
Vsing(x) = κ|x|−1F (|x| 6 1) (1.8)
is admitted, where F (· · · ) denotes the characteristic function of the set {· · · }.
Practically, ∫
|x|61
|x|−2dx = ωn
∫ 1
0
r−3+ndr (1.9)
is bounded for n = 3 and (1.8) belongs to L2(R3), where ωn is the surface area of
the n-dimensional unit sphere. If 1/2 < ρ 6 3/4 and n = 1 or 2, (1.8) does not
belongs to L2(Rn) because (1.9) is a divergent integral. In this case, when choosing
p such that n/(2ρ) < p < n,∫
|x|61
|x|−pdx = ωn
∫ 1
0
r−p+n−1dr (1.10)
is bounded. Therefore, when 1/2 < ρ 6 3/4, (1.8) belongs to Lp(Rn) and is
admitted for all n > 3. If 0 < ρ 6 1/2, we cannot admit (1.8) no matter what the
dimension is. However,
Vsing(x) = κ|x|−1+ǫF (|x| 6 1) (1.11)
with any ǫ > 1− 2ρ > 0 is admitted for all n > 1. This is because we can take p
which satisfies p > n/(2ρ) and 1− 2ρ < 1− n/p < ǫ, and
∫
|x|61
|x|(−1+ǫ)pdx = ωn
∫ 1
0
r(−1+ǫ)p+n−1dr (1.12)
is bounded for (−1 + ǫ)p + n− 1 > −1, which is equivalent to 1 − n/p < ǫ. This
implies that (1.11) belongs to Lp(Rn).
The main result of this paper is the propagation estimate which has the fol-
lowing integral-form. In scattering theory, we often refer to this estimate as the
minimal velocity bound. We denote the pure point spectrum of Hρ by σpp(Hρ).
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Theorem 1.4. Minimal velocity bound. Let f ∈ C∞0 (0,∞) satisfy supp f ∩
σpp(Hρ) = ∅ and θ0 > 0 be sufficiently small. Then, the inequality∫ ∞
1
∥∥∥∥F
( |x|
2t
6 θ0
)
f(Hρ)e
−itHρφ
∥∥∥∥
2
L2(Rn)
dt
t
. ‖φ‖2L2(Rn) (1.13)
holds for φ ∈ L2(Rn).
This propagation estimate (1.13) is powerful and if V has the short-range
parts only, the asymptotic completeness of the wave operators can be obtained
immediately. With regard to the long-range case, if we construct some type of
modification of the wave operators, Theorem 1.4 can also be applied to the proof
of the asymptotic completeness of the modified wave operators. Moreover, it is
known that the propagation estimates of the integral-form can be available to
N -Body case.
In section 3, we clarify the structure of σpp(Hρ) by proving the Mourre es-
timate (Theorem 3.2). In our proof of Theorem 1.4, the Mourre estimate also
fulfills a crucial duty. In the Mourre theory, it is important to find a conjugate
operator. We employ the natural choice Aρ (see (3.70)) and, in addition, give
other candidates of the conjugate operator and their consequences in Remark 3.3.
It seems that the minimal velocity bound with the integral-form was first ob-
tained by Sigal and Soffer [12], Theorem 4.2 for the N -body Schro¨dinger operator.
We currently refer to the work of Derezin´ski and Ge´rard [2], and Isozaki [8], which
explain the detailed method of reaching the minimal velocity bound for the stan-
dard Schro¨dinger operators in the case of two-body up to N -body. In the same
manner as for the standard Schro¨dinger case, to prove Theorem 1.4, we are stoped
by the maximal velocity bound (Theorem 2.3) and the mid-range velocity esti-
mate (Theorem 3.1). The maximal velocity bound with the integral-form was also
first proved by [12], Theorem 4.3. The mid-range estimate with the integral-form
was first proved by Graf [5], Theorem 4.3 for the short-range N -body Schro¨dinger
operator.
Scattering theory for the relativistic Schro¨dinger operator with the fractional
powers has been studied. Gire [4] considered general functions of the Laplacian
which included the relativistic operator and discussed the asymptotic complete-
ness for the short-range potentials by investigating the semigroup differences. Ki-
tada [9, 10] constructed long-range scattering theory for the fractional Laplacian
(−∆)ρ with 1/2 6 ρ 6 1 adopting the Enss method and smooth perturbation the-
ory. Ishida [6] studied inverse scattering for (−∆)ρ with 1/2 < ρ 6 1. Recently,
Ishida and Wada [7] considered non-local Schro¨dinger operators which included
the Bernstein functions of the Laplacian, and decided the threshold between short-
and long-range decay conditions of the potential functions by providing a counter-
example such that the wave operators did not exist.
4
At the end of this section, we prove the self-adjointness of Hρ. By virtue of
the Kato–Rellich theorem (Reed and Simon [15], Theorem X.12) and following
Proposition 1.5, if V satisfies Assumption 1.1, then Hρ = Ψρ (|D|2) + V is essen-
tially self-adjoint with the core C∞0 (R
n). The original idea of this proof for the
standard Schro¨dinger operator −∆+ V is stated in [15], Theorem X.20.
Proposition 1.5. Suppose the real-valued function V˜sing = V˜sing(x) satisfies that
V˜sing belongs to L
p(Rn), where p = 2 if n < 4ρ and p > n/(2ρ) if n > 4ρ. Then,
for any ǫ > 0 and φ ∈ C∞0 (Rn), there exists a constant Cǫ > 0 such that
‖V˜singφ‖L2(Rn) 6 ǫ
∥∥Ψρ (|D|2) φ∥∥L2(Rn) + Cǫ‖φ‖L2(Rn) (1.14)
holds.
Proof. Let 0 < δ < 1/2. We note that∫
Rn
dξ
{1 + δΨρ (|ξ|2)}p = ωnδ
−n/(2ρ)
∫ ∞
0
ηn−1dη
{1− δ + (δ1/ρ + η2)}p
6 ωnδ
−n/(2ρ)
{
2p +
∫ ∞
1
ηn−1−2ρpdη
}
(1.15)
with a changing variable η = δ1/(2ρ)|ξ|, and that∥∥∥{1 + δΨρ (|ξ|2)}−1∥∥∥
Lp(Rn
ξ
)
. δ−n/(2ρp) (1.16)
because n− 1− 2ρp < −1. If n < 4ρ, we express φ ∈ C∞0 (Rn) by
φ(x) =
1
(2π)n/2
∫
Rn
eix·ξ
{
1 + δΨρ
(|ξ|2)}−1 {1 + δΨρ (|ξ|2)}Fφ(ξ)dξ (1.17)
and estimate
|φ(x)| .
∥∥∥{1 + δΨρ (|ξ|2)}−1∥∥∥
L2(Rn
ξ
)
∥∥{1 + δΨρ (|ξ|2)}Fφ∥∥L2(Rn
ξ
)
. δ1−n/(4ρ)
∥∥Ψρ (|D|2)φ∥∥L2 + δ−n/(4ρ)‖φ‖L2, (1.18)
using the Schwarz inequality and (1.16) for p = 2. If making δ small such that
δ1−n/(4ρ) ≪ ǫ, then
‖V˜singφ‖L2 6 ‖V˜sing‖L2 sup
x∈Rn
|φ(x)| (1.19)
implies (1.14). We next assume that n > 4ρ and p > n/(2ρ) > 2. For q =
2p/(p− 2), by the Ho¨lder inequality,
‖V˜singφ‖L2 6 ‖V˜sing‖Lp‖φ‖Lq . (1.20)
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holds. For r = q/(q − 1) = 2p/(p + 2), by the Hausdorff–Young inequality ([15],
Theorem IX.8), we have
‖φ‖Lq 6 (2π)n(1/2−1/r)‖Fφ‖Lr (1.21)
noting that q > 2 and 1 < r < 2. Using the Ho¨lder inequality and (1.16) again,
we have
‖Fφ‖Lr 6
∥∥∥{1 + δΨρ (|ξ|2)}−1∥∥∥
Lp(Rn
ξ
)
∥∥{1 + δΨρ (|ξ|2)}Fφ∥∥L2(Rn
ξ
)
. δ1−n/(2ρp)
∥∥Ψρ (|D|2)φ∥∥L2 + δ−n/(2ρp)‖φ‖L2. (1.22)
This completes the proof.
2 Maximal velocity bound
This section proves the propagation estimate for the high-velocity region (Theorem
2.3), which is needed for the proof of Theorem 3.1 in Section 3. We often refer to
this estimate as the maximal velocity bound. If we prove Theorem 2.3 only, the
bounded parts of the potential function VS+ VL do not necessarily disappear at a
large distance, and the singular part Vsing can decay far more slowly. Throughout
this section, instead of Assumption 1.1, we assume the following Assumption 2.1.
Assumption 2.1. V = V (x) is a real-valued function and decomposes into the
sum of two parts:
V = V˜sing + Vbdd, (2.1)
where V˜sing = V˜sing(x) satisfies the conditions in Proposition 1.5 while Vbdd =
Vbdd(x) belongs to L
∞(Rn).
Remark 2.2. In the case where ρ = 1 (i.e., the standard Schro¨dinger oerator
case), Vbdd in (2.1) can be replaced with Vˆsing, which belongs to L
2
loc(R
n) and
satisfies that
lim inf
|x|→∞
Vˆsing(x) > −∞ (2.2)
by virtue of the Kato distributional inequality ([15], Theorems X.27 and 28). This
means that the potential function V can be allowed to grow in x to prove Theorem
2.3 only. In this case, we note the difference in the domain between −∆ and
−∆+ V .
Under Assumption 2.1, Hρ = Ψρ(|D|2) + V is self-adjoint by Proposition 1.5.
We here note again that if V satisfies Assumption 1.1, V also satisfies Assumption
2.1. The maximal velocity bound is stated as the following theorem. The corre-
sponding propagation estimate for the standard two-body Schro¨dinger operator
is detailed in [2], Proposition 4.2.1 and [8], Theorem 5.5.
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Theorem 2.3. Maximal velocity bound. Take f ∈ C∞0 (Rn) arbitrarily. There
exists Θ > 0 such that, for any θ > Θ and φ ∈ L2(Rn),∫ ∞
1
∥∥∥∥F
(
Θ 6
|x|
2t
6 θ
)
f(Hρ)e
−itHρφ
∥∥∥∥
2
L2(Rn)
dt
t
. ‖φ‖2L2(Rn) (2.3)
holds.
We provide a preparation in advance of the proof of Theorem 2.3. To analyze
Ψρ(|D|2) as a function of the Laplacian, we make efficient use of the almost an-
alytic extension and the commutator expansions. We thus extend the domain of
Ψρ(s) to a full real line and employ the function Ψρ ∈ C∞(R) such that
Ψρ(s) =
{
(s+ 1)ρ − 1 if s > 0,
0 if s 6 −1 (2.4)
with 0 < ρ 6 1. This Ψρ satisfies, for all k ∈ N ∪ {0},
|∂ksΨρ(s)| .k 〈s〉ρ−k (2.5)
on R. We therefore find its almost analytic extension Ψ˜ρ ∈ C∞(C), i.e., Ψ˜ρ with
supp Ψ˜ρ ⊂
{
z ∈ C ∣∣ |Imz| . 1 + |Rez|} (2.6)
satisfies that Ψ˜ρ(s) = Ψρ(s) for s ∈ R, and that
|∂¯zΨ˜ρ(z)| .N |Imz|N 〈z〉ρ−1−N (2.7)
for N ∈ N. One of the most effective applications of the almost analytic extension
is the Helffer–Sjo¨strand formula (Helffer–Sjo¨strand [3]). Unfortunately, we can not
apply this formula to Ψρ(|D|2) directly because ρ > 0. However, when 0 < ρ < 1,
we can consider the commutator expansions with a function of x by applying the
Helffer–Sjo¨strand formula to (1+s)−1Ψρ instead of Ψρ. The more general settings
of the commutator expansions are referred to [2], Lemma C.3.1.
Lemma 2.4. Suppose 0 < ρ < 1 and put Φρ(s) = (1 + s)
−1Ψρ. For a smooth
function χ = χ(x), the commutator [Ψρ(|D|2), χ] has the expansions[
Ψρ
(|D|2) , χ] = Ψ′ρ (|D|2) [|D|2, χ]
− 1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 Γ1,χ(z) (z − |D|2)−1 dz ∧ dz¯ (2.8)
and [
Ψρ
(|D|2) , χ] = [|D|2, χ]Ψ′ρ (|D|2)
+
1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 Γ2,χ(z) (z − |D|2)−1 dz ∧ dz¯, (2.9)
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where Ψ′ρ denotes dΨρ/ds, Φ˜ρ is an almost analytic extension of Φρ, and
Γ1,χ(z) =
[|D|2, [|D|2, χ]]+ (z − |D|2)−1 (1 + |D|2) [|D|2, [|D|2, χ]] ,(2.10)
Γ2,χ(z) =
[|D|2, [|D|2, χ]]+ [|D|2, [|D|2, χ]] (1 + |D|2) (z − |D|2)−1 .(2.11)
Proof. We prove the formula (2.8) only. We first note that∫
C
∣∣∣∂¯zΦ˜ρ(z)∣∣∣ ∥∥∥(z − |D|2)−1 Γ1,χ(z) (z − |D|2)−1∥∥∥ |dz ∧ dz¯| <∞, (2.12)
where we denote the operator norm on L2(Rn) by ‖ · ‖. This is seen as follows.
Because
|∂ksΦρ(s)| .k 〈s〉ρ−1−k (2.13)
holds for k ∈ N∪{0}, its almost analytic extension Φ˜ρ ∈ C∞(C) has the estimate
|∂¯zΦ˜ρ(z)| .N |Imz|N 〈z〉ρ−2−N (2.14)
for any N ∈ N. By straightforward calculation, we have∥∥∥(z − |D|2)−1 Γ1,χ(z) (z − |D|2)−1∥∥∥ . |Imz|−2〈z〉+ |Imz|−3〈z〉2. (2.15)
Therefore, the left-hand-side of (2.12) is bounded because, for ρ < 1,∫
C
〈z〉ρ−3 |dz ∧ dz¯| <∞ (2.16)
by choosing N = 2 and 3 in (2.14). According to the Helffer–Sjo¨strand formula,
Φρ(|D|2) is expressed as
Φρ
(|D|2) = 1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 dz ∧ dz¯ (2.17)
because Φρ satisfies (2.13) with ρ− 1 < 0. We therefore compute
[
Φρ
(|D|2) , χ] = 1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 [|D|2, χ] (z − |D|2)−1 dz ∧ dz¯
= Φ′ρ
(|D|2) [|D|2, χ]
− 1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 [|D|2, [|D|2, χ]] (z − |D|2)−1 dz ∧ dz¯ .(2.18)
Incidentally, from the definition of Φρ,
Φ′ρ
(|D|2) = − (1 + |D|2)−1Φρ (|D|2)+ (1 + |D|2)−1Ψ′ρ (|D|2) (2.19)
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and[
Φρ
(|D|2) , χ] = (1 + |D|2)−1 [Ψρ (|D|2) , χ]− (1 + |D|2)−1 [|D|2, χ]Φρ (|D|2)
(2.20)
hold. Combining (2.18), (2.19), and (2.20) and noting that[[|D|2, χ] ,Φρ (|D|2)]
= − 1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 [|D|2, [|D|2, χ]] (z − |D|2)−1 dz ∧ dz¯, (2.21)
we have (2.8).
We will use the following notations frequently. The Heisenberg derivative of a
time-dependent operator P (t) associated with an operator Q is
DQP (t) =
d
dt
P (t) + i [Q,P (t)] . (2.22)
If P is time-independent, DQP is i[Q,P ]. P (t) = O(t
ν) means that P (t) is the
bounded operator and that ‖P (t)‖ . tν for ν ∈ R. The Hermitian conjugate hc
is defined by Q + hc = Q+Q∗, where Q∗ is the (formal) adjoint of Q.
Proof of Theorem 2.3. Let χ ∈ C∞0 (R) satisfy that χ(s) = 1 if Θ/2 6 s 6 2θ and
χ(s) = 0 if s 6 Θ/3 for 0 < Θ < θ, where the size of Θ is to be determined below.
Put X(s) =
∫ s
0
χ(σ)2dσ and
L (t) = f(Hρ)X
( |x|
2t
)
f(Hρ), (2.23)
according to [2] and [8]. Clearly, L (t) = O(1). We first give the proof for the
case where ρ < 1. Using (2.8) of Lemma 2.4, we compute
i
[
Ψρ
(|D|2) , X ( |x|
2t
)]
= Ψ′ρ
(|D|2) i [|D|2, X ( |x|
2t
)]
+O
(
t−2
)
=
1
2t
Ψ′ρ
(|D|2)D · x|x|χ
( |x|
2t
)2
+ hc +O
(
t−2
)
. (2.24)
We here adopted the estimate[
Ψ′ρ
(|D|2) , x|x|χ
( |x|
2t
)2
·D
]
= O
(
t−1
)
(2.25)
using the Helffer–Sjo¨strand formula directly with∥∥∥∥∥(z − |D|2)−1
[
|D|2, x|x|χ
( |x|
2t
)2]
·D (z − |D|2)−1
∥∥∥∥∥ . t−1|Imz|−2〈z〉3/2 (2.26)
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for z ∈ C \ R and |Ψ˜′ρ(z)| . |Im|2〈z〉ρ−4. Therefore, from (2.24), we have
DΨρ(|D|2)X
( |x|
2t
)
= −|x|
2t2
χ
( |x|
2t
)2
+
1
2t
Ψ′ρ
(|D|2)D · x|x|χ
( |x|
2t
)2
+ hc +O
(
t−2
)
. (2.27)
We take g ∈ C∞0 (R) such that f = fg and compute
f(Hρ)Ψ
′
ρ
(|D|2)D · x|x|χ
( |x|
2t
)2
f(Hρ)
= f(Hρ)χ
( |x|
2t
)
g(Hρ)Ψ
′
ρ
(|D|2)D · x|x|χ
( |x|
2t
)
f(Hρ) + I1(t) + I2(t), (2.28)
where
I1(t) = f(Hρ)
[
Ψ′ρ
(|D|2)D,χ( |x|
2t
)]
· x|x|χ
( |x|
2t
)
f(Hρ), (2.29)
I2(t) = f(Hρ)
[
g(Hρ), χ
( |x|
2t
)]
Ψ′ρ
(|D|2)D · x|x|χ
( |x|
2t
)
f(Hρ). (2.30)
Making the same computation with (2.25) yields[
Ψ′ρ
(|D|2)D,χ( |x|
2t
)]
= Ψ′ρ
(|D|2)O (t−1)+[Ψ′ρ (|D|2) , χ
( |x|
2t
)]
D = O
(
t−1
)
(2.31)
and I1(t) = O(t
−1) holds. We here note that (i +Hρ)
−1{i +Ψρ(|D|2)} is bounded
by virtue of Proposition 1.5 and the Kato–Rellich theorem. For z ∈ C \ R, we
write
(z −Hρ)−1Ψ′ρ(|D|2)D = (z −Hρ)−1(i +Hρ)(i +Hρ)−1
×{i + Ψρ
(|D|2)}{i + Ψρ (|D|2)}−1Ψ′ρ(|D|2)D, (2.32)
and we then estimate∥∥(z −Hρ)−1Ψ′ρ (|D|2)D∥∥ . |Imz|−1〈z〉, (2.33)
if ρ > 1/2. If 0 < ρ 6 1/2, the right-hand-side of (2.33) can be replaced by
|Imz|−1 only because Ψ′ρ(|D|2)D is bounded. By virtue of the Helffer–Sjo¨strand
formula, (2.24), and (2.33), we have[
g(Hρ), χ
( |x|
2t
)]
=
1
2πi
∫
C
∂¯z g˜(z) (z −Hρ)−1
[
Ψρ(|D|2), χ
( |x|
2t
)]
(z −Hρ)−1 dz ∧ dz¯ = O
(
t−1
)
,
(2.34)
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noting that the almost analytic extension g˜ is compactly supported in C. Because
we know Ψ′ρ(|D|2)Dχ(|x|/(2t))f(Hρ) = O(1) even if ρ > 1/2 from (2.31) or (2.34),
we have I2(t) = O(t
−1). It follows from (2.27) and (2.28) that
DHρL (t) = f(Hρ)
{
DΨρ(|D|2)X
( |x|
2t
)}
f(Hρ)
6 −1
t
(
Θ
6
− 2C
)
f(Hρ)χ
( |x|
2t
)2
f(Hρ) +O
(
t−2
)
, (2.35)
where we put C = ‖g(Hρ)Ψ′ρ(|D|2)D·x/|x|‖ and choose Θ such that Θ/6−2C > 0.
This implies (2.3) (by [2], Lemma B.4.1, for example). The proof in the case where
ρ = 1 is given by simply replacing Ψ′ρ with 1 in the proof above. In particular, we
do not have to use Lemma 2.4 because Ψ1(|D|2) = |D|2.
3 Minimal velocity bound
In this section, we assume that the potential function V satisfies Assumption 1.1
and focus on proving the main theorem, Theorem 1.4. We initially have to prepare
Theorems 3.1 and 3.2. Theorem 3.1 is the propagation estimate in the mid-range
velocity region. Theorem 3.2 is the Mourre estimate of our version.
Theorem 3.1. For any 0 < θ1 < θ2 and f ∈ C∞0 (R), the inequality∫ ∞
1
∥∥∥∥F
(
θ1 6
|x|
2t
6 θ2
){
Ψ′ρ
(|D|2)D − x
2t
}
f(Hρ)e
−itHρφ
∥∥∥∥
2
L2(Rn)
dt
t
. ‖φ‖2L2(Rn)
(3.1)
holds for φ ∈ L2(Rn).
Proof. We first suppose that ρ < 1. Let r ∈ C∞(R) satisfy that r(s) = θ2/4 if
s < θ2/4 and r(s) = s/2 if s > θ2 for 0 < θ < θ1, and that r
′, r′′ > 0 where
r′′ = d2r/ds2. Putting R(x) = r(|x|2), we have R(x) = θ2/4 if |x| < θ/2 and
R(x) = |x|2/2 if |x| > θ holds. We also note that
y · (∇2R) (x)y > 4r′′ (|x|2) (x · y)2 + 2r′ (|x|2) |y|2 > 0 (3.2)
holds for any y ∈ Rn, where ∇2R is the Hessian matrix of R. The original idea
of this function R comes from [8]. We take χ1 ∈ C∞(Rn) such that χ1(s) = 1 if
s < 2θ2 and χ1(s) = 0 if s > 3θ2, and define M (t) and L (t) by
M (t) =
1
2
{
Ψ′ρ
(|D|2)D − x
2t
}
· (∇R)
( x
2t
)
+ hc +R
( x
2t
)
, (3.3)
L (t) = f(Hρ)χ1
( |x|
2t
)
M (t)χ1
( |x|
2t
)
f(Hρ), (3.4)
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according to [2] and [8]. We already know L (t) = O(1). By the computation
(2.27), we have
DΨρ(|D|2)R
( x
2t
)
=
1
2t
{
Ψ′ρ
(|D|2)D − x
2t
}
· (∇R)
( x
2t
)
+ hc +O
(
t−2
)
. (3.5)
From (3.5) and
DΨρ(|D|2)
x
2t
=
1
t
{
Ψ′ρ
(|D|2)D − x
2t
}
, (3.6)
the Heisenberg derivative of M (t) becomes
DΨρ(|D|2)M (t) =
1
2
{
Ψ′ρ
(|D|2)D − x
2t
}
· DΨρ(|D|2) (∇R)
( x
2t
)
+ hc +O
(
t−2
)
.
(3.7)
Although DΨρ(|D|2)(∇R)(x/(2t)) above is computed as in (3.5), we can control the
term {Ψ′ρ(|D|2)D − x/(2t)} · O(t−2) + hc as a bounded operator (see (3.14) and
(3.43)). This boundedness is convenient throughout our discussions. To do this,
we investigate the error terms of the Heisenberg derivative DΨρ(|D|2)(∇R)(x/(2t))
rigorously again. Using (2.8) of Lemma 2.4, we compute
i
[
Ψρ
(|D|2) , (∇R)( x
2t
)]
=
1
t
Ψ′ρ
(|D|2)D (∇2R) ( x
2t
)
− B1(t)− Γ1(t), (3.8)
where
B1(t) =
1
2t
Ψ′ρ
(|D|2) [D, (∇2R) ( x
2t
)]
, (3.9)
Γ1(t) =
1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 Γ1,(∇R)(x/(2t))(z) (z − |D|2)−1 dz ∧ dz¯.(3.10)
Obviously, B1(t) = O(t
−2) and Γ1(t) = O(t
−2) hold. Using (2.9) of Lemma 2.4,
we can have another expression
i
[
Ψρ
(|D|2) , (∇R)( x
2t
)]
=
1
t
(∇2R) ( x
2t
)
Ψ′ρ
(|D|2)D +B2(t) + Γ2(t), (3.11)
where
B2(t) =
1
2t
[
D,
(∇2R) ( x
2t
)]
Ψ′ρ
(|D|2) , (3.12)
Γ2(t) =
1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 Γ2,(∇R)(x/(2t))(z) (z − |D|2)−1 dz ∧ dz¯,(3.13)
with B2(t) = O(t
−2) and Γ2(t) = O(t
−2). Combining (3.7), (3.8), and (3.11), we
have
DΨρ(|D|2)M (t) =
1
t
{
Ψ′ρ
(|D|2)D − x
2t
}
· (∇2R) ( x
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
+
1
2
{
Ψ′ρ
(|D|2)D − x
2t
}
· {B2(t) + Γ2(t)}
−1
2
{B1(t) + Γ1(t)} ·
{
Ψ′ρ
(|D|2)D − x
2t
}
+O
(
t−2
)
. (3.14)
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It is clear that
B1(t) · x
2t
= O
(
t−2
)
,
x
2t
· B2(t) = O
(
t−2
)
, (3.15)
and that
Ψ′ρ
(|D|2)D · B2(t)−B1(t) ·Ψ′ρ (|D|2)D
=
1
2t
Ψ′ρ
(|D|2) [D, [D, (∇2R) ( x
2t
)]]
Ψ′ρ
(|D|2) = O (t−3) . (3.16)
By calculating the commutator (z − |D|2)−1 and x/(2t), we have∥∥∥(z − |D|2)−1 Γ1,(∇R)((x/2t))(z) (z − |D|2)−1 · x
2t
∥∥∥
. t−2|Imz|−2〈z〉+ t−2|Imz|−3〈z〉2 + t−3|Imz|−3〈z〉3/2 + t−3|Imz|−4〈z〉5/2 (3.17)
for z ∈ C \ R. This implies that
Γ1(t) · x
2t
= O
(
t−2
)
, (3.18)
according to (2.14) and the Helffer–Sjo¨strand formula for ρ < 1. In the same way,
we have
x
2t
· Γ2(t) = O
(
t−2
)
. (3.19)
If ρ 6 1/2, clearly
Ψ′ρ
(|D|2)D · Γ2(t)− Γ1(t) ·Ψ′ρ (|D|2)D = O (t−2) (3.20)
holds. However, for all 0 < ρ < 1, this term can be estimated using O(t−3) as
follows. In the rest of this proof, we use the commutator notations
ad2 [P,Q] = [P, [P,Q]] , ad3 [P,Q] = [P, [P, [P,Q]]] (3.21)
for the operators P and Q. From the definitions Γ1 and Γ2, we denote
Ψ′ρ
(|D|2)D · Γ2(t)− Γ1(t) ·Ψ′ρ (|D|2)D
=
1
2πi
∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 {Λ(t) + Γ3,z(t)} (z − |D|2)−1 dz ∧ dz¯, (3.22)
where we put
Λ(t) =
[
Ψ′ρ
(|D|2)D, ad2 [|D|2, (∇R)( x
2t
)]]
(3.23)
and
Γ3,z(t) = Ψ
′
ρ
(|D|2)D · ad2 [|D|2, (∇R)( x
2t
)] (
1 + |D|2) (z − |D|2)−1 (3.24)
− (z − |D|2)−1 (1 + |D|2) ad2 [|D|2, (∇R)( x
2t
)]
·Ψ′ρ
(|D|2)D. (3.25)
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We further put Λ1 and Λ2 by Λ = Λ1 + Λ2 such that
Λ1(t) = Ψ
′
ρ
(|D|2) [D, ad2 [|D|2, (∇R)( x
2t
)]]
, (3.26)
Λ2(t) =
[
Ψ′ρ
(|D|2) , ad2 [|D|2, (∇R)( x
2t
)]]
·D. (3.27)
We see, from the direct calculation of the commutator,
‖ (z − |D|2)−1 Λ1(t) (z − |D|2)−1 ‖ . t−3|Imz|−2〈z〉ρ. (3.28)
As for Λ2, by computing
ad3
[
|D|2, (∇R)
( x
2t
)]
·D = ad2
[
D, ad2
[
|D|2, (∇R)
( x
2t
)]]
·D
+2
[
D, ad2
[
|D|2, (∇R)
( x
2t
)]]
|D|2 (3.29)
and∥∥∥(ζ − |D|2)−1 ad2 [D, ad2 [|D|2, (∇R)( x
2t
)]] (
ζ − |D|2)−1∥∥∥ . t−4|Imζ |−2〈ζ〉,
(3.30)∥∥∥(ζ − |D|2)−1 [D, ad2 [|D|2, (∇R)( x
2t
)]] (
ζ − |D|2)−1∥∥∥ . t−3|Imζ |−2〈ζ〉 (3.31)
with the Helffer–Sjo¨strand formula for Ψ′ρ(|D|2), we have∥∥∥(z − |D|2)−1 Λ2(t) (z − |D|2)−1∥∥∥ . t−4|Imz|−2〈z〉1/2 + t−3|Imz|−2〈z〉. (3.32)
From (3.28) and (3.32), we estimate∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1Λ(t) (z − |D|2)−1 dz ∧ dz¯ = O (t−3) , (3.33)
noting that 2ρ− 4 < −2 for (3.28). We represent
Γ3,z(t) = Γ4,z(t) + (1 + |D|2)Λ(t)(z − |D|2)−1 + Γ5,z(t), (3.34)
using the terms
Γ4,z(t) = −Ψ′ρ
(|D|2)D · ad3 [|D|2, (∇R)( x
2t
)] (
z − |D|2)−1 , (3.35)
Γ5,z(t) = −
(
z − |D|2)−1 (1 + |D|2) ad3 [|D|2, (∇R)( x
2t
)]
·Ψ′ρ
(|D|2)D (z − |D|2)−1 . (3.36)
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In the same way as for (3.33), we see∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 (1 + |D|2)Λ(t) (z − |D|2)−2 dz ∧ dz¯ = O (t−3) . (3.37)
Γ4,z and Γ5,z are also estimated as∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 {Γ4,z(t) + Γ5,z(t)} (z − |D|2)−1 dz∧dz¯ = O (t−3) (3.38)
because ∥∥∥(z − |D|2)−1 Γ4,z(t) (z − |D|2)−1∥∥∥ . t−3|Imz|−3〈z〉ρ+1, (3.39)∥∥∥(z − |D|2)−1 Γ5,z(t) (z − |D|2)−1∥∥∥ . t−3|Imz|−4〈z〉ρ+2. (3.40)
(3.37) and (3.38) imply that∫
C
∂¯zΦ˜ρ(z)
(
z − |D|2)−1 Γ3,z(t) (z − |D|2)−1 dz ∧ dz¯ = O (t−3) . (3.41)
From (3.22), (3.33), and (3.41), we have
Ψ′ρ
(|D|2)D · Γ2(t)− Γ1(t) ·Ψ′ρ (|D|2)D = O (t−3) . (3.42)
Finally, from (3.14), (3.15), (3.16), (3.18), (3.19), and (3.42),
DΨρ(|D|2)M (t)
=
1
t
{
Ψ′ρ
(|D|2)D − x
2t
}
· (∇2R) ( x
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
+O
(
t−2
)
. (3.43)
is obtained. We now compute the Heisenberg derivative of L (t) associated with
Hρ,
DHρL (t) = I1(t) + I2(t) + I3(t), (3.44)
where
I1(t) = f(Hρ)
{
DΨρ(|D|2)χ1
( |x|
2t
)}
M (t)χ1
( |x|
2t
)
f(Hρ) + hc, (3.45)
I2(t) = f(Hρ)χ1
( |x|
2t
){
DΨρ(|D|2)M (t)
}
χ1
( |x|
2t
)
f(Hρ), (3.46)
I3(t) = f(Hρ)χ1
( |x|
2t
)
i [V,M (t)]χ1
( |x|
2t
)
f(Hρ). (3.47)
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The computations (3.8) and (3.11) give
I1(t) =
1
t
f(Hρ)
{
Ψ′ρ
(|D|2)D − x
2t
}
· x|x|χ
′
1
( |x|
2t
)
M (t)χ1
( |x|
2t
)
f(Hρ)
+hc +O
(
t−2
)
. (3.48)
Let χ2 ∈ C∞0 (R) such that χ2(s) = 1 if 2θ2 < s < 3θ2 and χ2(s) = 0 if s < θ2 or
s > 4θ2. We see that χ2 satisfies χ
′
1 = χ
2
2χ
′
1. Let g ∈ C∞0 (R) such that f = fg.
We compute
f(Hρ)
{
Ψ′ρ
(|D|2)D − x
2t
}
· x|x|χ
′
1
( |x|
2t
)
M (t)χ1
( |x|
2t
)
f(Hρ)
= f(Hρ)χ2
( |x|
2t
)
g(Hρ)
{
Ψ′ρ
(|D|2)D − x
2t
}
· x|x|χ
′
1
( |x|
2t
)
×M (t)χ1
( |x|
2t
)
χ2
( |x|
2t
)
f(Hρ) +O
(
t−1
)
. (3.49)
We here used the commutator estimates (2.31) and (2.34). We thus have
I1(t) =
1
t
f(Hρ)χ2
( |x|
2t
)
O(1)χ2
( |x|
2t
)
f(Hρ) +O
(
t−2
)
. (3.50)
If necessary, we can assume that θ2 is sufficiently large. By virtue of Theorem 2.3
and (3.50),∫ ∞
1
∣∣(I1(t)e−itHρφ, e−itHρφ)L2∣∣ dt .
∫ ∞
1
∥∥∥∥χ2
( |x|
2t
)
f(Hρ)e
−itHρφ
∥∥∥∥
2
L2
dt
t
. ‖φ‖2L2
(3.51)
is obtained, where (·, ·)L2 is the scalar product of L2(Rn). We take χ ∈ C∞0 (R)
with 0 6 χ 6 1 such that χ(s) = 1 if θ1 6 s 6 θ2 and χ(s) = 0 if s < θ1 − ǫ or
s > θ2 + ǫ for ǫ > 0 sufficiently small to satisfy θ1 − ǫ > θ. Noting that (∇2R)(x)
is the identity matrix, if |x| > θ1−ǫ, and that ∇2R is the non-negative from (3.2),
we have (∇2R) ( x
2t
)
= χ
( |x|
2t
)(∇2R) ( x
2t
)
χ
( |x|
2t
)
+
√
1− χ
( |x|
2t
)2 (∇2R) ( x
2t
)√
1− χ
( |x|
2t
)2
> χ
( |x|
2t
)2
. (3.52)
Using (2.31), (3.43), (3.52), and χ1χ = χ, I2 is estimated as
I2(t) >
1
t
f(Hρ)
{
Ψ′ρ
(|D|2)D − x
2t
}
· χ
( |x|
2t
)2
×
{
Ψ′ρ
(|D|2)D − x
2t
}
f(Hρ) +O
(
t−2
)
. (3.53)
16
Note that |x| > tθ holds on the support of (∇R)(x/(2t)) and that (∇VL)(x) ·
(∇R)(x/(2t)) = O(t−1−γL) by the condition (1.7). We compute[
VL,Ψ
′
ρ
(|D|2)D · (∇R)( x
2t
)]
=
[
VL,Ψ
′
ρ
(|D|2)D] · (∇R)( x
2t
)
= Ψ′ρ
(|D|2)O (t−1−γL)+ [VL,Ψ′ρ (|D|2)]
{
(∇R)
( x
2t
)
·D − 1
2t
i (∆R)
( x
2t
)}
.
(3.54)
From the estimates, for z ∈ C \ R,∥∥∥(z − |D|2)−1 [|D|2, VL] (∇R)( x
2t
)
·D (z − |D|2)−1∥∥∥
. t−1−γL |Imz|−2〈z〉 + t−2−γL |Imz|−2〈z〉1/2 (3.55)
and∥∥∥(z − |D|2)−1 [|D|2, VL] (z − |D|2)−1 [|D|2, (∇R)( x
2t
)]
·D (z − |D|2)−2∥∥∥
. t−2|Imz|−3〈z〉3/2 + t−2−γL |Imz|−3〈z〉3/2 + t−3−γL |Imz|−3〈z〉+ t−2|Imz|−4〈z〉2,
(3.56)
(3.54) implies
[VL,M (t)] = O
(
t−1−γL
)
+O
(
t−2
)
, (3.57)
according to the Helffer–Sjo¨strand formula. Put
K (t) =
1
2
{
Ψ′ρ
(|D|2)D − x
2t
}
· (∇R)
( x
2t
)
+ hc. (3.58)
Because we know that 〈x〉γsingVsingχ1(x/2t)f(Hρ) = O(1) by Proposition 1.5 and
(2.34) or (3.11), we expand the commutator such that
f(Hρ)χ1
( |x|
2t
)
[Vsing,M (t)]χ1
( |x|
2t
)
f(Hρ)
= O (1) 〈x〉−γsingK (t)χ1
( |x|
2t
)
f(Hρ)− f(Hρ)χ1
( |x|
2t
)
K (t)〈x〉−γsingO (1) .
(3.59)
It follows from
〈x〉−γsing
[
Ψ′ρ
(|D|2)D, (∇R)( x
2t
)]
= O
(
t−γsing
)
Ψ′ρ
(|D|2)
− i
2t
〈x〉−γsing
[
Ψ′ρ
(|D|2) , (∆R)( x
2t
)]
+ 〈x〉−γsing
[
Ψ′ρ
(|D|2) , (∇R)( x
2t
)]
·D
(3.60)
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and ∥∥∥〈x〉−γsing (z − |D|2)−1 [|D|2, (∇R)( x
2t
)]
·D (z − |D|2)−1∥∥∥
. t−2|Imz|−2〈z〉1/2 + t−1−γsing |Imz|−2〈z〉+ t−2|Imz|−3〈z〉3/2 (3.61)
that
〈x〉−γsing
[
Ψ′ρ
(|D|2)D, (∇R)( x
2t
)]
= O
(
t−γsing
)
+O
(
t−2
)
(3.62)
by the Helffer–Sjo¨strand formula again. (3.62) implies that
〈x〉−γsingK (t)χ1
( |x|
2t
)
f(Hρ) = O
(
t−γsing
)
+O
(
t−2
)
(3.63)
and that, from (3.59),
f(Hρ)χ1
( |x|
2t
)
[Vsing,M (t)]χ1
( |x|
2t
)
f(Hρ) = O
(
t−γsing
)
+O
(
t−2
)
. (3.64)
We also obtain
f(Hρ)χ1
( |x|
2t
)
[VS,M (t)]χ1
( |x|
2t
)
f(Hρ) = O
(
t−γS
)
+O
(
t−2
)
(3.65)
by replacing 〈x〉−γsing with VS in the computations above. By (3.57), (3.64), and
(3.65), we have
I3(t) = O
(
t−min{γsing,γS,1+γL,2}
)
. (3.66)
We combine (3.53) and (3.66). There exist positive constants C1 and C2 such that({
DHρL (t)
}
e−itHρφ, e−itHρφ
)
L2
>
1
t
∥∥∥∥χ
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
f(Hρ)e
−itHρφ
∥∥∥∥
2
L2
−C1 |(I1(t)φ, φ)L2 | − C2t−min{γsing,γS,1+γL,2}‖φ‖2L2 (3.67)
holds. This completes our proof for the case ρ < 1 by (3.51) and min{γsing, γS, 1+
γL, 2} > 1. In the case where ρ = 1, the proof is simpler. Indeed, by replacing Ψ′ρ
with 1, we omit a lot of the commutator calculations. In particular,
D|D|2R
( x
2t
)
=
1
2t
(
D − x
2t
)
· (∇R)
( x
2t
)
+ hc (3.68)
does not have the error term O(t−2). We therefore directly obtain
D|D|2M (t) =
1
t
(
D − x
2t
)
· (∇2R) ( x
2t
)(
D − x
2t
)
+O
(
t−3
)
, (3.69)
from (3.68) without the computations (3.28)–(3.42). We can make a comparison
with (3.5) and (3.43) above. The corresponding result for the case ρ = 1 is given
in [2], Proposition 4.4.3 and [8], Theorem 5.9.
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When we consider the Mourre estimate, how to choose a conjugate operator
is the heart of matter. In our case, it is natural that we employ
Aρ =
1
2
{
Ψ′ρ
(|D|2)D · x+ x ·DΨ′ρ (|D|2)}
=
ρ
2
{〈D〉2ρ−2D · x+ x ·D〈D〉2ρ−2} (3.70)
as a conjugate operator, according to Mourre [11] (Section 3). The choice of
conjugate operator is not unique. Indeed, we can admit other choices A˜ρ or A1
(see Remark 3.3 below).
By Proposition 1.5, V is relatively compact associated with Ψρ(|D|2). This
can be shown in the same way as in the standard Schro¨dinger case. We know
the essential spectrum of Ψρ(|D|2) is [0,∞) (see [7], for example). Therefore, the
essential spectrum of Hρ is also coincident with [0,∞) by virtue of the relative
compactness of V and the Weyl theorem ([15], Theorem S.13).
Theorem 3.2. Mourre estimate. Let 0 < λ 6∈ σpp(Hρ) and g ∈ C∞0 (0,∞)
satisfy supp g ⊂ [λ − δ, λ + δ] ∩ σpp(Hρ) = ∅ with δ > 0. If δ > 0 is sufficiently
small, there exists a constant c > 0 such that
g(Hρ)i [Hρ, Aρ] g(Hρ) > cg(Hρ)
2 (3.71)
holds.
Proof. We first suppose that ρ < 1. By straightforward computation, we have
i
[
Ψρ
(|D|2) , Aρ] = 2Ψ′ρ (|D|2)2 |D|2 = 2ρ〈D〉4ρ−4|D|2. (3.72)
Using (1.14), we estimate∣∣(Aρφ, Vsingψ)L2∣∣ = ∣∣(〈x〉−1Aρφ, 〈x〉Vsingψ)L2∣∣
.
∥∥〈D〉2ρ−1φ∥∥
L2
{
ǫ
∥∥|〈D〉2ρψ∥∥
L2
+ Cǫ‖ψ‖L2
}
.
∥∥〈D〉2ρ−1φ∥∥
L2
∥∥〈D〉2ρψ∥∥
L2
(3.73)
and ∣∣(Aρφ, Vsingψ)L2 − (Vsingφ,Aρψ)L2∣∣ . ∥∥〈D〉2ρφ∥∥L2 ∥∥〈D〉2ρψ∥∥L2 . (3.74)
This implies that the commutator [Vsing, Aρ] is extended to the bounded operator
from H2ρ(Rn) to its dual space. [VS, Aρ] has the same property because∣∣(Aρφ, VSψ)L2∣∣ = ∣∣(〈x〉−1Aρφ, 〈x〉VSψ)L2∣∣ . ∥∥〈D〉2ρ−1φ∥∥L2 ‖ψ‖L2 . (3.75)
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By the computations below (see (3.81), (3.82), and (3.83)), [VL, Aρ] is a compact
operator when ρ < 1. Therefore, from (3.72) and the extensions of the commu-
tators as for Vsing and VS, the left-hand-side of (3.71) is defined as the bounded
operator on L2(Rn). It is often said that Hρ belongs to the class C
1(Aρ) (see
Amrein–Boutet de Monvel–Georgescu [1], Definition 6.2.2 and Proposition 5.1.2).
We note that the inequality
i
[
Ψρ
(|D|2) , Aρ] > 2ρΨ′ρ (|D|2)Ψρ (|D|2) (3.76)
holds because Ψ′ρ(|D|2) {1− 〈D〉2ρ−2} > 0 and that
g(Hρ)− g
(
Ψρ
(|D|2)) = 1
2πi
∫
C
∂¯z g˜(z) (z −Hρ)−1 V
{
z −Ψρ
(|D|2)}−1 dz ∧ dz¯
(3.77)
is compact because (z − Hρ)−1V is compact. Therefore, there exist compact
operators K1 and K2 such that
g(Hρ)i
[
Ψρ
(|D|2) , Aρ] g(Hρ)
> 2ρg
(
Ψρ
(|D|2))Ψ′ρ (|D|2)Ψρ (|D|2) g (Ψρ (|D|2))+K1
>
2ρ2
(1 + λ+ δ)(1−ρ)/ρ
g(Hρ)Ψρ
(|D|2) g(Hρ) +K2. (3.78)
On the right-hand-side of (3.78), we used the inequality
ρ
∫ λ+δ
λ−δ
µ(1 + µ)(ρ−1)/ρdEΨρ(|D|2)(µ) >
ρ
(1 + λ+ δ)(1−ρ)/ρ
Ψρ
(|D|2) , (3.79)
where EΨρ(|D|2) is the spectral measure of Ψρ(|D|2). From the computation,[
Vsing + VS,Ψ
′
ρ
(|D|2)D · x] = (Vsing + VS) [Ψ′ρ (|D|2)D, x]
+ (Vsing + VS) x ·Ψ′ρ
(|D|2)D −Ψ′ρ (|D|2)D · x (Vsing + VS) , (3.80)
we confirm that g(Hρ)[Vsing + VS, Aρ]g(Hρ) is compact because (i+Hρ)
−1(Vsing +
VS)〈x〉 is compact by Proposition 1.5 and (1.6) of Assumption 1.1. We expand
the commutator of VL and Aρ as
2 [VL, Aρ] =
[
VL,Ψ
′
ρ
(|D|2)]D · x+ iΨ′ρ (|D|2)∇VL · x+ hc. (3.81)
We know that, when ρ < 1, Ψ′ρ (|D|2)∇VL·x is compact by (1.7). The compactness
of [VL, Aρ] follows from(
z − |D|2)−1 i [|D|2, VL] (z − |D|2)−1 x ·D
=
(
z − |D|2)−1 (D · ∇VL +∇VL ·D)x ·D (z − |D|2)−1
+2
(
z − |D|2)−1 [|D|2, VL] (z − |D|2)−2 |D|2 (3.82)
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and∥∥∥(z − |D|2)−1 [|D|2, VL] (z − |D|2)−1 x ·D∥∥∥ . |Imz|−2〈z〉 + |Imz|−3〈z〉3/2,
(3.83)
using the Helffer–Sjo¨strand formula because (z − |D|2)−1∇VL · x is also compact.
We obtain, from (3.78),
g(Hρ)i [Hρ, Aρ] g(Hρ) >
2ρ2(λ− δ)
(1 + λ+ δ)(1−ρ)/ρ
g(Hρ)
2 +K (3.84)
with the compact error
K = K2 + g(Hρ)
{
i [V,Aρ]− 2ρ
2
(1 + λ+ δ)(1−ρ)/ρ
V
}
g(Hρ). (3.85)
(3.84) is often referred to the Mourre inequality. K2 includes the factor g(Hρ) or
g(Ψρ(|D|2)) (see (3.78)). λ 6∈ σpp(Hρ) is equivalent to the point spectral measure
EHρ({λ}) being zero. This implies g(Hρ)→ 0 as δ → 0 in the strong norm sense of
L2(Rn). The situation is the same for g(Ψρ(|D2|)) because Ψρ(|D2|) does not have
eigenvalues. (3.84) and K → 0 as δ → 0 in norm show (3.71) for ρ < 1. The case
of ρ = 1 is the traditional result by [11]. Because i[|D|2, A1] = 2|D|2 = 2H1 − 2V
is obtained directly, we do not have to compute (3.77), (3.78), and (3.79). We
only note that, although [VL, A1] = i∇VL · x is not compact but just bounded,
g(H1)∇VL · x is compact.
The Mourre inequality (3.84) provides us detailed information on the eigen-
values of Hρ. That is to say, σpp(Hρ) is discrete and its multiplicity is at most
finite by virtue of the virial theorem ([1], Proposition 7.2.10), and the accumula-
tion point of σpp(Hρ) can be at zero only. To investigate the singular continuous
spectral of Hρ, we have to prove the limiting absorption principle in Mourre the-
ory. Many studies have investigated this topic, even for the N -body Schro¨dinger
operator case (Perry–Sigal–Simon [14], [1] and Tamura [13]).
Remark 3.3. If we choose
A˜ρ =
1
2
{√
Ψ′ρ (|D|2)D · x+ x ·D
√
Ψ′ρ (|D|2)
}
=
√
ρ
2
{〈D〉ρ−1D · x+ x ·D〈D〉ρ−1} (3.86)
as a conjugate operator instead of Aρ, i[Hρ, A˜ρ] can realize the bounded operator
from H2ρ(Rn) to its dual space by the estimate∣∣∣(A˜ρφ, Vsingψ)
L2
∣∣∣ . ‖〈D〉ρφ‖L2 ∥∥〈D〉2ρψ∥∥L2 . (3.87)
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In this case, by
i
[
Ψρ
(|D|2) , A˜ρ] = 2√Ψ′ρ (|D|2)Ψ′ρ (|D|2) |D|2 > 2ρ√Ψ′ρ (|D|2)Ψρ (|D|2) ,
(3.88)
the Mourre inequality becomes
g(Hρ)i
[
Hρ, A˜ρ
]
g(Hρ) >
2ρ3/2(λ− δ)
(1 + λ + δ)(1−ρ)/(2ρ)
g(Hρ)
2 + K˜ (3.89)
with a compact operator K˜. This estimate is sharper than (3.84) in the sense that
2ρ3/2(λ− δ)
(1 + λ+ δ)(1−ρ)/(2ρ)
>
2ρ2(λ− δ)
(1 + λ+ δ)(1−ρ)/ρ
. (3.90)
Irrespective of whether we choose Aρ or A˜ρ, we can prove the properties of eigen-
values for Hρ and Theorem 1.4. Meanwhile, if we choose
A1 =
1
2
(D · x+ x ·D) (3.91)
which works well for the standard Schro¨dinger operator, (3.76) changes into the
simple form
i
[
Ψρ
(|D|2) , A1] = 2Ψ′ρ (|D|2) |D|2 > 2ρΨρ (|D|2) , (3.92)
and
g(Hρ)i [Hρ, A1] g(Hρ) > 2ρ(λ− δ)g(Hρ)2 + g(Hρ) {i [V,A1]− 2ρV } g(Hρ). (3.93)
We here note that, by∣∣(A1φ, Vsingψ)L2∣∣ . ‖〈D〉φ‖L2 ∥∥〈D〉2ρψ∥∥L2 , (3.94)
[Hρ, A1] is extended to the bounded operator from H
max{1,2ρ}(Rn) to its dual space.
Unfortunately, H2ρ(Rn) ( H1(Rn) for 0 < ρ < 1/2 and this means that the
extended domain of [Hρ, A1] is too small and the image is too large. However,
if 1/2 6 ρ 6 1, g(Hρ)i [Hρ, A1] g(Hρ) can be defined as a bounded operator on
L2(Rn). In this case, 〈D〉g(Hρ) is bounded and the second term on the right-
hand-side of (3.93) is compact. Therefore, under the condition 1/2 6 ρ 6 1, even
by choosing A1, the rest of our discussions are sound. In particular, the positive
constant 2ρ(λ − δ) is greater than the left-hand-side of (3.90) and the Mourre
inequality (3.93) is sharper than (3.84) and (3.89). If V has the long-range part
only, we can employ A1 for all 0 < ρ 6 1 because [A1, V ] is a bounded operator.
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We have everything arranged to prove the minimal velocity bound.
Proof of Theorem 1.4. As in the proofs before, we first assume that ρ < 1. Let
g ∈ C∞0 (0,∞) satisfy fg = f . Let χ and χ1 which belong to C∞0 (R) satisfy that
χ(s) = 1 if |s| < θ0 and χ(s) = 0 if |s| > 2θ0, and that χ1(s) = 1 if |s| < 2θ0 and
χ1(s) = 0 if |s| > 3θ0. The size of θ0 is to be determined later. According to [2]
and [8], we define the observables M (t) and L (t) by
M (t) =
1
2
{
Ψ′ρ
(|D|2)D − x
2t
}
· x|x|χ
′
( |x|
2t
)
+ hc + χ
( |x|
2t
)
, (3.95)
L (t) = f(Hρ)M (t)g(Hρ)
Aρ
t
g(Hρ)M (t)f(Hρ). (3.96)
By the supporting properties χ = χχ1 and χ
′ = χ′χ1, we compute
M (t) = M (t)χ1
( |x|
2t
)
+B(t) (3.97)
with
B(t) =
1
2
χ′
( |x|
2t
)
x
|x| ·
[
χ1
( |x|
2t
)
,Ψ′ρ
(|D|2)D] . (3.98)
We know B(t) = O(t−1) from the computation (2.31). Moreover,∥∥∥∥(z − |D|2)−1
[
|D|2, χ1
( |x|
2t
)] (
z − |D|2)−1 · x
2t
∥∥∥∥
. t−1|Imz|−2〈z〉1/2 + t−2|Imz|−3〈z〉 (3.99)
for z ∈ C \ R and the Helffer–Sjo¨strand formula, we know[
χ1
( |x|
2t
)
,Ψ′ρ
(|D|2)] x
2t
= O
(
t−1
)
(3.100)
and
B(t)
x
2t
= O
(
t−1
)
. (3.101)
If ρ 6 1/2, we have L (t) = O(1) from (3.97) and (3.101). As in the computations
(2.32) and (2.33), we have∥∥〈D〉2ρ (z −Hρ)−1∥∥ . |Imz|−1〈z〉. (3.102)
Because ‖(z −Hρ)−1〈D〉2ρ‖ has the same estimate, we obtain∥∥〈D〉ρ (z −Hρ)−1 〈D〉ρ∥∥ . |Imz|−1〈z〉 (3.103)
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by the complex interpolation derived from the Hadamard three line theorem ([15],
Appendix to IX.4). Using (2.33) and the Helffer–Sjo¨strand formula again, we have
Ψ′ρ
(|D|2)D [g(Hρ), x
2t
]
Ψ′ρ
(|D|2)D = O (t−1) . (3.104)
(3.97), (3.101), and (3.104) imply that
M (t)g(Hρ)
x
2t
·Ψ′ρ
(|D|2)D = O (1) (3.105)
and that L (t) = O(1) for all 0 < ρ < 1. We compute
DHρL (t) = I1(t) + I2(t) + I3(t) + I4(t), (3.106)
where
I1(t) = f(Hρ)
{
DΨρ(|D|2)M (t)
}
g(Hρ)
Aρ
t
g(Hρ)M (t)f(Hρ) + hc, (3.107)
I2(t) = f(Hρ)i [V,M (t)] g(Hρ)
Aρ
t
g(Hρ)M (t)f(Hρ) + hc, (3.108)
I3(t) = −1
t
f(Hρ)M (t)g(Hρ)
Aρ
t
g(Hρ)M (t)f(Hρ), (3.109)
I4(t) =
1
t
f(Hρ)M (t)g(Hρ)i [Hρ, Aρ] g(Hρ)M (t)f(Hρ). (3.110)
Using (2.34), (3.97), and
M (t) = χ1
( |x|
2t
)
M (t) +
1
2
[
Ψ′ρ
(|D|2)D,χ1
( |x|
2t
)]
· x|x|χ
′
( |x|
2t
)
, (3.111)
we have
I3(t) = −1
t
f(Hρ)M (t)g(Hρ)χ1
( |x|
2t
)
Aρ
t
χ1
( |x|
2t
)
g(Hρ)M (t)f(Hρ) +O
(
t−2
)
.
(3.112)
We compute, using (2.31),
g(Hρ)χ1
( |x|
2t
)
Aρ
t
χ1
( |x|
2t
)
g(Hρ)
= g(Hρ)χ1
( |x|
2t
)
x
2t
χ1
( |x|
2t
)
Ψ′ρ
(|D|2)Dg(Hρ) + hc +O (t−1)
6 2
∥∥∥∥ x2tχ1
( |x|
2t
)
g(Hρ)
∥∥∥∥
∥∥∥∥χ1
( |x|
2t
)
Ψ′ρ
(|D|2)Dg(Hρ)
∥∥∥∥+O (t−1) , (3.113)
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and we then estimate
I3(t) > −θ
t
f(Hρ)M (t)
2f(Hρ) +O
(
t−2
)
, (3.114)
where we put θ = 6θ0‖g(Hρ)‖‖Ψ′ρ(|D|2)Dg(Hρ)‖. We next estimate I4. It follows
from (2.31) that
[g(Hρ),M (t)] =
1
2
[
g(Hρ),Ψ
′
ρ
(|D|2)D · x|x|χ′
( |x|
2t
)
+ hc
]
+O
(
t−1
)
. (3.115)
By (2.8) of Lemma 2.4, we compute[
Ψρ
(|D|2) ,Ψ′ρ (|D|2)D · x|x|χ′
( |x|
2t
)]
= Ψ′ρ
(|D|2)2D [|D|2, x|x|χ′
( |x|
2t
)]
+Ψ′ρ
(|D|2)DO (t−2) (3.116)
and∥∥∥∥(z −Hρ)−1
[
Ψρ
(|D|2) ,Ψ′ρ (|D|2)D · x|x|χ′
( |x|
2t
)]
(z −Hρ)−1
∥∥∥∥ . t−1|Imz|−2〈z〉
(3.117)
for z ∈ C \ R, recalling (2.32). We expand the commutator as[
Vsing,Ψ
′
ρ
(|D|2)D · x|x|χ′
( |x|
2t
)]
= Vsing〈x〉γsingO
(
t−γsing
)
Ψ′ρ
(|D|2)D
+Vsing〈x〉γsing
{
O
(
t−γsing
)
+O
(
t−2
)}−Ψ′ρ (|D|2)DO (t−γsing) 〈x〉γsingVsing.
(3.118)
We here used 〈x〉−γsingχ′(|x|/(2t)) = O(t−γsing) and the computation (3.62). We
therefore have∥∥∥∥(z −Hρ)−1
[
Vsing,Ψ
′
ρ
(|D|2)D · x|x|χ′
( |x|
2t
)]
(z −Hρ)−1
∥∥∥∥
. t−γsing |Imz|−2〈z〉2 + t−min{γsing,2}|Imz|−2〈z〉 (3.119)
because ‖(z − Hρ)−1Vsing〈x〉γsing‖ . |Imz|−1〈z〉. By (1.6) of Assumption 1.1,
VS〈x〉γS is bounded and we have∥∥∥∥(z −Hρ)−1
[
VS,Ψ
′
ρ
(|D|2)D · x|x|χ′
( |x|
2t
)]
(z −Hρ)−1
∥∥∥∥
. t−γS |Imz|−2〈z〉+ t−min{γS,2}|Imz|−2. (3.120)
25
Noting that the almost analytic extension of g has the compact support, from
(3.115), (3.117), (3.119), (3.120), and (3.57), we obtain
[g(Hρ),M (t)] = O
(
t−min{γsing,γS,1+γL,2}
)
+O
(
t−1
)
= O
(
t−1
)
. (3.121)
We assume that supp g is sufficiently small without loss of generality because, if
not, supp g can be covered by ∪Nj=1 supp gj where supp gj is small (see [2]). By
virtue of Theorem 3.2 and (3.121), there exists c > 0 such that I4 is estimated as
I4(t) >
c
t
f(Hρ)M (t)g(Hρ)
2
M (t)f(Hρ) =
c
t
f(Hρ)M (t)
2f(Hρ) +O
(
t−2
)
.
(3.122)
We here choose θ0 > 0 which satisfies 0 < θ < c and put K (t)
K (t) =
1
2
{
Ψ′ρ
(|D|2)D − x
2t
}
· x|x|χ
′
( |x|
2t
)
+ hc (3.123)
as in (3.58). From (3.114) and (3.122), using the inequality
M (t)2 > χ
( |x|
2t
)2
+K (t)2 −
{
1
2
χ
( |x|
2t
)2
+ 2K (t)2
}
=
1
2
χ
( |x|
2t
)2
−K (t)2,
(3.124)
we have
I3(t) + I4(t) >
c− θ
2t
f(Hρ)χ
( |x|
2t
)2
f(Hρ)− c− θ
t
f(Hρ)K (t)
2f(Hρ) +O
(
t−2
)
.
(3.125)
We note that, by virtue of Theorem 3.1,∫ ∞
1
∣∣(K (t)2f(Hρ)e−itHρφ, f(Hρ)e−itHρφ)L2∣∣ dtt . ‖φ‖2L2 (3.126)
holds because K (t)2 has the shape
K (t)2 =
{
Ψ′ρ
(|D|2)D − x
2t
}
· x|x|χ
′
( |x|
2t
)2
x
|x| ·
{ x
2t
−Ψ′ρ
(|D|2)D}+O (t−1) ,
(3.127)
according to (2.31). Replacing (z − Hρ)−1 by (i + Hρ)−1 in (3.119) and (3.120),
we have
f(Hρ)i [V,M (t)] g(Hρ) = O
(
t−min{γsing,γS,1+γL,2}
)
(3.128)
and
I2(t) = O
(
t−min{γsing,γS,1+γL,2}
)
. (3.129)
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Put R(x) = χ(|x|). Then, by the formula (3.43), I1 is
I1(t) =
1
t
f(Hρ)
{
Ψ′ρ
(|D|2)D − x
2t
}
· (∇2R) ( x
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
×g(Hρ)Aρ
t
g(Hρ)M (t)f(Hρ) + hc +O
(
t−2
)
. (3.130)
Let χ2 ∈ C∞0 (θ0/2,∞) satisfy (∇2R)(x) = χ2(|x|)(∇2R)(x)χ2(|x|). By the same
computation of (3.121), we have[
χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
, g(Hρ)
]
=
[
χ2
( |x|
2t
)
Ψ′ρ
(|D|2)D, g(Hρ)
]
−
[
χ2
( |x|
2t
)
x
2t
, g(Hρ)
]
= O
(
t−min{γsing,γS,1+γL,2}
)
+O
(
t−1
)
= O
(
t−1
)
. (3.131)
We compute the commutator,[
χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
,
x
2t
·Ψ′ρ
(|D|2)D]
=
{
x
2t
·
[
χ2
( |x|
2t
)
,Ψ′ρ
(|D|2)D]+ χ2
( |x|
2t
)[
Ψ′ρ
(|D|2)D, x
2t
]}
Ψ′ρ
(|D|2)D
− x
2t
·
[
χ2
( |x|
2t
)
x
2t
,Ψ′ρ
(|D|2)D] . (3.132)
It follows that
x
2t
·
[
χ2
( |x|
2t
)
,Ψ′ρ
(|D|2)D] = O (t−1) (3.133)
from [
x
2t
χ2
( |x|
2t
)
,Ψ′ρ
(|D|2)D] = x
2t
·
[
χ2
( |x|
2t
)
,Ψ′ρ
(|D|2)D]
+
[ x
2t
,Ψ′ρ
(|D|2)D]χ2
( |x|
2t
)
(3.134)
and (2.31). The situation is the same for
x
2t
·
[
χ2
( |x|
2t
)
x
2t
,Ψ′ρ
(|D|2)D] = O (t−1) . (3.135)
By (3.132), (3.134), and (3.135), we have[
χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
, Aρ
]
g(Hρ) = O
(
t−1
)
. (3.136)
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By computing[
χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
,
x
|x|χ
′
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}]
=
x
|x|χ
′
( |x|
2t
)[
χ2
( |x|
2t
)
,Ψ′ρ
(|D|2)D]{Ψ′ρ (|D|2)D − x2t
}
+χ2
( |x|
2t
)[
Ψ′ρ
(|D|2)D, x|x|χ′
( |x|
2t
)]{
Ψ′ρ
(|D|2)D − x
2t
}
, (3.137)
we have [
χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
,M (t)
]
f(Hρ) = O
(
t−1
)
. (3.138)
Combining (3.131), (3.136), and (3.138), we obtain[
χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
, g(Hρ)
Aρ
t
g(Hρ)M (t)
]
f(Hρ) = O
(
t−1
)
.
(3.139)
By applying (3.139) to (3.130), I1 has the estimate
I1(t) =
1
t
f(Hρ)
{
Ψ′ρ
(|D|2)D − x
2t
}
χ2
( |x|
2t
)
·O (1)χ2
( |x|
2t
){
Ψ′ρ
(|D|2)D − x
2t
}
f(Hρ) +O
(
t−2
)
. (3.140)
By virtue of Theorem 3.1 and (3.140),∫ ∞
1
∣∣(I1(t)e−itHρφ, e−itHρφ)L2∣∣ dt . ‖φ‖2L2 (3.141)
is obtained. There exist positive constant C1 and C2 such that({
DHρL (t)
}
e−itHρφ, e−itHρφ
)
L2
>
c− θ
2t
∥∥∥∥χ
( |x|
2t
)
f(Hρ)e
−itHρφ
∥∥∥∥
2
L2
−c− θ
t
∣∣(K (t)2f(Hρ)e−itHρφ, f(Hρ)e−itHρφ)L2∣∣
−C1 |(I1(t)φ, φ)L2 | − C2t−min{γsing,γS,1+γL,2}‖φ‖2L2 (3.142)
holds by (3.125) and (3.129). This completes our proof for 0 < ρ < 1 because of
(3.126), (3.141) and min{γsing, γS, 1 + γL, 2} > 1. In the case where ρ = 1, as in
the proofs before, we simply replace Ψ′ρ by 1 and reduce a lot of the computations.
For more details, see [2], Proposition 4.4.7 or [8], Theorem 5.11.
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