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Let A be a Banach algebra with unity I and M be a unital Banach
A-bimodule. A family of continuous additivemappingsD = (δi)i∈N
fromA intoM is called ahigher derivablemapping atX, if δn(AB) =∑
i+j=n δi(A)δj(B) for any A, B ∈ A with AB = X . In this paper, we
show that D is a Jordan higher derivation if D is a higher derivable
mapping at an invertible element X. As an application, we also get
that every invertible operator in a nontrivial nest algebra is a higher
all-derivable point.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Throughout this paper, M is an A-bimodule, where A is an algebra with unity I. Let δ be a linear
mapping from A into M. We say that δ is a derivation if δ(AB) = δ(A)B + Aδ(B) for any A, B ∈ A.
We say that δ is a Jordan derivation if δ(A2) = δ(A)A + Aδ(A) for any A ∈ A. δ is called a derivable
mapping (Jordan derivablemapping) atX if δ(AB) = δ(A)B + Aδ(B) (δ(AB + BA) = δ(A)B + Aδ(B) +
δ(B)A + Bδ(A)) for any A, B∈Awith AB = X(AB + BA = X). We say that δ is a Jordan triple derivation
if δ(ABA) = δ(A)BA + Aδ(B)A + ABδ(A) for any A, B ∈ A. An element X ∈ A is called an all-derivable
point (a Jordan all-derivable point) in A if every derivable mapping (Jordan derivable mapping) at X
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is a derivation (Jordan derivation). Obviously, every derivation is a Jordan derivation. However, the
converse statement is not true in general.
In recent years, the questions of characterizing derivations and revealing the relationship between
Jordan derivations and derivations have received many mathematicians’ attention. Zhu and Xiong
[10,13] proved that: (1) a matrix G is an all-derivable point in Mn if and only if G /= 0; and (2) every
invertible operator in nest algebras is an all-derivable point for the strong operator topology. Hou
and Qi [4] proved that every derivable mapping at I on J-subspace lattice algebras is a derivation.
Jing [5] and [6] showed that: (1) 0 is a generalized Jordan all-derivable point of B(H) if H is inﬁnite-
dimensional; (2) I is a Jordan all-derivable point of B(H); (3) every derivable mapping ϕ at 0 with
ϕ(I) = 0 on nest algebras is a derivation. Zhu and Xiong [12] proved that every norm-continuous
generalized derivable mapping at 0 on ﬁnite CSL algebras is a generalized derivation. Zhu and Xiong
[11] showed that every orthogonal projection operator P(M) (0 /= M ∈ M) is an all-derivable point
of nest algebras for the strong operator topology. Xiao and Wei [8] showed that any Jordan higher
derivation on triangular algebra is a higher derivation. For other results, see [1,3,9]. Lu [7] proved the
following the theorem.
Theorem 1.1 [7, Theorem 2.2]. Let A be a Banach algebra with unity I and M be a unital Banach A-
bimodule. Suppose thatW ∈ A is a left or right separating point ofM and δ is a continuous linearmapping.
then the following are equivalent
(1) δ is a derivable mapping at W .
(2) δ is a Jordan derivation and satisﬁes that δ(AW) = δ(A)W + δ(A)W and δ(WA) = δ(W)A +
Wδ(A).
It is themain aim of this note to generalize Theorem1.1 to the case of higher derivations and Jordan
higher derivations. Finally, as an application, we show that every invertible operator in a nontrivial
nest algebras algN is a higher all-derivable point.
2. Results and proofs
Higher derivations of different kinds have been studied in commutative and noncommutative rings
(see [2,8] and the references therein). Let us ﬁrst recall somebasic concepts and facts concerninghigher
derivations and Jordan higher derivations on an associative algebra.
Deﬁnition 2.1. Let N be the set of all nonnegative integers. Suppose that D = (δi)i∈N is a family of
additive mappings from A intoM such that δ0 = iδA.
(a) D is called a higher derivation, if
δn(AB) =
∑
i+j=n
δi(A)δj(B)
for any A, B ∈ A and n ∈ N;
(b) D is called a Jordan higher derivation, if
δn(A
2) = ∑
i+j=n
δi(A)δj(A)
for any A ∈ A and n ∈ N;
(c) D is called a Jordan triple higher derivation, if
δn(ABA) =
∑
i+j+k=n
δi(A)δj(B)δk(A)
for any A, B ∈ A and n ∈ N.
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Deﬁnition 2.2. Suppose thatA is a Banach algebra andM is anA-bimodule. LetW be inA.We say that
W is a left (or right) separating point of M, if for every M ∈ M the condition WM = 0 (or MW = 0)
impliesM = 0.
Lemma 2.3 [8, Lemma 2.1]. Let A be an associative algebra over a 2-torsion free commutative ring and
D = (δi)i∈N be a family of Jordan higher derivations from A into itself. Then we have
(a) δn(AB + BA) = ∑i+j=n(δi(A)δj(B) + δi(B)δj(A));
(b) δn(ABA) = ∑i+j+k=n δi(A)δj(B)δk(A);
(c) δn(ABC + CBA) = ∑i+j+k=n(δi(A)δj(B)δk(C) + δi(C)δj(B)δk(A))
for any A, B, C ∈ A and n ∈ N.
Lemma 2.4. LetA be a Banach algebra with unity I andM be a unital BanachA-bimodule. Suppose that
W in A is a left or right separating point ofM. Let D = (δi)i∈N be a family of continuous linear derivable
maps at the point W (i.e. δn(AB) = ∑i+j=n δi(A)δj(B) for all A, B∈Awith AB = W). Then δn(I) = 0 for
all n ∈ N with n /= 0.
Proof. This proof proceeds by induction on n. When n = 1, the equation δ1(I) = 0 can be obtained by
imitating the proof in [7, Theorem 2.2]. Assuming that δm(I) = 0 for any 1m < n, we only need to
show that δn(I) = 0. In fact, by the condition that δn(AB) = ∑i+j=n δi(A)δj(B) for any A, B ∈ A with
AB = W , we can get that
δn(W) = δn(IW) =
∑
i+j=n
δi(I)δj(W) = δ0(I)δn(W) + δn(I)δ0(W) +
∑
i+j=n;i,j 1
δi(I)δj(W).
Combining our induction hypothesis and the above equation, we get that
δn(W) = δ0(I)δn(W) + δn(I)δ0(W) = Iδn(W) + δn(I)W .
So δn(I)W = 0. IfW is a right separating point ofM, then we have δn(I) = 0. Similarly, we get that
δn(W) = δn(WI) =
∑
i+j=n
δi(W)δj(I) = δ0(W)δn(I) + δn(W)δ0(I) +
∑
i+j=n;i,j 1
δi(W)δj(I).
Combining our induction hypothesis and the above equation, we get that
δn(W) = δ0(W)δn(I) + δn(W)δ0(I) = Wδn(I) + δn(W)I.
So Wδn(I) = 0. If W is a left separating point of M, then we get δn(I) = 0. Thus δn(I) = 0 for all
n ∈ N with n /= 0. 
Lemma 2.5. Let A be a Banach algebra with unity I andM be a unital Banach A-bimodule. Suppose that
W in A is a left or right separating point of M. If D = (δi)i∈N is a family of continuous linear derivable
mappings at the point W, then D is a Jordan higher derivation, and δn(AW) = ∑i+j=n δi(A)δj(W) and
δn(WA) = ∑i+j=n δi(W)δj(A).
Proof. (1) Firstwe claim that δn(AW) = ∑i+j=n δi(A)δj(W) and δn(WA) = ∑i+j=n δi(W)δj(A) for any
A ∈ A.
For arbitrary A ∈ A and complex number λ with |λ| < ‖A‖−1, it is obvious that I − λA is an
invertible element in A, and (I − λA)−1 = ∑∞s=0 λsAs. Since (I − λA)((I − λA)−1W) = W , we have
δn(W) = δn((I − λA)((I − λA)−1W)) =
∑
i+j=n
δi(I − λA)δj((I − λA)−1W)
= δ0(I − λA)δn((I − λA)−1W) + δ1(I − λA)δn−1((I − λA)−1W) + · · ·
+ δn−1(I − λA)δ1((I − λA)−1W) + δn(I − λA)δ0((I − λA)−1W)
= (I − λA)δn
( ∞∑
s=0
λsAsW
)
− λδ1(A)δn−1
( ∞∑
s=0
λsAsW
)
− · · ·
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−λδn−1(A)δ1
( ∞∑
s=0
λsAsW
)
− λδn(A)
( ∞∑
s=0
λsAsW
)
=
∞∑
s=0
λsδn(A
sW) −
∞∑
s=0
λs+1Aδn(AsW) −
∞∑
s=0
λs+1δ1(A)δn−1(AsW) − · · ·
−
∞∑
s=0
λs+1δn−1(A)δ1(AsW) −
∞∑
s=0
λs+1δn(A)(AsW)
= δn(W) +
∞∑
s=1
λsδn(A
sW) −
∞∑
s=1
λsAδn(A
s−1W) −
∞∑
s=1
λsδ1(A)δn−1(As−1W) − · · ·
−
∞∑
s=1
λsδn−1(A)δ1(As−1W) −
∞∑
s=1
λsδn(A)(A
s−1W)
= δn(W) +
∞∑
s=1
λs(δn(A
sW) − Aδn(As−1W) − δ1(A)δn−1(As−1W) − · · ·
−δn−1(A)δ1(As−1W) − δn(A)(As−1W)),
where the continuity and linearity of δn are used in the forth equality sign of the above equation.
Furthermore
0=
∞∑
s=1
λs(δn(A
sW) − Aδn(As−1W) − δ1(A)δn−1(As−1W) − · · ·
− δn−1(A)δ1(As−1W) − δn(A)(As−1W))
for any complex number λ with |λ| < ‖A‖−1. Thus we obtain
δn(A
sW) = ∑
i+j=n
δi(A)δj(A
s−1W)
for any s, n ∈ N. In particular, we have
δn(AW) =
∑
i+j=n
δi(A)δj(W),
and
δn(A
2W) = ∑
i+j=n
δi(A)δj(AW).
Hence
δn(A
2W) = ∑
i+j=n
δi(A)δj(AW) =
∑
i+j=n
δi(A)
∑
s+t=j
δs(A)δt(W),
and
δn(A
2W) = ∑
i+j=n
δi(A
2)δj(W).
By two representations of δn(A
2W), we have∑
i+j=n
δi(A)
∑
s+t=j
δs(A)δt(W) =
∑
i+j=n
δi(A
2)δj(W). (1)
When n = 1, from the left of Eq. (1), we have∑
i+j=1
δi(A)
∑
s+t=j
δs(A)δt(W)
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= δ0(A)
∑
s+t=1
δs(A)δt(W) + δ1(A)
∑
s+t=0
δs(A)δt(W)
= δ0(A)(δ0(A)δ1(W) + δ1(A)δ0(W)) + δ1(A)δ0(A)δ0(W)
= A2δ1(W) + Aδ1(A)W + δ1(A)AW . (2)
From the right of Eq. (1), we have∑
i+j=1
δi(A
2)δj(W) = δ0(A2)δ1(W) + δ1(A2)δ0(W) = A2δ1(W) + δ1(A2)W . (3)
For arbitrary A ∈ A and complex number λ with |λ| < ‖A‖−1, it is obvious that I − λA is invertible
in A, and (I − λA)−1 = ∑∞s=0 λsAs. Since (W(I − λA)−1)(I − λA) = W , we have
δn(W) = δn((W(I − λA)−1)(I − λA)) =
∑
i+j=n
δi(W(I − λA)−1)δj(I − λA)
= δ0(W(I − λA)−1)δn(I − λA) + δ1(W(I − λA)−1)δn−1(I − λA) + · · ·
+ δn−1(W(I − λA)−1)δ1(I − λA) + δn(W(I − λA)−1)δ0(I − λA)
= δ0
(
W
∞∑
s=0
λsAs
)
(−λδn(A)) + δ1
(
W
∞∑
s=0
λsAs
)
(−λδn−1(A)) + · · ·
+ δn−1
(
W
∞∑
s=0
λsAs
)
(−λδ1(A)) + δn
(
W
∞∑
s=0
λsAs
)
(I − λA)
= −
∞∑
s=0
λs+1WAsδn(A) −
∞∑
s=0
λs+1δ1(WAs)δn−1(A) − · · ·
−
∞∑
s=0
λs+1δn−1(WAs)δ1(A) +
∞∑
s=0
λsδn(WA
s) −
∞∑
s=0
λs+1δn(WAs)A
= −
∞∑
s=1
λsWAs−1δn(A) −
∞∑
s=1
λsδ1(WA
s−1)δn−1(A) − · · ·
−
∞∑
s=1
λsδn−1(WAs−1)δ1(A) + δn(W) +
∞∑
s=1
λsδn(WA
s) −
∞∑
s=1
λsδn(WA
s−1)A
= δn(W) +
∞∑
s=1
λs(δn(WA
s) − WAs−1δn(A) − δ1(WAs−1)δn−1(A) − · · ·
− δn−1(WAs−1)δ1(A) − δn(WAs−1)A).
where the continuity and linearity of δn are used in the forth equality sign of the above equation.
Furthermore
0 =
∞∑
s=1
λs(δn(WA
s) − WAs−1δn(A) − δ1(WAs−1)δn−1(A) − · · ·
− δn−1(WAs−1)δ1(A) − δn(WAs−1)A)
for any complex number λ with |λ| < ‖A‖−1. It follows that
δn(WA
s) = ∑
i+j=n
δi(WA
s−1)δj(A)
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for any s, n ∈ N. In particular, we have
δn(WA) =
∑
i+j=n
δi(W)δj(A),
and
δn(WA
2) = ∑
i+j=n
δi(WA)δj(A).
Hence
δn(WA
2) = ∑
i+j=n
δi(WA)δj(A) =
∑
i+j=n
( ∑
s+t=i
δs(W)δt(A)
)
δj(A),
and
δn(WA
2) = ∑
i+j=n
δi(W)δj(A
2).
Comparing the two expressions of δn(WA
2), we have
∑
i+j=n
( ∑
s+t=i
δs(W)δt(A)
)
δj(A) =
∑
i+j=n
δi(W)δj(A
2). (4)
When n = 1, from the left of Eq. (6), we have
∑
i+j=1
( ∑
s+t=i
δs(W)δt(A)
)
δj(A)
=
( ∑
s+t=0
δs(W)δt(A)
)
δ1(A) +
( ∑
s+t=1
δs(W)δt(A)
)
δ0(A)
= δ0(W)δ0(A)δ1(A) + (δ0(W)δ1(A) + δ1(W)δ0(A))δ0(A)
= WAδ1(A) + Wδ1(A)A + δ1(W)A2. (5)
From the right of Eq. (6), we have∑
i+j=1
δi(W)δj(A
2) = δ0(W)δ1(A2) + δ1(W)δ0(A2) = Wδ1(A2) + δ1(W)A2. (6)
(2) Suppose that W is a right separating point of M. We claim that {δn}i∈N is a Jordan higher
derivation. We only need to show that
δn(A
2) = ∑
i+j=n
δi(A)δj(A)
for all n ∈ N. This proof proceeds by induction on n. By the equalities (1)–(3), we have
(δ1(A
2) − Aδ1(A) − δ1(A)A)W = 0.
BecauseW is a right separating point ofM, we have
δ1(A
2) = Aδ1(A) + δ1(A)A =
∑
i+j=1
δi(A)δj(A).
When n = 1, we have proved that
δ1(A
2) = ∑
i+j=1
δi(A)δj(A).
Assuming that δn(A
2) = ∑i+j=n δi(A)δj(A)when n k, we only need to show that the equation holds
when n = k + 1. From the left of Eq. (1), we have
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∑
i+j=k+1
δi(A)
∑
s+t=j
δs(A)δt(W)
= δ0(A)
∑
s+t=k+1
δs(A)δt(W) + δ1(A)
∑
s+t=k
δs(A)δt(W) + · · ·
+ δk(A)
∑
s+t=1
δs(A)δt(W) + δk+1(A)
∑
s+t=0
δs(A)δt(W)
= δ0(A)(δ0(A)δk+1(W) + δ1(A)δk(W) + · · · + δk(A)δ1(W)
+ δk+1(A)δ0(W)) + δ1(A)(δ0(A)δk(W) + δ1(A)δk−1(W) + · · ·
+ δk−1(A)δ1(W) + δk(A)δ0(W)) + · · · + δk(A)(δ0(A)δ1(W)
+ δ1(A)δ0(W)) + δk+1(A)δ0(A)δ0(W)
= A2δk+1(W) + (Aδ1(A) + δ1(A)A)δk(W) + · · · + (Aδk(A)
+ δ1(A)δk−1(A) + · · · + δk(A)A)δ1(W) + (Aδk+1(A)
+ δ1(A)δk(A) + · · · + δk(A)δ1(A) + δk+1(A)A)W . (7)
From the right of Eq. (1), we have∑
i+j=k+1δi(A
2)δj(W)
= δ0(A2)δk+1(W) + δ1(A2)δk(W) + · · · + δk(A2)δ1(W) + δk+1(A2)δ0(W)
= A2δk+1(W) + δ1(A2)δk(W) + · · · + δk(A2)δ1(W) + δk+1(A2)W . (8)
Using Eqs. (1), (7) and (8), we obtain by our induction hypothesis that⎛
⎝δk+1(A2) − ∑
i+j=k+1
δi(A)δj(A)
⎞
⎠W = 0.
BecauseW is a right separating point ofM, we have
δk+1(A2) =
∑
i+j=k+1
δi(A)δj(A).
Hence
δn(A
2) = ∑
i+j=n
δi(A)δj(A)
for any n ∈ N.
(3) Suppose thatW is a left separatingpointofM.Weclaimthat {δn}i∈N is a Jordanhigherderivation.
We only need to show that
δn(A
2) = ∑
i+j=n
δi(A)δj(A)
for any n ∈ N. This proof proceeds by induction on n. By Eqs. (4)–(6), we have
W(δ1(A
2) − Aδ1(A) − δ1(A)A) = 0.
BecauseW is a left separating point ofM, we have
δ1(A
2) = Aδ1(A) + δ1(A)A =
∑
i+j=1
δi(A)δj(A).
When n = 1, we have proved that
δ1(A
2) = ∑
i+j=1
δi(A)δj(A).
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Assuming that δn(A
2) = ∑i+j=n δi(A)δj(A)when n k, we only need to show that the equation holds
when n = k + 1. From the left of Eq. (6), we have
∑
i+j=k+1
( ∑
s+t=i
δs(W)δt(A)
)
δj(A)
=
( ∑
s+t=0
δs(W)δt(A)
)
δk+1(A) +
( ∑
s+t=1
δs(W)δt(A)
)
δk(A) + · · ·
+
( ∑
s+t=k
δs(W)δt(A)
)
δ1(A) +
( ∑
s+t=k+1
δs(W)δt(A)
)
δ0(A)
= δ0(W)δ0(A)δk+1(A) + (δ0(W)δ1(A) + δ1(W)δ0(A))δk(A) + · · ·
+ (δ0(W)δk(A) + δ1(W)δk−1(A) + · · · + δk−1(W)δ1(A)
+ δk(W)δ0(A))δ1(A) + (δ0(W)δk+1(A) + δ1(W)δk(A) + · · ·
+ δk(W)δ1(A) + δk+1(W)δ0(A))δ0(A)
= δ0(W)(δ0(A)δk+1(A) + δ1(A)δk(A) + · · · + δk(A)δ1(A)
+ δk+1(A)δ0(A)) + δ1(W)(δ0(A)δk(A) + · · · + δk−1(A)δ1(A)
+ δk(A)δ0(A)) + · · · + δk(W)(δ0(A)δ1(A) + δ1(A)δ0(A))
+ δk+1(W)δ0(A)δ0(A)
= W ∑
i+j=k+1
δi(A)δj(A) + δ1(W)
∑
i+j=k
δi(A)δj(A) + · · ·
+ δk(W)
∑
i+j=1
δi(A)δj(A) + δk+1(W)
∑
i+j=0
δi(A)δj(A). (9)
From the right of Eq. (6), we have∑
i+j=k+1δi(W)δj(A
2)
= δ0(W)δk+1(A2) + δ1(W)δk(A2) + · · · + δk(W)δ1(A2) + δk+1(W)δ0(A2)
= Wδk+1(A2) + δ1(W)δk(A2) + · · · + δk(W)δ1(A2) + δk+1(W)A2. (10)
Using Eqs. (4), (9) and (10), we obtain by our induction hypothesis that
W(δk+1(A2) −
∑
i+j=k+1
δi(A)δj(A)) = 0.
BecauseW is a left separating point ofM, we have
δk+1(A2) =
∑
i+j=k+1
δi(A)δj(A).
Hence
δn(A
2) = ∑
i+j=n
δi(A)δj(A)
for any n ∈ N. 
The following theorem is our main result.
Theorem 2.6. LetA be a Banach algebra with unity I, and letM be a unital BanachA-bimodule. Suppose
that W inA is a left or right separating point ofM. Let D = (δi)i∈N be a family of continuous linear maps.
Then the following statements are equivalent:
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(1) δn(AB) = ∑i+j=n δi(A)δj(B) for all A, B ∈ A with AB = W.
(2) D = (δi)i∈N is a Jordan higher derivation and satisﬁes that δn(WA) = ∑i+j=n δi(W)δj(A), δn(AW)= ∑i+j=n δi(A)δj(W) for all A ∈ A.
Proof. By Lemma 2.5, obviously the statement (1) implies the statement (2). We only need to prove
that the statement (2) implies the statement (1).
Suppose thatW is a left separating point ofM. We claim that
δn(AB) =
∑
i+j=n
δi(A)δj(B)
for all A, B ∈ A with AB = W . This proof proceeds by induction on n. When n = 1, by the statement
(2), we have δ1(AW) = ∑i+j=1 δi(A)δj(W). Furthermore, for arbitrary A, B inAwith AB = W , we get
that
δ1(BW) = δ1(BAB) = δ1(B)AB + Bδ1(A)B + BAδ1(B)
= δ1(BW) − Bδ1(W) + Bδ1(A)B + BAδ1(B),
i.e.
B(δ1(AB) − δ1(A)B − Aδ1(B)) = 0.
Multiply the equation from the left by A, we have
W(δ1(AB) − δ1(A)B − Aδ1(B)) = 0.
BecauseW is a left separating point ofM, we have
δ1(AB) = δ1(A)B + Aδ1(B) =
∑
i+j=1
δi(A)δj(B)
for any A, B ∈ Awith AB = W , i.e. the statement (1) is true when n = 1. Assuming that the statement
(1) holds when nm, we only need to show that the statement (1) is true when n = m + 1. In fact,
for arbitrary A, B ∈ Awith AB = W , we have
δm+1(BW) = δm+1(BAB) =
∑
i+j+k=m+1
δi(B)δj(A)δk(B)
= δ0(B)
( ∑
j+k=m+1
δj(A)δk(B)
)
+ δ1(B)
( ∑
j+k=m
δj(A)δk(B)
)
+ · · ·
+ δm(B)
( ∑
j+k=1
δj(A)δk(B)
)
+ δm+1(B)
( ∑
j+k=0
δj(A)δk(B)
)
= δ0(B)(δ0(A)δm+1(B) + δ1(A)δm(B) + · · · + δm(A)δ1(B) + δm+1(A)δ0(B))
+ δ1(B)(δ0(A)δm(B) + δ1(A)δm−1(B) + · · · + δm−1(A)δ1(B)
+ δm(A)δ0(B)) + · · · + δm(B)(δ0(A)δ1(B) + δ1(A)δ0(B)) + δm+1(B)δ0(A)δ0(B)
= BAδm+1(B) + Bδ1(A)δm(B) + · · · + Bδm(A)δ1(B) + Bδm+1(A)B
+ δ1(B)Aδm(B) + δ1(B)δ1(A)δm−1(B) + · · · + δ1(B)δm−1(A)δ1(B)
+ δ1(B)δm(A)B + · · · + δm(B)Aδ1(B) + δm(B)δ1(A)B + δm+1(B)AB. (11)
Since
δn(BW) =
∑
i+j=n
δi(B)δj(W),
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we have
δm+1(BW) =
∑
i+j=m+1
δi(B)δj(W) = δ0(B)δm+1(W) + δ1(B)δm(W) + · · ·
+δm(B)δ1(W) + δm+1(B)δ0(W).
Furthermore we have
δm+1(B)W = δm+1(BW) − Bδm+1(W) − δ1(B)δm(W) − · · · − δm(B)δ1(W). (12)
Substituting Eq. (12) into Eq. (11), we have by our induction hypothesis
B(δm+1(W) − Aδm+1(B) − δ1(A)δm(B) − · · · − δm(A)δ1(B) − δm+1(A)B) = 0,
i.e.
B(δm+1(W) −
∑
i+j=m+1
δi(A)δj(B)) = 0.
Multiply the equation from the left by A, we have
W(δm+1(AB) −
∑
i+j=m+1
δi(A)δj(B)) = 0.
BecauseW is a left separating point ofM, we have
δm+1(AB) =
∑
i+j=m+1
δi(A)δj(B).
Hence
δn(AB) =
∑
i+j=n
δi(A)δj(B)
for all A, B ∈ Awith AB = W .
Suppose thatW is a right separating point ofM. We claim that
δn(AB) =
∑
i+j=n
δi(A)δj(B)
for any A, B ∈ A with AB = W . This proof proceeds by induction on n. When n = 1, by the statement
(2), we have δ1(WA) = ∑i+j=1 δi(W)δj(A). Furthermore, for arbitrary A, B ∈ Awith AB = W , we get
that
δ1(WA) = δ1(ABA) = δ1(A)BA + Aδ1(B)A + ABδ1(A)
= δ1(A)BA + Aδ1(B)A + δ1(WA) − δ1(W)A,
i.e.
(δ1(AB) − δ1(A)B − Aδ1(B))A = 0.
Multiply the equation from the right by B, we have
(δ1(AB) − δ1(A)B − Aδ1(B))W = 0.
BecauseW is a right separating point ofM, we have
δ1(AB) = δ1(A)B + Aδ1(B) =
∑
i+j=1
δi(A)δj(B)
for any A, B ∈ Awith AB = W , i.e. the statement (1) is true when n = 1. Assuming that the statement
(1) holds when nm, we only need to show that the statement (1) is true when n = m + 1. In fact,
for arbitrary A, B ∈ Awith AB = W , we have
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δm+1(WA) = δm+1(ABA) =
∑
i+j+k=m+1
δi(A)δj(B)δk(A)
= δ0(A)
( ∑
j+k=m+1
δj(B)δk(A)
)
+ δ1(A)
( ∑
j+k=m
δj(B)δk(A)
)
+ · · ·
+ δm(A)
( ∑
j+k=1
δj(B)δk(A)
)
+ δm+1(A)
( ∑
j+k=0
δj(B)δk(A)
)
= δ0(A)(δ0(B)δm+1(A) + δ1(B)δm(A) + · · · + δm(B)δ1(A) + δm+1(B)δ0(A))
+ δ1(A)(δ0(B)δm(A) + δ1(B)δm−1(A)+ · · · + δm−1(B)δ1(A)
+ δm(B)δ0(A)) + · · · + δm(A)(δ0(B)δ1(A) + δ1(B)δ0(A)) + δm+1(A)δ0(B)δ0(A)
= ABδm+1(A) + Aδ1(B)δm(A) + · · · + Aδm(B)δ1(A) + Aδm+1(B)A
+ δ1(A)Bδm(A) + δ1(A)δ1(B)δm−1(A) + · · · + δ1(A)δm−1(B)δ1(A)
+ δ1(A)δm(B)A + · · · + δm(A)Bδ1(A) + δm(A)δ1(B)A + δm+1(A)BA. (13)
Since
δn(WA) =
∑
i+j=n
δi(W)δj(A),
we have
δm+1(WA) =
∑
i+j=m+1
δi(W)δj(A) = δ0(W)δm+1(A) + δ1(W)δm(A) + · · ·
+ δm(W)δ1(A) + δm+1(W)δ0(A).
we get that
Wδm+1(A) = δm+1(WA) − δ1(W)δm(A) − · · · − δm(W)δ1(A) − δm+1(W)A. (14)
Substituting Eq. (14) into Eq. (13), we obtain by our induction hypothesis
(δm+1(W) − Aδm+1(B) − δ1(A)δm(B) − · · · − δm(A)δ1(B) − δm+1(A)B)A = 0,
i.e.
(δm+1(W) −
∑
i+j=m+1
δi(A)δj(B))A = 0.
Multiply the equation from the right by B, we obtain
(δm+1(W) −
∑
i+j=m+1
δi(A)δj(B))W = 0.
BecauseW is a right separating point ofM, we have
δm+1(W) =
∑
i+j=m+1
δi(A)δj(B).
Hence
δn(AB) =
∑
i+j=n
δi(A)δj(B)
for any A, B ∈ Awith AB = W . This completes the proof. 
As a direct result of Theorem 2.6, we obtain
Corollary 2.7. Let A be a Banach algebra with unity I and M be a unital Banach A-bimodule. Let δn : A→ M be a linear map which satisﬁes the condition
474 H. Zeng, J. Zhu / Linear Algebra and its Applications 434 (2011) 463–474
δn(AB) =
∑
i+j=n
δi(A)δj(B)
for all A, B ∈ Awith AB = I if and only if δn is a Jordan higher derivation.
Since nontrivial nest algebra can be regard as a triangular algebra, we obtain
Corollary 2.8. Let algN be a nontrivial nest algebra, then every invertible operator Z in algN is a higher
all-derivable point.
Proof. Suppose that D = {δn}i∈N from algN into itself is a higher derivable mapping at an invertible
operator Z . By Theorem 2.6, we know that D is a higher Jordan derivation on algN . It follows from
Theorem 2.5 in [8] that D is a higher derivation on algN . Hence Z is a higher all-derivable point in
algN . This completes the proof. 
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