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In this work we propose an improvement of the x-space algorithm originally introduced by Tang et al.
(2016) for min–max bilevel interdiction problems. This algorithm solves upper and lower bound problems
until convergence and requires the dualization of the follower’s problem in formulating the lower bound
problem. We first reformulate the lower bound problem using the properties of an optimal solution to the
original formulation, which makes the dualization step unnecessary. The reformulation makes possible to
integrate a greedy covering heuristic into the solution scheme, which results in a considerable reduction of
the solution time. The new algorithm is implemented and applied to a recent min–max bilevel interdiction
problem that arises in the context of reducing the misinformation spread in social networks. It is also assessed
on the benchmark instances of two other bilevel problems: zero-one knapsack problem with interdiction and
maximum clique problem with interdiction. Numerical results indicate that the performance of the new
algorithm is superior to that of the original algorithm.
Key words : bilevel problem; social networks; influence minimization; Stackelberg game; stochastic
optimization
1. Introduction
We address a two-player zero-sum sequential game, where the first player (leader) aims to
minimize a function that the second player (follower) aims to maximize. In other words,
leader and follower play a Stackelberg game (von Stackelberg 1952), where the leader aims
to hamper the follower’s objective over a feasible solution set that includes the optimal
1
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solutions of the follower’s maximization problem. It is assumed that the follower has full
knowledge of the leader’s action and the leader anticipates the follower’s optimal reaction
in his/her decision. This problem can be formulated as the bilevel model
z∗ =min
x∈X
max
y∈Y
z(y). (1)
Here x and y represent the decision variables controlled by the leader and follower, respec-
tively, while X and Y denote their corresponding feasible decisions. We consider in partic-
ular the case where both the leader and follower make binary decisions.
Bilevel programming problems are NP-hard even for case when upper and lower level
problems are linear programs (Jeroslow 1985, Bard 1991). When some of the decision
variables are restricted to be integers, the problem becomes a mixed-integer bilevel lin-
ear program (MIBLP). If integer variables exist only in the upper level problem, then a
typical solution approach is to reformulate the problem as a single-level non-linear pro-
gram using the optimality conditions on the follower’s problem. On the other hand, if
some of the follower’s variables are integer, solving the bilevel problem becomes more dif-
ficult. One of the first methods for general MIBLPs is the implicit enumeration scheme
due to Moore and Bard (1990). Bard and Moore (1992) also propose a branch-and-bound
algorithm for the case where all variables are binary and solve problems with up to 50 vari-
ables. DeNegre and Ralphs (2009) address problems with only integer variables and devise
a branch-and-cut method which generates cuts that eliminate bilevel infeasible solutions.
Xu and Wang (2014) develop another branch-and-bound method and provide computa-
tional results on more than 100 test instances with different sizes up to 920 variables.
The cutting plane and branch-and-cut algorithms of Caramia and Mari (2015) also elimi-
nate bilevel infeasible solutions as done by DeNegre and Ralphs (2009). They address pure
integer problems and use different valid inequalities which they show to be more effec-
tive in terms of solution time on test instances with up to 25 variables. Fischetti et al.
(2017) and Wang and Xu (2017) use intersection cuts and multi-way disjunction cuts,
respectively, to eliminate bilevel infeasible solutions. Lozano and Smith (2017) propose a
sampling algorithm for general MIBLPs based on the solution of approximate integer upper
and a mixed-integer lower level subproblems that are generated using samples of feasible
solutions.
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A particular class of studies focuses on the interdiction problems and develops algorithms
by exploiting their special structure. Wood (2010) proposes a decomposition algorithm for
a bilevel network interdiction problem, i.e., an attacker-defender model with continuous
lower level variables. Hemmati et al. (2014) address an interdiction problem within the con-
text of influence maximization, and present a cutting-plane algorithm that can optimally
solve instances with up to 21 nodes. Tang et al. (2016) develop exact algorithms for general
interdiction problems with a mixed-integer follower’s problem. Their algorithms keep gen-
erating subproblems using samples of feasible solutions, and solving them to compute lower
and upper bounds on the optimal value until they converge. The sampling approach is also
used by Lozano and Smith (2016) for the three-level defender-attacker-defender games,
which they call interdiction problems with fortification. Solutions are sampled from the
third level’s feasible region and an iterative algorithm is proposed. Fischetti et al. (2019)
develop a branch-and-cut algorithm for interdiction problems whose lower level problem
satisfies the down-monotonicity assumption which is also necessary for one of the general
MIBLP algorithms proposed in Tang et al. (2016). This assumption restricts the applica-
bility of the algorithm since it is violated in some important applications including the
misinformation spread minimization (Tanınmıs¸ et al. 2019). The x-space algorithm devised
in Tang et al. (2016), however, which is shown to outperform the other two algorithms in
the same paper, does not make this assumption, and becomes the starting point for the
research in the present paper.
This paper’s contribution is twofold. The first one is methodological, and makes algo-
rithmic improvements of the x-space algorithm of Tang et al. (2016). This algorithm is
developed for the solution of mixed-integer bilevel min–max optimization problems when
all the decision variables of the leader and the integer variables of the follower are restricted
to be binary. It solves approximating subproblems to generate lower and upper bounds
at each step. One of its key features is the sampling approach used during the creation
of the approximations: sample vectors are collected only from the follower’s feasible solu-
tion set, i.e. x-space, resulting in a linear programming (LP) approximation of the second
level problem. This LP is then dualized to obtain a single level approximation whose solu-
tion generates a lower bound on the optimal value of the bilevel problem. As pointed out
by the authors, most of the computational effort is spent on the generation and solution
of the lower bound problems. Hence, any improvement in the efficiency of this step can
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considerably decrease the solution time of the overall algorithm. We have developed an
alternative formulation of the lower bound problem so that the dualization of the follower’s
problem is no longer necessary. This has been possible by means of blocking the follower’s
solutions. A similar approach is also partly considered for the fortification-interdiction-
recourse problems in Lozano and Smith (2016). However, while they aim to make some
interdiction decisions infeasible in the fortification step, we try to determine whether each
follower decision (i.e., recourse) is infeasible or not and ensure that it is blocked in the
interdiction step, if necessary. Besides, they do not propose a general procedure for the
solution of the restricted interdiction problem in their algorithm. The idea of blocking
the follower’s feasible solutions is also considered in Lozano and Smith (2017), where a
single-level relaxed formulation with blocking constraints on the follower’s objective value
is solved at every step and the new follower solutions are utilized to add constraints to
this formulation. The main difference with the improved x-space algorithm of this paper
is that the special structure of the interdiction problems allows a set covering formulation
as opposed to a more general and complex mathematical model. This feature also helps
the improved x-space algorithm to benefit from the computational efficiency of covering
heuristics.
The second contribution is the application of the improved x-space algorithm to exactly
solve the Misinformation Spread Minimization Problem (MSMP) for which only heuristics
are proposed so far Tanınmıs¸ et al. (2019). In this problem, which is defined in the context
of a social network, the leader protects h nodes, and the follower subsequently activates
k nodes among unprotected ones to start a diffusion process. The objective of the leader
is to minimize the expected final spread, whereas that of the follower is to maximize the
same quantity. The problem has important applications such as preventing the diffusion of
misinformation or fake-news as well as determining the vaccination/immunization strate-
gies to prevent the spread of a disease. In fact, it is a stochastic interdiction problem
where the leader interdicts (prevents) the activation of a set of nodes by the follower. The
bilevel formulation proposed in Tanınmıs¸ et al. (2019) does not have the required structure
for the design of the modified algorithm. Nevertheless, the application becomes possible
via reformulation and utilizing some problem specific features. Note that the MSMP does
not satisfy the down-monotonicity assumption, and thus the general MIBLP algorithm by
Fischetti et al. (2019) is not applicable.
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The remainder of the paper is organized as follows. In Section 2, we outline the orig-
inal x-space algorithm, and discuss the properties of the optimal solutions to the lower
bound problem. We also describe and analyze the modifications to improve the original
algorithm. In Section 3 we define the MSMP and modify the current formulation with
the aim of implementing the improved x-space algorithm. Section 4 is devoted to the
numerical experiments. In Section 4.1 we examine the performances of the original and
improved x-space algorithms on the bilevel zero-one knapsack problem with interdiction
(BKP) and bilevel maximum clique problem with interdiction (BCP), which are also con-
sidered by Tang et al. (2016). Then, in Section 4.2 we report the computational results
for the MSMP. We conclude the paper in Section 5 by mentioning some potential future
research directions.
2. Improved x-space Algorithm
Tang et al. (2016) focus on problems that can be addressed in the form of a Stackelberg
game, where the leader and follower have the same objective function. The leader tries to
minimize it, whereas the follower’s aim is to maximize it. Although variables x represent
the decisions of the follower in the original algorithm, we make a small change in the
notation without loss of generality, and represent with y the follower’s decisions and with
x those of the leader. Nevertheless, we refer to the algorithm as “x-space” rather than
“y-space” to remind its original name.
2.1. The Original Algorithm
The bilevel optimization problem under investigation can be expressed as
Z∗(X ,F) =min
x∈X
max
y∈Y
{
pTy : (x,y)∈F
}
, (2)
where x∈Zn1 and y ∈Rn2−q×Zq denotes the upper level and lower level decision variables,
respectively. As can be seen, the leader’s decision variables are discrete while the follower’s
decision variables can be both continuous and discrete. The set F is defined as
F =
{
(x,y)∈Zn1 × (Rn2−q×Zq) : x∈X ,y ∈Y ,y≤d−Dx
}
. (3)
Here, X and Y denote the feasible regions of the upper level and lower level problems,
respectively. Let X ◦=X ∩{0,1}n1, Y◦ =Y ∩{0,1}n2 and F◦=F ∩{0,1}n1+n2 . It is shown
that Z∗(X ◦,F◦) =Z∗(X ◦, F˜◦) where F˜◦ is defined as
F˜◦ =
{
(x,y)∈Rn1+n2 : x∈X ◦,y ∈ conv(Y◦),y≤ d−Dx
}
(4)
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in (Tang et al. 2016, p. 242). Notice that the follower’s problem is an LP when the feasible
region is defined by F˜◦, in which case it is possible to reformulate (2) as a single-level
problem. Nevertheless, to obtain the convex hull of Y◦ is usually intractable. Therefore,
Tang et al. (2016) propose an algorithm that involves sampling from the solution space of
the lower level problem (which they call the x-space) and obtaining an (inner) approxi-
mation of the conv(Y◦) iteratively. Besides, they show that this approximation leads to a
lower bound on the optimal objective value Z∗(X ,F).
The original x-space algorithm, which is given as Algorithm 1 below, requires the fol-
lowing assumptions:
1. The feasible region X ◦ of the leader’s problem is not empty.
2. The follower’s problem is feasible for each decision x∈X ◦ of the leader.
3. The follower’s problem is bounded above for at least one decision of the leader.
4. y= 0 is a feasible follower’s solution for each leader decision x∈X ◦.
Algorithm 1 The x-space algorithm
Step 0: Initialization
Define J = {−(ρ− 1), ...,0} as an index set of initial solutions where ρ∈Z+.
Select y0 such that y0 is a feasible follower solution for all feasible leader solutions.
Choose a feasible xτ and yτ ∈ argmaxy{pTy : (xτ ,y)∈F◦
}
for τ ∈ J \ {0}.
Let S1 =
⋃
τ∈J{y
τ}.
Set q= 1.
Step q: (q =1,2, ...)
Step q-1: Obtain an optimal solution xq and optimal value tq to the approximate
leader problem (LBq).
Step q-2: Obtain an optimal solution yq and optimal value zq to the follower problem
(UBq).
Step q-3: if tq 6= zq then
Expand Sq+1 = Sq ∪{yq} and update J = J ∪ q.
Go to Step q+1.
else
Return optimal solution (x∗,y∗) = (xq,yq) and z∗ = zq.
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The upper bound problem UBq in Algorithm 1 is simply the follower’s problem which
is defined using the most recently obtained leader solution xq:
zq =max
y
{pTy : (xq,y)∈F◦} ≥Z∗(X ,F). (5)
The lower bound problem LBq given in (6) is basically the bilevel problem itself, except
that y ∈ conv(Y◦) is replaced by y ∈ conv(Sq), where Sq approximates the follower solution
set at step q. The set J contains the indices of solutions in Sq, and the new decision
variables λ are the multipliers expressing the follower solution as a convex combination of
the vectors in Sq.
tq = min
x∈X ◦
max
y
{pTy : y ∈ conv(Sq),y≤ d−Dx}
= min
x∈X ◦
max
λ,y
{
pTy :
∑
τ∈J
λτ = 1,y−
∑
τ∈J
λτy
τ = 0,y≤ d−Dx,y≥ 0, λτ ≥ 0, τ ∈ J
}
(6)
Notice that LBq is a bilevel problem with an LP in the lower level. It is solved by
taking the dual of the LP by treating the leader’s variable vector x as a parameter in
Tang et al. (2016). Then, the constraints describing X ◦ are added to this formulation to
end up with a non-linear model since x is actually a decision variable. After removing the
nonlinearities with the help of newly defined decision variables necessary for linearization,
the final single-level mixed-integer linear program (MILP) is solved by a commercial solver.
In the following sections, we propose a more efficient method to optimally solve LBq. As
we have mentioned in the introduction, Tang et al. (2016) point out that the more efficient
solution of LBq is one of the future research challenges that can markedly improve the
performance of the x-space algorithm.
2.2. A New Formulation for the Lower Bound Problem
We focus our attention on the setting with d= 1,D= I, and n1 = n2 = n in the development
of the alternative formulation. It will be clear in Section 3.2 and Section 4.1 that the
method can be adapted to problems with other parameter values for d andD, and different
number of decision variables in the upper and lower level problems as long as long as some
or all of the follower’s decisions are interdicted by the leader.
Let N = {1, ..., n} denotes the set of indices for both upper and lower level variables.
First, we consider the inner optimization problem of LBq in (6), which we denote by
LBq(x). Notice that x is not a decision variable but a parameter for LBq(x).
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Proposition 1. Given x∈X ◦ and Sq, define the following set:
B(x, Sq) = {τ ∈ J : i∈N,y
τ
i > 1−xi}
= {τ ∈ J : ∃i ∈N,xi = 1, y
τ
i = 1}.
(7)
Let (λ,y) be a feasible solution to LBq(x). Then λτ = 0 for all τ ∈B(x, Sq).
Proof. Since (λ,y) is feasible, yi =
∑
τ∈J λτy
τ
i ≤ 1− xi must hold for i ∈ N . Suppose
there exist τ ′ ∈B(x, Sq) such that λτ ′ > 0. Then, there must exist at least one i∈N such
that xi= 1 and yi=
∑
τ∈J λτy
τ
i > 0, which contradicts yi≤ 1−xi. 
B(x, Sq) defined in Proposition 1 contains the indices of the follower’s solutions in Sq that
are blocked by the leader’s solution x. The remaining ones are not blocked and represented
by B¯(x, Sq) = J \B(x, Sq). Before proceeding into the proposition, note that the objective
function of the second level maximization problem can be arranged as
pTy=
∑
i∈N
piyi =
∑
i∈N
pi
∑
τ∈J
λτy
τ
i =
∑
τ∈J
λτ
∑
i∈N
piy
τ
i . (8)
Let zτ =
∑
i∈N piy
τ
i denote the objective value of the follower’s solution y
τ . Then, pTy =∑
τ∈J λτzτ follows.
Proposition 2. Given x∈X ◦ and Sq, the optimal objective value of LBq(x) is
z∗(x, Sq) = max
τ∈B¯(x,Sq)
zτ . (9)
Proof. The objective function of LBq(x) is p
Ty =
∑
τ∈J λτzτ =
∑
τ∈B¯(x,Sq)
λτzτ . The
second equality follows from Proposition 1. If it is guaranteed that λτ = 0 for all τ ∈
B(x, Sq), then y=
∑
τ∈J λτy
τ =
∑
τ∈B¯(x,Sq)
λτy
τ ≤ 1−x because we know that yτ ≤ 1−x
for all τ ∈ B¯(x, Sq) by definition, and λ ≥ 0. Then, by fixing λτ = 0, τ ∈ B(x, Sq), the
problem reduces to
z∗(x, Sq) =max
λ
 ∑
τ∈B¯(x,Sq)
λτzτ :
∑
τ∈B¯(x,Sq)
λτ = 1,λ≥ 0
 . (10)
As the objective value is a convex combination of the previous objective values, its optimal
value is maxτ∈B¯(x,Sq) zτ . 
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As a consequence of these two propositions, the bilevel problem (6) becomes
tq =min
x∈X
max
τ∈B¯(x,Sq)
zτ (11)
=min
x,z
z (12)
s.t.
x∈X (13)
z ≥ zτ , τ ∈ B¯(x, Sq). (14)
Instead of generating the set B(x, Sq) for all x ∈ X , we define a new set Cτ = {i ∈N :
yτi = 1}, the indices of the leader variables that cause the solution y
τ to be blocked when
at least one of them is positive. We refer to Cτ as the blocker set of τ . The following
proposition establishes the relation between Cτ and B(x, Sq).
Proposition 3. If
∑
i∈Cτ
xi ≥ 1, then τ ∈B(x, Sq), i.e., yτ is blocked by x.
Proof. If
∑
i∈Cτ
xi ≥ 1, then there exists i′ ∈ Cτ such that xi′ = 1. By definition of Cτ ,
yτi′ = 1. Recall that B(x, Sq) = {τ ∈ J : xi = 1, y
τ
i = 1, i ∈ N}. Since xi′ = 1 and y
τ
i′ = 1, τ
belongs to B(x, Sq). 
Notice that Constraint (14) is stated only for the unblocked solutions. We now introduce
a new binary decision variable ατ for each τ ∈ J , to indicate whether a follower solution is
blocked or not. In the new formulation denoted as LB′q, ατ =0 when y
τ cannot be blocked
and Constraint (17) becomes z ≥ zτ .
LB′q : tq =minz (15)
s.t.
x∈X (16)
z ≥ (1−ατ)zτ τ ∈ J (17)
ατ ≤
∑
i∈Cτ
xi τ ∈ J (18)
z ≥ 0, ατ ∈ {0,1} τ ∈ J. (19)
The new formulation can be improved further using the information on the blocked
solutions. The following proposition yields this stronger formulation.
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Proposition 4. Let Z¯ be an upper bound on the optimal objective value Z∗(X ,F) of
the leader. Then, any solution yτ with a larger objective value than Z¯ must be blocked in
an optimal leader solution, i.e., ατ = 1 for all τ such that zτ > Z¯, in an optimal solution
of LB′q.
Proof. Let (x∗,α∗) be an optimal solution of LB′q. Then tq ≥ (1 − α
∗
τ )zτ for τ ∈ J .
Suppose there exist τ ′ ∈ J such that α∗τ ′ = 0 and zτ ′ > Z¯, which implies tq ≥ zτ ′ > Z¯. This
clearly contradicts tq ≤Z∗(X ,F)≤ Z¯. 
Recall that each solution in Sq can be obtained by solving the follower’s problem to
optimality with the exception of the trivial solution (τ = 0) that is feasible for all feasible
leader solutions. Therefore, each zτ , τ ∈ J \{0} constitutes an upper bound on Z∗(X ◦,F◦),
i.e., zτ ≥Z∗(X ◦,F◦), τ ∈ J \{0}. From now on, Z¯ =minτ∈J\{0} zτ denotes the current upper
bound on the optimal objective value. Now, we define JB = {τ ∈ J : zτ > Z¯} as the index
set of the follower solutions that must be blocked according to Proposition 4. Then, we
can derive
LB′′q : tq =minz (20)
s.t.
x∈X (21)
z ≥ (1−ατ)zτ τ ∈ J \ J
B (22)
ατ ≤
∑
i∈Cτ
xi τ ∈ J \ J
B (23)
1≤
∑
i∈Cτ
xi τ ∈ J
B (24)
z ≥ 0, ατ ∈ {0,1} τ ∈ J \ J
B (25)
as an equivalent and stronger formulation of LB′q.
Consider z0, the objective value of trivial follower solution y
0 gives. It is associated with
a feasible (but not necessarily optimal) follower reaction for any leader solution, therefore
z0 ≤maxy{pTy : (x,y)∈F◦} ≤Z∗(X ◦,F◦) for all x∈X ◦. Furthermore, since y0 is feasible
for all x ∈ X , it cannot be blocked by the leader, i.e., α0 = 0 and z ≥ z0 in an optimal
solution of LB′′q , and z0 ≤ tq ≤ Z¯ follows. Next proposition reduces the domain of tq further
and it is a direct consequence of Proposition 4.
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Proposition 5. Either tq = z0 or tq = Z¯ for any q.
Proof. First of all, z0 ≤ Z¯ as explained above. Now, notice that the set {zτ : τ ∈ J \JB}
has only two distinct values, z0 and Z¯ since J \J
B = {τ ∈ J : zτ ≤ Z¯} and Z¯ =minτ∈J\{0} zτ .
As a result, Constraint (22) includes z ≥ z0 and z ≥ (1− ατ )Z¯ for τ ∈ J \ (JB ∪ {0}). If
there is a feasible leader solution that can block all τ ∈ J \ (JB ∪ {0}), then ατ = 1 and
tq = z0; otherwise ατ = 0 and tq = Z¯. 
In other words, if tq = Z¯, then Z¯ ≤ Z∗(X ◦,F◦)≤ Z¯ and the algorithm terminates; oth-
erwise, the lower bound remains the same as z0.
2.3. Greedy Maximum Covering
In an interdiction problem, the upper level feasible region is typically associated with
cardinality/budget constraints and logical restrictions on the interdiction decisions. In this
part, we focus on the case with cardinality constraints, i.e., X ◦= {x∈ {0,1}n :
∑
i xi ≤ p}.
Given the index set J for Sq, consider the maximum covering problem
cq =max
∑
τ∈J\{0}
ατ (26)
s.t.∑
i∈N
xi ≤ p (27)
ατ ≤
∑
i∈Cτ
xi τ ∈ J \ {0} (28)
xi ∈ {0,1}, ατ ∈ {0,1} i∈N,τ ∈ J \ {0}. (29)
If cq = |J | − 1, then it indicates the existence of a feasible x; it covers (blocks in our
context) all τ ∈ J \ {0}. Then, the optimum objective value tq of the lower bound problem
for Sq is z0 due to Proposition 5. Now let cˆq denote the objective value that a greedy
maximum covering algorithm yields for the same problem and xˆq denote the corresponding
solution. If cˆq = |J | − 1, then xˆq is an optimal solution to LBq and tq = z0. This identity
allows us to first identify a good, possibly optimal, feasible solution of LBq using a heuristic,
and then solve LB′′q given with (20)–(25) for cˆq < |J | − 1. At this point, we can say we
have all the ingredients of the improved x-space algorithm (IXS), which is formally given
as Algorithm 2 in the following.
Tanınmıs¸, Aras and Altınel: Improved x-space Algorithm for Min–Max Bilevel Integer Programming
12 Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the manuscript number!)
Algorithm 2 Improved x-space (IXS) algorithm
Step 0: Initialization
Define J = {−(ρ− 1), ...,0} as an index set of initial solutions where ρ∈Z+.
Select y0 such that it is a feasible follower solution for all feasible leader solutions.
for τ ∈ J \ {0} do
Choose a feasible xτ and yτ ∈ argmaxy
{
pTy : (xτ ,y)∈F◦
}
Set zτ ← pTyτ and Cτ ←{i∈N : yτi = 1}
end for
Let S1 =
⋃
τ∈J{y
τ}.
Set q= 1, Z¯←minτ∈J\{0} zτ and x∗ ∈ {xτ : zτ = Z¯}
Step q: (q =1,2, ...)
Step q-0: Use the Greedy Covering heuristic to obtain xˆq and cˆq
if cˆq < |J | then
Go to Step q-1
else
Set xq ← xˆq, tq← cˆq, go to Step q-2
Step q-1: Solve LB′′q to obtain an optimal solution x
q and optimal value tq.
Step q-2: Solve UBq to obtain an optimal solution y
q and optimal value zq.
if zq < Z¯ then
Set Z¯← zq and x
∗← xq
Step q-3: if tq < Z¯ then
Expand Sq+1 = Sq ∪{yq} and update J = J ∪ q.
Go to Step q+1.
else
Return optimal solution (x∗,y∗) = (xq,yq) and z∗ = Z¯.
3. Misinformation Spread Minimization Problem
Influence Maximization Problem (IMP) is well-known and defined on social networks with
many application areas such as viral marketing. It involves finding a set of k nodes to
start influence propagation on a network so that the expected number of affected nodes is
maximized at the end. Kempe et al. (2003) define IMP as a stochastic discrete optimization
problem for the first time and prove its NP-hardness for widely accepted diffusion models.
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Since then, the IMP and its several versions have been studied extensively (Chen et al.
2013). A recent survey on influence maximization problems can be found in Li et al. (2018).
Tanınmıs¸ et al. (2019) address a competitive version of the IMP in the form of a Stackelberg
game where the leader of the game protects a subset of nodes and then the follower activates
a set of unprotected nodes (seed set) to start a diffusion process. The aim of the follower
is to maximize the expected number of influenced nodes, i.e. the spread, while the leader
wants to minimize the same objective function. Although Linear Threshold (LT) model
is assumed, an equivalent and more efficient diffusion model can be formulated using the
live-arc representation described by Kempe et al. (2003).
3.1. A Bilevel Programming Formulation via Live-arc Representation
In the bilevel model formulated using the live-arc representation, the follower’s problem is
a two-stage stochastic program and the uncertainty is handled by realizing a scenario in
the form of a directed subgraph of the original directed graph obtained by labeling a subset
of arcs as live. If node i is reachable from node j via live arcs in a scenario, then it means
that if j is a seed node, it influences node i in that scenario. The list of sets, parameters
and decision variables used in the model are presented below, prior to the formulation.
Sets and Parameters:
V : set of nodes in the network
h : number of nodes the leader protects
k : number of nodes the follower activates
R : a set of live-arc scenarios
pr : probability of scenario r, r ∈R
aji(x, r) : 1 if node i is reachable from node j in scenario r, when the pro-
tection decision is x; 0 otherwise
Decision variables:
xi : 1 if node i is protected by the leader; 0 otherwise
yi : 1 if node i is activated by the follower; 0 otherwise
uir : 1 if node i is influenced in scenario r; 0 otherwise
MSMP:
z∗L =min
x
z(x) (30)
s.t.
Tanınmıs¸, Aras and Altınel: Improved x-space Algorithm for Min–Max Bilevel Integer Programming
14 Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the manuscript number!)∑
i∈V
xi ≤ h (31)
xi ∈ {0,1} i∈ V (32)
where
z(x) =max
y,u
∑
r∈R
∑
i∈V
pruir (33)
s.t.∑
i∈V
yi≤ k (34)
yi≤ 1−xi i∈ V (35)
uir ≤ 1−xi i∈ V, r ∈R (36)
uir ≤
∑
j∈V
aji(x, r)yj i∈ V, r ∈R (37)
uir, yi ∈ {0,1} i∈ V, r ∈R (38)
The objective (30) of the leader is to minimize the expected number of influenced nodes
written explicitly in (33) as the follower’s optimal objective value for the leader decision
x. Constraint (31) and Constraint (34) are the cardinality restrictions on the number of
nodes protected and activated, respectively. Constraint (35) and Constraint (36) ensure
that a protected node can neither be activated at the beginning nor be influenced in any
scenario. For a node to be influenced in a scenario, it must be reachable from at least one
seed node as stated in Constraint (37). Finally, Constraint (32) and Constraint (38) are
binary restrictions on the decision variables. Note that R is defined as the set of all possible
scenarios in Tanınmıs¸ et al. (2019), so that the distribution of the number of influenced
nodes is identical to the one in the LT model. Since the size of R is exhaustive for even very
small networks, an approximation method is used to solve the follower’s problem whereas
the leader’s problem is attacked with an heuristic. In this paper, we define R as a live-arc
scenario set of any size. Therefore, the spread distribution may be different than the one
in the LT model.
The upper bound problem in the improved x-space algorithm, Algorithm 2, corresponds
to the follower’s problem formulation in (33)–(38) and it needs to be updated and solved
for each xq. To develop a lower bound problem formulation, we rearrange the model as
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follows. The term aji(x, r) is a parameter for given x and can be computed via a graph
traversal algorithm, or it can be defined explicitly as
aji(x, r) =

∏
k∈bji(r)
(1−xk) j ∈ a
r
i
0 j /∈ ari ,
(39)
where ari denotes the set of nodes that can reach node i via the arcs in scenario r including
i itself. Parameter bji(r) represents the set of nodes on the path from j to i in scenario r
excluding i if such a path exists. In other words, there is an eligible path from j to i if none
of the nodes between them is protected. Note that, there can be at most one path from
one node to another in a scenario (a directed subgraph) due to the arc selection scheme
of the live-arc representation for the LT model. Therefore, we are not concerned with a
path selection decision. Now, to linearize the right-hand side of the constraint, we define a
binary decision variable mji(r) whose value is one if node j is active and influences node i
in scenario r. In short mji(r) = yj
∏
k∈bji(r)
(1−xk) and constraints
mji(r)≤ yj i∈ V, j ∈ a
r
i , r ∈R (40)
mji(r)≤ 1−xk i∈ V, j ∈ a
r
i , k ∈ bji(r), r ∈R (41)
mji(r)≥ yj −
∑
k∈bji(r)
xk i∈ V, j ∈ a
r
i , r ∈R (42)
should be added to the lower level problem (LLP). We can also replace Constraint (37)
with
uir ≤
∑
j∈ar
i
mji(r) i∈ V, r ∈R. (43)
Although (42) is required to define mji(r), it is easy to observe that, as a consequence
of the optimization direction, i.e. maximization, the optimum objective value remains the
same when this constraint is relaxed. Hence, we relax it to obtain the final LLP; it consists
of (33)–(36), (38), (40), (41), and (43).
3.2. Tailoring MSMP for the Improved x-space Algorithm
Recall that the lower bound problem (6) includes the convex combination constraints and
the constraints that relate the lower and upper level variables. Let y¯ = (y,u,m) denote
the combined decision variables of the LLP of the MSMP. The initial LB formulation of
the improved x-space algorithm is provided below, where X ◦ is defined by (31) and (32):
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tq = min
x∈X ◦
max
λ,y¯
∑
r∈R
∑
i∈V
pruir (44)
s.t.∑
τ∈J
λτ = 1 (45)
y¯−
∑
τ∈J
λτ y¯
τ = 0 (46)
yi≤ 1−xi i∈ V (47)
uir ≤ 1−xi i∈ V, r ∈R (48)
mji(r)≤ 1−xk i∈ V, j ∈ a
r
i , k ∈ bji(r), r ∈R (49)
λ≥ 0, y¯≥ 0. (50)
As can be noticed the formulation does not possess the special structure that we mention
in Section 2.2, i.e., d= 1, D= I and n1 = n2 = n. Despite this, the alternative LB problem
formulations LB′q and LB
′′
q can be derived for the MSMP. We first redefine the set B(x, Sq),
which allows us to obtain the particular form of Cτ necessary for these formulations.
Proposition 6. For the MSMP, B(x, Sq) = {τ ∈ J : ∃i∈ V, r ∈R,xi= 1, uτir = 1}.
Proof. Recall that B(x, Sq) is the index set of the follower solutions in Sq that x blocks,
i.e., renders infeasible. A follower solution becomes infeasible for x if one of the constraints
in (47)–(49) is violated. Let Bl(x, Sq) be the set of follower solutions that violate l
th of these
constraints. Then, B(x, Sq) =∪3l=1Bl(x, Sq) by definition. We need to show that B(x, Sq) =
B2(x, Sq) = {τ ∈ J : ∃i ∈ V, r ∈R,xi = 1, uτir = 1}. Consider B1(x, Sq) = {τ ∈ J : ∃i ∈ V,xi =
1, yτi = 1}. In an optimal follower solution, if yi = 1 then uir =1, for r ∈R. This leads to the
relation B1(x, Sq)⊂B2(x, Sq), since the solutions in Sq are optimal follower solutions except
y¯0. Now consider B3(x, Sq) = {τ ∈ J | ∃i ∈ V, j ∈ ari , k ∈ bji(r), r ∈ R,xk = 1,m
τ
ji(r) = 1}.
Choose τ ∈B3(x, Sq). If mτji(r) = 1, i.e. if node j can influence node i under scenario r in
solution τ , then all the nodes on the path from j to i must be influenced as well. In other
words, if mτji(r) = 1 then u
τ
kr = 1 for all k ∈ bji(r). Since also xk = 1 for some k ∈ bji(r), τ
is contained in B2(x, Sq) implying that B3(x, Sq)⊂B2(x, Sq). 
To summarize, any solution in conv(Sq) that violates (47) or (49) also violates (48).
This allows us to define the blocker set of a follower solution by using only constraint (48).
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Thus, we obtain Cτ = {i∈ V : ∃r ∈R,u
τ
ir = 1}. Now, we can use LB
′
q or LB
′′
q formulations
developed in Section 2, since Cτ is explicitly defined.
4. Computational Results
In this section, we first compare the performance of the original x-space algorithm with that
of the improved x-space algorithm on the test instances of two interdiction problems solved
in Tang et al. (2016). Then, we present the numerical results related to the implementation
of these algorithms on the MSMP described in Section 3. The two algorithms are coded in
C++ using Microsoft Visual Studio 2015. The experiments are carried out on a workstation
with an Intel R© Xeon R© E5-2687W CPU, 3.10 GHz processor, and 64 GB RAM running
within Microsoft Windows 7 Professional environment. Based on some preliminary results
obtained on several MSMP instances Gurobi 8.0 was preferred as the MILP solver.
4.1. Results Obtained on the BKP and BCP Instances
Tang et al. (2016) consider two types of interdiction problems, the bilevel knapsack prob-
lem (BKP), which is a min–max 0-1 knapsack problem, and the bilevel maximum clique
problem (BCP), which is a min–max clique problem, to evaluate the performance of the
improved x-space algorithm. In this section we compare the original algorithm as well as
the improved one by solving the instances given in Tang et al. (2016). They can be reached
at http://jcsmith.people.clemson.edu/Test_Instances.html.
The formulation of the BKP is given as
min
w∈W
max
x
{pTx : aTx≤ b,x≤ 1−w,x∈ {0,1}n}, (51)
where
W = {w ∈ {0,1}n : 1Tw≤ k}. (52)
Recall that it is necessary to define Cτ , the blocker set of solution τ , to develop the LB
′′
q
formulation of the improved algorithm. For the BKP, the set of solutions that w blocks is
B(w, Sq) = {τ ∈ J : ∃i∈ {1, ..., n},wi= 1, xτi = 1}. Using this set, we can define Cτ as
Cτ = {i∈ {1, ..., n} : x
τ
i = 1}. (53)
The second problem, BCP, is formulated in Tang et al. (2016) as
min
w∈W
max
∑
i∈V
xi (54)
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s.t. xi+xj ≤ 1 (i, j)∈ E¯ (55)
xi+xj ≤ 1+ yij (i, j)∈E (56)
yij ≤ 1−wij (i, j)∈E (57)
xi ∈ {0,1} i∈ V, yij ∈ {0,1} (i, j)∈E. (58)
Here V and E represent the set of vertices and edges, respectively, E¯ = {(i, j) : (i, j) /∈E},
and W = {wij ∈ {0,1} :
∑
(i,j)∈Ewij ≤ k}.
The development of the LB problem formulation for the BCP is more complicated than
that of the BKP. Defining the set of blocked solutions according to the interdiction con-
straint (57) as B(w, Sq) = {τ ∈ J : ∃(i, j) ∈ E,wij = 1, yτij = 1}, gives rise to the blocker
set
Cτ = {(i, j)∈E : y
τ
ij = 1} (59)
of edges as a result of the fact that the interdiction variables are related to the edges of
the graph.
However, this set may become unnecessarily large under the current BCP formulation
due to the following reason. In an optimal follower solution to the interdiction decision
w, it is possible that xi + xj ≤ 1,wij = 0 and yij = 1 for some (i, j) ∈ E. In other words,
yij = 1 does not necessarily indicate the existence of edge (i, j) in the maximum clique.
To force yij = 1 only if edge (i, j) belongs to the maximum clique we modify the follower’s
objective function by adding a penalty term so as to obtain
∑
i∈V xi−µ
∑
(i,j)∈E yij where
µ is a small positive real number. Thus, if xi+ xj ≤ 1, then yij = 0 in an optimal follower
solution. We conduct the experiments for both versions of the BCP, with and without the
penalty term.
While obtaining the single level LB formulation used in the x-space algorithm, it is
required to dualize the inner problem in (6) and then linearize the resulting bilevel terms
as explained in Section 2.1. To this end, bounds on the dual variables of the LB problem
are needed. For both BKP and BCP we compute the bounds as Tang et al. (2016) suggest.
Besides, we use the same initial follower solution set S1. It contains the optimal follower
solutions for all possible unit vectors representing leader solutions, trivial follower solution
x= 0, and a heuristic feasible solution obtained via relaxing the integer variables of the
follower’s problem. We refer the reader to Tang et al. (2016) for details.
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Test problem set includes 150 BKP instances for 15 different (n, k) combinations. The
results are given in Table 1. In addition to the results of our implementation of the x-space
(XS) and improved x-space (IXS) algorithms, we also provide the results of the x-space
algorithm presented in Tang et al. (2016); they are labeled as T-XS. Note that since we
observe significant differences between XS and T-XS results, which may be an outcome of
employing different MILP solvers, we run the experiments with both CPLEX 12.7 (as is
the case in Tang et al. (2016)) and Gurobi 8.0. The results are presented in terms of the
number of unsolved instances over 10 instances in the same (n, k) setting, and the average
CPU time for those instances with a one-hour CPU time limit.
It can be observed that XS performs slightly better than T-XS in terms of the total
number of unsolved instances. Their number decreases from 97 to 86 and 90 for CPLEX
and Gurobi, respectively. When the improved algorithm is used, the number of unsolved
instances reduces to 62 for CPLEX and 59 for Gurobi. Furthermore, when the CPU times
are considered, the differences between the two algorithms are apparent especially for
the (n, k) settings for which most of the instances can be solved optimally within one
hour. For example, the average CPU time for (25,19) instances is reduced from 577 to
26 seconds with Gurobi, and from 305 to 59 seconds with CPLEX whereas this number
is 1175 in Tang et al. (2016). The number of unsolved instances of settings (28,21) and
(30,23) decreases significantly for both solvers.
The BCP instances in the data set belong to eight different (n, d) combinations where
d denotes the network density. The number of interdicted edges is fixed to k = ⌈m⌉ with
m representing the number of edges. There are 10 instances for each (n, d) combination
resulting in 80 instances at sum. We first present the results when the objective function
does not include the penalty term, i.e., the original objective function used in the BCP
formulation of Tang et al. (2016). The CPU time limit is again one hour. They can be
found in Table 2 for both Gurobi and CPLEX.
The numbers of unsolved instances out of 10 are the same for all settings and listed in one
column as a consequence. None of the instances except the ones corresponding to setting
(n, d) = (8,0.7) can be solved to optimality by any algorithm and solver combination.
Similar to the situation in the BKP experiments, the difference between CPU times of
T-XS and XS for optimally solved instances is significant. This difference is in favor of
XS when CPLEX is used and T-XS when Gurobi is employed. Although the amount of
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Table 1 Results obtained on BKP instances.
# unsolved CPU Time (sec)
CPLEX Gurobi CPLEX Gurobi
n k T-XS XS IXS XS IXS T-XS XS IXS XS IXS
20
5 0 0 0 0 0 721.4 215.2 52.9 65.4 20.0
10 3 1 0 4 0 2992.6 1451.4 456.9 2486.4 213.4
15 0 0 0 0 0 129.5 9.3 5.8 8.6 1.3
Average 1.0 0.3 0.0 1.3 0.0 1281.2 558.6 171.8 853.5 78.2
22
6 6 4 0 0 0 2971.4 2724.9 610.9 1248.3 228.1
11 10 8 1 8 1 3601.8 3470.4 2074.3 3405.9 1376.7
17 0 0 0 0 0 248.2 12.4 7.3 20.9 1.8
Average 5.3 4.0 0.3 2.7 0.3 2273.8 2069.3 897.5 1558.4 535.5
25
7 10 10 8 10 5 3601.4 3601.6 3344.5 3601.9 2609.0
13 10 10 10 10 10 3602.3 3600.6 3600.3 3601.3 3600.5
19 0 0 0 0 0 1174.6 305.2 58.8 576.8 26.1
Average 6.7 6.7 6.0 6.7 5.0 2792.8 2502.5 2334.5 2593.3 2078.5
28
7 10 10 10 10 10 3601.0 3601.7 3601.2 3600.3 3600.6
14 10 10 10 10 10 3602.5 3600.3 3600.5 3600.5 3600.4
21 8 5 0 8 0 3496.9 3044.2 1194.4 3523.9 1042.2
Average 9.3 8.3 6.7 9.3 6.7 3566.8 3415.4 2798.7 3574.9 2747.7
30
8 10 10 10 10 10 3601.0 3600.6 3601.8 3600.3 3601.1
15 10 10 10 10 10 3602.3 3600.3 3600.9 3600.6 3601.4
23 10 8 3 10 3 3604.5 3472.0 1980.1 3600.6 1995.3
Average 10.0 9.3 7.7 10.0 7.7 3602.6 3557.6 3060.9 3600.5 3066.0
reduction is different, adopting the IXS algorithm decreases the average solution time of
these instances for both solvers. The results for the remaining instances are as expected,
since the Cτ set definition is not proper in the absence of the penalty term. On the other
hand, using the penalty term improves not only IXS but also XS remarkably as the figures
in Table 3 suggest. By means of the new objective function, the IXS algorithm can solve
all of the instances optimally within the one hour time limit. Actually, it takes only a
few seconds except the last setting with (n, d) = (15,0.9), for which it requires about two
minutes on the average. The XS algorithm is now able to solve 60 (50) of the instances
instead of 10, when the MILP solver is CPLEX (Gurobi). However, as the problem size
increases, it is significantly outperformed by the IXS algorithm even for the instances that
are solved optimally by both algorithms. For example, the XS algorithm requires 2348
seconds on the average to solve the instances with (n, d) = (12,0.9) while the IXS algorithm
requires only 5 seconds on the average with CPLEX.
Although the IXS algorithm performs better for both interdiction problem types, the
improvement it yields is more apparent for the BCP. We attribute this result to the follow-
ing difference between BKP and BCP. In the BKP, the interdiction relations are straight-
forward, i.e., in the form of x≤ 1−w where the size of the upper and lower variables are
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Table 2 Results obtained on BCP instances without the penalty term in the objective function.
# unsolved CPU Time(sec)
n d T-XS/XS/IXS T-XS XS CPLEX IXS CPLEX XS Gurobi IXS Gurobi
8
0.7 0 373.0 83.4 53.4 1577.5 505.2
0.9 10 3600.0 3600 3600 3600 3600
Average 5 1986.5 1841.9 1827.1 2588.9 2053.3
10
0.7 10 3600 3600 3600 3600 3600
0.9 10 3600 3600 3600 3600 3600
Average 10 3600 3600 3600 3600 3600
12
0.7 10 3600 3600 3600 3600 3600
0.9 10 3600 3600 3600 3600 3600
Average 10 3600 3600 3600 3600 3600
15
0.7 10 3600 3600 3600 3600 3600
0.9 10 3600 3600 3600 3600 3600
Average 10 3600 3600 3600 3600 3600
Table 3 Results obtained on BCP instances with the penalty term in the
objective function.
# unsolved CPU Time (sec)
CPLEX Gurobi CPLEX Gurobi
n d XS IXS XS IXS XS IXS XS IXS
8
0.7 0 0 0 0 0.3 0.3 0.1 0.3
0.9 0 0 0 0 1.1 0.5 1.1 0.2
Average 0.0 0.0 0.0 0.0 0.7 0.4 0.6 0.2
10
0.7 0 0 0 0 1.4 0.6 1.4 0.3
0.9 0 0 0 0 24.6 1.3 29.5 0.8
Average 0.0 0.0 0.0 0.0 13.0 0.9 15.5 0.5
12
0.7 0 0 0 0 43.3 1.2 54.3 0.8
0.9 0 0 10 0 2348.5 4.7 3600 3.6
Average 0.0 0.0 5.0 0.0 1195.9 2.9 1828.2 2.2
15
0.7 10 0 10 0 3600 3.8 3600 3.1
0.9 10 0 10 0 3600 114.3 3600 131.5
Average 10.0 0.0 10.0 0.0 3600 59.0 3600 67.3
the same as mentioned in Section 2.2. The item set that the leader can interdict or the
follower can choose is the same. However, in the BCP the leader interdicts some edges of
the network and the follower selects nodes to form a maximum clique. The interdiction
decisions indirectly cause some nodes to be excluded from the maximum clique. We can
handle the situation by defining Cτ accordingly, as we do so by incorporating a penalty
term in the objective function.
4.2. Instance Generation and Results Obtained on the MSMP Instances
The test instances for the MSMP are generated according to the Watts-Strogatz model
which produces networks with small-world property, i.e., small distances between nodes
and a relatively high clustering coefficient. In the live-arc technique, scenarios (subgraphs)
are sampled following a probability distribution determined via the arc weights. The
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weight parameters are generated uniformly in the [0,1] interval and normalized to sat-
isfy the restriction total incoming weight to a node cannot exceed one, as described in
Kempe et al. (2003). The live-arc scenario samples are generated using Latin Hypercube
Sampling method since it is known that it yields smaller variance between samples, as
validated in the preliminary experiments, and it is assumed that pr =1/|R|, r ∈R.
In all experiments, the trivial follower solution selected in Step 0 of Algorithm 2 is
determined as y¯0 = 0. Since any node in V can be protected by the leader, this is the only
solution that is feasible for all leader solutions. The initial set of the follower solutions is
obtained by solving the follower’s problem for randomly generated leader solutions. The
preliminary experiments show that choosing leader solutions by simple heuristic methods
instead of random selection does not have a significant impact on the results. The value
of aji(x, r) is computed via a depth-first search on the reverse of the associated scenario
subgraph, which is an in-tree, since at most one of the incoming arcs to a node can be live
(active) in a scenario.
Table 4 displays the results of 200 problem instances. There are 10 instances for each
of the 20 (n,R) combinations. The CPU time limit is set to three hours initially, and the
number of unsolved instances is reported both at the end of one hour and upon termination.
Both XS and IXS algorithms can solve all instances with 20 or 25 nodes within one hour,
with a significant difference in average solution times in favor of IXS. For n= 30,35, IXS
can still solve all of the instances in one hour while XS fails to solve 60 out of 80 instances
in one hour and 51 in three hours. Lastly, the XS algorithm can solve only 9 of the instances
with n= 40 in one hour, while the IXS is able to solve 39 out of 40 instances optimally in
the same duration.
The average CPU times are provided over all instances of the same size, besides over
the instances that are solved optimally. The results suggest that the IXS algorithm is less
sensitive to the increase in the number of scenarios. This result is in line with the findings of
Section 4.1, which indicates that IXS is more advantageous when the interdiction relations
are not straightforward. In the MSMP, protection (interdiction) decisions do not only affect
the nodes that are protected but all nodes that are linked to them via some path. The
increase in the number of scenarios only changes the number of nodes in the set Cτ since
it is defined as the set of nodes that are affected in any scenario in solution τ .
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Table 4 MSMP results.
Unsolved in 1h Unsolved in 3h CPU time(sec.) CPU time(sec.) Solved
n R XS IXS XS IXS XS IXS XS IXS
20
1 0 0 0 0 1.0 0.1 1.0 0.1
10 0 0 0 0 9.3 0.9 9.3 0.9
25 0 0 0 0 21.0 2.1 21.0 2.1
50 0 0 0 0 46.3 7.6 46.3 7.6
Average 0.0 0.0 0.0 0.0 19.4 2.6 19.4 2.6
25
1 0 0 0 0 33.1 2.7 33.1 2.7
10 0 0 0 0 1090.6 19.2 1090.6 19.2
25 3 0 0 0 2493.6 28.2 2493.6 28.2
50 5 0 0 0 4597.1 40.0 4597.1 40.0
Average 0.0 2.0 0.0 0.0 2053.6 22.5 2053.6 22.5
30
1 0 0 0 0 786.1 29.7 786.1 29.7
10 10 0 4 0 9670.4 209.6 8915.2 209.6
25 10 0 10 0 10805.6 237.4 - 237.4
50 10 0 10 0 10806.6 380.9 - 380.9
Average 7.5 0.0 6.0 0.0 8017.2 214.4 4850.6 214.4
35
1 0 0 0 0 518.8 22.8 518.8 22.8
10 10 0 7 0 9902.6 314.3 7801.9 314.3
25 10 0 10 0 10807.1 362.0 - 362.0
50 10 0 10 0 10804.4 418.8 - 418.8
Average 7.5 0.0 6.8 0.0 8008.2 279.5 4160.3 279.5
40
1 1 0 0 0 2072.8 67.7 2072.8 67.7
10 10 0 10 0 10802.8 1204.1 - 1204.1
25 10 0 10 0 10805.9 1175.7 - 1175.7
50 10 1 10 0 10805.6 1425.9 - 1425.9
Average 7.8 0.3 7.5 0.0 8621.8 968.3 2072.8 968.3
5. Conclusion
In this study, we improve an existing algorithm called x-space (XS) algorithm that is pro-
posed for interdiction problems formulated as integer linear bilevel programming problems.
The x-space algorithm iteratively solves lower bound and upper bound problems both of
which are single level mixed-integer linear programs until the bounds converge to the same
value. The solution time of the lower bound problem dominates the overall time required.
Our methodology is based on developing an alternative lower bound problem formulation
using the general features of the optimal solutions to this problem. The new formulation,
which is similar to a maximum coverage problem, allows the use of a greedy coverage
heuristic, which avoid solving a large number of lower bound mixed-integer linear programs
exactly.
The improved x-space (IXS) algorithm has been firstly tested on various instances of
two bilevel interdiction problems: bilevel knapsack problem with interdiction and bilevel
maximum clique problem with interdiction. Then, it is implemented on a stochastic bilevel
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optimization problem on social networks, by reformulating the problem and obtaining the
problem specific blocker set definition. The IXS algorithm reduces the solution times signif-
icantly for all problem types considered as compared with the original XS algorithm. Fur-
thermore, the computational results show that the IXS algorithm can handle the increase
in the number of scenarios significantly better than the XS algorithm. A more general
observation is that the improvement it yields becomes even more striking when the inter-
diction relation between the upper and lower level variables is not straightforward as is the
case in the bilevel maximum clique problem with interdiction and misinformation spread
minimization problem.
Searching for improvements in the lower bounding process via better formulations and
faster algorithms remains as a challenge for new research endeavors. However, the quality of
the upper bounds and the time spent for their computations are also important. Therefore,
we believe that efforts in this direction might result in further enhancement regarding the
overall efficiency of the algorithm.
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