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ABSTRACT 
 
Magnetoencephalography (MEG) is an ideal tool for interactively studying the spatio-temporal 
organization of the human brain. Recently, MEG based real-time brain computing interfaces have 
been developed to study the acting and responding brain interactively. It is expected that real-time 
analysis combined with neurofeedback techniques will offer a great potential for the development 
of novel diagnostic and therapy routines in neurology and psychiatry. The analysis, however, is 
challenging and requires the design of novel strategies to cope with real-time data processing 
millisecond by millisecond. In particular, under real-time conditions whole-brain source analysis is 
challenging, as the signal-to-noise ratio is poor and inter-trial or across subject averaging cannot be 
applied. Previous attempts using MEG showed results where the analysis was restricted to 
predefined regions of interests, while artifact rejection was either neglected or simplified. 
In this thesis, a new real-time analysis workflow for MEG recordings is introduced. Thereby, 
novel concepts in real-time artifact rejection and whole-brain source localization are demonstrated 
using real data from six subjects. The new analysis approach introduced here reveals that real-time 
whole-brain MEG analysis now becomes possible, thus providing the necessary analysis steps 
needed for studying the information processes in the human brain online. 
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ZUSAMMENFASSUNG 
 
Die Magnetoenzephalographie (MEG) ist ein ideales nicht-invasives Verfahren zur in vivo 
Untersuchung der raumzeitlichen Informationsverarbeitung im menschlichen Gehirn. Basierend auf 
echtzeitfähige Brain-Computing-Interfaces wurden kürzlich Studien vorgestellt, die es erlauben, 
schnelle elektrophysiologische Prozesse im Gehirn interaktiv zu analysieren. Solche 
Echtzeitanalysen in Kombination mit Neurofeedback-Stimulationen bieten vielfältige 
Anwendungsmöglichkeiten zu Diagnose- und Therapieverfahren im Bereich der Neurologie und 
Psychiatrie. Echtzeitanalysen in der Magnetoenzephalographie sind aufgrund der Komplexität der 
Quellenanalyse anspruchsvoll und zeitaufwendig. Insbesondere, die Datenmenge und das geringe 
Signal-zu-Rauschverhältnis stellen für die Quellenlokalisation unter Echtzeitbedingungen eine 
große Herausforderung dar. In den bislang publizierten Studien hatte man sich daher bei MEG-
basierten Echtzeitanalysen auf vordefinierte „Regions-of-Interest“ beschränkt, während die 
Artefaktunterdrückung entweder vernachlässigt oder nur rudimentär durchgeführt wurde. 
In dieser Doktorarbeit wird ein neuer Ansatz zur Echtzeitanalyse für MEG Daten vorgestellt. 
Die Echtzeitanalysen in dieser Arbeit, umfassen neue Konzepte zur Artefaktunterdrückung sowie 
zur Quellenlokalisation, die Signale vom ganzen Hirn in der Quellenanalyse einbeziehen. Getestet 
wurde das neue Verfahren an MEG Daten von sechs Probanden. Die erzielten Ergebnisse 
verdeutlichen, dass mit den neuen Konzepten die Echtzeitanalyse auf dem gesamten Gehirn 
möglich ist. Somit leistet die vorliegende Dissertation einen wichtigen Beitrag um 
elektrophysiologische Informationsprozesse mittels MEG in Echtzeit entschlüsseln zu können. 
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I. INTRODUCTION 
 
Magnetoencephalography (MEG) is a non-invasive neuro-imaging technique to study the 
spatio-temporal organization of the human brain in vivo. Extremely weak magnetic field changes 
resulting from electric current flow during information transfer in the brain are recorded using an 
array of sensors covering the whole head. Appropriate data analysis methods enable the 
localization of the brain areas associated with the information transfer with moderate spatial 
accuracy. As the temporal accuracy of recorded MEG signals is excellent (~ 1 ms), the signals 
directly reflect the information transfer. However, for decades the instant information of the brain 
in action has been explored offline, only. 
Standard MEG data analysis usually involves noise and artifact rejection, source localization 
and statistical analysis of the spatio-temporal dynamics of the neuromagnetic responses. These 
analysis steps are computationally demanding and are usually in the range of several days for each 
single experiment. Real-time data analysis on the other hand will offer (preliminary) results during 
the measurement and therefore offers a great potential for basic research and clinical applications. 
The simplest application of real-time data analysis is to evaluate the quality of the recorded data 
during an experiment. Although real-time monitoring of raw (and even filtered) MEG signals is 
already provided in commercial MEG systems, it is difficult to interpret hundreds of channels at the 
same time, especially with respect to the location of active sources in the brain. Due to the 
superposition of different source signals extra-cranial MEG sensors measure a mixture of signals 
from different origins, i.e., the spatial significance of MEG data on sensor level is impeded. 
A more complex application is to use real-time analysis in order to develop adaptive paradigms 
[1]. Outcomes from prior stimulations can be used to interact with the subject and to vary the next 
stimulation [2]. For example, if for the subject being investigated the given task is too difficult or 
too easy the paradigm can be adjusted, accordingly. Analogously the analyzed data can be used for 
providing a (neuro-) feedback to the subject in order to increase the efficiency of the stimulation. 
For the first time neurofeedback stimulation has been used in 1968 by Kamiya to induce 
voluntary control of electroencephalographic (EEG) recordings in specific frequency ranges [3]. In 
general, EEG is a neuro-imaging technique very similar to MEG, with the difference that the 
electric field changes during information transfer in the brain are recorded (not the magnetic field 
changes). Unfortunately, compared to MEG the spatial resolution of EEG is limited by the 
inhomogeneous conductivity structure of the human head [4], [5]. 
Another neuro-imaging method used in combination with neurofeedback stimulation is blood 
oxygen level-dependent (BOLD) functional magnetic resonance imaging (fMRI) [6]–[8]. BOLD 
fMRI provides high spatial, but limited temporal resolution, because based on changes in blood 
oxygenation the hemodynamic response to neural activity is measured [9]. Thus, the key advantage 
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of using MEG based neurofeedback stimulation compared to fMRI is the direct access to fast and 
dynamic oscillatory signals generated by neural activity [10]. 
Neurofeedback received from MEG data has been used to develop brain computing interfaces 
(BCI) [11]–[14], i.e., using brain activity to directly control the action of a device. However, in 
these studies, real-time feedback is limited on analyzing neural activity in certain frequency bands, 
e.g., 𝜇 (9-12 Hz) [11], 𝜇 (9-15 Hz) and 𝛽 (18-30 Hz) [13] or 𝛼 (8-13 Hz) [14]. 
Recently, Florin and colleagues demonstrated that MEG neurofeedback stimulation can 
successfully be used to train subjects to modulate components of oscillatory neural activity within 
target brain regions [5]. Therefore, they applied source localization in real-time, but limited to a 
region-of-interest (ROI). Similar results were found by Ora et al. [9], where neurofeedback 
stimulation was used to train healthy subjects to increase coherence between two brain regions 
when attending to a visual flicker stimulation. Source localization was again limited to ROIs. 
It is important to note, that in all presented studies the computing time for real-time feedback is 
different. For example in the studies of Florin et al., Sudre et al. and Mellinger et al. the authors 
reported a feedback update every 500 ms [5], [13], [14], whereas Buch et al reported a feedback 
update every 300 ms [11]. Actually, Rongen and colleagues provided a real-time system with 64 
updates of estimated cerebral current distributions per second for a 17 × 17 × 9 voxel volume 
model [15]. However, independent from the different computing time all authors described their 
systems as being real-time capable. As it has been demonstrated by Lauer and colleagues that a 
time delay longer than 200 ms between movement intention and a device reaction is clearly 
noticeable [16], in this thesis real-time systems with a processing delay of less than 200 ms are 
considered as a real-time system. 
In a nutshell, there are plenty of useful applications for real-time MEG, which all will help to 
get a better understanding of the human brain dynamics. However, there are a few challenges to be 
addressed: i) data acquisition and filtering, ii) noise and artifact rejection, as well as iii) source 
localization. Since real-time data acquisition and filtering has already been demonstrated [5], [9], 
[14], [15], this thesis is focused on the latter points ii) and iii). 
The thesis is organized as follows: the neuronal basis as well as background information about 
instrumentation and devices used in MEG is introduced in chapter 2. The statements made in this 
chapter are essentially based on the work from Hämäläinen and colleagues [17]. Advantages as 
well as limitations using MEG are discussed. One basic limitation is that neuronal activity is 
measured only at the scalp of a subject. Consequently, to estimate the locations of the active brain 
sources an inverse problem has to be solved, where no unique solution exists [18]. Therefore, to 
solve the inverse problem some constraints based on the electrophysiological background of neural 
sources are needed. The inverse problem as well as different source localization approaches 
(minimum norm estimate (MNE) [19], dynamic statistical parametric mapping (dSPM) [18] and 
dynamic imaging of coherent sources (DICS) [4]) are addressed in chapter 3. 
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Recordings of MEG data usually consist of a mixture of brain activity and field components 
originating from eye blinks/movements (ocular artifacts), heartbeats (cardiac artifacts), muscle 
activity (muscle artifacts) and environmental noise. Since these biological artifacts have a signal 
strength that may be several orders of magnitude larger than the signal of interest [1], the 
identification and elimination of such artifact signals prior to analysis of the MEG data is essential. 
One approach for artifact rejection is independent component analysis (ICA), a widely used method 
to separate brain responses from noise and artifact components. The theoretical background of 
signal decomposition using ICA is explained in chapter 4, mainly based on the publications from 
Hyvärinen and Oja [20] as well as from Stone [21]. 
ICA-based artifact rejection is computationally demanding. Therefore, with respect to real time 
analysis ICA must be optimized for speed, e.g., by using the concept of constrained ICA [22]–[24]. 
In chapter 6 a novel and fast ICA-based method optimized for real-time cardiac and ocular artifact 
rejection is introduced [25], [26]. 
In chapter 5 a summary of the experimental setup used to test the new approach is given. The 
approach was tested on a simple auditory cued finger tapping paradigm. Normally, neurological 
research questions are far more complex with multiple conditions. However, for testing new 
methods simple paradigms are favored, as this simplifies the evaluation of the method. 
In chapter 7 three different methods for real-time source localization are introduced and tested: 
MNE [19], dSPM [18] and DICS [4]. All methods were based on the same preprocessing structure, 
where the forward problem is estimated prior to the real MEG measurement. 
A general discussion about the whole project and an outlook for possible future projects is given 
in chapter 8. 
Although most of the theory and methods discussed in this thesis can also be applied to data 
recorded using EEG, here for sake of brevity EEG is not discussed further. 
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II. BACKGROUND INFORMATION ON MEG 
 
Many processes in the living human body are driven by changes of ion concentrations in intra- 
and extracellular compartments. These changes, which in fact describe a form of electrical activity, 
are always accompanied by electromagnetic fields that can be measured using sensitive devices 
placed outside the body. For example human brain’s neural activity generates very weak magnetic 
fields, which can be measured outside the head. These fields result from the small electric current 
flows generated during the information transfer in the brain. Magnetoencephalography (MEG) 
deals with the detection and analysis of such tiny magnetic fields. 
In order to understand how these magnetic fields are generated and how they can be detected, in 
this chapter some fundamental information about electrophysiological processes will be 
considered. Furthermore, the instrumentation and devices for detecting the tiny magnetic fields 
with sufficient sensitivity are discussed. 
 
(2.1)    Neuronal basis of magnetoencephalography 
The human brain is by far the most complex organ of the human body. It processes “how we see 
and hear, why some things fell good and other hurts; how we move; how we reason, learn and 
remember, and forget; The nature of anger and madness” [27]. The brain is the key organ 
associated with our mind. To understand how the brain processes all these different information, I 
will start with a short overview about structural organization of the brain. 
	
(2.1.1) Organization of the human brain  
From structural point of view, the brain can be divided into three main anatomic regions: 
brainstem, cerebellum and cerebrum (cf. Fig. 2.1). The brainstem contains the nerve fibers 
connecting cerebellum and cerebrum with the spinal cord, respectively. Directly above the 
brainstem is the cerebellum located, which is mainly involved in the control of motor coordination. 
Further up is the biggest part of the brain located the cerebrum (seven eights of the weight). The 
cerebrum consists of two hemispheres which are divided by the longitudinal fissure. Each of these 
hemispheres is divided into four lobes: the frontal, parietal, temporal and occipital lobe (cf. Fig. 
2.1). 
The outer layer of the cerebrum is the cerebral cortex, consisting of two to four millimeter 
thickness of gray matter tissue. The human cortex has a complex folded surface of 2500 cm2 and 
houses billions of neurons, which are the functional units of the brain. They pass information from 
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one cell to many other cells. Thereby, the cerebral cortex has a key role in processing speech and 
sensory perception, as well as other human actions regarding the consciousness [27]. 
The inside of the cerebrum consists mainly of nerve fibers, i.e., white matter, to connect 
different cortical areas as well as the cortex to other brain structures. There are also connections 
between the two hemispheres; the most familiar one is the corpus callosum. 
 
 
Fig. 2.1: Schematic illustration of the human brain seen from the left side. 
 
(2.1.2) Neuronal activity  
A neuron consists of a cell body (soma), the cell protrusions (dendrites) and the axon (cf. Fig. 
2.2). While the dendrites serve as receiver of stimuli from other cells, the axon, a single long fiber, 
transfers impulses from the soma to other cells. Typically the dendrites and the soma are covered 
with thousands of synapses, i.e., links to other cells. 
Generally, there are two groups of neurons in the cortex: i) stellate cells with dendrites radiating 
oriented around the soma and ii) pyramidal cells with dendrites oriented perpendicular to the 
cortical surface and parallel to each other; the latter ones are imported for signal generation with 
respect to MEG. 
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The neuron is surrounded by a 10 nm thick isolating membrane dividing the tissue into intra- 
and extracellular compartments with different ion concentrations [17]. In a neuron the resting 
membrane potential with respect to the exterior is about -65 mV [27]. This difference is generated 
by special protein molecules on the membrane. These molecules pump selected ions, in particular 
Na+ and K+ ions against the concentration gradient. This process plays a key role in sending and 
receiving information, i.e., in neuronal activity. In particular, there are two different types of 
neuronal activity: the postsynaptic and the action potential, which both will be explained in the 
following (cf. Fig. 2.2). 
 
Fig. 2.2: Schematic illustration of a pyramidal neuron as well as the postsynaptic potential 
(top) and the action potential (bottom). The intracellular currents are shown by red arrows, the 
magnetic fields associated with the potentials as black dashed lines. 
 
Postsynaptic potentials 
When transmitter molecules released at the synaptic cleft arrive at the postsynaptic cell, the 
membrane changes its transmissibility for specific ions. As a consequence the potential in the 
vicinity of the membrane changes which causes an electric flow and current along the interior of 
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the cell. The strength of the current source decreases with the distance to the synapse. However, the 
ionic flow across the synapse produces a relative stable potential, the postsynaptic potential (PSP) 
[27]. 
Typically, the PSP takes several tens or even hundred of milliseconds. Under the assumption 
that thousands of synapses in an area of one square millimeter are active at the same time the PSP 
produces a measurable magnetic field outside the skull (note that there are approximately 105 
pyramidal cells per mm2 cortex, each with thousands of synapses [17]). 
 
Action potential 
Signal transfer along the axon is based on the permeability of the membrane with respect to Na+ 
and K+ ions. If due to an arising action potential the voltage at the axon hillock (cf. Fig. 2.2) 
reaches the firing threshold of -40 mV, the permeability of the membrane changes. In the first state 
of an action potential (the depolarization) Na+ channels open and Na+ ions enter the intercellular 
space. If the inner potential reaches +20 mV, the permeability changes again and K+ ions flow out 
of the cell (repolarization) to the place where the depolarization first originated. The action 
potential is a fast process lasting only a few milliseconds. 
 
(2.1.3) The origin of MEG signals 
The de- and repolarization during an action potential can be approximated by two opposite 
oriented (electric) current dipoles [17], which together form a current quadrupole. The magnetic 
fields generated by a quadrupole decrease with 1/𝔯!, where 𝔯 is the distance to the origin. In 
contrast, the PSP can be approximated by a single (electric) current dipole, i.e., the resulting 
magnetic fields decrease with 1/𝔯! [17]. Therefore, the magnetic field spread of by PSPs is larger 
in space. 
Additionally, the longer lapsing time of a PSP (a PSP last at least ten times longer than the 
action potential) allows an efficient summation of the current flowing in adjacent fibers, which 
simplifies the detection outside the skull. Therefore, MEG signals are produced in large parts by 
the PSP, i.e., by synaptic current flow. 
The cerebral cortex is organized in six different layers (cf. Fig. 2.3), which are defined by the 
occurrence of different cell types. The pyramidal cells, which have a large pyramid-shaped cell 
body, are mainly found in layer five and six. They are organized in strings perpendicular to the 
surface of the cortex (cf. Fig. 2.3), i.e., the current flow through the long dendrites is perpendicular 
to the cortical surface. As two thirds of the cortex are embedded in fissures, the resulting magnetic 
fields around the dendrites is radial to the surface of the skull (cf. Fig. 2.3), i.e., these fields can be 
detected by MEG [28]. In contrast, the magnetic field of pyramidal cells at the top of a gyrus is 
tangential to the surface of the skull and is therefore not detectable by MEG. 
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Fig. 2.3: Schematic illustration of a piece of cortex showing a gyrus as well as a fissure 
(modified from [28]). The cortex is organized in six layers: (1) stratum molecular, (2) stratum 
granulosum extrenum, (3) stratum pyramidale externum, (4) stratum granulosum internum, (5) 
stratum pyramidale internum and (6) stratum muliforme. 
If a PSP arises in pyramidal cells a current is generated, which is tangential for cells in the 
fissure and radial for cells on top of a gyrus with respect to the surface of the skull, respectively. As 
tangential currents generate magnetic fields radial oriented to the surface of the skull, the resulting 
magnetic fields is detectable by MEG. In contrast, radial currents generate tangential oriented 
magnetic fields which are not detectable using MEG. 
 
(2.2)    Environmental and biomagnetic noise sources 
Neuromagnetic field responses generated by the human brain are extremely weak compared to 
magnetic fields present in the environment of a MEG laboratory. Power lines, electric motors, 
vehicles or moving trolleys produce magnetic fields which are several orders of magnitude stronger 
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than neuromagnetic signals (cf. Fig. 2.4). Therefore, magnetically shielding from environmental 
and other external noise sources is mandatory (see Fig. 2.9). 
Many processes in the human body generate magnetic fields. The strongest ones are produced 
by the heart and the skeletal muscles (cf. Fig. 2.4). Typically the magnetic field produced by the 
contraction of the heart is several tens of picotesla [29]. In the eyes ionic currents generate a static 
magnetic field of about ten picotesla, where field changes appear due to eye movements or blinks. 
The strongest fields generated in the brain result from spontaneous activations. They are in the 
range of about one to two picotesla. Only abnormal activations as epileptic seizure can produce 
even larger fields [17]. In research usually brain activity due to sensory stimulation is of interest. 
Typically the arising evoked fields are in the range of ten to hundred femtotesla, i.e., by a factor of 
ten or more weaker compared to spontaneous activation [30]. During stimulation the brain also 
produces magnetic fields which are not of interest for the experiment. This so-called background 
activity is another factor which limits the signal-to-noise ratio (SNR). 
In contrast to the environmental noise the biomagnetic noise cannot be reduced by magnetically 
shielding. However, as these biological artifacts have a signal strength that may be several orders 
of magnitude larger than the signal of interest, the identification and elimination of such artifact 
signals prior to analysis of the MEG signals is essential. How to deal with such kinds of artifacts is 
addressed in the chapter IV. Independent Component Analysis. 
 
 
Fig. 2.4: Spectral densities and peak amplitudes of magnetic fields generated by biological or 
environmental sources (modified from [17]). 
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(2.3)    Sensor system components 
(2.3.1) Superconducting quantum interference devices 
MEG deals with the detection of magnetic fields generated by the human brain. As these fields 
are extremely week, sensors for adequate signal detection are required to be extremely sensitive. A 
commonly used sensor with sufficient sensitivity is the so-called superconducting quantum 
interference device (SQUID) developed by James Zimmerman and colleagues [31]. As indicated 
by the name, a SQUID contains superconducting parts, where the electrical current is transported 
by pairs of electrons - the so called Cooper pairs [32], [33]. Note, in conventional conductors the 
current is transported by single electrons. The Cooper pairs are in contrast to single electrons non-
resistive. 
In particular, a SQUID consists of a superconducting ring, which is interrupted by one (radio 
frequency (rf) SQUID) or two (direct current (dc) SQUID) weak link(s) consisting of a thin 
insulating barrier, called Josephson junction (cf. Fig. 2.5a). If a fixed direct bias current ℐ! is 
induced by a current generator connected to the superconducting ring (cf. Fig. 2.5a), some Cooper 
pairs split at the Josephson junction into single electrons, i.e., a part of the current is transported by 
Cooper pairs, the other part by single electrons. As a consequence a measurable voltage drops off at 
the ring. This voltage changes if the current in the ring changes, e.g., through a change of the 
magnetic field 𝐵!"# outside the SQUID (cf. Fig. 2.5b). Due to quantum mechanical phase 
coherence the magnetic flux 𝛷 in a solid superconducting ring must be an integral multiple of the 
magnetic flux quantum 𝛷! = 2.07 fWb [34]. This means, changes of the magnetic field outside the 
SQUID produce an electrical current in the ring, which is large enough to in- or decrease the 
magnetic flux in the ring by a multiple of 𝛷!. Summarizing, a SQUID can be considered as a flux-
to-voltage converter. 
Up to now all commercial MEG systems are equipped with low-temperature (low-TC) SQUIDs 
(Note: TC stands for critical temperature, i.e., the maximal temperature at which the SQUID 
remains superconducting), which are cooled with liquid helium and operate at a temperature of 4.2 
K [35], [36]. 
A flux transformer coil couples the external magnetic field 𝐵!"# to the SQUID (cf. Fig. 2.5b). 
The pickup coil can consist of one (magnetometer), two or more (gradiometer) superconducting 
loops. The advantages and disadvantages of the different flux transformer types will be explained 
in the next section. 
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Fig. 2.5: (a) Illustration of a dc SQUID with two Josephson junctions. In practice, dc SQUIDs 
are preferred as the intrinsic white noise level of these SQUIDs is more than an order of magnitude 
lower compared to rf SQUIDs [17]. 
 (b) Schematic illustration of a SQUID connected to a flux transformer coil. Note, typically the 
pickup coil has a diameter between one and two centimeters, while the inductance coil has only a 
diameter between 10 and 20 micrometers. 
 
(2.3.2) Pickup coils  
In different MEG systems one can find different configurations of pickup coils. In Fig. 2.6 the 
most fundamental types are illustrated. 
The simplest type is a magnetometer (Fig. 2.6a) consisting of a single pickup coil. The diameter 
of the coil is typically between one and two centimeters. In general, increasing the diameter leads 
to increased field sensitivity, but at the expense of spatial resolution. Using magnetometers 
magnetic fields of nearby as well as distant sources are recorded (of course the sensitivity is higher 
for close by sources), i.e., signal of interest as well as environmental noise are recorded. Therefore, 
measurements with magnetometers should be performed in a low-noise environment. However, 
compared to gradiometers, which will be introduced next, magnetometers offer the best sensitivity 
for deep sources. 
Another type of pickup coils is a first order axial gradiometer (Fig. 2.6c), where two coaxial 
coils are connected in series. Note, the coils are wound up oppositely, i.e., the second so-called 
compensation coil effectively cancels out homogeneous fields of distant (noise) generators, which 
produce an opposite net flux through the lower pickup and upper compensation coil [17]. The 
sensitivity of an axial gradiometer depends on the distance of the source in relation to the “base-
line” between the two coils. Typically a base-line of one or two times the distance to the source of 
interest should be chosen [37], i.e., signals of interest (brain activity) are mainly measured by the 
lower (pickup) coil only. A first order axial gradiometer measures the first derivative 𝜕𝐵! 𝜕𝑧 of 
the magnetic field.  
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First order (series) planar gradiometer pickup coils can be implemented with a so called double-
D construction (Fig. 2.6b). Thereby, the operational mode is similar to axial gradiometer with the 
difference that the noise compensation is in 𝑥- or 𝑦-direction, i.e., the derivative 𝜕𝐵! 𝜕𝑥 or 𝜕𝐵! 𝜕𝑦 are measured (Note, in Fig. 2.6b the derivative 𝜕𝐵! 𝜕𝑦 is shown). As the base-line is 
typically shorter than of an axial gradiometer, planar gradiometers have a better noise 
compensation, but are less sensitive to distant sources. Another advantage of a short base-line is 
that planar gradiometers are compact in size and can be fabricated easily with thin-film techniques 
[17]. 
A second order axial gradiometer consists of two connected first order gradiometers in 
opposition (Fig. 2.6d). It is insensitive to both spatially homogeneous fields as well as uniform 
field gradients. Hence, suitable measurements can be performed in noisy environments, too. 
However, the major drawback is that measuring the second derivative 𝜕!𝐵! 𝜕𝑧! of the magnetic 
field results in loss of sensitivity with respect to both noise and signal of interest. 
 
 
Fig. 2.6: Schematic illustrations of the most common types of flux transformer coils. 
 
The signal profile of a current-dipole source in a spherically symmetric volume conductor is 
illustrated in Fig. 2.7. With a first order planar gradiometer the recorded signals show maximum 
amplitude directly above the source. The other pickup coils show maximum amplitude left and 
right of the source. 
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Fig. 2.7: Magnetic signal of a tangential current-dipole source in a symmetric volume 
conductor (modified from [17]). (a) The dipole is placed in a sphere with a radius of 100 mm at 𝜃 =0 degrees and 30 mm below the surface. (b) Measurements were performed with a 
magnetometer (solid), a first order planar gradiometer (dashed-doted) and a first (doted) and 
second order axial gradiometes (dashed). 
With the chosen configuration the amplitude of the signals recorded by the first and second 
order axial gradiometer is 8 and 15% smaller than the signals recorded by a magnetometer, 
respectively [17]. 
(2.4)    Whole-head MEG systems 
The goal of MEG is to investigate the spatio-temporal dynamics of brain activity by means of 
localizing the tiny magnetic fields originating from neuroelectrical activity in the living human 
brain with high temporal resolution. In order to uncover spatial patterns of the magnetic field 
distribution generated by the brain a whole-head MEG system is required. 
The first multi-channel systems were developed in the mid 80s and were equipped with four to 
five channels and a probe size of only a few centimeters in diameter [38], [39]. Today, modern 
MEG systems are equipped with a few hundred MEG channels covering the whole head with a 
high channel density. The most common ones are: 1) the 4D-Neuroimaging whole-head system 
with 248 magnetometer or axial gradiometer channels (Magnes®-3600WH MEG), 2) the VSM 
MedTech Inc. whole-head axial gradiometer system with 275 channels (CTF MEGTM) and 3) the 
Elektra Neuromag whole-head system with 306 channels, consisting of 102 magnetometers and 
204 planar gradiometers (Elekta Neuromag® TRIUXTM) [25]. 
In the Institute of Neuroscience and Medicine at the Forschungszentrum Jülich GmbH the 
Magnes®-3600 WH magnetometer MEG system is installed. A cross-section of the system is 
shown in Fig. 2.8. 
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Fig. 2.8: Profile of the Magnes®-3600 WH magnetometer MEG system [40]. The system is 
equipped with 248 low-TC SQUIDs with magnetometer pickup coils. The pickup coils are placed at 
the bottom of the system to be close to the head of patients. Additionally, nine magnetometers and 
five first order gradiometers reference coils are placed in sufficient distance from the 
magnetometer channels. The SQUIDs themselves are placed directly under the liquid helium 
reservoir. 
 
As already mentioned measurements with magnetometer pickup coils should be performed in a 
low-noise environment. Therefore, shielding from environmental and other external noise sources 
is mandatory. Appropriate shielding against external noise sources is usually obtained by 
constructing shielding rooms made of mu-metal, aluminum and copper for reducing low and high 
frequency noise, respectively (cf. Fig. 2.9). 
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Fig. 2.9: Schematic illustration of the Magnes®-3600 WH MEG system installed in a magnetic 
shielded room [40]. Typically, magnetically shielded rooms are made of mu-metal, aluminum and 
copper for reducing external low and high frequency noise, respectively. 
During measurement the system can be tilted to allow measurements in both seated and supine 
positions. 
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III. ELECTROPHYSIOLOGICAL BASIS OF MEG SIGNALS 
 
(3.1)    Introduction 
A common problem in MEG is related to the inverse problem, when source localization is 
applied. As explained in the previous chapter, with modern MEG systems magnetic field changes 
are measured using hundreds of sensors covering the whole head. The goal is to use these 
recordings to estimate the underlying cerebral current sources [17]. However, four main problems 
arise: i) the geometrical and physical properties of the subject’s head are not exactly known. Thus, 
current generation and current flow in the brain can only be approximated and not exactly 
estimated [41]; ii) magnetic field changes are only known at the discrete measurement points, not 
on the complete (i.e., continuous) surface of the head; iii) the sources that are responsible for the 
measured magnetic field changes are not restricted to the brain only, i.e., the measurements consist 
of a superposition of neural activity with other biological sources, as well as environmental noise; 
and iv) if two or more sources are active at the same time the measured magnetic fields describe a 
superposition of the individual fields [30]. Unfortunately, there is an infinite number of different 
source constellations which produce the same magnetic fields at the sensors (cf. Fig. 3.1), i.e., the 
inverse problem cannot be uniquely solved [42]. 
 
 
Fig. 3.1: Schematic presentation of different source constellations producing similar magnetic 
fields outside the spherically symmetric conductor. Currents are shown as arrows and produce a 
magnetic field as indicated by the red dashed lines. Radial currents anywhere in the sphere do not 
produce any external magnetic field, hence they can be referred to as blind sources. Sources 
located exactly in the middle of the sphere are always radial (adapted from [43]). 
 
To deal with the inverse problem a vast amount of different approaches is available ranging 
from dipole methods [44] to distributed source analysis including minimum norm estimator based 
methods [18], [45], [46]. Alternatively, spatial filters in the time and frequency domain 
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(beamformer) [4], [47] can be used to tackle the problem. Although, all methods have different 
constraints to get the most likely solution, the basics of electromagnetic field generation, i.e., the 
biomagnetic forward problem, are the same for all methods used. In the following sections an 
overview addressing the basic principles of source localization in MEG will be addressed. 
 
(3.2)    Basics of biophysics 
The generation of electric and magnetic fields by neural currents can be physically described by 
Maxwell’s equations. In general, the total current density 𝑱!"! induces the electric 𝑬 and magnetic 
field 𝑩. As the variation of 𝑱!"!, 𝑬 and 𝑩 in time is relatively slow (below 1 kHz) sources and 
fields can be assumed as quasi-static approximation [28], [43], i.e., inductivity, capacity and 
displacement effects can be neglected. With this assumption the Maxwell’s equation reads as 
follows [43]: 
 ∇ ∙ 𝑬 =   𝜌 𝜀   ∇×𝑬 = 0∇ ∙ 𝑩 = 0∇×𝑩 = 𝜇 ∙ 𝑱!"!,     (3.1) 
 
with 𝜌 being the charge density and 𝜀 and 𝜇 being the permittivity and permeability, 
respectively. From the last equation one can clearly see that the magnetic field is assumed to be 
produced exclusively by the total current density 𝑱!"!. 
With respect to MEG the measurable neural currents are the postsynaptic currents generated in 
the pyramidal cells (cf. section 2.1.3). If we assume that a postsynaptic current, i.e., the neural brain 
activity, at position 𝒓 can be represented by the primary current density 𝑱!, than according to 
Ohm’s law [17]: 
 𝑱! 𝒓 = 𝑱!"! 𝒓 − 𝑱! 𝒓 = 𝑱!"! 𝒓 − ℴ ∙ 𝑬 𝒓 = 𝑱!"! 𝒓 + ℴ ∙ ∇𝑉(𝒓), (3.2) 
 
where 𝑱! is the so-called volume current, i.e., the current resulting from electric fields acting on 
the charge carriers in the surrounding tissue. Furthermore, ℴ is the conductivity and 𝑉 the electric 
potential [45]. In other words speaking, neural activity gives rise to a primary current mainly inside 
or in the vicinity of a cell, whereas the volume current flows passively everywhere in the brain 
[17]. Therefore, by finding the primary current we locate the source of brain activity. 
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(3.3)    The forward problem 
The calculation of an external magnetic induction field (the so-called flux density) 𝑩 generated 
by a given current density 𝑱!"! is called the forward problem. As seen above this calculation 
implies to solve the Maxwell’s equations (cf. Eq. (3.1)) with reasonable accuracy. In general, all 
models used for MEG source localization are based on a comparison between the measured data 
and signals obtained by solving the forward problem [43]. Thus, the accuracy of the forward model 
is a basic requirement for precise source localization. 
According to the Ampère-Laplace law the magnetic induction field 𝑩 at a given point 𝒓 that 
results from a current 𝑱!"! impressed at a point 𝒓! can be expressed by [17]: 
 𝑩 𝒓 = !!! 𝑱!"! 𝒓! × (𝒓!𝒓!)𝒓!𝒓! ! 𝑑!𝒓!,    (3.3) 
 
where .  denotes the Euclidean norm. Since the magnetic permeabilities 𝜇 of tissues such as 
skull, gray and white matter and cerebro-spinal fluid are very close to that of free space, one can 
use the approximation 𝜇 = 𝜇! = 4𝜋 ∙ 10!  N/A2. 
Eq. (3.3) can be rewritten using (𝒓 − 𝒓!) 𝒓 − 𝒓! ! =– ∇ 1 𝒓 − 𝒓! = ∇′ 1 𝒓 − 𝒓!  
with ∇= 𝐞! !!! + 𝐞! !!! + 𝐞! !!!  and ∇′ = 𝐞! !!!! + 𝐞! !!!! + 𝐞! !!!!  as [17]: 
 𝑩 𝒓 = !!!! 𝑱!"! 𝒓! ×∇′ 1 𝒓 − 𝒓!  𝑑!𝒓!.   (3.4) 
 
Utilizing 𝑱!"! 𝒓! ×∇′ 1 𝒓 − 𝒓! = ∇!×𝑱!"! 𝒓! 𝒓 − 𝒓! − ∇′×(𝑱!"! 𝒓! / 𝒓 − 𝒓! ) 
and assuming that 𝑱!"! 𝒓! / 𝒓 − 𝒓!  vanishes on an infinitely distant surface, we obtain: 
 𝑩 𝒓 = !!!! ∇!×𝑱!"! 𝒓! 𝒓 − 𝒓!  𝑑!𝒓!.   (3.5) 
 
Substitute 𝑱!"! 𝒓!  according to Eq. (3.2) and using the identity ∇× ℴ∇𝑉 = ∇ℴ×∇𝑉 leads to 
[17]: 
 𝑩 𝒓 = !!!! ∇!×𝑱! 𝒓!𝒓!𝒓! 𝑑!𝒓! − ∇!ℴ×∇!! 𝒓!𝒓!𝒓! 𝑑!𝒓! .   (3.6) 
 
Thereby, the contribution of the primary current 𝑱! 𝒓!  is expressed in the first term and the 
contribution of the volume current 𝑱! 𝒓!  in the second one. 
Simplifying Eq. (3.6) according to Eq. (3.4) and (3.5) with ∇ℴ×∇𝑉 = −∇× 𝑉∇ℴ  leads to the 
final expression for the magnetic induction field 𝑩 𝒓  [30]: 
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 𝑩 𝒓 = !!!! ∇!×𝑱! 𝒓!𝒓!𝒓! 𝑑!𝒓! − ∇!× ! 𝒓! ∇!ℴ!!!! 𝑑!𝒓!                                           = !!!! 𝑱! 𝒓! ×∇! !𝒓!𝒓! 𝑑!𝒓! − 𝑉 𝒓! ∇!ℴ×∇! !𝒓!𝒓! 𝑑!𝒓! = !!!! (𝑱! 𝒓! + 𝑉 𝒓! ∇′ℴ)× (𝒓!𝒓!)𝒓!𝒓! ! 𝑑!𝒓!                                                     
.  (3.7) 
 
When estimating the magnetic induction field 𝑩 according to Eq. (3.7) so far the only unknown 
parameter is the electric potential 𝑉. However, taking the divergence of Eq. (3.2) and with ∇𝑱 = 0 
in the quasi-static approximation [28], we obtain: 
 ∇𝑱!(𝒓) = ∇𝑱(𝒓) + ∇ ℴ∇𝑉 𝒓 = ∇(ℴ∇𝑉(𝒓)).   (3.8) 
 
With proper boundary conditions Eq. (3.8) can be used to estimate 𝑉 [17], i.e., estimating the 
magnetic induction field 𝑩 from a known primary current 𝑱! can be solved by using Eq. (3.7). To 
define these boundary conditions the geometry and properties of the conducting medium have to be 
considered. But first the forward model will be simplified using the equivalent current dipole 
model. 
 
(3.3.1) The equivalent current dipole model 
To simplify the forward problem and to be able to describe the relationship between neural 
activity in a small area and the measured magnetic field, the model of a current dipole can be used. 
The magnetic induction field 𝑩 of a single dipole 𝑸 has one maximum and one minimum, where 𝑸 
is located midway between the two extrema [30]. With respect to the primary current 𝑱!, 𝑸 can be 
interpreted as a point source at location 𝒓!, where the whole primary current is concentrated [45]: 
 𝑱!(𝒓!) = 𝑸(𝒓!) ∙ 𝛿(𝒓 − 𝒓!),    (3.9) 
 
with 𝛿(𝒓) being the Dirac delta function. As 𝛿(𝒓 − 𝒓!)𝑑!𝒓!!!! = 1, inserting Eq. (3.9) into 
Eq. (3.3) leads to a simple equation to estimate the magnetic induction field of 𝑸: 
 𝑩 𝒓 = !!!! ∙ 𝑸(𝒓!)×(𝒓!𝒓!)𝒓!𝒓! ! ,     (3.10) 
 
with 𝒓 being the location where 𝑩 is measured. Eq. (3.10) fits the definition of the Biot-Savart 
law for a primary current dipole [48]. 
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(3.3.2) Solutions for spherical head models 
As we now know how to estimate the magnetic induction field 𝑩 the next step to solve the 
forward problem is to consider the geometry and properties of the conducting medium. Typical the 
head is assumed to consist of five different regions, i.e., scalp, skull, cerebrospinal fluid, as well as 
gray and white matter [49]. The key assumptions for modeling the forward problem are that the 
shapes of these regions are known and that their conductivity ℴ is constant. 
With respect to the geometry of the head a variety of different approaches exist, e.g., nested 
concentric spheres [48], prolate and oblate spheroids [50], as well as realistic head models 
produced by boundary (BEM) [51]–[53] or finite element methods (FEM) [54], [55]. However, the 
simplest one, which will be discussed next, is to consider the head as a uniform spherical 
symmetric conductor [56]. 
When considering the head as homogeneous spherical conductor the radial parts of the magnetic 
field are generated by the primary currents 𝑱! only, i.e., the volume currents 𝑱! do not contribute 
[30]. The radial components 𝐵𝒓 of the induced field can be calculated from Eq. (3.10) by 
multiplying 𝑩 by 𝒆𝒓: 
 𝐵! 𝒓 = !!!! ∙ 𝑸(𝒓!)×(𝒓!𝒓!)∙𝒆𝒓𝒓!𝒓! ! ,     (3.11) 
 
where 𝒆𝒓 denotes the unit vector in direction 𝒓. 
Outside a homogeneous spherical conductor the total current density 𝑱!"! is zero [48], i.e., ∇×𝑩 = 0 (cf. Eq. (3.1)). As a consequence, 𝑩 can be written as gradient of a scalar potential: 𝑩 𝒓 = −𝜇!𝛻𝑈(𝒓) [48], where 𝑈 is a scalar potential. Since ∇𝑩 = 0, 𝑈 is harmonic and uniquely 
determined by its normal derivative on the surface of the conductor. Thus, 𝑈 can be expressed by a 
line integral of 𝛻𝑈 along the radius (𝒓 + 𝑡𝒆𝒓), with a fixed 𝒓 and 0 ≤ 𝑡 ≤ ∞, and by the 
assumption that 𝑈 vanishes at infinity [30]. As on the conducting sphere the normal derivative is 
given by 𝜕𝑼/𝜕𝒓 = −𝐵!/𝜇!, 𝑈 can be obtained by integration [17]: 
 𝑈 𝒓 = − 𝛻𝑈 𝒓 + 𝑡 ∙ 𝒆𝒓 ∙ 𝒆𝒓𝒅𝒕!!!! = 𝐵! 𝒓 + 𝑡 ∙ 𝒆𝒓 𝒅𝒕!!!! .  (3.12) 
 
Sarvas [48] derived an analytic expression of the magnetic field 𝑩 generated by a current dipole 
in a spherical conductor: 
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 𝑩 𝒓 = !!!! ∙ !(𝒓,𝒓!)∙𝑸×𝒓!!(𝓠×𝒓!!𝒓)∙!"(𝒓,𝒓!)!(𝒓,𝒓!)! ,    (3.13) 
with 𝐹 𝒓, 𝒓! = 𝒂 ∙ ( 𝒓 ∙ 𝒂 + 𝒓 ! − 𝒓! ∙ 𝒓)   (3.14) 
 
and 𝛻𝐹 𝒓, 𝒓! = 𝒂 !𝒓 + 𝒂∙𝒓𝒂 + 2 ∙ 𝒂 + 2 ∙ 𝒓 ∙ 𝒓 − 𝒂 + 2 ∙ 𝒓 + 𝒂∙𝒓𝒂 ∙ 𝒓!, (3.15) 
 
with 𝒂 = 𝒓 − 𝒓!. With Eq. (3.13) the forward solution for the simple spherical head model is 
solved. In reality the head is not spherical. Therefore, usually the spherical model is extended by 
using the individual head geometries from anatomic images. Thereby, estimating the magnetic field 
measured outside the conductor becomes more complicated and must be solved numerically by 
using BEM or FEM approaches [51]–[55], [57]–[59]. For sake of brevity, these approaches will not 
be explained here in detail. However, it is important to note that in this thesis the solutions of the 
forward model is based on the MNE software package [60], where the realistic head model is 
solved using a “linear collocation BEM [49] with the isolated skull approach [61] to improve 
numerical precision” [60]. 
 
(3.4)    The inverse problem 
The goal of neuro-imaging is to investigate the structure and function of the brain. With respect 
to MEG this means to estimate the source current densities underlying the magnetic fields 
measured at several points outside the head (cf. section 2.4). Unfortunately, the underlying source 
current densities cannot be recovered uniquely [18], [45], even if the recorded fields would be 
noise free. Helmholtz [42] showed in 1853 that the current distribution inside a conductor cannot 
be determined uniquely when only the magnetic field outside the conductor is known. 
Descriptively one can think of magnetic fields oriented tangential to the surface of the skull (cf. 
Fig. 2.3 and Fig. 3.1). These fields are not detectable with MEG. Therefore, a magnetic field with a 
tangential fraction is not distinguishable from the same field without the tangential fraction. Hence, 
there is an infinite set of underlying brain sources leading to the same observed magnetic fields 
[30]. 
In order to find a solution for the so-called electro-magnetic inverse problem a vast amount of 
different source modeling techniques has been proposed, each of them using different constraints to 
get a reasonable solution. But before explaining some of them in detail, the physical concept of 
lead fields is described. 
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(3.4.1) Lead fields 
As described in section 2.3.2 different types of MEG pick-up coils coexist, all with different 
field sensitivities dependending on their diameter and their configuration [62]. The concept of the 
lead field is used to estimate a spatial sensitivity map for each pick-up coil. Lead fields are vector 
fields representing the direction and gain of a unit source current at a specific location 𝒓 yielding 
the maximal output at the position 𝒓! of the i-the sensor-coil [63]. According to Eq. (3.2) for MEG 
the relation between the magnetic field 𝐵! measured at the i-th sensor and the primary current 𝑱! is 
given by: 
 𝐵!(𝒓!) = 𝑳! 𝒓 ∙ 𝑱! 𝒓 𝑑!𝒓,    (3.16) 
 
where 𝑳! is the lead field of the i-th sensor-coil [62], [64]. As 𝑳! only depends on parameters 
which are constant during a complete measurement (coil configuration and magnetic permeability 
of the volume conductor, i.e., subject’s head), 𝑳! needs to be calculated only once for each MEG 
measurement. 
For a spherical symmetric conductor the lead field defined in Eq. (3.16) can directly be 
calculated from Eq. (3.13) by inserting the definition of the primary current distribution 𝑱! of a 
single current dipole (cf. Eq. (3.9)): 
 𝐵!(𝑸, 𝒓!) = 𝑳! 𝒓! ∙ 𝑸.    (3.17) 
 
Ones the lead fields 𝑳 = (𝑳!,… , 𝑳!)! are known, with 𝑛 being the number of sensors, an 
average sensitivity map for all sensors can be estimated [60]. Such a map illustrates the overall 
sensitivity of the MEG system used and how well sources are detectable by these sensors. For the 
Magnes®-3600WH MEG system with 248 channels in Fig. 3.2 the sensitivity map is shown for left 
brain hemisphere of one representative subject. The figure illustrates that for most of the superficial 
brain regions MEG provides high sensitivity, while far deep sources (towards the centre of the 
head) are almost invisible. 
 
 
Fig. 3.2: Sensitivity map for the sensor geometry of the 4D-Neuroimaging whole-head 
magnetometer system with 248 channels (Magnes®-3600WH MEG). 
24	 III.	ELECTROPHYSIOLOGICAL	BASIS	OF	MEG	SIGNALS	
____________________________________________________________________________________	
 
(3.4.2) Basics of source modeling 
In order to solve the inverse problem several source modeling techniques have been proposed. 
Equivalent current dipole (ECD) approaches (cf. section 3.3.1) are based on the assumption that the 
measured brain activity can be explained by a small number of dipoles. In case of isolated small 
source regions the ECD model provides a fairly robust model and can even be used with a small 
number of sensors. However, it is one of the few models often resulting in an overdetermined 
problem. If the number of sources is increased the estimation of the non-linear dipole location 
parameter becomes unbearably difficult [65]. 
In contrast, when estimating distributed representations of the underlying neural activity the 
brain volume is discretized into a three-dimensional grid [66]. At each grid point a dipole is placed 
and its amplitude is estimated based on the measured signals 𝐵!. The basic principle of such an 
approach is visualized in Fig. 3.3. The major advantage of using a distributed source model (DSM) 
is that no assumptions about the number of the underlying discrete current elements is necessary 
[45]. Minimum-norm estimate (MNE) [19] and its derivates [18] are well-known representatives of 
this kind of approach and will be explained in more detail below.  
When using beamformer approaches the brain volume is discretized, too. But in contrast to 
DSM approaches, the amplitudes of the point-like sources are estimated at each grid location 
separately [66]. In general, beamformer approaches can be interpreted as adaptive spatial filters, 
which can be applied to MEG signals in both, the time [47] and frequency domain [4]. The DICS 
beamformer approach [4] will be discussed in more detail later. 
 
 
Fig. 3.3: Schematic illustration of estimating distributed representations of neuronal activity. 
(a) The brain volume is modeled by a three-dimensional grid, the lead fields 𝑳, where a current 
dipole is located at each grid location. (b) The goal is to estimate the amplitude of these dipoles 
according to the induced field measured by the sensors 𝑩 = (𝐵!(𝒓!),… ,𝐵!(𝒓!))! (cf. Eq. (3.13)). 
(c) For visualization, the amplitudes of the dipoles are projected color coded to the brain surface 
(modified from [66]). 
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(3.4.3) Minimum-norm estimate 
For solving the inverse problem MNE [19] is widely used. According to section 3.2 neural brain 
activity is represented by the primary-current density 𝑱!. Thus, if 𝑱! can be estimated, the inverse 
problem will be solved. Thereby, the primary current distributions can be considered as elements of 
a function space that contains all square-integrable current distributions, confined to a known set of 
points 𝐺 inside a conductor (which in case of MEG is the brain). In this so-called current space ℱ 
the inverse problem is non-linear. Now, the idea of MNE is to restrict possible solutions 𝑱∗ of the 
inverse problem to a subspace ℱ′ that is spanned by the lead fields (cf. section 3.4.1), i.e., it is 
assumed that a solution only exists at certain grid points of ℱ. Thus, the inverse problem becomes 
linear and  𝑱∗ at the time point 𝑡 can be expressed by a linear combination of the lead fields: 
 𝑱∗(𝑡) = 𝜔!(𝑡) ∙ 𝑳!!!!! = 𝝎𝑻(𝑡) ∙ 𝑳,    (3.18) 
 
where 𝝎(𝒕) = (𝜔!(𝑡),… ,𝜔!(𝑡))!, 𝑳 = (𝑳!,… , 𝑳!)! , 𝑛 is the number of sensors and 𝜔!’s are 
scalars to be determined from the measurement. The goal is now to search for an estimate 𝑱∗ of 𝑱! 
which reproduces the measured signal 𝐵! at time 𝑡, i.e., 𝑳! 𝒓 , 𝑱∗ 𝒓, 𝒕 = 𝐵!(𝑡) =𝑳! 𝑟 , 𝑱! 𝑟, 𝑡 , and which has the smallest amplitude of all estimates. Thus, the MNE source 
localization approach can be formulated as a minimization problem [67]: 
 min 𝑳, 𝑱∗(𝑡) − 𝑩(𝑡) ! ,    (3.19) 
 
where 𝑩(𝑡) = (𝐵!(𝑡),… ,𝐵!(𝑡))!. In practice the number of grid points 𝑛!  used to define ℱ′ is 
much larger that the number of sensors 𝑛 used to measure the signals 𝑩. Therefore, the inverse 
problem is highly underdetermined. When defining 𝚪 as 𝑛×𝑛 matrix with elements Γ!,! = 𝑳! , 𝑳! , 
then the measured signals can be described by 𝑩 = 𝚪 ∙𝝎. To express 𝝎 in Eq. (3.18) by 𝑩 the 
matrix 𝚪 needs to be inverted. As 𝑛! ≫ 𝑛 the inner product matrix might be almost singular and 
produce some very small eigenvalues. Thus, to guarantee numerical stability 𝚪 must be regularized. 
Regularization can be performed by decomposing 𝚪 using singular value decomposition, i.e., 𝚪 = 𝓥 ∙ 𝜦 ∙ 𝓥𝑻 with 𝓥 ∙ 𝓥𝑻 = 𝑰 (with 𝑰 being the identity matrix) and 𝜦 being a diagonal matrix 
containing the eigenvalues 𝜆! > ⋯ > 𝜆! > 0 of 𝚪. After decomposition 𝜦 can be replaced by 𝜦 = 𝑑𝑖𝑎𝑔(𝜆!,… , 𝜆! , 0,… ,0) to obtain a regularized 𝚪 = 𝓥 ∙ 𝜦 ∙ 𝓥𝑻, with 𝑘 < 𝑛. Then, a 
regularized MNE solution for the inverse problem is given by: 
 𝑱∗(𝑡) = (𝚪!𝟏 ∙ 𝑩(𝑡))𝑻 ∙ 𝑳.    (3.20) 
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It should be emphasized that in MNE no assumption about the number or nature of sources is 
needed [45]. The only assumption made is that the source currents are distributed and confined to a 
certain area, e.g., the brain. However, when using the L2-norm (cf. Eq. (3.19)) the MNE procedure 
is biased towards spatially smoothed solutions [66]. Additionally, the L2-norm implicitly assumes a 
Gaussian a priori current distribution [66]. 
Unfortunately, the MNE approach is notorious for totally misplacing actual deep sources onto 
the outer most cortex [18], [46]. However, there exist some MNE based methods, which reduce this 
bias by applying a weighted norm to the MNE solution. One of these methods is explained below. 
 (3.4.4) Dynamic-statistical parametric mapping 
dSPM is a source localization method that combines MEG with structural magnetic resonance 
imaging (MRI) in order to make the inverse problem well proposed [18]. The MNE solution is 
further improved by standardization of the current density estimates by using its expected standard 
deviations, which is hypothesized to be originating exclusively from measured noise 𝜼. If a noise 
term is added to the measurement model given in Eq. (3.17), i.e.: 
 𝑩(𝑡) = 𝑳 ∙ 𝓠(𝑡) + 𝜼,    (3.21) 
 
where 𝓠(𝑡) = 𝑞𝒓𝟏(𝑡),… , 𝑞𝒓𝒏!(𝑡) ! is a vector containing the current dipoles at each grid 
location 𝑟! measured at time point 𝑡, then according to Eq. (3.20) a noise-normalized solution is 
calculated as: 
 𝑱∗!"#$(𝑡) = (𝚪!𝟏∙𝑩(!))𝑻∙𝑳 𝟐𝑳∙𝑪𝜼∙𝑳𝑻 ,    (3.22) 
 
where 𝑪𝜼 = 𝜼(𝒓),𝜼(𝒓) , with 𝒓 = (𝑟!,… , 𝑟!!), is the spatial (sensor) covariance matrix of the 
noise, which e.g., can be estimated from empty room measurements [65]. Note, the power-of-two is 
applied element wise. 
The solutions are normalized with respect to the measurement noise. In other words, at each 
spatial location a statistical parametric map is obtained providing information about the statistical 
reliability of the estimated signal by taken the measurement noise into account [18]. 
Furthermore, the MNE solution is improved by imposing additional constraints to the subspace ℱ′ (cf. section 3.4.3). As already explained, the main cortical generators of MEG signals are 
located in the gray matter perpendicular to the cortical sheet (c.f. Fig. 2.3) [68]. Thus, once the 
exact shape of the cortical surface is known the MEG solution space can be greatly reduced [69]. 
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(3.4.5) Dynamic imaging of coherent sources 
Another approach to solve the inverse problem is beamformer. Similar to the DSM approaches 
the brain volume is discretized into a three-dimensional grid, but in contrast to DSM the amplitude 
of the activation time course at each grid location is estimated independently of all other locations 
(cf. Eq. (3.21)). A basic requirement for this approach is that the activation time courses of all 
sources are uncorrelated [41], [66], which is a strong assumption and not always verified in 
experimental data. Hence, beamformer faces several difficulties when the MEG recordings contain 
signals originating from correlated sources [41]. Main consequences are distortions in time-course 
estimated and reductions in the estimated intensities of sources [70]. 
In brief, the methodological concept of a beamformer can be interpreted as spatial filter [47]. A 
set of coefficients (or weights) 𝒘 = 𝒘𝟏,… ,𝒘𝒏  can be used to filter the data by linearly 
combining the measured signals 𝑩, which enhance activity at grid point location 𝑟!, while 
suppressing interfering activity from other locations [66]. Thus, when neglecting the noise term at 
time 𝑡 the strength of the dipole 𝑞!! at grid location 𝑟! can be estimated according to Eq. (3.21) by: 
 𝑞!!(𝑡) = 𝒘!!𝑻 ∙ 𝑩(𝑡),     (3.23) 
 
where the optimal filter coefficients 𝑤! are estimated according to [66]: 
 𝑤! = 𝑪𝑩!𝟏∙𝑳𝒊𝑳𝒊𝑻∙𝑪𝑩!𝟏∙𝑳𝒊,     (3.24) 
 
where 𝑪𝑩 is the cross-covariance matrix of the measured signals 𝑪𝑩 = 𝔼 𝑩 𝑡 − 𝑩 ∙(𝑩 𝑡 − 𝑩)! , with 𝑩 = 𝔼 𝑩 𝑡 . Due to the use of the cross-covariance matrix interferences are 
suppressed and the approach is adapted to the data [66]. 
If beamformer filtering is applied in time domain the linearly constrained minimum variance 
(LCMV) approach [47] is often used. In contrast to the time domain beamformer approach, Gross 
and colleagues developed a frequency domain based beamformer approach to study cortico-cortical 
interactions by imaging power and coherence within the brain [4]. In this method, referred to as 
DICS, the optimal filter coefficients 𝑤! are estimated based on the cross spectral density matrix 𝑪𝑩(𝒇) at a certain frequency (band) 𝒇 of interest [66] (cf. Eq. 3.24). Thus, activity in a specific 
frequency band can pass the filter, while contributions from all other frequencies are suppressed. 
Applying the estimated filter to the measured signals 𝑩 will give information about oscillatory 
brain activity [71].  
Using the filter coefficients estimated by DICS the noise normalized source power 𝑷(𝒇), which 
gives information about the spatial distribution of power, can be estimated according to [4]: 
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 𝑷(𝒇) = !"(𝒘∙𝑪𝑩(𝒇)∙𝒘𝑻)!"(𝒘∙𝑪𝜼(𝒇)∙𝒘𝑻),    (3.25) 
 
where 𝑡𝑟() expresses the trace of the matrix and 𝑪𝜼(𝒇) is the cross-covariance matrix of noise 
estimated for example from empty room measurements. In event-related measurements 𝑪𝜼(𝒇) and 𝑪𝑩(𝒇) can also be estimated from data segments recorded directly before and after stimulation, 
respectively. In this case, source power results express task-dependent power changes. 
In summary, DICS uses a frequency domain implementation of a spatial filter to study 
oscillatory brain activity and to identify coherent brain regions [4]. The estimation of the spatial 
filter 𝒘 (cf. Eq. (3.24)) crucially depend on the lead fields 𝑳. Therefore, superficial sources are 
overestimated to the disadvantage of deep sources. 
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IV. INDEPENDENT COMPONENT ANALYSIS 
 
(4.1)    Introduction 
A common problem in neuroscience is that measured signals often consist of a superposition of 
different biological sources as well as environmental noise. Mostly not all biological sources are of 
interest, some are undesired artifacts. Therefore, decomposing the measured signals into its 
underlying sources is mandatory prior to further investigation. 
Independent component analysis (ICA) belongs to the class of blind source separation (BSS), 
which are methods for separating data into underlying informal components. The term “blind” 
expresses that these methods aim to separate signal mixtures into underlying source signals even if 
very little is known about the nature of these source signals. The decomposition of the data results 
in either temporally or spatially independent components (often called feature or basis vectors) 
yielding maximally independent time courses or spatial component maps [72]–[77]. These two 
variants are often termed as temporal (tICA) or spatial (sICA) ICA, depending on whether the 
decomposition was performed across time or space, respectively. In Fig. 4.1 both variants of ICA 
are illustrated. 
Regardless which ICA variant is used there are different mathematical models (e.g., linear or 
non-linear) describing the mixing effects at the receiver. Let 𝑿(𝑖) = (𝑥!(𝑖), 𝑥!(𝑖),… , 𝑥!(𝑖))! be the 𝑛-dimensional observed signal mixtures, and 𝑺(𝑖) = (𝑠!(𝑖), 𝑠!(𝑖),… , 𝑠!(𝑖))! the 𝑛-dimensional 
true source signals, where 𝑖 = 1,… ,𝑚 is the time or space index depending on whether tICA or 
sICA is performed. Then the classical linear ICA model can be expressed as the following linear 
relationship: 
 𝑿(𝑖) = 𝑨 ∙ 𝑺(𝑖),      (4.1) 
 
with 𝑨 being the unknown mixing matrix of dimension 𝑛×𝑛. The difficulty in solving Eq. (4.1) 
is that neither the mixing matrix 𝑨, nor the source signals 𝑺 are known. The challenge therefore is 
to find an unmixing matrix 𝑾, such that: 
 𝑺(𝑖) = 𝑾 ∙ 𝑿(𝑖).     (4.2) 
 
In this way ICA transforms an 𝑛-sensor data array into an 𝑛-dimensional component space, 
where the mutual information between the components in 𝑺 is minimized. Thus, elements in 𝑺 are 
maximally independent [78]. Note, to ensure the existence of such a matrix 𝑾, 𝑨 must be of full 
column rank, i.e., 𝑨 is invertible [79]. 
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Fig. 4.1: Illustrative representation of the temporal and spatial mixing process in ICA, 
respectively (modified from [21]). 
tICA: The rows of 𝑺 (cf. Eq. (4.1)) represent the underlying temporally independent source 
signals; the columns of the mixing matrix 𝑨 a corresponding set of image vectors. Those image 
vectors represent the spatial distribution of each source 𝑺 with respect to the sensor geometry used 
to record the signals 𝑿. Thus, each row of 𝑿 is a temporal mixture of the sources in 𝑺. 
sICA: In contrast, when the underlying sources 𝑺 are spatially independent source signals 
(images), each column of 𝑨 represents how these spatial sources temporally vary over space. 
According to this, the measured signals 𝑿𝑻 are image mixtures. Note that each image in 𝑺 as well 
as the image mixtures in 𝑿𝑻 are flattened to a one-dimensional image vector by concatenating its 
rows. 
 
In principle, ICA can be interpreted as a rotation process (cf. Fig 4.2). Finding the unmixing 
matrix 𝑾 is feasible by rotating the columns of 𝑾 around the origin, and evaluating the extracted 
signals 𝑺 at each rotation step. If the signals 𝑺 are statistically independent, the optimal unmixing 
matrix 𝑾 has been found. In practice, there are more efficient methods, but before addressing them 
it is important to consider some ambiguities and required assumptions for ICA applicability. 
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Fig. 4.2: Geometric illustration of ICA. On the left two sources 𝑺 = (𝑠!, 𝑠!) and the 
corresponding transformed sources 𝑿, 𝑿 and 𝑺, and on the right their join distributions (cf. section 
4.3). According to the ICA model (cf. Eq. (4.1)) the source signals 𝑺 are mixed with a random 
mixing matrix 𝑨. Before ICA application the mixed signals 𝑿 are whitened (cf. section 4.4.2). 
Whitening means transforming the signal mixture 𝑿 into a set of uncorrelated signals 𝑿, as well as 
aligning these components according to their variances. After whitening the square defining the 
distribution is clearly a rotated version of the original square. By applying ICA the data 𝑿 are 
rotated until the resulting sources 𝑺 are independent. 
Note using ICA it is only possible to estimate the underlying sources up to a multiplicative sign 
(cf. section 4.2). Therefore, the sinusoidal source in 𝑺 is flipped with respect to the one in 𝑺.  
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(4.2)    Ambiguities of ICA 
Based on the ICA model expressed in Eq. (4.1) there are some limitations for ICA. This 
limitations get obvious when rewriting Eq. (4.1) for one observed signal mixture 𝑥!: 
 𝑥!(𝑖) = 𝑎!,! ∙ 𝑠!(𝑖)!!!! ,     (4.3) 
 
where 𝑎! denoting the j-th column of 𝑨. As both 𝑠! and 𝑎!,!  are unknown, multiplying 𝑠! with 
any scalar can always be cancelled by dividing the corresponding column 𝑎!,! with the same scalar. 
Consequently, source signals 𝑠! can only be estimated up to a multiplicative sign, but even more it 
is not possible to estimate the variance of the source signals [20]. 
Another consequence from 𝑺 and 𝑨 being unknown is that the order of independent components 
(ICs) cannot be determined. The order of the terms in the sum in Eq. (4.3) can be freely changed 
without changing the measured 𝑥!. Consequently, substituting a permutation matrix 𝑷𝝅 and its 
inverse into Eq. (4.1) leads to 𝑿(𝑖) = 𝑨𝑷𝝅!𝟏𝑷𝝅𝑺(𝑖), where 𝑨𝑷𝝅!𝟏 is a new unknown mixing 
matrix and more important 𝑷𝝅𝑺(𝑖) are the original source signals 𝑺(𝑖), but with a different order 
[78]. 
 
(4.3)    Assumptions for ICA 
Statistical independence 
To understand the concept of ICA first the basic requirements for ICA have to be introduced. 
One basic requirement for the application of ICA is that the underlying sources have to be 
statistically independent [80]. Statistical independence can be defined using the probability density 
function (pdf) 𝔭!(𝑥) of a continuous random variable x, which is obtained as the deviation of the 
corresponding cumulative density function (cdf) F!(𝑥) [78]: 𝔭! 𝑥 = !!" F! 𝑥 . Note, a pdf 𝔭! is 
characterized as function 𝔭!: ℝ → [0,∞)  with 𝔭!: 𝑥 ≥ 0, 𝑥 ∈ ℝ, and 𝔭! 𝑥 𝑑𝑥!!! = 1 [81]. 
Now, independence of 𝑛 random variables x!,… , x! with realizations 𝑥!,… , 𝑥! is defined by: 
 𝔭!!,…,!! 𝑥!,… , 𝑥! =  𝔭!!(𝑥!)!!!! ,   (4.4) 
 
where 𝔭!!(𝑥!) is the marginal pdf of x!, and 𝔭!!,…,!! 𝑥!,… , 𝑥!  is the joint pdf of all x!’s, i.e., 𝔭!!,…,!! 𝑥!,… , 𝑥! = !!!!… !!!! F!!,…,!! 𝑥!,… , 𝑥! , with 𝑘 = 1,… 𝑛. In principle, this means 
knowing x! does not offer any information on the values of x!, 𝑘 ≠ 𝑗, and vice versa.  
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However, misleadingly often uncorrelatedness is equalized with independence. Thereby, 
uncorrelatedness of two variables x!, x! is defined above the first central moment of their joint pdf:  
 𝔼 x! ∙ x! = 𝔼 x! ∙ 𝔼 x! ,     (4.5) 
 
whereas independence of two signals implies 
 𝔼 x!𝔦 ∙ x!𝔧 = 𝔼 x!𝔦 ∙ 𝔼 x!𝔧 ,   (4.6) 
 
for all 𝔦, 𝔧 ∈ ℕ [21]. In case of MEG the assumption of independence is not unrealistic as 
different biological signals are from different physical processes and therefore statistically 
independent. 
 
Number of observed signals and underlying sources 
A basic but important requirement about ICA is that there must be at least as many observed 
signals as underlying sources. Although there are some exceptions to this assumption [82], we 
assume it is not harmed. However, in practice the number of observed signals is often larger than 
the number of underlying sources. Consider, for example, MEG measurements with modern MEG 
systems equipped with a few hundred channels. If we assume a few tens of active brain areas to be 
extracted during the measurement, there are still more recorded signals as underlying sources [25]. 
 
Non-gaussian distributed 
To ensure the applicability of ICA the underlying sources must be non-gaussian distributed. 
Consider, for example, two random variables s! and s!, both standard gaussian distributed and an 
orthogonal mixing matrix 𝑨. The resulting x! and x! are uncorrelated, have unit variance and are 
gaussian distributed. The joint density of x! and x! is illustrated in Fig. 4.3. Obviously the density 
is completely symmetric. A rotation would not have any effect on the density of these data, i.e., it is 
not possible to estimate the optimal unmixing matrix 𝑾 by ICA. (If only one underlying source is 
gaussian distributed, the ICA model can still be estimated.) 
 
Stationarity 
Another basic requirement for data to be decomposed using ICA is stationarity [80], [83], [84]. 
Thereby stationarity can be interpreted in two ways: (i) spatial stationarity of a source requires the 
location of the source to be fixed. In MEG subjects are measured in-vivo, i.e., the subjects head 
might move during recordings. In such a case, the location of the sources (active brain areas) will 
change and the mixing process will become non-stationary [25], [84], [85]. (ii) Moreover, the 
dynamics of the underlying source signals must be temporally stationary too, otherwise it is not 
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possible to determine the distribution of the underlying true sources [78], [85], [86], which is a 
mandatory requirement when using a decomposition approach such as Infomax ICA which is based 
on cumulative density function matching (see section 4.5.2). 
In mathematics a stochastic process {x(𝑡!),… , x(𝑡!)}, with 𝑡! being the time index, 𝑖 = 1,… , 𝑛, 
is defined as stationary in the strict (or strong) sense if its joint pdf does not change when shifted 
in time, i.e., 𝔭!!,…,!! 𝑥!,… , 𝑥! = 𝔭!!!!,…,!!!! 𝑥!,… , 𝑥!  for any 𝜗 [78], [87]. Unfortunately, in 
practice many stochastic processes are mildly non-stationary, i.e., their joint pdf varies slowly with 
time. However, on small time segments the processes are often nearly wide-sense (or weak) 
stationary, a weaker form of stationarity. For wide-sense stationarity the mean of a process must be 
constant over time, the variance must be finite and the autocorrelation 𝑟! must be independent of 
time shifts, i.e., 𝔼 x 𝑡 x(𝑡 − 𝜗) = 𝑟!(𝜗) for all 𝑡 [78]. With respect to ICA this means, to perform 
reliable signal separation on short data segments, we have to ensure wide-sense stationarity for the 
data segments to be used. As a rule of thumb, it has been reported that the number of data samples 
should be at least a few times the square of the number of ICs to be estimated [88].  
 
 
Fig. 4.3: Joint density of two uncorrelated gaussian distributed variables x! and x! (modified 
from [20]). The joint density is given by 𝔭!!,!! 𝑥!, 𝑥! = !!! 𝑒𝑥𝑝 (− !!!!!!!! ) and is completely 
symmetric. Due to the symmetry no information about the direction of the columns of the mixing 
matrix 𝑨 is contained in the joint density. More specific, one can show that the joint distribution of 
any orthogonal transformation of two random variables s! and s! which are gaussian distributed 
has exactly the same joint distribution, i.e., x! and x! are already independent. 
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(4.4)    ICA preprocessing steps 
To simplify the complex ICA problem some preprocessing techniques can be applied. In 
general, there are three preprocessing steps: Centering, whitening and dimension reduction (for 
large mixing matrices with only a few sources). In the following these steps will be explained in 
more detail. 
(4.4.1) Centering 
The measured data 𝑿(𝑖) are centered by subtracting the mean vector 𝑿 = 𝔼 𝑿(𝑖) = (𝔼 𝑥!(𝑖) ,… ,𝔼 𝑥!(𝑖) )!, i.e., 𝑿(𝑖) = 𝑿(𝑖) − 𝑿 has zero-mean. With respect to the 
ICA model (cf. Eq. (4.2)) this results in: 𝑺 𝑖 = 𝑾𝑿 𝑖 ⟺ 𝑺 𝑖 −𝑾𝑿 = 𝑾𝑿 𝑖 −𝑾𝑿 ⟺  𝑺 𝑖 −𝑾𝑿 = 𝑾(𝑿(𝑖) − 𝑿)⟺ 𝑺(𝑖) = 𝑾𝑿(𝑖).    (4.7) 
Therefore, after estimating the unmixing matrix 𝑾 using the centered data 𝑿 the underlying 
sources 𝑺 can be estimated by 𝑺(𝑖) = 𝑺(𝑖) +𝑾𝑿. In the interest of simplicity in the following 𝑿 
and 𝑺 denotes the already centered signals. 
(4.4.2) Whitening 
The second preprocessing step is to whiten the centered data 𝑿, i.e., to decorrelation the data 
and make their variance equals unit [83]. The correlation of the data can be measured based on the 
correlation matrix 𝐑𝑿, which is in case of zero mean, i.e., 𝑿 = (0,… ,0)!, identical to the 
covariance matrix 𝑪𝒐𝒗𝑿[78]:  
 𝐑𝑿 = 𝔼 𝑿𝑿! = 𝔼 (𝑿 − 𝑿)(𝑿 − 𝑿)! = 𝑪𝒐𝒗𝑿.    (4.8) 
 
The data are decorrelated if the covariance matrix 𝑪𝒐𝒗𝑿 is equal to the identity matrix, i.e., 𝑪𝒐𝒗𝑿 = 𝑰. To whiten the data is always possible [78]. A commonly used method for whitening is 
eigenvalue decomposition (EVD) of the data covariance matrix (a covariance matrix is symmetric, 
diagonalizable with real eigenvalues and not negative definite, i.e., the eigenvalues are positive). If 𝓚 is a square matrix whose columns 𝑞! , 𝑖 = 1,… , 𝑛 are the eigenvectors of 𝔼 𝑿𝑿𝑻  and 𝜦 is a 
diagonal matrix of the eigenvalues 𝜆! , 𝑖 = 1,… , 𝑛 of 𝔼 𝑿𝑿𝑻  with 𝜆! ≥. . .≥ 𝜆!, then EVD can be 
expressed by [89]: 
 𝔼 𝑿𝑿𝑻 = 𝓚𝚲𝓚𝑻.      (4.9) 
 
Now whitening can be applied by: 
  𝑿 = 𝓚𝚲!𝟏 𝟐𝓚𝑻𝑿,    (4.10) 
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where 𝚲!𝟏 𝟐 = 𝑑𝑖𝑎𝑔(𝜆!!! !,… , 𝜆!!! !). As the eigenvectors have unit length and are mutually 
orthogonal the resulting components 𝑿 are uncorrelated.  
In general, whitening reduces the number of parameters to be estimated in ICA. When 
substituting Eq. (4.1) into Eq. (4.10): 
 𝑿 = 𝓚𝚲!𝟏 𝟐𝓚𝑻𝑿 = 𝓚𝚲!𝟏 𝟐𝓚𝑻𝑨𝑺 = 𝑨𝑺,   (4.11) 
 
the old mixing matrix 𝑨 is transformed into a new one referred as 𝑨. 𝑨 is orthogonal, as can be 
seen from: 𝔼 𝑿𝑿𝑻 = 𝑨𝔼 𝑺𝑺𝑻 𝑨𝑻 = 𝑨𝑰𝑨𝑻 = 𝑨𝑨𝑻 = 𝑰.   (4.12) 
 
As a 𝑛×𝑛-dimensional orthogonal matrix has 𝑛(𝑛 − 1)/2 degrees of freedom, whitening 
simplifies the ICA problem from 𝑛! unknown parameters to 𝑛(𝑛 − 1)/2, i.e., the number is almost 
halved. 
 
(4.4.3) Dimension reduction  
As already mentioned in practice the number of observed signals is often larger than the number 
of underlying sources. Therefore, dimension reduction is often applied prior to ICA [90]. Usually, 
dimension reduction is applied according to the variance of the principal components. Thereby, the 
variance of the 𝑖-th principal component is expressed by its eigenvalue 𝜆!. As the eigenvalues in 𝜦 
are in descending order, the principal components are sorted according to the variance of the data 𝑿 
explained by each component. Therefore, choosing the first 𝑙 components explaining 𝑣% of the 
data variance leads to an appropriate dimension reduction [25]. 
By dimension reduction the ICA problem is further simplified as the dimension 𝑛 of the mixing 
matrix is reduced. Additionally dimension reduction has often an effect of reducing noise. 
Again in the interest of simplicity in the following 𝑿 and 𝑺 denotes the already centered and 
decorrelated signals. 
 
(4.5)    Principles of ICA estimation 
In general, ICA signal decomposition is based on the non-gaussianity of the source signals. 
Non-gaussianity is a key feature where the source signals are different from the measured signals. 
Let 𝑥! be the partial sum of 𝑛 independent distributed signals 𝑠!(𝑖), 𝑠!(𝑖),… , 𝑠!(𝑖) : 
 𝑥!(𝑖) = 𝑠!(𝑖)!!!! .     (4.13) 
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Since for 𝑛 → ∞ the mean of 𝑥! can grow without limitation, we instead consider the 
standardized variable 𝑥!!"#$ [78]: 
 𝑥!!"#$(𝑖) =  !!(𝑖)!!!!!!! ,    (4.14) 
 
with 𝜇!! and 𝜎!! being the mean and standard deviation of 𝑥!. According to the central limit 
theorem (CLT), the distribution of 𝑥!!"#$(𝑖) converges asymptotically for 𝑛 → ∞ to a standard 
gaussian distribution [91]. Note that Eq. (4.13) does not exactly match the linear mixing process 
assumed in ICA (cf. Eq. (4.1)) as the mixed signal 𝑥!(𝑖) is estimated as sum of source signal 𝑠!(𝑖) 
without any coefficient 𝑎!,!. However, in the definition of the CLT there is no restriction on the 
amount of 𝑠!(𝑖) contained in the signal mixture 𝑥!(𝑖). Thus, the above statement of the CLT does 
also apply for the sum with non-zero mixing coefficients 𝑎!,!’s, i.e., when 𝑥!(𝑖) = 𝑎!,! ∙!!!!𝑠!(𝑖) [21]. Even when the number of source signals is not very large, the signal mixture 𝑥!(𝑖) will 
have a more gaussian distribution compared to the true source signal (cf. Fig. 4.4). Therefore, by 
minimizing the gaussianity we will get independent signals. 
 
 
Fig. 4.4: Changes in the distribution of sources due to a randomized linear mixing process 𝑨 
(cf. Eq. (4.1)). On the left independent source signals 𝑺, on the right mixed signals 𝑿; both shown 
with the corresponding distributions. 
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(4.5.1) Measures of non-gaussianity 
As stated above, sources signals 𝑺 can be found by minimizing the gaussianity of the signal 
mixture 𝑿. This implies that we need some quantitative measures of gaussianity, or even more 
measures of non-gaussianity. In the following, two measures will be introduced.  
 
Kurtosis 
A classical and simple quantity for measuring non-gaussianity is the kurtosis. For a variable x 
with zero mean Fishers’s definition of the kurtosis is given as the ratio between the fourth and 
second central moment minus three [21]: 
 
 𝑘𝑢𝑟𝑡 x = 𝔼 !!𝔼 !! ! −  3.    (4.15) 
 
The subtrahend in Eq. (4.15) is used as a normalization factor to ensure the kurtosis of a 
gaussian distributed variable is zero. Variables with a steeper slope in the distribution have a 
positive kurtosis and are called super-gaussian, while variables with a flatter distribution have 
negative kurtosis and are called sub-gaussian. The main advantage of kurtosis is its simplicity in 
both theory and computation. Kurtosis is a linear map, i.e., it is additive as well as homogeneous: 
 𝑘𝑢𝑟𝑡 𝛼x! = 𝛼!𝑘𝑢𝑟𝑡 x! ,          and𝑘𝑢𝑟𝑡 x! + x! = 𝑘𝑢𝑟𝑡 x! + 𝑘𝑢𝑟𝑡 x! ,   (4.16) 
 
where 𝛼 is a scalar and x! and x! are two independent random variables. 
Despite its simplicity, in practice as kurtosis is essentially based on sample averages, it has the 
disadvantage to be sensitive to outliers (The use of the fourth power amplifies the impact of outliers 
even more; cf. Fig. 4.5). Therefore, with respect to robustness other measures are better suited to 
measure non-gaussianity. 
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Fig. 4.5: Two uniform distributed signals and the corresponding histograms. The only 
difference between the signal in (a) and (b) is one outline marked with a red circle. While the 
entropy of both signals is 7.97, the kurtosis is different: -1.18 and 0.74 in (a) and (b), respectively. 
Thus, entropy is a quite robust measure while kurtosis is highly influenced by outliers. 
 
 
Entropy 
Entropy is a measure for the information content or the degree of information observed in a 
given variable x. Due to a fundamental result of information theory for unbounded variables 
entropy can be used as measure of non-gaussianity: “a gaussian variable has the largest entropy 
among all random variables of equal variance” [20] (for proof see [92]). However, if we assume 
that the observed signals x are bounded, the interpretation of entropy slightly changes. In such a 
case “a set of signals with a uniform joint pdf has maximum joint entropy” [21]. 
In general, the discrete Shannon entropy 𝐻(x) of a (univariate) random variable or signal x with 
density 𝔭!(𝑥) is given by [81]: 𝐻 x = − 𝔭!!!!! ∙ 𝑙𝑜𝑔(𝔭!),    (4.17) 
 
where 𝔭! = 𝑃(x = 𝑥!) refers to the probability of x taking a value 𝑥!. 
As already mentioned, in the ICA model a set of 𝑛 signals 𝑥!,… , 𝑥! is observed (cf. Eq. (4.1)). 
The entropy of a set of variables is known as joint entropy. An important note about joint entropy is 
that “a set of signals that have maximum joint entropy are mutually independent” [21]. Therefore, 
maximizing joint entropy leads to the solution of the ICA problem. This approach is known as 
Infomax principle [80] and will be explained in the next section in detail. 
 
(4.5.2) The Infomax principle 
The goal of the Infomax algorithm is to find an unmixing matrix 𝑾 that maximizes the joint 
entropy of the signals 𝑺(𝑖) = 𝑔(𝑺(𝑖)). With 𝑺(𝑖) = 𝑾𝑿(𝑖) (cf. Eq. (4.2)) and 𝑔 is an invertible 
monotonic increasing non-linear function (the so called cost-function) mapping the set of real 
numbers ℝ to the interval [0, 1]. In other words, applying 𝑔 leads to a restricted co-domain for 
signals in 𝑺, i.e., now uniform distributed signals will have maximal entropy (cf. previous section). 
That maximizing the entropy of signals 𝑺 solves the ICA problem is based on the fact that “any 
invertible function of maximum entropy signals (which are therefore mutually independent) yields 
signals that are also mutually independent” [21]. Therefore, as 𝑔 is an invertible function, the 
independent source signals 𝑺 can be found by 𝑺(𝑖) = 𝑔!!(𝑺(𝑖)).  
When maximizing the entropy of 𝑺, it becomes apparent that entropy is maximal if the extracted 
signals have a cumulative density function (cdf) matching 𝑔 (for proof see Appendix A). This 
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means the Infomax principle can be interpreted as cdf-matching (cf. Fig. 4.6). However, usually the 
exact cdf of the underlying sources is unknown. 
In standard Infomax ICA the cdf, i.e., the non-linear cost-function 𝑔, is supposed as sigmoidal 
function as many processes in nature underlie such a distribution [80]: 
 𝑔 𝑥 = !!!!!!.     (4.18) 
 
In general, if the cost-function describes the cdf of the underlying source the Infomax algorithm 
is equivalent to maximum likelihood estimation [20], [21], providing the best fit of the underlying 
sources. 
Now, the optimal unmixing matrix 𝑾 is estimated iteratively using the natural-gradient version 
of the algorithm [84], [93], [94]: 
 𝑺(𝑖) = 𝑾 ∙ 𝑿(𝑖) +  𝑾𝟎,          and𝚫𝑾 = 𝜏 ∙ 𝑰 + 1 − 2 ∙ 𝑔 𝑺(𝑖) ∙ 𝑺(𝑖)𝑻 ∙𝑾.   (4.19) 
 
 
 
Fig. 4.6: Schematic illustration of the Infomax principle, i.e., how a uniform distribution is 
obtained by cdf-matching (modified from [80]). (1) 10000 realizations of a standard normal 
distributed variable 𝒙 are measured to construct a normalized histogram (only 150 signal values 
are shown in (1)). The histogram shown in (2) is approximately the pdf 𝑓𝒙(𝒙) of the signals 𝒙.  
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By applying a non-linear function 𝑔 which matches the cdf of 𝒙 an almost uniform distribution 𝑓𝒔(𝒔) is obtained. This distribution is shown in (4) rotated through 90 degrees. Note the bias weight 𝑾𝟎 is used to center the steepest part of 𝑔 on the peak of the pdf 𝑓𝒙(𝒙). The signals 𝒔 matching this 
distribution are constructed by applying 𝑔 on 𝒙. 150 signal values of 𝑠 are shown in (5).  
In Eq. (4.19) 𝑰 and 𝜏 denote the identity matrix and the learning rate, respectively. 𝑺 denotes the 
intermediate component matrix which is identical to 𝑺 when the learning procedure is finished. 𝑾𝟎 
refers to a bias weight initialized and estimated by 𝑾𝟎 = 𝑰 and 𝚫𝑾𝟎 = 𝑰 ∙ (1 − 2 ∙  𝑔 𝑺(𝑖) ), 
respectively. The effect of the bias weighting is to center the steepest part of the sigmoidal function 
on the peak of the pdf 𝑓𝒙(𝑿) of the input data 𝑿 (cf. Fig. 4.6) [80]. 
For each iteration step the learning rate 𝜏 is reduced resulting in smaller changes in Δ𝑾. These 
changes can be measured by estimating the Euclidean norm of Δ𝑾. If the changes are smaller than 
a predefined threshold the algorithm stops [84]. 
 
(4.6)    Data cleaning using ICA 
Signal restoration, i.e., the cleaning process, is performed by zeroing columns in 𝑾!! (cf. Eq. 
(4.2)) which reflect signal contributions from unwanted (e.g., artifact) sources. This is identical to 
zeroing rows in 𝑺, where the independent components of interest are stored in 𝑺′. The cleaning of 
measured data is performed by back transformation of 𝑺′, which results in a new set of MEG data 𝑿' [95]: 
 𝑿′(𝑖) = 𝑾!𝟏 ∙ 𝑺′(𝑖).     (4.20) 
 
(4.7)    Assumed mixing process for MEG data 
As stated in section 2.4 MEG recordings are performed in a shielded room to prevent from 
environmental noise. However, as many processes in the human body generate magnetic fields (cf. 
section 2.2), recordings using MEG consist of a signal mixture generated by these processes. 
Therefore, MEG recordings usually contain brain activity and field components originating from 
eye blinks/movements (ocular artifacts, OA), heartbeats (cardiac artifacts, CA), muscle activity and 
environmental noise (cf. Fig. 4.7) [25]. As these biological artifacts have a signal strength that may 
be several orders of magnitude larger than the signal of interest [17], the identification and 
elimination of such artifact signals prior to analysis of the MEG signals is desirable. 
It was shown in many publications, e.g., [25], [77], [96]–[98], that the mixing process when 
recording MEG data can be assumed as linear like in the ICA model (cf. Eq. (4.1)). This linear 
mixing process is schematically illustrated in Fig. 4.7. 
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Fig. 4.7: Schematic illustration of the MEG acquisition process. 𝑺 refers to the true source 
signals which interfere with each other through a linear mixing process 𝑨. The resulting signal 
mixtures 𝑿 are measured with a whole head MEG system (cf. Fig. 2.8). 
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V. EXPERIMENTAL SETUP 
The real-time analysis approach was tested using MEG data recorded using the 4D-
Neuroimaging whole-head magnetometer system with 248 channels (Magnes®-3600WH MEG). 
All recordings were performed at the Institute of Neuroscience and Medicine (INM-4), 
Forschungszentrum Jülich GmbH, Jülich, Germany. 
MEG signals from six different right handed subjects (three female; age 30±9.5 years) were 
recorded. During measurements neuromagnetic field changes in response to auditory cued finger 
tapping were recorded (see Fig. 5.1). For auditory stimulation, 50 ms long sinusoidal tones (single 
clicks) of 1000 Hz were presented. A summary of the most important details is listed in Table 5.1. 
Participation in the MEG experiments was in accordance with the local Institutional Committee 
of Human Research. All participants gave their informed consent after explanation of the procedure 
and the purpose of the experiment. 
 
 
Fig. 5.1: Experimental design. Each subject was stimulated by single clicks. Subjects were 
instructed to tap with the finger as soon as they hear a click. Reaction time was recorded by a light 
barrier. 
 
All data were continuously recorded in order to allow for simulation of the real-time acquisition 
process. After recording, all data were bandpass filtered using a phase neutral 6th-order 
Butterworth filter. The frequency range was chosen from 1-45 Hz, excluding the power line 
frequencies at 50 Hz. Note that filtering in real-time was not part of this thesis as it has already 
shown by Rongen and colleagues [15]. 
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The real-time processing was simulated by storing the filtered MEG data into memory, from 
which segments of data were read-out whenever required. How the data were processed in real-
time is explained in the next two chapters. 
 
Table 5.1: Recording-setup 
Sampling rate, bandwidth and details about the experimental setup to record responses to 
auditory cued finger tapping. Different stimuli frequencies were presented in random order. 
sampling rate 1017.25Hz 
bandwidth 0.1-400Hz 
number of presented stimuli 120 
stimulus frequency 1000 Hz 
stimulus duration 50 ms 
stimulus onset asynchrony (SOA) 2.0 ± 0.5 s 
number of data samples (mean) 168098 
experiment duration (mean) 165 s 
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VI. REAL-TIME IMPLEMENTATION: ARTIFACT REJECTION 
After the theoretical background as well as the experimental setup was explained, in this chapter 
a real-time capable artifact rejection method will be introduced. The method (referred to as ocular 
and cardiac artifact rejection for real-time analysis, OCARTA) is based on constrained ICA 
(cICA), where a priori information of the underlying source signals is used to optimize and 
accelerate signal decomposition. For this, prior information is incorporated by using the subject’s 
individual cardiac and ocular activity. The algorithm automatically uses different separation 
strategies depending on the underlying source activity. 
Due to the fast and subject-specific signal decomposition the approach introduced here is 
capable of real-time ocular and cardiac artifact rejection. 
 
(6.1)    Introduction 
In the MEG community a variety of artifact removal methods have been proposed [96], [99]–
[103]. In particular, three different methods are widely used to remove field contributions from 
cardiac or ocular activity: i) When using wavelet filter based methods [101], [103] the 
cardiac/ocular activity is rejected by applying a stationary wavelet transform to the MEG data. 
Wavelet coefficients corresponding to low frequency ranges are typically removed, e.g., 10-20 Hz 
and 1–7 Hz for cardiac and ocular activity, respectively [103], followed by the inverse wavelet 
transform. However, when removing all signals in a specific frequency range, all signals including 
brain responses are also removed. ii) Template matching methods [104], [105] are in general fast 
and simple to implement. The cardiac/ocular activity is rejected by subtracting a reference signal 
which is usually estimated by using the average activity around the R-peak or the average activity 
around the peak of each eye-blink. A common problem in using such a method is that MEG signals 
of brain responses which occur at the same time are likely being distorted by this subtraction [25]. 
iii) ICA is widely used to decompose mixed data into its underlying informal components [79], 
[106]. ICA-based artifact rejection is performed by removing the components related to the 
cardiac/ocular artifact from the set of decomposed signals [96]. However, ICA-based artifact 
rejection is computationally demanding. 
In recent years real-time analysis became a major topic in the MEG community. As BCI have 
been developed to enable novel and promising methods for neuroscience research. It is well known 
that artifact rejection prior to source localization largely enhances the localization accuracy. 
However, many BCI approaches neglect real-time artifact removal due to its time consuming 
process [11]–[14]. In general, the real-time feedback is limited when analyzing neural activity in 
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certain frequency band, e.g., 𝜇 (9-12 Hz) [11], 𝜇 (9-15 Hz) and 𝛽 (18-30 Hz) [13] or 𝛼 (8-13 Hz) 
[14]. 
To my knowledge, Rongen and colleagues were the first to demonstrate real-time MEG source 
analysis including online artifact rejection [15], which was limited to cardiac artifact rejection. In 
this study, data acquisition was performed using the Magnes® 2500 WH MEG system from 4D-
Neuroimaging, which is equipped with 148 magnetometer channels. Real-time cardiac artifact 
rejection was applied based on ICA by using a pre-calculated fixed rejection matrix for signal 
decomposition throughout the experiment. As the measurement conditions usually change over 
time it is not optimal to use a pre-calculated fixed rejection matrix. 
In the following, a novel and fast ICA-based method optimized for real-time cardiac and ocular 
artifact rejection is introduced. In this approach, the ICA algorithm is expanded without losing the 
capability of separating other types of source signals. 
 
(6.2)    Methods 
(6.2.1) Stationarity test 
Often ICA-based signal decomposition is performed on a whole data set at once. In the used 
experiments this would translate to 168098 time samples on average (cf. Table 5.1). In case of real-
time MEG data analysis, much smaller data segments are required. When performing ICA some 
requirements and limitations have to be considered (cf. section 4.3). A basic requirement for data to 
be decomposed using ICA is stationarity [80], [83], [84]. Stationarity is often interpreted in the 
sense that too long data epochs may result in non-stationary signals due to slight movements of the 
sources (i.e., the subject’s head moved). Another possibility is that the brain may change its 
strategy to process different tasks during the measurement. In such cases, the mixing process 
becomes non-stationary. 
On the other hand, there is a minimum amount of data to be used when extracting the 
underlying sources. With regard to short-time data segments the requirement of stationarity refers 
to the existence of a representative distribution of the underlying true source [78]. In other words, 
to perform reliable signal separation on short data segments the amount of data must be long 
enough to reflect the temporal time course of the underlying source by means of its probability 
density distribution. The question to be addressed for real-time applications is: “how small can 
these samples be while at the same time fulfilling the stationarity requirement?” As a rule of thumb 
it has been reported that the number of data samples should be at least a few times the square of the 
number of ICs to be estimated [88]. However, for real-time applications we used a much stricter 
criterion to estimate the optimal sample length. The well-known Augmented Dickey-Fuller (ADF) 
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test [107] was used to test for stationarity in the MEG data before real-time artifact reduction was 
applied. 
In order to test for the minimal size of MEG data segments prior to ICA decomposition the ADF 
test was applied multiple time across different data segments by means of a Jackknife test [108]. 
The Jackknife test was used to estimate the bias of the applied ADF test. For this, the recorded data 
(i.e., the whole MEG measurement) were segmented into 𝔪 small data segments with 50% overlap. 
On each segment the ADF test was applied separately, which resulted in 𝔪 significance 
values 𝑝! , 𝑖 = 1,… ,𝔪. Bias is then given by 
 𝑏𝑖𝑎𝑠 = 𝔪 − 1 ∙ 𝑝 − 𝑝 ,     (6.1) 
 
where 𝑝 is the significance value of the ADF test performed on the full MEG data set and 𝑝 
being the mean over the 𝔪 estimated significance values 𝑝! , 𝑖 = 1,… ,𝔪. If the bias is close to zero 
and the maximal 𝑝! is lower than the significance level of 1%, stationarity of the tested MEG 
signals is assumed. 
 
Results of stationarity test 
The ADF Jackknife test was performed using a sliding window with a window width ranging 
from 9 to 13 seconds and 50% overlap (Table 6.1). The results indicate that the minimal segment 
size must be 10 seconds or more in order to fulfill the stationarity request. 
This may change for other MEG systems. In [25] we showed that for MEG data recorded using 
the VSM MedTech Inc. whole-head axial gradiometer system with 275 channels (CTF MEGTM) 
and with the Elekta Neuromag whole-head system with 306 channels (Elekta Neuromag® 
TRIUXTM), 12 seconds of data are needed to fulfill the stationarity request. To be consistent with 
these results (and to guarantee that the algorithm can be applied to data recorded at other MEG 
systems), in the following segments of 12 seconds of recordings are used. The 12 seconds of data 
can be extracted from resting state activity recorded before the actual experiment starts (cf. Fig. 
6.1). 
 
Table 6.1: Results stationarity test 
Stationarity test in MEG signals of two different recordings. Small 𝑝! and small bias values 
indicate stationarity in the given data segment. At a data length of 10 s all 𝑝! and bias value are 
sufficiently small. 
Time 9 s 10 s 11 s 12 s 13 s 
max(𝒑𝒊)/bias 0.990/0.71 0.009/0.00 0.009/0.00 0.009/0.00 0.009/0.00 
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(6.2.1) Workflow of data cleaning in real-time 
With respect to real-time analysis, the goal is to optimize ICA for speed without loss of the 
signal separation accuracy. Thus a cICA approach [22], [24], [109] was used where prior 
knowledge of the underlying expected signal is incorporated in the internal cost-function to 
perform optimal signal decomposition. However, before explaining the cICA approach in more 
detail, a general framework to perform data cleaning in real-time will be introduced. 
As showed above a minimum of 12 seconds of recordings (using for example resting state 
activity at the very beginning of an experiment) is required before the actual experiment starts. 
Thereafter, estimating a demixing matrix 𝑾𝒊 and identification of ICs referring to artifacts is 
performed in parallel to the data cleaning (Fig. 6.1). In general, demixing matrices are estimated for 
segments separately, i.e., whenever the estimation of 𝑾𝒊 is completed, the next demixing matrix 𝑾(𝒊!𝟏) is estimated on basis of the last 12 seconds (Fig. 6.1). During the estimation of 𝑾(𝒊!𝟏), 𝑾𝒊 
is used for data decomposition. 
 
 
Fig. 6.1: Schematic illustration of the OCARTA data processing structure. 
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In OCARTA, three key issues were taken into account: (a) Cost-functions optimal for the 
individual cardiac and ocular activity are used. Since these cost-functions differ significantly the 
signal decomposition using both cost-functions must run in parallel. (b) Methods capable of 
automatically identifying ICs related to cardiac or ocular activity are necessary. (c) We have to 
keep in mind that in contrast to cardiac activity, ocular activity does not appear frequently and 
therefore may not occur in the data segment to be processed. 
All points (a-c) are addressed in the following sections. For illustration Fig. 6.1 provides an 
overview of the workflow used in OCARTA. 
 
Estimation of the unmixing matrix and identification of artifact related ICs 
(a) Signal decomposition optimized for the subjects’ individual activity 
In order to achieve optimal signal decomposition for both cardiac and ocular activity as well as 
other biological activities, instead of using only one cost-function (cf. Eq. (4.19)) three cost-
functions are implemented; one for cardiac, one for ocular and another one for other types of 
activity. The idea of using more than one cost-function is based on the concept of Extended 
Infomax [83], where two different cost-functions are used; one for super- and one for sub-gaussian 
signals. 
When using the natural-gradient version of Infomax (cf. Eq. (4.19)), the decomposition 
crucially depends on the non-linear cost-function 𝑔 used, which is the sigmoidal function in the 
original Infomax implementation (cf. section 4.5.2) [80]. In general, when using the cdf of an 
underlying source signal as the demixing cost-function, signal decomposition will be optimal with 
respect to this source signal. As the individual electrocardiogram (ECG) and electrooculogram 
(EOG) are recorded in synchrony with the MEG signals, these signals can be used as reference to 
estimate optimal cost-functions 𝑔!  and 𝑔! with respect to cardiac and ocular artifacts, respectively. 
To determine 𝑔!  and 𝑔! the sigmoidal function is modified and fitted to the cdf of the subject’s 
cardiac and ocular signal, respectively: 
 𝑔(𝑠!) = 1/(1 + 𝑎! ∙ 𝑒!!!∙!!),    (6.2) 
 
where 𝑠! denotes the k-th intermediate component which is identical to 𝑠! when the learning 
procedure is finished. In Eq. (6.2), 𝑎! changes the 𝑦-intersect of the exponential function and 𝑎! 
the steepness of the exponential function. Both parameters are fitted and optimized with respect to 
the minimum square error. 
Additionally, the sigmoidal function 𝑔 (cf. Eq. (4.19)) is used for the other types of source 
activity, as it is known to separate for many types of biological activity [80]. In Fig. 6.1a all three 
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cost-functions are illustrated. They are all integrated into the OCARTA algorithm using one 
learning rule for estimating the demixing matrix 𝑾𝒊 (cf. Eq. (4.19)): 
 
∆𝑾𝒊(𝑘, ∶) =  𝜏 𝐼 + 1 − 2 ∙ 𝑔!(𝑠!) 𝑠!! ∙𝑾𝒊(𝑘, ∶), for cardiac activity𝜏 𝐼 + 1 − 2 ∙ 𝑔!(𝑠!) 𝑠!! ∙𝑾𝒊(𝑘, ∶), for ocular activity𝜏 𝐼 + 1 − 2 ∙ 𝑔(𝑠!) 𝑠!! ∙𝑾𝒊(𝑘, ∶),     else                            .  (6.3) 
 
The learning rule in Eq. (6.3) is applied separately to each column k of the matrix 𝑾𝒊. For this, 
it is mandatory to identify columns that are related to cardiac or ocular activity.  
As mentioned above, 𝑾(𝒊!𝟏) serves as the initial matrix to estimate the current demixing 
matrix 𝑾𝒊 (cf. Fig. 6.1). As the data segments used to estimate both 𝑾(𝒊!𝟏) and 𝑾𝒊 overlap within 
a range, the underlying dynamic of the underlying sources is expected to be the same. Therefore, 
the columns which represent cardiac activity in 𝑾(𝒊!𝟏) must also represent cardiac activity when 
estimating 𝑾𝒊, i.e., the respective cost-function for cardiac activity must be applied to these 
columns. For ocular activity this applies accordingly. Note, when estimating 𝑾𝟏 the prior 
knowledge about the content of the columns is missing. Therefore, the sigmoidal function 𝑔 is 
applied to all columns. 
When performing temporal ICA in the columns of the inverse demixing matrix 𝑾𝒊!𝟏 spatial 
information is stored by means of a projection of the field distribution onto the sensor system for 
this particular source. It has been shown, that in the case of ocular activity, such field maps show a 
dipolar field pattern in the region of the frontal sensors [96], [110]–[112] (Fig. 6.1a). In this way, 
prior information about the spatial dynamic of ocular artifact sources can be added in the ICA 
decomposition [77]. In order to construct a template field map T of ocular activity for each subject, 
we used the 12 seconds of recording at the beginning of each measurement as training data set. To 
ensure a meaningful T it is required that at best a few, but at least one eye-blink must occur in this 
training data set. 
During the demixing process the column 𝑤! of 𝑾𝒊!𝟏 which correlates best with the field map 𝑇 
is updated according to [77]: 
 𝑤! = 𝑐 ∙ 𝑤! + (1 − 𝑐) ∙ 𝑇,    (6.4) 
 
where 𝑤! refers to the updated column of 𝑾𝒊!𝟏 and 𝑐 is a confidence parameter ranging from 0 
to 1. The confidence parameter 𝑐 in Eq. (6.4) indicates the percentage of weighting of the template 
map 𝑇. To ensure optimal ocular artifact rejection, stronger weightings of 𝑇 are preferable if 𝑇 and 
the projection of 𝑤! are different. In contrast if 𝑇 and the projection of 𝑤! resemble, the weighting 
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should be small. Therefore, 𝑐 is set automatically by using the absolute Pearson’s linear correlation 
value 𝑐 = 𝓅(𝑤! ,𝑇) . where ∙  indicates the absolute value.  
 
(b) Automatic identification of artifact ICs 
Automatic identification of ICs related to cardiac activity is performed using cross trial phase 
statistics (CTPS). CTPS is based on statistical tests of phase-locked activity with reference to a 
given event in phase space across multiple trials [96], [113]. With respect to the identification of 
cardiac activity, all ICs are first transformed into phase space (e.g., using the Hilbert transformation 
[114]) using the frequency band of the QRS complex (10-20 Hz). To identify periodic events using 
CTPS analysis the phase signal is split into windows of 600 ms duration, centered on the latency of 
the R-peak from the QRS complex. For each point in time cross-trial phase distributions are tested 
against a uniform distribution and will disclose cardiac activity when the phase signals cluster 
around the time of the R-peak. In systems without any cardiac activity no phase clustering will be 
observed. In this case, all phase values are more or less uniform distributed. A more detailed 
description of the CTPS is given in Appendix B. 
Ocular artifacts are automatically identified by taking both the temporal and spatial dynamic of 
the IC under investigation into account. With respect to temporal correlation 𝜌!"#$(𝐶! ,𝐸𝑂𝐺) the 
Pearson’s linear correlation is estimated between each IC 𝑠! , 𝑖 = 1,… , 𝑛, and the EOG signal 𝐸𝑂𝐺. 
The acquired EOG signal may be contaminated with some drifts, whereas the decomposed MEG 
signals usually have larger power in the frequency range above 20 Hz as compared to EOG. 
Therefore, for correlation analysis, all data were bandpass filtered to the range of 1-20 Hz [96]. 
Since columns of the demixing matrix 𝑾𝒊!𝟏 contain the spatial information, the comparison 
with respect to spatial dynamic is performed by estimating the Pearson’s linear correlation 𝓅!"#$%#&(𝑤! ,𝑇) between the template 𝑇 and the field maps as extracted by ICA (cf. Eq. (4.19)).  
To ensure robust classification of ocular artifact components a single threshold combining both 
the temporal and spatial correlation measures is used: 
 𝓅!"#$(𝐶! , 𝐸𝑂𝐺) +  𝓅!"#$%#&(𝑤! ,𝑇) ≥ 𝑐𝑜𝑟𝑟!",   (6.5) 
 
where 𝑖 = 1,… . , 𝑛 correspond to the index number of ICs. Here, the threshold 𝑐𝑜𝑟𝑟!" was set 
to 0.8. 
 
Cleaning process 
(c) Identification of eye-blinks 
OA do not appear frequently, therefore, the detection of eye blinks at the very beginning of it 
occurrence is necessary for real-time OA rejection. In OCARTA, the eye blink detection is based 
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on the EOG-signal, which is recorded in synchrony with the MEG signals. First a bandpass filter 
ranging from 1-5 Hz is applied to extract the relevant signal from the EOG acquisition due to eye 
blinks. In order to be sensitive for signal changes due to eye blinks, the Teager-Kaiser-Energy-
Operator 𝑡𝑘𝑒𝑜 [115] is applied on time point 𝑡 of the filtered data 𝐸𝑂𝐺: 
 𝑡𝑘𝑒𝑜 𝑡 = 𝐸𝑂𝐺! 𝑡 − 𝐸𝑂𝐺 𝑡 + 1 ∙ 𝐸𝑂𝐺 𝑡 − 1 .   (6.6) 
 
By taking the absolute value 𝑡𝑘𝑒𝑜!"#  rapid signal changes will show up as peaks in the tkeo 
filtered signal, while small signal variation will be close to 0.  
The eye blink detection is performed by means of peak detection of the 𝑡𝑘𝑒𝑜!"# filtered signal. 
For this, a threshold value 𝜀 is chosen to match the 80% quantile of the 𝑡𝑘𝑒𝑜!"# filtered EOG 
training data set 𝐸𝑂𝐺!"#$. Here, the first 12 seconds of recording of each measurement are used to 
determine the threshold value 𝓉. Note that one requirement is that at least one eye-blink must occur 
in the training data set. All time points with an 𝐸𝑂𝐺!"#$ value above 𝓉 are marked as OA. In Fig. 
6.1c, the peak-detection process is schematically illustrated.  
 
(d) Remove ICs related to artifacts 
The cleaning process (right side Fig. 6.1) consists of three steps: 1) transforming the MEG 
signals into the ICA-space (cf. Eq. (4.19)), 2) zeroing ICs related to cardiac or ocular activity, and 
3) back-transforming the signal from the ICA- to the MEG-space (cf. Eq. (4.20)). Mathematically, 
these transformations are two matrix–matrix multiplications, or rather two matrix–vector 
multiplications since these multiplications can be applied separately on the data recovered at each 
point in time.  
Note that, as ocular artifacts do not appear frequently (in contrast to cardiac artifacts), signal 
related to ocular artifacts should only be removed when ocular activity is detected (cf. previous 
section). For illustration, in Fig. 6.1d these parts are labeled red. 
 
(6.2.2) Quality measures for artifact removal 
In order to evaluate the ocular and cardiac artifact rejection results obtained by OCARTA across 
different subjects and MEG systems the rejection performance measure as introduced in [96] is 
used. The rejection performance value 𝑅! is given by: 
 𝑅! = 𝕣 𝑿!𝑿′𝕣 𝑿     𝑤𝑖𝑡ℎ   𝕣(𝑿) = !! ∙ !! 𝑥!(𝑡) !!!!!! ,  (6.7) 
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where 𝕣 expresses the average root mean square (rms) value across the 𝑛 channels of the MEG 
recordings. The signal 𝑥! here is the cross trial averaged signal of the 𝑖-th sensor. Thus, 𝕣 𝑿 =𝕣 (𝑥!,… , 𝑥!)!  expresses the mean rms value before the artifact rejection and 𝕣(𝑿 − 𝑿′) 
represents the mean rms value of the difference signal between the signal before (𝑿) and after (𝑿’) 
the ICA artifact rejection, respectively. The averaging was performed for each channel using time 
windows centered on the event of interest. With respect to the R-peaks (cardiac artifacts) and the 
eye-blinks (ocular artifacts) the time window length was ∆𝑡 = 500 ms and ∆𝑡 = 1000 ms, 
respectively. Additionally, the 𝑅! value was estimated with respect to the stimulus and response 
onset in order to evaluate if the signal of interest is preserved. For this, a time window of ∆𝑡 = 500 
ms was used, from 100 ms before to 400 ms after the stimulus onset and from 400 ms before to 100 
ms after the response onset. Note, 𝑅! values close to 1 indicate that the signal after artifact 
rejection has changed in amplitude within the given time window, while 𝑅! values close to 0 
indicate that the signal stayed unaffected. 
Since the rejection performance value 𝑅! as introduced by Dammers and colleagues [96] is 
sensitive to changes in signal amplitude only, additionally a second metric that is sensitive to 
changes in the frequency domain is used. This metric was introduced by [101] and measures 
correlation in the frequency domain: 
 
𝑓! = !.!∙ !!∗(!)∙!!!(!)!!!(!)∙!!!∗(!)!!!!!!!!(!)∙!!∗(!)!!!!!! ∙ !!!(!)!!!!!! ∙!!!∗(!)!!!!  ,    (6.8) 
 
where 𝜔1 and 𝜔2 are the bounds of the frequency window (in our case 1 and 45 Hz), 𝑥! and 𝑥!! 
are the Fourier coefficients of 𝑥! and 𝑥!!, and 𝑥!∗ and 𝑥!!∗ are the complex conjugations of 𝑥! and 𝑥!!. 𝑓! equals 1 if the frequency content of the signal after OCARTA application is unaffected, while 𝑓! → 0 tends to a complete loss of the frequency content. 
	
(6.3)    Results 
The real-time cardiac and ocular cleaning process using OCARTA was simulated and tested in 
six MEG data sets recorded with the 4D-Neuroimaging MEG system. The data contain field 
responses to an auditory cued finger tapping experiment (cf. chapter 5). 
The optimal cost-functions for OCARTA was estimated by fitting the cdf of the individual ECG 
and EOG signal according to Eq. (6.2). This leads to 95% confidence intervals for 𝑎! of [1.9, 3.6] 
and [0.8, 4.5] for 𝑔!  and 𝑔!, respectively. Analogous the 95% confidence intervals for 𝑎! are 
[14.8, 25.7] and [3.9, 9.0]. 
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Fig. 6.2: MEG signals averaged with respect to the R-peak of ECG before (red) and after the 
PCA, Infomax, Extended Infomax FastICA and OCARTA (black) cleaning process, respectively. 
The reference signal is superimposed in blue (in arbitrary scaling). 
Prior to ICA signal decomposition, the dimension of the input data was reduced using PCA with 
the number of components explaining 96% of data variance. This on average yields to 34 
components. 
 
To compare OCARTA with principal component analysis (PCA) [116], Infomax [80], Extended 
Infomax [83] and FastICA (using tanh as cost-function) [20], real-time cleaning was performed on 
a MEG data set as explained (cf. Fig. 6.1). PCA, Infomax, Extended Infomax, FastICA and 
CARTA was used to estimate the unmixing matrices 𝑾𝒊, 𝑖 = 0,… , 𝑛 (cf. right side Fig. 6.1). Fig. 
6.2 illustrates MEG signals of one data segment (12 s) averaged with respect to the R-peak of ECG 
before (red) and after (black) the PCA, Infomax, Extended Infomax, FastICA and OCARTA 
cleaning process, respectively. In case when PCA was used, cardiac artifacts were not sufficiently 
suppressed (𝑅! = 44%). In contrast, when using OCARTA with only one iteration in the cICA part 
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all cardiac artifacts were sufficiently removed (𝑅! = 93%). Infomax ICA performing only one 
iteration (as in OCARTA) yields to a 𝑅! value of 68%. To achieve 𝑅! value results in the range of 
OCARTA seven iterations are necessary. Using Extended Infomax we achieved results comparable 
to Infomax with 𝑅! values of 71% and 91% for one and seven iterations, respectively. For 
FastICA, 𝑅! values of 54% and 88% are obtained for one and ten iterations, respectively.  
 
Table 6.2: Performance results using OCARTA 
Performance values of OCARTA. All measures were performed on an Intel Core i5-2410M, 2.3 
GHz, 6 GB RAM. The number of iterations refers to the calculation of both demixing matrices 𝑾𝟏 
(where the identity matrix was chosen as initial matrix) and 𝑾𝒊, 𝑖 = 2,… , 𝑛, with 𝑛 being the 
number of different segments, where the previous demixing matrix is used to serve as the initial 
matrix. Note, estimating the first demixing matrix 𝑾! using only the sigmoidal function as cost-
function is not included in this statistic concerning the computation time. 
computation time for 𝑾𝒊 
(in milliseconds) 
mean 1079 
range(min, max) (452, 1325) 
number of iterations  1 
artifact removal duration 
(in milliseconds) 
 0.32 
number of ICs related to 
CAs 
mean 2.01 
range(min, max) (1, 3) 
number of ICs related to 
OAs 
mean 1.29 
range(min, max) (1, 3) 
𝑹𝒑 (in %) mean around R-peak 90.3 mean around eye-blink 81.4 
mean around stimulus onset 21.4 
mean around response onset 22.5 
𝒇𝑪 (in %) 
mean around R-peak 72.3 
mean around eye-blink 75.0 
mean around stimulus onset 97.9 
mean around response onset 97.8 
 
The computation time for estimating the demixing matrices, including the identification of ICs 
related to cardiac and ocular activity (cf. left side Fig. 6.1) using 12 seconds of data, was found to 
take 1.1 seconds on average (on an Intel Core i5-2410M, 2.3 GHz, 6 GB RAM) (Table 6.2). Note 
that computing 𝑾! is not included in the mean computation time, as in order to estimate 𝑊! 21 
iterations are performed (estimating 𝑾𝒊, 𝑖 = 2,… , 𝑛 needs only one iteration) which take 2.1 
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seconds on average. The cleaning process (cf. right side Fig. 6.1) was measured online for each 
data segment and lasted less than 1 millisecond. 
In all measurements, 1-3 components were identified as being attributed to cardiac and ocular 
activity, respectively. While the average number of components related to cardiac activity was 
found to be 2.0, the average number for ocular activity was 1.3 (Table 6.2). 
Changes in the time and frequency domain were detected by estimating the rejection 
performance value 𝑅! and the frequency correlation 𝑓!. Both were calculated on the MEG signals 
averaged with respect to: i) the onsets of R-peaks (cardiac activity), ii) eye-blinks (ocular activity), 
iii) stimulus onsets (signal of interest) and iv) response onset (signal of interest).  
 
 
 
Fig. 6.3: MEG signals of a representative subject. Signals before (red) and after (black) 
OCARTA application are shown on the left side. On the right side the difference between these 
signals is shown. a) MEG signals averaged with respect to the R-peak of the individual ECG 
signal, b) averaged with respect to the onset to eye-blinks and in c) and d) show averages with 
onset to the stimulus and response, respectively. ECG, EOG and the stimulus/response onset are 
superimposed in blue (arbitrary scaling). 
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With respect to cardiac activity the mean 𝑅! values were found to be 90%. For ocular activity 
the 𝑅! values were lower, on average 81%. In both cases the 𝑅! values indicate that the amplitudes 
of the cardiac and ocular artifacts are sufficiently suppressed. With respect to the signal of interest, 
the mean 𝑅! value was found to be 21 and 23% on average for stimulus and response onset, 
respectively (cf. Table 6.2). 
In the frequency domain mean 𝑓! values across measurements of 72% for cardiac activity, as 
well as 75% for ocular activity were found. More importantly, for the stimulus onset based 
averages, the mean 𝑓! values were found to be 98% for both stimulus and response onset. This 
indicates that the frequency content of the signal of interest is preserved. 
By showing MEG signals before and after OCARTA application (left side Fig. 6.3) as well as 
the difference plot of both (right side Fig. 6.3), sufficient removal of cardiac and ocular artifacts is 
illustrated. This is also indicated by the corresponding rejection performance measures with 𝑅! =  
91% and 𝑓! = 70% for cardiac activity, as well as 𝑅! =  86% and 𝑓! = 73% for ocular activity. The 
difference plots in Fig. 6.3c and d illustrates that most of the signal of interest is retained, verified 
by the performance values of 𝑅! =  22 and 20% as well as 𝑓! = 97 and 97%, respectively. 
 
 
Fig. 6.4: Single trial with strong cardiac activity at the time of the auditory response. MEG 
signal and source localization of the auditory N100m signal were shown before (a) and after (b) 
artifact rejection using OCARTA. The data shows strong CA within a time range of 80 to 120 ms 
after tone onset (ECG signal is shown in red). The source activity is shown for the slice of 
maximum activity after the application of OCARTA at the time of the N100m peak (green line at 
100 ms). 
Comparing source localization before and after the cleaning process reveals, that CA is 
effectively removed (yellow circles) and the source of interest appears at the expected location (red 
circles). 
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In order to assess the effect of the OCARTA cleaning process with respect to source 
localization, dSPM source localization (cf. section 3.4.4) was applied to MEG signals of a single 
trial, where strong cardiac activity arose during auditory stimulation. The trial was selected by 
visual inspection. dSPM was applied at the peak latency of the N100m response (~100 ms after 
stimulus onset) before and after artifact rejection. In Fig. 6.4, results from source localization are 
shown at the maximum activity of the N100m after OCARTA artifact rejection. The activity is 
located in the auditory cortex after artifacts have been successfully rejected. 
 
 (6.4)    Discussion 
A novel approach for automatic cardiac and ocular artifact reduction in real-time for MEG data 
analysis was introduced. The new OCARTA algorithm is based on a cICA approach [22], [24], 
[25], [77], where a-priori information in the form of source-specific cost-functions is added. 
Decomposition and the identification of ocular and cardiac activity are performed at the same time. 
Moreover, the algorithm allows the separation of other types of source signals as well. Therefore, 
three different cost-functions are implemented: one for cardiac, one for ocular and one for other 
biological activity. The subject’s individual cumulative density functions of the cardiac and the 
ocular activity serves as the internal cost-function for cardiac and ocular sources, respectively. For 
other biological sources the sigmoidal function is used, which is known to separate for many types 
of biological sources [80]. As a result, the signal decomposition is performed fast and optimally 
with respect to the subject’s individual cardiac and ocular activity. 
In the literature one can find a variety of different ICA and cICA approaches. Most of them are 
designed to decompose a diversity of different non-gaussian source signals using, for example, the 
sigmoidal (Infomax) or the tanh function (FastICA) as the nonlinear cost-function. With regard to 
the quality of the signal decomposition the cost-function used in these ICA routines can only been 
considered as a good compromise to decompose different types of non-gaussian source signals. 
Optimal signal separation is performed when the cost-function used matches best the cdf of the 
source to be extracted [21]. This strategy has been used and implemented in OCARTA. 
The advantage of using a third cost-function in OCARTA is that besides ocular and cardiac 
artifacts, other types of source signals can be separated (with the assumption that the sigmoidal 
function reflects the cdf of such sources). When using a method to automatically identify the 
components related to the signal-of-interest (i.e., the brain response) the SNR can be largely 
enhanced by simply back-transforming these components to the MEG signal space [113]. However, 
there is a variety of methods for identifying artificial signal [96], [100], [112], [117]–[119], but 
only a few methods for the automatic components related to signal-of-interest [113], [120]–[123]. 
As all methods are designed to be optimal for extracting the signal-of-interest in the present 
experiment, none of these methods is generally applicable. However, if performing an experiment 
VI.	REAL-TIME	IMPLEMENTATION:	ARTIFACT	REJECTION				 59	
___________________________________________________________________________________	
 
similar to the one presented in [113], [120]–[123], I suggest to combine OCARTA with the 
corresponding methods to improve the signal quality and thus reveal more focal source 
localization. 
In addition to the strategy that optimizes the ICA cost-functions, prior knowledge was 
incorporated by means of an initial demixing matrix 𝑾𝒊!𝟏 that speeds-up the decomposition 
process during the estimation of the demixing matrix 𝑾𝒊 of the current data segment. Since the 
data segments do overlap (on average within a time range of 11 seconds), the dynamics of the 
underlying sources in two overlapping data segments are expected to resemble, which is supported 
by the fact that only one iteration is needed to achieve optimal signal separation. 
Finally, prior knowledge was added by integrating spatial information about ocular activity in 
the columns of the inverse demixing matrix 𝑾𝒊!𝟏. Thus optimal signal separation with respect to 
ocular activity is achieved even if very little ocular activity exists in the data segment currently 
processed. 
OCARTA was tested on MEG signals from six different subjects, where the data were recorded 
with the 4D-Neuroimaging MEG systems at the Institute of Neuroscience and Medicine (INM-4), 
Forschungszentrum Jülich, Germany (cf. chapter V. Experimental setup). For all measurements it 
was showed that both cardiac and ocular artifacts were sufficiently removed while keeping the 
signal of interest unchanged (cf. Fig. 6.3). Moreover, this is supported by the quality measures 
used: i) the rejection performance value 𝑅! [25], [96] which is sensitive to changes on the signal 
amplitude, and ii) the frequency correlation 𝑓! [101], which picks-up changes in the frequency 
domain.  
The findings with respect to the mean 𝑅! values around the R-peak (90%) are in line with the 
results reported in [25] (94%) as well as the ones reported in [96] (91%). Furthermore, in [96] the 
authors reported a mean 𝑅! value of 82.7% using an off-line ocular artifact rejection method, 
which compares very well to our results (81%). The analysis in the frequency domain showed that 
signal around the stimulus and response onset was changed marginally using OCARTA (mean 𝑓! 
values were 98%, respectively). 
When comparing source localization before and after OCARTA application, it was found that 
the location is strongly affected by cardiac and ocular artifacts (cf. Fig. 6.4). Hence, for achieving 
meaningful results, artifact rejection is mandatory prior to source localization. 
Real-time capability is achieved by performing data cleaning in parallel to estimating a new 
demixing matrix (cf. Fig 6.1). Since the cleaning process based on the design chosen here consists 
of only two matrix-vector multiplications for each measured point in time, the cleaning procedure 
is performed with a time delay of 1 ms. In summary, the OCARTA algorithm offers effective real-
time ocular and artifact rejection, even when performed on a standard PC (Intel Core i5-2410M). 
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The results presented in this chapter are based on two publications [25], [26]. In these 
publications the algorithm has also been applied to MEG data recorded by two other commercial 
and widely used MEG systems: 1) a VSM MedTech Inc. whole-head axial gradiometer system 
with 275 channels (CTF MEGTM) and 2) an Elektra Neuromag whole-head system with 306 
channels, consisting of 102 magnetometers and 204 planar gradiometers (Elekta Neuromag® 
TRIUXTM). The recordings with these systems were performed at the Lurie Family Foundations´ 
MEG Imaging Center of the Department of Radiology, Philadelphia, USA. As there are some slight 
changes to be done when applying the OCARTA algorithm to data recorded by these systems, if 
required I refer to the following publication [25], [26]. 
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VII. REAL-TIME IMPLEMENTATION: SOURCE LOCALIZATION 
In the previous chapter real-time artifact rejection has been discussed. One important finding 
was that source localization results are strongly affected by cardiac and ocular artifacts (cf. Fig. 
6.4). Note that the source localization results presented in chapter 6 were estimated offline after 
real-time artifact rejection. 
The aim of this thesis is to perform artifact rejection followed by online source localization. 
This chapter therefore is focused on performing source localization. 
 
(7.1)    Introduction 
The strength of MEG compared to other neuro-imaging techniques is the combination of both 
high temporal and adequate spatial resolution. Considering real-time analysis in combination with 
neurofeedback a variety of novel applications in the field of diagnostic and therapy in neurology 
and psychiatry is offered. Depending on the individual subjects’/patient’s brain response a direct 
feedback (i.e., stimulation) to the ongoing activity can be used to interactively investigate how the 
brain reacts or processes the given task. Brain activity might also change during an experiment due 
to the lack of concentration or interest. Providing results in real-time would help to react or 
interfere immediately on such events, e.g., by having a break [2]. More importantly, these results 
can be used for neurofeedback stimulation utilizing BCI. 
To deal with the inverse problem in MEG several different source modeling techniques coexist 
(cf. section 3.4.2), all with some advantages and disadvantages. Right now, only a few real-time 
analysis packages exist that can be used for MEG analysis. For example, Sudre and colleagues [14] 
developed a real-time capable software interface for MEG, where source localization is applied 
online to a ROI using weighted (and constrained) MNE [124]. Rongen and colleagues [15] 
performed online source localization using magnetic field tomography (MFT) [125]–[127], also 
limited to a ROI. Mellinger and colleagues [13] used ECD (cf. section 3.3.1) for real-time source 
analysis. Additionally, Foldes and colleagues [2] reported that in general all beamformer methods 
applied in the time domain are real-time capable. As stated in section 3.4.2 beamformer approaches 
can be interpreted as adaptive spatial filters. Filter weightings can be calculated offline prior to the 
MEG measurement using previously recorded data. Applying the estimated filter weights online 
implies a matrix vector multiplication for each time step, i.e., this approach will be real-time 
capable [2]. In contrast, when beamforming is applied in the frequency domain (including source 
power estimation; cf. Eq. (3.25)) the results need to be estimated over a given time interval. Thus, 
in the frequency domain a beamformer analysis can only be estimated online with a fixed delay, 
which depends on the frequency range of interest. 
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In summary, to my best knowledge in all approaches some assumptions are made to simplify 
the source localization problem with respect to computing time. Either it is assumed, that the brain 
regions responsive to the stimulation are known prior to the measurement, i.e., source localization 
can be limited to certain ROIs [14], [15], or it is assumed that the number of active brain sources is 
known [13]. A common assumption for online beamformer based source localization approaches is 
that previously recorded data can be used to construct the optimal filter [2]. However, as the brain 
activity of each subject will differ a pre-calculated fixed filter matrix is not optimal. Moreover, for 
instantaneous changes in the field distributions a pre-calculated matrix will completely fail. 
In the following, three real-time capable source localization approaches based on MNE, dSPM 
and DICS will be introduced. All will not be limited to certain ROI definitions. Additionally, when 
using the DICS approach the estimation of the optimal filter matrix is based on the currently 
recorded data, not on previously recorded ones. 
 
(7.2)    Methods 
(7.2.1) Anatomical pipeline and forward modeling 
Before source localization, i.e., solving the inverse problem (cf. section 3.4), can be applied the 
forward problem must be solved (cf. section 3.3). Therefore, an approximation of the electrical and 
magnetic properties of the head, the specification of the source space as well as the configuration 
and type (cf. section 2.3) of the sensors is needed [60]. As this information is usually available 
prior to the measurement, the forward problem can be solved prior to the measurement. In this 
thesis, a realistic head model is used to solve the forward problem. For this the MNE software 
package [60] was used. Both the anatomical pipeline and the forward modeling will be introduced 
briefly (cf. Fig. 7.1). 
In order to get anatomical information about the source space, i.e., the individual subject’s 
brain, a T1 weighted MRI is recorded. For segmentation of scalp, skull and brain in an automatic 
fashion the FreeSurfer software suite is used [69], [128]–[130]. The boundary BEM is used to 
construct a mesh consisting of 5120 triangles for each of the three surfaces (scalp, skull and brain) 
[60]. After the surfaces are defined, a grid of dipoles is created on the gray matter surface. Here for 
each hemisphere 2562 grid points are used. Note, so far all steps are based on the MRI data, i.e., 
calculations can be performed prior to the MEG experiment. 
After having defined the source space, co-registration of MRI and MEG must be performed to 
guarantee that both data sets are in the same coordinate system. Therefore, a 3D digitizer 
(Polhemus, 2Space/Fastrak, USA) was used to digitalize subject’s scalp using usually a few 
thousands of points [131]. The digitalized head shape is then aligned to the outer surface of the 
head using a corresponding MRI scan of the subject. Using the MNE software co-registration 
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interface this procedure takes around one to two minutes and is performed in a semi-automatic 
way, i.e., co-registration can be done directly before the actual MEG experiment. Note, that this 
step needs to be done only once for each MEG session [60]. 
Finally, the forward solution (i.e., the lead field) is estimated as explained in section 3.3, which 
takes another two to three minutes (on an Intel Core i5-2410M, 2.3 GHz, 6 GB RAM). After this 
one can start the actual MEG experiment for real-time source analysis. 
 
 
Fig. 7.1: Schematic illustration of anatomical pipeline and the forward modeling (modified 
from [60] and [132]). 
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(7.2.2) Solving the inverse problem in real-time 
 
i. Minimum-norm estimate 
When using MNE the inverse problem is solved by estimating the solution, which has the 
smallest amplitude of all estimates in sense of the L2-norm (cf. section 3.4.3). The estimation is 
performed in two steps: First, a regularized solution 𝑱∗ is estimated according to Eq. (3.20). 
Thereby, Eq. (3.20) can be rewritten to simplify the estimation: 
 𝑱∗ = (𝚪!𝟏 ∙ 𝑩)𝑻 ∙ 𝑳 = 𝑩𝑻 ∙ 𝚪!𝟏𝑻 ∙ 𝑳 = 𝑩𝑻 ∙ 𝚪!𝟏𝑻 ∙ 𝑳 = 𝑩𝑻 ∙ 𝚱,  (7.1) 
 
with 𝚱 = 𝚪!𝟏𝑻 ∙ 𝑳 . As both 𝚪 and 𝑳 are known 𝑲 can be estimated prior to the actual 
measurement. In this way, the estimation of 𝑱∗ simplifies to a matrix-matrix operation or rather a 
matrix–vector multiplication since the estimation can be performed separately on the data 
recovered at each point in time. Note, 𝑲 has dimensionality 𝑛×𝑚, where 𝑛 refers to the number of 
channels and 𝑚 refers to the number of grid points placed in the source space. In the setup used 
here 𝑲 is of dimensionality 248×5124. 
 
ii. Dynamic-statistical parametric mapping 
When using dSPM, a MNE based noise-normalized solution for the inverse problem is 
estimated. Thereby, noise-normalization is performed by using the covariance matrix 𝑪! from an 
empty room measurement (cf. section 3.4.4). With respect to real-time analysis the normalization 
as expressed by Eq. (3.22) can be simplified according to Eq. (7.1) to: 
 
𝑱∗!"#$ = (𝚪!𝟏∙𝑩)𝑻∙𝑳 𝟐𝑳∙𝑪𝜼∙𝑳𝑻 = 𝑩𝑻∙𝑲 𝟐𝑳∙𝑪!∙𝑳𝑻 = 𝑩𝑻∙𝑲𝑳∙𝑪𝜼∙𝑳𝑻
𝟐 = 𝑩𝑻 ∙ 𝑲𝑳∙𝑪𝜼∙𝑳𝑻
𝟐 = 𝑩𝑻 ∙ 𝑲!"#$ 𝟐,
 (7.2) 
 
where 𝑲!"#$ = 𝑲 𝑳 ∙ 𝑪𝜼 ∙ 𝑳𝑻 . With 𝑪𝜼 being the covariance matrix estimated from an 
empty room measurement, 𝑲!"#$ can be calculated prior to the actual MEG measurement. With 
regard to real-time applicability the computational effort is equal as compared to the MNE 
approach (cf. previous section). 
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iii. Dynamic imaging of coherent sources 
DICS beamformer estimates the cross spectral density matrix 𝑪𝑩(𝒇) at a certain frequency 
(band) (cf. Eq. (3.24)) for constructing a spatial filter. The filter suppresses signals which are not in 
the frequency range of the filter [4] (cf. section 3.4.5). The estimation of the optimal filter 
coefficients is based on the lead field 𝑳 and the cross spectral density matrix 𝑪𝑩(𝒇) of the 
measured signals 𝑩 (cf. Eq. (3.24)). As the signals 𝑩 are not known prior to the actual 
measurement, here a parallel processing structure similar to the OCARTA processing structure is 
used (cf. Fig. 6.1). In a first step the optimal filter coefficients are constructed (Fig. 7.2a), i.e., to 
estimate the data cross spectral density matrix 𝑪𝑩(𝒇); then invert it and multiply it with the lead 
field 𝑳 according to Eq. (3.24). The next step is to apply the filter coefficients to the currently 
measured data (Fig. 7.2b), which can be performed separately for each point in time. Thus, a 
simple matrix-vector multiplication is performed, where the computational effort is equal as 
compared to the MNE and dSPM approaches. 
A major strength of the DICS approach is that information about the task-dependent power 
changes can be provided. For this information noise normalized source power 𝑷(𝒇) must be 
estimated according to Eq. (3.25). The estimation requires the knowledge of 𝑪𝑩(𝒇) and 𝑪𝜼(𝒇) and 
includes four matrix-matrix multiplications, i.e., is computationally demanding. Additionally, 𝑪𝑩(𝒇) and 𝑪𝜼(𝒇) are estimated from data segments, i.e., the complete data segment must be 
recorded before they could be calculated. Due to these requirements and the computational costs 
source power results are not computable in real-time. However, if results will be available with a 
delay of only a few seconds they cannot be used for neurofeedback stimulation, but will provide 
useful information for the operator to control the experiment/stimulation. 
 
Fig. 7.2: Schematic illustration of the real-time MEG source localization process with respect 
to the DICS beamformer approach. 
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(7.2.3) Experiment restrictions for source localization 
When performing MEG measurements, typically one focuses on a specific time (or frequency) 
window of interest. Here, for example, in the auditory cued finger tapping experiment (cf. chapter 
5) we expect the major response due to auditory stimulation in the auditory cortex 100 ms after 
stimulus presentation [17], [133], followed by sensory-motor activity when the subject starts 
moving the finger [113]. As soon as the finger moves the light barrier at the response device is 
activated (cf. Fig. 5.1). The so-called response onset, i.e., the time point when the finger starts 
moving, was found to be 246±72 ms on average. When the finger is moved down again the light 
barrier is again activated. On average the so-called response offset was found to be 420±66 ms 
after the stimulus onset.  
 
 
Fig. 7.3: In (a) and (b) MEG signals of all subjects averaged with respect to the stimulus and 
response onset, respectively. The stimulus and response onset as well as the response offset are 
superimposed in blue, purple and red, respectively. In (a) the standard deviations of the response 
on- and offset with respect to the stimulus onset are indicated by the purple and red transparent 
box, respectively. Accordingly, in (b) the standard deviations of the stimulus onset and the response 
offset with respect to the response onset are indicated by the blue and red transparent box, 
respectively. 
In (c) and (d) results from time-frequency analysis are shown using two different MEG sensors 
placed above the auditory and the left motor cortex, respectively. Note, in (c) the time-frequency 
analysis was performed with respect to the stimulus onset, while in (d) with respect to the response 
onset. 
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In Fig. 7.3 MEG signals of all subjects averaged with respect to the stimulus (a) and response 
(b) onset are shown, respectively. In the figure, time frequency representations of two MEG 
channels from above the auditory (c) and sensory-motor (d) cortex are visualized, respectively. For 
both channels strongest power can be found in frequency band ranging from 0 to 10 Hz, i.e., in the 
δ (1-4 Hz [134], [135]), ϑ (4-8Hz [136]) and α (8-13 Hz [14], [137]) band. This frequency range is 
in accordance with the results from Gross and colleagues who found strongest cerebro-muscular 
coherence in the primary motor cortex at 6 to 9 Hz [138]. 
 
(7.3)    Results 
Real-time source localization was simulated and tested in combination with the OCARTA 
artifact rejection algorithm (cf. chapter 6). For testing, six MEG data sets containing field responses 
to an auditory cued finger tapping experiment were recorded with the 4D-Neuroimaging MEG 
system (cf. chapter 5). Source localization was performed using the MNE, dSPM and DICS 
approaches [60]. 
The calculation time for performing source localization in the time domain was found to be 3.96 
± 0.19 and 3.91 ± 0.18 ms on average for MNE and dSPM, respectively (on an Intel Core i5-
2410M, 2.3 GHz, 6-GB RAM). 
In Fig. 7.4 for one representative subject dSPM source localization results are shown 104 ms 
(left) and 26 ms (right) after stimulus and response onset. The results were obtained from a single 
trial and from data averaged online over 15 trials with respect to the stimulus and response onset, 
respectively. For comparison, offline source localization was applied on MEG data averaged over 
120 trials. Anatomical labels are superimposed in color for the auditory (green), the primary motor 
(purple) and the somatosensory cortex (cyan) according to the automatic cortical parcellation of 
Destrieux et al. [139]. 
As described before (cf. section 7.2.3) and shown by offline source localization (bottom left), 
after about 100 ms after stimulus onset the activity is expected to be in the auditory cortex. Using 
online source localization in both cases, i.e., for single trial and for MEG data averaged online over 
15 trials, activity was found to be in the auditory cortex (green label). 
In the time range between the response on- and offset the subjects’ finger is moved upwards and 
downwards, i.e., sensory-motor activity is expected. Offline source localization 26 ms after 
response onset (bottom right) confirmed this assumption. Strong activation was found in the motor 
(purple label) and somatosensory (cyan label) cortex. Similar results were obtained for online 
results based on 15 trials. However, additionally activity was found in the auditory cortex (green 
label). After source localization based on a single trial only, activity was found in the auditory and 
prefrontal cortex, but not in the sensory-motor areas. 
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Fig. 7.4: Source localization results of a single subject 104 and 26 ms after stimulus and 
response onset, respectively. Results of a single trial, of MEG data averaged online over 15 trials 
and offline results are shown for the left hemisphere using dSPM source localization, respectively. 
At the top MEG signals averaged with respect to the stimulus (left) and response (right) onset, 
respectively. Stimulus and response onset, response offset as well as the time points of source 
localization are superimposed in blue, purple, red and turquoise, respectively. On the left the 
standard deviations of the response on- and offset with respect to the stimulus onset are indicated 
by the purple and red transparent box, respectively. Accordingly, on the right the standard 
deviations of the stimulus onset and the response offset with respect to the response onset are 
indicated by the blue and red transparent box, respectively. 
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In order to perform source localization in the frequency domain DICS source localization was 
applied. The mean calculation time for estimating the optimal filter coefficients was found to be 2.7 
s on average (cf. Fig. 7.2a). Source localization was found to be 3.78 ± 0.16 ms on average. Results 
of DICS source localization are shown in Appendix C. 
To identify task-dependent power changes in the frequency domain the source power in the 
range of 1 to 10 Hz was estimated (cf. section 7.2.3). In Fig. 7.5 for one subject source power 
estimates (cf. Eq. (3.25)) are shown for 6 Hz frequency. The mean calculation time for source 
power estimations was found to be 4.7 seconds (averaged over all subjects). 
On the left side of Fig. 7.5 source power was estimated for a single trial, for 25 and 120 (i.e., 
all) trials. The time range for estimating the cross spectral density matrix 𝑪𝑩(𝒇) was chosen from 0 
to 430 ms after stimulus onset. Note, that for this subject the response offset was found to be 430 ± 
110 ms on average after stimulus onset. Offline analysis (all 120 trials were used) revealed task-
dependent power changes in the auditory (green label) and sensory-motor (cyan/ purple label) 
cortex. Similar results were found in the online analysis based on 25 trials. In a single trial, source 
power changes are localized in the parietal and frontal cortex, but not in the auditory and sensory-
motor cortex as expected. 
Moreover, source power was estimated within the time ranging from -260 to 180 ms with 
respect to the response onset (on average the stimulus onset and response offset were found to be 
260 ± 114 ms and 180 ± 35 ms before/after response onset, respectively). Power changes were 
detected in the motor (purple label) and somatosensory (cyan label) cortex for both offline results 
and online results based on 25 trials. For a single trial, source power changes were again localized 
in the parietal and frontal cortex. 
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Fig. 7.5: Results from real-time analysis using DICS. Source power estimation for two different 
time windows are shown at the frequency of 6 Hz. The time windows were chosen from 0 to 430 ms 
and from -260 to 180 ms covering the major activity with regard to stimulus and response onset 
activity, respectively. For visualization MEG signals averaged with respect to the stimulus (left) 
and response (right) onset are shown at the top, respectively. Stimulus and response onset as well 
as response offset are superimposed in blue, purple and red, respectively. The time windows for 
cross spectral density matrix 𝑪𝑩(𝒇) estimation are highlighted by transparent turquoise boxes. It is 
important to know, that if DICS source power analysis is applied to multiple trials for each trial a 
cross spectral density matrix is estimated separately. Afterwards, the matrices are averaged to a 
single matrix 𝑪𝑩 𝒇  in the frequency domain. 
DICS results of a single trial, 25 trials and offline estimation over 120 trials are shown for the 
left hemisphere. Labels of the auditory, primary motor and somatosensory cortex are shown in 
green, purple and cyan, respectively. 
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(7.4)    Discussion 
Three different methods for real-time source localization were introduced and tested. All 
methods were based on the same preprocessing structure, where the forward problem was 
estimated prior to the actual MEG measurement. Estimating the forward problem based on a 
realistic head/brain model requires the definition of the source space (i.e., the brain). This can be 
done using an MRI scan of the subject’s brain prior to the MEG recordings. 
Real-time source localization was applied on MEG data in response to auditory cued finger 
tapping. Since we had no access to the MEG data during acquisition time, real-time capability was 
tested by simulating the data flow offline. Source localization was applied in time and frequency 
domain. For evaluation the achieved results were compared with the physiological expectations (cf. 
section 7.2.3) and results obtained offline (i.e., when all trials were used).  
In accordance with the physiological expectations in the time domain dSPM source localization 
revealed activation in the auditory cortex around 104 ms after stimulus onset (cf. Fig. 7.4), 
followed by activity in the motor and somatosensory cortex (here referred to as sensory-motor area) 
when the subject starts moving the finger. About 26 ms after response onset the online results 
based on 15 trials resemble results obtain offline (i.e. when all trials are used). In contrast, source 
localization based on a single trial revealed activity in the auditory and frontal cortex, but not in the 
sensory-motor area. It is most likely that this is due to a poor SNR for this particular trial, as prior 
to source localization only ocular and cardiac artifacts were rejected. Thus, the data might still be 
contaminated by environmental or brain noise, i.e., activity from brain processes which do not 
correspond to the stimulation. Therefore, to make single trial analysis more reliable, more research 
is needed on this topic. However, the results presented here reveal that the operator will get a first 
glance of the ongoing brain processes after about 15 stimulations, which seems to be adequate, 
when neuro-feedback stimulation is planed. 
The calculation times of about 3 to 4 ms were similar for both MNE and dSPM (note, results of 
MNE source localization is shown in Appendix C). The approaches used here are not limited to a 
certain ROI [14], [15] nor do require any assumption about the number of active brain sources [13]. 
In addition to time domain analysis, DICS source localization was applied using a spatial filter 
in the frequency domain. The calculation time to estimate the optimal filter coefficients based on 
the recorded data was found to take 2.7 s on average. However, due to the parallel processing 
structure (cf. Fig. 7.2) source localization was found to take 3.78 ± 0.16 ms on average only, i.e., 
the method is real-time capable. With respect to the locations of active brain sources similar results 
compared to MNE and dSPM were found (cf. Appendix D). 
When DICS was used to estimate task-dependent power changes for offline analysis (cf. Fig. 
7.5) we found power changes in the auditory and sensory-motor cortex for 6 Hz frequency in the 
time range from 0 to 430 ms after stimulus onset. For online source localization similar results 
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were achieved for results based on 25 trials. In contrast, results based on a single trial show power 
changes in different brain regions. This might be a consequence of a poor SNR for this particular 
trial. In general, beamformer approaches suffer from leakage when the source-of-interest is weak 
and other strong sources are present [140]. 
It is important to note, that time frequency analysis in general (including the source power) can 
only be estimated over a given time interval, which is at least twice as long as the time period of 
the slowest frequency component, and not for a single point in time. Thus, results from source 
power analysis can only be available after a certain delay, which depends on the time interval used. 
In addition, the estimation is computationally more intensive. Source power estimation was found 
to take around 4.7 s on average, which cannot be stated as real-time. However, even with a time 
delay of 4.7 s source power information is useful, as it provides information about oscillatory brain 
activity [141], coherent brain regions [4] and task dependent frequency changes [142]. For 
speeding up source power estimation the corresponding algorithms can be transferred to field 
programmable gate arrays (FPGAs). Other research groups have demonstrated the transfer of 
source localization results to FPGAs [15]. FPGAs promise to speed up the computation time up to 
100 times [143]. Additionally, FPGAs can be used to perform different source localization 
estimates in parallel. Here, DICS and dSPM were estimated sequentially for both stimulus and 
response onset, respectively. However, it would be desirable to perform the estimation in parallel to 
provide all results in real-time to the operator or rather for neurofeedback stimulation. 
An important point in MEG source localization is to deal with subject’s head movements during 
the measurement. These movements change the distance from sources to sensors as well as their 
relative orientations [13]. Here, this aspect was not considered, as it requires the continuous 
recording of head movements, which was not available. However, the head position with respect to 
the MEG sensor was measured directly before and after the measurement. From these recordings it 
was found that the maximum distance (movement) between the two measurements was below 0.18 
cm for all subjects. In general, real-time analysis is well suited for head movement correction as 
source localization is applied separately on each time slice or time segment, respectively. Thus, in 
principle head movement correction can also be performed on each time slice/segment separately. 
In summary, it was demonstrated that source localization in time and frequency domain can be 
applied in real-time or online, respectively. To improve the source localization results the SNR of 
the investigated data must further be improved by noise and artifact rejection prior to analysis. 
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VIII. GENERAL DISCUSSION AND OUTLOOK 
With this thesis a novel approach for real-time magnetoencephalography (MEG) data analysis is 
introduced. The analysis involves real-time noise and artifact rejection, as well as real-time source 
localization. The artifact rejection is based on independent component analysis (ICA, cf. chapter 4), 
a computationally demanding method for decomposing mixed data into its underlying informal 
components [106], [144], [145]. To speed-up ICA with respect to real-time capability, here the 
concept of constrained ICA is used, where a priori information of the underlying source signals is 
used to optimize and accelerate signal decomposition [22], [109]. Thereby, prior information is 
incorporated by using the subject’s individual cardiac and ocular activity. The algorithm 
automatically uses different separation strategies depending on the underlying source activity. 
In MEG real-time analysis source localization of MEG data is an important aspect, as 
conclusions to active brain areas/sources based on the extra-cranial MEG sensor data are 
complicated due to the spatial superposition of signals from multiple brain areas [5]. Here, real-
time source localization in time-domain is performed based on three different methods: minimum 
norm estimates (MNE [45], cf. chapter 3.4.3), dynamic statistical parametric mapping (dSPM [18], 
cf. chapter 3.4.4), and dynamic imaging of coherent sources (DICS [4], cf. chapter 3.4.5). All three 
methods are based on a localization matrix, which can be applied separately on the data recovered 
at each point in time. For MNE and dSPM this localization matrix can be estimated prior to the 
actual measurement. In contrast, when using DICS beamformer the localization matrix depends on 
the currently recorded data, i.e., must be estimated during the measurement. This is performed in a 
two step parallel processing structure: One task is to perform the computational demanding parts of 
the estimation of the optimal localization matrix, while the other task is to apply the estimated 
source localization matrix. 
Additionally, DICS source localization was applied in the frequency domain to estimate task-
dependent power changes [4]. Unfortunately, source power analysis is computationally more 
demanding as time frequency analysis must be applied on data recorded over a given time interval. 
This interval must be at least twice as long as the time period of the slowest frequency component. 
For evaluating real-time capability the new approaches were tested in six subjects utilizing a 
4D-Neuroimaging MEG system. In all measurements sufficient artifact rejection and source 
localization in real-time was demonstrated. With the new artifact rejection method (referred to as 
ocular and cardiac artifact rejection for real-time analysis, OCARTA) ocular and cardiac artifacts 
were effectively reduced within one iteration at a time delay of 1 ms. In time domain source 
localization was applied with a time delay of about 4 ms, regardless which method was used. It is 
important to note, that here neither source localization results are limited to certain regions-of-
interest in order to reduce the computation time [5], [14], [15], nor assumptions about the number 
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of active brain sources are made [13], and no previously recorded data are used to construct 
optimal filter coefficients [2], [9]. 
In frequency domain DICS source power estimation was found to take around 4.7 s on average, 
i.e., source power estimation must be further improved for real-time capability by for example 
transferring the corresponding algorithm to field programmable gate arrays. 
Since we had no opportunity to access the MEG data during acquisition time, the real-time 
capability was tested by simulating the recording process offline. Thus, a major aim for future work 
is to enable real-time access to the MEG data during the recording. This will also allow the use of 
real-time analysis results for neurofeedback stimulation. In Fig. 8.1 a framework for neurofeedback 
stimulation is schematic illustrated. Sudre and colleagues [14] reported an averaged delay between 
recording and accessing MEG data in real-time of 44 ms (for data recorded using the Elekta 
Neuromag whole-head system (Elekta Neuromag® TRIUXTM)). The data analysis as reported in 
this thesis (artifact rejection and source localization) was performed with a delay of 5 ms on 
average, followed by neurofeedback stimulation, which will last on average 10 and 36 ms for 
auditory [146] and visual stimulation [5], respectively. Thus, the mean delay between data 
acquisition and delivery of the feedback will be less than 100 ms. Since Lauer and colleagues [16] 
reported that humans notice delays between movement intention and device’s reaction being longer 
that 200 ms, this delay can be assumed as real-time. 
 
 
Fig. 8.1: Schematic illustration of real-time neurofeedback stimulation. 
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Usually, MEG recordings consist of a mixture of brain activity and field components originating 
from eye blinks/movements (ocular artifacts), heartbeats (cardiac artifacts), muscle activity, and 
environmental noise. Here, the two most prominent artifacts, i.e., ocular and cardiac ones, are 
removed by using a constrained ICA approach. Thus, the cleaned data still contain muscle activity 
and environmental noise. One way to optimize the artifact rejection method is to add a method to 
automatically identify the components related to the signal-of-interest (i.e., the brain response). By 
only back-transforming these components to the MEG sensor space the signal-to-noise ratio can be 
largely enhanced [113]. For this purpose it is necessary that signal decomposition is not only 
optimal for ocular and cardiac activity, but also for other types of source signals. Therefore, in 
OCARTA the sigmoidal function is integrated as third cost-function (with the assumption that the 
sigmoidal function reflects the cumulative density function of such sources) [26]. 
An interesting point with respect to real-time capability may be the combination of source 
localization with ICA. The idea is to use ICA and subsequent time series analysis to separate and 
identify the sources of interest, while source localization will be applied to a sub-set of components 
only. Although, this approach involves back transformation of single or multiple components from 
the ICA to the MEG space, the big advantage of this approach is that source localization of a single 
component needs to be applied only once, i.e., for a single time point only within the ICA data 
segment. Since the suggested approach delivers one source localization solution for each back-
transformed ICA component, summarization of these solutions is mandatory. One possible method 
for this purpose is to cluster the estimated solutions according to the hotspots of the estimated 
current distributions. 
Another aspect for optimizing the accuracy of source localization would be to use continuous 
head motion recording during MEG measurements. These recordings can be used for real-time 
head motion corrections. 
In summary, the new developed real-time algorithms enable fully automated real-time MEG 
analysis in terms of artifact rejection and source analysis. Thus, this thesis forms a step in the 
direction of studying the acting and responding brain interactively. Dynamic and adaptive 
paradigms could be developed where brain responses affect the stimulation; or MEG could be used 
in therapy to facilitate and guide post-stroke plasticity [147]. The range of possible applications 
varies from basic to clinical research. 
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APPENDIX 
(A) Proof: cdf-matching 
One can show, that if a bounded signal 𝒚 has a cumulative density function (cdf) 𝒈, then the 
transformed signal 𝒀 = 𝒈(𝒚) has maximum entropy. Note this is equivalent to showing that the pdf 
of 𝒀 is uniformly distributed as “a set of signals with a uniform joint pdf has maximum joint 
entropy” [21]. 
Let 𝒈: ℝ ∋ 𝒙 → 𝒈 𝒙 ∈ [𝟎,𝟏] be the cdf of the signal 𝒙 and 𝒈!𝟏 the associated quantile 
function. Further, let 𝜼~𝑼𝑵𝑰 be a uniform distributed random variable.  
Then according to Skorokhod’s representation theorem we get a random variable 𝒚, which is 
distributed according to 𝒈 by: 
 𝒚 ≔ 𝒈!𝟏(𝜼)~𝒈. 
 
Since the distribution of a random variable is uniquely defined by the associated distribution 
function, we can prove the assertion by: 
 𝑭𝒀 𝒙 = 𝑷 𝒀 ≤ 𝒙 = 𝑷 𝒈 𝒚 ≤ 𝒙 = 𝑷 𝒈 𝒈!𝟏 𝜼 ≤ 𝒙 = 𝑷 𝜼 ≤ 𝒙 = 𝑭𝜼 𝒙 . 
 
Since 𝜼 is uniform distributed, Y is also uniform distributed. 
o 
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1For	biological	signals	phase-locking	usually	will	last	several	tens	of	ms.	
(B) Cross trial phase statistics: theoretical background 
In MEG data analysis, ICA is used to separate brain signals from artifact components. After 
separation it is necessary to identify and exclude artifact components from recorded signals. One 
method to do this in an automatic fashion is the applications of cross trial phase statistics (CTPS). 
CTPS is based on testing the distribution of phase values against a uniform distribution across trials 
and for each point in time [96], [113]. If the distribution for a single point in time is not uniform, 
then the signal is phase-locked across trials1. Numerical studies have shown that the analysis of 
phase dynamics reveals synchronization patterns even in cases of weak or absent amplitude 
correlation [148]. 
When CTPS is applied the MEG signal 𝑠 is transformed into phase space first. A common 
method to extract phase information for a short frequency range is the Hilbert transformation [114]: 
 𝑠 𝑡 =  !! ∙ 𝑃! ∙ ! !!!! 𝑑𝜏!!! ,	 	 	 	 (B.1)	
	
with 𝑡 denoting the time step and 𝑃! denoting the Cauchy principle value. A discret 
approximation of the Hilbert transformation can be found in SciPy (http://scipy.org). The time 
varying phase values 𝜑 𝑡  of a band limited signal is defined by: 
 𝜑 𝑡 =  arctan (!(!)!(!)).	 	 	 	 (B.2) 
	
 
Fig. B.1: Section of MEG signal (black). The red section under indicates ECG signals, which 
are recorded in synchrony with MEG signals. The blue dashed line indicates R-peak latencies of 
the QRS-complex. For CTPS analysis the windowed MEG signal around these peaks is considered 
(green brackets). Here the window size is 500 ms. 
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To identify periodic events using CTPS analysis the signal is split into windows, where the 
center is defined by the latency of the event of interest (Fig. B.1). Superposition of the phase trials 
from cardiac activity reveal that the phase signals cluster around the time of the R-peak (t=0) (Fig. 
B.2a). In systems without any cardiac activity no phase clustering will be observed, so that all 
phase values are more or less uniform distributed (Fig. B.2b). 
 
 
Fig. B.2: Superposition of phase trials from cardiac related (a) and unrelated activity (b). 
 
Testing for differences in the distributions of phase values (or any other rotational signal) can be 
done using the Kuiper test. The Kuiper test [149] is a statistical test, which quantifies the 
probability that two data sets are samples of the same distribution (similar to the well know 
Kolmogorov-Smirnov test [150]). Here, the cross trial cumulative phase distribution 𝑔(𝜙) is 
compared with the cumulative uniform distribution 𝑢(𝜙). The Kuiper test is defined by: 
 𝐷 =  max!!!!! 𝑔 𝜙 − 𝑢 𝜙 +max!!!!![𝑢 𝜙 − 𝑔 𝜙 ].  (B.3) 
 
The null hypothesis that 𝑔 and 𝑢 are cumulative distributions of samples of the same 
distribution is rejected with an error probability of 
 𝑃! 𝜆 =  2 ∙ 4𝑘!𝜆! − 1 ∙ 𝑒!!!!!!!!!! ,   (B.4) 
 
with 𝜆 = 𝐷 ∙ 𝑘 + 0.155 + !.!"!  and 𝑘 being the number of data points [151]. 𝑃!  becomes 0 in the limit of 𝐷 → 1, which in fact is the case if the null hypothesis is rejected. 
Since, the test statistic depends on the number of trials n and easily becomes very small for larger 
distances 𝐷, 𝑃! is normalized by: 
 𝑝! = − !"#!(!!)!∙! .      (B.5) 
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After normalization the test statistic of perfectly synchronized activity will be close to 1, while 
in the case of completely uncorrelated activity 𝑝!will be close to 0. 
 
CTPS based cardiac artifact rejection 
For CTPS based cardiac artifact rejection the ECG needs to be recorded in synchrony with the 
MEG signals. Identification of cardiac artifacts from decomposed MEG signals using CTPS is 
performed by calculating the phase statistics using time windows centered around the R-peak of the 
QRS-complex (Fig. B.1). The window size is set to 500 ms. Reasonable frequency ranges for the 
analysis to reveal field contributions from the QRS-complex are 10-20 Hz [96]. Fig. B.3 shows 
typical cardiac artifact components identified by CTPS analysis. 
 
 
Fig. B.3: Two typical examples of CTPS based identified cardiac artifact components (blue) in 
one subject. In addition the recorded ECG signal is shown (red). The R-peaks of the ECG signal 
are in synchrony with the R-peaks of the identified ICs. 
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(C) MNE source localization 
In Fig. C.1 MNE source localization for one subject is shown. The data set and the 
configuration, i.e., number of trials used to create the results, time points of visualization, etc., are 
the same as shown in Fig. 7.4; only the used source localization method is different. 
 
 
 
Fig. C.1: Results of MNE source localization applied to data from single subject. Online results 
are based on single trial and MEG data averaged online over 15 trials. Additionally, offline source 
localization was applied. Here, results are shown 101 and 34 ms after stimulus and response onset, 
respectively (for further description please see figure caption of Fig. 7.4). 
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(D) DICS source localization in time domain 
In Fig. D.1 DICS source localization was applied in the time domain. The DICS filter 
coefficients were estimated for the 6 Hz frequency band according to Eq. (3.24). Note, the filter 
was estimated online analogous to the parallel processing structure explained in Fig. 7.2. 
With respect to the stimulus onset (left side of Fig. D.1) the cross-spectral density matrix 𝑪𝑩(𝒇) 
for filter creation was estimated from the data recorded from 0 to 491 ms after stimulus onset. 
Note, that for the shown subject on average the response offset was found to be 491 ± 49 ms after 
stimulus onset. For source localization in time domain the estimated filter was multiplied online 
separately with the data recorded at each point in time (cf. Fig. 7.2b). Source localization results are 
shown 101 ms after stimulus onset, i.e., activity is expected to be in the auditory cortex. For offline 
results based on 120 trials and online results based on 25 trials activity was found to be in the 
auditory cortex (green label). For results based on a single trial activity is located in the auditory 
cortex, too, but also in the parietal lobe. Furthermore, source localization was performed with 
regards to subject’s finger movement, i.e., sensory-motor activity is expected (right side of Fig. 
D.1). 𝑪𝑩(𝒇) was estimated based on the time window from -287 to 223 ms with respect to the 
response onset. For results achieved offline and online (for a single trail as well as data averaged 
online over 25 trials) activity was found to be in the sensory-motor cortex (cyan/ purple label) as 
expected. 
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Fig. D.1: Source localization results of DICS applied in the time domain. For a single subject 
online results based on single trial, based on MEG data averaged online over 25 trials and offline 
results based on 120 trials are shown 101 and 34 ms after stimulus and response onset, 
respectively (for further description please see figure caption of Fig. 7.4). 
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