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In this paper, we describe a procedure to find the numerical solution of Love’s integral
equation
f (y)+ 1
π
∫ 1
−1
c
(x− y)2 + c2 f (x)dx = 1, |y| ≤ 1, 0 ≤ c ∈ R.
A crucial role is played by the parameter c . In fact, the complex poles of the kernel function
get closer to the real axis as c decreases, and numerical difficulties appear in approximating
the solution f . We reduce the above integral equation to an equivalent system of Fredholm
integral equations thatwe solve using a stable and convergentmethod.Moreover, since the
matrices of coefficients of the derived linear systems are structured and can become very
‘‘large’’, we focus our attention also on the computational aspects related to the numerical
solution of such linear systems. Finally, we give some numerical tests considering different
values of the parameter c , and compare our results with the ones obtained with other
methods in the literature.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we describe a procedure for approximating the solutions of Fredholm integral equations of the second kind
of the following type:
f (y)− λ
∫ 1
−1
k(x− y)f (x)dx = g(y), |y| ≤ 1, (1)
where λ ∈ R, g and k are given smooth functions, and f are the unknown solutions. The kernels k depend on the
difference x−y and, even if analytical, they are highly oscillatory or their derivatives have large absolute values, giving some
numerical problems. The procedure is essentially based on the same idea as that in [1]: dilating the integration interval. We
obtain a system of Fredholm integral equations which is equivalent to Eq. (1), solved by using a Nyström method (see, for
instance, [2,3, p. 100]). The related linear systems could be ‘‘large’’ but, since their matrices of coefficients are structured,
in particular they are block Toeplitz square matrices, we propose two methods for solving them in an efficient way. One is
based on a direct method for solving Toeplitz linear systems of equations (see [4, p. 60]). The other is an application of the
GeneralizedMinimal Residual (briefly GMRES) iterative method (see [5, p. 266]), where the evaluations of the matrix vector
products have been performed taking into account the structure of the matrices.
We are going to show the procedure only for the case k(x−y) = c
(x−y)2+c2 , but it can be easily extended for more general
cases.
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More precisely, we will consider the following integral equations, studied for the first time by Love in 1949,
f (y)+ 1
π
∫ 1
−1
c
(x− y)2 + c2 f (x)dx = 1, |y| ≤ 1, 0 ≤ c ∈ R, (2)
which occur in the problem of determining the capacity of a circular plate condenser. Other cases will be the object of
forthcoming papers.
In (2), the kernel has complex poles whose distance from the real axis is measured by the parameter c. As proved in [6],
it has a unique, continuous, real and even solution, which can be expressed as a convergent series of the following form:
f (x) = 1+
∞−
n=1
(−1)n
∫ 1
−1
Kn(x, y)dy, (3)
where the iterated kernels Kn(x, y) are given by
K1(x, y) = c
π [(x− y)2 + c2] ,
Kn(x, y) =
∫ 1
−1
Kn−1(x, s)K1(s, y)ds.
Since it is very difficult to compute f using (3), different numerical approaches have been investigated by several authors.
Many of them (see, for details, [7–11]) have considered Eq. (2)with c = 1,while only a few authors [12–14] have also studied
the more interesting case c < 1 because of the numerical difficulties that it involves. In fact, the distance between the
complex poles and the real axis becomes too small. In [12,13], the authors propose a collocation method with cubic splines.
In [14], the kernel k(x, y) is transformed so that the poles move away from the real axis and a Nyström method based on a
product-type formula is applied. Themethod proposed in [14] is better than those examined in [12,13]; however, in the case
where the parameter c is too small, for example c = 0.001, the product-type formula gives poor results (see [14, Table II]).
In this paper, we show that the proposed procedure, as well as being stable and convergent, allows us to obtain the
numerical solution of (2) with satisfactory order of convergence and accuracy, even if c is very small.
The paper is organized as follows. In Section 2, some definitions and preliminary results are given. In Section 3, we
describe the numerical method and discuss some computational aspects and the stability and the convergence of the
proposed method. In Section 4, the proofs of the results are shown, while in Section 5 some numerical results conclude
the paper.
2. Preliminaries
Let us denote by C0 the space of all continuous functions in [−1, 1], equipped with the uniform norm
‖f ‖∞ = max|x|≤1 |f (x)|,
and byWr the Sobolev type space of index 1 ≤ r ∈ N:
Wr :=

f ∈ C0 : f (r−1) ∈ AC(−1, 1) and ‖f (r)ϕr‖∞ <∞

,
where AC(−1, 1) denotes the set of all absolutely continuous functions in the open interval (−1, 1) and ϕ(x) = √1− x2.
We define inWr the following norm:
‖f ‖Wr = ‖f ‖∞ + ‖f (r)ϕr‖∞.
Moreover, let us consider the product spaces C0 andWr defined as
C0 = f = (f1, . . . , fS): fj ∈ C0, j = 1, . . . , S ,
Wr =

f = (f1, . . . , fS): fj ∈ Wr , j = 1, . . . , S

,
and equipped with the following norms:
‖f‖C0 = maxj=1,...,S{‖fj‖∞},
‖f‖Wr = maxj=1,...,S{‖fj‖Wr },
respectively.
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Let C denote a positive constant which may have different values in different formulas. We will write C ≠ C(a, b, . . .)
meaning that C is independent of the parameters a, b, . . . .
We will need the following Gauss–Legendre quadrature rule:∫ 1
−1
F(x)dx =
m−
k=1
F(xk)λk + em(F), (4)
where, ∀k = 1, . . . ,m, xk are the zeros of them-th Legendre polynomial, λk are the corresponding Christoffel numbers, and
em(F) is the remainder term.
We recall that the following estimate holds true for em(F) (see [15, p. 337]):
|em(F)| ≤ 4E2m−1(F)∞, ∀F ∈ C0, (5)
where
En(f )∞ = inf
P∈Pn
‖f − P‖∞
is the error of best approximation of a function f in [−1, 1] by means of polynomials of degree at most n. Moreover, we
recall that for each f ∈ Wr one has (see [15, p.172])
En(f )∞ ≤ Cnr ‖f
(r)ϕr‖∞, C ≠ C(f , n, r). (6)
3. Numerical method
Let us consider Love’s integral equation:
f (y)+ 1
π
∫ 1
−1
c
(x− y)2 + c2 f (x)dx = 1, |y| ≤ 1, 0 ≤ c ∈ R. (7)
The complex poles of the kernel function are x = y±ci, and, if c is too small, they become too close to the real line. Therefore,
we suggest a change of variables in order to dilate the integration interval. In this way the poles move away from the real
axis.
Setting c = 1
ω
, z = ωy, and s = ωx, where ω is a real number greater than 1, we can rewrite (7) as
f
 z
ω

+ 1
π
∫ ω
−ω
1
(s− z)2 + 1 f
 s
ω

ds = 1, |z| ≤ ω. (8)
Now, by decomposing the interval [−ω,ω] into S subintervals of length d, such that S = 2ωd ∈ N, Eq. (8) becomes
f
 z
ω

+ 1
π
S−
j=1
∫ −ω+jd
−ω+(j−1)d
1
(s− z)2 + 1 f
 s
ω

ds = 1, |z| ≤ ω,
and, by using the transformations
γj(x) = d2 (x+ 1)− ω + (j− 1)d, j = 1, . . . , S,
we get the following system:
fi(u)+ d2π
∫ 1
−1
S−
j=1
ki−j(t, u)fj(t)dt = 1, |u| ≤ 1, i = 1, . . . , S, (9)
which is a system of S integral equations in the S unknowns fi = f

γi(u)
ω

, where
ki−j(t, u) = 1
(γj(t)− γi(u))2 + 1
= 1 d
2 (t − u)+ d(j− i)
2 + 1 = kj−i(u, t). (10)
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Moreover, introducing the following notations:
f :=
f1...
fS
 , g :=
1...
1
 ,
K :=

K 0 K−1 . . . . . . K−S+1
K 1 K 0 K−1 . . . K−S+2
... K 1 K 0
. . .
...
...
...
. . .
. . . K−1
K S−1 K S−2 . . . K 1 K 0
 , I :=

I 0 . . . 0
0 I
. . .
...
...
. . .
. . . 0
0 . . . 0 I
 ,
with I the identity operator and
(K i−jf )(u) = d
2π
∫ 1
−1
ki−j(t, u)f (t)dt, i, j = 1, . . . , S,
system (9) can be rewritten as follows:
(I+ K)f = g. (11)
The advantage of the transformation is that we have obtained a system of integral equations, in which each of the kernel
functions ki−j has complex poles sufficiently far from the real axis. In fact, the distance from these poles to the real line is
greater than 2d . For this reason, the choice of the parameter d plays a crucial role in order to avoid such a distance becoming
too small.
In order to approximate the solution of the system of integral equations, we will use a Nyström method. Hence, first of
all, we approximate the integral appearing in (11) by using the Gauss–Legendre quadrature rule (4). Thus, we define the
following matrix of operators:
Km :=

K 0m K
−1
m . . . . . . K
−S+1
m
K 1m K
0
m K
−1
m . . . K
−S+2
m
... K 1m K
0
m
. . .
...
...
...
. . .
. . . K−1m
K S−1m K
S−2
m . . . K
1
m K
0
m
 ,
where
(K i−jm fj)(u) =
d
2π
m−
k=1
ki−j(xk, u)fj(xk)λk, i, j = 1, . . . , S,
and we consider the systems
(I+ Km)fm = g, m ∈ N, (12)
in the unknowns fm.
Then, collocating the r-th equation of (12) at the knots xr , r = 1, . . . ,m, we obtain
fm,i(xr)+ d2π
S−
j=1
m−
k=1
ki−j(xk, xr)fm,j(xk)λk = 1, i = 1, . . . , S. (13)
System (13) can be rewritten in a simpler form. Indeed, setting Ai−j(k, r) = d2π ki−j(xk, xr), ai,r = fm,i(xr), for i, j =
1, . . . , S, k, r = 1, . . . ,m, and taking into account that, by (10),
Aj−i = ATi−j, (14)
we write (12) as
Bma = g, (15)
where a = [(a1,1, . . . , a1,m), (a2,1, . . . , a2,m), . . . , (aS,1, . . . , aS,m)]T , g is defined above and
Bm =

I + A0W A−1W . . . . . . A−S+1W
AT−1W I + A0W A−1W . . . A−S+2W
AT−2W A
T
−1W I + A0W
. . .
...
...
...
. . .
. . . A−1W
AT−S+1W A
T
−S+2W . . . A
T
−1W I + A0W
 ,
withW the diagonal matrix of the Christoffel numbers λk.
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Ifa = [(a1,1, . . . ,a1,m), (a2,1, . . . ,a2,m), . . . , (aS,1, . . . ,aS,m)]T is the unique solution of system (13), we can construct
the array of the Nyström interpolating functions
fm =

fm,1fm,2
...fm,S
 ,
where
fm,i(u) = 1− d2π
S−
j=1
m−
k=1
ki−j(xk, u)λkaj,k, i = 1, . . . , S.
Note that the matrix Bm is a block Toeplitz matrix and has dimension Sm = 2mdc . Therefore, this dimension increases when
c decreases. It is possible to reduce its dimension by taking large values of d, but, as observed at the end of the previous
subsection, such choice is not advisable. Finally, we point out that the growth ofm is strictly connected to the growth of d.
3.1. Stability and convergence analysis
In this section, we state the stability and the convergence of the Nyströmmethod. The proofs of the results will be given
in Section 4.
We first prove, in the following lemma, the properties of the sequence of operators {Km}m.
Lemma 3.1. For all f ∈ C0, the sequence of operators {Km}m strongly converges to K and is collectively compact in C0.
Now, as consequence of the previous lemma, taking into account Theorem 4.1.2 in [3, p. 107], and by considering that (7) has
a unique solution, we have the following theorem, which states the stability and the convergence of the introducedmethod.
Theorem 3.2. For a sufficiently large m (say m ≥ m0), system (15) admits a unique solutiona, and its matrix Bm satisfies
sup
m
cond∞(Bm) <∞, (16)
where cond∞(Bm) denotes the condition number of Bm in uniform norm (the so-called ‘‘row sum norm’’).
Moreover, the Nyström interpolating arraysfm converge to the exact solution f of (11), and the following estimate,
‖f−fm‖C0 ≤ Cmr ‖f‖Wr , (17)
holds true, where the constant C only depends on d and r.
3.2. Some computational aspects
Since Bm is a block Toeplitz matrix, we propose to solve system (15) by using a direct method based on the same idea as
that shown in [4, p. 60].
Starting from a linear system of the form
TN(R)Φ = F, (18)
where
TN(R) =

R0 R−1 . . . . . . R−N+1
R1 R0 R−1 . . . R−N+2
... R1 R0
. . .
...
...
...
. . .
. . . R−1
RN−1 RN−2 . . . R1 R0
 ,
Φ =

Φ0
Φ1
...
ΦN−1
 , F =

F0
F1
...
FN−1
 ,
with Φi, Fi, i = 0, . . . ,N − 1, and Rj, j = −N + 1, . . . ,N − 1, m-dimensional square blocks, we suppose that the matrix
TN(R) = [Ri−j]Ni,j=1 is strongly nonsingular, i.e., each of its principal sections Tn(R) = [Ri−j]ni,j=1 (n < N) is nonsingular.
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We also need to consider the so-called ‘‘fundamental’’ equations
Tn(R)Xn = E0
Tn(R)Zn = [R−n, . . . , R−1]T , n ≤ N, (19)
where E0 = [I, 0, . . . , 0]T , with I the identity matrix of order m and 0 the null matrix of the same order, and Xn, Zn are
n-dimensional block vectors with square blocks of orderm. In the following, if U is a block vector of order n,U♯ denotes the
vector [U,−I]T .
We can now state recurrence relations for the solutions of Eqs. (19).
Proposition 3.3. Suppose that Tn(R) and Tn+1(R) are nonsingular.
Then εn := [Rn, Rn−1, . . . , R0]Zn♯ is nonsingular, and
Xn+1 =
[
Xn
0
]
− Zn♯ε−1n αn, (20)
Zn+1 =
[
0
Zn
]
− Xn+1βn, (21)
where αn := [Rn, Rn−1, . . . , R1]Xn and βn := [R−1, R−2, . . . , R−n−1]Zn♯ .
Besides (18), we consider, for n ≤ N , the fitted equations
Tn(R)Φn = Fn,
where Φn = [Φ0, . . . ,Φn−1]T , Fn = [F0, . . . , Fn−1]T .
The recurrence relation for Φn is established by the next result.
Lemma 3.4. The following recursion holds:
Φn+1 =
[
Xn
0
]
− Zn♯ε−1n ηn, (22)
where ηn := [Rn, . . . , R1]Φn − Fn and εn is defined in Proposition 3.3.
See Section 4 for the proofs of the previous results.
Therefore, by using (20)–(22) with the following initial condition,
X1 = R−10 ,
Z1 = R−10 R−1,
Φ1 = R−10 F0,
we can evaluate the solution Φ of system (18) in N − 1 steps. The number of operations necessary for the computation of
the solution is of the order of N2m3.
We note that the matrix Bm of the linear system (15) is strictly nonsingular and has dimension Sm. Hence, if we apply
the previous method, we will obtain the solution of (15) with a computational cost of order S2m3.
Now, we show how this computational cost can be further reduced by using the GMRES iterative method (see, for
instance, [5, p. 268]).
First of all, we want to rearrange the entries of the block Toeplitz matrix Bm, in order to get a Toeplitz block matrix, i.e.,
a matrix with blocks that are Toeplitz matrices.
Setting
B0 = I + A0W ,
Bi = AiW , i = −S + 1, . . . ,−1, 1, . . . , S − 1,
and recalling (14), we can rewrite matrix Bm as follows:
Bm =

B0 B−1 . . . . . . B−S+1
B1 B0 B−1 . . . B−S+2
... B1 B0
. . .
...
...
...
. . .
. . . B−1
BS−1 BS−2 . . . B1 B0
 ,
with Bim-dimensional square blocks, for i = −S + 1, . . . , S − 1.
P. Pastore / Journal of Computational and Applied Mathematics 236 (2011) 1267–1281 1273
We introduce the following S-by-mmatrix of permutation:
P =

P1,1 . . . P1,m
P2,1 . . . P2,m
... . . .
...
PS,1 . . . PS,m
 ,
with Pi,j m-by-S blocks defined as follows:
Pi,j(h, k) =

1 (h, k) = (j, i),
0 otherwise,
i = 1, . . . , S, j = 1, . . . ,m. Using the matrix P, (15) can be rewritten as
(P−1BmP)a = P−1g,
wherea = P−1a.
Note that the matrix B∗m = (P−1BmP) is a Toeplitz block matrix of orderm, and it has the following form:
B∗m =

T1,1 T1,2 . . . T1,m
T2,1 T2,2 . . . T2,m
...
...
. . .
...
Tm,1 Tm,2 . . . Tm,m
 ,
where
Ti,j =

B0(i, j) B−1(i, j) . . . . . . B−S+1(i, j)
B1(i, j) B0(i, j) B−1(i, j) . . . B−S+2(i, j)
... B1(i, j) B0(i, j)
. . .
...
...
...
. . .
. . . B−1(i, j)
BS−1(i, j) BS−2(i, j) . . . B1(i, j) B0(i, j)

is a Toeplitz matrix of order S, for i, j = 1, . . . ,m.
We now solve the system
B∗ma = P−1g,
by applying the GMRES algorithm. We focus our attention on the evaluation of the product
b∗ = B∗ma. (23)
For each component of vector b∗, we have
b∗(k) =
m−
i=1
Tk,ia(i), k = 1, . . . ,m,
where b∗(k) = (b∗k,1, . . . , b∗k,S)T anda(i) = (ai,1, . . . ,ai,S)T .
Therefore, we need to compute a Toeplitz vector productm times.
Recall that this product may be computed quickly (see [16, p. 202]). The idea is that any Toeplitz matrix can be
‘‘embedded’’ in a circulant one. Then the product can be evaluated at ‘‘FFT speed’’(see [16, p. 188]).
Hence, the product in (23) requires a number of operations of the order ofm2(2S − 1) log(2S − 1).
The convergence of the GMRES iterative method is stated in Theorem 35.2 in [5, p. 271]. Accordingly, the method
converges if the matrix of coefficients Bm is not too far from normal, i.e., the condition number in the spectral norm of
the matrix Vm of its eigenvectors is not too large, and if its eigenvalues are clustered, i.e., we can find a disk, with a radius
not too big, in which they are contained.
Since, at the moment, we are not able to prove that such conditions are ‘‘a priori’’ verified, we can only deduce the
convergence of the GMRES algorithm by numerical evidence.
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4. Proofs
Proof of Lemma 3.1. We begin by proving that, for all f ∈ C0, we have
lim
m
‖(K− Km)f‖C0 = 0;
i.e., {Km}m → K strongly.
Since
‖(K− Km)f‖C0 ≤ S maxi,j=1,...,S ‖(K
i−j − K i−jm )fj‖∞,
we need to prove that
lim
m
max
i,j=1,...,S
‖(K i−j − K i−jm )fj‖∞ = 0. (24)
We note that, by (5) and the definitions of K i−j and K i−jm , one has
|(K i−j − K i−jm )fj(u)| =
d
2π

∫ 1
−1
ki−j(t, u)fj(t)dt −
m−
k=1
ki−j(xk, u)fj(xk)λk

= d
2π
|em(ki−j,ufj)| ≤ 2d
π
E2m−1(ki−j,u fj)∞,
where ki−j,u(t) = ki−j(t, u).
Then, since ki−j,u fj ∈ C0, for all i, j = 1, . . . , S, taking the maximum on u ∈ [−1, 1], (24) follows.
In order to prove the collectively compactness of the sequence {Km}m, it is sufficient to prove that each sequence of
operators {K i−jm }m is collectively compact, and this is equivalent to showing that
lim
N
sup
m
sup
|i−j|≤S−1
sup
‖f ‖∞=1
EN(K i−jm f )∞ = 0. (25)
Now, since it is easily seen that
sup
m
‖ K i−jm f (r) ϕr‖∞ ≤ C‖f ‖∞dr , C ≠ C(m, i− j, f ),
by applying (6), we have
sup
m
EN(K i−jm f )∞ ≤
C
N r
sup
m
‖ K i−jm f (r) ϕr‖∞
≤ C
N r
‖f ‖∞
 ∂ r∂ur ki−j,uϕr
∞ ≤ C‖f ‖∞ d
r
N r
, (26)
taking into account that it is easy to see, also from a numerical point of view, that the r-th derivative of the kernel function
ki−j,t(u) has an upper bound that depends on dr . Finally, assuming the supremum on f and i− j, we get (25). 
For the sake of simplicity, we will omit, in the next proof, the subscript C0→C0 in the norm of the operators, since all the
operators involved in the discussion are maps in these spaces.
Proof of Theorem 3.2. We first note that by Lemma 3.1 we can deduce in the usual way that
1. K is compact,
2. supm ‖Km‖ ≤ C <∞, and
3. limm ‖(K− Km)Km‖ = 0.
Then, bywell-known results (see, for example, [3, p. 106]), for sufficiently largem (saym ≥ m0), the operators (I+Km)−1
exist and are bounded. In particular,
‖(I+ Km)−1‖ ≤ 1+ ‖(I+ K)
−1‖ ‖Km‖
1− ‖(I+ K)−1‖ ‖(K− Km)Km‖ ≤ C <∞. (27)
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Concerning the condition numbers cond∞(Bm) = ‖Bm‖∞‖B−1m ‖∞ in uniform norm, by [3, p. 113], relation 2 above and (27)
we have
cond∞(Bm) ≤ ‖(I+ Km)‖ ‖(I+ Km)−1‖ ≤ C,
with
‖(I+ Km)‖ ≤ ‖I‖ + ‖Km‖ ≤ C, C ≠ C(m).
Thus (16) follows.
Moreover, by Lemma 3.1, we also deduce that (see, for details, [3, p. 108])
‖f−fm‖C0 ∼ ‖(K− Km)f‖C0 ,
where the constants in ∼ are independent of m and f. Therefore, ‖f −fm‖C0 and ‖(K − Km)f‖C0 converge to zero with the
same speed.
We have already proved that {Km}m → K strongly, but nowwewill give an estimate for the error ‖(K−Km)f‖C0 to show
the order of convergence.
As already seen in proof of Lemma 3.1, we have
‖(K i−j − K i−jm )fj‖∞ ≤
2d
π
max
|u|≤1
E2m−1(ki−j,u fj)∞.
Now, proceeding as in [15, p. 384], we have
‖(K i−j − K i−jm )fj‖∞ ≤
2d
π
max
|u|≤1
‖ki−j,u‖∞Em−1(fj)∞ + 2‖fj‖∞Em−1(ki−j,u)∞ .
Moreover,
• ‖ki−j,u‖∞ < 1, for all u ∈ [−1, 1] and i, j = 1, . . . , S,
• by (6) and (26), it results that
Em−1(ki−j,u)∞ ≤ Cmr
∂ rki−j,u∂ur

ϕr
∞ ≤ C1d
r
mr
,
where C1 ≠ C1(m) and the estimate is uniform with respect to u,
• by (6), we have Em(fj)∞ ≤ Cmr ‖fj‖Wr .
Then, we get
‖(K i−j − K i−jm )fj‖∞ ≤
C
mr
‖fj‖Wr , ∀i, j = 1, . . . , S,
where C only depends on d and r . Hence, by assuming the maximum on i, j, we have
‖(K− Km)f‖C0 ≤ C maxi,j=1,...,S ‖(K
i−j − K i−jm )fj‖∞ ≤
C
mr
‖f‖Wr ,
and (17) follows. 
Proof of Proposition 3.3. We prove only (20), the proof of (21) being similar.
Since Tn+1(R) is assumed to be nonsingular, we have that εn is nonsingular. Proceeding as in [4, p. 56], we need tomultiply
on the left both sides of relation (20) by the matrix Tn+1(R). Concerning the left-hand side, from (19), we have
Tn+1(R)Xn+1 =

I
0
...
0
 .
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On the right-hand side, we get
Tn+1(R)
[
Xn
0
]
=
 Tn(R)
R−n
...
R−1
Rn . . . R1 R0
[ Xn0
]
=

I
0
...
0
αn
 ,
where αn := [Rn, Rn−1, . . . , R1]Xn, and
Tn+1(R)Znε−1n αn =
 Tn(R)
R−n
...
R−1
Rn . . . R1 R0
[ Zn−I
]
ε−1n αn
=

0
0
...
0
εn
 ε−1n αn =

0
0
...
0
αn
 .
Then (20) follows. 
Proof of Lemma 3.4. (22) easily follows by multiplying both sides by the matrix Tn+1(R), as in the proof of
Proposition 3.3. 
5. Numerical tests
In this section, we give the numerical approximations, in double precision, of the solutions of Eq. (2) corresponding to
different values of the parameters c and d. We have shown the results for different values of d to point out that it is better
to choose small values of d if we want to obtain very accurate approximations of the solution. On the other hand, we may
choose d not too small if we do not require the machine precision.
How to choose the method. As shown in Section 3.2, the direct method is heavier then the iterative one with respect to
the time and space complexities. Therefore we suggest using the direct method only for c ≥ 11000 .
In order to apply the GMRES method, it should be necessary to check its convergence. We are able to do this only for
c ≥ 1100 (see Example 1), because in the other cases the matrix of coefficients of system (15) cannot be completely stored
with the computer at our disposal for the numerical tests (Pentium(R) Dual-Core CPU E6500 2.93 GHz, RAM 6 GB).
Anyway, in the case whenwe cannot use the direct method andwe cannot verify the convergence of the GMRESmethod,
a hint on the reliability of the numerical results obtained by the GMRES algorithm can be deduced by taking into account
that (see [14])
1
π
∫ 1
−1
c
(x− y)2 + c2 f (x)dx → f (y), for c → 0,
and then the solution f of (2) is nearly equal to 12 when |y| < 1.
Comparisons with other methods.We have also made some comparisons with the methods described in [13,14] and with
a Nyström-type method based on a piecewise polynomial approximation of local degree 2. In this last comparison, we have
chosen two types of mesh for constructing the piecewise polynomial: one is a set of linearly equally spaced points and the
other one has points that are denser near−1 and 1. The results obtained are almost the same. However, since it requires us
to solve ‘‘large’’ linear systems with nonstructured matrices of coefficients, we cannot apply it for dim > 5000, where dim
is the dimension of the linear systems involved, because of storage problems.
Example 1. We consider the case c = 1100 . Solving the linear system (15) using the proposed iterative method, we
get the approximations of the solution shown in Table 1. As one can see, we almost reach the machine precision with
m = 16, S = 100, d = 2, and 17 iterations.
As stated before, we have also applied a Nyström-type method based on a quadrature formula, which has been
constructed using a piecewise polynomial approximation of local degree 2. In Table 2, we show the approximations of the
function f∗ obtained using this method. As one can see, solving a linear system of order 500 we get 6 correct decimal digits,
but if we want an additional one we have to substantially increase the dimension of the system, while using our iterative
method we achieve 8 correct digits, solving a system of the same order (dim = 800, d = 10, S = 20). It is also important to
note that the computational cost of the iterative method is of the order ofm2(2S − 1) log(2S − 1) for each iteration, while
the other method requires a number of operations of the order of dim3.
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Table 1
Approximations of the solution of Love’s equation with c = 0.01 using the iterative method.
m dim fm(0) fm(0.5) fm(0.9)
d = 2, S = 100
4 400 0.501 0.502 0.508
6 600 0.50157 0.50209 0.50804
8 800 0.501579 0.502098 0.5080455
10 1000 0.501579596 0.502098287 0.50804557
12 1200 0.501579596430 0.502098287486 0.508045577920
16 1600 0.50157959643051 0.50209828748668 0.508045577920166
20 2000 0.50157959643051 0.50209828748668 0.508045577920166
d = 10, S = 20
20 400 0.5015 0.502 0.5080
30 600 0.501579 0.502098 0.508045
40 800 0.50157959 0.50209828 0.5080455
50 1000 0.5015795964 0.502098287 0.5080455779
60 1200 0.50157959643 0.50209828748 0.508045577920
70 1400 0.501579596430 0.502098287486 0.508045577920
d = 20, S = 10
40 400 0.5015 0.502 0.508
60 600 0.501579 0.502 0.5080
80 800 0.50157959 0.502098 0.508045
100 1000 0.5015795964 0.5020982 0.5080455
120 1200 0.501579596430 0.50209828 0.5080455779
140 1400 0.501579596430 0.50209828748 0.50804557792
Table 2
Approximations of the solution of
Love’s equation with c = 0.01 using
the piecewise polynomial approxi-
mation.
dim f∗(0.5)
500 0.502098
1000 0.5020982
1500 0.5020982
2500 0.5020982
3500 0.50209828
4500 0.50209828
Table 3
Condition number in uniform norm of the
matrix Bm , d = 2, c = 0.01.
m dim cond∞(Bm)
4 400 2.681202
8 800 2.898248
16 1600 2.963415
20 2000 2.971806
In Table 3, we give the values of the condition numbers of the matrices of the solved linear systems for increasing values
ofmwhen d = 2 and, according to our theoretical expectation, it is independent ofm and very small.
In Table 4, we have reported the corresponding approximations f m obtained using the procedure proposed in [13] and,
as one can see, the results are very poor.
As stated at the end of Section 3.2, in order to verify the convergence of the GMRES method, we have to compute the
conditioning of the matrix Vm and to check that the eigenvalues of Bm are clustered. But cond2(V16) ≈ 85 and, as shown in
Fig. 1, the eigenvalues are clustered near 1. Then we can conclude that the GMRES method is convergent.
Example 2. When c = 11000 , the approximations of the solution of (2) obtained by applying the direct method for different
values of d are shown in Table 5. We get 14 correct decimal digits solving a system of the order of 16,000, when d = 2
and 10.
We have also applied the piecewise polynomial approximation of local degree 2, and, as one can see in Table 6, we
achieve 5 correct decimal digits, solving a system of dimension 4500. We cannot get an additional correct digit because of
the inapplicability of the method for dim > 5000. However, using the direct method, we get 7 correct decimal digits solving
a system of the same order (dim = 8000), choosing d = 50.
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Fig. 1. Graphical behavior of the eigenvalues of B16 .
Table 4
Approximations of the solu-
tion of Love’s equation with
c = 0.01 shown in [13].
x f m(x)
0 0.50146
0.5 0.50214
0.9 0.53902
Table 5
Approximations of the solution of Love’s equation using the direct method with c = 0.001.
m dim fm(0.2) fm(0.5) fm(0.99)
d = 2, S = 1000
4 4,000 0.500 0.500 0.507
6 6,000 0.50016 0.50021 0.50766
8 8,000 0.500165 0.5002118 0.5076638
10 10,000 0.500165587 0.500211837 0.5076638
12 12,000 0.500165587286 0.500211837207 0.507663809957
16 16,000 0.50016558728677 0.50021183720735 0.50766380995718
20 20,000 0.50016558728677 0.50021183720735 0.50766380995718
d = 10, S = 200
20 4,000 0.5001 0.5002 0.5076
30 6,000 0.500165 0.500211 0.507663
40 8,000 0.50016558 0.50021183 0.5076638
50 10,000 0.500165587 0.5002118372 0.5076638099
60 12,000 0.50016558728 0.50021183720 0.507663809957
80 16,000 0.50016558728677 0.50021183720735 0.50766380995718
d = 50, S = 40
100 4,000 0.50016 0.50021 0.5076
150 6,000 0.500165 0.5002118 0.50766
200 8,000 0.500165587 0.500211837 0.5076638
250 10,000 0.5001655872 0.5002118372 0.5076638099
300 12,000 0.500165587286 0.500211837207 0.507663809957
400 16,000 0.5001655872867 0.5002118372073 0.50766380995718
In Table 7, we give the corresponding approximations fm obtained using the procedure proposed in [14] and, as one can
see, our results are more accurate.
Example 3. Finally, we have considered the cases c = 15000 and 110,000 . We have solved the corresponding linear systems
(15) using the proposed iterative method. We are not able to check the convergence of the GMRES method, but, as one can
see in Tables 8 and 10, according to our expectation, the values of the approximating solutions are near to 12 .
P. Pastore / Journal of Computational and Applied Mathematics 236 (2011) 1267–1281 1279
Table 6
Approximations of the solution of
Love’s equation with c = 0.001
using the piecewise polynomial
approximation.
dim f∗(0.5)
2000 0.499
3000 0.500
3500 0.5002
4500 0.500211
5000 0.500211
Table 7
Approximations of the solution of Love’s
equation with c = 0.001 shown in [14].
m fm(0.2) fm(0.5) fm(0.9)
4 0.50020 0.50015 0.50103
8 0.50015 0.50019 0.50049
16 0.50013 0.50017 0.50107
32 0.50019 0.50020 0.50088
64 0.50017 0.50019 0.50073
Table 8
Approximations of the solution of Love’s equation using the iterative method with c = 0.0002.
m dim fm(0.1) fm(0.5) fm(0.99)
d = 2, S = 5000
2 10,000 0.49 0.49 0.49
4 20,000 0.500 0.500 0.501
8 40,000 0.5000321 0.5000424 0.5015777
10 50,000 0.500032143 0.50004242 0.501577735
12 60,000 0.500032143492 0.500042422901 0.501577735319
20 100,000 0.5000321434927 0.5000424229014 0.5015777353197
25 125,000 0.5000321434927 0.5000424229014 0.5015777353197
d = 10, S = 1000
10 10,000 0.50 0.50 0.50
20 20,000 0.5000 0.5000 0.5015
40 40,000 0.50003214 0.50004242 0.50157773
50 50,000 0.500032143 0.5000424229 0.5015777353
60 60,000 0.50003214349 0.50004242290 0.5015777353
70 70,000 0.5000321434927 0.5000424229014 0.501577735319
d = 50, S = 200
50 10,000 0.500 0.500 0.501
100 20,000 0.50003 0.50004 0.5015
200 40,000 0.50003214 0.50004242 0.501577735
250 50,000 0.500032143 0.5000424229 0.5015777353
300 60,000 0.500032143492 0.500042422901 0.501577735319
Table 9
Approximations of the solution of Love’s
equation with c = 0.0002 using the
piecewise polynomial approximation.
dim fm(0.5)
3500 0.4445828943440704
4500 0.4704552947625288
5000 0.4784318754665525
We note that in the former case we reach 13 correct decimal digits usingm = 20with 16 iterations. In the latter, in order
to reduce the dimension of the matrix Bm, we have chosen d ≥ 20 and, as stated in Section 3.1, we need to increase m in
order to achieve 11 correct decimal digits with 13 iterations.
In Table 9, we show the results obtained for c = 0.0002 using the method based on the piecewise polynomial
approximation. In Fig. 2, we show the graphical behavior of the approximated solution when d = 2 andm = 20.
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Fig. 2. Graphic of the solution f20(x)with c = 0.0002.
Table 10
Approximations of the solution of Love’s equation using the iterative method with c = 0.0001.
m dim fm(0.1) fm(0.5) fm(0.99)
d = 20, S = 1000
20 20,000 0.500 0.500 0.50
40 40,000 0.5000 0.50002 0.50079
60 60,000 0.500016 0.500021 0.500793
80 80,000 0.50001607 0.50002121 0.50079342
120 120,000 0.500016073820 0.500021215664 0.50079342066
130 130,000 0.500016073820 0.500021215664 0.50079342066
d = 50, S = 400
m dim fm(0.1) fm(0.5) fm(0.99)
50 20,000 0.500 0.500 0.50
100 40,000 0.50001 0.50002 0.50079
150 60,000 0.500016 0.5000212 0.5007934
200 80,000 0.50001607 0.50002121 0.50079342
d = 100, S = 200
m dim fm(0.1) fm(0.5) fm(0.99)
100 20,000 0.500 0.500 0.500
200 40,000 0.50001 0.50002 0.50079
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