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Scanning electron microscopy with polarization analysis is a powerful lab-based magnetic
imaging technique offering parallel imaging of multiple magnetization components and a
very high spatial resolution. However, one drawback of the technique is the long required
acquisition time resulting from the low inherent efficiency of spin detection, which has limited
the applicability of the technique to certain quasi-static measurement schemes and materials
with strong contrast. Here we demonstrate the ability to improve the signal-to-noise ratio
for particular classes of measurement involving periodic excitation of the magnetic structure
via the integration of a time-to-digital converter to the system and a digital lock-in detec-
tion scheme. The modified setup provides dynamic imaging capabilities using selected time
windows and finally full time-resolved imaging with a demonstrated time resolution of better
than 2 ns.
I. INTRODUCTION
Magnetic imaging is a very important tool for the in-
vestigation of the underlying physical properties of mag-
netic systems and spintronic devices, for instance in or-
der to correlate the electrical response of a system to
the underlying static and dynamic spin configurations.
For magnetic devices the continued trend is towards
smaller sizes and faster operation speeds, facilitated by
improvements in lithographic and other fabrication tech-
niques. One currently active area of research towards
these goals is the investigation of novel methods of switch-
ing nanoscale magnetic bits, for which imaging of the
dynamic switching pathways is highly illuminative. Fur-
thermore, new device architectures have been proposed
based on the controlled propagation of magnetic domain
walls1 or skyrmion quasi-particles2, for which imaging
of the detailed magnetic quasi-particle spin structure3
and propagation is necessary. However, in order to ad-
equately characterize these new systems it is necessary
for magnetic imaging techniques to concurrently keep up
with this trend the required high spatial and temporal
resolution.
Various magnetic imaging techniques exist with their
various advantages, disadvantages and areas of applica-
bility. Some of the most commonly used techniques
with high spatial and temporal resolutions are provided
at synchrotron X-ray facilities, with examples includ-
ing scanning transmission x-ray microscopy4 (STXM,
σx = 20 − 30 nm, σt = 50 ps) and photoemission elec-
tron microscopy5,6 (PEEM, σx = 50 nm, σt = 100 ps).
However for typical studies the access to such large-scale
facilities is severely limited and expensive and hence
it is highly advantageous to complement such imaging
with laboratory-based alternatives. Examples include
Kerr microscopy7,8 based on the magneto-optical Kerr
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effect with a spatial resolution typically limited by the
wavelength of the employed optical radiation (σx =
300 nm, σt = 100 fs) and Lorentz transmission electron
microscopy9,10 with a spatial resolution of σx = 10 nm
and a possible temporal resolution down to σt = 1ps.
One other attractive lab-based technique is scanning
electron microscopy with polarization analysis (SEMPA),
developed by Koike et al in 198411, which provides a high
spatial resolution of below 30 nm12 as standard and in
favourable cases even down to a few nm13. Additionally it
offers a high-degree of surface sensitivity of around 1 nm,
in contrast to transmission measurements which probe
the whole sample or optical techniques for which there
is a much deeper penetration depth of the light. This is
advantageous for the investigation of surface effects, but
requires careful sample preparation and measurements
need to be performed in ultrahigh vacuum. However,
one main drawback of the technique to date has been the
long required acquisition times. In general the scanning
techniques like STXM and SEMPA are slower than the
full-field techniques, but it is mainly the inherent low effi-
ciency of the spin detector that is the reason for the long
measurements in the case of SEMPA14. Furthermore this
long acquisition time hampers dynamic imaging and ren-
ders conventional approaches, such as pump-probe imag-
ing where the magnetic state is only captured at a single
time delay for each excitation cycle, prohibitively time
consuming. Only very recently has first progress towards
time-resolved SEMPA been reported based on one par-
ticular system15, and hence widespread realization of
dynamic SEMPA imaging is not yet available. Increas-
ing the sensitivity of the detector or detection scheme
is therefore highly desirable in order to detect materials
with low contrast and save acquisition time. Here we
report on our new implementation of an enhanced de-
tection scheme for SEMPA based on the incorporation
of a time-to-digital converter to the setup in order to
record the arrival time of the individual electron scatter-
ing events from our spin-detector. We demonstrate that
by employing a digital phase-sensitive detection (PSD)
2approach we are able to improve the signal to noise ratio
for certain systems and measurements with periodically
changing contrast and furthermore present and charac-
terize some of the other measurement schemes afforded
by the new system, including full dynamic imaging.
II. EXPERIMENTAL SETUP
We use a commercial Omicron system based on a Zeiss
Gemini UHV Scanning Electron Microscope (SEM, sim-
ilar to16). It detects the spin polarization of secondary
electrons which are emitted from a samples surface when
hit by the unpolarized primary electron beam. Since this
spin polarization is collinear with the magnetization of
the probed surface region, local excitation of secondary
electrons using a focused electron beam allows for the
acquisition of a high-resolution image of the spin config-
uration by raster-scanning across the surface. The spin
detection is based on spin polarized low energy electron
diffraction (SPLEED) from a W crystal at an energy
of 102.5 eV17,18. The electrons of the (2,0)-beams are
then counted by two perpendicularly arranged channel-
tron electron-counter pairs. The calculated asymmetry
is proportional to the polarization of the electron beam
and thereby quantitatively related to the surface magne-
tization of the investigated sample19. Using this detector
geometry, the two in-plane spin polarization components
can be measured at the same time by calculating the
asymmetries of the counts:
A1,2 =
N1 −N2
N1 +N2
. (1)
The spin polarization is then given by the asymmetry
divided by the sensitivity factor, which is analogous to
the Sherman function describing the performance of Mott
detectors. The counts are characterized by a Poisson dis-
tribution such that the statistical error of a polarization
measurement with N counts is given by
∆P =
1√
NS2
. (2)
Meanwhile, the reflectivity, R, of the tungsten crystal
is proportional to the total number of counts. There-
fore the figure-of-merit 2RS2 can be used to quantify de-
tector efficiency and to compare different spin detectors.
Since typical values are about 10−4 it takes 10000 times
longer to acquire a magnetic image with a comparable
SNR to an intensity image for conventional SEM14,18.
This low efficiency of the spin analyzer is the main
challenge using SEMPA. For magnetic imaging resolu-
tions between 10 − 35 nm are routinely demonstrated
and with a further optimized corrector in the electron
optics a spatial resolution up to 3 nm can be achieved
via SEMPA13. To achieve the optimal resolution, how-
ever, noise sources from the environment have to be care-
fully controlled and eliminated. Electromagnetic noise
can, for example, be caused by the 50Hz power supply
system, its higher harmonics (100, 150, 200Hz) and the
radiofrequency coupling capacitively, inductively or resis-
tively to the experiment20. To reduce the influence of ex-
ternal fields our lab is fitted with an active compensation
system (Integrated Dynamics Engineering EMI Compen-
sation System MK 4) and mechanical vibrations are han-
dled by a special damping system. To combat additional
noise in the content of the present work a phase-sensitive
detection system was implemented, which is applicable
for measurements with periodical excitation of the mag-
netic state.
The main hardware addition to the system is a time-
to-digital converter (TDC) which was customized for our
particular requirements and integrated into our setup by
Surface Concept (SC-TDC-1000/08 S).
The design of the SC-TDC-1000/08 S utilizes the high
developed Time-to-Digital Converter (TDC) chip GPX of
ACAM21 combined with a sophisticated control-, start-,
and streaming-logic which is interfaced to any PC by a
super-speed USB 3.0 connection. The device provides
time measurements on 8 independent stop channels at a
bin size of 82.3ps with a thermal stability of < 10 fs/K.
The field programmable gate array (FPGA) enables con-
venient setups and a variable data stream handling from
the TDC via USB. Fig. 1 shows the internal block scheme
of the device including the various “stop”, “start” and
“tag” inputs. Parallel applied signals to different stop
inputs can be detected without any time distance, how-
ever subsequent hits on any single stop input must have
a delay of 5.5 ns in order to be measured reliably. All
single inputs provide a 32 fold multi-hit capability as
an input buffer. The native GPX start input frequency
is more restricted to below 7MHz, thus the logic pro-
vides a programmable frequency divider in order to op-
erate on master frequencies up to 100MHz. Although
the high multi-hit capability of the GPX allows measure-
ment of bursts of many pulses in a very short time in-
terval (several tens of pulses within 200ns), the internal
output registers and the maximum reading speed from
the chip is limited, so that an average speed of up to 40
million results per second is possible uninterrupted and
permanently. The TDC can be configured to measure as
many hits as possible within these limits for either un-
defined or software specified acquisition intervals. This
is required in the present application, since for typical
materials and electron gun settings (3 nA beam current,
3 kV acceleration voltage), channeltron count rates are
up to 4× 106 cts/s per channel, so the device must be
able to process an event rate of at least 20MHz. For the
transfer to the computer USB 3.0 is used. The acquisi-
tion dwell times for time data from the TDC are settled
within the FPGA by a quartz stabilized time gate in an
interval from 1ms to 1193h. The start and end of mea-
surement acquisition can be software triggered. For both
modes, the start of the acquisition can also be hardware
triggered by a TTL (transistor-transistor logic) “Sync In”
signal and the end is signalized by a TTL pulse at the
“Sync. Out”. All stop times can be measured either in
relation to any other previous stop result (including the
same stop channel) or in relation to a periodical start
at the terminal “Ext. Start”. Stop time results can be
synchronized to “tag” or “state” signals from the appro-
priate TTL inputs. The tag signal triggers an internal
up-counter which starts with 0 at the start of each new
acquisition block. The tag counter facilitates the pixel
synchronization for the present application. The device
3FIG. 1. Schematic layout of the TDC. The detector output is
fed into 4 “Stop” channels, the Ext. “Start” can be used as
a reference as well as a fifth “Stop” input. The pixel trigger
is provided to the “Tag” input.
can provide a start counter in parallel to each stop time
result, as well as a tag result (either counter or timer or
analog-digital-converter) and together with a 1 bit state
result as a multiple coordinate system. A complex FIFO
(first-in-first-out buffer) design ensures a very low data
loss probability of < 10−4 within the described limits.
The user DLL (dynamic link library) controls the data
handling and streaming for the user.
The time resolution capability of the TDC (82.2 ps)
is significantly better than required for our presently
employed SPLEED detector system which is based on
channeltron electron counters. These generate pulses of
around 50 ns in length and 4mV in height with risetimes
of 10 ns and can handle count rates of more than 107
cps22. The pulses are then passed through a discrimina-
tor and pre-amp arrangement in order to generate stan-
dard TTL compatible pulses of around 20 ns. Future
upgrades to channelplates may be expected to provide
improvement due to their shorter pulse spread, however,
it has been demonstrated that electronic jitter due to the
different flight times of the emitted electrons between the
sample and the detector is likely to limit the ultimate
achievable time resolution of the system to ∼ 600 ps for
the present detector design and geometry15. Neverthe-
less, larger scale design changes to the integrated system
as a whole could provide further improvements15. The
TDC detects the time of each individual electron pulse
and depending on the programmed settings transfers se-
lectively processed/packaged data to the computer for
subsequent calculation and processing via software, en-
abling time-resolved measurements and the application
of a digital phase-sensitive detection scheme. The re-
quired input connections to the TDC are the 4 channel-
tron low voltage TTL pulse lines. A pixel tag provided by
the National Instruments (NI) PCIe 6343 card controlled
via LabVIEW synchronizes with the scan frequency of
the electron gun, i.e. the rate of the deflection voltage
changes. For standard measurements the reference sig-
nal is also given by the pixel tag signal or in the case of
measurements with periodic excitations by a synchroniza-
tion signal provided by the arbitrary waveform generator
(AWG). The deflection voltages for the electron beam
Ux,y for scanning the sample are also generated by the
NI card and inputted to the electron gun and the change
in Ux serves as the master for pixel tag and if wanted ex-
citation synchronization. We have implemented flexible
scan-controls to allow for imaging particular regions of
interest of arbitrary geometry within the field of view set
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FIG. 2. Integrated setup of the new SEMPA system: The cen-
tral part depicts the SEMPA investigation chamber including
the electron gun and detector (det.). The scan is controlled
from the PC by setting the electron beam deflection voltages
(Ux, Uy). The measured counts are fed into the TDC and
there they are assigned to the current pixel and time bin. The
excitation of the device under investigation is performed us-
ing an arbitrary waveform generator (AWG), which is checked
with an oscilloscope (osci.) and synchronized to the TDC.
by the microscope software. The UHV chamber sample
stage has 4 electrical contacts to enable imaging while
applying currents to, for example, a strip-line patterned
on the sample for local magnetic field application. The
excitation and reference signal for synchronization with
the TDC imaging are provided by the AWG (Tektronix
AWG4162) and monitored with an oscilloscope. A sketch
of the integrated experimental setup is shown in Fig. 2.
A. General imaging mode
The extended experimental setup can firstly be used
for general magnetic imaging. For this, the pixel tag is
fanned and also used as reference signal. In this mode the
user sets a desired scan rate and the total counts within
the corresponding dwell time are transferred from the
TDC to the computer. Following each pixel, the beam
deflection voltages are updated for the next position and
the software generates a pixel tag to tell the TDC to
start counting again. The next set of counts are then
allocated to the next pixel within the image until the full
scan is completed. Due to the long measurement time,
drifts of the sample can play a significant role. To avoid
consequent artifacts, many fast scan frames are acquired
instead of only one long-time acquisition using an imple-
mented multi-frame imaging mode. To prevent that the
object of interest moves out of the field of view, a cross-
correlation algorithm was included, which recalculates
the region of interest after every frame using the sum
of all 4 channeltron counts and updates the deflection
voltages accordingly. This sum image shows the topogra-
phy of the investigated area and has much better signal-
to-noise ratio than the magnetic images and therefore is
more suitable for pattern recognition. During post pro-
cessing an additional cross-correlation matching is done
to achieve best results. The measurement is controlled by
a LabVIEW program communicating with the TDC via
4an integrated C++ software. To save more measurement
time the user interface of the control allows to determine
arbitrarily shaped regions of interest (ROIs), which might
be useful for imaging structures such as magnetic rings
where a large portion of the area is not of interest3.
B. Time-resolved imaging
The major advantage of the new equipment is the pos-
sibilities it opens up for various types of new measure-
ments that take advantage of the newly available time
resolution. The first measurement scheme is a simple
time resolved acquisition, where the excitation period is
divided in a chosen number of time bins, B15. For every
scan over the sample, B time bin images are acquired.
In practice it is necessary to acquire over many pump-
probe cycles in order to get sufficient SNR, however, un-
like some pump-probe schemes we can simultaneously ac-
quire the full time structure and so we acquire all time
bin images for a given pixel within the one pump-probe
cycle. We then repeat this for each pixel to generate
all time bin images for each pixel. If the dwell time at
one pixel is longer than a period of the excitation, the
counts of the equivalent bins of every period are summed
up. This means that neglecting the extra time required
for a possible excitation pulse and any extra included
duty cycle, the time for a movie with B time bins is only
increased by a factor of B for a set SNR, unlike other
acquisition schemes where you only acquire one time bin
image per pump-probe cycle and the total time diverges
as B squared. The possible excitation-induced shifts (for
instance due to Oersted fields generated by current pulses
injected into the structures) within the time bin images
of one single acquisition frame, in addition to thermal
drifts can be corrected in a post processing step. For the
drift correction in these modes the sum image of the first
time window is used.
In the second mode you can selectively define only cer-
tain time windows in a period by choosing the offset from
the reference pulse and the time window length allowing
for e.g. measurement only during a current-pulse exci-
tation of the sample. While this mode needs a longer
measurement time to acquire images of comparable SNR
depending on the fraction of “acquisition on” and “ac-
quisition off” times, it significantly reduces the amount
of data that is transferred from the TDC and ultimately
saved and still captures the interesting time windows.
C. Phase-sensitive measurement scheme
One completely new imaging mode that we implement
in this work is a phase-sensitive signal detection23 for
SEMPA imaging. This mode is a further extension of
the full period time resolved imaging and can be used in
an extended mode by adding low-pass filtering also as a
full lock-in detection(Fig. 3) as depicted in figure 4. This
mode is in particular applicable if the magnetic signal is
expected to be proportional to the excitation so that by
taking the excitation frequency as a reference frequency,
R(t)
t
t
t
t
A(tb)
cts
bins
TA
FIG. 3. Schematic working principle of the lock-in scheme:
The sinusoidal excitation signal R(tb) (top row) modulates the
number of counts (cts) in the different channels as indicated in
the second row where two opposing channeltron count trains
are shown. The counts are collected into bins selected by the
user, as shown in the 3rd row. Finally within a bin b the
asymmetry A(tb) is calculated from the summed counts of
this certain bin for each individual pixel.
ωr, homodyne detection can be applied
24.
In this case the asymmetry oscillates with a period,
TA, which is equal to the period of the excitation which
is split into a number of time bins, B, with bin length τ ,
thus the bth bin is at a time tb = τ(b − 1) and TA = τB.
The resulting time-dependent asymmetry function A(tb)
is multiplied with a discretized complex reference signal
R(tb) ∝ exp(−iωrtb). The two orthogonal contributions
of this dual-phase down-mixing are the in-phase (IP) and
quadrature (Q) components and are given in every pixel
by
AIP(tb) = A(tb)× sin(b− 0.5
B
× 2pi) (3)
AQ(tb) = A(tb)× cos(b− 0.5
B
× 2pi) (4)
In general the complex result of the dual-phase mixing
is given by
Z(tb) = A(tb)×R(tb) (5)
Z(tb) = A(e
i(ωA−ωr)tb + e−i(ωA+ωr)tb) (6)
If ωA = ωr, the first term becomes independent of time.
The second term can be filtered out by a low-pass filter.
For phase-sensitive detection this is done mathematically
by simply averaging over the period. For the application
of a specific low-pass filter implementation (digital RC,
Butterworth, Chebychev,...) many periods of the asym-
metry output have to be used for every pixel, since the fil-
ter needs a certain settling time. Afterwards the filtered
5π/2 
DUT
QUADRATURE
IN-PHASE
FIG. 4. General lock-in working principle: The sinusoidal ex-
citation signal is applied to the device-under-test (DUT) and
also used as a reference and mixed with the resulting signal
of the experiment. In the dual-phase lock-in the reference is
in addition shifted by 180 degrees and also mixed with the re-
sult. A low-pass filter is then applied to both branches. The
amplitude is then calculated by the Pythagorean sum of the
in-phase and quadrature component.
data is integrated over time. In the end the complex
result can be calculated by23
Z = AIP + iAQ =
2
B
(
B∑
b=1
AIP(tb) + i
B∑
b=1
AQ(tb)). (7)
Finally this result is transformed to the polar representa-
tion of Z by the calculation of the absolute value
|Z| = A =
√
A2IP +A
2
Q (8)
and the phase
θ = arctan(
AQ
AIP
). (9)
θ equals the phase shift of the signal compared to the
excitation. This procedure is summarized in Figure 4.
III. SYSTEM PERFORMANCE
To test the system performance, various soft
magnetic structures were patterned on a stripline
(Cu(80 nm)/Au(5 nm) or Cu(120nm)/Au(5 nm)or
Pt(20 nm) including squares, rectangles and disks with
typical dimensions from 0.5 − 5 µm. As ferromagnet,
Ni80Fe20 (Permalloy) with a thickness of 10 nm or 30 nm
has been chosen. The samples were prepared by lift-off
and then for imaging in-situ Ar milling was used to
remove any surface contamination or surface oxide layer.
A. Full period time-resolved imaging
For the first two mentioned measurement modes, the
time resolution 2σt is especially of interest. To deter-
mine this property we follow the protocol established by
Fro¨mter et al.15 is followed. At first, a static image of
the edge of a 4 by 3 µm Py pad edge was acquired (inset
of Fig. 5) and the edge width 2σ0 measured by fitting a
Gaussian profile to it. Then a second measurement us-
ing a sinusoidal excitation of 120 MHz was acquired with
FIG. 5. Determination of velocity of Py rectangle edge in x
and y direction during excitation and determination of edge
width (inset is showing the edge without excitation) for time
resolution capability estimation.
10 bins per period. With a cross correlation algorithm,
the positions of the edge were determined for every time
frame in order to calculate velocity of the edge (Fig. 5).
The time frame image for the highest velocity v(t) was
taken to determine the edge width 2σ(t):
2σ(t) =
√
(2σ(t))2 + (2σtv(t))2 (10)
2σ0 has been measured to be 45± 30 nm, v(t) = 200± 13
m/s and 2σ(t) = 370± 60 nm, resulting in a time resolu-
tion of 1.8±0.4 nm. The main limiting factor is expected
to be the jitter in the channeltrons, which is on the order
of nanoseconds and therefore higher than the calculated
jitter in the travel time of the secondaries from the sample
to the tungsten crystal15. Therefore the estimated time
resolution could be further increased by exchanging the
channeltrons by multi-channel plates with a lower veloc-
ity dispersion of the electrons15. As a demonstration of
this performance, the field-driven vortex core motion of a
permalloy (Py) disk of 4.3µm diameter and 30 nm thick-
ness was chosen. An oscillating Oersted field was gener-
ated by a sinusoidal current at 48 MHz flowing through
the copper stripline (120 nm thickness capped with 5 nm
of Au) underneath the Py. Following Ampere‘s law the
Oersted field generated at the top of the stripline is esti-
mated to be 0.5mT25. The resonance frequency for this
geometry is expected to be between 45 and 67 MHz from
literature reports26. The period was oversampled by a
factor of 10, resulting in a video of 10 time frames of
2.1 ns each (5 frames shown in Fig. 6), multimedia file
consisting of all frames: http). The total measurement
time, including processing, was 211 minutes, of which
around 50% was pure acquisition time. The computer
processing time can be further reduced strongly by using
the start input as reference instead of one of the 8 stop
inputs, because the start signal is only handled by the
hardware within the TDC.
60 2.1 10.4 t [ns]
4.3 µm
(a)
(b)
FIG. 6. (a) Vortex core (VC) gyration in a Py disk on Cu
stripline due to oscillating current-induced Oersted field (48
MHz). A movie can be found here: http. (b) The trajectory
shows the typical behaviour of an off-resonant excitation, with
a large amplitude along the field axis and a smaller but de-
tectable orthogonal oscillation. Clear changes on a few ns
time scale are evident, confirming that magnetization dynam-
ics imaging is possible using the previously estimated tempo-
ral resolution.
B. Time window imaging
As a demonstration of the functionality of the second
possible acquisition mode, Py rectangles of various sizes
on a 20 nm Pt stripline were imaged during a rectangle
pulse excitation of 50 kHz using 2 time intervals of in-
terest, such that one is showing the magnetic structure
during current flow to one direction while the other one
belongs to the time during the reversed current direc-
tion. The absolute current amplitude is 0.1mA and the
induced Oersted field is calculated to be 1.25mT at the
center top of the Py structure. Fig. 7 clearly shows how
the magnetization direction is reversed by reversing the
current through the wire in the two Py pads. Domains
which are energetically favored i.e. aligned with the field
increase their size at the expense of the others due to the
influence of Zeeman energy. Only the narrowest struc-
ture remains largely unchanged for this value of the gen-
erated Oersted field due to the stronger shape anisotropy.
Going to shorter time windows, one has to synchronize
the whole setup very carefully to avoid runtime delays
of voltage pulses and similar issues. For a full period ac-
quisition this does not matter too much with exception
of an observable phase shift, but in this mode it must
be considered since under circumstances this phase shift
can exceed the time window length. A possible way to
determine the exact time of pulse arrival is to use a short
acquisition using the first acquisition mode in order to
check the shift of the observed object in the sum image
followed by a recalculation of the time window of interest
or the delay times of the system.
FIG. 7. Gated imaging using two time windows for opposite
current directions in Pt(20 nm)/Py(10 nm) elements (50 kHz
square wave, ±0.1mA amplitude). The change of the main
magnetization direction is clearly visible for the two larger Py
pads.
FIG. 8. Amplitude (a) and color-coded phase image (b) of the
time-resolved measurement (Fig. 6) revealing the excitation-
caused magnetization changes in the Py disk.
C. Phase-sensitive detection
As a first demonstration of the functionality of our
phase-sensitive detection scheme we apply this scheme
to the same vortex state excitation previously presented
in Fig. 6. The results of the amplitude and phase are pre-
sented in Fig. 8. In the amplitude image the strongest
intensity corresponds to the region of the disk where the
asymmetry signal is most correlated to the excitation fre-
quency. In the phase image the pixel values are given
by the phase shift between the signal and the excitation
reference detected by the TDC. The less noisy an area
of the image, the stronger the correlation of the signal
to the excitation frequency. In Fig. 8 the region where
the configuration changes has a high intensity in the am-
plitude image and is less speckled in the phase image.
In regions where the magnetization does not change, the
phase noise is indistinguishable from the region outside
of the sample, as expected. Note that the phase can de-
viate from zero because of run-time delays of the pulses
due to varying cable length. The white arcs in Fig. 8a
are artifacts corresponding to sample motion which has
not been completely corrected for by the standard cross
correlation algorithm.
The enhancement of the signal-to-noise that can be ob-
tained by applying the lock-in detection to the acquired
data was tested using a 1×10 µm2 Py wire oriented along
the long axis of the copper stripline. Due to the shape
anisotropy, at remanence the magnetization in the wire
is largely aligned along its long symmetry axis. Only at
the top and bottom of the wire can domain patterns be
observed due to flux-closure domains forming27. Apply-
7y x x x
2 µm
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FIG. 9. Comparison of the Py wire imaged (a) without cur-
rent excitation (0mA DC) , (b) with 30mA DC current exci-
tation and standard static imaging and (c) with an AC exci-
tation with a maximum current of 30mA and phase-sensitive
detection (PSD, amplitude image). The current is flowing
in the stripline parallel to the Py rectangle and the Oersted
field points perpendicular to the long axis of the rectangle.
(For the DC images the grey scale bar is the same for the x
component.)
ing a current through the stripline results in an Oersted
field that is directed perpendicular to this axis and which
therefore competes with the shape anisotropy. The mag-
netization is therefore tilted by a certain angle, depending
on the size of the Oersted field, which is in turn propor-
tional to the current. As a result, for the x-component
of magnetization no contrast is expected in the absence
of current, however for finite current the contrast should
increase in proportion to the amplitude and as such the
lock-in imaging mode can be employed to detect this.
To compare this technique to the usual imaging mode,
two measurements with current were conducted: At first
a DC current of 30mA was driven through the sam-
ple while imaging the magnetization tilt in the standard
mode and secondly a sinusoidal current of the same am-
plitude was used and the phase-sensitive detection mode
employed. The acquisition time for each of the measure-
ments was 20min. For the lock-in measurement 32 bins
per period were used. The dwell-time per pixel was 0.1 s
in both cases. The lock-in measurement was repeated
with different excitation frequencies to investigate the
frequency-dependent SNR. The SNR is found not to de-
pend on the frequency used for the excitation/lock-in ref-
erence within the studied range of 10 − 1000 kHz. This
detection scheme has to be interpreted very thoroughly
because artificial signals can contribute to the resulting
images. Two possible reasons for artifacts should be men-
tioned here: First, the drift correction is is unable to
completely avoid image shifts, leading to a remaining ex-
citation frequency coupled signal especially at the edges
of structures as seen before for the discs (Fig. 8). An-
other artificial contribution can occur due to the imper-
fect flatness of the asymmetry curve in dependence of
the scattering potential of the SPLEED detector18. For
highly resistive devices the potential gradient over the
sample can be significant, resulting in a position depen-
dent scattering energy for the emitted electrons. In order
to overcome this, it is necessary to either perform a com-
plex correction of the data or alternatively measure using
a virtual ground at the imaging position28.
As can be seen by comparing the x signals of Figs. 9a-c,
the lock-in scheme clearly enhances the signal to noise ra-
tio in this case. Quantitatively we observe that an SNR
enhancement of up to 5x can be achieved in the mea-
sured samples. It is, however, to be expected that the
exact enhancement should depend very strongly on the
specific measurement, sample and concretely on the ex-
act frequency spectrum of the noise. For favorable cases,
therefore, an even larger enhancement would be expected,
however conversely we also expect and observe that for
other measurements for instance where the noise occurs
at the excitation frequency the SNR is not significantly
different from the normal imaging mode based on equiv-
alent acquisition settings.
IV. CONCLUSION
In conclusion, we show that our upgraded system can,
in addition to the standard SEMPA measurement mode,
provide three further acquisition schemes: full-period
time-resolved imaging, imaging during time windows and
phase-sensitive detection. The achieved time-resolution
is in the range of 2 ns. For certain types of measurement,
where the signal follows the excitation,an improvement in
SNR of up to 5 has been observed using a phase-sensitive
detection scheme. This work bodes well for future studies
of materials with low contrast, which were previously in-
accessible to SEMPA, as well as to new dynamic imaging
modes. In particular, by combing the developments out-
lined here with recently improved efficient spin detectors
and low jitter output electron detectors, we foresee that
SEMPA could really compete with high-end synchrotron
dynamic magnetic imaging techniques, yet in a conve-
nient lab-based setting.
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