Information retrieval in neural networks.
I. Eigenproblems in neural networks
A. D. Maruani, R. C. Chevallier and G. Y [3] , and Amit et al. [4] .
More generally, the problem of optimal storage matrices has been adressed by T. Kohonen [5] , Personnaz et al. [6] , Venkatesh and Psaltis [7] and Kanter et al. [8] . In particular for linearly independant patterns the algorithm given in this paper leads to the same matrix as in these references.
A thorough comparative discussion of those approaches is in current progress (Venkatesh, Psaltis and Sirat), and a preliminary presentation has been done [9] . This paper is the first one of a series of papers, and is devoted to a brief discussion of the normal properties of synaptic matrices involved in the algorithms. The discussion will enable us to propose a new scheme, allowing both large capacity storage and robustness of the algorithm.
In a second paper we will propose an optical implementation of two-dimensional neural networks based on If the algorithm is addressed by a probe X equal to one of the stored memories, say V(03BC), the pth partial cross-correlation factor is :
If the algorithm is addressed by a probe X, close to one of the stored memories, say V (JL), the 03BC-th partial cross-correlation factor is given by equation (1.8) .
In the following we consider the thermodynamic limit which is operational when N is large enough.
Let the probe and memory V (') be a sequence of N random binary bipolar digits ; then the probability of PR to be equal to a given integer n is a binomial distribution whose thermodynamic limit is Gaussian : so that the probability of X = (2 pÁm Then, noise in (1.4) is seen to be nothing but the action on V (JI-) of all the partial matrices T(m) except its own associate T(03BC).
The eigenproblem for the synaptic matrix reads as :
Hereabove, X and c are the sought after eigenvectors and eigenvalues. If X belongs to the subspace orthogonal to that generated by the memory set, the left hand of (2.4) vanishes so that the solution is c + M = 0.
As a first result :
The synaptic matrix T has eigenvalue (-M) with degeneracy (N -M ) (N -M ) i.e. the lower bound of the crosscorrelation factor but without any noise term.
Conclusion.
We have presented a brief discussion of the formal properties of the synaptic involved in neural networks and proposed a new scheme for building such matrices. An immediate property of the algorithm is its rather large capacity storage, together with its robustness. Extended discussion of this new model will be presented in a forthcoming article of this series.
