Abstract-Mixed-criticality systems (MCS) aim at boosting the integration density in safety-critical systems, resulting into efficient systems, while simultaneously providing increased performance. The DREAMS project provides a cross-domain architectural style for MCS based on networked, virtualized multicores controlled by hierarchical resource managers. However, the availability of a platform is only one side of the coin: deploying mixed-critical applications to shared resources typically requires design-time configurations (e.g., to ensure real-time constraints or separation constraints mandated by safety regulations). These configurations are the outcome of complex optimization problems which are intractable in a manual process that also hardly can guarantee the consistency of all deployable artefacts nor their traceability to the requirements. However, existing toolchains lack support for MCS integration, and particularly DREAMS' advanced platform capabilities.
I. INTRODUCTION
The growing complexity of embedded applications lead to increased performance requirements, which in particular includes safety-critical applications such as autonomous driving in the automotive domain. These emerging demanding safetycritical applications tend to exceed the performance provided by embedded single-core processors already today, whereby communication overheads, cost, and space limitations rule out networked architectures. The forthcoming discontinuation of single-core processors creates an additional need for concepts that allow deploying these applications on multi-core processor platforms. MCS promise a solution to the dilemma of ensuring safety compliance while reducing the system's size and weight by allowing a higher integration density (less electronic control units and cabling), and enable to benefit from the improved performance-per-Watt ratio of multi-cores.
The DREAMS project [1] develops an architectural style for MCS platforms [2] that combines hardware (HW) and software (SW) mechanisms ensuring temporal and spatial isolation, which are core techniques to enable mixed-criticality integration (e.g., to ensure freedom of interference by means of hypervisors or specialized networks). However, the existence of a platform is not sufficient to make the technology accessible to application engineers and system integrators. Instead, it must be complemented with a development methodology that provides a structured way to deploy an application onto the target platform, which poses the following challenges in the case of MCS. On the one hand, for critical applications, the compliance of the final deployable artefacts, in the context of system integration particularly the platform configurations, with safety requirements is essential. On the other hand, safety standards such as DO-178C or IEC 61508 mandate full traceability from requirements to deployable items at least for the critical parts. To ensure the consistency of all artefacts and to tame the development effort, tool support is indispensable to implement an efficient MCS development process.
Providing a toolchain for an MCS integration platform is challenging due to the complexity of both the applications and the platform that constitute a huge design space that must be explored efficiently by the involved tools. MCS render this task especially difficult since they impose additional requirements onto a valid design of the final system, and consequently the corresponding platform configurations, e.g., criticality-aware allocations of software components that respect separation constraints, or real-time constraints.
There have been numerous attempts to define development methodologies and toolchains for safety-critical systems [3] , [4] , [5] , mixed-criticality systems [6] , [7] and product-lines [4] (PLs). However, none of these projects follows an integrated approach where the toolchain is tailored to an architectural style providing essential guarantees and services for MCS. Our contribution is a seamless model-driven MCS toolchain that is the process-level counterpart of the DREAMS HW/SW mixed-criticality integration platform. The approach exploits the properties of the platform and, as mandated by safety standards that are applicable to MCS, follows a top-down approach starting with the collection of requirements that are subsequently refined into design and implementation models and finally deployable artefacts. The focus of this paper is on the steps starting from the design phase, where a system designer defines models of the application and the target platform before executing the toolchain to perform the MCS integration and derive system configurations. Here, the involved tools apply a chain of refinements, realized by optimization and transformation algorithms, that gradually generate and enrich intermediate models until ultimately all information is available required to generate configuration files for the platform devices and services, e.g., for a hypervisor.
The degree of automation achieved by our toolchain reduces the time to market and the development costs of MCS. Further, the use of tools increases the confidence in the correctness of design artefacts, e.g., configuration files, by avoiding manual transformations and calculations. This aspect also contributes to the reduction of time spent on the development. To increase the applicability of our approach, we have chosen a crossdomain approach (as for the DREAMS platform), and implemented model-transformations automating the data exchange between the involved design and optimization tools, as well as configuration generators that encapsulate the knowledge about the intrinsic details of the target platform. The applicability of our solution is demonstrated by the derivation of configuration files for an avionic subsystem including resource management (RM) and reconfiguration, as well as the exploration of a PL of a wind turbine control application (renewable energy domain). Following the principle of the DREAMS architectural style (see Sec. III) that defines MCS services as stable interfaces for different implementations of the platform, also the methodology is open and suitable to foster a tool ecosystem based on a layered metamodel standardizing the data interchange format between the involved tools (see Sec. IV). The upper parts of the metamodel provide generic abstractions of MCS, whereby a configuration abstraction layer eases the development of back-ends tailored to specific implementations of the platform.
In the next section, we compare our methodology to other integrated toolchains and modeling approaches. Then, we give an overview of the DREAMS architecture (Sec. III), followed by a description of our MCS metamodels that are the interfaces of the involved tools (Sec. IV). Following this, we present our MCS development methodology (Sec. V) and its realization in a toolchain (Sec. VI). Finally, we evaluate our approach with two case studies (Sec. VII) and conclude (Sec. VIII).
II. RELATED WORK
The CRYSTAL project [3] developed a standard allowing loosely coupled tools to share and interlink data based on standardized and open web technologies [8] . It enables interoperability among various life cycle domains and aims at closing the gap between development and operational needs [9] . While CRYSTAL provides a generic interoperability solution for safety-critical systems, our toolchain is tailored to MCS, exploiting the specific guarantees of the DREAMS platform.
Similarly, CESAR [4] provides a rich technology platform (RTP) enabling the integration of various tools for safetycritical, model-based system development [10] based on the principle of contract-based design [11] , [12] . The RTP supports important methodological properties, including traceability [13] and PL engineering [14] that are also supported by a toolchain. Our approach goes beyond this by combining variability from the business perspective (which features?) with technical variability (which designs and implementations?).
MBAT [5] is a predecessor of CESAR that focuses on the analysis and verification of models, their transformation, and testing a system or its modules. Contrarily, our approach centres on the design and configuration synthesis phases.
The SPEEDS project defined a development methodology for distributed development based on contract-based design [15] , [16] , but did not take into account platform capabilities such as resource virtualization or RM.
In order to reuse methods and tools from existing toolchains, [17] offers a so-called recipe, i.e., a guideline, for their integration and reuse in toolchains solving different tasks. It builds upon the concept of providing a RTP, typically as a metamodel, based on an interoperability specification. Our approach differs by providing a metamodel and toolchain dedicated to MCS that ease the design of such systems and that consider their characteristics in the methodology.
A probabilistic measurement-based timing analysis [18] is the core technology of PROXIMA [6] and serves as a basis for a tool set to enable timing-centric, safety-critical system development, so far primarily applied to commercial platforms such as the AURIX or LEON3 processors. Instead of focusing on timing models and analysis, our approach aims at providing a complete and extensible methodology exploiting the specific properties of the DREAMS platform, consisting of tools for different system design aspects, e.g., reconfiguration or PLs.
APP4MC [7] is an Eclipse project for model-driven engineering of embedded multicore systems. It builds onto the results of the AMALTHEA [19] project, and aims at providing a lightweight alternative to the AUTOSAR ecosystem that at the same time is better suited for multicore systems. While sharing some common goals, the DREAMS toolchain also supports resource management and variability exploration, and provides, together with the HW/SW platform, a unique solution to tackle the MCS integration problem.
Unlike the design methodologies discussed so far, the following standards focus on the description of HW/SW systems: SysML [20] is a metamodel for the description of complex HW/SW systems, extending a subset of UML 2. AADL [21] follows a similar approach, providing component models for applications, and abstractions for HW and SW components. However, both approaches only offer a very generic allocation mechanism that -unlike our MCS metamodel -cannot be used to specify hierarchic schedules, nor reconfigurations. Lastly, MARTE [22] is a UML 2 profile for the development of realtime systems and embedded systems. It includes support for hierarchical schedules and schedulability analysis modelling, but does not consider reconfigurations.
III. DREAMS ARCHITECTURE
The DREAMS project [1] provides an architectural style [2] for MCS that defines the logical structure of mixed-criticality applications and the services offered by a HW/SW platform composed of virtualized networked multi-core chips. The platform services for communication, global time, execution and resource management represent the core of a waistline architecture. They define the properties to be fulfilled by different implementations of the platform, and are the basis for domain-specific optional services and applications. The system model defined in the architectural style constitutes the interface between DREAMS systems and the toolchain for modeldriven MCS development described in this paper. Further, the system model served as input for the definition of the mixedcriticality metamodel introduced in Sec. IV. In the scope of the project, the DREAMS Harmonized Platform (DHP) has been developed as a reference implementation for the on-chip parts of the architecture, whereas other services have been mapped to (partially adapted) commercially available components.
A. Platform Resources, Structure and Hierarchy
As pointed out in [2] , a DREAMS system employs temporal and spatial separation (TSP) at different level, and provides various fault-containment regions. It consists of the following layers: cluster, node, tile, hypervisor. A cluster corresponds to a system and consists of a set of nodes (i.e., computers or electronic control units) that are interconnected by an off-chip network. Inter-cluster gateways connect clusters that possibly employ different off-chip network technologies. Nodes contain multiple tiles that communicate over an on-chip network. Onchip/off-chip gateways establish the link from an off-chip network to a node's on-chip network that interconnects tiles.
Tiles either may consist of several processor cores with dedicated peripherals and memory resources, or may host custom IP core designs. Processor-based tiles are under the regime of hypervisors that provide partitions to host application components of different criticality levels.
B. Resource Management
Resource management is one of the core services of a DREAMS system which serves three major tasks:
• Deadline overrun detection and management, • Quality of service (QoS) maintenance, • Application reconfiguration [23] to handle core failures. The DREAMS RM services also provide a group membership service to processing nodes and ensure secure communication [24] , [25] between RM components. Upon permanent or frequent transient core failures, the RM service reconfigures the system, i.e., it re-allocates the application to operational cores and remaps the communication ports, based on offline pre-computed configurations. For safety-critical applications, the deadline management service speculates the overrun of a job deadline and performs the necessary actions to prevent it. For non-critical applications, the QoS management service ensures a minimum service level for task execution.
The DREAMS RM services are mainly composed of two components: local resource managers (LRMs) and a global resource manager (GRM). The LRMs are responsible for:
• Providing QoS & deadline overrun management services, • Applying application configuration defined by the higher level RM component, • Handling locally manageable core failures, otherwise delegating the reconfiguration decision to higher level RM components. The GRM applies system wide reconfiguration based on a core failure that cannot be managed by lower level LRMs. They include two further components: local resource schedulers (LRSs), which schedule the tasks inside a partition and apply local reconfiguration defined by the LRM, and local resource monitors (MONs), which monitor the resource for transient and permanent failures. For further details, see [23] .
IV. MIXED CRITICALITY SYSTEM MODEL
In this section, we introduce an MCS modelling approach that is the foundation for the model-driven engineering process and toolchain of this paper. We define a set of viewpoints that reflect the views of different stakeholders (cf. system development workflows defined in Sec. V). Each viewpoint consists of a set of metamodels, and contributes to a modular and extensible MCS metamodel that separates different concerns. All model elements can be annotated with attributes (atomic values or references), which is, e.g., used to encode information from crosscutting viewpoints to the architectural viewpoints (see below). Further, as an orthogonal abstraction perspective, the MCS metamodel provides a granularity dimension that enables to describe the recursive decomposition of (parts of) the system into atomic building blocks. As demanded by safety standards that prescribe top-down development methods for safety-critical systems, the MCS metamodel provides means to trace artefacts created during different steps of our MCS development process (see Sec. V).
A. Architectural Viewpoints
The architectural viewpoints allow describing the structure of MCS, i.e., the applications and the underlying platform.
The logical viewpoint provides a metamodel for the platform-independent description of applications in terms of architecture, behaviour and non-functional requirements. We use the logical architecture described in [26] to specify the application architecture: It consists of a hierarchical network of components whose data interface is described using typed logical input and output ports. To define data-dependencies between components, logical channels may be used to connect compatible output and input ports. Important annotations of the logical viewpoint are the required safety integrity level (SIL) of logical components, memory consumption, etc.
The technical viewpoint extends the hardware model introduced in [26] to enable the hierarchical description of the architecture and services of MCS platforms, incorporating the platform taxonomy introduced in [27] . It is composed of two complementing sub-viewpoints for the physical platform, and the system software abstracting the underlying HW and providing services such as TSP. Both sub-viewpoints base on a generic platform modelling framework that provides the following base classes and marker interfaces serving as basic language primitives to define metamodels for particular platforms:
• The platform service marker interface [27] To derive a metamodel for a concrete platform, dedicated meta-classes are defined by inheriting from the base classes for structural elements or platform ports and the marker interfaces introduced above. For example, a meta-class for a processor core extends execution unit, and inherits the corresponding interfaces to mark it as a physical platform architecture element, processing resource, communication master, and IP core. The taxonomy induced by these abstract modelling concepts is useful to provide generic implementations of algorithms (e.g., a safety analysis), and is suitable to build a library of metaclasses for elements of platform architectures.
However, a finite meta-type system cannot be used to define the composition rules for a possibly infinitely large set of architectural styles that define rules of how basic platform elements can be combined (e.g., DREAMS architectural style for MCS [2] ). While this limited expressiveness of type systems has motivated the introduction of constraint languages such as OCL, our approach foresees a dedicated platform domain marker interface that is specialized for each architectural style. In case of the DREAMS platform, the domains cluster (Fig. 1 b) , node (Fig. 1 c) , tile ( Fig. 1 d) , offchip network, network-on-chip and hypervisor (Fig. 1 e) have been introduced. The actual composition rules are encoded as program logic in the modelling tool (based on the compositor framework provided by the AutoFOCUS3 tool [26] that is used for the prototype implementation).
A number of attributes are contributed to the technical viewpoint using annotations, such as the achievable SIL of platform elements, CPU clock speed, memory sizes, and resource links from the system software to the physical platform (e.g., from hypervisor to tile) that relate the system software with the physical platform.
B. Temporal Viewpoint
The purpose of the timing metamodel is to capture timing requirements that must be satisfied in order to guarantee a correct and safe functioning of the implemented system. Our temporal viewpoint is based on concepts from TADL2 [28] : timing requirements are expressed as constraints on timing events and chains of timing events. Examples of timing events are task activations, task execution ends, the queueing or arrival of message frames, etc. A periodic recurrence constraint can be used, for example, to impose the periodic queueing of a frame. Latency constraints apply to chains of timing events that describe the path of some information traversing through the system, which includes elements from the logical and the platform architecture. A typical example of such a chain spans from the input of a sensor value until the output of the corresponding command at the actuator, while going through a sequence of transformations (tasks) and transportations (frames). Fig. 2 shows an example of a timing chain that spans two tasks. Fig. 3 depicts the underlying logical architecture. The timing chain starts when "TASK1" reads "Input1" (stimulus) and ends when "TASK2" writes the corresponding value to "Output1" (response). A reaction constraint specifies that the delay between the occurrences of these timing events must be shorter than 1ms. The fragments composing the chain's path between the stimulus and the response are described by decomposing the timing chain into the sub-chains "TASK1 Segment" and "TASK2 Segment".
C. Deployment and Configuration Viewpoint
The deployment viewpoint provides metamodels to link the application model from the logical viewpoint with the platform model defined in the technical viewpoint. A deployment consists of a set of allocations that are used to define mappings of logical components to execution units, as well as of logical ports to the transceivers of the corresponding execution unit. Depending on the underlying communication transport, dedicated transceiver ports are allocated to transceivers for each of the communication flows that is mapped to it. These specify the required system resources (e.g., buffer memory and names of partition ports, network-on-chip ports, etc.) and serve as input for the configuration generation process.
In DREAMS, logical components are mapped to partitions, whereas logical ports are mapped to partition ports. The allo- Multicast communication flows are represented by virtual links [29] that describe both its end-to-end temporal characteristics such as time-triggered (TT -defined by its period), rate-constrained (defined by maximum inter-arrival time / bandwidth allocation) or best-effort communication, its route through the system, and additional parameters such as the maximum message size. The route is encoded as a tree of segments that reference either transceivers or transceiver ports, depending on the respective communication resource.
The schedule metamodel is a device and tool-independent metamodel to represent hierarchical schedules. A system schedule references a deployment and contains the schedules for all involved resources. Resource schedules reference a resource in the physical platform (e.g., a processor such as core 1 and 2 of the ARM A9 in the example shown in Fig. 4 , or a network interface), and define their hyper-period. The system schedule's major activation frame (MAF) attribute is the least-common multiple of the hyper-periods of all contained resource schedules.
Resource schedules contain resource allocations that define the allocation of a share of its referenced resource. The schedulable entity attribute references a model element that is scheduled onto the corresponding resource, i.e., a partition in case of partition schedules (cf. partitions for MON, GRM and LRM in Fig. 4) , or a logical component in case of task schedules, and a virtual link in case of communication schedules). In order to make the resource schedule applicable for different models of computation, a trigger is used to specify the temporal activation pattern of a resource allocation. Periodic triggers allow to specify the resource allocation's period and phase (i.e., its release time), for instance for the definition of strictly TT activities. Rate-constraint triggers define the maximum jitter and the minimum inter-arrival time of sporadic activities. In order to encode aperiodic activations, aperiodic triggers can be defined for tasks that are, e.g., activated when an interrupt occurs and whose activation pattern is not known a priori.
The schedule metamodel can express hierarchical schedules, where the share of a resource described by a resource allocation is further sub-divided by a sub-schedule (cf. task schedules in Fig. 4) As pointed out in Sec. III-B, RM provides recovery strategies based on global and local reconfiguration. The reconfiguration metamodel can be used to express the corresponding reconfiguration graphs and defines the following meta-classes:
• Configuration containers are used to express a reconfiguration graph's structure. For the DREAMS RM, configuration containers are employed to define a sub-model for the system's global reconfiguration graph and one submodel with the local reconfiguration graphs for each of the system's tiles.
• Transitions form the edges of the graph and specify the condition that triggers the switch from one configuration to another, i.e., a list of failed cores.
• Local configurations depict vertices in the local reconfiguration graph that define the system's recovery strategy at the tile level. For each tile, the recovery strategy is encoded as a graph (typically a tree), whose vertices are local configuration objects that reference a system schedule. The initial local configuration is marked using a dedicated attribute.
• The recovery strategy at the system level is expressed as a graph (typically a tree) whose nodes are composite configurations and whose edges are transitions. The initial global configuration is marked using an attribute and references the set of all initial local configurations. Each subsequent composite configuration references the set of new local configurations to be activated by the corresponding tile's LRM (at the request of the GRM). While the deployment metamodels presented so far are generic and independent from the target platform, the configuration viewpoint defines metamodels that abstract the information required to configure the actual HW/SW services of the DREAMS platform, including the hypervisors, offchip networks, on-chip network interfaces and the RMs. The rationale for introducing this additional layer of platformspecific models (PSM) instead of directly generating the deployable configuration files from the implementation-agnostic deployment metamodels is the following:
• Use of model-transformation for potentially complex transformations to aggregate the information required to generate textual or binary device-specific artefacts, which are implemented using proven model-transformation frameworks, simplifying configuration generators, • Integration point of tool-chains provided by platform component vendors and their expected formats (e.g., the XML schema of the XtratuM hypervisor is considered as a configuration metamodel, see Sec. VI), • Configuration model as interface for configuration verification tools (e.g., TTE-Verify [30] , see Sec. VI), • Interface for manual adaptation (e.g., to tweak secondary parameters not covered by the MCS metamodel). Using metamodels to describe MCS from the logical application to the configuration enables traceability in the development process by linking artefacts from different phases, as it is required by safety standards. Concretely, we link logical with platform elements in the deployment model, schedules with deployments, reconfiguration graphs with schedules, and configuration parameters in PSMs with resource schedules.
V. MODEL-DRIVEN ENGINEERING OF MCS
Our model-driven engineering methodology builds on the metamodels from Sec. IV and is composed of three complementing workflows:
1) The basic scheduling configuration workflow to derive configuration files from a deployment model, 2) The adaptability workflow for offline preparation of system configurations for the runtime RM services, 3) The exploration of MCS PLs workflow to derive a set of alternate products in terms of deployment and application models. Due to the requirements of safety standards onto the development process, a top-down approach is used that focuses on the design and implementation phase corresponding to the left branch of the V-model, and that considers traceability of the artefacts generated in different phases. Overall, the goal is to define a process that enables to obtain a final MCS, and that -relying on the guarantees of the DREAMS platform [2] eases certification according to the relevant safety standards of the application's domain, e.g. the DO-178C/254 standards (and others) relevant for the avionics use case (see Sec. VII-A), or the ISO 61508 standard considered in Sec. VII-B).
A. Basic Scheduling Configuration
One of the basic tasks of any MCS is to feasibly schedule all resources for at least one application deployment. In DREAMS, feasible system schedules and configurations for the hypervisor and partition schedulers for each DREAMS node and (sub-)network are generated from the application description (defined by the logical architecture and the timing metamodel), the platform description (defined by the platform metamodel) and the system partitioning (defined by the system software metamodel). During the configuration process, manual deployments of application components can be defined. Schedule generation consists of the following steps:
• The RM components are instantiated for all system nodes, • The RM and the application components are deployed, • The timing constraints (defined by the timing metamodel) are broken into sub-constraints for each scheduling domain (i.e., processor and network type), • The sub-constraints are forwarded to the domain-specific schedulers to generate feasible schedules. Once the scheduling succeeds, the configurations for the platform components are generated. In such a bare-minimum configuration, the DREAMS RM components, like LRSs and MONs (see Sec. III-B), ensure the membership between DREAMS nodes and provide resource scheduling services. In case of a problem, e.g., cache misses leading to longer execution times than expected, the safety-critical applications may miss deadlines which may lead to a system failure.
B. Adaptability
In order to handle transient and permanent system failures, a number of adaptability mechanisms can be introduced in MCS. In DREAMS, these adaptability mechanisms include
• Deadline overrun management for critical applications, • QoS management service for non-critical applications, • (Local or global) application reconfiguration to provide mode-changes and/or to compensate for core failures, • A flexibility approach for online admission of eventtriggered activities in offline pre-computed TT schedules, e.g., slot-shifting in MCS [31] . The configurations of the RM components of nodes and (sub-)networks can be generated from the application description, the platform description, the system partitioning, the considered failure scenarios and modes of operation. During the generation process, local and global reconfiguration graphs are generated which are utilized online by the LRMs and GRM to make reconfiguration decisions. The deadline overrun handling service, the QoS maintenance service and flexibility service do not require extra information from the application designer or integrator. The configuration for these services are automatically generated from the aforementioned models and the relevant information is transferred to the RM components.
C. Exploration of MCS Product-Lines
We summarize the PL exploration methodology introduced in [32] (details omitted). It is based on the following steps:
• PL modelling leading to a model covering the features of all products (reusable assets model), and a variability specification (feature tree), • Feature level variability resolution (business variability), • Design space exploration (DSE) for each product to decide on its optimal technical realization. The first step in the exploration of MCS PL is the creation of a fully-featured model that contains all model elements and parameters that can be present in the derived products (termed "150% model" as in [33] ). By applying negative variability [34] to the "150% models", we obtain a set of so-called "125% models" [32] for which business variability is resolved, but for which technical design decisions are still unresolved. Hereby, constraints between features defined in the variability specification are considered to derive only products consisting of valid feature combinations. Subsequently, a realization engine is executed for each feature set such that "125% models" can be derived from the "150% models" by applying realization operators that correspond to the selected features.
By resolving technical variability, i.e., taking certain technical design decisions, we obtain "100% models" [33] which represent the selected product realizations that contain no more variability. In this step, each of the "125% models" is passed to a multi-objective evolutionary algorithm-based (MOEA) DSE that chooses from diverse implementations of SW components and that explores the component-to-execution unit mapping. The DSE estimates the quality of the candidate solutions (according to design goals) and checks if all design constraints are fulfilled (e.g., stemming from safety requirements).
VI. DREAMS TOOLCHAIN
To make model driven engineering effectively applicable, model editors must at least be available. They allow creating formalized descriptions of the MCS, from the specification of the problem-to-solve, until the configuration details of the solutions. However, the complexity of these systems makes it often difficult to "manually" derive a solution that satisfies all requirements or to even verify that a solution candidate satisfies all requirements. Furthermore, the manual editing always comes with the risk of introducing errors, especially if the system is complex. Therefore, not only model editors are needed, but also tools that automate the model-transformations that occur at successive steps of the development process. Tools from the following categories have been integrated into a toolchain to support the model-driven MCS design process:
• Model editors, • Design tools, • Verification tools, • Platform configuration file generators. These tools allow to gain time or are enablers for complex configuration problems. But they may also introduce errors or fail to detect errors. To take into account this issue, the safety standard IEC 61508 defines three classes of offline support tools, i.e., tools that are used for the software development but are not themselves part of the safety functions: T1 generates no outputs that can directly or indirectly contribute to the executable code (including data) of the safety related system. T2 supports the test or verification of the design or executable code, where errors in the tool can fail to reveal defects but cannot directly create errors in the executable software. T3 generates outputs that can directly or indirectly contribute to the executable code of the safety related system. None of the tools of the toolchain produces software code that implements safety functions, but almost all contribute directly or indirectly to the definition of platform configuration parameters that determine at runtime when computational and communication resources are allocated to safety and nonsafety functions. Errors in these configurations, e.g., insufficient processing time, may induce the failure of a safety function. Therefore, model editors, design tools and platform configuration file generators are classified as T3, whereas for verification tools category T2 applies. Tool categorization with similar tool qualification levels can be also found in other safety standards, e.g., the avionic safety standards DO-178C and DO-330. Model editors, design tools and platform configuration file generators involve complex algorithms or rely on complex frameworks (e.g., Eclipse) such that their qualification is barely feasible even in industrial settings. Instead, qualified standalone configuration verifiers are applied.
In order to combine individual tools into a toolchain, the following approaches exist: 1) Direct transformations between all tools to exchange data, 2) Model bus, 3) Joint metamodel. We use the joint MCS metamodel (see Sec. IV) built using the Eclipse Modeling Framework (EMF) [35] to exchange data between the involved tools since it fosters the modularity and extensibility of the toolchain and ensures the reusability of the generated model artefacts. In contrast to 1), this approach keeps the integration complexity at an acceptable level, as only up to two model-transformations are required for each tool (export to and import from the metamodel). Also, the approach is more efficient than 2) since no layer of indirection is needed. Lastly, our approach integrates the traceability property of the metamodel into the toolchain since the input and output artefacts of the different process phases can be linked in the common models and no other information containers breaking traceability are used (cf. last paragraph of Sec. IV).
Next, we explain which tool is used for which activity of the MDE process from Sec. V (see Fig. 5 ). The tools' developmental stage ranges from mature research tools to commercial products. All required inputs are gathered in graphical model editors. Each step of the three workflows in Sec. V is triggered manually, however there are no technical limitations preventing a deeper integration based on a workflow engine or scripting. All model-transformations from/to the joint MCS (meta)model are automated by 8 exporters and 6 importers (data-based tool integration) such that no manual, error-prone data transfer is required. The Eclipse-based AutoFOCUS3 serves as a dash board, offering corresponding menu entries. Within some steps, API-based tool integration is used (e.g., invocation of IKL safety constraint checker from the DSE [32] ).
Model Editors
AutoFOCUS3 (AF3) [26] , [36] : Defining logical architecture, platform architecture, system software model and mapping components to execution resources. Timing Model Editor [37] : Specifying recurrence constraints on task executions (period, minimal distance) and latency constraints on (end-to-end) timing chains. Safety Model Editor [37] : Attaching safety related requirements & properties to SW components, HW elements, SW hypervisor, SW partitions, deployment, etc. BVR (variability editor) [38] , [39] : Description of PLs based on variation points and associated constraints that restrict how features may be combined. Design Tools BVR (product generator) [38] , [39] : Exploration of product space and generation of (external) product models corresponding to a certain set of features. DSE (AF3 plug-in) [32] [44] : Translation of PSM into configuration files for the RM services, covering task and partition scheduling, reconfiguration and inter-partition communication channels. Performance is essential for the industrial applicability of the toolchain. We distinguish usability shortcomings due to repairable implementation issues (revealed by large models), and true scalability problems due to the computational complexity inherent to MCS integration. Several of the design tools solve NP hard problems, thus potentially introducing scalability problems. E.g., [45] discusses the complexity of TTE-Plan's SMT-based approach for combined network and task scheduling.
VII. CASE STUDY

A. Reconfigurations for Fail-Operational Avionics System
The DREAMS MDE process and toolchain have been applied to an avionic subsystem. The main goal was to show the basic scheduling (Sec. V-A) and adaptability process (Sec. V-B) using the DREAMS RM services (Sec. III-B), so that critical applications are rescheduled on working cores in case of frequent transient or permanent core failures.
As the first step, we use the model editors in AF3 to create a formalized description of the applications, the hardware architecture, the system software and the timing constraints. The avionics use case consists of 37 tasks divided into 5 application components as shown by the logical architecture in Fig. 6 . The hardware design consists of a DHP (see Sec. III) and 2 Freescale T4240s [46] , connected by an off-chip TTEthernet [29] switch. The hardware design is captured by the platform architecture model as shown in Fig. 1 b, c, and d . On each node, one tile is defined with 2 cores on the DHP and 4 cores on each T4240
1 . A hypervisor is defined for each tile in the system software model (shown in Fig. 1 e) with partitions for the applications and the resource management components: the DHP hosts one LRM and one MON for each core, and one GRM for the system. Logical components representing RM service entities (LRMs, MONs, GRM) were also modelled in the logical architecture, to consider them in the subsequent process steps in the same way as application components. The execution periods of the tasks and the reaction constraints for task chains were specified in the timing model.
In the second step, we define the partition and task schedules for the nominal continuous mode, where all cores are correctly working. The nominal deployment of applications to partitions and partitions to cores has been defined "manually" with AF3 as model editor: two applications on each T4240 and one on the DHP. Alternatively, the nominal deployment could also be defined using DSE. The partition and task schedules for the nominal continuous mode are created using Xoncrete. Fig. 4 illustrates the schedule model for the DHP. To generate the schedules, the description of the applications with their timing constraints, the platform architecture, the system software and the deployment are exported to Xoncrete and the created schedules are imported back into the system model in AF3.
In the third step, we use GRec to derive local and global reconfiguration graphs (to enable fault-tolerance) and the corresponding task and partition schedules for other continuous modes. These new schedules and corresponding new deployments were imported back into the system model in AF3 1 Only 4 out of 12 cores are used due to the small number of applications. and used as input for the generation of the communication schedules for the off-chip network with TTE-Plan. The resulting network configuration contains virtual links that satisfy the communication needs of all deployments induced by the reconfigurations scenarios. An example local reconfiguration graph for one of the T4240s is shown in Fig. 7 , while the global reconfiguration graph is shown in Fig. 8 .
In the fourth step, we use MCOSF to derive information about flexibility in the TT schedules for the online admission of aperiodic critical tasks. Moreover, MCOSF modifies all the schedules such that the tasks remain schedulable during a mode-change [47] . MCOSF also generates the transition mode schedules to reduce the mode-change delay [47] . The resulting final model elements and the role of all the tools is shown in Fig. 9 (see also Fig. 5 ). In step five, we use RTaW-Timing to verify the schedulability of the tasks and the worst-case delay of timing chains for all the continuous modes. Lastly, the generic resource allocation models (deployments, schedules, reconfiguration graphs) are transformed into PSMs for the target platform. Then, the platform configuration artefacts are generated (on-chip network interfaces of the DHP, the off-chip network, the XtratuM hypervisor, and the RM services).
A qualitative analysis yielded that the productivity using the DREAMS toolchain is comparable to deploying the use case to a traditional single-core platform, i.e., the complexity of the DREAMS multi-core platform's advanced capabilities has successfully been mitigated.
B. Exploration of a Wind Turbine Product-Line
Summarizing the use case presented in [32] , we explain how the MCS PLs exploration workflow (see Sec. V-C and Fig. 5 ) can be used to define a PL of a wind turbine control system and to derive concrete product models. The wind turbine system consists of a real-time supervision and control application, a non-real-time HMI communicating with a SCADA system, and a safety protection function that leads the system to a safe state so that mechanical limits are not exceeded.
First, we use AF3 to model the set of reusable artefacts ("150% model") in terms of a logical architecture model, where we also encode software design diversity of safety function components. We identified three (binary) businesslevel variation points that are encoded in a feature tree in BVR: the presence of optional supervision components, the existence of a second channel of the safety function, and whether or not to use diverse implementations of the components executing the safety function. Further, we define variability operators to construct a "125% model" by removing optional supervision components if the corresponding feature is not selected. Next, we use BVR for product sampling that yields six products, since two out of the eight possible products have been ruled out by constraints onto the combination of features. The realization engine applies the provided operators to derive "125% models" (see Sec. V-C) from the model containing all reusable assets. For each of the resulting models, the DSE is executed to resolve the remaining technical variability, e.g., choosing concrete implementations for components with design diversity, and exploring the possible component-toexecution unit mappings. A valid solution ("100% model") consists of a logical architecture and its deployment to the technical architecture and must satisfy the safety requirements of the underlying "125% model" that is verified by executing the IKL Safety Constraint Checker from the DSE for each candidate solution. Feedback from the analysis (number of violated constraints) allowed the DSE to find valid solutions for each product variant. Now, for each of the resulting products, the basic scheduling configuration workflow (see Sec. V-A) can be applied to generate the configuration artefacts for the involved platform components (c.f. final steps in Sec. VII-A).
VIII. CONCLUSION
As we have illustrated in two industrial case studies, the DREAMS toolchain is a solution to the MCS integration challenge at the level of the development process, complementing and relying on the mixed-criticality integration capabilities of the DREAMS HW/SW platform.
Our approach bases on an MCS metamodel capturing all relevant design, implementation and configuration artefacts, and an MDE process supported by tools mitigating the design challenges posed by MCS, including PL and design-space exploration, real-time scheduling and reconfiguration synthesis. The toolchain focuses on the left branch of the V-cycle and ranges from design models to the derivation of platform specific configuration, which we have demonstrated for the platform components used in our case studies (DHP, T4240). Like the DREAMS architectural style whose waistline architecture encourages different implementations [2] , the toolchain follows an open and modular approach. The MCS metamodel enables the integration of alternative tools and to easily adapt the back-end of the toolchain to alternative implementations of the platform. Further, to implement the approach using established industrial modelling tools such as Enterprise Architect, Rational Rhapsody or Papyrus, the MCS metamodel could be mapped to a UML profile.
While a qualified toolchain is far beyond the scope of a research project, our contribution results in a larger confidence in the deployable artefacts by avoiding manual transformations, whereas the integrated approach enables tracing as mandated by safety standards. Design automation saves development time, and enables to solve otherwise intractable MCS integration problems. In particular, models allow searching the product and design space early in the development process, providing a substantial potential for cost savings.
For future work, we plan to extend our workflows towards the requirements phase, for which AutoFOCUS3 already includes formal models, but which have not been applied in the scope of our current use cases. Further, we plan to connect our toolchain to the modular safety cases for the DREAMS platform [48] , [49] , [50] , which would be a step towards more efficient certification, in particular for MCS PLs. Motivated by the size and complexity of MCS, we plan to investigate support for concurrent use of the toolchain by multiple users, where data-base backends for EMF [35] 
