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1. Introduction
Throughout, Cm×n stands for the set of all m × n matrices over the field of complex numbers;
the symbols A¯, AT , A∗, r(A), R(A) and N (A) stand for the conjugate, transpose, conjugate transpose,
rank, range (column space) and null space of a matrix A ∈ Cm×n, respectively; Im denotes the identity
matrix of orderm; [A, B] denotes a row blockmatrix consisting of A and B. TheMoore–Penrose inverse
of A ∈ Cm×n, denoted by A†, is defined to be the unique matrix X ∈ Cn×m of the following matrix
equations:
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AXA = A XAX = X, (AX)∗ = AX, (XA)∗ = XA.
A matrix X is said to be an outer inverse of A if it satisfies XAX = X . The group inverse of A ∈ Cm×m,
denoted by A#, is defined to be the unique matrix X of the matrix equations
AXA = A, XAX = X, AX = XA.
It iswell known thatA# exists if and only if (A) = r(A2). A best-known formula for A# is A# = A(A3)†A;
see, e.g. [4, p. 165]. Results on Moore–Penrose inverses and group inverses of matrices can be found,
e.g. in [4,5,9,20,40].
A matrix A ∈ Cm×m is said to be EP (or range-Hermitian) if the range equality R(A) = R(A∗)
holds. This concept was first introduced by Schwerdtfeger in [41]. The range equality is a fairly weaker
restriction to A, so that EP matrices are a wide class of objects that include many matrices as their
special cases, such as, Hermitian and skew-Hermitian matrices (i.e., A∗ = ±A), normal matrices (i.e.,
AA∗ = A∗A), as well as all nonsingular matrices. EP matrices also have close links with other types of
matrix, such as, orthogonal projector (i.e., A2 = A = A∗), GP matrix (i.e., R(A) = R(A2)), bi-normal
matrix (i.e., (AA∗)(A∗A) = (A∗A)(AA∗)), star-dagger matrix (i.e., A∗A† = A†A∗), bi-dagger matrix (i.e.,
(A2)† = (A†)2); see, e.g. [4,8,9,18,19]. In addition, EPmatriceswere also extended to some other types
of matrix, such as, bi-EP matrix (i.e., (AA†)(A†A) = (A†A)(AA†)), conjugate EP matrix (i.e., AA† = A†A),
K-EP matrix (i.e.,R(A) = R(KA∗)) and power EP matrix (i.e.,R(Ak) ⊆ R(A∗) andR[(Ak)∗] ⊆ R(A));
see, e.g. [18,19,28–33].
This paper aims at collecting various known characterizations of EP matrix in the literature, and
giving some new identifying conditions for a complex squarematrix to be EP. As an extension, we then
define weighted-EP matrix and derive a group of necessary and sufficient conditions for a complex
square matrix to be weighted-EP.
The rank of a matrix is a basic concept in matrix theory, which is well understood and is easy to
compute by the well-known elementary matrix operations. This number plays an essential role in
characterizing algebraic properties of matrices. Recall from the definition of the rank of matrix that
a matrix A is null if and only if r(A) = 0. Hence, two matrices A and B of the same size are equal if
and only if r(A − B) = 0. If some expansion formulas for the rank of the difference A − B are derived,
we can use them to derive necessary and sufficient conditions for the equality A = B to hold. This
basic algebraic method, referred to as the matrix rank method, is available for characterizing various
matrix equalities that involve generalized inverses of matrices. In order to derive explicit expansion
formulas for ranks of matrices and their operations, we use the following three types of elementary
block matrix operation (EBMO, for short):
(I) interchange two block rows (columns) in a block matrix;
(II) multiply a block row (column) by a nonsingular matrix from the left-hand (right-hand) side in
a block matrix;
(III) add a block row (column)multiplied by amatrix from the left-hand (right-hand) side to another
block row (column).
It is obvious that the rank of a matrix does not change under EBMOs. In Sections 2 and 3, we shall
repeatedly use the following expansion formulas for ranks of matrices and their operations.
Lemma 1.1 [45]. Let A ∈ Cm×n and assume that P, Q ∈ Cn×m are two outer inverses of A. Then,
r(P − Q) = r
⎡
⎣ P
Q
⎤
⎦ + r[P, Q ] − r(P) − r(Q). (1.1)
In particular, this equality holds for any pair of idempotent matrices P and Q of the same size.
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Lemma 1.2. Let A ∈ Cm×n be given, and assume that P ∈ Cm×m and Q ∈ Cn×n are two idempotent
matrices. Then,
r(PA + AQ) = r[PA − PAQ , AQ ], (1.2)
r(PA − AQ) = r
⎡
⎣PA
Q
⎤
⎦ + r[AQ , P] − r(P) − r(Q), (1.3)
r(2A − PA − AQ) = r(A − PAQ) = r
⎡
⎢⎢⎢⎣
A AQ P
PA 0 0
Q 0 0
⎤
⎥⎥⎥⎦ − r(P) − r(Q). (1.4)
Proof. Let
M =
⎡
⎢⎢⎢⎣
P 0 PA
0 Q Q
P AQ 0
⎤
⎥⎥⎥⎦.
Then, it is easy to see by EBMOs that
r(M) = r
⎡
⎢⎢⎢⎣
P 0 0
0 Q 0
0 0 −PA − AQ
⎤
⎥⎥⎥⎦ = r(P) + r(Q) + r(PA + AQ).
On the other hand, note that P2 = P and Q2 = Q . We also obtain by EBMOs that
r(M) = r
⎡
⎢⎢⎢⎣
P −PAQ PA
0 0 Q
P AQ 0
⎤
⎥⎥⎥⎦ = r
⎡
⎢⎢⎢⎣
2P 0 PA
0 0 Q
P AQ 0
⎤
⎥⎥⎥⎦ = r
⎡
⎢⎢⎢⎣
2P 0 0
0 0 Q
0 AQ − 1
2
PA
⎤
⎥⎥⎥⎦
= r(P) + r
⎡
⎣PA AQ
Q 0
⎤
⎦ = r(P) + r
⎡
⎣PA(In − Q) AQ
Q 0
⎤
⎦
= r(P) + r(Q) + r[PA − PAQ , AQ ].
Combining the above two rank equalities yields (1.2).
Note that Im − P and In − Q are idempotent too. Then, applying (1.2) and simplifying by EBMOs,
we obtain
r(2A − PA − AQ ) = r[(Im − P)A + A(In − Q) ] = r[AQ − PAQ , A − AQ ]
= r[A − PAQ , A − AQ ] = r[A − PAQ , PAQ − AQ ]
= r[A − PAQ , 0] = r(A − PAQ),
establishing the first equality in (1.4). Eq. (1.3) and the second equality in (1.4) were given in [47]. 
Lemma 1.3 [43,44,46]. Let A1, A2, B1, B2, C1, C2 and D be matrices such that the expression D −
C1A
†
1B1 − C2A†2B2 is defined. Then,
1298 Y. Tian, H. Wang / Linear Algebra and its Applications 434 (2011) 1295–1318
r
(
D − C1A†1B1
)
= r
⎡
⎣ A∗1A1A∗1 A∗1B1
C1A
∗
1 D
⎤
⎦ − r(A1), (1.5)
r
(
D − C1A†1B1 − C2A†2B2
)
= r
⎡
⎢⎢⎢⎣
A∗1A1A∗1 0 A∗1B1
0 A∗2A2A∗2 A∗2B2
C1A
∗
1 C2A
∗
2 D
⎤
⎥⎥⎥⎦ − r(A1) − r(A2). (1.6)
The expansion rank formulas in (1.1)–(1.6) enable us to use the block matrices and their operations
on the right-hand sides to establish various informative rank formulas for thematrices on the left-hand
sides.
Wealsouse the followingwell-knownresult on the reverseorder law for theMoore–Penrose inverse
of a matrix product.
Lemma 1.4 [4]. For any pair of matrices A and B such that the product AB exists, the reverse order law
(AB)† = B†A† holds if and only if R(A∗AB) ⊆ R(B) and R(BB∗A∗) ⊆ R(A∗).
In addition, we use the following simple results to establish various range and rank equalities for
matrices
AP = B and A = BQ ⇔ R(A) = R(B), (1.7)
R(A) ⊆ R(B) ⇔ r[A, B] = r(B), (1.8)
R(A) ⊆ R(B) and r(A) = r(B) ⇒ R(A) = R(B), (1.9)
R(A) = R(B) ⇔ r[A, B] = r(A) = r(B), (1.10)
N (A) = N (B) ⇔ R(A∗) = R(B∗), (1.11)
R(A) ⊆ R(B) ⇒ R(PA) ⊆ R(PB), (1.12)
R(A) = R(B) ⇒ R(PA) = R(PB), (1.13)
R(A) = R(AA∗) = R(AA∗A) = R
(
AA†
)
= R
[(
A†
)∗]
, (1.14)
R
(
A∗
) = R(A∗A) = R(A∗AA∗) = R (A†) = R (A†A) , (1.15)
R
(
AB†B
)
= R
(
AB†
)
= R(AB∗B) = R(AB∗), (1.16)
R
(
A#
)
= R
(
A#A
)
= R(A), R
[(
A#
)∗] = R [(AA#)∗] = R (A∗) , (1.17)
R(A1) = R(A2) and R(B1) = R(B2) ⇒ r[A1, B1] = r[A2, B2]. (1.18)
2. EP matrices
We first present a list of characterizations of EP matrix that scattered in the literature; see, e.g.
[1,2,4,9,10,16,17,23,24,34,38,39,49].
Theorem 2.1. Let A ∈ Cm×m be given. Then, the following conditions are equivalent:
(1) A is EP, i.e., R (A∗) = R(A).
(2) A∗ is EP.
(3) A¯ is EP, i.e., R(A¯) = R
(
AT
)
.
(4) AT is EP.
(5) AA∗A is EP.
(6) A† is EP.
(7) r(A) = r(A2) and A# is EP.
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(8) N (A) = N (A∗).
(9) Cm = R(A) ⊕ N (A) (and/or Cm = R(A∗) ⊕ N (A∗)).
(10) U AU∗ is EP for any/some unitary matrix U.
(11) P AP∗ is EP for any/some nonsingular matrix P.
(12) There exists a unitary matrix U such that U AU∗ =
⎡
⎣A1 0
0 0
⎤
⎦, where A1 is nonsingular.
(13) There exists a nonsingular matrix P such that P AP∗ =
⎡
⎣A1 0
0 0
⎤
⎦, where A1 is nonsingular.
(14) A can be represented as P AP∗ =
⎡
⎣ A1 A1X∗
XA1 XA1X
∗
⎤
⎦, where P is a permutation matrix and A1 is
nonsingular.
(15) There exists a matrix V such that A∗ = AV (and/or A∗ = V1A, A = A∗V2, A = V3A∗).
(16) There exists a matrix V such that A† = AV
(
and/or A† = V1A, A = A†V2, A = V3A†
)
.
(17) r(A) = r(A2) and there exists a matrix V such that A# = A∗V
(
and/or A# = VA∗
)
.
(18) r[A, A∗] = r(A).
(19) AA† = A†A.
(20) r(A) = r(A2) and A† = A#.
(21) A commutes with AA†
(
and/or A†A
)
.
(22) A† commutes with AA†
(
and/or A†A
)
.
(23) r(A) = r(Ak) and Ak is EP for any/some positive number k  2.
(24) r(A) = r(A2) and (A2)† =
(
A†
)2
.
(25) r(A) = r(A2) and A2
(
A†
)2
A2 = A2.
(26) r(A) = r(A2) and A
(
A†
)2
A = AA#.
(27) There exists a polynomial p(x) such that A† = p(A) (and/or there exists a polynomial q(x) such that
A = q
(
A†
)
).
(28)
(
AA†
)2 = A2 (A†)2 (and/or (A†A)2 = (A†)2 A2).
(29) r(A) = r(A2) and
(
AA†
) (
A†A
)
=
(
A†A
) (
AA†
)
.
(30) r(A) = r(A2) and
(
AA†
)
(A∗A) = (A∗A)
(
AA†
) (
and/or
(
A†A
)
(AA∗) = (AA∗)
(
A†A
))
.
(31) r(A) = r(A2) and AA† commutes with AA∗ + λA∗A
(
and/or A†A commutes with AA∗ + λA∗A
)
for
any/some complex number λ = 0.
(32) A2A† + A†A2 = 2A.
(33) A∗A#A + AA#A∗ = 2A∗.
(34) A†A#A + AA#A† = 2A†.
(35) A2A† +
(
A2A†
)∗ = A + A∗ (and/or A†A2 + (A†A2)∗ = A + A∗) .
Conditions (18)–(35) in Theorem 2.1 are in fact a diversity of matrix equalities for A, A∗, A† and
A#. In particular, the equivalences of Conditions (1) and (29)–(35) in Theorem 2.1 were proved in
[10]. Once these equalities hold, the matrix A satisfying them is EP. In addition to the above condi-
tions, many other equivalent statements can be found such that a square matrix is EP. Notice that
an EP matrix has a close relationship with its generalized inverses. Thus, through studying various
matrix expressions that involve generalized inverses of a matrix, we can derive many new charac-
terizations for EP matrices. Most results in the following theorem are derived from investigating
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commutativity of matrix expressions that involve Moore–Penrose inverses and group inverses of
matrices.
Theorem 2.2. Let A ∈ Cm×m be given. Then, the following conditions are equivalent:
(1) A is EP.
(36) For any unitary matrix U for which U AU∗ =
⎡
⎣ A11 A12
0 A22
⎤
⎦with A11 and A22 square, A11 and A22 are
EP, and R(A12) ⊆ R(A11) and R (A∗12) ⊆ R (A∗22) .
(37) For any nonsingular matrix P for which P AP∗ =
⎡
⎣ A11 A12
0 A22
⎤
⎦with A11 and A22 square, A11 and A22
are EP, and R(A12) ⊆ R(A11) and R (A∗12) ⊆ R (A∗22) .
(38) r(A) = r(As+t) and (As+t)† = (As)†(At)† for any/some integers s, t  1.
(39) A†B = BA† whenever AB = BA.
(40) AA†
(
A + λA†
)
=
(
A + λA†
)
AA†
(
and/or A†A
(
A + λA†
)
=
(
A + λA†
)
A†A
)
for any/some com-
plex number λ = 0.
(41) AA†(A+ λA∗) = (A+ λA∗)AA†
(
and/or A†A(A + λA∗) = (A + λA∗)A†A
)
for any/some complex
number λ = 0.
(42) R
(
A + λA†
)
= R(λA + A3) for any/some complex number λ = 0.
(43) N
(
A + λA†
)
= N (λA + A3) for any/some complex number λ = 0.
(44) r(A) = r(A2) and AA# is Hermitian.
(45) r(A) = r(A2) and AA† = AA#
(
and/or A†A = A#A
)
.
(46) r(A) = r(A2) and AA#A∗ = A∗A#A.
(47) r(A) = r(A2) and AA#A† = A†A#A.
(48) r(A) = r(A2) and (AA∗)
(
AA#
)
=
(
AA#
)
(AA∗)
(
and/or (A∗A)
(
A#A
)
=
(
A#A
)
(A∗A)
)
.
(49) r(A) = r(A2) and
(
AA#
)
(AA∗ + λA∗A) = (AA∗ + λA∗A)
(
AA#
)
for any/some complex number
λ = 0.
(50) r(A) = r(A2) and
(
AA†
)
(A∗A)† = (A∗A)†
(
AA†
) (
and/or
(
A†A
)
(AA∗)† = (AA∗)†
(
A†A
))
.
(51) r(A) = r(Ak) and AkA† = A†Ak for any/some integer k  2.
(52) r(A) = r(Ak) and Ak+1A† + A†Ak+1 = 2Ak for any/some integer k  1.
(53) r(A) = r(Ak) and Ak+1A† +
(
A†Ak+1
)∗ = Ak + (Ak)∗ for any/some integer k  1.
Proof. The equivalence of Conditions (1) and (36) is based on Condition (10) in Theorem 2.1 and the
following known result (see [16,17])⎡
⎣A11 A12
0 A22
⎤
⎦ is EP ⇔ A11 and A22 are both EP, and R(A12) ⊆ R(A11), R (A∗12) ⊆ R (A∗22) . (2.1)
The equivalence of Conditions (1) and (37) is based on Condition (11) in Theorem 2.1 and (2.1).
The following equivalences
r(A) = r(A2) ⇔ r(A) = r(Ak) ⇔ R(A) = R(A2) ⇔ R(A) = R(Ak) (2.2)
hold obviously for any k  2. In this case, the range equality
R
(
PAk
)
= R(PA) (2.3)
holds for any matrix P by (1.9). Hence, we find from Lemma 1.4, (1.13) and (2.3) that
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(As+t)† = (As)†(At)† ⇔ R
[
(At)∗As+t
]
⊆ R(As) and R
[
As(As+t)∗
]
⊆ R
[
(At)∗
]
⇔ R(A∗) ⊆ R(A) and R(A) ⊆ R(A∗) ⇔ R(A∗) = R(A).
Thus, Conditions (1) and (38) are equivalent.
Setting B = A in Condition (39) leads to Condition (19) in Theorem 2.1. Conversely, applying (1.6)
to A†B − BA† and simplifying by EBMOs, we obtain the following rank formula
r
(
A†B − BA†
)
= r
⎡
⎢⎢⎢⎣
−A∗AA∗ 0 A∗B
0 A∗AA∗ A∗
A∗ BA∗ 0
⎤
⎥⎥⎥⎦ − 2r(A)
= r
⎡
⎢⎢⎢⎣
0 A∗ABA∗ − A∗BAA∗ A∗B
0 0 A∗
A∗ BA∗ 0
⎤
⎥⎥⎥⎦ − 2r(A)
= r
⎡
⎢⎢⎢⎣
A∗ (AB − BA) A∗ 0 A∗B
0 0 A∗
BA∗ A∗ 0
⎤
⎥⎥⎥⎦ − 2r(A). (2.4)
Hence, if A is EP and AB = BA, then we can derive from Condition (19) and (1.16) that
R(BA∗) = R(BA†A) = R
(
BAA†
)
= R
(
ABA†
)
⊆ R(A) = R (A∗) ,
R(B∗A) = R
(
B∗AA†
)
= R
[
B∗A∗
(
A†
)∗] = R [A∗B∗ (A†)∗] ⊆ R (A∗) = R(A).
In this case, the most right-hand side of (2.4) becomes zero, so that A†B = BA† holds. Thus, Condition
(1) implies Condition (39).
Notice that both AA† and A†A are idempotent. Then, applying (1.3) and simplifying by EBMOs, we
obtain the following rank formulas
r
[
AA†
(
A + λA†
)
−
(
A + λA†
)
AA†
]
= r
⎡
⎣AA†
(
A + λA†
)
AA†
⎤
⎦ + r[(A + λA†) AA†, AA†] − 2r(A)
= r
⎡
⎣ A
A†
⎤
⎦ + r [A†, A] − 2r(A) = 2r[A, A∗] − 2r(A),
(2.5)
r
[
AA†(A + λA∗) − (A + λA∗)AA†
]
= r
⎡
⎣AA†(A + λA∗)
AA†
⎤
⎦ + r[(A + λA∗)AA†, AA†] − 2r(A)
= 2r[A, A∗] − 2r(A). (2.6)
Setting the both sides of (2.5) and (2.6) equal to zero, we obtain the equivalence of Conditions (40) and
(41) with Condition (18) in Theorem 2.1.
From (1.15), (1.18) and EBMOs,
r
[
A + λA†, λA + A3
]
= r
⎡
⎣−λA† λA† 0
λA† A λA + A3
⎤
⎦ − r(A) = r
⎡
⎣−λA† λA† −λA†A2
λA† A λA
⎤
⎦ − r(A)
= r
⎡
⎣ 0 λA† + A†A2 0
A† 0 A
⎤
⎦ − r(A) = r[A, A∗] + r (λAA† + A2) − r(A).
(2.7)
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If A is EP, then we see from Conditions (18) and (19) in Theorem 2.1 and (2.7) that
r
[
A + λA†, λA + A3
]
= r
(
A + λA†
)
= r
(
λA + A3
)
= r
(
λAA† + A2
)
,
which implies Condition (42) by (1.10). Also, note that
r
(
A + λA†
)
 r
(
λAA† + A2
)
 r
(
λA + A3
)
.
Hence, if Condition (42) holds, then r
(
A + λA†
)
= r(λAA† + A2) = r(λA + A3). Substituting it into
both sides of (2.7) and simplifying, we obtain Condition (18) in Theorem 2.1.
Note that
A is EP ⇔ A∗ is EP (by Condition (2))
⇔ R
[
A∗ + λ∗
(
A†
)∗] = R[λ∗A∗ + (A3)∗] (by Condition (42))
⇔ N
(
A + λA†
)
= N (λA + A3) (by (1.11)).
Hence, Conditions (1) and (43) are equivalent.
Note that AA†, AA# and
(
AA#
)∗
are all idempotent. Then, applying (1.3) and simplifying by (1.17),
we obtain the following rank formulas
r
[
AA# −
(
AA#
)∗ ] = 2r [AA#, (AA#)∗] − 2r (AA#) = 2r[A, A∗] − 2r(A), (2.8)
r
(
AA† − AA#
)
= r
⎡
⎣AA†
AA#
⎤
⎦ + r[AA†, AA#] − r (AA†) − r (AA#) = r[A, A∗] − r(A), (2.9)
r
(
AA#A∗ − A∗A#A
)
= r
⎡
⎣AA#A∗
A#A
⎤
⎦ + r[A∗A#A, AA#] − r (AA#) − r(A#) = 2r[A, A∗] − 2r(A),
(2.10)
r
(
AA#A† − A†A#A
)
= r
⎡
⎣AA#A†
A#A
⎤
⎦ + r [A†A#A, AA#] − r (AA#) − r (A#A)
= 2r[A, A∗] − 2r(A), (2.11)
and
r
[(
AA#
)
(AA∗) − (AA∗)
(
AA#
)]
= r
⎡
⎣
(
AA#
)
(AA∗)
AA#
⎤
⎦ + r [(AA∗) (AA#) , AA#] − 2r (AA#)
= r
⎡
⎣A∗
A
⎤
⎦ + r[A∗, A] − 2r (AA†) = 2r[A, A∗] − 2r(A), (2.12)
r
[(
AA#
)
(AA∗ + λA∗A) − (AA∗ + λA∗A)
(
AA#
)]
= r
⎡
⎣
(
AA#
)
(AA∗ + λA∗A)
AA#
⎤
⎦ + r [(AA∗ + λA∗A) (AA#) , AA#] − 2r (AA#)
= 2r[A, A∗] − 2r(A). (2.13)
Setting the both sides of (2.8)–(2.13) equal to zero leads to the equivalence of Conditions (44)–(49)
with Condition (18) in Theorem 2.1.
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Under the condition r(A) = r(A2), applying (1.3) and simplifying by (1.5) and EBMOs, we obtain
r
[(
AA†
)
(A∗A)† − (A∗A)†
(
AA†
)]
= r
⎡
⎣
(
AA†
)
(A∗A)†
AA†
⎤
⎦ + r [(A∗A)† (AA†) , AA†] − 2r (AA†)
= 2r[(A∗A)†A, A] − 2r(A) = 2r
⎡
⎣(A∗A)3 (A∗A)A 0
A∗A 0 A
⎤
⎦− 4r(A)
= 2r
⎡
⎣ 0 A∗ 0
A∗A 0 A
⎤
⎦ − 4r(A) = 2r[A, A∗] − 2r(A). (2.14)
Similarly, we can obtain
r
[(
A†A
)
(AA∗)† − (AA∗)†
(
A†A
)]
= 2r[A, A∗] − 2r(A). (2.15)
Setting the both sides of (2.14) and (2.15) equal to zero leads to the equivalence of Conditions (50) and
(18).
Under the condition r(A) = r(Ak), applying (1.3) and simplifying by (1.18) and EBMOs, we obtain
r
(
AkA† − A†Ak
)
= r
⎡
⎣A†Ak
AA†
⎤
⎦ + r [AkA†, A†A] − r(AA†) − r(A†A)
= r
⎡
⎣Ak
A∗
⎤
⎦ + r[Ak, A∗] − 2r(A) = 2r[A, A∗] − 2r(A); (2.16)
applying (1.4) and simplifying by (1.18) and EBMOs, we obtain
r
(
2Ak − Ak+1A† − A†Ak+1
)
= r
⎡
⎢⎢⎢⎣
Ak Ak+1A† A†A
A†Ak+1 0 0
AA† 0 0
⎤
⎥⎥⎥⎦ − 2r(A)
= r
⎡
⎢⎢⎢⎣
0 A A∗
A 0 0
A∗ 0 0
⎤
⎥⎥⎥⎦ − 2r(A) = 2r[A, A∗] − 2r(A); (2.17)
applying (1.6) and simplifying by (1.18) and EBMOs, we obtain
r
[
Ak +
(
Ak
)∗ − Ak+1A† − (A∗)† (Ak+1)∗] = r
⎡
⎢⎢⎢⎣
A∗A 0 A∗
0 A∗A (Ak+1)∗
Ak+1 A Ak + (Ak)∗
⎤
⎥⎥⎥⎦ − 2r(A)
= r
⎡
⎢⎢⎢⎣
A∗A 0 A∗
−A∗Ak+1 0 −A∗Ak
0 A (Ak)∗
⎤
⎥⎥⎥⎦ − 2r(A)
= r
⎡
⎢⎢⎢⎣
0 0 A∗
0 0 −A∗Ak
−(Ak)∗A A 0
⎤
⎥⎥⎥⎦ − 2r(A)
= 2r[A, A∗] − 2r(A). (2.18)
Setting the both sides of (2.16)–(2.18) equal to zero, we obtain the equivalence of Conditions (51)–(53)
with Condition (18) in Theorem 2.1. 
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Thecharacterizationsof anEPmatrix in theprevious two theoremscanhelp to revealmorealgebraic
properties on EP matrices and their operations. For example, we can derive from Condition (38) in
Theorem 2.2 that if A is EP, then
(Ak)† =
(
A†
)k = (A#)k = (Ak)# (2.19)
holds for any k  2; from Condition (39) in Theorem 2.2 that for any two EP matrices A and B of the
same size, the following equivalence holds
AB = BA ⇔ A†B† = B†A†. (2.20)
In addition, the characterizations of an EP matrix can help to establish some effective algorithms
for computing theMoore–Penrose of the EPmatrix. Some symbolic algorithms for the computation of
the Moore–Penrose inverse A† of an EP matrix A and factorizations of A† were given in [26].
3. Weighted EP matrices
TheweightedMoore–Penrose inverse of amatrix A ∈ Cm×n with respect to twoHermitian positive
definitematricesM ∈ Cm×m andN ∈ Cn×n, denotedbyX = A†M,N, is defined tobe theunique solution
X satisfying the following equations:
AXA = A, XAX = X, (MAX)∗ = MAX, (NXA)∗ = NXA.
The following results on theweightedMoore–Penrose inverse of amatrix are well known; see, e.g. [4].
Lemma 3.1. Let A ∈ Cm×n, andM ∈ Cm×m and N ∈ Cn×n be two Hermitian positive definite matrices.
Then,
(a) The weighted Moore–Penrose inverse A
†
M,N can be rewritten as
A
†
M,N = N−
1
2
(
M
1
2 AN−
1
2
)†
M
1
2 , (3.1)
where M
1
2 and N
1
2 are the positive definite square roots of M and N, respectively.
(b) r
(
A
†
M,N
)
= r
(
AA
†
M,N
)
= r
(
A
†
M,NA
)
= r(A).
(c) R
(
A
†
M,N
)
= R
(
A
†
M,NA
)
= R
(
N−1A∗
)
and R
[(
A
†
M,N
)∗] = R [(AA†M,N)∗] = R(MA).
(d)
(
A
†
M,N
)†
N,M
= A.
(e)
(
A
†
M,N
)∗ = (A∗)†N,M .
A square matrix P ∈ Cm×m is called an orthogonal projector with respect to a Hermitian positive
definite matrix M ∈ Cm×m (or simply, the M-orthogonal projector) if P2 = P and (MP)∗ = MP.
If in addition, PA = A, where A ∈ Cm×n, then P is called the M-orthogonal onto R(A), where A ∈
C
m×n, and is denoted as P(A;M). Using the weighted Moore–Penrose inverse, we can write P(A;M) as
P(A;M) = AA†M,In . When M = Im, P(A;M) = AA† is the orthogonal projector onto the range of A. Other
two well-known expressions are given (see [48]) by
P(A;M) = A(A∗MA)†A∗M, P(A;M) = M−1/2PM1/2AM1/2.
A well-known fundamental minimizing property of theM-orthogonal projector is
‖y − P(A;M)x‖M  ‖y − Ax‖M for all x, y ∈ Rn,
where the norm is defined as ‖x‖2M = x∗Mx. It is easy to verify that
P(A;M) = AA†M,N = AA†M,In , P∗(A∗;N−1) = A†M,NA = A†Im,NA (3.2)
hold for any A ∈ Cm×n and twoHermitian positive definitematricesM ∈ Cm×m andN ∈ Cn×n. More
properties of P(A;M) can be found in [48].
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We have seen from the collection of characterizations of an EP matrix in Theorems 2.1 and 2.2 that
the twomatrix equalities in Conditions (19) and (20) are simple and informative equivalent statements
related to the Moore–Penrose inverse and group inverse of a matrix. These two matrix equalities
prompt us to naturally consider their extensions in the forms AA
†
M,N = A†M,NA and A# = A†M,N for
the weighted Moore–Penrose inverse and group inverse of A, and thus to introduce the following
definition.
Definition 3.2. A matrix A ∈ Cm×m is said to be weighted-EP with respect to the two Hermitian
positive definite matrices M and N of the order m, or shortly said to be weighted-EP w.r.t. (M, N), if
bothMA and AN−1 are EP, that is,
R(MA) = R [(MA)∗] and R(AN−1) = R [(AN−1)∗] (3.3)
hold.
Because the two weight matrices M and N are involved in the definition of a weighted-EP ma-
trix, characterizations of a weighted EP matrix will have more different representations. In order to
characterize weighted-EP matrices, we need the following results.
Lemma 3.3. Let A ∈ Cm×m, and let M, P ∈ Cm×m and N, Q ∈ Cn×n be four Hermitian positive
definite matrices. Then,
r
(
A
†
M,N − A†P,Q
)
= r[MA, PA] + r[N−1A∗, Q−1A∗] − 2r(A). (3.4)
Hence, the following equivalences hold
A
†
M,N = A†P,Q ⇔ R(MA) = R(PA) and R
(
N−1A∗
)
= R
(
Q−1A∗
)
, (3.5)
A
†
M,N = A† ⇔ R(MA) = R(A) and R(NA∗) = R
(
A∗
)
. (3.6)
Proof. Note that both A
†
M,N and A
†
P,Q are outer inverses of A. Applying (1.1) to A
†
M,N − A†P,Q and
simplifying by Lemma 3.1(b) and (c), and (1.18), we obtain
r
(
A
†
M,N − A†P,Q
)
= r
[(
A
†
M,N
)∗
,
(
A
†
P,Q
)∗ ] + r[A†M,N, A†P,Q ] − r (A†M,N) − r (A†P,Q)
= r[MA, PA] + r[N−1A∗, Q−1A∗] − 2r(A),
establishing (3.4). Setting the both sides of (3.4) to zero leads to the equivalence in (3.5). 
Lemma 3.4. Let A ∈ Cm×m, and M, N ∈ Cm×m be two Hermitian positive definite matrices. Then,
A
†
M,N = A†M,M = A†N,N ⇔ R(MA) = R(NA) and R
(
N−1A∗
)
= R
(
M−1A∗
)
. (3.7)
In particular, if A is weighted-EP with respect to (M, N), then the matrix equalities in (3.7) hold.
Proof. It follows from (3.4) that
r
(
A
†
M,N − A†M,M
)
= r
[
N−1A∗, M−1A∗
]
− r(A), r
(
A
†
M,N − A†N,N
)
= r[MA, NA] − r(A).
(3.8)
If A is weighted-EP with respect to the matrix pair (M,N), then it can be derived from (1.18) and (3.3)
that
r
[
N−1A∗, M−1A∗
]
= r
[
AN−1, M−1A∗
]
= r[MA, A∗M∗] = r(MA) = r(A),
r[MA, NA] = r[A∗M, NA] = r[N−1A∗, AN−1] = r(AN−1) = r(A),
both of which imply that the right-hand sides of the two rank equalities in (3.8) are zero. Hence, the
matrix equalities in (3.7) hold. 
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We next give a list of equivalent statements for a complex matrix to be weighted-EP and their
proofs.
Theorem 3.5. Let A ∈ Cm×m, and M, N ∈ Cm×m be two Hermitian positive definite matrices. Then,
the following conditions are equivalent:
(1) A is weighted-EP w.r.t. (M, N), i.e., MA and AN−1 are EP (and/or both MA and NA are EP) .
(2) A is weighted-EP w.r.t. (N, M), i.e., NA and AM−1 are EP
(
and/or both AN−1 and AM−1 are EP
)
.
(3) A is both weighted-EP w.r.t. (M, M) and w.r.t. (N, N).
(4) r[A∗, MA] = r[A∗, NA] = r (A∗) , i.e., R(MA) = R(NA) = R (A∗) .
(5) r
[
A, M−1A∗
]
= r
[
A, N−1A∗
]
= r(A), i.e., R
(
M−1A∗
)
= R(N−1A∗) = R(A).
(6) R
(
A
†
M,N
)
= R(A) and R
[(
A
†
M,N
)∗] = R (A∗) .
(7) A∗ is weighted-EP w.r.t.
(
M−1, N−1
)
.
(8) r(A) = r(Ak) and Ak is weighted-EP w.r.t. (M, N).
(9) AA∗A is weighted-EP w.r.t. (M, N).
(10) N (A) = N [(MA)∗] andN (A∗) = N (AN−1).
(11) Cm = R
(
M−1A∗
)
⊕ N (A∗) = R (A∗) ⊕ N (A∗N).
(12) There exists a matrix X such that A = M−1A∗MXN−1A∗N.
(13) (AM−1)†(AM−1)A(NA)(NA)† = A.
(14) A† is weighted-EP w.r.t. (M−1,N−1).
(15) A
†
M,N is weighted-EP w.r.t. (M, N).
(16) AA
†
M,N = A†M,NA.
(17) r(A) = r(Ak) and Ak = Ak+1A†M,N = A†M,NAk+1 for any/some integer k  1.
(18) A
†
M,N = A
(
A
†
M,N
)2 = (A†M,N)2 A.
(19) AA
†
M,M = A2(A†M,M)2 and AA†N,N = A2(A†N,N)2
(
and/or A
†
M,MA = (A†M,M)2A2 and A†N,NA =
(A
†
N,N)
2A2
)
.
(20) r(A) = r(A2k−1) and A2k−1 = A†M,NA2k+1A†M,N for any/some integer k  1.
(21) r(A) = r(As+t) and (As+t)† = (As)†M,Im
(
At
)†
Im,M
= (As)†N,Im
(
At
)†
Im,N
for any/some integers s, t 
1.
(22) r(A) = r(As+t) and (As+t)†M,N = (As)†N,N (At)†M,N = (As)†M,N (At)†M,M for any/some integers
s, t  1.
(23) r(A) = r(A2) and A2 = A2A†M,ImA†Im,MA2 = A2A†N,ImA†Im,NA2.
(24) r(A) = r(A2) and AA# = AA†M,ImA†Im,MA = AA†N,ImA†Im,NA.
(25) r(A) = r(A2) and
(
AA
†
M,N
) (
A
†
M,NA
)
=
(
A
†
M,NA
) (
AA
†
M,N
)
.
(26) r(A) = r(A2) and A# is weighted-EP w.r.t. (M, N).
(27) r(A) = r(A2) and A# = A†M,N .
(28) r(A) = r(A2) and AA# = AA†M,M = AA†N,N
(
and/or A#A = A†M,MA = A†N,NA
)
.
(29) r(A) = r(A2) and A#A†M,N = A†M,NA#.
(30) r(A) = r(A2) and AA#A†M,N = A†M,NA#A.
(31) AA
†
M,N (and/or A
†
M,NA) commutes with A + λA†M,N for any/some complex number λ = 0.
(32) There exists a polynomial p(x) such that A
†
M,N = p(A) (and/or there exists a polynomial q(x) such
that A = q
(
A
†
M,N
)
).
(33) r(A) = r(A2), AA†M,M commutes with M−1A∗A and AA†N,N commutes with N−1A∗A.
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(34) r(A) = r(A2), A†M,MA commutes with AA∗M and A†N,NA commutes with AA∗N.
(35) r(A) = r(A2), and both MAA# and NAA# are Hermitian.
(36) r(A) = r(A2) and A∗NAA#N−1 + MA#AM−1A∗ = 2A∗.
(37) r(A) = r(A2) and AA#A†M,N + A†M,NAA# = 2A†M,N .
(38) A
†
M,NB = BA†M,N whenever AB = BA.
(39) R
(
A + λA†M,M
)
= R(A + λA†N,N) = R
(
λA + A3
)
for any/some complex number λ = 0.
(40) N
(
A + λA†
M−1,M−1
)
= N
(
A + λA†
N−1,N−1
)
= N (λA + A3) for any/some complex number
λ = 0.
(41) r(A) = r(Ak) and Ak+1A†M,N + A†M,NAk+1 = 2Ak for any/some integer k  1.
(42) r(A) = r(Ak) and Ak+1A†M,N +
(
Ak+1A†M,N
)∗ = A†M,NAk+1 + (A†M,NAk+1)∗ = Ak + (Ak)∗ for
any/some integer k  1.
Proof. Pre- and post-multiplyingM−1 and N on the matrices of both sides of the equalities in (3.3),
respectively, and applying (1.13), we see that (3.3) is equivalent to
R(AM−1) = R
[
(AM−1)∗
]
and R(NA) = R [(NA)∗] . (3.9)
Hence, Conditions (1) and (2) are equivalent.
Because both M and N are nonsingular, both R[(MA)∗] = R (A∗) and R(AN−1) = R(A) hold.
Hence, the range equalities in (3.3) and (3.9) are equivalent to
R(MA) = R (A∗) and R(A) = R (N−1A∗) , (3.10)
R(A) = R
(
M−1A∗
)
and R(NA) = R (A∗) , (3.11)
respectively. Thus, both (3.3) and (3.9) are equivalent to
R(MA) = R(NA) = R (A∗) , R (M−1A∗) = R (N−1A∗) = R(A).
Applying (1.10) to the range equalities leads to the rank equalities in Conditions (1), (4) and (5).
The equivalence of Conditions (3) and (4) follows from the equivalence of Conditions (1) and (4) by
replacingM and N with N andM, respectively.
From Lemma 3.1(c), both R
(
A
†
M,N
)
= R(A) and R
[(
A
†
M,N
)∗] = R (A∗) in Condition (6) are
equivalent toR
(
N−1A∗
)
= R(A) andR(MA) = R (A∗), that is,R(MA) = R(NA) = R (A∗) by (1.13).
Replacing A, M and N in Condition (4) with A∗, M−1 and N−1, respectively, leads to Condition (5).
Hence, the equivalence of Conditions (1) and (7) follows by this replacement, as well as interchanging
M−1 and N−1 in (A∗)†
M−1,N−1 .
From Conditions (12) and (21) in Theorem 2.1,
MA is EP ⇔ M− 12MAM− 12 = M 12 AM− 12 is EP
⇔ r
[(
M
1
2 AM−
1
2
)k]
= r
(
M
1
2 AM−
1
2
)
and
(
M
1
2 AM−
1
2
)k
= M 12 AkM− 12 is EP
⇔ r(Ak) = r(A) and M 12
(
M
1
2 AkM−
1
2
)
M
1
2 = MAk is EP.
In the same way, we can show that
AN−1 is EP ⇔ r(Ak) = r(A) and AkN−1 is EP.
Hence, Conditions (1) and (8) are equivalent.
Applying (1.14), (1.15) and (1.16) gives
R(MAA∗A) = R(MA), R(NAA∗A) = R(NA), R(A∗AA∗) = R (A∗) .
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Substituting these equalities into Condition (4) gives R(MAA∗A) = R(NAA∗A) = R(A∗AA∗), which
imply that Conditions (1) and (9) are equivalent.
The equivalences of Condition (1) and Conditions (10) and (11) follow from Conditions (9) and (10)
in Theorem 2.1.
Under Condition (12), we have
MA = A∗MXN−1A∗N = (MA)∗XN−1A∗, AN−1 = M−1A∗MXN−1A∗ = M−1A∗MX(AN−1)∗,
which imply by Condition (12) in Theorem 2.1 that MA and AN−1 are EP. Conversely, if both MA and
AN−1 are EP, then there exist S and T such that A = M−1A∗MS and A = TN−1A∗N by Condition (16)
in Theorem 2.1. Hence, A can be written as A = AA†A = M−1A∗M
(
SA†T
)
N−1A∗N. Thus, Conditions
(1) and (12) are equivalent.
From Condition (2), if both AM−1 and NA are EP, then it follows from Condition (18) in Theorem 2.1
that
(
AM−1
)† (
AM−1
)
=
(
AM−1
) (
AM−1
)†
and (NA) (NA)† = (NA)† (NA). In this case,
(
AM−1
)† (
AM−1
)
A (NA) (NA)† =
(
AM−1
) (
AM−1
)†
N−1NA (NA)† (NA)
=
(
AM−1
)(
AM−1
)†
N−1NA =
(
AM−1
)(
AM−1
)†
AM−1M = A,
as required for Condition (13). Also, note that Condition (13) is equivalent to
(NA) (NA)† A∗
(
AM−1
)† (
AM−1
)
= A∗,
which implies by Condition (15) in Theorem 2.1 that both NA and AM−1 are EP matrices. Thus, Condi-
tions (2) and (13) are equivalent.
Replacing A,M and N in Condition (5) with A†,M−1 and N−1, respectively, yields
R
[
M
(
A†
)∗] = R [N (A†)∗] = R (A†) ,
which is further equivalent to Condition (4) by (1.15) and (1.16). Thus, Conditions (1) and (14) are
equivalent.
Replacing A in Condition (4) with A
†
M,N , we see that A
†
M,N is weighted-EP w.r.t. (M, N) if and only if
r
[(
A
†
M,N
)∗
, MA
†
M,N
]
= r
[(
A
†
M,N
)∗
, NA
†
M,N
]
= r
[(
A
†
M,N
)∗] = r(A). (3.12)
It can be derived from (1.18) and Lemma 3.1(c) that
r
[(
A
†
M,N
)∗
, MA
†
M,N
]
= r[MA, MN−1A∗] = r[A, N−1A∗] = r[A∗, NA],
r
[(
A
†
M,N
)∗
, NA
†
M,N
]
= [MA, NN−1A∗] = r[A∗, MA].
Hence, (3.12) is equivalent to r[A∗, MA] = r[A∗, NA] = r(A). Thus, Conditions (4) and (15) are
equivalent.
Applying (1.1) and simplifying by Lemma 3.1(c) and (1.18), we obtain the following rank formula
r
(
AA
†
M,N − A†M,NA
)
= 2r
⎡
⎣ AA†M,N
A
†
M,NA
⎤
⎦ + r[AA†M,N, A†M,NA ] − r (AA†M,N) − r (A†M,NA)
= r
⎡
⎣ A
A
†
M,N
⎤
⎦ + r[A, A†M,N ] − 2r(A) = r[A∗, MA] + r[A∗, NA] − 2r(A).
(3.13)
Setting the both sides of (3.13) to zero leads to the equivalence of Conditions (4) and (16).
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Note that both AA
†
M,N and A
†
M,NA are idempotent. Then under r(A) = r(Ak), we find by (1.3), Lemma
3.1(c) and (1.18) that
r
(
Ak+1A†M,N − A†M,NAk+1
)
= r
[(
A
†
M,NA
)
Ak − Ak
(
AA
†
M,N
) ]
= r
⎡
⎣ A†M,NAk+1
AA
†
M,N
⎤
⎦+ r[Ak+1A†M,N, A†M,NA ]− r (AA†M,N) − r (A†M,NA)
= r
⎡
⎣ A
A
†
M,N
⎤
⎦ + r[A, A†M,N ] − 2r(A)
= r[A∗, MA] + r[A∗, NA] − 2r(A). (3.14)
Under r(A) = r(Ak), applying (1.3) and simplifying by Lemma 3.1(c) and (1.18) and EBMOs, we obtain
r
(
Ak − Ak+1A†M,N
)
= r
[(
AA
†
M,N
)
Ak − Ak
(
AA
†
M,N
) ]
= r
⎡
⎣ Ak
AA
†
M,N
⎤
⎦ + r[Ak+1A†M,N, AA†M,N ] − 2r (AA†M,N)
= r
⎡
⎣ A
A
†
M,N
⎤
⎦ + r[0, A ] − 2r(A) = r[A∗, MA] − r(A). (3.15)
Under r(A) = r(Ak), we can similarly show that
r
(
Ak − A†M,NAk+1
)
= r[A∗, NA] − r(A). (3.16)
Combining (3.14), (3.15) and (3.16) yields
r
(
Ak+1A†M,N − A†M,NAk+1
)
= r
(
Ak − Ak+1A†M,N
)
+ r
(
Ak − A†M,NAk+1
)
= r[A∗, MA] + r[A∗, NA] − 2r(A). (3.17)
Setting the both sides of (3.17) to zero leads to the equivalence of Conditions (4) and (17).
Applying (1.3) and simplifying by Lemma 3.1(c) and (1.18), we obtain
r
[
A
(
A
†
M,N
)2 − (A†M,N)2 A
]
= r
[(
AA
†
M,N
)
A
†
M,N − A†M,N
(
A
†
M,NA
) ]
= r
⎡
⎣
(
AA
†
M,N
)
A
†
M,N
A
†
M,NA
⎤
⎦ + r[A†M,N (A†M,NA) , AA†M,N ] − r (AA†M,N) − r (A†M,NA)
= r
⎡
⎣A†M,N
A
⎤
⎦ + r[A†M,N, A ] − 2r(A) = r[A∗, MA] + r[A∗, NA] − 2r(A). (3.18)
Applying (1.3) and simplifying by Lemma 3.1(c), (1.18) and EBMOs, we obtain
r
[
A
(
A
†
M,N
)2 − A†M,N
]
= r
[(
AA
†
M,N
)
A
†
M,N − A†M,N
(
AA
†
M,N
) ]
= r
⎡
⎣
(
AA
†
M,N
)
A
†
M,N
AA
†
M,N
⎤
⎦ + r[A†M,N (AA†M,N) , AA†M,N ] − 2r (AA†M,N)
= r
⎡
⎣ 0
A
†
M,N
⎤
⎦ + r[A†M,N, A ] − 2r (AA†M,N)
= r[N−1A∗, A] − r(A) = r[A∗, NA] − r(A). (3.19)
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Similarly, we can show that
r
[(
A
†
M,N
)2
A − A†M,N
]
= r[A∗, MA] − r(A). (3.20)
Combining (3.18), (3.19) and (3.20) yields
r
[
A
(
A
†
M,N
)2 − (A†M,N)2 A
]
= r
[
A
(
A
†
M,N
)2 − A†M,N
]
+ r
[(
A
†
M,N
)2
A − A†M,N
]
= r[A∗, MA] + r[A∗, NA] − 2r(A). (3.21)
Setting the both sides of (3.21) to zero leads to the equivalence of Conditions (4) and (18).
Applying (1.3) and simplifying by Lemma 3.1(c) and (1.18), we obtain
r
[
AA
†
M,M − A2
(
A
†
M,M
)2] = r
⎡
⎣ A†M,M A†M,MA†M,M
A2A
†
M,M AA
†
M,M
⎤
⎦ − r (A†M,M)
= r
⎛
⎝
⎡
⎣ A†M,M
A
⎤
⎦ [AA†M,M, A†M,M]
⎞
⎠ − r(A)
= r
⎛
⎝
⎡
⎣ A∗M
A
⎤
⎦ [A, M−1A∗]
⎞
⎠ − r(A)
= r
⎛
⎝
⎡
⎣ A∗M
A
⎤
⎦M−1[MA, A∗]
⎞
⎠ − r(A) = r[A∗, MA] − r(A). (3.22)
Similarly, we can show that
r
[
AA
†
N,N − A2
(
A
†
N,N
)2 ] = r[A∗, NA] − r(A), (3.23)
r
[
A
†
M,MA −
(
A
†
M,M
)2
A2
]
= r[A∗, MA] − r(A), (3.24)
r
[
A
†
N,NA −
(
A
†
N,N
)2
A2
]
= r[A∗, NA] − r(A). (3.25)
Setting the both sides of (3.22)–(3.25) to zero leads to the equivalence of Conditions (4) and (19).
Under r(A) = r(A2k−1), applying (1.4) and simplifying by Lemma 3.1(c), (1.18) and EBMOs, we
obtain
r
(
A2k−1 − A†M,NA2k+1A†M,N
)
= r
[
A2k−1 −
(
A
†
M,NA
)
A2k−1
(
AA
†
M,N
)]
= r
⎡
⎢⎢⎢⎣
A2k−1 A2kA†M,N A
†
M,NA
A
†
M,NA
2k 0 0
AA
†
M,N 0 0
⎤
⎥⎥⎥⎦ − r
(
AA
†
M,N
)
− r
(
A
†
M,NA
)
= r
⎡
⎢⎢⎢⎣
0 A N−1A∗
A 0 0
A∗M 0 0
⎤
⎥⎥⎥⎦ − 2r(A)
= r[A∗, MA] + r[A∗, NA] − 2r(A). (3.26)
Setting the both sides of (3.26) to zero leads to the equivalence of Conditions (4) and (20).
Note from (3.1) that
(Ak)
†
M,Im
=
(
M
1
2 Ak
)†
M
1
2 , (Ak)
†
Im,M
= M− 12
(
AkM−
1
2
)†
,
(Ak)
†
N,Im
=
(
N
1
2 Ak
)†
N
1
2 , (Ak)
†
Im,N
= N− 12
(
AkN−
1
2
)†
.
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Hence under r(A) = r(As+t), we can derive from Lemma 1.4, (1.13) and (2.3) that(
As+t
)† = (As)†M,Im
(
At
)†
Im,M
⇔
[(
AtM−
1
2
)(
M
1
2 As
)]†
=
(
M
1
2 As
)† (
AtM−
1
2
)†
⇔ R
[
M−
1
2 (At)∗As+t
]
⊆ R
(
M
1
2 As
)
and R
[
M
1
2 As(As+t)∗
]
⊆ R
[
M−
1
2 (At)∗
]
⇔ R[(At)∗As+t] ⊆ R(MAs) and R
[
MAs(As+t)∗
]
⊆ R
[
(At)∗
]
⇔ R (A∗) ⊆ R(MA) and R(MA) ⊆ R (A∗)
⇔ R (A∗) = R(MA). (3.27)
Similarly, we can show that(
As+t
)† = (As)†N,Im
(
At
)†
Im,N
⇔ R (A∗) = R(NA). (3.28)
Combining (3.27) and (3.28) leads to the equivalence of Conditions (4) and (21).
Note from (3.1) that
(
As+t
)†
M,N
= N− 12
(
M
1
2 As+tN−
1
2
)†
M
1
2 . (3.29)
Hence, we can derive from Lemma 1.4, (1.13) and (3.29) that
(As+t)†M,N = (As)†N,N(At)†M,N
⇔
[(
M
1
2 AtN−
1
2
)(
N
1
2 AsN−
1
2
)]†
=
(
N
1
2 AsN−
1
2
)† (
M
1
2 AtN−
1
2
)†
⇔ R
[
N−
1
2 (At)∗MAs+t
]
⊆ R
(
N
1
2 As
)
and R
[
N
1
2 AsN−1(As+t)∗
]
⊆ R
[
N−
1
2 (At)∗
]
⇔ R[(At)∗MAs+t] ⊆ R(NAs) and R
[
NAsN−1(As+t)∗
]
⊆ R
[
(At)∗
]
⇔ R (A∗) ⊆ R(NA) and R(NA) ⊆ R (A∗)
⇔ R (A∗) = R(NA). (3.30)
Similarly, we can show that
(As+t)†M,N = (As)†M,N(At)†N,N ⇔ R
(
A∗
) = R(MA). (3.31)
Combining (3.30) and (3.31) leads to the equivalence of Conditions (4) and (22).
Under the rank equality r(A2) = r(A), applying EMMOs and simplifying by Lemma3.1(c) and (1.18),
we obtain
r
(
A2 − A2A†M,ImA†Im,MA2
)
= r
⎡
⎣ A†M,Im A†M,ImA†Im,MA2
A2A
†
M,Im
A2
⎤
⎦ − r(A†Im,M)
= r
⎛
⎝
⎡
⎣A†M,Im
A
⎤
⎦ [AA†M,Im , A†Im,MA2
] ⎞⎠ − r(A)
= r
⎛
⎝
⎡
⎣A∗M
A
⎤
⎦ [A, M−1A∗]
⎞
⎠ − r(A)
= r
⎛
⎝
⎡
⎣A∗M
A
⎤
⎦M−1[MA, A∗]
⎞
⎠ − r(A) = r[A∗, MA] − r(A). (3.32)
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ReplacingM with N in (3.32) gives
r
(
A2 − A2A†N,ImA†Im,NA2
)
= r[A∗, NA] − r(A). (3.33)
Setting the both sides of (3.32) and (3.33) to zero leads to the equivalence of Conditions (4) and (23).
Note that
A#
(
A2 − A2A†M,ImA†Im,MA2
)
A# = AA# − AA†M,ImA†Im,MA,
A#
(
A2 − A2A†N,ImA†Im,NA2
)
A# = AA# − AA†N,ImA†Im,NA,
A
(
AA# − A2A†M,ImA†Im,MA2
)
A = A2 − A2A†M,ImA†Im,MA2,
A
(
AA# − A2A†N,ImA†Im,NA2
)
A = A2 − A2A†N,ImA†Im,NA2.
Setting the both sides of these equalities to zero leads to the equivalence of Conditions (22) and (24).
Conditions (8) and (16) imply Condition (25) obviously. Conversely, pre- and post-multiplying the
matrix equality in Condition (24) by A
†
M,NAA
# and A#AA
†
M,N , respectively, give rise to(
A
†
M,N
)2
A = A
(
A
†
M,N
)2 = A†M,N,
which is Condition (18).
From Conditions (1) and (4), A# is EP if and only if
R(MA#) = R(NA#) = R
[(
A#
)∗]
. (3.34)
Applying (1.12) and (1.17), we see that R(MA#) = R(MA) and R(NA#) = R(NA) both hold, so that
(3.34) is equivalent to the range equalities in Condition (4), establishing the equivalence of Conditions
(4) and (26).
Note that both A# and A
†
M,N are outer inverses of A. Hence, we derive from (1.1), (1.18) and Lemma
3.1(c) that
r
(
A# − A†M,N
)
= r
⎡
⎣ A#
A
†
M,N
⎤
⎦ + r[A#, A†M,N ] − r (A#) − r (A†M,N)
= r
⎡
⎣ A
A∗M
⎤
⎦ + r[A, N−1A∗] − 2r(A) = r[A∗, MA] + r[A∗, NA] − 2r(A).
(3.35)
Setting the both sides of (3.35) to zero leads to the equivalence of Conditions (4) and (27).
Under the rank equality r(A2) = r(A), Applying (1.1) and simplifying by Lemma 3.1(c), (1.18) and
EBMOs, we obtain
r
(
AA# − AA†M,M
)
= r
⎡
⎣ AA#
AA
†
M,M
⎤
⎦ + r[AA#, AA†M,M ] − r (AA#) − r (AA†M,M)
= r
⎡
⎣ A
A
†
M,M
⎤
⎦ + r[A, 0] − 2r(A) = r[A∗, MA] − r(A), (3.36)
r
(
AA# − AA†N,N
)
= r
⎡
⎣ AA#
AA
†
N,N
⎤
⎦ + r[AA#, AA†N,N ] − r (AA#) − r (AA†N,N)
= r
⎡
⎣ A
A
†
N,N
⎤
⎦ + r[A, 0] − 2r(A) = r[A∗, NA] − r(A). (3.37)
Setting the both sides of (3.36) and (3.37) to zero leads to the equivalence of Conditions (4) and (28).
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Condition (16) implies Condition (29). It is easy to see from Lemma 3.1(b) that
r
(
A#A
†
M,N
)
= r
(
AA
†
M,N
)
= r(A), r
(
A
†
M,NA
#
)
= r
(
A
†
M,NA
)
= r(A). (3.38)
Applying (1.9), (1.17) and Lemma 2.1(c) to (3.38) yields
R
(
A#A
†
M,N
)
= R(A), R
[(
A#A
†
M,N
)∗] = R(MA), (3.39)
R
(
A
†
M,NA
#
)
= R
(
N−1A∗
)
, R
[(
A
†
M,NA
#
)∗] = R (A∗) . (3.40)
Combining the matrix equality in Condition (29) with these range equalities leads to R
(
N−1A∗
)
=
R(A) and R(MA) = R(A), which are in turn equivalent to Condition (4).
Applying (1.3) and simplifying by Lemma 3.1(c) and (1.18), we obtain
r
(
AA#A
†
M,N − A†M,NA#A
)
= r
⎡
⎣AA#A†M,N
A#A
⎤
⎦ + r[A†M,NA#A, AA# ] − 2r (A#A)
= r
⎡
⎣A∗M
A
⎤
⎦ + r[N−1A∗, A] − 2r(A)
= r[A∗, MA] + r[A∗, NA] − 2r(A). (3.41)
Setting the both sides of (3.41) to zero leads to the equivalence of Conditions (4) and (30).
Applying (1.3) and simplifying by Lemma 3.1(c) and (1.18), we obtain
r
[
AA
†
M,N
(
A + λA†M,N
)
−
(
A + λA†M,N
)
AA
†
M,N
]
= r
⎡
⎣AA†M,N
(
A + λA†M,N
)
AA
†
M,N
⎤
⎦ + r [(A + λA†M,N) AA†M,N, AA†M,N] − 2r (AA†M,N)
= r
⎡
⎣ A
A
†
M,N
⎤
⎦ + r[A†M,N, A ] − 2r(A) = r[A∗, MA] + r[A∗, NA] − 2r(A). (3.42)
Setting the both sides of (3.42) to zero leads to the equivalence of Conditions (4) and (31).
Pre- and post-multiplying A on both sides of A
†
M,N = p(A), respectively, yields
AA
†
M,N = Ap(A) = p(A)A = A†M,NA.
Hence, Condition (32) clearly implies Condition (16). Conversely, if A is weighted-EPw.r.t. (M, N), then
T = M 12 AM− 12 is EP too, and it follows from Condition (13) in Lemma 2.1 that
T = U∗
⎡
⎣ T1 0
0 0
⎤
⎦U,
where U is unitary and T1 is nonsingular. Assume that the characteristic polynomial of the submatrix
T1 is f (x) = xr + · · · + a1x + a0, where a0 = 0. Then,
Tr1 + · · · + a1T1 + a0Ir = 0 and T−11 =
1
a0
(
T
r−1
1 + · · · + a2T1 + a1Ir
)
.
In this case,
T† = U∗
⎡
⎣ T−11 0
0 0
⎤
⎦U = U∗
⎡
⎣− 1a0
(
T
r−1
1 + · · · + a2T1 + a1Ir
)
0
0 0
⎤
⎦U
= − 1
a0
(
Tr−1 + · · · + a2T + a1Im
)
:= p(T).
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Thus, it follows from (3.1) and (3.7) that
A
†
M,N = A†M,M = M−
1
2 T†M
1
2 = − 1
a0
M−
1
2
(
Tr−1 + · · · + a2T + a1Im
)
M
1
2
= − 1
a0
(
Ar−1 + · · · + a2A + a1Im
)
:= p(A).
From Conditions (1) and (2), we see that if A is weighted-EP w.r.t. (M, N), then A is weighted-EP w.r.t.
(N, M). Hence, the equality A
†
N,M = q(A) holds for some polynomial q(x). Replacing the weighted-EP
Awith theweighted-EPA
†
M,N inA
†
N,M = q(A) and applying Lemma3.1(d),we obtainA =
(
A
†
M,N
)†
N,M
=
q
(
A
†
M,N
)
.
Under r(A2) = r(A), applying (1.1) and simplifying by Lemma 3.1(c) and (1.18), we obtain
r
[(
AA
†
M,M
) (
M−1A∗A
)
−
(
M−1A∗A
) (
AA
†
M,M
)]
= r
⎡
⎣
(
AA
†
M,M
) (
M−1A∗A
)
AA
†
M,M
⎤
⎦ + r[(M−1A∗A) (AA†M,M) , AA†M,M ] − 2r (AA†M,M)
= r
[
A∗AM−1(A†M,M)∗,
(
A
†
M,M
)∗ ] + r [M−1A∗, A] − 2r(A) = 2r[A∗, MA] − 2r(A), (3.43)
r
[(
AA
†
N,N
) (
N−1A∗A
)
−
(
N−1A∗A
) (
AA
†
N,N
)]
= 2r[A∗, NA] − 2r(A). (3.44)
Setting the both sides of (3.43) and (3.44) to zero leads to the equivalence of Conditions (4) and (33).
Under r(A2) = r(A), applying (1.3) and simplifying by Lemma 3.1(c) and (1.18), we obtain
r
[(
A
†
M,MA
) (
AA∗M
) − (AA∗M) (A†M,MA) ]
= r
⎡
⎣
(
A
†
M,MA
)
(AA∗M)
A
†
M,MA
⎤
⎦ + r[(AA∗M) (A†M,MA) , A†M,MA ] − 2r (A†M,MA)
= r
⎡
⎣A∗M
A
⎤
⎦ + r [A, M−1A∗] − 2r(A) = 2r[A∗, MA] − 2r(A), (3.45)
r
[(
A
†
N,NA
)
(AA∗N) − (AA∗N)
(
A
†
N,NA
)]
= 2r[A∗, NA] − 2r(A). (3.46)
Setting the both sides of (3.45) and (3.46) to zero leads to the equivalence of Conditions (4) and (34).
The equivalence of Conditions (1) and (35) follows from the definition of A
†
M,N and Condition (27).
Note that both NAA#N−1 andMA#AM−1 are idempotent. Hence, applying (1.4) and simplifying by
Lemma 3.1(c), (1.18) and EBMOs, we obtain
r
(
2A∗ − A∗NAA#N−1 − MA#AM−1A∗
)
= r
⎡
⎢⎢⎢⎣
A∗ A∗NAA#N−1 MA#AM−1
MA#AM−1A∗ 0 0
NAA#N−1 0 0
⎤
⎥⎥⎥⎦ − r(A∗NAA#N−1) − r(MA#AM−1)
= r
⎡
⎢⎢⎢⎣
0 A∗ MA
A∗ 0 0
AN−1 0 0
⎤
⎥⎥⎥⎦ − 2r(A) = r[A∗, MA] + r[A∗, NA] − 2r(A). (3.47)
Setting the both sides of (3.47) to zero leads to the equivalence of Conditions (4) and (36).
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Applying (1.4) gives
r
(
2A
†
M,N − AA#A†M,N − A†M,NA#A
)
= r
(
A
†
M,N − A#AA†M,NAA#
)
= r
(
A
†
M,N − A#
)
. (3.48)
Setting the both sides of (3.48) to zero leads to the equivalence of Conditions (24) and (37).
Under Condition (38), set B = A. Then, A†M,NB = BA†M,N is Condition (16). Under Condition (32),
A
†
M,NB = p(A)B = Bp(A) = BA†M,N whenever AB = BA.
Applying (1.7) and simplifying by (1.16), (1.18), Lemma 3.1(c) and EBMOs, we obtain
r
[
A + λA†M,M, λA + A3
]
= r
⎡
⎢⎣−λA
†
M,M λA
†
M,M 0
λA
†
M,M A λA + A3
⎤
⎥⎦ − r (λA†M,M)
= r
⎡
⎢⎣−λA
†
M,M λA
†
M,M −λA†M,MA2
λA
†
M,M A λA
⎤
⎥⎦ − r(A)
= r
⎡
⎣ 0 λA†M,M + A†M,MA2 0
A
†
M,M 0 A
⎤
⎦ − r(A)
= r[A∗, MA] + r
(
λAA
†
M,M + A2
)
− r(A). (3.49)
ReplacingM with N in (3.49) gives
r
[
A + λA†N,N, λA + A3
]
= r[A∗, NA] + r
(
λAA
†
N,N + A2
)
− r(A). (3.50)
Hence, if A is weighted-EP w.r.t. (M, N), then we see from Conditions (4) and (16), as well as (1.7),
(3.6), (3.49) and (3.50) that
r
[
A + λA†M,N, λA + A3
]
= r
(
A + λA†M,N
)
= r
(
λA + A3
)
= r
(
λAA
†
M,N + A2
)
,
which implies Condition (39) by (1.10). Also note that
r
(
A + λA†M,M
)
 r
(
λAA
†
M,M + A2
)
 r
(
λA + A3
)
,
r
(
A + λA†N,N
)
 r
(
λAA
†
N,N + A2
)
 r
(
λA + A3
)
. (3.51)
Hence, if Condition (39) holds, then the equalities in (3.51) hold. Substituting these equalities into both
sides of (3.49) and (3.50) and simplifying, we obtain the rank equalities in Condition (4).
Note that
A is weighted-EP w.r.t. (M, N)
⇔ A∗ is weighted-EP w.r.t.
(
M−1, N−1
)
(by Condition (7))
⇔ R
[
A∗ + λ∗ (A∗)†
M−1,M−1
]
= R
[
A∗ + λ∗ (A∗)†
N−1,N−1
]
= R
[
λ∗A∗ + (A∗)3 ]
(by Condition (39))
⇔ N
(
A + λA†
M−1,M−1
)
= N
(
A + λA†
N−1,N−1
)
= N
(
λA + A3
)
(by (1.11) and Lemma 3.1(e)).
Hence, Conditions (1) and (40) are equivalent.
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Under r(A) = r(Ak), applying (1.4) and simplifying by Lemma 3.1(c), (1.18) and EBMOs, we obtain
r
(
2Ak − Ak+1A†M,N − A†M,NAk+1
)
= r
⎡
⎢⎢⎢⎣
Ak Ak+1A†M,N A
†
M,NA
A
†
M,NA
k+1 0 0
AA
†
M,N 0 0
⎤
⎥⎥⎥⎦− r
(
AA
†
M,N
)
− r
(
A
†
M,NA
)
= r
⎡
⎢⎢⎢⎣
0 A N−1A∗
A 0 0
A∗M 0 0
⎤
⎥⎥⎥⎦ − 2r(A)
= r[A∗, MA] + r[A∗, NA] − 2r(A). (3.52)
Setting the both sides of (3.52) to zero leads to the equivalence of Conditions (4) and (41).
Under r(A) = r(Ak), applying (1.6) and simplifying by Lemma 3.1(c), (1.18) and EBMOs, we obtain
r
[
Ak +
(
Ak
)∗ − Ak+1A†M,N − (Ak+1A†M,N)∗]
= r
[
Ak + (Ak)∗ − Ak+1(A∗MA)†A∗M − MA(A∗MA)†(Ak+1)∗
]
= r
⎡
⎢⎢⎢⎣
A∗MA 0 A∗M
0 A∗MA (Ak+1)∗
Ak+1 MA Ak + (Ak)∗
⎤
⎥⎥⎥⎦ − 2r(A∗MA)
= r
⎡
⎢⎢⎢⎣
0 0 A∗M
−(Ak+1)∗A A∗MA (Ak+1)∗
−(Ak)∗A MA Ak + (Ak)∗
⎤
⎥⎥⎥⎦ − 2r(A)
= r
⎡
⎢⎢⎢⎣
0 0 A∗M
0 0 −A∗Ak
−(Ak)∗A MA 0
⎤
⎥⎥⎥⎦ − 2r(A) = 2r[A∗, MA] − 2r(A), (3.53)
and
r
[
Ak +
(
Ak
)∗ − A†M,NAk+1 − (A†M,NAk+1)∗] = 2r[A∗, NA] − 2r(A) (3.54)
follows by a similar approach. Setting the both sides of (3.53) and (3.54) to zero leads to the equivalence
of Conditions (4) and (42). 
Some consequences on weighted-EP matrices can be derived from Theorem 3.5. For instance, we
can derive from Conditions (21) and (22) in Theorem 3.5 that if A is weighted-EP w.r.t. (M, N), then(
Ak
)† = (A†)k−2 A†M,ImA†Im,M = A†N,ImA†Im,N
(
A†
)k−2
, k  3, (3.55)(
Ak
)†
M,N
=
(
A#
)k = (Ak)#, k  2. (3.56)
We can also derive from Condition (39) in Theorem 3.5 that if A is weighted-EP w.r.t. (M, N), and B is
weighted-EP w.r.t. (P, Q), then the following equivalence holds
AB = BA ⇔ A†M,NB†P,Q = B†P,QA†M,N . (3.57)
Obviously, (3.55)–(3.57) are extensions of (2.19) and (2.20).
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4. Concluding remarks
One of themain tasks inmatrix theory is to classify various special types ofmatrix, and to give their
algebraic properties under different circumstances. As an important class of matrices, EP matrices
attracted much attention since 1970s, and many results on this type of matrices were derived by
making use of generalized inverse of matrices. In the previous two sections, we collected various
known characterizations of EP matrices, and presented some new conditions for a matrix to be EP. A
main contribution of this paper is to extend EP matrix to weighted-EP matrix with respect to a pair of
Hermitian positive definitematrices, and to give a group of characterizations of weighted-EPmatrices.
Most of characterizations ofweighted-EPmatrices in this paperwerederived fromvarious formulas
for ranks of matrices and their generalized inverses. In fact, informative formulas for the rank of any
matrix expression that involve Moore–Penrose inverses of matrices can always be established by the
expansion formulas inLemma1.3andtheirvariations. Thismethodwaswidelyapplied tocharacterizea
huge amount of matrix equalities that involveMoore–Penrose inverses of matrices. Some earlier work
on the matrix rank method in characterizing reverse order laws for generalized inverses of matrix
products, aswell as, normal and EPmatrices can be found in [10,43,44,46]. The value of thematrix rank
method in matrix theory and applications has been recognized gradually, and lots of rank expansion
formulas for matrices were collected in some recent handbooks for matrix theory; see [5,42].
Extensions of EP matrices to EP operators in Hilbert spaces, as well as to EP elements in rings and
C∗-algebras were widely considered in the literature. Some previous and recent work on these EP
objects and their properties can be found, e.g, in [3,6–8,11–15,21,22,25,27,35–37]. Similarly, we are
also able to define weighted-EP objects symbolically in these algebraic structures, and consider their
algebraic properties and characterizations. These further developments are beyond the scope of the
present paper and will be the subjects of separate studies.
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