Stochastic optimization algorithms have been growing rapidly in popularity over the last decade or two, with a number of methods now becoming "industry standard" approaches for solving challenging optimization problems. This chapter provides a synopsis of some of the critical issues associated with stochastic optimization and a gives a summary of several popular algorithms. Much more complete discussions are available in the indicated references.
Introduction

General Background
Stochastic optimization plays a significant role in the analysis, design, and operation of modern systems. Methods for stochastic optimization provide a means of coping with inherent system noise and coping with models or systems that are highly nonlinear, high dimensional, or otherwise inappropriate for classical deterministic methods of optimization. Stochastic optimization algorithms have broad application to problems in statistics (e.g., design of experiments and response surface modeling), science, engineering, and business. Algorithms that employ some form of stochastic optimization have become widely available. For example, many modern data mining packages include methods such as simulated annealing and genetic algorithms as tools for extracting patterns in data.
Specific applications include business (making short-and long-term investment decisions in order to increase profit), aerospace engineering (running computer simulations to refine the design of a missile or aircraft), medicine (designing laboratory experiments to extract the maximum information about the efficacy of a new drug), and traffic engineering (setting the timing for the signals in a traffic network). There are, of course, many other applications.
Let us introduce some concepts and notation. Suppose Θ is the domain of allowable values for a vector θ. The fundamental problem of interest is to find the value(s) of a vector θ ∈ Θ that minimize a scalar-valued loss function L(θ). Other common names for L are performance measure, objective function, measure-ofeffectiveness (MOE), fitness function (or negative fitness function), or criterion. While this problem refers to minimizing a loss function, a maximization problem (e.g., maximizing profit) can be trivially converted to a minimization problem by changing the sign of the criterion. This chapter focuses on the problem of minimization. In some cases (i.e., differentiable L), the minimization problem can be converted to a root-finding problem of finding θ such that g(θ) = ( ) L ∂ ∂ θ θ = 0. Of course, this conversion must be done with care because such a root may not correspond to a global minimum of L.
The three remaining subsections in this section define some basic quantities, discuss some contrasts between (classical) deterministic optimization and stochastic optimization, and discuss some basic properties and fundamental limits. This section provides the foundation for interpreting the algorithm presentations in Sections 2 to 4. There are many other references that give general reviews of various aspects of stochastic optimization. Among these are Arsham (1998) , Fouskakis and Draper (2002) , Fu (2002) , Gosavi (2003) , Michalewicz and Fogel (2000) , Spall (2003) , and Cochran (2011; see topic area "stochastic optimization").
Formal Problem Statement
The problem of minimizing a loss function L = L(θ) can be formally represented as finding the set: function. The solution set * Θ in (1.1) may be a unique point, a countable (finite or infinite) collection of points, or a set containing an uncountable number of points.
For ease of exposition, this chapter generally focuses on continuous optimization problems, although some of the methods may also be used in discrete problems. In the continuous case, it is often assumed that L is a "smooth" (perhaps several times differentiable) function of θ. Continuous problems arise frequently in applications such as model fitting (parameter estimation), adaptive control, neural network training, signal processing, and experimental design. Discrete optimization (or combinatorial optimization) is a large subject unto itself (resource allocation, network routing, policy planning, etc.).
A major issue in optimization is distinguishing between global and local optima. All other factors being equal, one would always want a globally optimal solution to the optimization problem (i.e., at least one * θ in the set of values * Θ ). In practice, however, it may not be feasible to find a global solution and one must be satisfied with obtaining a local solution. For example, L may be shaped such that there is a clearly defined minimum point over a broad region of the domain Θ, while there is a very narrow spike at a distant point. If the trough of this spike is lower than any point in the broad region, the local optimal solution is better than any nearby θ, but it is not be the best possible θ.
It is usually only possible to ensure that an algorithm approaches a local minimum with a finite amount of resources being put into the optimization process. That is, it is easy to construct functions that will "fool" any known algorithm, unless the algorithm is given explicit prior information about the location of the global solution-certainly not a case of practical interest! However, since the local minimum may still yield a significantly improved solution (relative to no formal optimization process at all), the local minimum may be a fully acceptable solution for the resources available (human time, money, computer time, etc.) to be spent on the optimization. However, we discuss several algorithms (random search, stochastic approximation, and genetic algorithms) that are sometimes able to find global solutions from among multiple local solutions.
Contrast of Stochastic and Deterministic Optimization
As a chapter on stochastic optimization, the algorithms considered here apply where:
I. There is random noise in the measurements of L(θ)
-and/or -II. There is a random (Monte Carlo) choice made in the search direction as the algorithm iterates toward a solution.
In contrast, classical deterministic optimization assumes that perfect information is available about the loss function (and derivatives, if relevant) and that this information is used to determine the search direction in a deterministic manner at every step of the algorithm. In many practical problems, such information is not available. We discuss properties I and II below. Let ˆk θ be the generic notation for the estimate for θ at the kth iteration of whatever algorithm is being considered, k = 0, 1, 2,…. Throughout this chapter, the specific mathematical form of ˆk θ will change as the algorithm being considered changes. The following notation is used to represent noisy measurements of L at a specific θ:
where ε represents the noise terms. Note that the noise terms show dependence on θ. This dependence is relevant for many applications. It indicates that the common statistical assumption of independent, identically distributed (i.i.d.) noise does not necessarily apply since θ will be changing as the search process proceeds.
Relative to property I, noise fundamentally alters the search and optimization process because the algorithm is getting potentially misleading information throughout the search process. For example, as described in Example 1.4 of Spall (2003) , consider the following loss function with a scalar θ: L(θ) = 0.1 sin(2 ) e − θ θ . If the domain for optimization is Θ = [0, 7] , the (unique) minimum occurs at * θ = 3 4 π ≈ 2.36, as shown in Figure 1 . Suppose that the analyst carrying out the optimization is not able to calculate L(θ), obtaining instead only noisy measurements y(θ) = L(θ) + ε, where the noises ε are i.i.d. with distribution N(0, 0.5 2 ) (a normal distribution with mean zero and variance 0.5 2 ). The analyst uses the y(θ) measurements in conjunction with an algorithm to attempt to find * θ . Consider the experiment depicted in Figure 1 (with data generated via MATLAB). Based on the simple method of collecting one measurement at each increment of 0.1 over the interval defined by Θ (including the endpoints 0 and 7), the analyst would falsely conclude that the minimum is at θ = 5.9. As shown, this false minimum is far from the actual * θ . Noise in the loss function measurements arises in almost any case where physical system measurements or computer simulations are used to approximate a steady-state criterion. Some specific areas of relevance include real-time estimation and control problems where data are collected "on the fly" as a system is operating and problems where large-scale simulations are run as estimates of actual system behavior.
Let us summarize two distinct problems involving noise in the loss function measurements: target tracking and simulation-based optimization. In the tracking problem there is a mean-squared error (MSE) criterion of the form
The stochastic optimization algorithm uses the actual (observed) squared error y(θ) = 2 ⋅ , which is equivalent to an observation of L embedded in noise. In the simulation problem, let L(θ) be the loss function representing some type of "average" performance for the system. A single run of a Monte Carlo simulation at a specific value of θ provides a noisy measurement: y(θ) = L(θ) + noise at θ. (Note that it is rarely desirable to spend computational resources in averaging many simulation runs at a given value of θ; in optimization, it is typically necessary to consider many values of θ.) The above problems are described in more detail in Examples 1.5 and 1.6 in Spall (2003) .
Relative to the other defining property of stochastic optimization, property II (i.e., randomness in the search direction), it is sometimes beneficial to deliberately introduce randomness into the search process as a means of speeding convergence and making the algorithm less sensitive to modeling errors. This injected (Monte Carlo) randomness is usually created via computer-based pseudorandom number generators. One of the roles of injected randomness in stochastic optimization is to allow for "surprise" movements to unexplored areas of the search space that may contain an unexpectedly good θ value. This is especially relevant in seeking out a global optimum among multiple local solutions. Some algorithms that use injected randomness are random search (Section 2), simultaneous perturbation stochastic approximation (Section 3), and genetic algorithms (Section 4).
Some Principles of Stochastic Optimization
The discussion above is intended to motivate some of the issues and challenges in stochastic optimization. Let us now summarize some important issues for the implementation and interpretation of results in stochastic optimization.
The first issue we mention is the fundamental limits in optimization with only noisy information about the L function. Foremost, perhaps, is that the statistical error of the information fed into the algorithm-and the resulting error of the output of the algorithm-can only be reduced by incurring a significant cost in number of function evaluations. For the simple case of independent noise, the error decreases at the rate 1 N , where N represents the number of L measurements fed into the algorithm. This is a classical result in statistics, indicating that a 25-fold increase in function evaluations reduces the error by a factor of five.
A further limit for multivariate (p > 1) optimization is that the volume of the search region generally grows rapidly with dimension. This implies that one must usually exploit problem structure to have a hope of getting a reasonable solution in a high-dimensional problem.
All practical problems involve at least some restrictions on θ, although in some applications it may be possible to effectively ignore the constraints. Constraints can be encountered in many different ways, as motivated by the specific application. Note that the constraint set Θ does not necessarily correspond to the set of allowable values for θ in the search since some problems allow for the "trial" values of the search to be outside the set of allowable final estimates. Constraints are usually handled in practice on an ad hoc basis, especially tuned to the problem at hand. There are few general, practical methods that apply broadly in stochastic optimization. Michalewicz and Fogel (2000, Chap. 9) , for example, discuss some of the practical methods by which constraints are handled in evolutionary computation. Similar methods apply in other stochastic algorithms.
In general search and optimization, it is very difficult (perhaps impossible) to develop automated methods for indicating when the algorithm is close enough to the solution that it can be stopped. Without prior knowledge, there is always the possibility that * θ could lie in some unexplored region of the search space. This applies even when the functions involved are relatively benign; see Solis and Wets (1981) for mention of this in the context of twice-differentiable convex L. Difficulties are compounded when the function measurements include noise.
It is quite normal for the environment to change over time. Hence, the solution to a problem now may not be the best (or even a good) solution to the corresponding problem in the future. In some search and optimization problems, the algorithm will be explicitly designed to adapt to a changing environment and automatically provide a new estimate at the optimal value (e.g., a control system). In other cases, one needs to restart the process and find a new solution. In either sense, the problem solving may never stop! In reading or contributing to the literature on stochastic optimization, it is important to recognize the limits of numerical comparisons by Monte Carlo. Monte Carlo studies can be a sound scientific method of gaining insight and can be a useful supplement to theory, much of which is based on asymptotic (infinite sample) analysis. In fact, it is especially popular in certain branches of optimization to create "test suites" of problems, where various algorithms compete against each other. A danger arises, however, in making broad claims about the performance of individual algorithms based on the results of numerical studies. Performance can vary tremendously under even small changes in the form of the functions involved or the coefficient settings within the algorithms themselves. One must be careful about drawing conclusions beyond those directly supported by the specific numerical studies performed. For purposes of drawing objective conclusions about the relative performance of algorithms, it is preferable to use both theory and numerical studies.
Some real systems have one (unique) globally "best" operating point ( * θ ) in the domain Θ while others have multiple global solutions (in either case, of course, there could be many locally optimal solutions). To avoid excessively cumbersome discussion of algorithms and supporting implementation issues and theory, we often refer to "the" solution * θ (versus "a" solution * θ ). In practice, an analyst may be quite satisfied to reach a solution at or close to any one * θ ∈ * Θ . The so-called no free lunch (NFL) theorems provide a formal basis for the intuitively appealing idea that there is a fundamental tradeoff between algorithm efficiency and algorithm robustness (reliability and stability in a broad range of problems). In essence, algorithms that are very efficient on one type of problem are not automatically efficient on problems of a different type. Hence, there can never be a universally best search algorithm just as there is rarely (never?) a universally best solution to any general problem of society. Wolpert and Macready (1997) provided a general formal structure for the NFL theorems, although the general ideas had been around for a long time prior to their paper (Wolpert and Macready were the ones to coin the expression "no free lunch" in this search and optimization context). The NFL theorems are established for discrete optimization with a finite (but arbitrarily large) number of options. However, their applicability includes most practical continuous problems because virtually all optimization is carried out on 32-or 64-bit digital computers. The theorems apply to the cases of both noise-free and noisy loss measurements. NFL states, in essence, that an algorithm that is effective on one class of problems is guaranteed to be ineffective on another class. Spall (2003, Sects. 1.2 .2 and 10.6) provides more-detailed discussion on the basis and implications of NFL.
We are now in a position to discuss several popular stochastic optimization methods. The summaries here are just that-summaries. Much more complete discussions are available in the indicated references or in Spall (2003) . We let ˆk θ represent the estimate for θ at the kth iteration of an algorithm under consideration. Section 2 discusses random search methods, which are simple and surprisingly powerful in many applications. Section 3 discusses stochastic approximation and Section 4 discusses the popular genetic algorithms. Because of the relative brevity of this review, there are many methods of stochastic optimization not covered here, including simulated annealing, stochastic programming, evolutionary computation other than genetic algorithms, temporal difference methods, and so on. Readers with an interest in one of those may consult the references mentioned at the end of Section 1.1.
Random Search
This section describes some simple methods based on the notion of randomly searching over the domain of interest. Section 2.1 gives a short discussion of general issues in direct random search methods. The algorithms discussed in Section 2.2 represent two versions of random search.
Some General Properties of Direct Random Search
Consider the problem of trying to find the optimal θ ∈ Θ based on noisefree measurements of L = L(θ). Random search methods are perhaps the simplest methods of stochastic optimization in such a setting and can be quite effective in many problems. Their relative simplicity is an appealing feature to both practitioners and theoreticians. These direct random search methods have a number of advantages relative to most other search methods. The advantages include relative ease of coding in software, the need to only obtain L measurements (versus gradients or other ancillary information), reasonable computational efficiency (especially for those direct search algorithms that make use of some local information in their search), broad applicability to non-trivial loss functions and/or to θ that may be continuous, discrete, or some hybrid form, and a strong theoretical foundation. Some of these attributes were mentioned in the forward-looking paper of Karnopp (1963) . A good recent survey of random search and related methods is Kolda et al. (2003) .
Two Algorithms for Random Search
This section describes two direct random search techniques. These two algorithms represent only a tiny fraction of available methods. Solis and Wets (1981) and Zhigljavsky (1991) are among many references discussing these and other random search methods. The two algorithms here are intended to convey the essential flavor of most available direct random search algorithms. With the exception of some discussion at the end of the subsection, the methods here assume perfect (noise-free) values of L.
The first method we discuss is "blind random search." This is the simplest random search method, where the current sampling for θ does not take into account the previous samples. That is, this blind search approach does not adapt the current sampling strategy to information that has been garnered in the search process. The approach can be implemented in batch (non-recursive) form simply by laying down a number of points in Θ and taking the value of θ yielding the lowest L value as our estimate of the optimum. The approach can be conveniently implemented in recursive form as we illustrate below.
The simplest setting for conducting the random sampling of new (candidate) values of θ is when Θ is a hypercube and we are using uniformly generated values of θ. The uniform distribution is continuous or discrete for the elements of θ depending on the definitions for these elements. In fact, the blind search form of the algorithm is unique among all general stochastic optimization algorithms in that it is the only one without any adjustable algorithm coefficients that need to be "tuned" to the problem at hand. (Of course, a de facto tuning decision has been made by choosing the uniform distribution for sampling.)
For a domain Θ that is not a hypercube or for other sampling distributions, one may use transformations, rejection methods, or Markov chain Monte Carlo to generate the sample θ values (see, e.g., Gentle, 2003) . For example, if Θ is an irregular shape, one can generate a sample on a hypercube superset containing Θ and then reject the sample point if it lies outside of Θ.
The steps for a recursive implementation of blind random search are given below. This method applies when θ has continuous, discrete, or hybrid elements.
Blind Random Search
Step 0 (Initialization) Choose an initial value of θ, say 0 θ ∈ Θ, either randomly or deterministically. (If random, usually a uniform distribution on Θ is used.) Calculate
Step 1 Generate a new independent value θ new (k + 1) ∈ Θ, according to the chosen probability distribution.
Step 2 Stop if the maximum number of L evaluations has been reached or the user is otherwise satisfied with the current estimate for θ via appropriate stopping criteria; else, return to step 1 with the new k set to the former k + 1.
The above algorithm converges almost surely (a.s.) to * θ under very general conditions (see, e.g., Spall, 2003, pp. 40−41) . Of course, convergence alone is an incomplete indication of the performance of the algorithm. It is also of interest to examine the rate of convergence. The rate is intended to tell the analyst how close ˆk θ is likely to be to * θ for a given cost of search. While blind random search is a reasonable algorithm when θ is low dimensional, it can be shown that the method is generally a very slow algorithm for even moderately dimensioned θ (see, e.g., Spall, 2003, 42−43) . This is a direct consequence of the exponential increase in the size of the search space as p increases. As an illustration, Spall (2003, Example 2.2) considers a case where
hypercube with minimum and maximum values of 0 and 1 for each component of θ) and where one wishes to guarantee with probability 0.90 that each element of θ is within 0.04 units of the optimal value. As p increases from one to ten, there is an approximate 10 10 -fold increase in the number of loss function evaluations required. Blind search is the simplest random search in that the sampling generating the new θ value does not take account of where the previous estimates of θ have been. The random search algorithm below is slightly more sophisticated in that the random sampling is a function of the position of the current best estimate for θ. In this way, the search is more localized in the neighborhood of that estimate, allowing for a better exploitation of information that has previously been obtained about the shape of the loss function.
The localized algorithm is presented below. This algorithm was described in Matyas (1965) . Note that the use of the term "localized" here pertains to the sampling strategy and does not imply that the algorithm is only useful for local (versus global) optimization in the sense described in Section 1. In fact, the algorithm has global convergence properties as described below. As with blind search, the algorithm may be used for continuous or discrete problems.
Localized Random Search
Step 0 (Initialization) Pick an initial guess 0 θ ∈ Θ, either randomly or with prior information. Set k = 0.
Step 1 Generate an independent random vector d k ∈  p and add it to the current θ value, ˆk
Step 3 Stop if the maximum number of L evaluations has been reached or the user is otherwise satisfied with the current estimate for θ via appropriate stopping criteria; else, return to step 1 with the new k set to the former k + 1.
For continuous problems, Matyas (1965) and others have used the (multivariate) normal distribution for generating d k . However, the user is free to set the distribution of the deviation vector d k . The distribution should have mean zero and each component should have a variation (e.g., standard deviation) consistent with the magnitudes of the corresponding θ elements. This allows the algorithm to assign roughly equal weight to each of the components of θ as it moves through the search space. Although not formally allowed in the convergence theory, it is often advantageous in practice if the variability in d k is reduced as k increases. This allows one to focus the search more tightly as evidence is accrued on the location of the solution (as expressed by the location of our current estimate ˆk θ ).
The convergence theory for the localized algorithms tends to be more restrictive than the theory for blind search. Solis and Wets (1981) provide a theorem for global convergence of localized algorithms, but the theorem conditions may not be verifiable in practice. An earlier theorem from Matyas (1965) (with proof corrected in Baba et al., 1977) provides for global convergence of the localized search above if L is a continuous function. The convergence is in the "in probability" sense. The theorem allows for more than one global minimum to exist in Θ. Therefore, in general, the result provides no guarantee of ˆk θ ever settling near any one value * θ . We present the theorem statement below.
Convergence theorem for localized search. Let * Θ represent the set of global minima for L (see Section 1). Suppose that L is continuous on a bounded domain Θ and that if ˆk θ + d k ∉ Θ at a given iteration, a new d k is randomly generated. For
The above algorithm might be considered the most naïve of the localized random search algorithms. More sophisticated approaches are also easy to implement. For instance, if a search in one direction increases L, then it is likely to be beneficial to move in the opposite direction. Further, successive iterations in a direction that tend to consistently reduce L should encourage further iterations in the same direction. Many algorithms exploiting these simple properties exist (e.g., Solis and Wets, 1981, and Zhigljavsky, 1991) .
In spite of its simplicity, the localized search algorithm is surprisingly effective in a wide range of problems. Several demonstrations are given in Sections 2.2 to 2.4 in Spall (2003) .
The random search algorithms above are usually based on perfect (noisefree) measurements of the loss function. This is generally considered a critical part of such algorithms (Pflug, 1996, p. 25) . In contrast to the noise-free case, random search methods with noisy loss evaluations of the form y(θ) = L(θ) + ε(θ) generally do not formally converge.
There are, however, means by which the random search techniques can be modified to accommodate noisy measurements, at least on a heuristic basis. Some of the limited formal convergence theory for random search as applied to the noisy measurement case includes Yakowitz and Fisher (1973, Sect. 4) and Zhigljavsky (1991, Chap. 3). Spall (2003, Sect. 2. 3) discusses some practical methods for coping with noise, including simple averaging of the noisy loss function evaluations y(θ) at each value of θ generated in the search process and a modification of the algorithm's key decision criterion (step 1 of blind random search and step 2 of localized random search) to build in some robustness to the noise. However, the averaging method can be costly since the error decreases only at the rate of 1 N when averaging N function evaluations with independent noise. Likewise, the altered threshold may be costly by rejecting too many changes in θ due to the conservative nature of the modified criterion. The presence of noise in the loss evaluations makes the optimization problem so much more challenging that there is little choice but to accept these penalties if one wants to use a simple random search. We see in the next section that stochastic approximation tends to be more adept at coping with noise at the price of a more restrictive problem setting than the noise-free convergence theorem above.
3.
Stochastic Approximation
Introduction
Stochastic approximation (SA) is a cornerstone of stochastic optimization. Robbins and Monro (1951) introduced SA as a general root-finding method when only noisy measurements of the underlying function are available. Let us now discuss some aspects of SA as applied to the more specific problem of rootfinding in the context of optimization. With a differentiable loss function L(θ), recall the familiar set of p equations and p unknowns for use in finding a minimum * θ :
(Of course, side conditions are required to guarantee that a root of (3.1) is a minimum, not a maximum or saddlepoint.) Note that (3.1) is nominally only directed at local optimization problems, although some extensions to global optimization are possible, as briefly discussed in Section 3.3. There are a number of approaches for solving the problem represented by (3.1) when direct (usually noisy) measurements of the gradient g are available. These typically go by the name of stochastic gradient methods (e.g., Spall, 2003, Chap. 5) . In contrast to the stochastic gradient approach-but consistent with the emphasis in the random search and genetic algorithms (Sections 2 and 4 here)-let us focus on SA when only measurements of L are available. However, unlike the emphasis in random search and genetic algorithms, we consider noisy measurements of L.
To motivate the general SA approach, first recall the familiar form for the unconstrained deterministic steepest descent algorithm for solving (3.1):
where the gain (or step size) satisfies a k > 0 (see, e.g., Bazaraa et al., 1993, pp. 300−308 or any other book on mathematical programming; Spall, 2003, Sect. 1.4) . This algorithm requires exact knowledge of g. Steepest descent converges to * θ under certain fairly general conditions. (A notable variation of steepest descent is the Newton-Raphson algorithm [sometimes called Newton's method; e.g., Bazaraa et al., 1993, pp. 308−312] , which has the form
, where H(⋅) is the Hessian [second derivative] matrix of L. Under more restrictive conditions, the Newton-Raphson algorithm has a much faster rate of convergence to * θ than steepest descent. However, with its requirement for a Hessian matrix, it is generally more challenging to implement. An SA version of Newton-Raphson is discussed briefly at the end of Section 3.3.)
Unlike with steepest descent, it is assumed here that we have no direct knowledge of g. The recursive procedure of interest is in the general SA form k θ The gain a k > 0 here also acts in a way similar to its role in the steepest descent form. Under appropriate conditions, the iteration in (3.2) converges to * θ in some stochastic sense (usually almost surely, a.s.). (There are constrained forms of SA, but we do not discuss those here; see, e.g., Spall, 2003, Chaps. 4−7) .
Sections 3.2 and 3.3 discuss two SA methods for carrying out the optimization task using noisy measurements of the loss function. Section 3.2 discusses the traditional finite-difference SA method and Section 3.3 discusses the more recent simultaneous perturbation method.
3.2
Finite-Difference SA
The essential part of (3.2) is the gradient approximation 
where ξ i denotes a vector with a 1 in the ith place and 0's elsewhere and c k > 0 defines the difference magnitude. The pair {a k , c k } are the gains (or gain sequences) for the FDSA algorithm. The two-sided form in (3.3) is the obvious multivariate extension of the scalar two-sided form in Kiefer and Wolfowitz (1952) . The initial multivariate method in Blum (1954) used a one-sided approximation.
It is of fundamental importance to determine conditions such that ˆk θ as shown in (3.2) and (3.3) converges to * θ in some appropriate stochastic sense. The convergence theory for the FDSA algorithm is similar to "standard" convergence theory for the root-finding SA algorithm of Robbins and Monro (1951) . Additional difficulties, however, arise due to a bias in
. That is, standard conditions for convergence of SA require unbiased estimates of g(⋅) at all k. On the other hand, ( ) k k g θ , as shown in (3.3), is a biased estimator, with the bias having a magnitude of order 2 k c . We do not present the details of the convergence theory here, as it is available in many other references (e.g., Fabian, 1971; Kushner and Yin, 2003, Chaps. 5 − 8 ; Ruppert, 1991; Spall, 2003, Chap. 6 ). However, let us note that the standard conditions on the gain sequences are:
The choice of these gain sequences is critical to the performance of the method. Common forms for the sequences are:
where the coefficients a, c, α, and γ are strictly positive and A ≥ 0. The user must choose these coefficients, a process usually based on a combination of the theoretical restrictions above, trial-and-error numerical experimentation, and basic problem knowledge. In some cases, it is possible to partially automate the selection of the gains (see, e.g., Spall, 2003, Sect. 6.6) . Let us summarize a numerical example based on the following p = 10 loss function: Using n = 1000 loss measurements per run, we compare FDSA with the localized random search method of Section 2. Based on principles for gain selection in Spall (2003, Sect. 6 .6) together with some limited trial-and-error experimentation, we chose a = 0.5, c = 1, A = 5, α = 0.602, and γ = 0.101 for FDSA and an average of 20 loss measurements per iteration with normally distributed perturbations having distribution N(0, 0.5 2 I 10 ) for the random search method. Figure 2 summarizes the results. Each curve represents the sample mean of 50 independent replications. An individual replication of one of the two algorithms has much more variation than the corresponding smoothed curve in the figure. Figure 2 shows that both algorithms produce an overall reduction in the true loss function as the number of measurements approach 1000. The curves illustrate that FDSA outperforms random search in this case. To make the comparison fair, attempts were made to tune each algorithm to provide approximately the best performance possible. Of course, one must be careful about using this example to infer that such a result holds in other problems as well.
Simultaneous Perturbation SA
The FDSA algorithm of Section 3.2 is a standard SA method for carrying out optimization with noisy measurement of the loss function. However, as the dimension p grows large, the number of loss measurements required may become prohibitive. That is, each two-sided gradient approximation requires 2p loss measurements. More recently, the simultaneous perturbation SA (SPSA) method was introduced, requiring only two measurements per iteration to form a gradient approximation independent of the dimension p. This provides the potential for a large savings in the overall cost of optimization.
Beginning with the generic SA form in (3.2), we now present the SP form of the gradient approximation. In this form, all elements of ˆk θ are randomly perturbed together to obtain two loss measurements y(⋅). For the two-sided SP gradient approximation, this leads to 
where the mean-zero p-dimensional random perturbation vector,
T , has a user-specified distribution satisfying certain conditions and c k is a positive scalar (as with FDSA). Because the numerator is the same in all p components of ( ) k k g θ , the number of loss measurements needed to estimate the gradient in SPSA is two, regardless of the dimension p.
Relative to FDSA, the p-fold measurement savings per iteration, of course, provides only the potential for SPSA to achieve large savings in the total number of measurements required to estimate θ when p is large. This potential is realized if the number of iterations required for effective convergence to an optimum * θ does not increase in a way to cancel the measurement savings per gradient approximation. One can use asymptotic distribution theory to address this issue. In particular, both FDSA and SPSA are known to be asymptotically normally distributed under very similar conditions. One can use this asymptotic distribution result to characterize the mean-squared error
for the two algorithms for large k. Fortunately, under fairly broad conditions, the p-fold savings at each iteration is preserved across iterations. In particular, based on asymptotic considerations:
Under reasonably general conditions (see Spall, 1992 , or Spall, 2003 , the SPSA and FDSA algorithms achieve the same level of statistical accuracy for a given number of iterations even though SPSA uses only 1 p times the number of function evaluations of FDSA (since each gradient approximation uses only 1 p the number of function evaluations).
The SPSA Web site www.jhuapl.edu/SPSA includes many references on the theory and application of SPSA. On this Web site, one can find many accounts of numerical studies that are consistent with the efficiency statement above. (Of course, given that the statement is based on asymptotic arguments and associated regularity conditions, one should not assume that the result always holds.) In addition, there are references describing many applications. These include queuing systems, pattern recognition, industrial quality improvement, aircraft design, simulation-based optimization, bioprocess control, neural network training, chemical process control, fault detection, human-machine interaction, sensor placement and configuration, and vehicle traffic management.
We do not present here the formal conditions for convergence and asymptotic normality of SPSA, as such conditions are available in many references (e.g., Dippon and Renz, 1997; Gerencsér, 1999; Spall, 1992; Spall, 2003, Chap. 7) . These conditions are essentially identical to the standard conditions for convergence of SA algorithms, with the exception of the additional conditions on the user-generated perturbation vector ∆ k .
The choice of the distribution for generating the ∆ k is important to the performance of the algorithm. The standard conditions for the elements ∆ ki of ∆ k are that the {∆ ki } are independent for all k, i, identically distributed for all i at each k, symmetrically distributed about zero and uniformly bounded in magnitude for all k. In addition, there is an important inverse moments condition:
for some τ > 0 and C > 0. The role of this condition is to control the variation of the elements of ( ) k k g θ (which have ∆ ki in the denominator). One simple and popular distribution that satisfies the inverse moments condition is the symmetric Bernoulli ± 1 distribution. (In fact, as discussed in Spall, 2003, Sect. 7.7 , this distribution can be shown to be optimal under general conditions when using asymptotic considerations.) Two common mean-zero distributions that do not satisfy the inverse moments condition are symmetric uniform and normal with mean zero. The failure of both of these distributions is a consequence of the amount of probability mass near zero. Exercise 7.3 in Spall (2003) illustrates the dramatic performance degradation that can occur through using distributions that violate the inverse moments condition.
As with any real-world implementation of stochastic optimization, there are important practical considerations when using SPSA. One is to attempt to define θ so that the magnitudes of the θ elements are similar to one another. This desire is apparent by noting that the magnitudes of all components in the perturbations k k c ∆ are identical in the case where identical Bernoulli distributions are used. Although it is not always possible to choose the definition of the elements in θ, in most cases an analyst will have the flexibility to specify the units for θ to ensure similar magnitudes. Another important consideration is the choice of the gains a k , c k . The principles described for FDSA above apply to SPSA as well. Section 7.5 of Spall (2003) provides additional practical guidance.
There have been a number of important extensions of the basic SPSA method represented by the combination of (3.2) and (3.4). Three such extensions are to the problem of global (versus local) optimization, to discrete (versus continuous) problems, and to include second-order-type information (Hessian matrix) with the aim of creating a stochastic analogue to the deterministic Newton-Raphson method.
The use of SPSA for global minimization among multiple local minima is discussed in Maryak and Chin (2008) . One of their approaches relies on injecting Monte Carlo noise in the right-hand side of the basic SPSA updating step in (3.2). This approach is a common way of converting SA algorithms to global optimizers through the additional "bounce" introduced into the algorithm (Yin, 1999) . Maryak and Chin (2008) also show that basic SPSA without injected noise (i.e., eqns. (3.2) and (3.4) without modification) may, under certain conditions, be a global optimizer. Formal justification for this result follows because the random error in the SP gradient approximation acts in a way that is statistically equivalent to the injected noise mentioned above.
Discrete optimization problems (where θ may take on discrete or combined discrete/continuous values) are discussed in Gerencsér et al. (1999) , Hill (2005) , and Wang and Spall (2011) . Discrete SPSA relies on a fixed-gain (constant a k and c k ) version of the standard SPSA method. The parameter estimates produced are constrained to lie on a discrete-valued grid. Although gradients do not exist in this setting, the approximation in (3.4) (appropriately modified) is still useful as an efficient measure of slope information.
Finally, using the simultaneous perturbation idea, it is possible to construct a simple method for estimating the Hessian (or Jacobian) matrix of L while, concurrently, estimating the primary parameters of interest (θ). This adaptive SPSA (ASP) approach produces a stochastic analogue to the deterministic Newton−Raphson algorithm (e.g., Bazaraa et al., 1993, pp. 308−312) , leading to a recursion that is optimal or near-optimal in its rate of convergence and asymptotic error. The approach applies in both the gradient-free setting emphasized in this section and in the root-finding/stochastic gradient-based (Robbins−Monro) setting reviewed in Spall (2003, Chaps. 4 and 5) . Like the standard SPSA algorithm, the ASP algorithm requires only a small number of loss function (or gradient, if relevant) measurements per iteration-independent of the problem dimension-to adaptively estimate the Hessian and parameters of primary interest. Further information is available at Spall (2000) or Spall (2003, Sect. 7.8) . A recent paper (Spall, 2009 ) presents two enhancements to ASP, one related to feedback to reduce the error and the other enhancement related to optimal weighting of input information. Both enhancements are aimed at improving the quality of the estimates for underlying Hessian (or Jacobian) matrices, thereby improving the quality of the estimates for the primary parameters of interest θ.
The Hessian estimation aspect of ASP is also useful in non-SA applications, such as calculating the Fisher information matrix (FIM) for problems where the FIM is difficult to obtain analytically (e.g., Spall, 2005, and Das et al., 2010) . The FIM has wide applications in areas such as uncertainty calculation (Ljung, 1999, pp. 215 −219) , experimental design (Spall, 2003, Chap. 17; Spall,Introduction Genetic algorithms (GAs) represent a popular approach to stochastic optimization, especially as relates to the global optimization problem of finding the best solution among multiple local mimima. (GAs may be used in general search problems that are not directly represented as stochastic optimization problems, but we focus here on their use in optimization.) GAs represent a special case of the more general class of evolutionary computation algorithms (which also includes methods such as evolutionary programming and evolution strategies). The GA applies when the elements of θ are real-, discrete-, or complex-valued. As suggested by the name, the GA is based loosely on principles of natural evolution and survival of the fittest. In fact, in GA terminology, an equivalent maximization criterion, such as −L(θ) (or its analogue based on a bit-string form of θ), is often referred to as the fitness function to emphasize the evolutionary concept of the fittest of a species.
A fundamental difference between GAs and the random search and SA algorithms considered in Sections 2 and 3 is that GAs work with a population of candidate solutions to the problem. The previous algorithms worked with one solution and moved toward the optimum by updating this one estimate. GAs simultaneously consider multiple candidate solutions to the problem of minimizing L and iterate by moving this population of solutions toward a global optimum. The terms generation and iteration are used interchangeably to describe the process of transforming one population of solutions to another. Figure 3 illustrates the successful operations of a GA for a population of size 12 with problem dimension p = 2. In this conceptual illustration, the population of solutions eventually come together at the global optimum. The use of a population versus a single solution affects in a basic way the range of practical problems that can be considered. In particular, GAs tend to be best suited to problems where the loss function evaluations are computer-based calculations such as complex function evaluations or simulations. This contrasts with the single-solution approaches discussed earlier, where the loss function evaluations may represent computer-based calculations or physical experiments. Population-based approaches are not generally feasible when working with realtime physical experiments. Implementing a GA with physical experiments requires that either there be multiple identical experimental setups (parallel processing) or that the single experimental apparatus be set to the same state prior to each population member's loss evaluation (serial processing). These situations do not occur often in practice.
Specific values of θ in the population are referred to as chromosomes. The central idea in a GA is to move a set (population) of chromosomes from an initial collection of values to a point where the fitness function is optimized. We let N denote the population size (number of chromosomes in the population). Most of the early work in the field came from those in the fields of computer science and artificial intelligence. More recently, interest has extended to essentially all branches of business, engineering, and science where search and optimization are of interest. The widespread interest in GAs appears to be due to the success in solving many difficult optimization problems. Unfortunately, to an extent greater than with other methods, some interest appears also to be due to a regrettable amount of "salesmanship" and exaggerated claims. (For example, in a recent software advertisement, the claim is made that the software "…uses GAs to solve any optimization problem." Such statements are provably false.) While GAs are important tools within stochastic optimization, there is no formal evidence of consistently superior performance-relative to other appropriate types of stochastic algorithms-in any broad, identifiable class of problems.
Let us now give a very brief historical account. The reader is directed to Goldberg (1989 , Chap. 4), Mitchell (1996 , Chap. 1), Michalewicz (1996 1−10), Fogel (2000, Chap. 3), and Spall (2003, Sect. 9 .2) for more complete historical discussions. There had been some success in creating mathematical analogues of biological evolution for purposes of search and optimization since at least the 1950s (e.g., Box, 1957) . The cornerstones of modern evolutionary computation-evolution strategies, evolutionary programming, and GAs-were developed independently of each other in the 1960s and 1970s. John Holland at the University of Michigan published the seminal monograph Adaptation in Natural and Artificial Systems (Holland, 1975) . There was subsequently a sprinkle of publications, leading to the first full-fledged textbook Goldberg (1989) . Activity in GAs grew rapidly beginning in the mid-1980s, roughly coinciding with resurgent activity in other artificial intelligence-type areas such as neural networks and fuzzy logic. There are now many conferences and books in the area of evolutionary computation (especially GAs), together with countless other publications.
Chromosome Coding and the Basic GA Operations
This section summarizes some aspects of the encoding process for the population chromosomes and discusses the selection, elitism, crossover, and mutation operations. These operations are combined to produce the steps of the GA.
An essential aspect of GAs is the encoding of the N values of θ appearing in the population. This encoding is critical to the GA operations and the associated decoding to return to the natural problem space in θ. Standard binary (0, 1) bit strings have traditionally been the most common encoding method, but other methods include gray coding (which also uses (0, 1) strings, but differs in the way the bits are arranged) and basic computer-based floating-point representation of the real numbers in θ. This 10-character coding is often referred to as real-number coding since it operates as if working with θ directly. Based largely on successful numerical implementations, this natural representation of θ has grown more popular over time. Details and further references on the above and other coding schemes are given in Michalewicz (1996 , Chap. 5), Mitchell (1996 .2 and 5.3), Fogel (2000, Sects. 3.5 and 4.3), and Spall (2003, Sect. 9.3) .
Let us now describe the basic operations mentioned above. For consistency with standard GA terminology, let us assume that L(θ) has been transformed to a fitness function with higher values being better. A common transformation is to simply set the fitness function to −L(θ) + C, where C ≥ 0 is a constant that ensures that the fitness function is nonnegative on Θ (nonnegativity is only required in some GA implementations). Hence, the operations below are described for a maximization problem. It is also assumed here that the fitness evaluations are noise-free. Unless otherwise noted, the operations below apply with any coding scheme for the chromosomes.
The selection and elitism steps occur after evaluating the fitness function for the current population of chromosomes. A subset of chromosomes is selected to use as parents for the succeeding generation. This operation is where the survival of the fittest principle arises, as the parents are chosen according to their fitness value. While the aim is to emphasize the fitter chromosomes in the selection process, it is important that not too much priority is given to the chromosomes with the highest fitness values early in the optimization process. Too much emphasis of the fitter chromosomes may tend to reduce the diversity needed for an adequate search of the domain of interest, possibly causing premature convergence in a local optimum. Hence methods for selection allow with some nonzero probability the selection of chromosomes that are suboptimal.
Associated with the selection step is the optional "elitism" strategy, where the N e < N best chromosomes (as determined from their fitness evaluations) are placed directly into the next generation. This guarantees the preservation of the N e best chromosomes at each generation. Note that the elitist chromosomes in the original population are also eligible for selection and subsequent recombination.
As with the coding operation for θ, many schemes have been proposed for the selection process of choosing parents for subsequent recombination. One of the most popular methods is roulette wheel selection (also called fitness proportionate selection). In this selection method, the fitness functions must be nonnegative on Θ. An individual's slice of a Monte Carlo-based roulette wheel is an area proportional to its fitness. The "wheel" is spun in a simulated fashion N − N e times and the parents are chosen based on where the pointer stops. Another popular approach is called tournament selection. In this method, chromosomes are compared in a "tournament," with the better chromosome being more likely to win. The tournament process is continued by sampling (with replacement) from the original population until a full complement of parents has been chosen. The most common tournament method is the binary approach, where one selects two pairs of chromosomes and chooses as the two parents the chromosome in each pair having the higher fitness value. Empirical evidence suggests that the tournament selection method often performs better than roulette selection. (Unlike tournament selection, roulette selection is very sensitive to the scaling of the fitness function.) Mitchell (1996, Sect. 5 .4) provides a good survey of several other selection methods.
The crossover operation creates offspring of the pairs of parents from the selection step. A crossover probability P c is used to determine if the offspring represents a blend of the chromosomes of the parents. If no crossover takes place, then the two offspring are clones of the two parents. If crossover does take place, then the two offspring are produced according to an interchange of parts of the chromosome structure of the two parents. Figure 4 illustrates this for the case of a ten-bit binary representation of the chromosomes. This example shows one-point crossover, where the bits appearing after one randomly chosen dividing (splice) point in the chromosome are interchanged. In general, one can have a number of splice points up to the number of bits in the chromosomes minus one, but onepoint crossover appears to be the most commonly used.
Note that the crossover operator also applies directly with real-number coding since there is nothing directly connected to binary coding in crossover. All that is required are two lists of compatible symbols. For example, one-point crossover applied to the chromosomes (θ values) [6.7, −7.4, 4.0, 3.9 The final operation we discuss is mutation. Because the initial population may not contain enough variability to find the solution via crossover operations alone, the GA also uses a mutation operator where the chromosomes are randomly changed. For the binary coding, the mutation is usually done on a bit-by-bit basis where a chosen bit is flipped from 0 to 1, or vice versa. Mutation of a given bit occurs with small probability P m . Real-number coding requires a different type of mutation operator. That is, with a (0, 1)-based coding, an opposite is uniquely defined, but with a real number, there is no clearly defined opposite (e.g., it does not make sense to "flip" the 2.74 element). Probably the most common type of mutation operator is simply to add small independent normal (or other) random vectors to each of the chromosomes (the θ values) in the population.
As discussed in Section 1.4, there is no easy way to know when a stochastic optimization algorithm has effectively converged to an optimum. This includes GAs. The one obvious means of stopping a GA is to end the search when a budget of fitness (equivalently, loss) function evaluations has been spent. Alternatively, termination may be performed heuristically based on subjective and objective impressions about convergence. In the case where noise-free fitness measurements are available, criteria based on fitness evaluations may be most useful. For example, a fairly natural criterion suggested in Schwefel (1995, p. 145) is to stop when the maximum and minimum fitness values over the N population values within a generation are sufficiently close to one another. However, this criterion provides no formal guarantee that the algorithm has found a global solution.
4.3
The Core Genetic Algorithm
The steps of a basic form of the GA are given below. These steps are general enough to govern many (perhaps most) modern implementations of GAs, including those in modern commercial software. Of course, the performance of a GA typically depends greatly on the implementation details, just as with other stochastic optimization algorithms. Some of these practical implementation issues are taken up in the next section.
Core GA Steps for Noise-Free Fitness Evaluations
Step 0 (Initialization) Randomly generate an initial population of N chromosomes and evaluate the fitness function (the conversion of L(θ) to a function to be maximized for the encoded version of θ) for each of the chromosomes.
Step 1 (Parent selection) Set N e = 0 if elitism strategy is not used; 0 < N e < N otherwise. Select with replacement N − N e parents from the full population (including the N e elitist elements). The parents are selected according to their fitness, with those chromosomes having a higher fitness value being selected more often.
Step 2 (Crossover) For each pair of parents identified in step 1, perform crossover on the parents at a randomly (perhaps uniformly) chosen splice point (or points if using multi-point crossover) with probability P c . If no crossover takes place (probability 1 − P c ), then form two offspring that are exact copies (clones) of the two parents.
Step 3 (Replacement and mutation) While retaining the N e best chromosomes from the previous generation, replace the remaining N − N e chromosomes with the current population of offspring from step 2. For the bit-based implementations, mutate the individual bits with probability P m ; for real coded implementations, use an alternative form of "small" modification (in either case, one has the option of choosing whether to make the N e elitist chromosomes candidates for mutation).
Step 4 (Fitness and end test) Compute the fitness values for the new population of N chromosomes. Terminate the algorithm if the stopping criterion is met or if the budget of fitness function evaluations is exhausted; else return to step 1.
Some Implementation Aspects
While the above steps provide the broad outline for many modern implementations of GAs, there are some important implementation aspects that must be decided before a practical implementation. This section outlines a few of those aspects. More detailed discussions are given in Mitchell (1996, Chap. 5) , Michalewicz (1996, Chaps. 4 -6) , Fogel (2000, Chaps. 3 and 4) , Goldberg (2002, Chap. 12) , and other references mentioned below. A countless number of numerical studies have been reported in the literature; we do not add to that list here.
As with other stochastic optimization methods, the choice of algorithmspecific coefficients has a significant impact on performance. With GAs, there is a relatively large number of user decisions required. The following must be set: the choice of chromosome encoding, the population size (N), the probability distribution generating the initial population, the strategy for parent selection (roulette wheel or otherwise), the number of splice points in the crossover, the crossover probability (P c ), the mutation probability (P m ), the number of retained chromosomes in elitism (N e ), and some termination criterion. Some typical values for these quantities are discussed, for example, in Mitchell (1996, pp. 175−177) and Spall (2003, Sect. 9.6) .
Constraints on L(θ) (or the equivalent fitness function) and/or θ are of major importance in practice. The bit-based implementation of GAs provide a natural way of implementing component-wise lower and upper bounds on the elements of θ (i.e., a hypercube constraint). More general approaches to handling constraints are discussed in Michalewicz (1996, Chap. 7 and Sects. 4.5 and 15.3) and Michalewicz and Fogel (2000, Chap. 9) .
Until now, it has been assumed that the fitness function is observed without noise. One of the two possible defining characteristics of stochastic optimization, however, is optimization with noise in the function measurements (Property I in Section 1.3). There appears to be relatively little formal analysis of GAs in the presence of noise, although the application and testing of GAs in such cases has been carried out since at least the mid-1970s (e.g., De Jong, 1975, p. 203) . A large number of numerical studies are in the literature (e.g., the references and studies in Spall, 2003, Sects. 9 .6 and 9.7). As with other algorithms, there is a fundamental tradeoff of more accurate information for each function input (typically, via an averaging of the inputs) and fewer function inputs versus less accurate ("raw") information to the algorithm together with a greater number of inputs to the algorithm. There appears to be no rigorous comparison of GAs with other algorithms regarding relative robustness to noise. Regarding noise, Michalewicz and Fogel (2000, p. 325) state: "There really are no effective heuristics to guide the choices to be made that will work in general."
Some Comments on the Theory for GAs
One of the key innovations in Holland (1975) was the attempt to put GAs on a stronger theoretical footing than the previous ad hoc treatments. He did this by the introduction of schema theory. While many aspects and implications of schema theory have subsequently been challenged (Reeves and Rowe, 2003, Chap. 3; Spall, 2003, Sect. 10. 3), some aspects remain viable. In particular, schema theory itself is generally correct (subject to a few modifications), although many of the assumed implications have not been correct. With the appropriate caveats and restrictions, schema theory provides some intuitive explanation for the good performance that is frequently observed with GAs.
More recently, Markov chains have been used to provide a formal structure for analyzing GAs. First, let us mention one negative result. Markov chains can be used to show that a canonical GA without elitism is (in general) provably nonconvergent (Rudolph, 1994) . That is, with a GA that does not hold onto the best solution at each generation, there is the possibility (through crossover and mutation) that a chromosome corresponding to * θ will be lost. (Note that the GA without elitism corresponds to the form in Holland, 1975.) On the other hand, conditions for the formal convergence of GAs to an optimal * θ (or its coded equivalent) are presented in Vose (1999, Chaps. 13 and 14) , Fogel (2000, Chap. 4) , Reeves and Rowe (2003, Chap. 6), and Spall (2003, Sect. 10.5) , among other references. Consider a binary bit-coded GA with a population size of N and a string length of B bits per chromosome. Then the total number of possible unique populations is: Suzuki, 1995) . It is possible to construct an N P × N P Markov transition matrix P, where the ijth element is the probability of transitioning from the ith population of N chromosomes to the jth population of the same size. These elements depend in a nontrivial way on N, the crossover rate, and the mutation rate; the number of elite chromosomes is assumed to be N e = 1 (Suzuki, 1995) . Let p k be an N P × 1 vector having jth component p k ( j) equal to the probability that the kth generation will result in population j, j = 1, 2,…, N P . From basic Markov chain theory,
where p 0 is an initial probability distribution. A standard result in Markov chain theory is that if the chain is irreducible and ergodic (see, e.g., Spall, 2003 , Appendix E, Theorem E.1), then the limiting distribution of the GA exists and satisfies the stationarity equation. (Recall from basic Markov chain theory that irreducibility indicates that any state may be reached from any other state after a finite number of steps.) However, the chain for a GA is not irreducible because the GA cannot move to a population whose best fitness value is lower than the current best fitness (hence, the convergence Theorem E.1 in Spall, 2003, does not apply). Nevertheless, the chain does have a unique limiting value T p satisfying the stationarity equation
T T p = p P . An individual element in P can be computed according to the formulas in Suzuki (1995) and Stark and Spall (2003) . These elements depend in a nontrivial way on N, the crossover rate, and the mutation rate; the number of elite chromosomes is assumed to be N e = 1.
Suppose that * θ is unique (i.e., * Θ is the singleton * θ ). Let J ⊆ {1, 2,…, N P } be the set of indices corresponding to the populations that contain at least one chromosome representing * θ . So, for example, if J = {1, 6, N P − 3}, then each of the three populations indexed by 1, 6 and N P − 3 contains at least one chromosome that, when decoded, is equal to * θ . Under the above-mentioned assumptions of irreducibility and ergodicity, p is the ith element of p . Hence, a GA with N e = 1 and a transition matrix that is irreducible and ergodic converges in probability to * θ . To establish the fact of convergence alone, it may not be necessary to compute the P matrix. Rather, it suffices to know that the chain is irreducible and ergodic. (For example, Rudolph, 1997, p. 125 , shows that the Markov chain approach yields convergence when 0 < P m < 1.) However, P must be explicitly computed to get the rate of convergence information that is available from p k . This is rarely possible in practice because the number of states in the Markov chain (and hence dimension of the Markov transition matrix) grows very rapidly with increases in the population size and/or the number of bits used in coding for the population elements. For example, in even a trivial problem of N = B = 6, there are ∼10 8 states and ∼10 16 elements in the transition matrix; this problem is much smaller than any practical GA, which can easily have 50 to 100 population elements and 15 to 40 bits per population element (leading to well over 10 100 states, with each element in the corresponding row and column in the transition matrix requiring significant computation).
Concluding Remarks
Stochastic optimization is a major branch of computational statistics. This chapter has been a whirlwind tour through some important issues and methods in stochastic optimization. Stochastic optimization applies when there are noisy measurements of the criterion being optimized and/or there is an injected Monte Carlo randomness as part of the algorithm. Of necessity, we cover only a small fraction of available methods in this relatively brief review, although the methods described (random search, stochastic approximation, and genetic algorithms) are representative of a broad range of important and widely used algorithms. Further, the treatment here on the specific algorithms is relatively brief. In particular, the subjects covered in this chapter of approximately 30 pages are treated in over 160 pages in Spall (2003, Chaps. 1−2, 6−7, and 9−10) and are given an even more detailed treatment in the many specialized books or other references.
There are many challenges to carrying out real-world optimization, including the presence of noise in the function evaluations, the difficulties in distinguishing a globally optimal solution from locally optimal solutions, the "curse of dimensionality," the difficulties associated with nontrivial constraints, and the lack of stationarity in the solution as a result of the conditions of the problem changing over time. Stochastic optimization methods are especially useful in treating some of these challenges. In particular, by definition, they are designed for noisy function evaluations. Further, when considering injected (Monte Carlo) randomness (property II in Section 1.3), certain stochastic optimization algorithms will (under conditions, of course) serve as global optimizers. That is, the injected randomness provides enough "bounce" to the algorithm to allow for escape from local minima en route to achieving a global minimum.
In summary, while classical deterministic optimization methods (linear and nonlinear programming) are effective for a range of problems, stochastic methods are able to handle many of the problems for which deterministic methods are inappropriate. It is hoped that this summary gives the reader a flavor of the issues, algorithms, and challenges in carrying out optimization in the face of stochastic effects.
