[DOI: 10.1299/mej. used a nine-point calibration. A calibration point with a high-level dispersion of measured points indicates that the relevant direction will be difficult to determine from eye tracking data. To compensate for such a situation, the direction area can be enlarged so that the gaze positions are easy to locate in such an area. Therefore, we proposed to use the individual differences distribution of relative positions to determine the regional distribution proportion according to the personal data collected during the calibration procedure.
We are developing a control system based on the operator's eye movements (Fig. 1 ). As shown in Fig. 1 , the system detects the user's gaze points on a screen through an eye tracker, which is attached to the bottom of the display. The optical axis direction of the endoscopic manipulator is altered intuitively according to the user's pupil movements. We used a probabilistic neural network (PNN) to judge the most probable direction in which the operator wants to move the endoscopic manipulator. This is worth emphasizing, because we believe that such a method can handle the individual differences between operators' eyes through the machine learning of personal calibration data over a short time. Robotic-assisted laparoscopic surgery requires significant preoperative setup time (Lasser, et al., 2012) . Therefore, our proposal also pays attention to the setup time of the PNN. The established individual PNN model will determine the boundary of the RDP, which allows the control system to adapt to individual differences in a short time. Section 2 explains how to apply a PNN to the control system we are developing. Section 3 describes the components of the endoscopic manipulator. Moreover, we designed an experiment to verify the effectiveness of the PNN method and whether the PNN training could be completed in a short time. Subsequently, the experimental results, discussion and conclusion are illustrated.
PNN model and endoscopic manipulator control system
In this section, the first part focuses on the PNN training method and how it is used in the control system, and second part provides an overview of our endoscopic manipulator control system.
Calibration and PNN model training method
In this study, we used a PNN to judge the direction that the operator wants to make the endoscopic manipulator move. A PNN is classified as a form of supervised learning, and was created by Specht (1990) . Supervised learning means that we need to collect and label data in advance, so we proposed an algorithm (Fig. 2 ) to collect and label data from the calibration procedure.
Generally, the calibration procedure is a necessary process before starting to record data with the eye-tracker (Nystrom, et al., 2011b) . Once the eye tracker is activated, the calibration procedure begins. During the calibration, the participant is asked to look at specific points on the screen, and 12 sequences are collected from each point to make up the training dataset. In this study, we used a nine-point calibration pattern to label the training data (Fig. 3) . These nine points respectively represent the static (central), up, down, left, right, oblique upper left, oblique upper right, oblique downward left and oblique downward right gaze positions. In this algorithm (Fig. 2) , if the eye tracker has successfully collected 12 sequences of data from every calibration point, the dataset will be sent to the next phase: individual eye model integration and PNN training. Otherwise, the calibration procedure needs to be performed again. Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) The main purpose of the calibration procedure is to collect data to create an individual eye model, which will maximize eye tracking data quality. Because we use the inherent functions of the eye tracker for the integration of the calibration model, we only explain the details of PNN training in this paper.
There are two reasons why we chose to use a PNN to recognize gaze direction: the training of a PNN is easy and fast. As mentioned in the previous section, the direction recognition is across nine directions. Hence, nine patterns exist and the eye tracker collects 12 sequences from every calibration point as its dataset. The dataset includes the 2D coordinates for the data, which we used as training data. The architecture of the PNN of our system is shown in Fig. 4 .
The input to the PNN is a vector of 2D coordinates, which represents the location information of the operator's gaze on the screen. Then, the input vector x is sent to a pattern layer. In this layer, the number of neuron nodes is equal to the number of training samples: the data collected during the calibration process. The relationship between input and output in the hidden layer is shown as a probability density function:
In Eq. (1), i represents the number of a pattern; j represents the number of neurons in a pattern; and σ represents a smoothing parameter, which is set to 0.5.
After the pattern layer, the output values of the same pattern will be calculated for a weighted average as Eq. (2):
In Eq. (2), vi represents the output of the ith pattern, and L represents the amount of neurons in a pattern. In the calibration process, 12 sequences are collected from every point, so L is equal to 12.
The last part of the PNN is the output layer. In this layer, the maximum vi is obtained via Eq. (3):
From the above PNN processing, the direction for the output is the maximum value among vi. Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) 
Accuracy analysis of calibration and PNN model training method
To analyze the accuracy, we used a stand-alone eye tracker, which will be introduced in Section 2.2.1, to collect a calibration dataset from one participant. Then, a PNN model was established. After that, we used k-fold cross validation to test the PNN model based on the calibration dataset.
Eye tracker
In this experiment, eye tracking was performed using a Tobii X60-2 (Tobii Technologies AB, Danderyd, Sweden), which is a stand-alone eye-tracker positioned underneath a 1920 × 1080 display. The sampling rate was 60 Hz and 0.5° of visual angle accuracy. The eye-tracker's weight is only 200 g; therefore, the device can be attached to the bottom of a monitor (Fig. 1) . Furthermore, the detectable range is 500 × 600 mm (width × height), and the operating distance (eye tracker to participant) is from 400 to 900 mm.
Using this eye tracker, we followed the procedure in the description in Section 2.1 to collect the calibration dataset and establish a PNN model. The participant was a male undergraduate student without glasses. We used a diagram ( 
K-fold cross validation
We used k-fold cross validation to assess the established PNN model. A nine-fold cross validation was run across the PNN of different of states using the 216 calibration data points (nine calibration points, 12 sequences for every point, left eye and right eye data). As a result, the accuracy of the PNN's output was 97.22%. Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) [DOI: 10.1299/mej.15-00568]
Endoscopic manipulator control system
The endoscopic manipulator control system uses master-slave architecture. The master consists of an eye tracker and a master personal computer (PC). The master PC runs in the Windows 7 operating system, carries out the operator's intended direction recognition, and sends data to the slave PC. The operator's intended direction recognition algorithm can judge the operator's intended direction by analyzing the data from the eye tracker. The analyzed result is sent to the slave PC via user datagram protocol (UDP) through Ethernet. The slave PC, running in QNX OS (QNX Software Systems, Ottawa, Ontario, Canada) receives the data from the master side, and activates servomotors to drive the corresponding flexible shaft, which will launch the movement of the endoscopic manipulator. The focus of this study is the master side, and the operation process of the master side is shown in Fig. 6 . The eye tracking data report the average value between the two eyes. The data consist of a validity code and the screen location of the operator's gaze. This eye tracker can signify the quality of eye-tracking data using the validity code, which is an estimate of how certain the eye is that the data given for the eye actually originate from that eye. The validity scale starts at 0, which signifies that the eye is definitely found, and stops at 4, which signifies that the eye is not found (Tobii Analytics SDK, 2013) . According to the description in the eye-tracker's software development kit guide (Tobii Analytics SDK, 2013), the validity codes of both eyes are equal to 0 when the eye tracker finds two eyes, identifying which one is the left and which one is the right. Therefore, the validity code will not be equal to 0 when the user blinks or their eyes are not detected by the eye tracker. In our system, the eye-tracking data will be abandoned, and new data will be collected if the validity code of either eye is not equal to 0. Thus, we can exclude noise data caused by blinking and mistracking. Therefore, the operator cannot activate the endoscopic manipulator during blinking and mistracking: the manipulator will remain static. First, the row data of the gaze points are collected from the eye tracker. Then, the data are sent to be judged as to whether they include the gaze points of both eyes. If the system cannot detect data from both of the user's eyes, the gaze data cannot be sent to the PNN classifier, and thus the manipulator will be suspended when the eye tracker cannot detect both eyes (Fig. 6) .
For example, blinking by the user suspends the manipulator. When both eyes are detected, the direction judgement by the PNN classifier can take place. Finally, the judged direction is translated into the directional dataset and sent to activate the manipulator. The next section is about the experiment, and the details of the manipulator are explained as an experimental condition. Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) [DOI: 10.1299/mej.15-00568] 
Experiment

Experimental objective
The purpose of the experiment was to verify whether the PNN training could be completed in a short time and whether the operator could alter the direction of the endoscopic manipulator based on the PNN. Additionally, we hope to develop an intuitive control system that allows beginners to manipulate the endoscopic manipulator immediately without extra training. Therefore, eight engineering graduate students who had no clinical experience were asked to operate this system.
Preparation before calibration
The experiment starts with calibration. Before the calibration procedure, the system displays a tracking status box that is used to adjust the positional relationship between the operator's eyes and the eye tracker. The eyes of the participants are displayed as one or two colors, changeable between green and yellow dots in the tracking status box. The preferred distance between the operator's eyes and the eye tracker during the calibration procedure is from 50 to 80 cm, and the two dots are shown as green if the eyes are at this distance (Fig. 7) . The two dots will show as yellow or disappear when the distance is outside the preferred distance. To guarantee data quality, our system ensures that the calibration cannot be started until the two dots are shown in green, thereby initiating the process.
The first blue calibration point randomly appears on one of nine points. Then the point will start to shrink until it disappears after 1 s. During this time, the operator must keep their eyes on the point. After this, the calibration point will randomly move to the next location, and also shrink and disappear. The calibration is completed after all nine points have shrunk and disappeared. When the calibration is finished, the calibration results are displayed in a vector plot in a dialog box (Fig. 8) . The green represents the left eye, and the red represents the right eye. The length of each line indicates the difference between the gaze point calculated by the eye tracker and the actual point. Re-calibration of certain points should be carried out if the system did not collect 12 sequences during each calibration point. Hence, if the calibration is unsuccessful, the calibration result "Not Enough Calibration Data" will be displayed on the dialog box. Further, the calibration procedure needs to be performed again following the description in Fig. 2. 
Endoscopic manipulator
The endoscopic manipulator (Fig. 9 ) used in this experiment, with an external diameter of 10 mm, consists of two bendable joints. The diameter of a standard endoscope is 10 mm (Schwaitzberg, 2013) , thus the size of the manipulator is acceptable. Each joint has two degrees of freedom for the bending motion, which is realized by a "double screw drive + universal joint" structure (Ishii, et al., 2009) . The combination of a right-handed screw, a left-handed screw and a universal joint is called the "bending linkage", and the combination of two support rods and a universal joint is the "base linkage". Flexible shafts used for the power transmission elements can reduce the overall size and weight of the robot by separating the motor and end-effector (Liu, et al., 2014) .
We set the angular velocity of bending to 4°/s, because the average amount of time spent on each fixation and the average distance that the eyes move in scene perception is 260-330 ms and 4°, respectively (Rayner and Castelhano, 2007) .
As shown in Fig. 9 , because the endoscopic manipulator consists of two joints, the coordination between the two joints needs to be determined. We set the limit angle of each bendable joint to 20° to avoid self-locking. In this study, we adopted a one-by-one method to control the bending motion of the manipulator: if one is moving, the other will remain static. The initial pose of the manipulator is straight. The first mover is Joint 2, and Joint 1 will start to move until Joint 2 approaches the limit angle of 20°. When the movement changes to the opposite direction, the first mover Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) [DOI: 10.1299/mej. changes to Joint 1. Joint 2 remains static until Joint 1 returns to straight status, and then Joint 2 starts to recover to the straight pose. 
Magnetic filed emission device
Chess board
Stop
Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) Fig. 11 Image captured by the endoscope. Fig. 12 Magnetic sensor attached at the distal end of the endoscopic manipulator. Fig. 13 Scene of the participant during the experimental task: the participant, sitting at a computer desk, pushes the space key to stop the motion of the manipulator.
Experimental setup
An overview of the experimental setup is shown in Fig. 10 . We constructed a non-anatomical environment, considering that the participants were not medical school students. We fixed the endoscopic manipulator to face a chessboard with a 25 × 25 mm lattice, which helps participants to identify the direction of movement. We used a HNL-2.9 endoscope (SPI Engineering Inc., Nagano, Japan) to capture the image of the chessboard. The capture task was completed when the circle number reached the middle of the monitor (Fig. 11) . The task was to capture the circle numbers in the order Circle 0 → Circle 1 → Circle 2 → Circle 3 → Circle 4 → Circle 0. We affixed a trakSTAR (Ascension, Shelburne, VT) magnetic sensor on the distal end of the endoscopic manipulator (Fig. 12) so that the motion trail and camera path length could be recorded through the magnetic field emission device. Participants pushed the space key to stop the manipulator (Fig. 13) .
Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) [DOI: 10.1299/mej. 4. The PNN model was generated based on the data from the calibration process, and the training duration was timed.
5. After the PNN model was generated, the experiment started, and the timer and trakSTAR sensor for the motion trail also started to record simultaneously.
6. The participant operated the endoscopic manipulator to complete the experimental task.
7. The cost of the task time and the motion trail data were recorded when the task was completed.
Results
All participants completed the required task. In this experiment, there were four participants wearing glasses. For each participant, calibration times, camera path length, duration of PNN training and task completion time were recorded in Table 1 .
As shown in Table 1 , three participants completed the calibration process once. None of them wore glasses. Participant 1 performed the calibration twice. Moreover, there were four participants with glasses, and their calibration processes were carried out more than twice. In this experiment, the average number of times was 1.75 and the median number of times was 2.
The average calibration duration for each participant is listed in Table 2 . After the calibration process, the collected data were used for PNN training. The maximum training duration was 0.47 s. Figure 14 illustrates the motion trail of a participant. To facilitate observation, we set the graph (Fig. 14, left) to a two-dimensional form; the X-axis direction and Y-axis direction shown in the left image of Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) [DOI: 10.1299/mej.15-00568] 
Discussion
In this paper, we propose the application of a PNN to judge the most probable direction in which the operator of the endoscopic manipulator wants to move. The PNN will adjust the regional distribution proportion according to the calibration data of different individuals. Furthermore, the PNN direction classifier based on the calibration data can not only adjust the RDP, but also outputs a highly accurate direction judgment with 97.22% confidence, which was tested by 9-fold cross validation as mentioned in Section 2.2. Therefore, we suggest that the PNN method based on the calibration data can alter the direction of the endoscopic manipulator following the user's intent. Thus, we used this method to develop a control system for the endoscopic manipulator based on eye movements. Moreover, we designed a manipulation experiment to test the effectiveness of our system.
In the experiment, we invited eight participants who had not previously participated in any clinical experiment. All participants were able to complete the calibration procedures. The calibration process of the participants with glasses was carried out more than once. Generally, the users with glasses could complete the calibration, but they were advised to keep their heads static. Specifically, the glasses reduce the contrast between the pupil and iris, which leads to a decline in the performance of the eye tracker (Nystrom, et al., 2011c) . From the above experience, we realized that the operators had to keep their heads static during the calibration procedure, even though the stand-alone eye tracker could tolerate a certain range of head movement.
In total, all participants completed the task. As shown in Table 1 , the four participants were glasses-wearers. We used t-tests to evaluate the task completion time and camera path length between the four participants without glasses and the four glasses wearers. The results (Fig. 15) showed that the p-value of task completion time was equal to 0.8485 > 0.05, and the p-value of task completion time was equal to 0.3040 > 0.05. By conventional criteria, the difference in task completion time was not considered statistically significant, and nor was the difference in camera path length. Therefore, wearing glasses had no significant effect on the manipulation of the endoscopic manipulator.
From observing the motion trails (Fig. 14) , the motion trail corresponded to the task order mentioned in Section 3.4: Circle 0 → Circle 1 → Circle 2 → Circle 3 → Circle 4 → Circle 0. Therefore, the motion trail illustrated that the PNN method is effective for operators to alter the direction of the endoscopic manipulator.
As shown in Fig. 16 , the average value of calibration duration was 21.82 s and the average value of PNN training duration was 0.44 s. Before the start of the task, the entire process of calibration and PNN training can be regarded as the system trying to handle individual differences. The PNN training duration did not last more than 0.5 s. According to the graph shown in Fig. 16 , the PNN training duration took 2% of the whole time during which the individual differences of the system were handled. The PNN training is so short that it can even be ignored based on the whole calibration process.
As mentioned in Section 2.1, we used a nine-point calibration pattern to label the training data and thus 12
Magnetic Sensor X Y Cao, Miura, Liu, Kobayashi, Kawamura, Sugano and Fujie, Mechanical Engineering Journal, Vol.4, No.4 (2017) Mean time of Calibration and PNN traning sequences are collected from each point to make up the training dataset. However, the distance from the input gaze coordinates to each of the nine gravity centers by calculating the mean coordinates from each of the 12 sequences of one calibration point can be used to determine the alteration direction via minimum distance-based discrimination. This seems to be able to simplify the structure of the control. However, the premise is that the gaze points can be detected highly precariously. Even after the calibration process, the accuracy may drop because of relaxing, blinking or changing position (Nystrom, et al., 2011b) . Therefore, this method cannot compensate for a calibration point with a high-level dispersion of measured points, which indicates that the relevant direction will be difficult to determine from eye tracking data. By contrast, our proposal enlarges the direction area so that the gaze positions are easy to locate in such an area, which is why we chose a PNN to control the direction. Of course, our deduction lacks evaluation based on experiments. Therefore, a limitation of this study is that it is difficult to state that applying a PNN to direction control is a better selection. Also, this study lacks a comparison experiment with other direction control strategies. 
Conclusion
We are developing a control system for an endoscopic manipulator based on the operator's eye movements. In this study, we used a PNN to judge the direction in which an operator would want the endoscopic manipulator to move. The PNN model was trained using individual calibration data. We hypothesized that PNN model training could be completed immediately after calibration and that it also determines the boundary of the regional distribution proportion. N. S.
