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Abstract
Liouville conformal field theory (LCFT) is considered on a simply connected domain with boundary,
specializing to the case where the Liouville potential is integrated only over the boundary of the domain.
We work in the probabilistic framework of boundary LCFT introduced by Huang-Rhodes-Vargas (2015).
Building upon the known proof of the bulk one-point function by the first author, exact formulas are
rigorously derived for the remaining basic correlation functions of the theory, i.e., the bulk-boundary
correlator, the boundary two-point and the boundary three-point functions. These four correlations
should be seen as the fundamental building blocks of boundary Liouville theory, playing the analogue
role of the DOZZ formula in the case of the Riemann sphere. Our study of boundary LCFT also provides
the general framework to understand the integrability of one-dimensional Gaussian multiplicative chaos
measures as well as their tail expansions. Finally this work sets the stage for studying the more general
case of boundary LCFT with both bulk and boundary Liouville potentials.
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1 Introduction and main results
Liouville conformal field theory - LCFT henceforth - first appeared in Polyakov’s seminal 1981 paper [21]
where he introduces a theory of summation over the space of Riemannian metrics on a given two-dimensional
surface. As a fundamental building block of non-critical string theory, the necessity to solve Liouville theory
lead Belavin, Polyakov, and Zamolodchikov (BPZ) to introduce in [1] conformal field theory (CFT), a
powerful framework to study quantum field theories possessing conformal symmetry. On the Riemann sphere,
solving Liouville theory amounts to computing the three-point function - which is given by the DOZZ formula
proposed in [5, 32] - and arguing that higher order correlation functions can be obtained from it using the
conformal bootstrap method of [1]. A similar program can be pursued for surfaces with boundary, where
the basic correlations have been derived in the physics literature in [7, 11, 24] and the conformal bootstrap
is also applicable.
We work here in the probabilistic framework of LCFT first introduced by David-Kupiainen-Rhodes-
Vargas on the Riemann sphere in [3], and later followed by companion works for the boundary case [12]
and in higher genus [4, 10, 26]. The strength of this framework is it allows to put Liouville theory on
solid mathematical grounds and rigorously carry out the program of solving the theory as described above.
Indeed, in the case of the Riemann sphere, the BPZ differential equations expressing the constraints of the
local conformal invariance of CFT where shown to hold in [14]. Building on this work a proof of the DOZZ
formula was then given in [15]. Very shortly after, the same procedure was implemented by the first author
[25] in the case of boundary LCFT to prove the Fyodorov-Bouchaud formula proposed in [8] that can also
be interpreted as a bulk one-point function of boundary LCFT.
The purpose of the present work is to pursue solving Liouville theory on a domain with boundary, in
the special case where the Liouville potential is only present on the boundary, see the Liouville action (1.2)
below. In the study of boundary LCFT there are four basic correlation functions that must be computed:
the bulk one-point function, the bulk-boundary correlator, and the boundary two-point and three-point
functions. For the last two correlations we allow the freedom to choose different cosmological constants for
each connected component of the boundary, see again (1.2). Taking as an input our previous works [25, 27],
we will thus compute all the basic correlations of boundary LCFT. In a future work we plan to address
the same problem in the more general setting where there is also a bulk Liouville potential in the action.
Lastly for finding higher order correlations one needs in principle to apply the conformal bootstrap method,
although at the level of probability this remains a challenge even in the case of the Riemann sphere.
The key probabilistic object required to define LCFT is the Gaussian multiplicative chaos (GMC) mea-
sure, which formally corresponds to exponentiating a log-correlated Gaussian field. Since the pioneering
work of Kahane [13], it is well understood how to define this object using a suitable regularization proce-
dure [2, 28]. GMC measures are now an extremely well studied object in probability theory and appear in
many apparently unrelated problems such as 3d turbulence, mathematical finance, statistical physics, two-
dimensional random geometry and probabilistic LCFT. One illustration is the Fyodorov-Bouchaud formula
giving the law of the total mass of the GMC measure on the unit circle that was first proposed in statistical
physics [8] in the context of random energy models. It was proved in [25] by viewing it as the bulk one-point
function of boundary LCFT derived in [7] and by using the BPZ equations. This connection between [8]
and [7] was unknown to physicists. Furthermore, our previous work [27] studies GMC on the unit interval
making again rigorous predictions of statistical physicists [9] (see also the related set of works [18, 19, 20])
using once more the BPZ equations coming from CFT.
In the present paper we further uncover these connections between the theory of GMC measures and
Liouville CFT. We show how the law of the total mass of GMC on the unit interval studied in [27] can
be derived from a special case of the boundary three-point function of boundary LCFT. Lastly we explain
how the boundary two-point function gives a very general result on the tail expansion of one-dimensional
GMC measures. The study of boundary LCFT with boundary Liouville potential is thus the most general
framework to understand the integrability of one-dimensional GMC measures.
Let us now introduce the framework of our paper. By conformal invariance we can work equivalently on
the upper half plane H = {z ∈ C | Im(z) > 0} or on the unit disk D = {z ∈ C | |z| < 1} but for almost
all of this paper we will work on H. We use notations H = H ∪ R, ∂D for the unit circle and similarly
2
D = D ∪ ∂D. In theoretical physics Liouville theory is defined using the path integral formalism. Let us fix
N bulk insertion points zi ∈ H of associated weights αi ∈ R and M boundary insertions points sj ∈ R with
weight βj ∈ R. In physics the correlation function of LCFT at these points is defined using the following
infinite dimensional integral on the space of maps X : H 7→ R,〈
N∏
i=1
eαiφ(zi)
M∏
j=1
e
βj
2 φ(sj)
〉
=
∫
X:H7→R
DX
N∏
i=1
eαiX(zi)
M∏
j=1
e
βj
2 X(sj)eSL(X), (1.1)
where DX is a formal uniform measure on the maps X and SL(X) is the Liouville action given by:
SL(X) =
1
4π
∫
H
(|∂gX |2 +QRgX) dλg + 1
2π
∫
R
(
QKgX + 2πµ∂e
γ
2X
)
dλ∂g. (1.2)
Here γ ∈ (0, 2), and one has Q = γ2 + 2γ .1 For a choice g of background metric on H, ∂g, Rg, Kg, dλg,
dλ∂g respectively stand for the gradient, Ricci curvature, geodesic curvature of the boundary, volume form
and line element in the metric g. The precise choice of g is irrelevant thanks to the Weyl anomaly proven
in [12], see also Lemma 5.7 in appendix. µ∂ is the cosmological constant tuning the interaction strength of
the Liouville potential. It will be chosen either to be a fixed positive number or more generally a function
µ∂ : R 7→ C constraint to be constant in between two consecutive insertion points sj on R. Of course since
the path integral (1.1) does not make rigorous sense we will rely on the construction of [12] to obtain a valid
probabilistic definition for these correlation functions. A requirement for a correlation to be well-defined is
that the following Seiberg bounds must hold:
N∑
i=1
αi +
M∑
j=1
βj
2
> Q, ∀j, βj < Q. (1.3)
Notice here that we do not have the condition αi < Q as we do not have a bulk potential. One of the key
properties of a CFT is that its correlations behave as conformal tensors under conformal automorphism.
This has indeed been checked for the probabilistic definitions in [3, 12]. Using conformal invariance one can
thus reduce computing the following basic correlation functions to computing a single constant called the
structure constant. We perform this reduction for the four basic correlations that will be at the heart of our
work:
• Bulk one-point function. For z ∈ H, α > Q:〈
eαφ(z)
〉
=
U(α)
|z − z|2∆α . (1.4)
• Bulk-boundary correlator. For z ∈ H, s ∈ R, β < Q, α+ β2 > Q:〈
eαφ(z)e
β
2 φ(s)
〉
=
G(α, β)
|z − z|2∆α−∆β |z − s|2∆β . (1.5)
• Boundary two-point function. For s1, s2 ∈ R, β ∈ (γ2 , Q):〈
e
β
2 φ(s1)e
β
2 φ(s2)
〉
=
R(β, µ1, µ2)
|s1 − s2|2∆β . (1.6)
• Boundary three-point function. For i ∈ {1, 2, 3}, si, βi ∈ R satisfying βi < Q and
∑
i βi > 2Q:
〈
e
β1
2 φ(s1)e
β2
2 φ(s2)e
β3
2 φ(s3)
〉
=
H
(β1,β2,β3)
(µ1,µ2,µ3)
|s1 − s2|∆1+∆2−∆3 |s1 − s3|∆1+∆3−∆2 |s2 − s3|∆2+∆3−∆1 . (1.7)
We have used the notations ∆α =
α
2 (Q− α2 ), ∆β = β2 (Q− β2 ), and ∆i = βi2 (Q− βi2 ). Each of the four
structure constants U,G,R,H will have a definition involving Gaussian multiplicative chaos.
1The central of the theory is then given by c = 1+ 6Q2.
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Figure 1: Structure constants for boundary Liouville theory
1.1 Probabilistic definitions
In this section we will introduce the probabilistic objects with which we can rigorously define the four
correlations (1.4) through (1.7). We will define all of the probabilistic objects on H. We view H as being
equipped with the following background metric g, written here in diagonal form g = g(x)dx2,
g(x) =
1
|x|4+
, where |x|+ := max(|x|, 1). (1.8)
This choice is convenient to work with because it will make some computations work in the same way as in
[15] and [27]. We now need to define the Gaussian free field (GFF) we will be working with.
Definition 1.1. (Gaussian free field on H) The Gaussian free field X is the centered Gaussian process on
H with covariance given by:
E[X(x)X(y)] = ln
1
|x− y||x− y¯| −
1
2
ln g(x) − 1
2
ln g(y). (1.9)
Since the variance at each point is infinite, X is not defined pointwise and exists as a random distribution.
It also satisfies: ∫ π
0
X(eiθ)dθ = 0. (1.10)
To construct the above GFF X one can perform the following. Consider XD the Neumann boundary
(also called free boundary) GFF on D. This field has a covariance given by, for x, y ∈ D,
E[XD(x)XD(y)] = ln
1
|x− y||1− xy¯| . (1.11)
The field XD has zero average on the unit circle. One can then conformally map the disk D equipped with
the Euclidean metric to the upper-half plane H equipped with the metric gˆ(x) = 4|x+i|4 . By this map from
the field XD we obtain the field Xgˆ defined on H which has covariance,
E[Xgˆ(x)Xgˆ(y)] = ln
1
|x− y||x− y¯| −
1
2
ln gˆ(x) − 1
2
ln gˆ(y), (1.12)
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and zero average on R in the metric gˆ. Finally the above field X can be obtained from the field Xgˆ by
simply setting:
X(x) = Xgˆ(x) − 1
π
∫ π
0
Xgˆ(e
iθ)dθ. (1.13)
We now define the Gaussian multiplicative chaos measure on R.
Definition 1.2. (Gaussian multiplicative chaos) Fix a γ ∈ (0, 2). The GMC measure associated to the field
X is defined by the following limit,
e
γ
2X(x)dx = lim
ǫ→0
e
γ
2Xǫ(x)−γ
2
8 E[Xǫ(x)
2]dx, (1.14)
where the convergence is in probability and in the sense of weak convergence of measures on R. Here Xǫ is
a suitable regularization of the field. More precisely, for a continuous compactly supported function f on R,
the following convergence holds in probability:∫
R
f(x)eγX(x)dx = lim
ǫ→0
∫
R
f(x)e
γ
2Xǫ(x)−γ
2
8 E[Xǫ(x)
2]dx. (1.15)
For an elementary proof of this convergence and examples of smoothing of the field Xǫ, see for instance
[2]. With this at hand one can now give a probabilistic definition to the four structure constants U,G,R,H
using moments of GMC on H. The reason why the following definitions are the correct interpretation of (1.1)
has been performed in [12]. We will also work with the four quantities U,G,R,H which will be purely defined
as moment of GMC on H and be each related to the corresponding U,G,R,H by an explicit prefactor.
In order to define the boundary two-point and three-point functions we will consider parameters µ1, µ2, µ3
in C corresponding to the values taken by µ∂ in the Liouville action (1.2). To be able to choose a suitable
branch cut to define the probabilistic expressions below, we introduce the following conditions we will refer
to as the half-space conditions.
Definition 1.3. (Half-space condition for µi) Consider µ1, µ2, µ3 ∈ C. We say that (µi)i=1,2,3 satisfies the
half-space condition if there exists a half-space H of C whose boundary is a line passing through the origin
not equal to the real axis and satisfying the following. The half-space H does not contained the half-line
(−∞, 0). Each µi is contained in H (the half-space with its boundary included) and the sum µ1 + µ2 + µ3
is strictly contained in H. We will also refer to the half-space condition for a pair µ1, µ2 ∈ C which will be
the condition above with µ3 set to 0.
Definition 1.4. (Correlation functions of Liouville theory on H) Fix γ ∈ (0, 2). Consider parameters
α, β, β1, β2, β3 ∈ R, µ∂ ∈ (0,+∞), and µ1, µ2, µ3 ∈ C. The four correlation functions U,G,R,H have the
following probabilistic definitions:
• U(α) = 2γΓ(2(α−Q)γ )
(
µ
2(Q−α)
γ
∂
)
U(α) where for α > γ2 :
U(α) = E


(∫
R
g(x)
γ
4 (
2
γ−α)
|x− i|γα e
γ
2X(x)dx
) 2(Q−α)
γ

 . (1.16)
• G(α, β) = 2γΓ(2α+β−2Qγ )
(
µ
2Q−2α−β
γ
∂
)
G(α, β) where for β < Q, γ2 − α < β2 < α:
G(α, β) = E

(∫
R
g(x)
γ
4 (
2
γ−α− β2 )
|x− i|γα e
γ
2X(x)dx
) 2
γ (Q−α− β2 )

 . (1.17)
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• H(β1,β2,β3)(µ1,µ2,µ3) = 2γΓ(
β1+β2+β3−2Q
γ )H
(β1,β2,β3)
(µ1,µ2,µ3) where in the following range of parameters,
(µi)i=1,2,3 satisfies Definition 1.3, βi < Q,
1
γ
(2Q−
3∑
i=1
βi) <
4
γ2
∧min
i
2
γ
(Q− βi), (1.18)
one can define:
H
(β1,β2,β3)
(µ1,µ2,µ3) = E


(∫
R
g(x)
γ
8 (
4
γ−
∑3
i=1 βi)
|x| γβ12 |x− 1| γβ22
e
γ
2X(x)dµ(x)
) 1
γ (2Q−
∑3
i=1 βi)

 . (1.19)
The dependence on the parameters µ1, µ2, µ3 appears through the measure:
dµ(x) = µ11(−∞,0)(x)dx + µ21(0,1)(x)dx + µ31(1,∞)(x)dx. (1.20)
The GMC integral inside the expectation is a complex number avoiding (−∞, 0). To define its fractional
power we choose its argument in (−π, π).
• R(β, µ1, µ2) = −Γ(1 − 2(Q−β)γ )R(β, µ1, µ2), where R(β, µ1, µ2) is defined for β ∈ (γ2 , Q) and µ1, µ2
obeying the constraint of Definition 1.3 by the following limiting procedure. Consider γ2 < β2 < β < Q
and β − β2 < β3 < Q. Then the following limits exists and we set:
R(β, µ1, µ2) :=
1
2(Q− β) limβ3↓β−β2(β2 + β3 − β1)H
(β,β2,β3)
(µ1,µ2,1). (1.21)
The proof of why the above moments of GMC are well-defined under the written parameter ranges has
been performed in [12].
1.2 Main theorems
In order to state our main results, we need to introduce the following special functions. For all γ ∈ (0, 2)
and for Re(x) > 0, Γ γ
2
(x) is defined by the following integral formula:
ln Γ γ
2
(x) =
∫ ∞
0
dt
t
[
e−xt − e−Qt2
(1 − e−γt2 )(1− e− 2tγ )
− (
Q
2 − x)2
2
e−t +
x− Q2
t
]
. (1.22)
Furthermore consider the function S γ
2
(x) defined for γ ∈ (0, 2) and Re(x) ∈ (0, Q) by:
S γ
2
(x) =
Γ γ
2
(x)
Γ γ
2
(Q− x) . (1.23)
Both functions Γ γ
2
(x) and S γ
2
(x) admit meromorphic extensions to all x ∈ C with a known pole structure,
see Section 5.4 for more details. Using these two functions one can defined the following special function
introduced in [24]. For i ∈ {1, 2, 3}, define σi through the relation µi := eiπγ(σi−Q2 ) with the convention that
for positive µi one has Re(σi) =
Q
2 . Denote β = β1 + β2 + β3. Then define:
IPT
(
β1, β2, β3
σ1, σ2, σ3
)
(1.24)
=
(2π)
2Q−β
γ +1( 2γ )
( γ2− 2γ )(Q− β2 )−1
Γ(1− γ24 )
2Q−β
γ Γ(β−2Qγ )
Γ γ
2
(2Q− β2 )Γ γ2 (
β1+β3−β2
2 )Γ γ2 (Q−
β1+β2−β3
2 )Γ γ2 (Q −
β2+β3−β1
2 )
Γ γ
2
(Q)Γ γ
2
(Q − β1)Γ γ
2
(Q− β2)Γ γ
2
(Q− β3)
× e
iπ2 (−(2Q−
β1
2 −σ1−σ2)(Q−
β1
2 −σ1−σ2)+(Q+
β2
2 −σ2−σ3)(
β2
2 −σ2−σ3)+(Q+
β3
2 −σ1−σ3)(
β3
2 −σ1−σ3)−2σ3(2σ3−Q))
S γ
2
(β12 + σ1 − σ2)S γ2 (
β3
2 + σ3 − σ1)
×
∫ i∞
−i∞
S γ
2
(Q − β22 + σ3 − σ2 + r)S γ2 (
β3
2 + σ3 − σ1 + r)S γ2 (Q −
β3
2 + σ3 − σ1 + r)
S γ
2
(Q + β12 − β22 + σ3 − σ1 + r)S γ2 (2Q−
β1
2 − β22 + σ3 − σ1 + r)S γ2 (Q+ r)
eiπ(−
β2
2 +σ2−σ3)r dr
i
.
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The contour of the integral is to the right of the poles at r = −(Q − β22 + σ3 − σ2) − nγ2 − m 2γ , r =
−(β32 + σ3 − σ1) − nγ2 − m 2γ , r = −(Q − β32 + σ3 − σ1) − nγ2 − m 2γ and to the left of the poles at
r = −(β12 − β22 + σ3 − σ1) + nγ2 + m 2γ , r = −(Q − β12 − β22 + σ3 − σ1) + nγ2 + m 2γ , r = nγ2 + m 2γ
with m,n ∈ N2. We can now state our main results. For the sake of completeness we recall:
Theorem 1.5. (Bulk one-point function, R. 2017 [25]) For γ ∈ (0, 2), α > γ2 , one has:
U(α) =
(
2−
γα
2 2π
Γ(1− γ24 )
) 2
γ (Q−α)
Γ(
γα
2
− γ
2
4
). (1.25)
Now the main results of the present work is to provide expressions for the remaining three structure
constants. We will indeed prove the following theorems:
Theorem 1.6. (Bulk-boundary correlator) For γ ∈ (0, 2), β < Q, γ2 − α < β2 < α, one has:
G(α, β) =
(
2
γ
2 (
β
2−α)2π
Γ(1− γ24 )
) 2
γ (Q−α− β2 ) Γ(γα2 +
γβ
4 − γ
2
4 )Γ γ2 (α−
β
2 )Γ γ2 (α+
β
2 )Γ γ2 (Q−
β
2 )
2
Γ γ
2
(Q − β)Γ γ
2
(α)2Γ γ
2
(Q)
. (1.26)
Theorem 1.7. (Boundary two-point and three-point functions) Consider γ ∈ (0, 2), β ∈ (γ2 , Q), and µ1, µ2
obeying the condition of Definition 1.3. Then one has:
R(β, µ1, µ2) =
(2π)
2
γ (Q−β)− 12 ( 2γ )
γ
2 (Q−β)− 12
(Q− β)Γ(1 − γ24 )
2
γ (Q−β)
Γ γ
2
(β − γ2 )eiπ(σ1+σ2−Q)(Q−β)
Γ γ
2
(Q − β)S γ
2
(β2 + σ2 − σ1)S γ2 (
β
2 + σ1 − σ2)
. (1.27)
Similarly, for β1, β2, β3 and µ1, µ2, µ3 satisfying the set of conditions (1.18),
H
(β1,β2,β3)
(µ1,µ2,µ3) = IPT
(
β1, β2, β3
σ1, σ2, σ3
)
. (1.28)
Before moving on to the proof of these results we will first explain how the boundary two-point function
can be viewed as a reflection coefficient and also present an outline of our proof strategy.
1.3 The reflection coefficient
In this section we explain how the boundary two-point function R(β, µ1, µ2) can also be seen as a reflection
coefficient providing a tail expansion for one-dimensional Gaussian multiplicative chaos measures on the
real line R. A more detailed discussion of this phenomenon is provided in [27]. We start by explaining how
we can give a direct probabilistic definition to R(β, µ1, µ2) without using the limit of (1.21). Following [6]
we use the standard radial decomposition of the covariance (1.9) of X around the point 0, i.e. we write for
s ≥ 0,
X(e−s/2) = Bs + Y (e−s/2), X(−e−s/2) = Bs + Y (−e−s/2), (1.29)
where Bs is a standard Brownian motion and Y is an independent Gaussian process that can be defined on
the whole plane with covariance given for x, y ∈ C by:
E[Y (x)Y (y)] = 2 ln
|x| ∨ |y|
|x− y| . (1.30)
We introduce for λ > 0 the process that will be used in the definition below,
Bλs :=
{
Bˆs − λs s ≥ 0
B¯−s + λs s < 0,
(1.31)
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where (Bˆs−λs)s≥0 and (B¯s−λs)s≥0 are two independent Brownian motions with negative drift conditioned
to stay negative. Now for β ∈ (γ2 , Q) and µ1, µ2 satisfying the constraint of Definition 1.3 we can give an
alternative definition of R(β, µ1, µ2):
R(β, µ1, µ2) = E
[(
1
2
∫ ∞
−∞
e
γ
2B
Q−β
2
s
(
µ2e
γ
2 Y (e
−s/2) + µ1e
γ
2 Y (−e−s/2)
)) 2γ (Q−β)]
. (1.32)
We now provide a lemma proven in Section 5.2.3 that shows that both definitions (1.21) and (1.32) of
R(β, µ1, µ2) are equivalent.
Lemma 1.8. Assume that µ1, µ2, µ3 ∈ C obey the constraint of Definition 1.3. Consider γ2 ∨ β2 < β1 < Q
and β1 − β2 < β3 < Q. Taking (1.32) as the definition of R(β, µ1, µ2) the following limit holds:
lim
β3↓β1−β2
(β2 + β3 − β1)H(β1,β2,β3)(µ1,µ2,µ3) = 2(Q− β1)R(β1, µ1, µ2). (1.33)
A similar result holds when β1 = β2 and 0 < β3 < Q:
lim
β3↓0
β3H
(β1,β2,β3)
(µ1,µ2,µ3) = 2(Q− β1)
(
R(β1, µ1, µ2) +R(β1, µ2, µ3)
)
. (1.34)
Let us now state how the value of R(β, µ1, µ2) provides a very general first order tail expansion for the
probability of a one-dimensional GMC measure to be large. For this discussion we choose µ1, µ2 ∈ [0,∞)
with at most one of the two parameters being 0, and we introduce the notation:
Iη1,η2(β) :=
∫ η2
−η1
1
|x| βγ2
e
γ
2X(x)
(
µ11{x<0} + µ21{x>0}
)
dx. (1.35)
In the above η1, η2 ∈ (0, 1). Now the tail expansion result is the following:
Proposition 1.9. For β ∈ (γ2 , Q) and any η1, η2 ∈ (0, 1), we have the following tail expansion for Iη1,η2(β)
as u→∞ and for some ν > 0:
P(Iη1,η2(β) > u) =
R(β, µ1, µ2)
u
2
γ (Q−β)
+O(
1
u
2
γ (Q−β)+ν
). (1.36)
The proof of this proposition follows exactly the same steps as for the case of µ1 = 0, µ2 > 0 considered
in [27]. Notice that we impose the condition β ∈ (γ2 , Q). This is crucial for the tail behavior of Iη1,η2(β)
to be dominated by the insertion and this is precisely why the asymptotic expansion is independent of the
choice of η1 and η2. It also explains why the radial decomposition (1.29) is natural as it is well suited to
study X around a particular point. If one is interested in the case where β < γ2 (or simply β = 0), a different
argument known as the localization trick is required to obtain the tail expansion, see [29] for more details.
Figure 2: R(β, µ1, µ2)
The above picture summarizes what the reflection coefficient computes. In the range β ∈ (γ2 , Q), the tail
expansion of the GMC is dominated by the insertion. The parameters µ1, µ2 tune the weights of both sides
as we approach the insertion. For more details and results on tail expansions of GMC measures with the
reflection coefficients see the works [16, 29, 31].
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1.4 Outline of the proof
We summarize here the main steps of the proof and the intermediate results that will lead us to Theorems
1.6 and 1.7. Our proof strategy follows closely the one of the previous works [14, 25, 27] but there many
novel difficulties that must be resolved due to the fact that we are forced to work with complex valued
quantities (instead of positive as in the cited works).
• BPZ differential equations. Since LCFT is a conformal field theory, correlation functions containing
a field with a degenerate insertion are predicted to obey a differential equation known as the BPZ
equation. Therefore if one considers a correlation function where one of the boundary insertion points
has a weight β = − γ2 or 2γ , then the whole correlation will obey the BPZ equation.2 More precisely,
for χ = γ2 or
2
γ and t ∈ H, we will consider the following observables,
Gχ(t) = E
[(∫
R
(t− x) γχ2
|x− i|γα g(x)
γ
8 (p−1)e
γ
2X(x)dx
)p]
where p =
2
γ
(Q− α− β
2
+
χ
2
),
Hχ(t) = E
[(∫
R
(t− x) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµχ(x)
)q]
where q =
1
γ
(2Q− β1 − β2 − β3 + χ).
The functions Gχ(t) and Hχ(t) will be used respectively to prove Theorem 1.6 and Theorem 1.7.
In Section 4 we show that Hχ(t) obeys a hypergeometric equation and similarly for Gχ(t) after an
extra change variable. It is then possible to write down explicitly a solution space, writing it here to
illustrate the discussion for Hχ(t),
Hχ(t) = C1F (A,B,C, t) + C2t
1−CF (1 +A− C, 1 +B − C, 2 − C, t)
= B1F (A,B, 1 +A+B − C, 1− t) +B2(1− t)C−A−BF (C −A,C −B, 1 + C −A− B, 1− t),
where A,B,C are known parameters depending on γ, β1, β2, β3 and the C1, C2, B1, B2 are parameters
that parametrize the solution space of the hypergeometric equation. These last four parameters are
unknown at this stage of the proof.
• Operator product expansion (OPE). The next step is to perform an asymptotic analysis directly
on the probabilistic definition ofHχ(t) (and similarly forGχ(t)) to identify the constants C1, C2, B1, B2
in terms H , the quantity we are interested in computing. For instance by sending t to 0, one immedi-
ately obtains the result,
C1 = H
(β1− γ2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,e
iπγ2
4 µ3)
. (1.37)
In the case where χ = γ2 and for a suitable range of βi in which β1 ∈ (γ2 , 2γ ), one can obtain by a
straightforward analysis of a real integral on R that:
C2 = q
Γ(−1 + γβ12 − γ
2
4 )Γ(1− γβ12 )
Γ(− γ24 )
(
µ1 − µ2eiπ
γβ1
2
)
H
(β1+
γ
2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,e
iπγ2
4 µ3)
. (1.38)
• OPE with reflection. The method described above only works for the first degenerate weight χ = γ2 ,
and only in a very specific domain of parameters. In the case of χ = 2γ , or for χ =
γ
2 but with β1 chosen
close to Q, the asymptotic analysis required to identified C2 will be much more involved. It is called
the OPE with reflection as the boundary two-point function - also called the reflection coefficient -
will always appear in the answer. Carrying this out one finds the answer:
C2 =
2(Q− β1)
γ
Γ( 2γ (β1 −Q))Γ( 2γ (Q− β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1−γ2 ,β2,β3)
(µ1,e
iπ
γ2
4 µ2,e
iπγ2
4 µ3)
. (1.39)
This phenomenon was known to physicists and its probabilistic description is one of the major achieve-
ments of [15].
2It is also possible to consider degenerate insertions in the bulk but they will not be used in the present paper.
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• Shift equations and analytic continuation. Once we have derived expressions for the coefficients
C1, C2, B1, B2, the theory of hypergeometric equation will imply a non trivial relation on our quan-
tity of interest. For instance one has the following relation between C1, C2, B1 in the case of the
hypergeometric equation satisfied by the function Hχ(t):
B1 =
Γ(χ(β1 − χ))Γ(1 − χβ2 + χ2)
Γ(χ(β1 − χ+ q γ2 )Γ(1 − χβ2 + χ2 − q γχ2 )
C1 +
Γ(2− χβ1 + χ2)Γ(1− χβ2 + χ2)
Γ(1 + qγχ2 )Γ(2− χ(β1 + β2 − 2χ+ q γ2 ))
C2.
(1.40)
These equations will then translate to functional equations on G and H that we will refer to as shift
equations because they will involve our functions of interest at shifted values of the insertion weight,
the shift being ±χ for χ = γ2 or 2γ . A key observation is that the shift equation obtained for χ = γ2
allows to analytically continue our probabilistic definitions of H and G to meromorphic functions
defined in a complex neighborhood of the real line. The procedure is analogue to the well-known
example of the Gamma function where the functional equation Γ(x + 1) = xΓ(x) can be used to
extended the gamma function to a meromorphic function of C with prescribed poles. In our case the
poles will also be prescribed by the shift equations. Once established analytic continuation will then
be used to derive a second shift equation corresponding to χ = 2γ .
• Shift equations imply the result. The final step is simply to check that the two shift equations
obtained for a specific correlation function completely specify its value. Let us explain this for G(α, β).
Assume γ2 /∈ Q. The shift equations imply a relation between the correlation at β and β + γ and
between the correlation at β and β + 4γ . Since the ratio of the two periods is not in Q, the shift
equations uniquely specify the function up to the knowledge of one value which can be taken to be
when β = 0. One then has G(α, 0) = U(α) which is known from the previous work [25]. By using the
special functions Γ γ
2
, S γ
2
introduced in appendix, it is also possible to explicitly construct an analytic
function satisfying the same shift equations. Therefore the correlation function must be equal to this
analytic function, and we can extend the result to the case where γ2 ∈ Q by continuity in γ.
Although the above proof strategy follows the same lines as the previous works [14, 25, 27], there are
additional technical difficulties that arise because of the presence of complexed valued quantities included
with the GMC measures. Performing OPE in this case will require some care and extra estimates and is the
purpose of Lemmas 5.4 and 5.5.
Acknowledgements. The authors would like to thank Re´mi Rhodes and Vincent Vargas for making us
discover Liouville conformal field theory. G.R. was supported by an NSF Mathematical Sciences Postdoctoral
Research Fellowship.
2 The bulk-boundary correlator
In this section we will prove Theorem 1.6. To compute our quantity of interest G(α, β) we will show it obeys
two functional equations that will completely specified its value. We thus need to show:
Proposition 2.1. (Shift equations for G(α, β)) For every fixed α > Q, the function β → G(α, β) originally
defined for β ∈ (γ − 2α,Q) admits a meromorphic extension in a complex neighborhood of the real line and
this extension satisfies the following two equations,
G(α, β + γ) =
Γ(1− γ24 )
2
γβ
2 π
Γ(γα2 − γβ4 − γ
2
4 )Γ(1− γβ4 )2
Γ(γα2 +
γβ
4 − γ
2
4 )Γ(1− γβ2 )Γ(1 − γβ2 − γ
2
4 )
G(α, β), (2.1)
G(α, β +
4
γ
) =
γ2Γ(1− γ24 )
4
γ2
2
2β
γ +1(2π)
4
γ2
Γ(2αγ − βγ − 4γ2 )Γ(1− βγ )2
Γ(−1 + 2αγ + βγ )Γ(1− 2βγ )Γ(1− 2βγ − 4γ2 )
G(α, β), (2.2)
viewed as equalities of meromorphic functions.
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Using Proposition 2.1 and the fact that U(α) is known from the previous work [25], it is easy to prove
the value of G(α, β).
Proof of Theorem 1.6. The two shift equations of Proposition 2.1 completely specify the dependence in β of
G(α, β) up to a real constant depending only on α. Since the value G(α, 0) is given by U(α), we can write:
G(α, β) =
(
2
γ
2 (−α+ β2 )2π
Γ(1 − γ24 )
) 2
γ (Q−α− β2 ) Γ(γα2 +
γβ
4 − γ
2
4 )Γ γ2 (α−
β
2 )Γ γ2 (α +
β
2 )Γ γ2 (Q −
β
2 )
2
Γ γ
2
(Q− β)Γ γ
2
(α)2Γ γ
2
(Q)
. (2.3)
To show Proposition 2.1, we will use the solvability coming from the BPZ equations of Liouville theory.
For χ = γ2 or
2
γ , we denote:
p =
2
γ
(Q− α− β
2
+
χ
2
). (2.4)
We now introduce two auxiliary functions corresponding to the two values of χ = γ2 or
2
γ and for t ∈ H:
Gχ(t) = E
[(∫
R
(t− x) γχ2
|x− i|γα g(x)
γ
8 (p−1)e
γ
2X(x)dx
)p]
. (2.5)
The parameter range where Gχ(t) is well-defined is:
β < Q, and p <
4
γ2
∧ 2
γ
(Q− β). (2.6)
Let us justify why Gχ(t) is well-defined under these conditions. First for χ =
γ
2 since (t − x) is always
contained in the upper half plane we can define (t − x) γ
2
4 by choosing the argument to be in [0, π]. This
means for t ∈ H and for either value of χ, the GMC integral∫
R
(t− x) γχ2
|x− i|γα g(x)
γ
8 (p−1)e
γ
2X(x)dx (2.7)
is a random complex number almost surely contained in H. We can thus define its p power again by choosing
an argument in [0, π]. Finally we must argue why the moment itself is finite. Since (t − x) γχ2 is strictly
contained in H, there can be no cancellation of the imaginary part and thus the condition of existence of
the moment of this GMC is equivalent to the positive case which gives the condition we have written on p.
Assume t ∈ {reiθ | r > 0, θ ∈ (0, π2 )} and perform the change of variable s = 11+t2 . The variable s then
belongs to the set s ∈ −H. We choose the argument of s to be in (−π, 0) and define √1− s = t√s. Now set:
G˜χ(s) = s
p γχ4 Gχ(t). (2.8)
The one has,
G˜χ(s) = E
[(∫
R
(
√
1− s−√sx) γχ2
|x− i|γα e
γ
2X(x)g(x)
γ2
8 (p−1)dx
)p]
, (2.9)
where the argument the argument of the GMC integral can be chosen in (−π, π). We will introduce a dual
set of auxiliary functions corresponding to, for t ∈ {reiθ | r > 0, θ ∈ (−π2 , 0)}, s = 11+t2 with argument this
time in (0, π),
√
1− s = t√s, and:
Gˆχ(s) = s
p γχ4 Gχ(−t). (2.10)
One lands on the expression,
Gˆχ(s) = E
[(∫
R
(−√1− s−√sx) γχ2
|x− i|γα e
γ
2X(x)g(x)
γ2
8 (p−1)dx
)p]
. (2.11)
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The above GMC integral in the expectation avoids the cut (0,∞) and its argument is chosen to be in (0, 2π).
We prove in Section 4.1 that G˜χ(s) obeys the following hypergeometric equation,
s(1− s)∂2s G˜χ(s) + (C − (A+B + 1)s)∂sG˜χ(s)−ABG˜χ(s) = 0, (2.12)
with parameters given by:
A = −pγχ
4
, B = 1 + χ(χ− α− pγ
4
), C =
3
2
+ χ(χ− α− pγ
2
). (2.13)
The exact same equation also holds for Gˆχ(s). As detailed in Section 5.4, one can explicitly write the solution
space of the equation around s = 0 and s = 1, under the assumption that C and C−A−B are not integers:3
G˜χ(s) = C˜1F (A,B,C, s) + C˜2s
1−CF (1 +A− C, 1 +B − C, 2− C, s) (2.14)
= B˜1F (A,B, 1 +A+B − C, 1 − s) + B˜2(1 − s)C−A−BF (C −A,C −B, 1 + C −A−B, 1− s),
Gˆχ(s) = Cˆ1F (A,B,C, s) + Cˆ2s
1−CF (1 +A− C, 1 +B − C, 2− C, s) (2.15)
= Bˆ1F (A,B, 1 +A+B − C, 1 − s) + Bˆ2(1 − s)C−A−BF (C −A,C −B, 1 + C −A−B, 1− s).
Here C˜1, C˜2, B˜1, B˜2, Cˆ1, Cˆ2, Bˆ1, Bˆ2 are all real constants that parametrizes the different basis of solutions.
Since the solution space is two-dimensional, there is a change of basis formula (5.105) that relates C˜1, C˜2
with B˜1, B˜2 and similarly for Cˆ1, Cˆ2, Bˆ1, Bˆ2. In the following we will relate several of these coefficients to G
and it is precisely the change of basis that will lead us to the shift equations of Proposition 2.1.
2.1 First shift equation
In this section we prove the first shift equation (2.1) in a restricted range of parameters where G(α, β) is
well-defined probabilistically without analytic continuation.
Lemma 2.2. For α, β satisfying β < 2γ − γ2 and γ2 − α < β2 < α− γ2 , the following equation holds:
G(α, β + γ) =
1
2
γβ
2 π
Γ(1 − γ24 )Γ(γα2 − γβ4 − γ
2
4 )Γ(1− γβ4 )2
Γ(γα2 +
γβ
4 − γ
2
4 )Γ(1 − γβ2 )Γ(1− γβ2 − γ
2
4 )
G(α, β). (2.16)
Proof. We start off with the following parameter choices:
χ =
γ
2
, α > Q,
γ
2
− 2
γ
< β <
2
γ
. (2.17)
In the case of χ = γ2 we can actually assume t ∈ (0,+∞) which means that s ∈ (0, 1). By sending s to 0
one automatically gets that:
C˜1 = G(α, β − γ
2
), Cˆ1 = e
iπp γ
2
4 G(α, β − γ
2
). (2.18)
Although we cannot express B˜1 and Bˆ1 in terms of the bulk-boundary correlator G, by setting s = 1 one
obtains the equality:
B˜1 = Bˆ1. (2.19)
In order to derive an expression for C˜2, we have to expand G˜ γ
2
(s) up to the order s1−C . In this case
C = 12 − γ
2
8 +
γβ
4 . The parameter choice (2.17) implies that 0 < 1−C < 1. Thus we have to get the leading
3The values excluded here are recovered by an easy continuity argument.
12
asymptotic of the difference G˜ γ
2
(s)− G˜ γ
2
(0) as s→ 0. Following the analysis of [27] and applying Theorem
5.1 we obtain:
G˜ γ
2
(s)− G˜ γ
2
(0) (2.20)
= p
∫
R
dx1
(
√
1− s−√sx1) γ
2
4 − 1
|x1 − i|γα E

e γ2X(x1)
(∫
R
g(x)
γ2
8 (p−2)
|x− i|γα e
γ
2X(x)dx
)p−1+ o(s1−C)
= p
∫
R
dx1
(
√
1− s−√sx1) γ
2
4 − 1
|x1 − i|γα E


(∫
R
g(x)
γ2
8 (p−2)
|x− i|γα|x− x1| γ
2
2
e
γ
2X(x)dx
)p−1+ o(s1−C)
x1=
u√
s
= p
∫
R
dx1
(
√
1− s− u) γ
2
4 − 1
| u√
s
− i|γα E



∫
R
g(x)
γ2
8 (p−2)
|x− i|γα|x− u√
s
| γ22
e
γ
2X(x)dx


p−1+ o(s1−C)
= s1−Cp
(∫
R
du
(1− u) γ
2
4 − 1
|u|γα+(p−1) γ22
)
G(α, β +
γ
2
) + o(s1−C).
The way to obtain the bound in o(s1−C) on the error terms is the same as [27]. The correct way to interpret
the above integral over R is by writing,
∫
R
du
(1− u) γ
2
4 − 1
|u|γα+(p−1) γ22
=
∫
R+
du
(1 + u)
γ2
4 − 1
uγα+(p−1)
γ2
2
− eiπ(γα+(p−1)γ
2
2 )
∫
R+eiπ
du
(1 + u)
γ2
4 − 1
uγα+(p−1)
γ2
2
, (2.21)
where here R+e
iπ means that the integral should be understood as a contour integral on (−∞, 0) passing
just above the point u = −1. Notice also this integral converges because of the condition β < 2γ . In Section
5.4.3 we give the exact value of this integral in terms of the gamma function (5.112). Putting everything
together we have shown,
G˜ γ
2
(s)− G˜ γ
2
(0) = s1−Cp
Γ(2C − 2)Γ(2− 2C − γ24 )
Γ(− γ24 )
(1− eiπ(3−2C))G(α, β + γ
2
) + o(s1−C)
⇒ C˜2 = p
Γ(2C − 2)Γ(2− 2C − γ24 )
Γ(− γ24 )
(1− eiπ(3−2C))G(α, β + γ
2
). (2.22)
Cˆ2 can be calculated in a similar manner, using this time:
∫
R
du
(−1− u) γ
2
4 − (−1) γ
2
4
|u|γα+(p−1) γ22
= eiπ
γ2
4
(∫
R+
du
(1 + u)
γ2
4 − 1
uγα+(p−1)
γ2
2
− e−iπ(γα+(p−1)γ
2
2 )
∫
R+e−iπ
du
(1 + u)
γ2
4 − 1
uγα+(p−1)
γ2
2
)
= p
Γ(2C − 2)Γ(2− 2C − γ24 )
Γ(− γ24 )
eiπp
γ2
4 (1− e−iπ(3−2C)).
Hence:
Cˆ2 = p
Γ(2C − 2)Γ(2− 2C − γ24 )
Γ(− γ24 )
eiπp
γ2
4 (1− e−iπ(3−2C))G(α, β + γ
2
). (2.23)
Now we have the connection formula (5.105) expressing B˜1 in terms of C˜1, C˜2 and similarly for Bˆ1, Cˆ1, Cˆ2.
13
Using the fact that B˜1 = Bˆ1 and our expressions for C˜1, C˜2, Cˆ1, Cˆ2 in terms of G we deduce:
Γ(C)Γ(C −A−B)
Γ(C −A)Γ(C −B)G(α, β −
γ
2
)(1− e−i2πA)
+ p
Γ(2− C)Γ(C −A−B)
Γ(1−A)Γ(1 −B)
Γ(2C − 2)Γ(2− 2C − γ24 )
Γ(− γ24 )
(1 − eiπ(3−2C))(1 + eiπ(2B−2))G(α, β + γ
2
) = 0.
We thus land on the following shift equation, which is simplified using (5.98):
G(α, β + γ2 )
G(α, β − γ2 )
=
Γ(C)Γ(1 −A)Γ(1−B)
pΓ(2− C)Γ(C −A)Γ(C −B)
Γ(− γ24 )
Γ(2C − 2)Γ(2− 2C − γ24 )
sin(πA)
2 cos(πC) cos(πB)
=
Γ(C)Γ(1 −A)Γ(1 −B)
pΓ(2− C)Γ(12 +A)Γ(12 +B)
Γ(− γ24 )
Γ(2C − 2)Γ(2− 2C − γ24 )
sin(πC) sin(πA)
sin(2πC) sin(π(12 +B))
=
Γ(12 − B)Γ(1−B)
pΓ(1− C)Γ(2− C)Γ(A)Γ(12 +A)
Γ(3− 2C)Γ(− γ24 )
Γ(2 − 2C − γ24 )
=
Γ(1− γ24 )Γ(1− 2B)Γ(32 − C)2
Γ(1 + 2A)Γ(2− 2C)Γ(2− 2C − γ24 )
1
22C−1π
=
Γ(1− γ24 )Γ(γα2 − γβ4 − γ
2
8 )Γ(1 − γβ4 + γ
2
8 )
2
Γ(γα2 +
γβ
4 − 3γ
2
8 )Γ(1 − γβ2 + γ
2
4 )Γ(1− γβ2 )
1
2
γβ
2 − γ
2
4 π
.
Then by replacing β by β + γ2 one lands on the equation of Lemma 2.2. To extend it to the wider range of
validity in α and β one uses the analycity of G with respect to these parameters shown in Lemma 5.6.
One consequence of Lemma 2.2 is that it allows to analytically continue G as a meromorphic function
defined in a complex neighborhood of the real line.
Lemma 2.3. Fix α > Q. The function β 7→ G(α, β) originally defined for β < Q, γ2 −α < β2 < α admits a
meromorphic extension in a complex neighborhood of the real line.
Proof. Lemma 5.6 shows that G(α, β) is complex analytic in a complex neighborhood of the real line
where it is defined probabilistically. The shift equation of Lemma 2.2 then shows β 7→ G(α, β) can be
meromorphically continued to a complex neighborhood of the whole real line, the pole structure being
prescribed by the Gamma functions in the shift equation.
2.2 Second shift equation
We will now derive an expression of C˜2 in a different manner corresponding to the so-called operator product
expansion (OPE) with reflection. This computation will be valid for 2γ < β < Q. For χ =
γ
2 this will give us
the reflection principle and for χ = 2γ it will allow us to obtain the second shift equation on β. A complete
proof of the following steps can be found in [15]. We first perform a change of variable x → 1x on the
expression of G˜χ(s):
G˜χ(s) = E

(∫
R
(√
1− s x−√s) γχ2
|x− i|γα|x| γβ2
e
γ
2X(x)g(x)
γ2
8 (p−1)dx
)p . (2.24)
Note that C = 12 − χ
2
2 +
χβ
2 . For all β ∈ (Q− β0, Q) where β0 is a small positive number, the following
asymptotic is then shown in Lemma 5.4 for the case χ = 2γ and in Lemma 5.5 for the case of χ =
γ
2 :
14
G˜χ(s)− G˜χ(0) = −s1−C
Γ(1− 2(Q−β)γ )Γ(−p+ 2γ (Q− β))
Γ(−p) R(β, 1, e
iπ γχ2 )G(α, 2Q− β − χ) + o(s1−C).
(2.25)
In the above s is chosen in (0, 1) for χ = γ2 and in (−1, 0) for χ = 2γ . From this we can deduce the expression
of C˜2, still for β ∈ (Q− β0, Q),
C˜2 = −
Γ(1− 2(Q−β)γ )Γ(−p+ 2γ (Q− β))
Γ(−p) R(β, 1, e
iπ γχ2 )G(α, 2Q− β − χ). (2.26)
The range of validity of the above expression can be extended from β ∈ (Q−β0, Q) to the range β ∈ ( 2γ , Q)
by is using analycity in the parameter β. Indeed, Lemma 5.6 implies the analycity in β in a complex
neighborhood of ( 2γ , Q) of both G˜χ(s) and G(α, 2Q − β − χ). The analycity of G˜χ(s) then implies the
analycity of C˜2 and the analycity of R(β, 1, e
iπ γχ2 ) is known from the exact formula for R proved in Section
3. Thus we extend the equality to β ∈ ( 2γ , Q). From this we can deduce:
Lemma 2.4 (Reflection principle for G(α, β)). We can analytically continue the definition of G(α, β) in β
beyond the point β = Q by the following formula, valid for α, β satisfying β ∈ (γ2 , Q) and γ2 − α < β2 < α:
G(α, β) = −
Γ(2βγ − 4γ2 )Γ(2αγ − βγ )
Γ(−1 + 2αγ + βγ − 4γ2 )
R(β, 1, 1)G(α, 2Q− β). (2.27)
Proof. We work with χ = χ2 . We have seen two ways of calculating C˜2 based on the value of β:
C˜2 =


p
Γ(2C−2)Γ(2−2C−γ24 )
Γ(− γ24 )
(1− eiπ(3−2C))G(α, β + γ2 ), β < 2γ ,
−Γ(1−
2(Q−β)
γ )Γ(−p+ 2γ (Q−β))
Γ(−p) R(β, 1, e
iπ γ
2
4 )G(α, 2Q− β − γ2 ), 2γ < β < Q.
(2.28)
Since G˜χ(s) is complex analytic in β in a complex neighborhood of
2
γ , this implies the analyticity of C˜2 around
β = 2γ . This implies that there is an equality between the two expressions for C˜2 viewed as meromorphic
functions of β in a neighborhood of 2γ . Lastly from equation (3.24) of Section 3 we have a shift equation that
relates R(β + γ2 , 1, 1) and R(β, 1, e
iπ γ
2
4 ). Therefore we can rewrite the relation in the desired way claimed
in the lemma.
With both Lemma 2.3 and Lemma 2.4 we can now finish the proof of Proposition 2.1.
Proof of Proposition 2.1. We switch to χ = 2γ to deduce the second shift equation. Using again the known
shift equations for R we first write:
R(β, 1, eiπ)
R(β + 2γ , 1, 1)
= − 2
γ(Q− β) (2π)
4
γ2
−1Γ(
2β
γ )Γ(1− 2βγ )
Γ(1− γ24 )
4
γ2
(1− e−iπ(
2β
γ − 4γ2 )). (2.29)
By applying Lemma 2.4 with β + 2γ , we obtain:
C˜2 =
4
γ2 (2π)
4
γ2
−1
Γ(1− γ24 )
4
γ2
Γ(−1 + 2βγ − 4γ2 )Γ(1 − 2βγ )Γ(−1 + 2αγ + βγ − 2γ2 )
Γ(−1 + 2αγ + βγ − 6γ2 )
(1− e−iπ(
2β
γ − 4γ2 ))G(α, β +
2
γ
),
=
4
γ2 (2π)
4
γ2
−1
Γ(1− γ24 )
4
γ2
Γ(2C − 2)Γ(1− 2βγ )Γ(−1 + 2αγ + βγ − 2γ2 )
Γ(2A)
(1 + eiπ
2
γ (Q−β))G(α, β +
2
γ
).
15
We can find easily the other coefficients:
C˜1 = G(α, β − 2
γ
), Cˆ1 = e
iπpG(α, β − 2
γ
), Cˆ2 = e
iπ(p− 2γ (Q−β))C˜2, B˜1 = Bˆ1.
As in the previous subsection we can thus write:
Γ(C)Γ(C −A−B)
Γ(C −A)Γ(C −B) C˜1(1− e
iπp) +
Γ(2 − C)Γ(C −A−B)
Γ(1−A)Γ(1 −B) C˜2(1− e
iπ(p− 2γ (Q−β))) = 0.
Then we can deduce the shift equation,
G(α, β + 2γ )
G(α, β − 2γ )
=
γ2
4 (2π)
1− 4
γ2 Γ(1− γ24 )
4
γ2
Γ(2C − 2)Γ(1− 2βγ )Γ(−1 + 2αγ + βγ − 2γ2 )
Γ(2A)Γ(C)Γ(1 −A)Γ(1 −B)
Γ(2− C)Γ(A+ 12 )Γ(B + 12 )
sin(πA)
2 sin(π(B + 12 )) sin(π(C − 12 ))
=
γ2
4 Γ(1− γ
2
4 )
4
γ2
(2π)
4
γ2
−1
22C−1π
Γ(1− 2B)Γ(32 − C)2
Γ(2 − 2C)Γ(1− 2βγ )Γ(−1 + 2αγ + βγ − 2γ2 )
=
γ2
4 Γ(1− γ
2
4 )
4
γ2
(2π)
4
γ2 2
−1+ 2βγ − 4γ2
Γ(2αγ − βγ − 2γ2 )Γ(1 − βγ + 2γ2 )2
Γ(1− 2βγ + 4γ2 )Γ(1− 2βγ )Γ(−1 + 2αγ + βγ − 2γ2 )
,
and finally:
G(α, β + 4γ )
G(α, β)
=
γ2
4 Γ(1− γ
2
4 )
4
γ2
(2π)
4
γ2 2−1+
2β
γ
Γ(2αγ − βγ − 4γ2 )Γ(1− βγ )2
Γ(1− 2βγ )Γ(1− 2βγ − 4γ2 )Γ(−1 + 2αγ + βγ )
. (2.30)
Hence we have proven Proposition 2.1.
3 The boundary two-point and three-point functions
The goal of this section is to prove Theorem 1.7. We follow roughly the same steps as in the previous
section, except we will derive explicitly the expression for the boundary two-point function used in the
proof of Theorem 1.6. Again we will rely on the hypergeometric equations shown in Section 4 to obtain shift
equations on H
(β1,β2,β3)
(µ1,µ2,µ3). The difference here is that the functional equation obtained will contain 3 terms
instead of 2, see for instance equation (3.10) below. Throughout this section we will use:
q =
1
γ
(2Q− β1 − β2 − β3 + χ). (3.1)
We introduce the auxiliary function for χ = γ2 or
2
γ and t ∈ H,
Hχ(t) = E
[(∫
R
(t− x) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x)
)q]
, (3.2)
where:
dµ(x) = µ11(−∞,0)(x)dx + µ21(0,1)(x)dx + µ31(1,∞)(x)dx. (3.3)
To start the range of parameters we want to work with is:
βi < Q, µ1 ∈ (0,∞), µ2, µ3 ∈ −H and q < 4
γ2
∧min
i
2
γ
(Q− βi). (3.4)
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By µ2, µ3 ∈ −H we mean that their argument is chosen in [−π, 0]. With this choice the GMC integral,∫
R
(t− x) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x), (3.5)
never hits the line (−∞, 0) and so its argument can be chosen to be in (−π, π) and its q power is thus
well-defined. Now t 7→ Hχ(t) is holomorphic in H and it is shown in Section 4 that Hχ(t) satisfy the
hypergeometric equation,
t(1− t)∂2tHχ(t) + (C − (A+B + 1)t)∂tHχ(t)−ABHχ(t) = 0, (3.6)
with parameters:
A = −q γχ
2
, B = −1 + χ(β1 + β2 − 2χ+ q γ
2
), C = χ(β1 − χ). (3.7)
We will also use the auxiliary function H˜χ(t),
H˜χ(t) = E
[(∫
R
(x− t) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x)
)q]
, (3.8)
which is defined with the following parameter choices:
t ∈ −H, βi < Q, µ1, µ2 ∈ −H, µ3 ∈ (0,∞), and q < 4
γ2
∧min
i
2
γ
(Q − βi). (3.9)
With these choices of parameters the GMC integral is again a complex number which is avoiding the half-line
(−∞, 0) and whose argument can be chosen again in (−π, π). H˜χ(t) obeys the exact same hypergeometric
equation as Hχ(t). As in the previous section the key idea will be that we can explicitly write the solution
of the hypergeometric equation.
3.1 First shift equation for the three-point function
We start again by proving the first shift equation on H by setting χ = γ2 and working with the functions
H γ
2
(t) and H˜ γ
2
(t). For this first lemma the parameter range on the βi and µi is such that each H appearing
is defined probabilistically (without analytic continuation) meaning the bounds (1.18) are satisified.
Lemma 3.1. (γ2 -shift equations for probabilistic H) The following two shift equations for H hold,
H
(β1,β2−γ2 ,β3)
(µ1,µ2,µ3)
=
Γ(γβ12 − γ
2
4 )Γ(1 − γβ22 + γ
2
4 )
Γ(γβ12 + (q − 1)γ
2
4 )Γ(1 − γ2β2 − (q − 1)γ
2
4 ))
H
(β1− γ2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,µ3)
(3.10)
+
qΓ(2 + γ
2
4 − γβ12 )Γ(1 − γβ22 + γ
2
4 )Γ(−1 + γβ12 − γ
2
4 )Γ(1 − γβ12 )
Γ(1 + qγ
2
4 )Γ(2− γ2 (β1 + β2)− (q − 2)γ
2
4 ))Γ(− γ
2
4 )
(
µ1 − µ2eiπ
γβ1
2
)
H
(β1+
γ
2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,µ3)
,
and,
Γ(1− γβ2
2
)(µ3 − µ2e
iπγβ2
2 )H
(β1,β2+
γ
2 ,β3)
(µ1,e
iπ
γ2
4 µ2,µ3)
= − 4
qγ2
Γ(1 − γ24 )Γ(γβ12 − γ
2
4 )
Γ(− qγ24 )Γ(−1 + γβ12 + γβ22 − γ
2
2 + q
γ2
4 )
H
(β1− γ2 ,β2,β3)
(µ1,µ2,µ3)
+
Γ(2− γβ12 + γ
2
4 )Γ(1 − γβ12 )Γ(γβ12 − γ
2
4 − 1)
Γ(1− γβ12 + γ
2
4 − q γ
2
4 )Γ(
γβ2
2 − γ
2
4 + q
γ2
4 )
(µ1 − µ2eiπ(
γ2
4 −
γβ1
2 ))H
(β1+
γ
2 ,β2,β3)
(µ1,µ2,µ3)
, (3.11)
provided that for every function H appearing, its parameters obey the constraint (1.18) required for H to
be defined probabilistically. Furthermore, for both shift equations, given a fixed β1 ∈ (γ2 , 2γ ), there exists an
open set U ⊂ R2 such that for (β2, β3) ∈ U , the parameters of each H of the equation obeys (1.18).
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Proof. We first choose the parameters β1, β2, β3 and µ1, µ2, µ3 so that they obey the constraint (3.4) plus
the following extra constraint on β1:
γ
2
< β1 <
2
γ
. (3.12)
The function t 7→ H γ
2
(t) is holomorphic on H and extends continuously on H. Using the basis of solutions
of the hypergeometric equation recalled in Section 5.4.1, we can write the following solutions around t = 0,
t = 1 and t =∞, under the assumption that neither C, C −A−B, or A−B are integers:4
H γ
2
(t) = C1F (A,B,C, t) + C2t
1−CF (1 +A− C, 1 +B − C, 2 − C, t) (3.13)
= B1F (A,B, 1 +A+B − C, 1 − t) +B2(1− t)C−A−BF (C −A,C −B, 1 + C −A−B, 1− t)
= D1e
iπAt−AF (A, 1 +A− C, 1 +A−B, t−1) +D2eiπBt−BF (B, 1 +B − C, 1 +B −A, t−1).
The constants C1, C2, B1, B2, D1, D2 are again the real constants that parametrize the solution space around
the different points. As was performed in Section 2 we will identify identify them by Taylor expansion. First
we note that by setting t = 0:
C1 = H γ
2
(0) = H
(β1− γ2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,e
iπγ2
4 µ3)
. (3.14)
Next to find C2 we go at higher order in the t→ 0 limit. We then expand the increment H γ
2
(t)−H γ
2
(0) at
first order following the same step as for (2.20):
H γ
2
(t)−H γ
2
(0) (3.15)
= q
∫
R
dµ(x1)
(t− x1) γ
2
4 − (−x1) γ
2
4
|x1|
γβ1
2 |x1 − 1|
γβ2
2
E


(∫
R
(t− x) γ
2
4 g(x)
γ2
8 (q−1)
|x| γβ12 |x− 1| γβ22 |x− x1| γ
2
2
e
γ
2X(x)dµ(x)
)q−1+ o(t1−C)
= qt1−C
(∫
R
dµ(x1)
(t− x1) γ
2
4 − (−x1) γ
2
4
|x1|
γβ1
2 |x1 − 1|
γβ2
2
)
H
(β1+
γ
2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,e
iπγ2
4 µ3)
+ o(t1−C).
The integral in front of H converges thanks to the condition (3.12). Also notice with our conventions the
argument of (−x1) is either 0 or π. Hence one obtains:
C2 = q
Γ(−1 + γβ12 − γ
2
4 )Γ(1− γβ12 )
Γ(− γ24 )
(
µ1 − µ2eiπ
γβ1
2
)
H
(β1+
γ
2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,e
iπγ2
4 µ3)
. (3.16)
Similarly by setting t = 1 we get:
B1 = H
(β1,β2− γ2 ,β3)
(µ1,µ2,e
iπγ2
4 µ3)
. (3.17)
The connection formula (5.105) between C1, C2, and B1 then implies the shift equation (3.10) in the range
of parameters constraint by (3.4) and (3.12), after performing furthermore the replacement µ3 → e− iπγ
2
4 µ3
(which also rotates the domain where µ3 belongs). To lift these constraint we then invoque the analycity of
H as a function of its parameters given by Lemma 5.6. We have thus shown that (3.10) holds whenever all
three H appearing are well-defined. The claim on the existence of the interval U for every fixed β1 can be
easily checked. Now we repeat these steps with H˜ γ
2
to obtain the shift equation with the opposite phase.
We expand H˜ γ
2
(t),
H˜ γ
2
(t) = C˜1F (A,B,C, t) + C˜2t
1−CF (1 +A− C, 1 +B − C, 2 − C, t) (3.18)
= B˜1F (A,B, 1 +A+B − C, 1 − t) + B˜2(1− t)C−A−BF (C −A,C −B, 1 + C −A−B, 1− t)
= D˜1e
iπAt−AF (A, 1 +A− C, 1 +A−B, t−1) + D˜2eiπBt−BF (B, 1 +B − C, 1 +B −A, t−1),
4Again the values excluded here are recovered by a continuity argument.
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and compute in the same way the values of C˜1, C˜2, B˜1:
C˜1 = H
(β1− γ2 ,β2,β3)
(e
iπγ2
4 µ1,µ2,µ3)
, B˜1 = H
(β1,β2− γ2 ,β3)
(e
iπγ2
4 µ1,e
iπ
γ2
4 µ2,µ3)
, (3.19)
C˜2 = q
Γ(−1 + γβ12 − γ
2
4 )Γ(1 − γβ12 )
Γ(− γ24 )
(
µ1 − µ2eiπ(
γ2
4 −
γβ1
2 )
)
H
(β1+
γ
2 ,β2,β3)
(e
iπγ2
4 µ1,µ2,µ3)
. (3.20)
Then the connection formula (5.105) implies the shift equation (3.11).
3.2 Solving the two-point function
At this point we will postpone computing the boundary three-point function H and focus on determining
shift equations that will completely specify R. Once we have proved the exact formula for R, it will be then
be possible to finish computing H . In a similar way the value of R is also required in the proof of the value
of G in Section 2.
3.2.1 First shift equation on the reflection coefficient
We start again by proving a first shift equation for R(β1, µ1, µ2) restricted to the case where R is defined
probabilistically.
Lemma 3.2. Consider γ ∈ (0, 2), β1 ∈ (γ2 , 2γ ), µ1, µ2 ∈ C such that both pairs (µ1, µ2) and (µ1, e
iπγ2
4 µ2)
both obey the condition of Definition 1.3. Then R(β, µ1, µ2) obeys,
R(β1, µ1, µ2) = −
Γ(−1 + γβ12 − γ
2
4 )Γ(2− γβ12 )
Γ(1− γ24 )
(
µ1 − µ2eiπ
γβ1
2
)
R(β1 +
γ
2
, µ1, e
iπγ2
4 µ2). (3.21)
Similarly for β1 ∈ (0, 2γ − γ2 ) and the same constraint on µ1, µ2 as before,
R(β1 +
γ
2
, µ1, e
iπγ2
4 µ2) = −
Γ(−1 + γβ12 )Γ(2− γβ12 − γ
2
4 )
Γ(1− γ24 )
(
µ1 − µ2e−iπ
γβ1
2
)
R(β1 + γ, µ1, µ2). (3.22)
Proof. The key idea to derive the shift equations for R is to take suitable limits of the shift equations of
Lemma 3.1 to make R appear from H . We will use extensively the Lemma 1.8 of Section 1.3 which provides
this limit. Fix a β1 ∈ (γ2 , 2γ ). Consider two parameters ǫ, η > 0 and set β2 = β1 − ǫ, β3 = β1 − β2 + γ2 + η =
γ
2 + ǫ+ η. Notice that for this parameter choice the three H functions appearing in the shift equation (3.10)
are well-defined. The idea now is to match the poles of (3.10) as η goes to 0 or in other words as β3 goes to
β1 − β2 + γ2 . By applying Lemma 1.8 we get:
lim
β3↓β1−β2+ γ2
(β2 + β3 − β1 − γ
2
)H
(β1,β2− γ2 ,β3)
(µ1,µ2,µ3)
= 2(Q− β1)R(β1, µ1, µ2)
lim
β3↓β1−β2+ γ2
(β2 + β3 − β1 − γ
2
)
Γ(γβ12 − γ
2
4 )Γ(1− γβ22 + γ
2
4 )
Γ(γβ12 + (q − 1)γ
2
4 )Γ(1− γ2β2 − (q − 1)γ
2
4 ))
H
(β1− γ2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,µ3)
= 0
lim
β3↓β1−β2+ γ2
(β2 + β3 − β1 − γ
2
)
[
qΓ(2 + γ
2
4 − γβ12 )Γ(1− γβ22 + γ
2
4 )Γ(−1 + γβ12 − γ
2
4 )Γ(1 − γβ12 )
Γ(1 + qγ
2
4 )Γ(2 − γ2 (β1 + β2)− (q − 2)γ
2
4 ))Γ(− γ
2
4 )
×
(
µ1 − µ2eiπ
γβ1
2
)
H
(β1+
γ
2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,µ3)
]
=
2
γ (Q− β1)Γ(−1 + γβ12 − γ
2
4 )Γ(1− γβ12 )
Γ(− γ24 )
(
µ1 − µ2eiπ
γβ1
2
)
2(
2
γ
− β1)R(β1 + γ
2
, µ1, e
iπγ2
4 µ2).
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This leads to a relation on the reflection coefficient:
R(β1, µ1, µ2) = −
Γ(−1 + γβ12 − γ
2
4 )Γ(2− γβ12 )
Γ(1− γ24 )
(
µ1 − µ2eiπ
γβ1
2
)
R(β1 +
γ
2
, µ1, e
iπγ2
4 µ2). (3.23)
By using the alternative auxiliary function H˜ γ
2
(t) along the same lines we obtain a relation between R(β1+
γ
2 , µ1, e
iπγ2
4 µ2) and R(β1 + γ, µ1, µ2):
R(β1 +
γ
2
, µ1, e
iπγ2
4 µ2) = −
Γ(−1 + γβ12 )Γ(2− γβ12 − γ
2
4 )
Γ(1− γ24 )
(
µ1 − µ2e−iπ
γβ1
2
)
R(β1 + γ, µ1, µ2). (3.24)
Hence this implies the claim of the lemma.
At this point in the proof we need to show R(β1, µ1, µ2) is analytic in β1 in the interval (
γ
2 , Q). For this
we will again take a limit from the first shift equation.
Lemma 3.3. (Analycity of R(β1, µ1, µ2) in β1 and µ1, µ2) For all µ1, µ2 obeying Definition 1.3, the function
β1 7→ R(β1, µ1, µ2) is complex analytic on a complex neighborhood of any compact set K ⊂ (γ2 , Q). For all
β1 ∈ (γ2 , Q), the function (µ1, µ2) 7→ R(β1, µ1, µ2) is complex analytic on any compact set K˜ contained in
the open set of pairs (µ1, µ2) obeying Definition 1.3.
Proof. In the shift equation (3.10), set β1 =
γ
2 + η,
γ
2 < β2 = β3 < Q. We multiply the shift equation (3.10)
by η, exchange µ2 and µ3, and let η → 0+, this yields:
2(Q− β2)R(β2, µ1, µ2) = (Q − β2)
(
R(β2, µ1, µ2) +R(β2, µ1, e
iπγ2
4 µ3)
)
+
2
γ
(
µ1 − µ3eiπ
γ2
4
)
H
(γ,β2,β2)
(µ1,e
iπγ2
4 µ3,µ2)
⇒ R(β2, µ1, µ2) = R(β2,µ1, e
iπγ2
4 µ3) +
2
γ(Q− β2)
(
µ1 − µ3eiπ
γ2
4
)
H
(γ,β2,β2)
(µ1,e
iπγ2
4 µ3,µ2)
. (3.25)
Take µ3 = 0 in the previous equation and fix a compact K ⊂ (γ2 , Q). In our previous work [27] we have
calculated the expression of R(β2, µ1, 0) and it is complex analytic in β2 in a complex neighborhood of K.
By the result of Lemma 5.6 we know the function H
(γ,β2,β2)
(µ1,0,µ2) is also complex analytic in β2 in a complex
neighborhood of K. Therefore the above equation with µ3 = 0 implies the claim of analycity for β2 7→
R(β2, µ1, µ2). The exact same reasoning implies the analycity of (µ1, µ2) 7→ R(β2, µ1, µ2).
3.2.2 OPE with reflection and the reflection principle
We now move to performing the OPE with reflection. We rely extensively on Lemma 5.4 and Lemma 5.5
giving the Taylor expansion using the reflection coefficient. As in Section 2.2 we first use OPE with reflection
for χ = γ2 to obtain the reflection principle.
Lemma 3.4 (Reflection principle for H
(β1,β2,β3)
(µ1,µ2,µ3)). Consider parameters µ1, µ2, µ3, β1, β2, β3 such that β1 ∈
(γ2 , Q) and satisfying the parameter range (1.18) for H
(β1,β2,β3)
(µ1,µ2,µ3) and R(β1, µ1, µ2) to be well-defined. Then
one can meromorphically extend β1 7→ H(β1,β2,β3)(µ1,µ2,µ3) beyond the point β1 = Q by the following relation:
H
(β1,β2,β3)
(µ1,µ2,µ3) = −
Γ(2β1γ − 4γ2 )Γ(β2+β3−β1γ )
Γ(β1+β2+β3−2Qγ )
R(β1, µ1, µ2)H
(2Q−β1,β2,β3)
(µ1,µ2,µ3) . (3.26)
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The quantity H
(2Q−β1,β2,β3)
(µ1,µ2,µ3) is thus well-defined as long as H
(β1,β2,β3)
(µ1,µ2,µ3) and R(β1, µ1, µ2) are well-defined.
Similarly, for (µ1, µ2) satisfying the constraint of Definition 1.3, we can analytically extend β1 7→ R(β1, µ1, µ2)
to the range (γ2 , Q+
2
γ ) thanks to the relation:
R(β1, µ1, µ2)R(2Q− β1, µ1, µ2) = 1
Γ(1− 2(Q−β1)γ )Γ(1 + 2(Q−β1)γ )
. (3.27)
Proof. Throughout the proof we keep the same notations as used in the proof of Lemma 3.1 for the solution
space of the hypergeometric equation satisfied by H γ
2
(t). The first step is to assume β1 ∈ (Q − β0, Q) so
that we can apply the result of Lemma 5.5 and identify the value of C2 to be:
C2 =
2(Q− β1)
γ
Γ( 2γ (β1 −Q))Γ( 2γ (Q − β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− γ2 ,β2,β3)
(µ1,e
iπ
γ2
4 µ2,e
iπγ2
4 µ3)
. (3.28)
The key argument is to observe that since by Lemma 5.6 β1 7→ H γ
2
(t) is complex analytic so is the coefficient
C2. By using this combined with the analycity of R and H , we can extend the range of validity of equation
(3.28) from β1 ∈ (Q − β0, Q) to β1 ∈ ( 2γ , Q). Now equation (3.16) derived in the the proof of Lemma 3.1
gives us an alternative expression for C2, which is valid for β1 ∈ (γ2 , 2γ ). The analycity of β1 7→ C2 in a
complex neighborhood of 2γ then implies that one can “glue” together the two expressions for C2. More
precisely the equality,
2(Q− β1)
γ
Γ( 2γ (β1 −Q))Γ( 2γ (Q − β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− γ2 ,β2,β3)
(µ1,e
iπ
γ2
4 µ2,e
iπγ2
4 µ3)
(3.29)
= q
Γ(−1 + γβ12 − γ
2
4 )Γ(1− γβ12 )
Γ(− γ24 )
(
µ1 − µ2eiπ
γβ1
2
)
H
(β1+
γ
2 ,β2,β3)
(µ1,e
iπγ2
4 µ2,e
iπγ2
4 µ3)
,
provides the desired analytic continuation of H . To land on the form of the reflection equation given in
the lemma one needs to replace β1 by β1 − γ2 . This transforms R(β1, µ1, µ2) into R(β1 − γ2 , µ1, µ2) which
we can shifted back to R(β1, µ1, e
iπγ2
4 µ2) using the shift equation (3.23). Lastly we perform the parameter
replacement e
iπγ2
4 µ2 to µ2 and e
iπγ2
4 µ3 to µ3. Therefore this implies the claim of the reflection principle for
H . The claim for R is then an immediate consequence.
3.2.3 Analytic continuation of H and R
At this stage we will use the shift equations we have derived to analytically continue H and R both in the
parameters βi and µi. The analytic continuations will be defined in a larger range of parameters then the
one require for the GMC expression to be well-defined.
Lemma 3.5. (Analytic continuation of H
(β1,β2,β3)
(µ1,µ2,µ3)) Fix µ1, µ2, µ3 obeying the condition of Definition 1.3.
Then the function (β1, β2, β3) 7→ H(β1,β2,β3)(µ1,µ2,µ3) originally defined in the parameter range given by (1.18) extends
to a meromorphic function of the three variables in a small complex neighborhood of R3. Now fix β1, β2, β3
in this complex neighborhood of R3 and write µi := e
iπγ(σi−Q2 ) with the convention that Re(σi) = Q2 when
µi > 0. The function
(σ1, σ2, σ3) 7→ H(β1,β2,β3)
(eiπγ(σ1−
Q
2
),eiπγ(σ2−
Q
2
),eiπγ(σ3−
Q
2
))
(3.30)
then extends to a meromorphic function of C3.
Proof. We first work at fixed µ1, µ2, µ3 obeying the constraint of Definition 1.3 and perform the analytic
continuation in the parameters β1, β2, β3. First notice that for any triple (µ1, µ2, µ3) obeying Definition
1.3, then either (µ1, e
iπγ2
4 µ2, µ3) or (µ1, e
− iπγ24 µ2, µ3) can be obtained by turning µ2 without crossing
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the branch (−∞, 0) and is such that it obeys Definition 1.3. Let us assume that the triple satisfying
this is (µ1, e
− iπγ24 µ2, µ3). Then in the shift equation (3.10) one can choose the parameters β1, β2, β3 such
H
(β1,β2−γ2 ,β3)
(µ1,e
− iπγ2
4 µ2,µ3)
is defined probabilistically and that out of the two remaining terms,
H
(β1+
γ
2 ,β2,β3)
(µ1,µ2,µ3)
and H
(β1− γ2 ,β2,β3)
(µ1,µ2,µ3)
,
one of them is defined probabilistically and the other has parameters β1, β2, β3 that do not obey (1.18). The
shift equation thus provides of definition of the third term. By using Lemma 5.6 giving the analycity ofH in a
complex neighborhood of the domain where it is defined probabilistically combined with the iteration of the
above procedure provides a meromorphic extension of (β1, β2, β3) 7→ H(β1,β2,β3)(µ1,µ2,µ3) in a complex neighborhood
of R3. The location of the poles of the meromorphic extension are prescribed by the shift equation.
Now we move to the analytic continuation in the µi. We rewrite these parameters as µi := e
iπγ(σi−Q2 )
with the convention that Re(σi) =
Q
2 when µi > 0. Then one can analytic continue H in the parameters σi
to a meromorphic function of C3 by using again the shift equations of Lemma 3.1. As a concrete example,
for µ1, µ2, µ3 ∈ (0,∞), in order to define H(β1,β2−
2
γ ,β3)
(µ1,e−iπµ2,µ3)
, one can express it using the first shift equation of
Lemma 3.1 in terms of:
H
(β1− γ2 ,β2+ γ2− 2γ ,β3)
(µ1,e
iπ(
γ2
4
−1)µ2,µ3)
, and H
(β1+
γ
2 ,β2+
γ
2− 2γ ,β3)
(µ1,e
iπ(
γ2
4
−1)µ2,µ3)
.
The µi appearing above are now obeying the constraint of Definition 1.3, and therefore the H functions are
well-defined. The poles of H as a function of the σi are again prescribed by the shift equations.
Lemma 3.6. (Analytic continuation of R(β1, µ1, µ2)) For all µ1, µ2 obeying the constraint of Definition
1.3, the function β1 7→ R(β1, µ1, µ2) originally defined on the interval (γ2 , Q) extends to a meromorphic
function defined in a complex neighborhood of R and satisfying the shift equation:
R(β1, µ1, µ2) = −
Γ(−1 + γβ12 − γ
2
4 )Γ(2− γβ12 − γ
2
4 )
Γ(1− γ24 )2
π
sin(π γβ12 )
∣∣∣µ1 − µ2eiπ γβ12 ∣∣∣2R(β1 + γ, µ1, µ2). (3.31)
Furthermore, for a fixed β1 in the above complex neighborhood of R, the function R(β1, e
iπγ(σ1−Q2 ), eiπγ(σ2−
Q
2 ))
extends to a meromorphic function of (σ1, σ2) on C
2.
Proof. β1 7→ R(β1, µ1, µ2) is originally defined on an interval of size 2γ , but using (3.27) we can analytically
extended its definition to an interval of size 4γ , i.e. the interval β1 ∈ (γ2 , Q + 2γ ). This gives us a large
enough interval to successively apply both shift equations of Lemma 3.2 to extend β1 7→ R(β1, µ1, µ2) to
a meromorphic function defined in a complex neighborhood of the real line and to get the shift equation
stated above. The analytic continuation in (σ1, σ2) follows the exact same steps as for H.
3.2.4 Second shift equation on the reflection coefficient
Finally we will derive the second shift on R(β1, µ1, µ2) that will completely specify its value.
Lemma 3.7. (Second shift equation for R(β1, µ1, µ2)). For all µ1, µ2 obeying the constraint of Definition
1.3, the meromorphic function β1 7→ R(β1, µ1, µ2) defined in a complex neighborhood of R satisfies the
following shift equation:
R(β, µ1, µ2) =
(2π)
8
γ2
γ2(Q − β)(γ2 − β)
1
Γ(1− γ24 )
8
γ2 sin(π 2βγ ) sin(π(
2β
γ +
4
γ2 ))
∣∣∣∣µ 4γ21 − µ 4γ22 eiπ 2βγ
∣∣∣∣
2
R(β +
4
γ
, µ1, µ2).
(3.32)
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Proof. We are now working exclusively with the choice χ = 2γ . There will be several steps that will suc-
cessively require to choose different ranges of parameters. We first place ourselves in the following range of
parameters:
t ∈ H, ǫ ∈ (0, β0), β1 = β2 = Q− ǫ, β3 = 2
γ
+ ǫ µ1 ∈ (0,+∞), µ2, µ3 ∈ (−∞, 0). (3.33)
In the above ǫ is chosen small enough, smaller than the constant β0 require to apply Lemma 5.4. Notice also
that in this range q < 4γ2 ∧mini 2γ (Q − βi). Furthermore in the above the choice of µi is such that we can
apply Proposition 4.3 giving that H 2
γ
(t) obeys the hypergeometric equation. We can thus expand H 2
γ
(t) on
the basis,
H γ
2
(t) = C1F (A,B,C, t) + C2t
1−CF (1 +A− C, 1 +B − C, 2 − C, t) (3.34)
= B1F (A,B, 1 +A+B − C, 1 − t) +B2(1− t)C−A−BF (C −A,C −B, 1 + C −A−B, 1− t)
= D1e
iπAt−AF (A, 1 +A− C, 1 +A−B, t−1) +D2eiπBt−BF (B, 1 +B − C, 1 +B −A, t−1),
where again C1, C2, B1, B2, D1, D2 are parametrizing the solution space around the points 0, 1, and ∞. As
before by sending t to 0 and to 1 one obtains:
C1 = H 2
γ
(0) = H
(β1− 2γ ,β2,β3)
(µ1,eiπµ2,eiπµ3)
, B1 = H 2
γ
(1) = H
(β1,β2− 2γ ,β3)
(µ1,µ2,eiπµ3)
. (3.35)
Let us make some comments on the values of the µi appearing in C1 and B1. For C1 since µ2, µ3 are
negative, µ1, e
iπµ2, e
iπµ3 are all positive numbers and the function H appearing is thus well-defined as a
GMC quantity. For B1 now µ1 and e
iπµ3 are positive while µ2 is negative, so we are no longer under the
constraint of Definition 1.3, but rather in a limiting case. Since the moment of the GMC of the H appearing
in B1 is positive, i.e. the moment is equal to
ǫ
γ , we can still make sense of this GMC by a simple continuity
argument. Since the condition required for Lemma 5.4, β1 ∈ (Q − β0, Q), is satisfied one then derives:
C2 =
2(Q− β1)
γ
Γ( 2γ (β1 −Q))Γ( 2γ (Q− β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− 2γ ,β2,β3)
(µ1,eiπµ2,eiπµ3)
. (3.36)
Now we write the connection formula (5.105) linking C1, B1, C2, setting χ =
2
γ in the equation below:
B1 =
Γ(χ(β1 − χ))Γ(1 − χβ2 + χ2)
Γ(χ(β1 − χ+ q γ2 )Γ(1 − χβ2 + χ2 − q γχ2 )
C1 +
Γ(2− χβ1 + χ2)Γ(1 − χβ2 + χ2)
Γ(1 + qγχ2 )Γ(2− χ(β1 + β2 − 2χ+ q γ2 ))
C2. (3.37)
In the range of parameters we have been working with, all three constants C1, B1, C2 are well-defined
probabilistic quantities through a function H . But now by analytic continuation of Lemma 3.5 we can view
the above identity as an identity of the analytic function H . By repeating the above strategy in the range
of parameters,
t ∈ H, ǫ ∈ (0, β0), β1 = β2 = Q− ǫ, β3 = 2
γ
+ ǫ µ1, µ2 ∈ (0,+∞), µ3 ∈ (−∞, 0), (3.38)
one can identify B1, B2, C1. Then again we can write the connection formula (5.105) linking B1, B2, C1
and extend the identity to an identity of analytic functions. We can proceed similarly for all the triples
(B1, B2, D1), (B1, D1, D2), (C1, C2, D1), and (C1, D1, D2). At the level of analytic functions, the values of
these remaining constants are as follows:
D1 = H
(β1,β2,β3− 2γ )
(eiπµ1,eiπµ2,eiπµ3)
, (3.39)
B2 =
2(Q− β2)
γ
Γ( 2γ (β2 −Q))Γ( 2γ (Q − β2)− q)
Γ(−q) R(β2, e
iπµ2, e
iπµ3)H
(β1,2Q−β2− 2γ ,β3)
(µ1,µ2,eiπµ3)
, (3.40)
D2 =
2(Q− β3)
γ
Γ( 2γ (β3 −Q))Γ( 2γ (Q − β3)− q)
Γ(−q) R(β3, µ1, e
iπµ3)H
(β1,β2,2Q−β3− 2γ )
(eiπµ1,eiπµ2,eiπµ3)
. (3.41)
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We now know that the analytic function H appears in all the constants C1, C2, B1, B2, D1, D2 and is
related to the probabilistic definition of H in the appropriate range of parameters. With this at hand we
apply the connection formulas coming from the hypergeometric equation in the following way. We use the
relation (5.105) expressing B2 in terms of C1 and C2, as well as
D2 =
Γ(C)Γ(A −B)
Γ(A)Γ(C −B)C1 + e
iπ(1−C) Γ(2 − C)Γ(A−B)
Γ(1−B)Γ(A− C + 1)C2 (3.42)
coming from (5.104) to eliminate C1 and obtain the following relation:
Γ(B)
Γ(A+B − C)B2 −
Γ(C −B)
Γ(A−B)D2 =
Γ(2− C)
Γ(A− C + 1)
(
Γ(B)
Γ(B − C + 1) −
eiπ(1−C)Γ(C −B)
Γ(1−B)
)
C2. (3.43)
Let us now take β1 = β ∈ (γ2 , 2γ ), β2 = γ2 + η, β3 = Q − β, µ3 = 0 and study the asymptotic as η → 0. In
this case,
q =
4
γ2
− η
γ
, A = − 4
γ2
+
η
γ
, B =
2β
γ
− 4
γ2
+
η
γ
, C =
2β
γ
− 4
γ2
, (3.44)
and
lim
η→0
ηD2 = −2( 2
γ
− β)
Γ(2βγ − 4γ2 )Γ(1− 2βγ )
Γ(− 4γ2 )
R(Q− β, µ1, 0)R(β + γ
2
, eiπµ1, 0), (3.45)
lim
η→0
ηC2 = −2(β − γ
2
)
Γ(2βγ − 4γ2 )Γ(1− 2βγ )
Γ(− 4γ2 )
R(β, µ1, µ2)R(2Q− β − 2
γ
, µ1, e
iπµ2), (3.46)
lim
η→0
η2B2 = − 8
γ
lim
η→0
ηR(
γ
2
+ η, eiπµ2, 0). (3.47)
To obtain the above limits one simply needs to apply Lemma 1.8, but there is again a subtlety coming from
the fact that the µi appearing above do not strictly obey the condition of Definition 1.3 and our proof of
Lemma 1.8 does not cover this case. But to remedy this, one can simply apply again the shift equations
of Lemma 3.1 to rotate the µi that is on the line (−∞, 0). Then it is possible to obtain R from H using
Lemma 1.8 and finally one can rotate back the µi to its original value by using Lemma 3.2. In the limit of
B2 we also use a limit calculated in [15]:
lim
η→0
H
(β,Q−η,Q−β)
(µ1,µ2,0) = 2. (3.48)
The moment of the GMC defining H in this limit is ηγ and tends to 0, this gives a contribution 1 to the
limit. But in this case there is also a concentration behavior at the insertion with parameter Q − η, this
adds 1 to the final limit.
We will need the result from the interval case [27] where we have found the reflection coefficient R
∂
1 (α)
with one of the µi set to 0:
R(α, 1, 0) = R
∂
1 (α) =
(2π)
2
γ (Q−α)− 12 ( 2γ )
γ
2 (Q−α)− 12
(Q − α)Γ(1− γ24 )
2
γ (Q−α)
Γ γ
2
(α− γ2 )
Γ γ
2
(Q− α) . (3.49)
24
The rest of the proof is now direct algebraic computations. Together with (3.27) we have:
lim
η→0
ηD2 = −2( 2
γ
− β)µ
4
γ2
1
Γ(2βγ − 4γ2 )Γ(1− 2βγ )
Γ(− 4γ2 )
e
iπ( 4
γ2
− 2βγ )
Γ(1− 2βγ )Γ(1 + 2βγ )
R(β + γ2 , 1, 0)
R(β +Q, 1, 0)
,
=
4
γ
(2π)
4
γ2
−1
µ
4
γ2
1 e
iπ( 4
γ2
− 2βγ ) Γ(
2β
γ − 4γ2 )Γ(− 2βγ )
Γ(− 4γ2 )Γ(1− γ
2
4 )
4
γ2
, (3.50)
lim
η→0
ηC2 = γ
Γ(2βγ − 4γ2 )
Γ(− 4γ2 )Γ(2βγ )
R(β, µ1, µ2)
R(β + 2γ , µ1, e
iπµ2)
, (3.51)
lim
η→0
η2B2 = −4(2π)
4
γ2
−1
µ
4
γ2
2 e
iπ 4
γ2
1
Γ(1− γ24 )
4
γ2
. (3.52)
Putting all these into (3.43), we get:
4(2π)
4
γ2
−1
e
iπ 4
γ2
Γ(2βγ − 4γ2 )
Γ(− 4γ2 )Γ(1 − γ
2
4 )
4
γ2
(µ
4
γ2
1 e
−iπ 2βγ − µ
4
γ2
2 ) (3.53)
= −2γ(Q− β)eiπ(−
2β
γ +
4
γ2
) Γ(
2β
γ − 4γ2 )
Γ(− 4γ2 )Γ(2βγ )Γ(1 − 2βγ )
R(β, µ1, µ2)
R(β + 2γ , µ1, e
iπµ2)
.
After simplification:
R(β, µ1, µ2)
R(β + 2γ , µ1, e
iπµ2)
= − 2
γ(Q− β) (2π)
4
γ2
−1Γ(
2β
γ )Γ(1 − 2βγ )
Γ(1− γ24 )
4
γ2
(µ
4
γ2
1 − µ
4
γ2
2 e
iπ 2βγ ). (3.54)
Similarly by working with auxiliary function H˜χ(t) yields the shift equation:
R(β + 2γ , µ1, e
iπµ2)
R(β + 4γ , µ1, µ2)
= − 2
γ(γ2 − β)
(2π)
4
γ2
−1Γ(
2β
γ +
4
γ2 )Γ(1− 2βγ − 4γ2 )
Γ(1− γ24 )
4
γ2
(µ
4
γ2
1 − µ
4
γ2
2 e
−iπ 2βγ ). (3.55)
Hence we arrive at (3.31).
3.2.5 Solution of the shift equation on R
Proof of Theorem 1.7, equation (1.27). We introduce σ1, σ2 defined through the relation µi := e
iπγ(σi−Q2 )
with the convention that for positive µi one has Re(σi) =
Q
2 . We can thus write for χ =
γ
2 or
2
γ that:∣∣∣∣µ 2χγ1 − µ 2χγ2 eiπχβ
∣∣∣∣
2
= 4e2iπχ(σ1+σ2−Q) sin
(πχ
2
(β + 2(σ1 − σ2))
)
sin
(πχ
2
(β + 2(σ2 − σ1))
)
. (3.56)
One can then rewrite the two shift equations under the following form,
R(β, µ1, µ2)
R(β + γ, µ1, µ2)
=− Γ(−1 +
γβ
2 − γ
2
4 )Γ(2− γβ2 − γ
2
4 )
Γ(1− γ24 )2
π
sin(π γβ2 )
(3.57)
× 4eiπγ(σ1+σ2−Q) sin
(πγ
4
(β + 2(σ1 − σ2))
)
sin
(πγ
4
(β + 2(σ2 − σ1))
)
,
R(β, µ1, µ2)
R(β + 4γ , µ1, µ2)
=
(2π)
8
γ2
γ2(Q − β)(γ2 − β)
1
Γ(1− γ24 )
8
γ2 sin(π 2βγ ) sin(π(
2β
γ +
4
γ2 ))
(3.58)
× 4e 4iπγ (σ1+σ2−Q) sin
(
π
γ
(β + 2(σ1 − σ2))
)
sin
(
π
γ
(β + 2(σ2 − σ1))
)
.
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These two shift equation completely specify the function R(β, µ1, µ2) as a function of the parameter β up
to one value. Since we know that R(Q,µ1, µ2) = 1, the function R is thus uniquely specified and can be
identified to be the function written in equation (1.27) since it obeys the same shift equations and has the
same value at β = Q.
3.3 Solving the three-point function
With the value of R completely specified, we complete the proof of the expression for H . The first step is
to derive the additional shift equation in 2γ .
3.3.1 The shift equations for H
Proposition 3.8 (Shift equations for H
(β1,β2,β3)
(µ1,µ2,µ3)). Let χ =
γ
2 or
2
γ . We have the following functional
equations for H
(β1,β2,β3)
(µ1,µ2,µ3), viewed as a meromorphic function of all of its parameters,
H
(β1,β2−χ,β3)
(µ1,µ2,µ3) =
Γ(χ(β1 − χ))Γ(1 − χβ2 + χ2)
Γ(χ(β1 − χ+ q γ2 ))Γ(1 − χβ2 + χ2 − q γχ2 )
H
(β1−χ,β2,β3)
(µ1,e
iπγχ
2 µ2,µ3)
(3.59)
− χ
2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
πΓ(−q + 2χγ )Γ(1 − χβ1)Γ(1− χβ2 + χ2)(µ
2χ
γ
1 − µ
2χ
γ
2 e
2iπχβ1)
sin(πχ(β1 − χ))Γ(−q)Γ(1 + qγχ2 )Γ(2 − χ(β1 + β2 − 2χ+ q γ2 ))
H
(β1+χ,β2,β3)
(µ1,e
iπγχ
2 µ2,µ3)
,
and:
χ2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
Γ(−q + 2χγ )Γ(1− χβ2)
Γ(−q) (µ
2χ
γ
3 − µ
2χ
γ
2 e
iπχβ2)H
(β1,β2+χ,β3)
(µ1,e
iπ
γχ
2 µ2,µ3)
(3.60)
=
Γ(χ(β1 − χ))
Γ(−q γχ2 )Γ(−1 + χ(β1 + β2 − 2χ+ q γ2 ))
H
(β1−χ,β2,β3)
(µ1,µ2,µ3)
+
χ2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
Γ(2− χβ1 + χ2)Γ(−q + 2χγ )Γ(1− χβ1)Γ(χ(β1 −Q))
Γ(−q)Γ(1− χ(β1 − χ+ q γ2 )Γ(χβ2 − χ2 + q γχ2 )
(µ
2χ
γ
1 − µ
2χ
γ
2 e
iπχ(χ−β1))H
(β1+χ,β2,β3)
(µ1,µ2,µ3) .
Proof. These shift equations all come from applying (5.105). The first comes from the relation,
B1 =
Γ(χ(β1 − χ))Γ(1 − χβ2 + χ2)
Γ(χ(β1 − χ+ q γ2 )Γ(1 − χβ2 + χ2 − q γχ2 )
C1 +
Γ(2− χβ1 + χ2)Γ(1 − χβ2 + χ2)
Γ(1 + qγχ2 )Γ(2− χ(β1 + β2 − 2χ+ q γ2 ))
C2, (3.61)
and the second can be deduced by replacing β1 by β1 +
γ
2 in the following relation:
B˜2 =
Γ(χ(β1 − χ))Γ(−1 + χβ2 − χ2)
Γ(−q γχ2 )Γ(−1 + χ(β1 + β2 − 2χ+ q γ2 ))
C˜1 +
Γ(2− χβ1 + χ2)Γ(−1 + χβ2 − χ2)
Γ(1− χ(β1 − χ+ q γ2 )Γ(χβ2 − χ2 + q γχ2 )
C˜2. (3.62)
The case of interest χ = 2γ requires a little bit more effort then for deriving the χ =
γ
2 shift equa-
tions. For instance the expression of C2 is expressed as R(β1, µ1, µ2)H
(2Q−β1− 2γ ,β2,β3)
(µ1,eiπµ2,eiπµ3)
. To transform it
into H
(β1+
2
γ ,β2,β3)
(µ1,eiπµ2,eiπµ3)
we will need to apply the shift equation of R(β1,µ1,µ2)
R(β1+
2
γ ,µ1,e
iπµ2)
and then the reflection
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principle of Lemma 3.4. The same strategy has to be applied to C˜2 and B˜2. This allows us to write:
C2 =
χ2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
Γ(−q + 2χγ )Γ(1 − χβ1)Γ(χ(β1 −Q))
Γ(−q) (µ
2χ
γ
1 − µ
2χ
γ
2 e
iπχβ1)H
(β1+χ,β2,β3)
(µ1,e
iπ
γχ
2 µ2,e
iπ
γχ
2 µ3)
, (3.63)
C˜2 =
χ2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
Γ(−q + 2χγ )Γ(1 − χβ1)Γ(χ(β1 −Q))
Γ(−q) (µ
2χ
γ
1 − µ
2χ
γ
2 e
iπχ(χ−β1))H
(β1+χ,β2,β3)
(eiπ
γχ
2 µ1,µ2,µ3)
, (3.64)
B˜2 =
χ2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
Γ(−q + 2χγ )Γ(1 − χβ2)Γ(χ(β2 −Q))
Γ(−q) (µ
2χ
γ
3 − µ
2χ
γ
2 e
iπχβ2)H
(β1,β2+χ,β3)
(eiπ
γχ
2 µ1,e
iπ
γχ
2 µ2,µ3)
. (3.65)
Putting all these into the crossing relation proves the shift equations stated in the proposition.
3.3.2 The exact formula IPT satisfies the shift equations and the reflection principle
Take again µi := e
iπγ(σi−Q2 ) with the convention that Re(σi) = Q2 when µi > 0. Recall also that β =
β1 + β2 + β3.
To show that H is equal to the exact formula IPT given by (1.24), there are three steps that remain to be
shown. 1) The function IPT satisfies the shift equations of Lemma 3.8. 2) A solution of the shift equations
of Lemma 3.8 is completely specified up to one global constant. 3) IPT and H are equal at one particular
value of parameters. In the following we successively show these three claims. We introduce the following
notation:
IPT
(
β1, β2, β3
σ1, σ2, σ3
)
:=
∫ i∞
−i∞
ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(r)dr. (3.66)
Lets start by showing the lemma:
Lemma 3.9. The function IPT
(
β1, β2, β3
σ1, σ2, σ3
)
satisfies the shift equations satisfied by H.
Proof. Checking that IPT satisfies the shift equations of Lemma 3.8 is equivalent to is equivalent to checking
the following shift equations,
H
(β1,β2,β3)
(µ1,µ2,µ3) =
Γ(χ(β1 − χ))Γ(1 − χβ2)
Γ(1− χ(β2 + β3 − β1))Γ(χ2 (β1 + β3 − β2 − 2χ))
H
(β1−χ,β2+χ,β3)
(µ1,e
iπ
γχ
2 µ2,µ3)
(3.67)
− χ
2(2π)
2χ
γ −1
Γ(1 − γ24 )
2χ
γ
πΓ( 1γ (β − 2χ))Γ(1 − χβ1)Γ(1− χβ2)2ieiπχ(
β1
2 −χ+σ1+σ2) sin(πχ(β12 − σ1 + σ2))
sin(πχ(β1 − χ))Γ( 1γ (β − 2Q))Γ(1 + χ(Q− β2 ))Γ(1 − χ2 (β1 + β2 − β3))
H
(β1+χ,β2+χ,β3)
(µ1,e
iπ
γχ
2 µ2,µ3)
,
and:
χ2(2π)
2χ
γ
−1
Γ(1− γ24 )
2χ
γ
Γ( 1γ (β − 2χ))Γ(1 − χβ2)
Γ( 1γ (β − 2Q))
2iei
πγ
2 (
β2
2 −χ+σ2+σ3) sin(πχ(
β2
2
+ σ2 − σ3))H(β1+χ,β2+χ,β3)
(µ1,e
iπ
γχ
2 µ2,µ3)
(3.68)
=
Γ(χβ1)
Γ(χ2 (β − 2Q))Γ(χ2 (β1 + β2 − β3))
H
(β1,β2,β3)
(µ1,µ2,µ3) −
χ2(2π)
2χ
γ −1
Γ(1− γ24 )
2χ
γ
πΓ( 1γ (β − 2χ))Γ(1 − χβ1 − χ2))
sin(πχβ1)Γ(
1
γ (β − 2Q))
× 2ie
iπχ(−β12 −χ+σ1+σ2) sin(πχ(−β12 − σ1 + σ2))
Γ(χ2 (β2 + β3 − β1 − 2χ))Γ(1− χ2 (β1 + β3 − β2))
H
(β1+2χ,β2,β3)
(µ1,µ2,µ3) .
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We calculate the ratios of the integrands,
ϕ
(β1−χ,β2+χ,β3)
(σ1,σ2+
χ
2 ,σ3)
(s)
ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(s)
=
Γ(χ2 (β1 + β3 − β2 − 2χ))Γ(1− χ2 (β2 + β3 − β1))Γ(1 − χβ1 + χ2)
πΓ(1− χβ2) (3.69)
× sin(πχ(β1
2
− χ+ σ1 − σ2))
sin(πχ(−β12 + β22 + σ1 − σ3 − s))
sin(πχ(β22 + σ2 − σ3 − s))
,
ϕ
(β1+χ,β2+χ,β3)
(σ1,σ2+
χ
2 ,σ3)
(s)
ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(s)
=−
Γ(1− γ24 )
2χ
γ Γ( 1γ (β − 2Q))Γ(1 + χ(Q − β2 ))Γ(1 − χ2 (β1 + β2 − β3))ieiπχ(Q−
β1
2 −σ1−σ2)
χ2(2π)
2χ
γ Γ( 1γ (β − 2χ))Γ(1 − χβ1)Γ(1− χβ2)
× sin(πχ(
β1
2 +
β2
2 − χ+ σ1 − σ3 − s))
sin(πχ(β22 + σ2 − σ3 − s))
. (3.70)
If we plug IPT into equation (3.67) and regroup terms on one side, we will get:
∫ i∞
−i∞
dr ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(r)
[
sin(πχ(β12 − χ+ σ1 − σ2)) sin(πχ(−β12 + β22 + σ1 − σ3 − r))
sin(πχ(β1 − χ)) sin(πχ(β22 + σ2 − σ3 − r))
− 1 (3.71)
+
sin(πχ(β12 − σ1 + σ2)) sin(πχ(β12 + β22 − χ+ σ1 − σ3 − r))
sin(πχ(β1 − χ)) sin(πχ(β22 + σ2 − σ3 − r))
]
.
We can verify with some algebra that the integrand of the above integral equals 0, hence IPT satisfies (3.67).
To check the second shift equation, we will need additionally the ratio:
ϕ
(β1+2χ,β2,β3)
(σ1,σ2,σ3)
(r)
ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(r)
=−
πΓ(1− γ24 )
2χ
γ Γ( 1γ (β − 2Q))Γ(1 + χ(Q− β2 ))Γ(1− χ2 (β1 + β2 − β3))
χ2(2π)
2χ
γ Γ( 1γ (β − 2χ))Γ(χ2 (β1 + β3 − β2))Γ(1 − χ2 (β2 + β3 − β1 − 2χ))
(3.72)
ieiπχ(Q−
β1
2 −σ1−σ2) sin(πχ(β12 +
β2
2 − χ+ σ1 − σ3 − r))
Γ(1− χβ1 − χ2)Γ(1− χβ1) sin(πχ(β12 + σ1 − σ2)) sin(πχ(β12 − β22 + χ+ σ3 − σ1 + r))
.
If we plug IPT into equation (3.68) and regroup things on one side, we will get:
Γ(χβ1)
Γ(χ2 (β − 2Q))Γ(χ2 (β1 + β2 − β3))
∫ i∞
−i∞
dr ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(r)
[
sin(πχβ1) sin(πχ(
β2
2 + σ2 − σ3))eiπχ(−
β1
2 +
β2
2 −σ1+σ3)
sin(πχ(β2 − χ)) sin(πχ2 (β1 + β2 − β3))
sin(πχ(β12 +
β2
2 − χ+ σ1 − σ3 − r))
sin(πχ(β22 + σ2 − σ3 − r))
−1 + sin(
πχ
2 (β1 + β3 − β2)) sin(πχ2 (β2 + β3 − β1 − 2χ))e−iπχβ1
sin(πχ(β2 − χ)) sin(πχ2 (β1 + β2 − β3))
sin(πχ(β12 +
β2
2 − χ+ σ1 − σ3 − r))
sin(πχ(β12 − β22 + χ+ σ3 − σ1 + r))
]
.
After some algebra we will be able to write it in the form,
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Γ(χβ1)
Γ(χ2 (β − 2Q))Γ(χ2 (β1 + β2 − β3))
sin(πχβ1)e
iπχ(− β12 −
β2
2 +χ−σ1+σ3)
sin(πχ(β2 − χ)) sin(πχ2 (β1 + β2 − β3))
∫ i∞
−i∞
dr ϕ
(β1,β2,β3)
(σ1,σ2,σ3)
(r)eiπχr
[
sin(πχ(β12 +
β2
2 − χ+ σ1 − σ3 − r)) sin(πχr)
sin(πχ(β22 + σ2 − σ3 − r))
eiπχ(
β2
2 −χ−σ2+σ3)
+
sin(πχ(β32 − σ1 + σ3 + r)) sin(πχ(β32 − χ+ σ1 − σ3 − r))
sin(πχ(β12 − β22 + χ+ σ3 − σ1 + r))
]
=
Γ(χβ1)
Γ(χ2 (β − 2Q))Γ(χ2 (β1 + β2 − β3))
sin(πχβ1)e
iπχ(− β12 −
β2
2 +χ−σ1+σ3)
sin(πχ(β2 − χ)) sin(πχ2 (β1 + β2 − β3))
× 1
2
∫ i∞
−i∞
ds (T−χ − 1)ϕ(β1,β2,β3)(σ1,σ2+χ,σ3+χ)(s)e
iπχr ,
where T−χf(r) = f(r−χ) for any function f . The integral term should be understood as a contour integral
and it equals 0 thanks to Cauchy’s theorem.
Next we move on to showing:
Lemma 3.10. The function IPT satisfies the following two properties,
IPT
(
2Q− β2 − β3, β2, β3
σ1, σ2, σ3
)
= 1, (3.73)
and the reflection principle of Lemma 3.4.
Proof. It is rather direct to observe that it satisfies the reflection principle, since the integrand of the
Barnes type integral is not changed when applying the transform β1 → 2Q − β1. The rest is an easy
algebra using the shift equations of Γ γ
2
and S γ
2
. To see the special value at β1 = 2Q − β2 − β3 equals 1,
we will need to apply the residue theorem. When β1 approaches 2Q− β2 − β3 from the right hand side, we
have a preceding term 1
Γ( β−2Qγ )
that goes to 0. Additionally in the Barnes type integral, the two poles at
r = −(β32 + σ3 − σ1) and r = −(Q − β12 − β22 + σ3 − σ1) will collapse. To extract the divergent term that
can be compensated with the preceding term, we can slightly modify the contour to let it go from the right
hand side of r = −(Q− β12 − β22 +σ3−σ1), this allows us to pick up the divergent term by residue theorem:∫ i∞
−i∞
S γ
2
(Q− β22 + σ3 − σ2 + r)S γ2 (
β3
2 + σ3 − σ1 + r)S γ2 (Q−
β3
2 + σ3 − σ1 + r)
S γ
2
(Q + β12 − β22 + σ3 − σ1 + r)S γ2 (2Q−
β1
2 − β22 + σ3 − σ1 + r)S γ2 (Q+ r)
eiπ(−
β2
2 +σ2−σ3)r dr
i
β1→2Q−β2−β3∼ 1
2π(β2 −Q)
S γ
2
(β12 + σ1 − σ2)S γ2 (Q− β3)
S γ
2
(β1)S γ
2
(Q− β32 + σ1 − σ3)
eiπ(
β2
2 −σ2+σ3)(
β3
2 +σ3−σ1)
We can check that when β1 → 2Q− β2 − β3, the preceding term is equivalent to
2π(
β
2
−Q)S γ
2
(β1)S γ
2
(β3)
e−iπ(
β2
2 −σ2+σ3)(
β3
2 +σ3−σ1)
S γ
2
(β12 + σ1 − σ2)S γ2 (
β3
2 + σ3 − σ1)
(3.74)
This proves that IPT
(
2Q− β2 − β3, β2, β3
σ1, σ2, σ3
)
= 1.
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3.3.3 Uniqueness of the shift equations on H
We will now finish the proof of Theorem 1.7.
Proof of Theorem 1.7, equation (1.28). The information to extract from (3.59) and (3.60) is that we have a
three term shift equation on β1. If we fix the parameters β2, β3, µ1, µ2, µ3, then we know that β1 7→ H(β1,β2,β3)(µ1,µ2,µ3)
is a solution to the following shift equations (here we denote χ = γ2 or
2
γ ):
(A2χ(x)T2χ +B2χ(x) + C2χ(x)T−2χ)g(x) = 0, (3.75)
with Tag(x) = g(x+ a). Note that we have analytically extended the domain of definition for H
(β1,β2,β3)
(µ1,µ2,µ3)
to
all values of β1 ∈ R. If we further impose that g satisfies the reflection principle, i.e.
g(x) = −
Γ(1− 2(Q−x)γ )Γ(β2+β3−xγ )R(x, µ1, µ2)
Γ(x+β2+β3−2Qγ )
g(2Q− x) =: S(x)g(2Q− x), (3.76)
it can be shown that the dimension of the solution space is at most 1.
In fact suppose that g is a solution to the system of equations (3.75) and (3.76). The equation (3.75)
with χ = γ2 tells that g is characterized by its values in [Q − γ,Q + γ]. Together with (3.76), g can be
characterized by its values in [Q−γ,Q). Since we already know a solution IPT to this system, we can define
c1 a γ-periodic function by
c1(x) =
g(x)
IPT (x)
, x ∈ [Q− γ,Q). (3.77)
Then it is easy to see that c1(x)IPT (x) is still a solution to
(Aγ(x)Tγ +Bγ(x) + Cγ(x)T−γ)g(x) = 0, (3.78)
and it has the same value as g(x) on the interval [Q − γ,Q), hence we should have g(x) = c1(x)IPT (x)
for x ∈ R. In the same manner we can show that there exists a 4γ -periodic function c2(x) such that
g(x) = c2(x)IPT (x) for x ∈ R. Indeed we should have c1(x) = c2(x) which is γ-periodic and 4γ -periodic.
This implies that g(x) = cIPT (x) with c a constant and that the solution space is of dimension 1. We can fix
the constant c to be 1 with the special value g(2Q−β2−β3) = 1. This proves uniqueness of the solution. We
prove in the following that IPT indeed satisfies the reflection principle and IPT
(
2Q− β2 − β3, β2, β3
σ1, σ2, σ3
)
= 1.
3.3.4 Consistency with the interval GMC
Finally we include here the consistency check that our formula matches the one of [27]. To check that the
result is coherent with the interval case, we look at the limit when Im(σ1), Im(σ3) → +∞ and σ2 = Q2
and use the asymptotic of S γ
2
function provided in the appendix. First let us do a change of variable
r → r − β32 + σ1 − σ3, the Barnes type integral will become∫ i∞
−i∞
S γ
2
(Q− β22 − β32 + σ1 − σ2 + r)S γ2 (r)S γ2 (Q − β3 + r)eiπ(−
β2
2 +σ2−σ3)(−
β3
2 +σ1−σ3)
S γ
2
(Q + β12 − β22 − β32 + r)S γ2 (2Q−
β
2 + r)S γ2 (Q−
β3
2 + σ1 − σ3 + s)
eiπ(−
β2
2 +σ2−σ3)r dr
i
.
(3.79)
We send Im(σ1)→ +∞ and do the change r→ −r:
eiπ(−
β2
2 +σ2−σ3)(−
β3
2 +σ1−σ3)ei
π
2 (−(Q−
β2
2 −
β3
2 +σ1−σ2)(−
β2
2 −
β3
2 +σ1−σ2)+(Q−
β3
2 +σ1−σ3)(−
β3
2 +σ1−σ3))
×
∫ i∞
−i∞
S γ
2
(β22 +
β3
2 − β12 + s)S γ2 (
β
2 −Q + s)
S γ
2
(Q+ s)S γ
2
(β3 + s)
e−i2π(σ2−σ3)s
ds
i
. (3.80)
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From the result in [23] on the b-hypergeometric functions, when Im(σ3)→ +∞, the above integral (exclude
the preceding term) converges to:
S γ
2
(β22 +
β3
2 − β12 )S γ2 (
β
2 −Q)
S γ
2
(β3)
. (3.81)
The rest of the terms in IPT are much easier to analyse. Putting everything together and take Im(σ1), Im(σ3)→
+∞, σ2 = Q2 will yield after simplification:
H
(β1,β2,β3)
(0,1,0) =
(2π)
2Q−β
γ +1( 2γ )
( γ2− 2γ )(Q− β2 )−1
Γ(1− γ24 )
2Q−β
γ Γ(β−2Qγ )
Γ γ
2
(β2 −Q)Γ γ2 (
β1+β3−β2
2 )Γ γ2 (
β2+β3−β1
2 )Γ γ2 (Q−
β1+β2−β3
2 )
Γ γ
2
(Q)Γ γ
2
(Q − β1)Γ γ
2
(Q− β2)Γ γ
2
(β3)
.
(3.82)
It can be easily checked that this formula is exactly the same as what the authors have found in [27].
4 Proof of the BPZ differential equations
The goal of this section is to checked the BPZ differential equations - reducing in our case to the standard
hypergeometric equations - that have been used extensively in the previous two sections.
4.1 Bulk-boundary case
We prove here the differential equation used in Section 2.
Proposition 4.1. Let χ = γ2 or
2
γ , p =
2
γ (Q− α− β2 + χ2 ). Consider in the following parameter range,
β < Q, p <
4
γ2
∧ 2
γ
(Q − β), t ∈ H, (4.1)
the auxiliary function,
Gχ(t) = E
[(∫
R
(t− x) γχ2
|x− i|γα g(x)
γ2
8 (p−1)e
γ
2X(x)dx
)p]
. (4.2)
Consider furthermore for t ∈ {reiθ | r > 0, θ ∈ (0, π2 )} the change of variable s = 11+t2 and G˜χ(s) =
sp
γχ
4 Gχ(t). Then the function G˜χ(s) obeys the hypergeometric equation,
s(1− s)∂2s G˜χ(s) + (C − (A+B + 1)s)∂sG˜χ(s)−ABG˜χ(s) = 0, (4.3)
with the parameters defined by:
A = −pγχ
4
, B = 1 + χ(χ− α− pγ
4
), C =
3
2
+ χ(χ− α− pγ
2
). (4.4)
Remark 4.2. As explained in Section 2, in the change of variable from t to s the argument of s is in
(−π, 0) and one has √1− s = t√s. Furthermore, the exact same hypergeometric equation holds for the dual
function Gˆχ(s) introduced in Section 2.
Proof. For simplicity, we introduce the notations,
V1(x1; t) = E

(∫
R
(t− x) γχ2
|x− i|γα|x− x1| γ
2
2
e
γ
2X(x)g(x)
γ2
8 (p−2)dx
)p−1 , (4.5)
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V2(x1, x2; t) = E

(∫
R
(t− x) γχ2
|x− i|γα|x− x1| γ
2
2 |x− x2| γ
2
2
e
γ
2X(x)g(x)
γ2
8 (p−3)dx
)p−2 . (4.6)
We will not be bothered here with the regularization procedure of the log-correlated field X that must
in principle be used to perform the computations. A fully rigorous proof implementing the regularization
method can be found in [27]. Let us compute the derivatives of the function Gχ(t) with the help of the
Girsanov theorem 5.1:
∂tGχ =p
∫
R
dx1
∂t(t− x1) γχ2
|x1 − i|γα V1(x1; t) = −p
∫
R
dx1
∂x1(t− x1)
γχ
2
|x1 − i|γα V1(x1; t) (4.7)
=− pγ
2
∫
R
dx1
(
α
x1 − i +
α
x1 + i
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t) + p
∫
R
dx1
(t− x1) γχ2
|x1 − i|γα ∂x1V1(x1; t).
We compute the last term:∫
R
dx1
(t− x1) γχ2
|x1 − i|γα ∂x1V1(x1; t) (4.8)
= −(p− 1)γ
2
2
∫
R
∫
R
dx1dx2
1
x1 − x2
(t− x1) γχ2 (t− x2) γχ2
|x1 − i|γα|x2 − i|γα|x1 − x2| γ
2
2
V2(x1, x2; t)
= 0 by the symmetry x1 ↔ x2.
Note that integrability problem of 1x1−x2 can be handled by taking the regularized version of X , see [27] for
more details. We can also compute the first order derivative directly without doing integration by parts:
∂tGχ = p
γχ
2
∫
R
dx1
(t− x1) γχ2 −1
|x1 − i|γα V1(x1; t). (4.9)
Then we have,
∂2tGχ =− p
γχ
2
∫
R
dx1
∂x1(t− x1)
γχ
2 −1
|x1 − i|γα V1(x1; t) + p
γχ
2
∫
R
dx1
(t− x1) γχ2 −1
|x1 − i|γα ∂tV1(x1; t) (4.10)
=− pγ
2χ
4
∫
R
dx1
(
α
x1 − i +
α
x1 + i
)
(t− x1) γχ2 −1
|x1 − i|γα V1(x1; t)
+ p
γχ
2
∫
R
dx1
(t− x1) γχ2 −1
|x1 − i|γα (∂x1 + ∂t)V1(x1; t).
We can compute the last term by using the symmetry between x1 and x2:∫
R
dx1
(t− x1) γχ2 −1
|x1 − i|γα (∂x1 + ∂t)V1(x1; t) (4.11)
= (p− 1)γ
2
∫
R
∫
R
dx1dx2
(
− γ
x1 − x2 +
χ
t− x2
)
(t− x1) γχ2 −1(t− x2) γχ2
|x1 − i|γα|x2 − i|γα|x1 − x2| γ
2
2
V2(x1, x2; t)
= (p− 1)γ
2
(
−γ
2
+ χ
)∫
R
∫
R
dx1dx2
(t− x1) γχ2 −1(t− x2) γχ2 −1
|x1 − i|γα|x2 − i|γα|x1 − x2| γ
2
2
V2(x1, x2; t).
Then we have when χ = γ2 ,
∂2tGχ = −p
γ2χ
4
∫
R
dx1
(
1
t− x1
(
α
t− i +
α
t+ i
)
+
α
(t− i)(x1 − i) +
α
(t+ i)(x1 + i)
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t)
= −γ
2
(
α
t− i +
α
t+ i
)
∂tG− pγ
3
8
∫
R
dx1
(
α
(t− i)(x1 − i) +
α
(t+ i)(x1 + i)
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t).
(4.12)
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The expression of ∂2tGχ in the case where χ =
2
γ uses the fact that ∂x1(t−x1)
γχ
2 −1 = 0 = 4γ2 ∂x1(t−x1)
γχ
2 −1.
We repeat the previous computation and obtain when χ = 2γ ,
∂2tGχ = −
2
γ
(
α
t− i +
α
t+ i
)
∂tGχ − p 2
γ
∫
R
dx1
(
α
(t− i)(x1 − i) +
α
(t+ i)(x1 + i)
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t).
(4.13)
We can also write Gχ in a similar form. An integration by parts together with the symmetry shows that:
(
γχ
2
+ 1)Gχ =−
∫
R
dx1
∂x1(t− x1)
γχ
2 +1
|x1 − i|γα V1(x1; t) (4.14)
=− γ
2
∫
R
dx1
(
α
x1 − i +
α
x1 + i
)
(t− x1) γχ2 +1
|x1 − i|γα V1(x1; t) + (p− 1)
γ2
4
Gχ
=− γ
2
∫
R
dx1
(
α(t− i)
x1 − i +
α(t + i)
x1 + i
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t) + ((p− 1)
γ2
4
+ γα)Gχ.
Now we summarize the expressions of the derivatives,
(2χ+
1
χ
− pγ
2
− 2α)Gχ =−
∫
R
dx1
(
α(t− i)
x1 − i +
α(t+ i)
x1 + i
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t), (4.15)
∂tGχ =− pγ
2
∫
R
dx1
(
α
x1 − i +
α
x1 + i
)
(t− x1) γχ2
|x1 − i|γα V1(x1; t), (4.16)
and when χ = γ2 or
2
γ ,
∂
2
tGχ = −χ
(
α
t− i
+
α
t+ i
)
∂tGχ − p
γχ2
2
∫
R
dx1
(
α
(t− i)(x1 − i)
+
α
(t+ i)(x1 + i)
)
(t− x1)
γχ
2
|x1 − i|γα
V1(x1; t). (4.17)
Combining everything implies that Gχ satisfies a differential equation:
(t2 + 1)∂2tGχ + 2χ(α− χ)t∂tGχ + pχ2(γχ+
γ
2χ
− pγ
2
4
− γα)Gχ = 0. (4.18)
Now consider s = 11+t2 and take the function,
G˜χ(s) = s
p γχ4 Gχ(t). (4.19)
One then has:
∂sG˜χ(s) =− 1
2
s−
3
2 (1− s)− 12 sp γχ4 ∂tGχ(t) + pγχ
4
s−1G˜χ(s), (4.20)
∂2s G˜χ(s) =
1
4
(
(3− pγχ
2
)s−1 − (1− s)−1
)
s−
3
2 (1 − s)− 12 sp γχ4 ∂tGχ(t) (4.21)
+
1
4
s−3(1− s)−1sp γχ4 ∂2tGχ(t) + p
γχ
4
s−1∂sG˜χ(s)− pγχ
4
s−2G˜χ(s).
Then,
t∂tGχ =− 2s(1− s)∂sG˜χ + pγχ
2
(1− s)G˜χ, (4.22)
(t2 + 1)∂2tGχ =4s
2(1− s)∂2s G˜χ − pγχs(1− s)∂sG˜χ + pγχ(1− s)G˜χ (4.23)
+ 2s
(
(p
γχ
2
− 4)s+ 3− pγχ
2
)
∂sG˜χ − pγχ
2
(
(p
γχ
2
− 4)s+ 3− pγχ
2
)
G˜χ
=4s2(1− s)∂2s G˜χ + 2s((pγχ− 4)s+ 3− pγχ)∂sG˜χ + p
γχ
2
(
(2− pγχ
2
)s+ p
γχ
2
− 1
)
G˜χ.
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This allows to transform the equation of Gχ into a hypergeometric equation of G˜χ,
s(1− s)∂2s G˜χ + (C − (A+B + 1)s)∂sG˜χ −ABG˜χ = 0, (4.24)
with the parameters defined by
A = −pγχ
4
, B = 1 + χ(χ− α− pγ
4
), C =
3
2
+ χ(χ− α− pγ
2
). (4.25)
4.2 Boundary three-point case
Moving on to the equation used in Section 3.
Proposition 4.3. Let χ = γ2 or
2
γ and q =
1
γ (2Q− β1 − β2 − β3 + χ). In the parameter range,
βi < Q, µ1 ∈ (0,∞), µ2, µ3 ∈ −H, q < 4
γ2
∧min
i
2
γ
(Q− βi), t ∈ H, (4.26)
we define the function,
Hχ(t) = E
[(∫
R
(t− x) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x)
)q]
. (4.27)
Then Hχ(t) obeys the hypergeometric equation,
t(1 − t)∂2tH + (C − (A+B + 1)t)∂tH −ABH = 0, (4.28)
with parameters:
A = −q γχ
2
, B = −1 + χ(β1 + β2 − 2χ+ q γ
2
), C = χ(β1 − χ). (4.29)
Furthermore the exact same hypergeometric equation holds for the dual function,
H˜χ(t) = E
[(∫
R
(x− t) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x)
)q]
, (4.30)
this time in the range of parameters:
t ∈ −H, βi < Q, µ1, µ2 ∈ −H, µ3 ∈ (0,∞), and q < 4
γ2
∧min
i
2
γ
(Q− βi). (4.31)
Proof. We denote for a small ǫ > 0,
Rǫ = R\{(−ǫ, ǫ) ∪ (1 − ǫ, 1 + ǫ)}. (4.32)
Consider
Hχ,ǫ(t) = E
[(∫
Rǫ
(t− x) γχ2
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x)
)q]
. (4.33)
For simplicity, we introduce the notations,
Vǫ(x1; t) = E

(∫
Rǫ
(t− x) γχ2
|x| γβ12 |x− 1| γβ22 |x− x1| γ
2
2
g(x)
γ2
8 (q−2)e
γ
2X(x)dµ(x)
)q−1 , (4.34)
34
E−0,ǫ(t) = µ1
(t+ ǫ)
γχ
2
ǫ
γβ1
2 (1 + ǫ)
γβ2
2
Vǫ(−ǫ; t), E+0,ǫ(t) = µ2
(t− ǫ) γχ2
ǫ
γβ1
2 (1 − ǫ) γβ22
Vǫ(ǫ; t), (4.35)
E−1,ǫ(t) = µ2
(t− 1 + ǫ) γχ2
(1− ǫ) γβ12 ǫ γβ22
Vǫ(1 − ǫ; t), E+1,ǫ(t) = µ3
(t− 1− ǫ) γχ2
(1 + ǫ)
γβ1
2 ǫ
γβ2
2
Vǫ(1 + ǫ; t). (4.36)
The proof follows the same step as the previous case, the only difference is that here we have additional
boundary terms when performing integration by parts due to the presence of the insertions in 0 and 1.
Similarly we compute,
(2χ+
1
χ
− q γ
2
− β1 − β2)Hχ,ǫ = −
∫
Rǫ
dµ(x1)
(
β1t
x1
+
β2(t− 1)
x1 − 1
)
(t− x1) γχ2
|x1|
γβ1
2 |x1 − 1|
γβ2
2
Vǫ(x1; t)
+
2
γ
(−(t+ ǫ)E−0,ǫ(t) + (t− ǫ)E+0,ǫ(t)− (t− 1 + ǫ)E−1,ǫ(t) + (t− 1− ǫ)E+1,ǫ(t)) , (4.37)
∂tHχ,ǫ = −q γ
2
∫
Rǫ
dµ(x1)
(
β1
x1
+
β2
x1 − 1
)
(t− x1) γχ2
|x1|
γβ1
2 |x1 − 1|
γβ2
2
Vǫ(x1; t)
+q
(−E−0,ǫ(t) + E+0,ǫ(t)− E−1,ǫ(t) + E+1,ǫ(t)) , (4.38)
∂2tHχ,ǫ = −χ
(
β1
t
+
β2
t− 1
)
∂tHχ,ǫ − q γχ
2
2
∫
Rǫ
dµ(x1)
(
β1
tx1
+
β2
(t− 1)(x1 − 1)
)
(t− x1) γχ2
|x1|
γβ1
2 |x1 − 1|
γβ2
2
Vǫ(x1; t)
+qχ2
(
− 1
t+ ǫ
E−0,ǫ(t) +
1
t− ǫE
+
0,ǫ(t)−
1
t− 1 + ǫE
−
1,ǫ(t) +
1
t− 1− ǫE
+
1,ǫ(t)
)
.
(4.39)
Then we have
t(1− t)∂2tHχ,ǫ + (C − (A+B + 1)t)∂tHχ,ǫ −ABHχ,ǫ
= qχ2
(
ǫ(1 + ǫ)
t+ ǫ
E−0,ǫ(t) +
ǫ(1− ǫ)
t− ǫ E
+
0,ǫ(t)−
ǫ(1− ǫ)
t− 1 + ǫE
−
1,ǫ(t)−
ǫ(1 + ǫ)
t− 1− ǫE
+
1,ǫ(t)
)
, (4.40)
with the parameters given by:
A = −q γχ
2
, B = −1 + χ(β1 + β2 − 2χ+ q γ
2
), C = χ(β1 − χ). (4.41)
To complete the proof the only thing left is to argue that the boundary terms ǫE±·,ǫ(t) converge to 0 as ǫ
goes to 0 locally uniformly in t. This has been done in [27]. Thus we have proved the differential equation
for Hχ in a weak sense, which is equivalent to its strong sense in this case. Finally the exact same argument
works for H˜χ(t).
5 Appendix
5.1 Some useful theorems
We recall some theorems in probability that we will use without further justification. In the following D is
a compact subset of Rd.
Theorem 5.1 (Girsanov theorem). Let (Z(x))x∈D be a continuous centered Gaussian process and Z a
Gaussian variable which belongs to the L2 closure of the vector space spanned by (Z(x))x∈D. Let F be a real
continuous bounded function from C(D,R) to R. Then we have the following identity:
E
[
eZ−
E[Z2]
2 F ((Z(x))x∈D)
]
= E[F ((Z(x) + E[Z(x)Z])x∈D)]. (5.1)
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When applied to our case, although the log-correlated field X is not a continuous Gaussian process,
we can still make the arguments rigorous by using a regularization procedure (see [27] for a more detailed
explanation). Next we recall Kahane’s inequality:
Theorem 5.2 (Kahane’s inequality). Let (Z0(x))x∈D, (Z1(x))x∈D be two continuous centered Gaussian
processes such that for all x, y ∈ D:
|E[Z0(x)Z0(y)]− E[Z1(x)Z1(y)]| ≤ C. (5.2)
Define for u ∈ [0, 1]:
Zu =
√
1− uZ0 +
√
uZ1, Wu =
∫
D
eZu(x)−
1
2E[Zu(x)
2]σ(dx). (5.3)
Then for all smooth function F with at most polynomial growth at infinity, and σ a complex Radon measure
over D,∣∣∣∣E
[
F
(∫
D
eZ0(x)−
1
2E[Z0(x)
2]σ(dx)
)]
− E
[
F
(∫
D
eZ1(x)−
1
2E[Z1(x)
2]σ(dx)
)]∣∣∣∣ ≤ sup
u∈[0,1]
C
2
E[|Wu|2|F ′′(Wu)|].
(5.4)
The same remark as for Theorem 5.1 is valid to justify one can use this inequality in the case where Z0
and Z1 are log-correlated fields. Finally we provide the Williams decomposition theorem, see for instance
[30] for a reference:
Theorem 5.3. Let (Bs − vs)s≥0 be a Brownian motion with negative drift, i.e. v > 0 and let M =
sups≥0(Bs − vs). Then conditionally on M the law of the path (Bs − vs)s≥0 is given by the joining of two
independent paths:
1) A Brownian motion (B1s + vs)0≤s≤τM with positive drift v run until its hitting time τM of M .
2) (M+B2t −vt)t≥0 where (B2t −vt)t≥0 is a Brownian motion with negative drift conditioned to stay negative.
Moreover, one has the following time reversal property for all C > 0 (where τC denotes the hitting time
of C),
(B1τC−s + v(τC − s)− C)0≤s≤τC
law
= (B˜s − vs)0≤s≤L−C , (5.5)
where (B˜s − vs)s≥0 is a Brownian motion with drift −v conditioned to stay negative and L−C is the last
time (B˜s − vs)s≥0 hits −C.
5.2 Technical estimates on GMC
We repeat here several proofs found in [15, 27] that must be adapted because our objects are complex
valued.
5.2.1 OPE with reflection
We want to compute the asymptotic expansion of the functions G˜χ and Hχ in the case where there will
be reflection. This has been performed in the previous works [15, 27] but it is not straightforward to adapt
the proofs as we are working with complex valued quantities so there are many inequalities that need to be
adapted. We will treat separately the cases where χ = γ2 and χ =
2
γ . Starting with the case where χ =
2
γ :
Lemma 5.4. (OPE with reflection for χ = 2γ ) Recall p =
2
γ (Q − α − β2 + 1γ ) and consider s ∈ (−1, 0).
There exits a small parameter β0 > 0 such that for β ∈ (Q− β0, Q) and α such that p < 4γ2 ∧ 2γ (Q− β), the
following asymptotic expansion holds:
G˜ 2
γ
(s)− G˜ 2
γ
(0) = −s 12+ 2γ2−
β
γ
Γ(1− 2γ (Q − β))Γ( 2γ (Q − β)− p)
Γ(−p) R(β, 1,−1)G(α, 2Q− β −
2
γ
) + o(|s| 12+ 2γ2−
β
γ ).
(5.6)
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Similarly, recall q = 1γ (2Q − β1 − β2 − β3 + 2γ ) and consider t ∈ (0, 1). Then in the following parameter
range,
β1 ∈ (Q − β0, Q), q < 4
γ2
∧min
i
2
γ
(Q− βi), µ1 ∈ (0,+∞), µ2, µ3 ∈ (−∞, 0), (5.7)
the following asymptotic also holds:
H 2
γ
(it)−H 2
γ
(0) = −(it)1−
2β1
γ +
4
γ2
Γ(1− 2γ (Q− β1))Γ( 2γ (Q− β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− 2γ ,β2,β3)
(µ1,−µ2,−µ3) (5.8)
+ o(|t|1−
2β1
γ +
4
γ2 ).
Proof. We will prove only the case of H 2
γ
, the case of G˜ 2
γ
can be treated in a similar fashion. For a Borel
set I ⊆ R, we introduce the notation,
KI(it) :=
∫
I
it− x
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x), (5.9)
where as always dµ(x) = µ11(−∞,0)(x)dx + µ21(0,1)(x)dx+ µ31(1,∞)(x)dx. In the following it is convenient
to use d|µ|(x) to denote the measure µ11(−∞,0)(x)dx − µ21(0,1)(x)dx − µ31(1,∞)(x)dx which is a positive
measure thanks to our choice µ1 ∈ (0,+∞), µ2, µ3 ∈ (−∞, 0). The signs of the parameters µi allows
to separate KI(it) into a positive real part KI(0) and an imaginary part. This remark is used to bound
|KI(it)|q−1 by |KI(0)|q−1 and in several other similar cases (remark that necessarily q − 1 < 0). Now we
want to study the asymptotic of,
E[KR(it)
q]− E[KR(0)q] =: T1 + T2, (5.10)
where we defined:
T1 := E[K(−t,t)c(it)q]− E[KR(0)q], T2 := E[KR(it)q]− E[K(−t,t)c(it)q]. (5.11)
✸ First we consider T1. The goal is to show that T1 = o(|t|1−
2β1
γ +
4
γ2 ) = o(|t| 2γ (Q−β1)). By interpolation,
|T1| ≤|q|
∫ 1
0
duE
[|K(−t,t)c(it)−KR(0)||uK(−t,t)c(it) + (1− u)KR(0)|q−1] (5.12)
≤|q|E [(|K(−t,t)c(it)−K(−t,t)c(0)|+ |K(−t,t)c(0)−KR(0)|) |K(−t,t)c(0)|q−1]
=|q|(A1 +A2),
with:
A1 := E
[|K(−t,t)c(it)−K(−t,t)c(0)||K(−t,t)c(0)|q−1] , A2 := E [|K(−t,t)c(0)−KR(0)||K(−t,t)c(0)|q−1] .
(5.13)
We have
A1 ≤ t
∫
(−t,t)c
d|µ|(x1) 1|x1|
γβ1
2 |x1 − 1|
γβ2
2
E


(∫
(−t,t)c
g(x)
γ2
8 (q−2)e
γ
2X(x)d|µ|(x)
|x| γβ12 −1|x− 1| γβ22 |x− x1| γ
2
2
)q−1 (5.14)
≤ t
∫
R
d|µ|(x1)
2|x1|1(− 12 , 12 )c + 1(− 12 ,−t)∪(t, 12 )
|x1|
γβ1
2 |x1 − 1|
γβ2
2
E

(∫
(−t,t)c
g(x)
γ2
8 (q−2)e
γ
2X(x)d|µ|(x)
|x| γβ12 −1|x− 1| γβ22 |x− x1| γ
2
2
)q−1
≤ 2tE

(∫
(−t,t)c
g(x)
γ2
8 (q−1)e
γ
2X(x)d|µ|(x)
|x| γβ12 −1|x− 1| γβ22
)q+ O(t2− γβ12 ) = O(t2− γβ12 ).
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In the last equality we have ignored the first term since it is a O(t) and we will take β1 >
2
γ . On the other
hand,
A2 ≤ c1
∫
(−t,t)
d|µ|(x1) 1|x1|
γβ1
2 −1|x1 − 1|
γβ2
2
= O(t2−
γβ1
2 ), (5.15)
for some constant c1 > 0. When β1 >
4
γ2
−1
γ
2− 2γ
is satisfied, i.e., β0 <
1− γ24
γ
2− 2γ
, we have O(t2−
γβ1
2 ) = o(t
2
γ (Q−β1)).
This proves that
T1 = o(t
2
γ (Q−β1)). (5.16)
✸ Now we focus on T2. The goal is to restrict K to (−∞,−t)∪ (−t1+h, t1+h)∪ (t,∞), with h > 0 a small
positive constant to be fixed, and then the GMC’s on the three disjoint parts will be weakly correlated. We
have by interpolation and by dropping the imaginary part,∣∣E[KR(it)q]− E[K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(it)q]∣∣ (5.17)
≤ |q|
∫ 1
0
duE
[|K(−t,−t1+h)∪(t1+h,t)(it)||uKR(0) + (1− u)K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(0)|q−1]
≤ c2|q|
∫
(−t,−t1+h)∪(t1+h,t)
d|µ|(x1) t+ |x1||x1|
γβ1
2 |x1 − 1|
γβ2
2
= O(t1+(1+h)(1−
γβ1
2 )),
for some constant c2 > 0. By taking h satisfying the condition,
h <
1 + ( 2γ − γ2 )β1 − 4γ2
γβ1
2 − 1
, (5.18)
we have:
E[KR(it)
q]− E[K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(it)q] = o(t
2
γ (Q−β1)). (5.19)
It remains to evaluate E[K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(it)q] − E[K(−t,t)c(it)q]. We now introduce the radial
decomposition of the field X ,
X(x) = B−2 ln |x| + Y (x), (5.20)
where B, Y are independent Gaussian processes with (Bs)s∈R a Brownian motion started from 0 for s ≥ 0,
Bs = 0 when s < 0, and Y is a centered Gaussian process with covariance,
E[Y (x)Y (y)] =
{
2 ln |x|∨|y||x−y| , |x|, |y| ≤ 1,
2 ln 1|x−y| − 12 ln g(x)− 12 ln g(y), else.
(5.21)
One can wonder why the process Y with the above covariance is well-defined. To construct Y , starting from
X set:
Y (x) =
{
X(x)− 1π
∫ π
0
X(|x|eiθ)dθ, |x| ≤ 1,
X(x), |x| ≥ 1. (5.22)
Now with this decomposition one can write:
KI(it) =
∫
I
it− x
|x| γβ12 − γ24 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2B−2 ln |x|e
γ
2 Y (x)dµ(x). (5.23)
From (5.21), we deduce that for |x′| ≤ t1+h and |x| ≥ t,
|E[Y (x)Y (x′)]| =
∣∣∣∣2 ln
∣∣∣∣1− x′x
∣∣∣∣
∣∣∣∣ ≤ 4th, (5.24)
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where we used the inequality | ln |1− x|| ≤ 2|x| for x ∈ [− 12 , 12 ]. Define the processes,
P (x) := Y (x)1|x|≤t1+h + Y (x)1|x|≥t, (5.25)
P˜ (x) := Y˜ (x)1|x|≤t1+h + Y (x)1|x|≥t, (5.26)
where Y˜ is an independent copy of Y . Then we have the inequality over the covariance:∣∣∣E[P (x)P (y)] − E[P˜ (x)P˜ (y)]∣∣∣ ≤ 4th. (5.27)
Consider now for u ∈ [0, 1]:
Pu(x) =
√
1− uP (x) +√uP˜ (x), (5.28)
KI(it, u) =
∫
I
it− x
|x| γβ12 − γ24 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2B−2 ln |x|e
γ
2 Pu(x)dµ(x). (5.29)
By applying Kahane’s inequality of Theorem 5.2,∣∣∣E [K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(it)q]− E [(K(−∞,−t)∪(t,∞)(it) + K˜(−t1+h,t1+h)(it))q]∣∣∣ (5.30)
≤ 2|q(q − 1)|th sup
u∈[0,1]
E [|KI(it, u)|q]
≤ c3 th,
for some constant c3 > 0, and where in K˜(−t1+h,t1+h)(it) we simply use the field Y˜ instead of Y . When
h > 2γ (Q− β1), we can bound the previous term by o(t
2
γ (Q−β1)).
Consider now the change of variable x = t1+he−s/2 for the field K˜(−t1+h,t1+h)(it). By the Markov property
of the Brownian motion and stationarity of
dµY˜ (s) := µ1Y˜ (−e−s/2)ds+ µ2Y˜ (e−s/2)ds, (5.31)
we have
K˜(−t1+h,t1+h)(it) =
1
2
it1+(1+h)(1−
γβ1
2 +
γ2
4 )e
γ
2B2(1+h) ln(1/t)
∫ ∞
0
(1 + ithe−s/2)
|t1+he−s/2 − 1| γβ22
e
γ
2 (B˜s− s2 (Q−β1))dµY˜ (s),
(5.32)
with B˜ an independent Brownian motion. We denote
σt := t
1+(1+h)(1− γβ12 + γ
2
4 )e
γ
2B2(1+h) ln(1/t) , V :=
1
2
∫ ∞
0
e
γ
2 (B˜s− s2 (Q−β1))dµY˜ (s). (5.33)
By interpolation, we can prove that for some constant c4 > 0:∣∣∣E[(K(−t,t)c(it) + K˜(−t1+h,t1+h)(it))q]− E [(K(−t,t)c(it) + iσtV )q]∣∣∣ (5.34)
≤ c4|q|t1+h+(1+h)(1−
γβ1
2 +
γ2
4 )E
[
e
γ
2B2(1+h) ln(1/t)
∫ ∞
0
e
γ
2 (B˜s− s2 (Q−β1))dµY˜ (s)|K(1,2)(0)|q−1
]
.
Since B2(1+h) ln(1/t), (B˜s)s≥0, (Y˜ (x))|x|≤1, and K(1,2)(0) are independent, we can easily bound the last term
by, for some c5 > 0,
c5 t
(1+h)(2−γβ12 ) = o(t
2
γ (Q−β1)). (5.35)
By the Williams path decomposition of Theorem 5.3 we can write,
V = e
γ
2M
1
2
∫ ∞
−LM
e
γ
2B
Q−β1
2
s µY˜ (ds), (5.36)
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where M = sups>0(B˜s − Q−β12 s) and LM is the last time
(
B
Q−β1
2
−s
)
s≥0
hits −M . Recall that the law of M
is known, for v ≥ 1,
P(e
γ
2M > v) =
1
v
2
γ (Q−β1)
. (5.37)
For simplicity, we introduce the notation:
ρ(β1) :=
1
2
∫ ∞
−∞
e
γ
2B
Q−β1
2
s µY˜ (ds). (5.38)
Again by interpolation and then independence we can show that∣∣∣E [(K(−t,t)c(it) + iσtV )q]− E [(K(−t,t)c(it) + iσte γ2Mρ(β1))q]∣∣∣ (5.39)
≤ 1
2
|q|t1+(1+h)(1− γβ12 + γ
2
4 )E
[
e
γ
2B2(1+h) ln(1/t)
∫ 0
−∞
e
γ
2B
Q−β1
2
s µY˜ (ds)
∣∣K(1,2)(0)∣∣q−1
]
= O(t1+(1+h)(1−
γβ1
2 )) = o(t
2
γ (Q−β1)).
In summary,
T2 = E[(K(−t,t)c(it) + iσte
γ
2Mρ(β1))
q]− E[K(−t,t)c(it)q] + o(t
2
γ (Q−β1)). (5.40)
Finally, we evaluate the above difference at first order explicitly using the fact that density of e
γ
2M is known:
E[(K(−t,t)c(it) + iσte
γ
2Mρ(β1))
q]− E[K(−t,t)c(it)q] (5.41)
=
2
γ
(Q− β1)E
[∫ ∞
1
dv
v
2
γ (Q−β1)+1
((
K(−t,t)c(it) + iσtρ(β1)v
)q −K(−t,t)c(it)q)
]
= t
2
γ (Q−β1) 2
γ
(Q− β1)E

∫ ∞
σˆtρ(β1)
Kˆ(−t,t)c (it)
du
u
2
γ (Q−β1)+1
((iu+ 1)q − 1)ρ(β1)
2
γ (Q−β1)Kˆ(−t,t)c(it)
q− 2γ (Q−β1)

 .
In the last equality we have applied Theorem 5.1. Next,
Kˆ(−t,t)c(it) =
∫
(−t,t)c
it− x
|x| γ2 (2Q−β1− 2γ )|x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x)
t→0+−→
a.s.
KˆR(0), (5.42)
and for h < 2γ(Q−β1) − 1,
σˆt = t
1−(1+h)(1− γβ12 + γ
2
4 )e
γ
2B2(1+h) ln(1/t)
t→0+−→
a.s.
0. (5.43)
With some simple arguments of uniform integrability, we conclude that:
E
[(
K(−t,t)c(it) + iσte
γ
2Mρ(β1)
)q]
− E[K(−t,t)c(it)q] (5.44)
t→0+∼ t 2γ (Q−β1) 2
γ
(Q− β1)
(∫ ∞
0
du
u
2
γ (Q−β1)+1
((iu+ 1)q − 1)
)
E
[
ρ(β1)
2
γ (Q−β1)
]
E
[
KˆR(0)
q− 2γ (Q−β1)
]
= (it)
2
γ (Q−β1) 2
γ
(Q − β1)
Γ( 2γ (β1 −Q))Γ( 2γ (Q − β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− 2γ ,β2,β3)
(µ1,−µ2,−µ3) .
The power of i comes from the evaluation of the integral. Inspecting the proof we see that the conditions on
β0 and h indeed allow us to find small values of these parameters that make the arguments work. Therefore
we have proved the claim.
Now the analogue result for χ = γ2 :
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Lemma 5.5. (OPE with reflection for χ = γ2 ) Recall p =
2
γ (Q− α− β2 + γ4 ) and consider s ∈ (0, 1). There
exists a small parameter β0 > 0 such that for β ∈ (Q − β0, Q) and α such that p < 4γ2 ∧ 2γ (Q − β), the
following asymptotic expansion holds:
G˜ γ
2
(s)− G˜ γ
2
(0) = −s 12+ γ
2
8 − γβ4
Γ(1− 2(Q−β)γ )Γ(−p+ 2γ (Q − β))
Γ(−p) R(β, 1, e
iπ γ
2
4 )G(α, 2Q− β − γ
2
)
+ o(|s| 12+ γ
2
8 − γβ4 ). (5.45)
Similarly, recall q = 1γ (2Q − β1 − β2 − β3 + γ2 ) and consider t ∈ (0, 1). Then for µ1, µ2, µ3 ∈ (0,+∞),
β1 ∈ (Q− β0, Q) and β2, β3 chosen so that q < 4γ2 ∧mini 2γ (Q − βi), the following asymptotic also holds:
H γ
2
(t)−H γ
2
(0) = t1−
γβ1
2 +
γ2
4
2(Q− β1)
γ
Γ( 2γ (β1 −Q))Γ( 2γ (Q − β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− γ2 ,β2,β3)
(µ1,e
iπ
γ2
4 µ2,e
iπ
γ2
4 µ3)
+ o(|t|1− γβ12 + γ
2
4 ). (5.46)
Proof. We will keep the notations in the proof of Lemma 5.4 although there are some slight differences.
This time K is defined with the χ = γ2 insertion:
KI(t) :=
∫
I
(t− x) γ
2
4
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (q−1)e
γ
2X(x)dµ(x). (5.47)
To deal with the complex phase we will simply use the following inequality. For a fixed p < 1 and ϕ ∈ [0, π),
there exists a constant c > 0 such that for all x1, x2, y1, y2 ∈ (0,+∞):
|(x1 + eiϕy1)p − (x2 + eiϕy2)p| ≤ c(|xp1 − xp2|+ |yp1 − yp2 |). (5.48)
This inequality can be proved by studying the derivative of the function (x, y) 7→ (x1/p + eiϕy1/p)p. With
the help of this inequality we will be able to perform the same proof as in the case of the previous lemma.
Following the same steps as in [27], we have:
E[|K(−∞,−t)(t)q −K(−∞,0)(0)q|] = o(t
γ
2 (Q−β1)), (5.49)
E[||K(t,∞)(t)|q − |K(0,∞)(0)|q|] = o(t
γ
2 (Q−β1)). (5.50)
Applying (5.48) implies that:
E[|K(−t,t)c(t)q −KR(0)q|] = E[|(K(−∞,−t)(t) + eiπ
γ2
4 |K(t,∞)(t)|)q − (K(−∞,0)(0) + eiπ
γ2
4 |K(0,∞)(0)|)q|]
≤ cE[|K(−∞,−t)(t)q −K(−∞,0)(0)q|] + cE[||K(t,∞)(t)|q − |K(t,∞)(0)|q|]
≤ o(t γ2 (Q−β1)). (5.51)
Next we repeat the step where we introduce a small h > 0 and want to compareKR(t) andK(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(t).
Following again the steps of [27], under the constraint on h,
h <
γβ1
2 − 1
1− γβ12 + γ2
, (5.52)
one can show that:
E[|K(−∞,t)(t)q −K(−∞,−t)∪(−t1+h,t1+h)(t)q|] = o(t
γ
2 (Q−β1)). (5.53)
By applying again (5.48) one obtains,
E[|KR(t)q −K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(t)q|] ≤ cE[|K(−∞,t)(t)q −K(−∞,−t)∪(−t1+h,t1+h)(t)q|] = o(t
γ
2 (Q−β1)).
(5.54)
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Therefore as in the previous lemma we have now reduced the problem to studying the difference:
E[K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(t)
q]− E[K(−t,t)c(t)q ]. (5.55)
We proceed exactly in the same way as the case χ = 2γ , using Kahane’s inequality of Theorem 5.2 to
obtain:
E[K(−∞,−t)∪(−t1+h,t1+h)∪(t,∞)(t)
q]− E[(K(−t,t)c(t) + σtV )q] = O(th) +O(t(1+h)(1−
γβ1
2 +
γ2
4 )). (5.56)
When h > γ2 (Q− β1) this term is also a o(t
γ
2 (Q−β1)). Here the expression of σt is slightly different:
σt = t
γ2
4 +(1+h)(1−
γβ1
2 +
γ2
4 )e
γ
2B2(1+h) ln(1/t) . (5.57)
As in our previous work [27], we can show that
E[(K(−∞,−t)(t) + σtV )
q]− E[K(−∞,−t)(t)q] (5.58)
= E[(K(−∞,−t)(t) + σte
γ
2
Mρ(β1))
q ]− E[K(−∞,−t)(t)q] + o(t
γ
2
(Q−β1))
This result is proved using inequalities, the lower bound and upper bound are equivalent to a term with
order t
γ
2 (Q−β1). As a consequence,
E[(K(−∞,−t)(t) + σtV )q]− E[(K(−∞,−t)(t) + σte
γ
2Mρ(β1))
q] = o(t
γ
2 (Q−β1)). (5.59)
However, we can write V as
σtV = σte
γ
2M
1
2
∫ ∞
−LM
e
γ
2B
Q−β1
2
s µY˜ (ds) ≤ σte
γ
2Mρ(β1). (5.60)
This allows us to put an absolute value in expectation:
E[|(K(−∞,−t)(t) + σtV )q − (K(−∞,−t)(t) + σte
γ
2Mρ(β1))
q|] = o(t γ2 (Q−β1)) (5.61)
We can conclude by using (5.48) that:
E[(K(−t,t)c(t) + σtV )q]− E[(K(−t,t)c(t) + σte
γ
2Mρ(β1))
q] = o(t
γ
2 (Q−β1)) (5.62)
We estimate as in the case χ = 2γ :
E[(K(−t,t)c(t) + σte
γ
2Mρ(β1))
q]− E[K(−t,t)c(t)q] (5.63)
= t
γ
2 (Q−β1) 2(Q− β1)
γ
Γ( 2γ (β1 −Q))Γ( 2γ (Q− β1)− q)
Γ(−q) R(β1, µ1, µ2)H
(2Q−β1− γ2 ,β2,β3)
(µ1,µ2e
iπ
γ2
4 ,µ3e
iπ
γ2
4 )
+ o(t
γ
2 (Q−β1)).
Finally it is again possible to choose suitable small h > 0 and β0 > 0. This concludes the proof of the
lemma.
5.2.2 Analytic continuation
In this section we prove the lemma of analyticity of the moments of GMC that we have used repetitively
through the paper. This fact has been first shown in [15] in the case of the correlation functions on the
sphere. The main idea is that starting from the range of real parameters of βi or α where a given GMC
expression is defined, one can find a small neighborhood in C of the parameter range where the quantity will
still be well-defined and is complex analytic in this parameter range. We also use in Section 3 the fact that
the three-point function is complex analytic in the µi. This is fact is obtain directly just be differentiating
with respect to µi.
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Lemma 5.6. (Analycity in insertions weights and in µi of moments of GMC) Consider the following
functions defined in the given parameter range:
• (α, β) 7→ G(α, β) for β < Q, γ2 − α < β2 < α.
• (α, β) 7→ Gχ(t) for t ∈ H, β < Q, 2γ
(
Q− α− β2 + χ2
)
< 4γ2 ∧ 2γ (Q− β).
• (β1, β2, β3) 7→ H(β1,β2,β3)(µ1,µ2,µ3) for:
(µi)i=1,2,3 satisfies Definition 1.3, βi < Q,
1
γ
(2Q−
3∑
i=1
βi) <
4
γ2
∧min
i
2
γ
(Q − βi).
• (β1, β2, β3) 7→ Hχ(t) for:
βi < Q, µ1 ∈ (0,∞), µ2, µ3 ∈ −H, q < 4
γ2
∧min
i
2
γ
(Q − βi), t ∈ H.
Then for each function above, and for each of the function’s variables, it is complex analytic in a small
complex neighborhood of any compact set K contained in the domain of definition of the function for real
parameters. Furthermore the function H now viewed as a function of µ1, µ2, µ3 is complex analytic in any
compact K˜ contained in the range of parameters written above.
Proof. We briefly adapt the proof of [15] for the function H
(β1,β2,β3)
(µ1,µ2,µ3)
as the other cases can be treated in a
similar manner. The first step performed in [15] is to apply the Girsanov theorem to pull out the insertions
outside of the GMC expectation. It will be convenient to assume the three insertions are not located at
0, 1 and ∞ but rather at three points s1, s2, s3 all in R and obeying the extra constraints |si| > 2 and
|si − si′ | > 2 respectively for all i ∈ {1, 2, 3} and for all i 6= i′. The reason it is possible to assume this is
that the Liouville correlations are conformally invariant in the sense of the KPZ formula of [12]. It will be
convenient to use the notations β = (β1, β2, β3) and s = (s1, s2, s3). Our starting point is thus that it is
possible to write,
H
(β1,β2,β3)
(µ1,µ2,µ3) = PH
(β1,β2,β3)
(µ1,µ2,µ3)(s), (5.64)
for P ∈ R an explicit prefactor that is analytic in the βi and hence can be ignored and where we have
introduced:
H
(β1,β2,β3)
(µ1,µ2,µ3)(s) = E

(∫
R
g(x)
γ
8 (
4
γ−
∑3
i=1 βi)∏3
i=1 |x− si|
γβi
2
e
γ
2X(x)dµ(x)
) 1
γ (2Q−
∑3
i=1 βi)

 . (5.65)
Now by applying Theorem 5.1 we can obtain H
(β1,β2,β3)
(µ1,µ2,µ3)(s) from the following limit,
H
(β1,β2,β3)
(µ1,µ2,µ3)
(s) = lim
r→∞
Fr(β), (5.66)
where we have introduced,
Fr(β) = E
[
3∏
i=1
eβiXr(si)−
β2i
2 E[Xr(si)
2]
(∫
Rr
g(x)
1
2 e
γ
2X(x)dµ(x)
)p0]
, (5.67)
p0 =
1
γ (2Q−
∑3
i=1 βi) and:
Rr := R\ ∪3i=1 (si − e−r/2, si + e−r/2). (5.68)
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The fields Xr(si) are radial parts of X(si) obtained by taking the mean of X(si) over the upper-half circles
of radius e−r/2, ∂B(si, e−r/2)+.
Now when βi are complex numbers, we write βi = ai + ibi. We want to prove there exists a complex
neighborhood V in C3 containing the domain of definition for real βi such for all compact sets contained
in V , Fr(β) converges uniformly as r → +∞ over the compact set. It is known that Xr+t(si)−Xr(si) are
independent Brownian motions for different zi. Hence,
|Fr+1(β)−Fr(β)| (5.69)
=
∣∣∣∣∣E
[
3∏
i=1
eibiXr+1(si)+
b2i
2 E[Xr+1(si)
2]
((∫
Rr+1
e
γ
2X(x)f(x)dµ(x)
)p0
−
(∫
Rr
e
γ
2X(x)f(x)dµ(x)
)p0)]∣∣∣∣∣
≤ c e r+12
∑3
i=1 b
2
iE
[∣∣∣∣∣
(∫
Rr+1
e
γ
2X(x)f(x)dµ(x)
)p0
−
(∫
Rr
e
γ
2X(x)f(x)dµ(x)
)p0 ∣∣∣∣∣
]
,
where we denote f(x) = g(x)
γ2
8
(p0−1)
∏3
i=1 |x−si|
γai
2
. Set Zr :=
∫
Rr
e
γ
2X(x)f(x)dµ(x) and Yr := Zr+1 − Zr. We want to
estimate
E[|(Zr + Yr)p0 − Zp0r |] ≤ E[1|Yr|<ǫ|(Zr + Yr)p0 − Zp0r |] + E[1|Yr |≥ǫ|(Zr + Yr)p0 − Zp0r |], (5.70)
where ǫ > 0 will be fixed later. By interpolation,
E[1|Yr|<ǫ|(Zr + Yr)p0 − Zp0r |] ≤ |p0|ǫ sup
u∈[0,1]
E[|(1− u)Zr + uYr|Re(p0)−1] ≤ c ǫ. (5.71)
For the other term, we use the Ho¨lder inequality with λ > 1 such that λλ−1Re(p0) < min
3
i=1
2
γ (Q− ai)∧ 4γ2 ,
and 0 < m < 4γ2 ,
E[1|Yr|≥ǫ|(Zr + Yr)p0 − Zp0r |] ≤ cP(|Yr| ≥ ǫ)
1
λ ≤ cǫ−mλ E[|Yr |m] 1λ (5.72)
≤ cǫ−mλ E
[∣∣∣∣∣
3∑
i=1
∫
(si−e−r/2,si+er/2)
e
γ
2X(x)f(x)dµ(x)
∣∣∣∣∣
m] 1λ
≤ c′ǫ−mλ
(
max
i
e−
r
2 ((1+
γ2
2 −
γai
2 )m− γ
2m2
2 )
) 1
λ
=: c′ǫ−
m
λ e−
θ
λ r,
where in the last step θ ∈ R is defined by the last equality we have used the multifractional scaling property
of the GMC. We can choose a suitable m such that θ > 0. Now take ǫ = e−ηr with η = θλ+m , then:
E[|(Zr + Yr)p0 − Zp0r |] ≤ c e
r+1
2
∑3
i=1 b
2
i (ǫ + ǫ−
m
λ e−
θ
λ r) ≤ c′ e−(η− 12
∑3
i=1 b
2
i )r. (5.73)
Hence if one choose the open set V in such a way that 12
∑3
i=1 b
2
i < η always holds, all the inequalities we
have done before hold true and hence we have shown that Fr(β) converges locally uniformly. This proves
the analycity result.
Lastly we very briefly justify all the other cases. The analycity of G(α, β) can be proved in the exact
same way as done above for H
(β1,β2,β3)
(µ1,µ2,µ3). Furthermore adding the dependence t to get the functions Gχ(t)
and Hχ(t) also changes nothing to the above argument and so the same claim also holds in this case. Lastly
for the analycity in µi of H
(β1,β2,β3)
(µ1,µ2,µ3), one simply needs to notice the complex derivatives are well-defined.
For instance for µ1 one can write,
∂µ1H
(β1,β2,β3)
(µ1,µ2,µ3) = ∂µ1E


(∫
R
g(x)
γ
8 (
4
γ−
∑3
i=1 βi)
|x| γβ12 |x− 1| γβ22
e
γ
2X(x)dµ(x)
) 1
γ (2Q−
∑3
i=1 βi)

 (5.74)
=
∫ 0
−∞
dx1
g(x1)
γ
8 (
4
γ−
∑3
i=1 βi)
|x| γβ12 |x− 1| γβ22
E

e γ2X(x1)
(∫
R
g(x)
γ
8 (
4
γ−
∑3
i=1 βi)
|x| γβ12 |x− 1| γβ22
e
γ
2X(x)dµ(x)
) 1
γ (2Q−
∑3
i=1 βi)−1

 ,
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where the last expression is clearly well-defined. Furthermore one can check that ∂µ1H
(β1,β2,β3)
(µ1,µ2,µ3) = 0. There-
fore µ1 7→ H(β1,β2,β3)(µ1,µ2,µ3) is complex analytic in the claimed domain.
5.2.3 The limit of H recovers R
Here we will prove Lemma 1.8. With our choice of µi satisfying Definition 1.3 this is an easy adaptation of
the positive case.
Proof. We prove the lemma in the first case where β2 < β1. Let us denote ǫ =
β3−(β1−β2)
γ , p1 =
2
γ (Q− β1).
For I ⊆ R a Borel set, we introduce the notation:
KI =
∫
I
1
|x| γβ12 |x− 1| γβ22
g(x)
γ2
8 (p−1−ǫ)e
γ
2X(x)dx. (5.75)
In our previous paper [27] it is proved that:
ǫE[Kp1−ǫ[0,1] ]
ǫ→0−→ p1R(β1, 0, 1). (5.76)
Using the density of e
γ
2M , we have by definition of the reflection coefficient,
ǫE
[(
e
γ
2Mρ+(β1)
)p1−ǫ] ǫ→0−→ p1R(β1, 0, 1), (5.77)
where:
ρ±(β1) :=
1
2
∫ ∞
−∞
e
γ
2B
Q−β1
2
s e
γ
2 Y (±e−s/2)ds. (5.78)
On the other hand, by the William’s path decomposition of Theorem 5.3 we can write:
K[0,1] = e
γ
2M
1
2
∫ ∞
−LM
e
γ
2B
Q−β1
2
s e
γ
2 Y (e
−s/2)ds ≤ e γ2Mρ+(β1). (5.79)
Therefore, the result from [27] implies that:
E
[∣∣∣Kp1−ǫ[0,1] − (e γ2Mρ+(β1))p1−ǫ∣∣∣] = o(ǫ−1). (5.80)
Similarly we also have
E
[∣∣∣∣Kp1−ǫ[−1,0) − (e γ2Mρ−(β1))p1−ǫ
∣∣∣∣
]
= o(ǫ−1). (5.81)
We will use these results to prove the complex µi case. Consider first the case p1 > 1. Using interpolation
and Ho¨lder’s inequality, for λ > 1,
E
[∣∣(µ1K(−∞,0) + µ2K[0,1] + µ3K(1,∞))p1−ǫ − (µ1K[−1,0) + µ2K[0,1])p1−ǫ∣∣] (5.82)
≤ E [|µ1K(−∞,−1) + µ3K(1,∞)|λ] 1λ
× sup
u∈[0,1]
E
[∣∣(1− u)(µ1K(−∞,0) + µ2K[0,1] + µ3K(1,∞)) + u(µ1K[−1,0) + µ2K[0,1])∣∣(p1−1−ǫ) λλ−1 ]λ−1λ .
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Take p1 < λ < min{ 4γ2 , 2γ (Q − β2 ∨ β3)}, then both expectations can be bounded by O(1). By the same
techniques with λ = p− ǫ we prove:
E
[∣∣∣∣(µ1K[−1,0) + µ2K[0,1])p1−ǫ − (µ1e γ2Mρ−(β1) + µ2e γ2Mρ+(β1))p1−ǫ
∣∣∣∣
]
(5.83)
≤ E

(e γ2M 1
2
∫ −LM
−∞
e
γ
2B
Q−β1
2
s
(
|µ1|e
γ
2 Y (−e−s/2) + |µ2|e
γ
2 Y (e
−s/2)
)
ds
)p1−ǫ
1
p1−ǫ
× E
[(
|µ1|e
γ
2Mρ−(β1) + |µ2|e
γ
2Mρ+(β1)
)p1−ǫ] p1−1−ǫp1−ǫ
.
The second expectation is a O(ǫ−1). For the first expectation, we use the inequality that for x, y > 0 one
has xp1−ǫ + yp1−ǫ < (x+ y)p1−ǫ. This shows that:
E

(e γ2M 1
2
∫ −LM
−∞
e
γ
2B
Q−β1
2
s
(
|µ1|e
γ
2 Y (−e−s/2) + |µ2|e
γ
2 Y (e
−s/2)
)
ds
)p1−ǫ (5.84)
≤ E
[(
|µ1|e
γ
2Mρ−(β1) + |µ2|e
γ
2Mρ+(β1)
)p−ǫ]
− E
[(|µ1|K[−1,0) + |µ2|K[0,1])p1−ǫ] = o(ǫ−1).
The last inequality comes from the fact that the two expectations are equivalent when ǫ → 0 to a term
O(ǫ−1). Therefore:
E
[∣∣∣∣(µ1K[−1,0) + µ2K[0,1])p1−ǫ − (µ1e γ2Mρ−(β1) + µ2e γ2Mρ+(β1))p1−ǫ
∣∣∣∣
]
= o(ǫ−1). (5.85)
Now consider the case p1 ≤ 1. Since p1 = 2γ (Q − β1) > 0, we are in the case 0 < p1 ≤ 1. By studying the
first order derivatives of the function,
(R∗+)
3 ∋ (x1, x2, x3) 7→
(
µ1x
1
p1
1 + µ2x
1
p1
2 + µ3x
1
p1
3
)p1
, (5.86)
we can prove the following inequality with a constant c > 0 depending only on the µi. For xi, x
′
i > 0,∣∣∣∣∣(
3∑
i=1
µixi)
p1 − (
3∑
i=1
µix
′
i)
p1
∣∣∣∣∣ ≤ c
3∑
i=1
|xp1i − x′p1i |. (5.87)
Applying the inequality,
E
[∣∣∣∣(µ1K[−∞,0) + µ2K[0,1] + µ3K(1,∞))p1−ǫ − (µ1e γ2Mρ−(β1) + µ2e γ2Mρ+(β1))p1−ǫ
∣∣∣∣
]
(5.88)
≤ cE
[∣∣∣Kp1−ǫ(−∞,0) − (e γ2Mρ−(β1))p1−ǫ∣∣∣]+ cE [∣∣∣Kp1−ǫ[0,1] − (e γ2Mρ+(β1))p1−ǫ∣∣∣]+O(1)
≤ cE
[∣∣∣Kp1−ǫ(−∞,0) − (e γ2Mρ−(β1))p1−ǫ∣∣∣]+ o(ǫ−1).
Moreover, by sub-additivity,
E[|Kp1−ǫ(−∞,0) −Kp1−ǫ(−1,0)|] = E[Kp1−ǫ(−∞,0) −Kp1−ǫ(−1,0)] ≤ E[Kp1−ǫ(−∞,−1)] = O(1). (5.89)
Therefore we can bound
E
[∣∣∣Kp1−ǫ(−∞,0) − (e γ2Mρ−(β1))p1−ǫ∣∣∣] ≤ E [∣∣∣Kp1−ǫ(−1,0) − (e γ2Mρ−(β1))p1−ǫ∣∣∣]+ o(ǫ−1) = o(ǫ−1). (5.90)
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In conclusion,
lim
ǫ→0
ǫE
[(
µ1K(−∞,0) + µ2K[0,1] + µ3K(1,∞)
)p1−ǫ]
= lim
ǫ→0
ǫE
[(
µ1e
γ
2Mρ−(β1) + µ2e
γ
2Mρ+(β1)
)p1−ǫ]
(5.91)
= p1R(β1, µ1, µ2).
This finishes the proof of the lemma.
5.3 Mapping GMC moments from D to H
We prove here a lemma providing a very concrete computation linking the moment of GMC on D to the
moment on H. This will be used to relate the moment formula for GMC on the circle of [25] to the U(α)
defined in our paper.
Lemma 5.7. Consider α > γ2 and let X and XD be the GFF respectively on H and D with covariance given
by equations (1.9) and (1.11). Then the following equality holds,
E

(∫ 2π
0
e
γ
2XD(e
iθ)dθ
) 2Q−2α
γ

 = 2α(Q−α)E

(∫
R
e
γ
2X(x)
|x− i|γα g(x)
1
2−αγ4 dx
) 2Q−2α
γ

 , (5.92)
where both GMC measures are defined by a renormalization according to variable as performed in Definition
1.2.
Proof. Take ψ : z 7→ i 1+z1−z the conformal map that maps the unit disk D equipped with the Euclidean
metric to the upper-half plane H equipped with the metric gˆ(x) = 4|x+i|4 . This also maps the field XD to the
field Xgˆ with covariance given by (1.12). This coordinate change apply to the GMC implies the following
relation:
E

(∫ 2π
0
e
γ
2XD(e
iθ)− γ28 E[XD(eiθ)2]dθ
) 2Q−2α
γ

 = 2α(Q−α)E


(∫
R
e
γ
2Xgˆ(x)−γ
2
8 E[Xgˆ(e
iθ)2]
|x− i|γα gˆ(x)
γ
4 (
2
γ−α)dx
) 2Q−2α
γ

 .
(5.93)
Notice in the above expression we explicit wrote the renormalization of the GMC to emphasize the formula
holds when the GMC is renormalized by variance. Now lets momentarily assume α > Q and write the
integral over c:
E

(∫
R
e
γ
2Xgˆ(x)
|x− i|γα gˆ(x)
γ
4 (
2
γ−α)dx
) 2Q−2α
γ

 (5.94)
=
γ
2
1
Γ( 2γ (α −Q))
e
α
2
(Q−α) ln gˆ(i)
∫
R
dce(α−Q)cE
[
eαXgˆ(i)−
α2
2
E[Xgˆ(i)
2]e−e
γc
2
∫
R
e
γ
2
Xgˆ(x)−
γ2
8
E[Xgˆ(x)
2]gˆ(x)
1
2 dx
]
.
To go from the field Xgˆ to the field X we must perform the change of variable X = Xgˆ − Y with Y =
1
π
∫ π
0
Xgˆ(e
iθ)dθ. We perform this replacement and at the same time shift the integration over c by −Y to
obtain:∫
R
dce(α−Q)cE
[
eQY eαX(i)−
α2
2 E[Xgˆ(i)
2]e−e
γc
2
∫
R
e
γ
2
X(x)− γ
2
8
E[Xgˆ(x)
2]gˆ(x)
1
2 dx
]
(5.95)
=
∫
R
dce(α−Q)cE
[
e
Q2
2 E[Y
2]eαX(i)+αQE[X(i)Y ]−
α2
2 E[Xgˆ(i)
2]e−e
γc
2
∫
R
e
γ
2
X(x)+
γQ
2
E[X(x)Y ]− γ
2
8
E[Xgˆ(x)
2]gˆ(x)
1
2 dx
]
.
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In the last line we have applied the Girsanov Theorem 5.1 to eQY . Record the following easy computations:
E[Y 2] = − 1
π
∫ π
0
ln gˆ(eiθ)dθ, E[Y Xgˆ(x)] =
1
2
ln
g(x)
gˆ(x)
+
1
2
E[Y 2],
E[Y X(x)] =
1
2
ln
g(x)
gˆ(x)
− 1
2
E[Y 2], E[Xgˆ(x)
2] = E[X(x)2] + ln
g(x)
gˆ(x)
.
Then:∫
R
dce(α−Q)cE
[
e
Q2
2 E[Y
2]eαX(i)+αQE[X(i)Y ]−
α2
2 E[Xgˆ(i)
2]e−e
γc
2
∫
R
e
γ
2
X(x)+
γQ
2
E[X(x)Y ]− γ
2
8
E[Xgˆ(x)
2]gˆ(x)
1
2 dx
]
(5.96)
=
∫
R
dce(α−Q)cE
[
e
Q(Q−α)
2 E[Y
2]e
α
2 (Q−α) ln g(i)gˆ(i) eαX(i)−
α2
2 E[X(i)
2]e−e
γc
2
− γQ
4
E[Y 2] ∫
R
e
γ
2
X(x)− γ
2
8
E[X(x)2]g(x)
1
2 dx
]
= e
α
2 (Q−α) ln
g(i)
gˆ(i)
∫
R
dce(α−Q)cE
[
eαX(i)−
α2
2 E[X(i)
2]e−e
γc
2
∫
R
e
γ
2
X(x)− γ
2
8
E[X(x)2]g(x)
1
2 dx
]
=
2
γ
Γ
(
2
γ
(α −Q)
)
e
α
2 (α−Q) ln gˆ(i)E


(∫
R
e
γ
2X(x)−γ
2
8 E[X(x)
2]
|x− i|γα g(x)
1
2−αγ4 dx
) 2Q−2α
γ

 .
To obtain the third line we have shifted the integral over c by Q2 E[Y
2] and to obtain the last one we have
computed the integral over c. The conclusion of the above is thus that:
E

(∫
R
e
γ
2Xgˆ(x)
|x− i|γα gˆ(x)
γ
4 (
2
γ−α)dx
) 2Q−2α
γ

 = E


(∫
R
e
γ
2X(x)−γ
2
8 E[X(x)
2]
|x− i|γα g(x)
1
2−αγ4 dx
) 2Q−2α
γ

 . (5.97)
To lift the constraint α > Q we have introduced to write the c integrals we can simply use analycity in
α of both sides of the above equation. Then combining this equation with (5.93) implies the claim of the
lemma.
5.4 Special functions
5.4.1 Hypergeometric equations
Here we recall some facts we have used on the hypergeometric equation and its solution space. For A > 0
let Γ(A) =
∫∞
0 t
A−1e−tdt denote the standard Gamma function which can then be analytically extended to
C \ {−N}. We recall the following useful properties:
Γ(A)Γ(1 −A) = π
sin(πA)
, Γ(A)Γ(A +
1
2
) =
√
π21−2AΓ(2A). (5.98)
Let (A)n :=
Γ(A+n)
Γ(A) . For A,B,C, and x real numbers we define the hypergeometric function F by:
F (A,B,C, t) :=
∞∑
n=0
(A)n(B)n
n!(C)n
tn. (5.99)
This function can be used to solve the following hypergeometric equation:(
t(1− t) d
2
dt2
+ (C − (A+B + 1)t) d
dt
−AB
)
f(t) = 0. (5.100)
We can give the following three bases of solutions corresponding respectively to a power series expansion
around t = 0, t = 1, and t =∞. Under the assumption that C is not an integer:
f(t) = C1F (A,B,C, t) + C2t
1−CF (1 +A− C, 1 +B − C, 2 − C, t). (5.101)
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Under the assumption that C −A−B is not an integer:
f(t) = B1F (A,B, 1 +A+B − C, 1 − t) (5.102)
+B2(1− t)C−A−BF (C −A,C −B, 1 + C −A−B, 1− t).
Under the assumption that A−B is not an integer:
f(t) = D1t
−AF (A, 1 +A− C, 1 +A−B, t−1) (5.103)
+D2t
−BF (B, 1 +B − C, 1 +B −A, t−1).
For each basis we have two real constants that parametrize the solution space, C1, C2, B1, B2, and D1, D2.
We thus expect to have an explicit change of basis formula that will give a link between C1, C2, B1, B2, and
D1, D2. This is precisely what gives the so-called connection formulas,(
C1
C2
)
=
(
Γ(1−C)Γ(A−B+1)
Γ(A−C+1)Γ(1−B)
Γ(1−C)Γ(B−A+1)
Γ(B−C+1)Γ(1−A)
Γ(C−1)Γ(A−B+1)
Γ(A)Γ(C−B)
Γ(C−1)Γ(B−A+1)
Γ(B)Γ(C−A)
)(
D1
D2
)
, (5.104)
(
B1
B2
)
=
(
Γ(C)Γ(C−A−B)
Γ(C−A)Γ(C−B)
Γ(2−C)Γ(C−A−B)
Γ(1−A)Γ(1−B)
Γ(C)Γ(A+B−C)
Γ(A)Γ(B)
Γ(2−C)Γ(A+B−C)
Γ(A−C+1)Γ(B−C+1)
)(
C1
C2
)
. (5.105)
These relations come from the theory of hypergeometric equations and we will extensively use them in
Section 2 and Section 3 to deduce our shift equations.
5.4.2 The double gamma function
We will now provide some explanations on the function Γ γ
2
(x) and S γ
2
(x) that we have introduced. For all
γ ∈ (0, 2) and for Re(x) > 0, Γ γ
2
(x) is defined by the integral formula,
ln Γ γ
2
(x) =
∫ ∞
0
dt
t
[
e−xt − e−Qt2
(1 − e−γt2 )(1− e− 2tγ )
− (
Q
2 − x)2
2
e−t +
x− Q2
t
]
, (5.106)
where we have Q = γ2 +
2
γ . Since the function Γ γ2 (x) is continuous it is completely determined by the
following two shift equations,
Γ γ
2
(x)
Γ γ
2
(x+ γ2 )
=
1√
2π
Γ(
γx
2
)(
γ
2
)−
γx
2 +
1
2 , (5.107)
Γ γ
2
(x)
Γ γ
2
(x+ 2γ )
=
1√
2π
Γ(
2x
γ
)(
γ
2
)
2x
γ − 12 , (5.108)
and by its value in Q2 , Γ γ2 (
Q
2 ) = 1. Furthermore x 7→ Γ γ2 (x) admits a meromorphic extension to all of C
with single poles at x = −nγ2 −m 2γ for any n,m ∈ N and Γ γ2 (x) is never equal to 0. We have also used the
double sine function defined by:
S γ
2
(x) =
Γ γ
2
(x)
Γ γ
2
(Q− x) . (5.109)
It obeys the following two shift equations:
S γ
2
(x+ γ2 )
S γ
2
(x)
= 2 sin(
γπ
2
x),
S γ
2
(x+ 2γ )
S γ
2
(x)
= 2 sin(
2π
γ
x). (5.110)
The double sine function admits a meromorphic extension to C with poles at x = −nγ2 −m 2γ and with zeros
at x = Q+ nγ2 +m
2
γ for any n,m ∈ N. Lastly we will need the following asymptotic for S γ2 (x):
S γ
2
(x) ∼
{
e−i
π
2 x(x−Q) as Im(x)→∞,
ei
π
2 x(x−Q) as Im(x)→ −∞. (5.111)
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5.4.3 Some useful integrals
Lemma 5.8. For θ0 ∈ [−π, π], −1 < g < 1 and 1 ∨ (1 + g) < b < 2 we have the identity:∫
R+eiθ0
(1 + u)g − 1
ub
du =
Γ(1− b)Γ(−1 + b − g)
Γ(−g) . (5.112)
By R+e
iθ0 we mean a complex contour that is obtained by rotating the half-line (0,+∞) by an angle eiθ0 .
In particular for θ0 = π it is passing above −1 and for θ0 = −π it is passing below.
Proof. Denote by (x)n := x(x + 1) . . . (x+ n− 1). We start by the case θ0 = 0:∫ ∞
0
(1 + u)g − 1
ub
du =
∞∑
n=0
(−1)n
n!
(−g)n 1
n+ 1− b −
∞∑
n=0
(−1)n
n!
(−g)n 1
1− b+ g − n (5.113)
=
1
1− b
∞∑
n=0
(−1)n
n!
(−g)n(1− b)n
(2− b)n −
1
1− b + g
∞∑
n=0
(−1)n
n!
(−g)n(−1 + b− g)n
(b− g)n
=
1
1− b 2F1(−g, 1− b, 2− b,−1)−
1
1− b+ g 2F1(−g,−1 + b− g, b− g,−1)
=
Γ(1− b)Γ(−1 + b − g)
Γ(−g) ,
where in the last line we used the formula, for suitable a, b ∈ R,
b¯ 2F1(a¯+ b¯, a¯, a¯+ 1,−1) + a¯ 2F1(a¯+ b¯, b¯, b¯+ 1,−1) = Γ(a¯+ 1)Γ(b¯+ 1)
Γ(a¯+ b¯)
. (5.114)
Then by rotating the contour, it is easy to observe that the value of the integral is the same for all θ0 ∈
[−π, π], which finishes the proof.
A direct consequence by a change of variable is the following identity:
Lemma 5.9. For θ0 ∈ [−π, π], −1 < g < 1 and g < b < 1 ∧ (1 + g) we have the identity:∫
R+eiθ0
(1 + u)g − ug
ub
du =
Γ(1− b)Γ(−1 + b− g)
Γ(−g) . (5.115)
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