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Abstract
Aval et al. proved in [2] that starting from a critical configuration of a chip-
firing game on an undirected graph, one can never achieve a stable configuration
by reverse firing any non-empty subsets of its vertices. In this paper, we generalize
the result to digraphs with a global sink where reverse firing subsets of vertices is
replaced with reverse firing multi-subsets of vertices. Consequently, a combinatorial
proof for the duality between critical configurations and superstable configurations
on digraphs is given. Finally, by introducing the concept of energy vector assigned to
each configuration, we show that critical and superstable configurations are the unique
ones with the greatest and smallest (w.r.t. the containment order), respectively, energy
vectors in each of their equivalence classes.
Keywords— critical configurations, superstable configurations, duality, chip-firing
games, energy vector optimizer.
1 Introduction
Originally developped in the early nineties of the last centuries in the context of self-
organized criticality [9] and as a “balancing game” on graphs [6, 7], chip-firing games
(CFG) have become an attractive mathematical model in combinatorics [5, 13, 14, 16].
In recent years, new connections have been found between CFG and the Riemann-Roch
theory on graphs [1, 4] and potential theory on graphs [3, 10]. This manuscript contributes
some new results to the latter category and at the same time provides a combinatorial
insight on existing results.
We consider a CFG on a digraph G with a global sink. A configuration is a distribution
of chips on the non-sink vertices. A transition, called a firing, consists in choosing a vertex
and sending one of its chips along each out-going arc to its neighbors. A firing is legal if
the chosen vertex has at least as many chips as its out-going arcs. Suppose we restrict
the game to non-negative configurations and legal firings. Then, a stable configuration is
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a configuration in which all the non-sink vertices cannot fire. A critical configuration is
a stable configuration which is “attainable” from a configuration with many chips. The
detailed descriptions of the model will be given in Section 2. Further discussions on critical
configurations can be found in [11].
In order to investigate the critical configurations, we introduce the notion of G-strongly
positive scripts. TheG-strongly positive scripts are closely related to Speer’s algorithm [19]
(indeed, the minimum G-strongly positive script coincides with the output of Speer’s
algorithm) and are equivalent to Perkinson et al.’s “burning configurations” [15]. The key
observation is that reverse-firing aG-strongly positive script “increases” the configurations.
Thus, by repeatedly reverse-firing a G-strongly positive script then stabilizing, we obtain
an “increasing” sequence of stable configurations. Since there are only finitely many stable
configurations in each equivalence class, this process must eventually stop at a fixed point,
which is the critical configuration.
Our contribution in this paper is threefold. First, we show that for CFG on digraphs
with a global sink, among all the stable configurations of each equivalence class, the
critical configuration has the maximum weight (Theorem 5). This has been proved in
[16] for Eulerian digraphs, but the question remained open for digraphs with a global
sink. Secondly, we give an extension of Aval et al. [2]’s result from undirected graphs
to digraphs with a global sink. Namely, one cannot obtain a stable configuration from a
critical one by reverse-firing a non-empty multi-subset of vertices (Theorem 6). Using this
result, we revisit the duality between critical configurations and superstable configurations
(Theorem 9). It should be noted that the duality is well-known in the literature: the result
for Eulerian digraphs was given by Holroyd et al. [11], for strongly connected digraphs by
Asadi and Backman [1], for digraphs with a global sink by Perkinson et al. [15]. There
are remarkable differences between the techniques used in those proofs. For the case of
digraphs with a global sink, Perkinson et al. used advanced algebra techniques such as the
coordinate ring and Gro¨bner bases, while Asadi and Backman’s proof is a combinatorial
one. Our proof is combinatorial and is independent from Asadi and Backman’s proof. A
notable difference is that the attainability in their proof requires that the firing/reverse-
firing sequences to be legal, while the legality restriction is not imposed in our proof.
Lastly, we give an energy maximizing (resp. minimizing) characteristic for critical (resp.
superstable) configurations (Theorem 8 and Corollary 11). Unlike previous studies on
CFG and potential theory [3, 10] where energies are defined as norms, in this paper,
the energies are defined as vectors and are compared using the containment order. This
order is not unfamiliar in the CFG literature: its restriction on the set of accessible
configurations (given an initial configuration) coincides with the accessibility order, which
has been extensively investigated in connection with lattice structures [8, 12].
The manuscript is organized as follows. Section 2 gives a brief summary of relevant
definitions and fundamental results on CFG and critical configurations. Section 3 presents
some properties and the maximizing characterization of critical configurations. Section 4
discusses the duality and the minimizing characterization of superstable configurations.
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2 Preliminaries
Unless stated otherwise, the vectors in this paper are row vectors. Let a be a vector in
Zn. We denote by ai the i-th component of a. We say that a vector is non-negative (resp.
positive) if all of its components are non-negative (resp. positive). The zero vector is
denoted by 0 and the all-one vector by 1.
The support of a is defined by supp(a) = {i | ai 6= 0}. The weight of a is w(a) =
∑n
i=1 ai.
For a matrix M , let Mi denote the i-th row vector of M and Mij the entry at row i
and column j of M .
The containment order on Zn is defined by: a  b ⇐⇒ ai ≥ bi for all i = 1, 2, · · · , n.
Let us now give some basic notions of chip-firing games on digraphs with a global sink.
Let G = (V,E) be a directed multigraph without loops, with n + 1 vertices, i.e.
V = {1, 2, · · · , n + 1}. The out-going degree (resp. in-going degree) of a vertex i is
denoted by d+i (resp. d
−
i ). The number of edges going from i to j is denoted by ei,j .
A source component (resp. sink component) of G is a strongly connected component
without in-going (resp. out-going) edge from other strongly connected components. A
vertex s of V is a sink if {s} is a sink component. It is a global sink if it is a sink and for
every other vertex i, there exists a directed path from i to s. Note that a global sink is
unique if it exists. In the rest of the paper, we suppose that G has a global sink at the
vertex n+ 1.
The graph G can be represented by its Laplacian matrix ∆˜ ∈ Z(n+1)×(n+1) whose
entries are defined as follows:
∆˜ij =
{
d+i if i = j ,
−ei,j if i 6= j .
The reduced Laplacian matrix ∆ is the matrix obtained from ∆˜ by removing the row and
the column corresponding to the sink.
The Laplacian and reduced Laplacian matrices play an important role in the study of
combinatorial properties of graphs and of chip-firing games on graphs (defined hereafter)
as well, see [6, 7] and the references therein. We recall here two useful properties for the
Laplacian and the reduced Laplacian of digraphs with a global sink.
i) The kernel of ∆˜ is spanned by a non-negative vector v such that vn+1 > 0. Conse-
quently, the rank of ∆˜ is n.
ii) The matrix ∆ is non-singular. Moreover, all the entries of ∆−1 are non-negative.
The first property is a particular case of [6, Proposition 3.1]. The non-singularity is
a corollary of the first property. The non-negativity of ∆−1 is a property of non-singular
M-matrix (see, for instance, [17, 18]).
A chip-firing game (CFG) on G, denoted by CFG(G), is a discrete dynamical system
in which:
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- A chip configuration (configuration for short) is a vector in Zn whose coordinates
represent the numbers of chips at non-sink vertices 1. We will use bold letters such
as a to denote configuration vectors.
- The transitions occur according to the firing rule, defined as follows. A vertex is
active if it has at least as many chips as its out-going degree. An active vertex can
fire by sending one chip along each of its out-going edge to its neighbors. That is, if
b is the configuration obtained from a by firing an active vertex i, we write a
i−→ b,
then:
bj =
{
ai − d+i if j = i ,
aj + ei,j otherwise,
or equivalently:
b = a −∆i .
A (unconstrained) firing sequence is a sequence of non-sink vertices (s1, s2, · · · , sk) in
V . The firing sequence (s1, s2, · · · , sk) is called legal from a if there exists a sequence of
configurations a = a0, a1, · · · , ak such that ar−1 sr−→ ar for all 1 ≤ r ≤ k and sr is active in
ar−1.
The firing script of a legal firing sequence (s1, s2, · · · , sk) is a vector σ ∈ Nn, where
σi is the number of occurrences of the vertex i in the sequence (s1, s2, · · · , sk). The firing
script provides a direct way to compute the result of a firing sequence: if b is obtained
from a by firing sequentially s1, s2, · · · , sk and σ is the corresponding firing script, then
b = a − σ∆ . (1)
When referring to vectors in Nn without mentioning a firing sequence, we will use the
term n-scripts, or simply scripts.
We say that two configurations a and b are linearly equivalent, denoted by a ∼ b, if
there exists a vector σ ∈ Zn verifying (1). The linear equivalence is an equivalent relation
on Zn. The quotient group Zn/〈∆1, . . . ,∆n〉 is called the Sandpile group of G and is
denoted by SP(G). When the context is clear, we refer to elements of SP(G) simply as
equivalent classes.
Note that a ∼ b does not imply that b can be obtained from a by a legal firing sequence.
In fact, even if b = a − σ∆ for some non-negative σ, it is not always the case that there
exists a legal firing sequence leading from a to b.
A configuration is said to be stable if it does not have any active vertex. It is known
that for each CFG with a global sink and for any non-negative configuration a, there exists
a unique stable configuration, denoted by a◦, which can be obtained from a by a legal firing
sequence. A process of firing from a to a◦ is called a stabilization of a. Note that there
may be many legal firing sequences from a to a◦, but they all have the same firing script.
In fact, they are the longest legal firing sequences from a. It is straightforward that if a
and b are non-negative configurations, then
(a + b)◦ = (a + b◦)◦ = (a◦ + b◦)◦ .
1Typically, the configurations must be non-negative. In this paper, we allow the coordinates of a
configuration to be negative.
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Moreover, if b is obtained from a by a legal firing sequence with firing script σ, then
(a − σ∆)◦ = b◦.
We refer the interested reader to [7, 11, 12] for more details on these results.
We end this section with some important properties of critical configurations, also
known as recurrent configurations. There are several definitions of critical configurations
in the literature. In [11], it is shown that all those definitions are equivalent for CFG on
a digraph with a global sink. We recall here the definition that we consider most useful
for our purposes in this paper.
Let cmax = (d
+
1 − 1, d+2 − 1, · · · , d+n − 1) be the maximum stable configuration by the
containment order.
Definition 1 (Critical configuration).
A non-negative configuration a is critical if and only if for any configuration b, there
exists a non-negative configuration c such that a = (b + c)◦.
The following lemma presents some known properties of critical configurations.
Lemma 1 ([11]). Consider a CFG on a graph G with a global sink.
i) Each equivalent class of SP(G) has exactly one critical configuration.
ii) If a is critical, b is stable, and b  a, then b is critical.
iii) A non-negative configuration a is critical if it is stable and there exists a non-negative
configuration c such that a = (cmax + c)
◦.
It is difficult to decide if a configuration is critical or not using the above definitions.
However, there exist efficient algorithms to recognize critical configurations, for instance
Dhar’s burning algorithm for undirected graphs [9] and Speer’s script algorithm for con-
nected digraphs [19]. In the next section, we give a maximizing characterization for the
critical configurations on their equivalent classes.
3 Critical configurations as energy vector maximizers
In this section, we prove that we never reach a stable configuration from a critical one by
reverse-firing unconstrainedly any non-empty multi-subsets of vertices (Theorem 6). This
is an analogue of Aval et al.’s result [2] in the case of digraphs with a global sink. Then,
by associating each configuration with an energy vector, we will show that among stable
configurations in a same equivalence class, the critical configuration is the unique one with
the greatest energy vector by the containment order (Theorem 8). An affirmative answer
for a question in [16] about the maximum weight of critical configurations is also given
using G-strongly positive scripts.
Before presenting these results, we first introduce the concepts of G-positive scripts
and G-strongly positive scripts.
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Definition 2 (G-positive and G-strongly positive scripts).
Let σ be an n-script. We say that:
i) σ is G-positive if σ∆  0;
ii) σ is G-strongly positive if it is G-positive and supp(σ∆) intersects each source com-
ponent of G.
Remarks:
- In case that G \ {n + 1} is strongly connected, the concepts of G-positiveness and
G-strong positiveness coincide.
- A G-strongly positive script is G-positive but the converse is not true. For instance,
consider the graph in Figure 1. The scripts (1, 2, 4) and (0, 0, 1) both are G-positive
but the former is G-strongly positive while the latter is not.
- G-positive and G-strongly positive scripts always exist. Indeed, since the entries
of ∆−1 are positive rational numbers, one can find a positive integer vector u such
that u∆−1 is also a positive integer vector. Then σ = u∆−1 is a G-strongly positive
script.
- Let σ be a G-strongly positive script. The support of σ∆ may not intersect all
strongly connected components of G. For example, consider the graph in Figure 1.
The script σ = (1, 2, 3) is G-strongly positive and (σ∆)(v3) = 0.
v1
v2
v3
s
6
3
1
1
2
Figure 1: A graph with global sink s
The following lemma is a crucial result which shows that for stable configurations,
legal firing consumes less time than reverse firing.
Lemma 2. Let σ = (σ1, . . . , σn) be an n-script and let a be a stable configuration of
CFG(G) such that a + σ∆ is non-negative. Let τ be the firing script in the stabilizing
process of a + σ∆. Then τ  σ.
Proof. Let b = a + σ∆. Since a is stable, we have, for all i = 1, 2 . . . , n:
0 ≤ ai = bi − σi∆ii +
∑
j 6=i
σj∆ji < ∆ii . (2)
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Let s = (s1, s2, . . . , sk) be a legal firing sequence in the stabilizing process of b. Note
that some of si could appear more than once. Denote by s
≤t = (s1, s2, . . . , st) the legal
firing sequence which is the prefix of s of length t and τ≤t its associated firing script, i.e.
τ≤tj is the number of firings of the vertex j until time t.
Assume to the contrary that τ  σ. Let t0 be the first time in the process of firing s
that the number of occurrences of the vertex i = st0 exceeds σst0 . We have:{
τ≤t0j = σj + 1 if j = i,
τ≤t0j ≤ σj if j 6= i.
Combining this with the fact that ∆ij ≤ 0 for all j 6= i and (2), we have the following
evaluation for the number of chips at vertex i after the firing of s≤t0 :
bi − τ≤t0t ∆ii −
∑
j 6=i
τ≤t0j ∆ji ≤ bi − (σi + 1)∆ii −
∑
j 6=i
σj∆ji < 0 ,
which contradicts the legality of s.
Note that the proof of Lemma 2 does not require a+σ∆ to be non-negative. We keep
this hypothesis, however, for ease of exposition and in fact, it does not affect our other
proofs.
The next lemma states that reverse-firing a G-positive script followed by the stabiliza-
tion does not decrease the weight of a non-negative configuration.
Lemma 3. Let σ be a G-positive script and let a,b be stable configurations such that
b = (a + σ∆)◦. Then w(b) ≥ w(a).
Proof. Let τ be the firing script of the stabilization of a+σ∆. We have b = a+σ∆− τ∆,
and:
w(b) = b · 1 = a · 1 + (σ − τ)∆ · 1
= w(a) +
∑
i:(i,n+1)∈E
(σi − τi)ei,n+1.
By Lemma 2, σi ≥ τi for all i. Hence, w(b) ≥ w(a).
The next proposition shows the recurring nature of critical configurations. This result
was mentioned in [15, Theorem 2.27], but we have not found a proof in the literature. We
restate it here with a complete proof.
Proposition 4. Let a be a stable configuration and let σ be a G-strongly positive script.
Then a is critical if and only if (a + σ∆)◦ = a. Moreover, if a is critical then the firing
script in the stabilizing process of a + σ∆ is σ.
Proof. We first prove that (cmax + σ∆)
◦ = cmax. Since σ∆  0, (cmax + σ∆)◦ is stable,
hence (cmax + σ∆)
◦  cmax. On the other hand, by Lemma 3, w(cmax + σ∆)◦ ≥ w(cmax).
Hence, (cmax + σ∆)
◦ = cmax.
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Now let a be an arbitrary critical configuration. By Lemma 1, there exists c  0 such
that a = (cmax + c)
◦. Hence:
(a + σ∆)◦ = ((cmax + c)◦ + σ∆)◦
= (cmax + c + σ∆)
◦
= ((cmax + σ∆)
◦ + c)◦
= (cmax + c)
◦ = a.
Conversely, suppose that (a + σ∆)◦ = a. Observe that if u, v are vertices of G and
there is a directed path from u to v, then for all p > 0, by putting sufficiently many chips
in u and repeatedly (and legally) firing the vertices along that path, one can increase the
number of chips in v by at least p (for instance, if u = v0, v1, · · · , vk = v is a directed path
from u to v, then p
∏k−1
i=0 d
+(vi) chips in u are enough). Thus, for all p > 0, starting with
sufficiently many chips in one vertex of each source component of G, one can redistribute
chips in G such that every non-sink vertex has at least p chips. Since σ is G-strongly
positive, the support of σ∆ on each source component is non-empty. Therefore, for a
sufficiently large number m ∈ N, there exists a legal firing sequence leading from a+mσ∆
to a configuration a′  cmax. In other words, there exist a positive integer m, a positive
configuration c and a legal firing sequence from a +mσ∆ with firing script τ such that:
cmax + c = (a +mσ∆)− τ∆ ,
whence
(cmax + c)
◦ = (a +mσ∆− τ∆)◦ = (a +mσ∆)◦ .
On the other hand, since (a + σ∆)◦ = a and σ∆  0, we have, by induction:
(a +mσ∆)◦ = (a + σ∆ + (m− 1)σ∆)◦ = ((a + σ∆)◦ + (m− 1)σ∆)◦
= (a + (m− 1)σ∆)◦ = · · · = (a + σ∆)◦ = a .
So (cmax + c)
◦ = a, which means a is critical.
Finally, suppose a is critical and let τ be the firing script of the stabilization of a+σ∆.
We have a + σ∆− τ∆ = a, hence (τ − σ)∆ = 0. Since ∆ is non-singular, τ = σ.
Remark: The above proof shows that the “only if” part also holds when σ is G-positive
but not G-strongly positive. The “if” part, however, requires G-strong positiveness to be
correct. Consider the graph in Figure 1 and the scripts σ1 = (0, 0, 1), σ2 = (1, 2, 4). We
can easily verify that σ1 is G-positive but not G-strongly positive and σ2 is G-strongly
positive. Let a = (1, 1, 1). Then (a + σ2∆)
◦ = (6, 3, 1) 6= a, which implies that a is not
critical. Meanwhile, (a+σ1∆)
◦ = a, which means that a is “recurrent” when reverse-firing
by the script σ1.
In [16], Perrot and Pham posed a question about the maximum weight of critical
configurations in their equivalence classes and gave the answer for Eulerian digraphs.
Here, we give the answer for general digraphs with a global sink.
Theorem 5. Let a be a critical configuration and b be a stable configuration in the equiv-
alence class of a. Then w(a) ≥ w(b).
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Proof. Let σ be a G-strongly positive script. Consider the following sequence of stable
configurations:
b0 = b , bk+1 = (bk + σ∆)
◦ for all k ≥ 0 .
By Lemma 3, {w(bk)} is non-decreasing. In particular, w(bk) ≥ w(b) for all k.
The stable configurations (bk) all belong to the equivalence class of a, which is finite,
so there exist k < ` such that bk = b`, or:
bk = b` = (bk + (`− k)σ∆)◦ .
Note that if σ is G-strongly positive, then mσ is also G-strongly positive for all positive
integerm. So applying Proposition 4 with bk and (`−k)σ yields that bk is critical. But since
each equivalence class has only one critical configuration, bk = a. Thus w(a) ≥ w(b).
As mentioned at the end of section 2, to decide whether a configuration is critical,
one may use Dhar’s burning algorithm [9] for undirected graphs and Speer’s script al-
gorithm [19] for strongly connected digraphs. Both algorithms are based on Proposition
4: the idea is to use a minimal G-strongly positive script to test for the recurrence of a
critical configuration. In Dhar’s algorithm, the minimum script is always (1, 1, . . . , 1). In
Speer’s algorithm, the script is not explicitly given, but one can construct it through a
greedy iteration process: starting with the initial script σ = (1, 0, . . . , 0), at each step,
one chooses an index i such that (σ∆)i is negative and increments σi. In 2011, Perkinson
et al. [15] developed the script algorithm for digraphs with a global sink by taking the
initial script σ = (1, 1, . . . , 1). This initial script indicates that every vertex has to fire at
least once in a recurrent firing sequence. It is showed in [19] that the output of the script
algorithm is uniquely determined and is in fact the unique minimum G-strongly positive
script. We denote this script by σM .
Example: For the graph in Figure 1, the minimum G-strongly positive script is
σM = (1, 2, 3).
The next theorem is an extension of Aval et al.’s result [2] for undirected graphs
to digraphs with a global sink. Essentially, it states that one cannot obtain a stable
configuration from a critical one by reverse-firing a non-empty multi-subset of vertices.
This result is instrumental in the proof of the energy maximizing characterization of
critical configurations (Theorem 8) and in the proof of the duality theorem (Theorem 9).
Theorem 6. Let σM be the minimum G-strongly positive script and let a be a stable
configuration of CFG(G). The following statements are equivalent:
i) a is critical;
ii) a + τ∆ is not stable for all τ  0;
iii) a + τ∆ is not stable for all τ such that 0 ≺ τ ≺ σM .
Proof.
i) ⇒ ii): Let a be critical and suppose that there exists a script τ  0 such that
b = a + τ∆ is stable. Let m = max{τi}+ 1 and σ = mσM . Then σ − τ  0.
Since σ is G-strongly positive, we have, by Proposition 4, (a + σ∆)◦ = a and that σ
is the stabilizing script of a + σ∆ which is also equal to b + (σ − τ)∆. But by Lemma 2,
the stabilizing script of b + (σ − τ)∆ cannot exceed σ − τ , contradiction!
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ii)⇒ iii): Trivial.
iii)⇒ i): Let b = (a + σM∆)◦. Suppose that b 6= a. Let τ be the stabilizing script of
a + σM∆. By Lemma 2 and since b 6= a, τ ≺ σM . Now b = a + (σM − τ)∆ is stable and
0 ≺ σM − τ ≺ σM , contradiction! So (a + σM∆)◦ = a, which means a is critical.
Theorem 5 shows that a critical configuration has maximum weight among all of the
stable configurations of its equivalence class. This property, however, does not characterize
critical configurations, in the sense that there may be non-critical configurations with the
same weight, see Figure 2 for an example. The notion of energy vector, defined hereafter,
will provide a maximal characterization of critical configurations.
Definition 3 (CFG order and energy vector).
Let a and b be two configurations. We say that a CFG b if a∆−1  b∆−1. The vector
a∆−1 is called the energy vector of the configuration a.
3
1
1
0
s
3
2
4
0
0
1
s
3
2
Figure 2: Two stable configurations in the same equivalence class with the same weight
of 5. The left one is critical whereas the right one is not.
The following properties are immediate.
Lemma 7. Let a,b be two configurations of CFG(G). Then
i) The binary relation CFG is a partial order on Zn.
ii) If a ∼ b and a CFG b, then there exists a unique non-negative script σ such that
b − a = σ∆ .
Remark: In the chip-firing game literature, b is said to be accessible from a if there is a
legal firing sequence leading from a to b. The accessibility relation induces a partial order
on the set of non-negative configurations. It is easy to see that the accessibility order is a
sub-order of CFG.
Theorem 8. In the set of stable configurations of each equivalence class, the critical
configuration is the greatest with respect to the CFG order. Equivalently, the critical
configuration is of the greatest energy (w.r.t. the containment order).
Proof. Let a be an arbitrary stable configuration and a∗ be the critical configuration in
its equivalence class. Assume that a is not critical. We will prove that a ≺CFG a∗.
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Since a is not critical, by Theorem 6, there exists a script τ1  0 such that a1 = a+τ1∆
is stable. Then a1 ∼ a and a1 CFG a (since a1∆−1−a∆−1 = τ1  0). Now, if a1 is critical,
then a1 = a
∗, hence a∗ = a1 CFG a. If a1 is not critical, by Theorem 6, there exists a script
τ2  0 such that a2 = a1 + τ2∆ is stable, and so a ≺CFG a1 ≺CFG a2. Repeating the above
arguments, we obtain a sequence of stable configurations a ≺CFG a1 ≺CFG a2 ≺CFG · · ·
Since the number of stable configurations in each equivalence class is finite, this increasing
sequence (w.r.t. the CFG order) must stop at a critical configuration which in fact
coincides with a∗. Thus, a∗ CFG a.
4 The duality between critical configurations and super-
stable configurations
In this section, we revisit the duality between critical configurations and superstable con-
figurations (Theorem 9). It has been shown, by Asadi and Backman [1, Theorem 3.15] and
Perkinson et al. [15, Corollary 5.15] that for a digraph with a global sink, a configuration is
superstable if and only if its complementary configuration is critical. The proof of Perkin-
son et al. used advanced algebra techniques such as the coordinate ring induced by the
Laplacian matrix and Gro¨bner bases, while Asadi and Backman’s proof is combinatorial.
We give another combinatorial proof which is different and independent from Asadi and
Backman’s one.
Definition 4 (Super-stable configuration).
A non-negative configuration a is superstable if for all scripts σ  0, a − σ∆ has a
negative component.
Super-stable configurations are also known as reduced divisors or z-superstable config-
urations [3, 10]. It can be readily seen that if a is superstable and 0  b  a, then b is also
superstable. Moreover, superstable configurations are stable. Indeed, if a is not stable
and τ is the stablizing script of a, then τ  0 and a − τ∆ = a◦ is non-negative.
We now state the duality theorem.
Theorem 9 (Duality Theorem). Let a be a stable configuration. Then a is critical if and
only if cmax−a is superstable. Consequently, the number of critical configurations is equal
to the number of superstable configurations.
Proof. Let a be a critical configuration. Suppose that cmax − a is not superstable. Then
there exists a script σ  0 such that (cmax − a)− σ∆  0. Let b = (cmax − a − σ∆)◦ and
let τ be the stabilizing script of cmax − a − σ∆. Then a + (σ + τ)∆ = cmax − b, which
contradicts Theorem 6 since σ + τ  0 and cmax − b is stable. So cmax − a is superstable.
Conversely, suppose that cmax − a is superstable for some non-critical stable configu-
ration a. By Theorem 6, there exists some script σ  0 such that a + σ∆ is stable. In
particular, a + σ∆  cmax, hence (cmax − a)− σ∆  0, contradiction!
Corollary 10. Let a be a stable configuration and σM be the minimum G-strongly positive
script. The following statements are equivalent:
i) a is superstable;
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ii) a − σ∆ has a negative component for all 0 ≺ σ  σM ;
iii) a − σ∆ is not stable for all 0 ≺ σ  σM .
Recall that for undirected graphs, σM = (1, 1, . . . , 1). By Corollary 10, in order to
check if a configuration a is superstable, it suffices to check the non-negativeness or non-
stableness of configurations obtained from a by firing a subset of vertices. This is not true
for digraphs in general. Consider, for instance, the digraph in Figure 3: the configuration
a = (0, 3) is not superstable (a − (2, 1)∆ = (1, 1)  0) despite the fact that a − σ∆ has at
least one negative component for all σ ∈ {(0, 1) , (1, 0) , (1, 1)}.
The energy minimizing characteristic of superstable configurations is a natural conse-
quence of the duality and the energy maximizing characteristic of critical configurations.
Corollary 11. Among the non-negative configurations of each equivalence class, the su-
perstable configuration is the smallest with respect to the CFG order.
Proof. The result follows Theorem 8, Theorem 9, and the following observations:
i) Since a CFG a◦ for all non-negative configuration a, it suffices to show that su-
perstable configurations are the smallest among the stable configurations of each
equivalence class.
ii) If a and b are equivalent stable configurations, then cmax − a and cmax − b are also
equivalent stable configurations.
iii) For any configurations a and b, a CFG b if and only if cmax − a CFG cmax − b.
0 3
s
2
5 1
Figure 3: A non-superstable configuration which is non-negative when firing any subsets
of vertices.
We conclude with a conjecture on the CFG order. Let a∗ be a superstable config-
uration and let a∗ be the critical configuration equivalent to a∗. Consider the following
increasing sequence of stable configurations with respect to the CFG order:
a∗ CFG (a∗ + σM∆)◦ CFG (a∗ + σM∆)◦ CFG · · · CFG a∗ (3)
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Consider the graph G shown in Figure 4 with a∗ = (1, 0, 0, 1)) and a∗ = (3, 1, 1, 0). For
this graph:
∆ =

5 −3 0 −1
−1 2 −1 0
0 −1 2 −1
0 0 0 2
 , σM = (1, 2, 1, 1) ,
and we have the sequence:
(1, 0, 0, 1) ≺CFG (0, 1, 1, 0) ≺CFG (4, 0, 0, 1) ≺CFG (3, 1, 1, 0) .
The above sequence contains all the stable configurations equivalent to (1, 0, 0, 1). In fact,
we have not found an example in which the sequence (3) does not cover all the stable
configurations of the corresponding equivalence class. We conjecture that this is true for
digraphs with a global sink in general.
v1
v2
v3
v4
s
3
2
Figure 4: Example for the Conjecture
Conjecture. The CFG order is linear on the set of all stable configurations of each
equivalence class.
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