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Abstract: Partially systematic parallel concatenated
(turbo) codes of rate 1/2 are considered. These are gen-
erated from a classical rate 1/3 turbo code by puncturing
both the parity bits and the systematic bits. The so-called
“error-floors” of the resulting codes are lower than
those of their systematic counterparts. For some punc-
turing patterns, even the “waterfall region” is shifted to
lower signal-to-noise ratios. Hence, the performance of
rate 1/2 turbo codes can be enhanced by simply spread-
ing the puncturing over the parity and the systematic bits
without increasing encoding and decoding complexity.
Keywords: Turbo codes, punctured codes, iterative
decoding, weight distribution.
1. INTRODUCTION
The classical turbo encoder [1] consists of two recur-
sive scramblers: the first one is directly fed with the info
word, whereas the second one is fed with the interleaved
info word. The turbo code word comprises the system-
atic part, which equals the info word, and the two parity
parts, i.e., the parity words, which are the outputs of the
two scramblers. In order to raise the code rate from 1/3
to 1/2, the two parity words are punctured.
To improve this type of rate 1/2 turbo code, research
has been focused on two subjects: code design and inter-
leaver design. A kind of boundary condition has always
been that only the parity words are punctured, i.e., only
systematic turbo codes have been considered.
When looking at optimal and suboptimal iterative de-
coding algorithms (IDA) [1] [2] [3], it becomes obvious
that the code does not need to be systematic. In fact, the
IDA can also be applied to a class of non-systematic con-
catenated codes, the so-called coupled codes [4]. Hence,
there is a third, previously not regarded degree of free-
dom in turbo code design: the puncturing may be opti-
mized with respect to the parity and the systematic bits.
Depending on the puncturing pattern, the resulting
code may be systematic (none of the info bits are punc-
tured), partially systematic (some of the info bits are
punctured) or non-systematic (all of the info bits are
punctured). The partially systematic turbo codes (PSTC)
are discussed in this paper and they are compared to sys-
tematic (conventional) and non-systematic turbo codes.
The encoder and the decoder are described in the fol-
lowing two sections. Then, simulation results for the bit
error rates and the word error rates are presented. The
asymptotic behavior is analytically derived by means of
the weight distribution in the last section.
2. ENCODER
The encoder of the PSTC is depicted in Figure 1. It
consists of the interleaver (ILV), two scramblers (SCR1,
SCR2) with the respective recursive generators g1(D)
and g2(D), and the puncturer (PCT).
The code word x = (u,p1,p2) comprises the info
word u, the parity word p1, which is the output of scram-
bler SCR1, and the parity word p2, which is the output
of scrambler SCR2. The set of these words x build the
“mother” turbo code of rate 1/3.
This code is punctured according to the 3 × b punc-
turing matrix
B =


bu
bp1
bp2


with puncturing period b. The row vectors bu, bp1, and
bp2 define the puncturing patterns of u, p1, and p2, re-
spectively.
The punctured code word x′ = (u′,p′1,p
′
2) com-
prises the punctured info word u′, the punctured parity
word p′1 of scrambler SCR1, and the punctured parity
word p′2 of scrambler SCR2. The set of these words x
′
build the PSTC of rate 1/2.
Let us define the permeability rate ρ of a word as the
proportion of the bits that are not punctured. For exam-
ple, ρ = 1/4 means that three of four bits are punctured
and therefore only one out of four bits is transmitted.
Then, a puncturing matrix B can be characterized by
the permeability rate ρu of the info word and the perme-
ability rate ρp of each of the parity words. The relation
between the permeability rates and the PSTC rate R is
given by
1
R
= ρu + 2ρp
For the desired code rate R = 1/2 and a chosen info per-
meability rate ρu, the parity permeability rate ρp results
in
ρp = 1 − ρu/2 .
Some valid combinations are listed in Table 1.
Using these definitions, a non-systematic turbo code
is given by ρu = 0, a systematic turbo code by ρu = 1
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Figure 1: Encoder of the PSTC with the info permeability rate ρu and the parity permeability rate ρp.
(which is the conventional turbo code), and a PSTC by
0 < ρu < 1.
3. DECODER
For decoding the PSTC, the usual method for de-
coding punctured codes is applied. Firstly, the channel
measurements are de-punctured, i.e., the channel log-
likelihood ratios of the punctured bits are set to zero, or
equivalently, the channel probabilities of these bits are
set to 1/2. Then, the “mother” code, i.e. the unpunc-
tured rate 1/3 turbo code, is decoded by the well-known
IDA [1] [3].
The intention of turbo decoding is to improve the re-
liability of the info bits with each iteration step. For
a systematic turbo code, the initial reliabilities depend
only on the channel quality. For a PSTC, however,
they also depend on the info permeability rate ρu: the
smaller ρu is, the lower the mean initial reliability will
be. This might be an advantage of a systematic turbo
code over a PSTC and will be analyzed later on.
4. SIMULATED ERROR RATES
To evaluate the performance of PSTCs, the coded
transmission with binary phase shift keying over an ad-
ditive white Gaussian noise channel was simulated.
The PSTCs are derived from a “mother” turbo code
of info word length K = 16384 comprising two mem-
ory 2 scramblers with the generators
g(D) =
1 + D2
1 + D + D2
.
To abstract from interleaver design, a random inter-
leaver is used and a new interleaving pattern is gen-
erated for each info word, i.e., the so-called uniform-
interleaving [5] is applied. The “mother” code is punc-
tured in accordance with the puncturing patterns of Ta-
ble 1. The resulting PSTCs are of rate 1/2, what can
easily be verified by the puncturing matrices. The PSTCs
are decoded with 20 iterations.
In Figure 2 and Figure 3, the resulting bit error rates
(BER) and word error rates (WER) are plotted versus the
signal-to-noise ratio (SNR) Eb/N0, where Eb denotes
B ρu ρp


1 1
1 0
0 1

 1 1/2


1 1 1 0 1 1 0 1
1 0 1 1 1 0 1 0
0 1 0 1 0 1 1 1

 3/4 5/8


1 0 1 0
1 1 0 1
0 1 1 1

 1/2 3/4


1 0 0 0 1 0 0 0
1 1 1 1 0 1 1 1
0 1 1 1 1 1 1 1

 1/4 7/8


0
1
1

 0 1
Table 1: Puncturing matrices B for rate 1/2 PSTCs and
the respective permeability rates ρu and ρp.
the energy per info bit and N0 the one-sided power den-
sity of the noise.
Three facts can be observed:
1. The error-floors of both the BER and the WER de-
crease with decreasing ρu, except for ρu = 0.
2. For slight puncturing of the systematic word
(high ρu), the waterfall region is shifted to lower
SNR, whereas for stronger puncturing (low ρu), it
is shifted to higher SNR with respect to the sys-
tematic code (ρu = 1).
3. The PSTC with ρu = 0 exhibits very poor perfor-
mance.
Observation 1 can be explained as follows: For high
SNR, the error-floor is due to the case where an input
weight w = 2 causes output weights h = df,eff = 4 at
both of the scramblers before puncturing, where df,eff
is the effective free distance of the given generator [5].
To achieve a high code word weight after puncturing, it
is advantageous to put more puncturing to the systematic
word than to the parity words, since then, it is likely that
less of the overall output weight will be removed. The
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Figure 2: BER of rate 1/2 PSTCs (info word length
K = 16384, memory 2 scramblers) with various info
permeability rates ρu, and approximated error-floors
(dashed). The classical turbo code corresponds to
ρu = 1.
higher code word weight will lead to a lower error-floor.
This “practical” explanation will be proved analytically
in the next section.
Observation 2 is due to two effects: (a) Spreading
the puncturing over the systematic and the parity bits
improves the code word distances (see next section).
Hence, also the error rates in the waterfall region will
be smaller. (b) The IDA needs a kind of seed to start,
which is given by the reliabilities of the non-punctured
systematic bits. The smaller the info permeability rate
is, the worse works the IDA (compare to the last remark
in the previous section). Due to these two contradictory
effects, there is a trade-off between the (potential) per-
formance of the code and the (effective) performance of
the IDA.
Observation 3 can be explained as follows: For the
case ρu = 0, the IDA starts with the decoding of parity
bits produced by the first scrambler. Since this “code”
contains only the trellis termination as redundancy, and
since there is no pre-decoding information about the info
bits available (ρu = 0), the decoding results after the
first half-iteration will be almost random-like. In the
second half-iteration, the situation is even worse: the
“code” generated by the second scrambler also contains
only the termination bits as redundancy. Additionally,
the decoder is fed with pre-decoding information about
the info bits computed in the first half-iteration, which
is likely to be wrong. Therefore, the decoding result
after the first (full) iteration step is likely to be wrong,
too. Since the two component decoders will provide
each other with distorted pre-decoding information dur-
ing the IDA, the decoding of non-systematic turbo codes
will fail most of the time.
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Figure 3: WER of rate 1/2 PSTC (info word length
K = 16384, memory 2 scramblers) with various info
permeability rates ρu, and approximated error-floors
(dashed). The classical turbo code corresponds to
ρu = 1.
5. WEIGHT DISTRIBUTIONS AND
APPROXIMATED ERROR-FLOORS
The weight distribution of a code allows to evaluate
the code performance for ML decoding; especially for
turbo codes, the error-floors can be approximated [6]. In
the following, the weight distribution and the approxi-
mated error-floors of the PSTCs discussed in the previ-
ous section will be determined.
To calculate the coefficients Aw,h of the input-output
weight enumerating function (IOWEF) of a PSTC with
uniform interleaver, a method similar to [5] was ap-
plied. Let denote w the weight of the info word u, w′
the weight of the punctured info word u′, h1 and h2
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Figure 4: Coefficients Bh of rate 1/2 PSTCs (info word
length K = 16384, memory 2 scramblers) with various
info permeability rates ρu.
the weight of the punctured parity words p′1 and p
′
2,
and h the weight of the PSTC word x′; let further
denote ASCR1w,w′+h1,n1 the number of “compound” error
events of scrambler 1 with input weight w and output
weights w′ and h1, comprising n1 concatenated “sin-
gle” error events, and let denote ASCR2w,h2,n2 the number
of “compound” error events of scrambler 2 with input
weight w and output weight h2, comprising n2 concate-
nated “single” error events. Then [5],
Aw,h ≈
∑
w′+h1
+h2=h
∑
n1
∑
n2
(
K
n1
)(
K
n2
)
(
K
w
) ASCR1w,w′+h1,n1A
SCR2
w,h2,n2
.
With the coefficients
Bh =
∑
w
Aw,h , Dh =
∑
w
w
K
Aw,h ,
the union-bound for the BER Pb and for the WER Pw is
given by1
Pb ≤
∑
h>0
Dh · Q
(
√
2hR Eb/N0
)
,
Pw ≤
∑
h>0
Bh · Q
(
√
2hR Eb/N0
)
,
where code rate R = 1/2. If this bound is evaluated only
for low code word weights, it represents a good approx-
imation of the error-floor [6].
The coefficients Bh and Dh of the codes discussed in
the previous section were computed for small code word
weights h. The values of Bh, which represent the weight
distribution, are depicted in Figure 4.
For ρu = 1, the coefficients Bh are very small for
odd weights h; for even h they are much bigger than
those for ρu = 3/4. Thus, the PSTC with ρu =
3/4 will probably outperform the systematic turbo code
with ρu = 1, at least in the error-floor region. For ρu =
3/4, 1/2, 1/4, the coefficients Bh are decreasing with
decreasing ρu for all weights h; therefore, puncturing
of the systematic bits improves the PSTC. Note that this
is valid for both the error-floor and the waterfall region.
The Bh of the PSTC with ρu = 1/4 and those of the
non-systematic turbo code (ρu = 0) are comparable for
even weights h, but for odd h, Bh = 0 for the latter code.
Thus, the non-systematic turbo code is the strongest one
of these five codes.
These analytical results perfectly match to the simu-
lations (see Figure 3) in the error-floor region (the poor
performance of the non-systematic turbo code was al-
ready explained). In the waterfall region, however, the
performance increases only for ρu up to about 1/2.
Since the codes have shown to become stronger even
for ρu < 1/2, the observed performance degradation
must be due to the suboptimal IDA.
1Q (x) = 1/
√
2π
R
∞
x
exp(−t2/2)dt.
An analogous analysis of the coefficients Dh leads to
similar results for the BER.
The error-floors of the codes were approximated as
explained above. They are depicted in Figure 2 and Fig-
ure 3. These approximated error-floors agree with the
simulations and support the analytical results.
6. CONCLUSIONS
A new method was proposed to generate rate 1/2
turbo codes by puncturing both the systematic and the
parity bits of a rate 1/3 “mother” turbo code, resulting in
the partially systematic turbo codes (PSTC). For mem-
ory 2 component codes, the BER and the WER were
simulated and the weight distribution and the approx-
imated error-floors were computed. The PSTCs out-
perform the conventional systematic turbo codes in the
error-floor region and, for an appropriately chosen info
permeability rate, even in the waterfall region without
increasing encoding and decoding complexity. It was
proven by analysis of the weight distribution (a) that the
PSTCs become the stronger, the more systematic bits are
punctured; and (b) that the performance degradation in
the waterfall region for strong puncturing of the system-
atic bits is due to the suboptimal iterative decoding algo-
rithm.
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