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LIME(Local Interpretable Model-agnostic Explanations)[6]を推薦モデルに適用すること

















































表 2.1 関連研究の比較 




































































アルゴリズム 1に，回帰モデルの推論に対して LIMEによって説明を行う方法を示す． 
アルゴリズム 1  LIMEを用いた説明の生成 ([6]をもとに作成) 
入力: 説明対象のモデル𝑓, 入力ベクトル𝑥 
入力: サンプル数𝑆, カーネル幅𝜎, 特徴量の数𝐾 
出力: 各特徴量の重要度𝒘 
1.  𝒵 ← {} 
2.  𝐟𝐨𝐫		𝑖 ∈ {1, 2, 3, … , 𝑆}		𝐝𝐨 
3.     𝒛𝒊 ←サンプリングされた𝒙の周辺のベクトル 
4.     𝒵 ← 𝒵 ∪ 〈𝒛𝒊, 𝑓(𝒛𝒊), 𝜋(𝒙, 𝒛𝒊)〉 
5.  𝐞𝐧𝐝	𝐟𝐨𝐫 
6.  𝑔 ← 𝒵に対して𝐿(𝑓, 𝑔)を最小化する𝐾個の特徴量を使用した回帰モデル 
7.  𝒘 ← 𝑔の回帰係数  
8.  𝐫𝐞𝐭𝐮𝐫𝐧	𝒘 







𝜋(𝒙, 𝒛) = expL−
𝐷(𝒙, 𝒛)#
𝜎# N





































































アルゴリズム 2  入力ベクトルのサンプリング 
入力: ユーザ集合𝑈，アイテム集合𝐼 
出力: サンプリングしたベクトル𝒛𝒊 
1.  𝑗 ← 𝐼からランダムにアイテムを抽出 
2.  𝑢 ← 𝑈からランダムにユーザを抽出 
3.  𝒛𝒊 ← 𝑗, 𝑢を特徴ベクトルに変換 
4.  𝐫𝐞𝐭𝐮𝐫𝐧	𝒛𝒊 
 




• ユーザ IDを one-hot表現した特徴量 

































• ユーザの属性: 「あなたの年齢( )に基づいて以下の商品をおすすめします．」 
• ユーザの行動: 「あなたが購入したアイテム( )に基づいて以下の商品をおすすめしま
す．」 



























2 MovieLens 1M Dataset, GroupLens, https://grouplens.org/datasets/movielens/1m/ 
Nóbregaら[5]の研究で使用されたMovieLens 10M Datasetは，ユーザの補助情報(性別，
年齢，職業)を含まないため，MovieLens 1M Datasetを使用した． 
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表 5.1 使用した特徴量 
名称 説明 次元数 
ユーザ ID 推薦対象のユーザが 1，その他のユーザが 0となるよう， 
one-hot encodingを行う． 
6,040 
映画 ID 推薦対象のアイテムが 1，その他のアイテムが 0となるよう，
one-hot encodingを行う． 
3,883 
年齢 最小値(18)が 0，最大値(56)が 1となるよう，min-max 
normalizationを行う． 
1 
性別 女性が 0, 男性が 1を表現する． 1 
ジャンル one-hot encodingを行う．ジャンルのリストは以下の通りで
ある． 
["Action", "Adventure", "Animation", "Children's", 
"Comedy", "Crime", "Documentary", "Drama", "Fantasy", 
"Film-Noir", "Horror", "Musical", "Mystery", "Romance", 




["other" or not specified, "academic/educator", "artist", 
"clerical/admin", "college/grad student", "customer service", 
"doctor/health care", "executive/managerial", "farmer", 
"homemaker", "K-12 student", "lawyer", "programmer", 





ング済みの映画を 1(視聴済み), そうでない映画を 0(未視聴)と







帰モデルを式 5.1，式 5.2に示す．入力ベクトル𝒙 = (𝑥', … 𝑥() ∈ ℝ(に対する出力値 𝑦[は，学
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習パラメータであるバイアス項𝑤) ∈ ℝ,𝒘 = (𝑤', …𝑤() ∈ ℝ(と，変数間の相互作用項 
𝒗* = O𝑣*,', … 𝑣*,,Q ∈ ℝ,によって算出される． 







	 O式 5.1Q 




FMの実装には，Pythonライブラリの fastFM[11]を使用し，alternating least squares
による学習を行う．なお，検証データによるチューニングの結果，相互作用項のランクを 8，
L2正則化項の値を 100となるようにハイパーパラメータを設定した．これらのハイパーパ
ラメータを使用したときの検証データの評価結果は MAP@50 が 0.1413，Recall@50 が
0.0630，root mean squared error(RMSE)が 1.0825であった． 
2つ目の推薦アルゴリズムは neural network(NN)である．本実験で使用するモデルは，
それぞれ 1024ノードと 64ノードを持つ dropout機構を含む全結合 NNを使用した．NN
の実装には，Python ライブラリの PyTorch[12]を使用した．検証データによるチューニン
グの結果，バッチサイズを 32，学習率を 0.001，dropout ratioを 0.2となるようにハイパ
ーパラメータを設定した．これらのハイパーパラメータを使用したときの検証データの評





• LIME-RS[5]: LIME を推薦システムに対して適用した最先端の手法．解釈モデルの
ハイパーパラメータは検証データにおける model fidelity@50(算出方法については
5.5.1 項参照)によってチューニングを行った結果，FM では𝑆 = 10,000, 𝜎 = 0.01，
NNでは𝑆 = 10,000, 𝜎 = 0.03を採用した(各記号の意味はアルゴリズム 1を参照)． 
• Local AR[7]: 特徴量と推薦アイテムの関係を association rules(AR)によって解釈す
る手法．各パラメータは[7]に準じて，AR を算出するための近傍ユーザの数を 10, 






• forward selection: 解釈に使用する回帰モデルの損失を最も小さくする特徴量を𝐾に達
するまで 0から 1つずつ追加する方法． 
• backward elimination: 解釈に使用する回帰モデルの損失を最も小さくする特徴量を
𝐾に達するまですべての説明可能な特徴量の数(3,924)から 1つずつ削減する方法． 




グを行った結果，FMでは𝑆 = 10,000, 𝜎 = 0.01, NNでは𝑆 = 10,000, 𝜎 = 0.03を採用した．
さらに，特徴量の数𝐾は forward selection と backward elimination で共通して 20 を，



















3 つの異なる特徴量の選択手法を採用した提案手法とベースライン手法における model 








提案手法 (Forward Selection) 0.8096 0.7966 
提案手法 (Backward Elimination) 0.8092 0.7948 
提案手法 (Lasso Regression) 0.8072 0.7908 
LIME-RS 0.7790 0.7682 
Local AR 0.7768 0.7560 




提案手法 (Forward Selection) 0.8020  0.7702  
提案手法 (Backward Elimination) 0.8020  0.7698  
提案手法 (Lasso Regression) 0.8008  0.7680  
LIME-RS 0.7808  0.7516  










高かった LIME-RSと，提案手法の中で model fidelityが最も高かった forward selection











3. (システム側) ステップ 1, 2で被験者が入力した年齢，性別，過去に視聴したことのあ
る映画をもとに，表 5.1に示した特徴量に変換を行う．なお，職業はすべての被験者が
対応する"college/grad student"として設定する． 





推薦アルゴリズムと説明文の生成手法に応じて，[0: (FM, 提案手法), 1: (NN, 提案手
法), 2: (FM, LIME-RS), 3: (FM, LIME-RS)]の 4つの組み合わせが存在するが，N番目
のセットを作成する際は(被験者固有に割り振られた ID + N)の 4の剰余に対応する組
み合わせを採用する．また，推薦映画は N-1 番目までに被験者に対して表示されてい














7. ステップ 5，6を実験開始から 1 時間が経過，もしくは 50個の推薦映画と説明文のセ
ットの評価が完了するまで繰り返す．表示画面のスナップショットを図 5.3, 図 5.4 に
示す． 
 



















図 5.1 表示画面のスナップショット 1 
 
 















ける回答の違いを検証した．図 5.5 に推薦モデルに FM を使用した場合における手法・質
問別の 5 段階評価の割合を示す．また，図 5.6 に推薦モデルに NN を使用した場合におけ
る手法・質問別の 5 段階評価の割合を示す．さらに，帰無仮説「提案手法に対する評価が
LIME-RSに対する評価よりも優位とは言えない」としたときのマン・ホイットニーのU検
定の結果を表 5.6に示す．表 5.6から，p値を 5%としたとき，推薦モデルに FMを使用し
た場合は，質問 2 から質問 6 に対しては帰無仮説が棄却され，提案手法は LIME-RS より
も優位な評価が得られたといえる．同様に，推薦モデルにNNを使用した場合は，質問 2か








表 5.6 帰無仮説「提案手法に対する評価が LIME-RSに対する評価よりも優位とは言え
ない」としたときのマン・ホイットニーの U検定の p値  




1.この説明によって，この映画に興味を持った 0.2048 0.4928 
2.この説明は推薦システムの透明性を向上させる 0.0217 0.0031 
3.この説明は信頼できる 0.0057 0.0307 
4.この説明は正しいと思う 0.0037 0.0024 
5.この説明は分かりやすい 0.0080 0.0326 















5.6.3 model fidelityと被験者評価の関係の考察 




















	 O式 5.5Q 
表 5.7に，質問文別に算出した相関係数を示す．相関係数は 0.39から 0.54の間の値をと
り，弱い正の相関関係となった． 













験者別の相関係数の分布を図 5.7 に示す．図 5.7 より，各質問の相関係数は被験者に依存
し，被験者によって相関係数の値に大きな違いが見られることがわかる．また，全質問の相
関係数の平均が最も高い被験者(図 5.7における被験者 1)と，平均が最も低い被験者(図 5.7
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