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1 Johdanto
Ta¨ma¨n tutkielman tarkoituksena on perehdytta¨a¨ lukija Steinin menetelma¨a¨n
normaaliapproksimaatiolle, joka on todenna¨ko¨isyysteorian piiriin kuuluva
nykyaikainen ja tehokas tapa arvioida kahden eri todenna¨ko¨isyysjakauman
eta¨isyytta¨. Alkutilanne voi siis olla esimerkiksi summa riippuvaisia satun-
naismuuttujia, joiden jakaumaa ei tunneta tarkasti. Ta¨ma¨n summan jakau-
maa voidaan Steinin menetelma¨n avulla verrata normaalijakaumaa vasten
ja sen tiheyden supetessa kohti normaalijakauman tiheytta¨, kun n kasvaa
rajatta, voidaan sen olettaa olevan likimain normaalijakautunut. Na¨in ol-
len ka¨yta¨nno¨n laskuissa voidaan ka¨ytta¨a¨ normaalijakauman ominaisuuksia,
mika¨ tekee laskuista mullistavan paljon helpompia.
Tutkielma aloitetaan esitta¨ma¨lla¨ joitakin yleisia¨ todenna¨ko¨isyysteoreettisia
oletuksia, jotka ovat voimassa koko tutkielman la¨pi, ellei toisin mainita.
Lisa¨ksi esiteta¨a¨n, seka¨ tarpeen tullen todistetaan, muutamia aputuloksia,
joiden avulla jatkossa todistetaan menetelma¨a¨n kuuluvia ta¨rkeita¨ lauseita.
Seuraavaksi ka¨sitella¨a¨n todenna¨ko¨isyysjakaumien eta¨isyyden ka¨site. Ta¨ta¨
ka¨sitetta¨ laajennetaan koskemaan kolmea erikoistapausta. Ne ovat Total
variation-eta¨isyys, Kolmogorov-eta¨isyys seka¨ Wasserstein-eta¨isyys. Erikois-
tapaukset tietylla¨ tapaa ta¨smenta¨va¨t ja kohdistavat paremmin jakaumien
eta¨isyytta¨ tarkasteltavaa tilannetta varten. Kolmogorov-eta¨isyytta¨ tullaan
jatkossa hyo¨dynta¨ma¨a¨n niin kutsutussa Berry-Esseen-epa¨yhta¨lo¨ssa¨.
Luvussa 4 aloitetaan itse asia, eli Steinin menetelma¨n ka¨sitteleminen. Pe-
rusajatuksena on aluksi valita tarkoituksenmukainen eta¨isyysmitta, jonka
ominaisuuksia sovelletaan eta¨isyyden arvioimiseen. Seuraavaksi ka¨yteta¨a¨n
hyva¨ksi Steinin lemmaa, joka karakterisoi normaalijakauman Steinin ope-
raattorin avulla siten, etta¨ operaattorin arvon ollessa nolla, on tarkasteltava
jakauma normaali. Steinin lemmasta hera¨a¨ kysymys, voidaanko asymptoot-
tinen normaalijakauma pa¨a¨tella¨ myo¨s silloin, kun Steinin operaattorin arvo
on la¨hella¨ nollaa. Steinin yhta¨lo¨n avulla voidaan pa¨a¨tella¨, etta¨ na¨in todella
on. Yhta¨lo¨n ratkaisun avulla saadaankin niin kutsutut Steinin rajoitukset,
jotka ovat Steinin menetelma¨n keskeisimma¨ssa¨ osassa. Niiden avulla saadaan
esitettya¨ jakaumien eta¨isyydelle yla¨rajat. Rajoitukset esiteta¨a¨n ja todiste-
taan kaikille kolmelle esitetylle eta¨isyysmitalle erikseen.
Luvussa 5 esiteta¨a¨n ja todistetaan Berry-Esseen-lause. Se on klassinen
todenna¨ko¨isyysteorian tulos, jonka ensimma¨inen osa on keskeinen raja-arvolause.
Kiinnostavampi osa on kuitenkin Berry-Esseen-raja, eli suppenemisnopeus
keskeiselle raja-arvolauseelle. Ta¨ma¨n rajan todistukseen ka¨yteta¨a¨n Steinin
menetelma¨a¨, joka on siis myo¨s tehokas todistusva¨line.
Lopuksi ka¨sitella¨a¨n viela¨ ylimalkaisesti sen enempa¨a¨ todistelematta Stei-
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nin menetelma¨a¨ moniulotteisessa tapauksessa. Huomataan sen olevan hyvin
paljon samankaltaista kuin yksiulotteisessa versiossa.
Pa¨a¨la¨hteena¨ tutkielmassa on ka¨ytetty Nourdinin ja Peccatin Normal Ap-
proximations With Malliavin Calculus [8].
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2 Oletuksia ja aputuloksia
Ta¨ssa¨ tyo¨ssa¨ oletetaan aina, ellei toisin mainita, etta¨ on olemassa todenna¨ko¨isyysavaruus
(Ω,F ,P), jossa pari (Ω,F) on mitallinen avaruus. Perusjoukkona on siis Ω,
jonka era¨s sigma-algebra on F . Joukot An ∈ F ovat mitallisia joukkoja,
eli tapahtumia. Lisa¨ksi P : F → [0, 1] on todenna¨ko¨isyysmitta, jolle pa¨tee
P(Ω) = 1 seka¨ erillisille tapahtumille An ∈ F on voimassa P (
⋃
An) =∑
P(An).
Lemma 2.1 (Fubinin lause). Olkoon A = [a, b]× [c, d] ∈ R2 kaksiulotteisen
avaruuden osajoukko ja lisa¨ksi f : A→ R integroituva funktio. Ta¨llo¨in pa¨tee∫
A
f(x, y)dxdy =
∫ b
a
(∫ d
c
f(x, y)dy
)
dx =
∫ d
c
(∫ b
a
f(x, y)dx
)
dy.
Lemman 2.1 mukaan siis kaksiulotteinen integraali on palautettavissa
kahteen yksiulotteiseen integraaliin, mika¨ luonnollisesti on paljon helpompi
laskea.
Fubinin lause on niin yleinen tulos todenna¨ko¨isyysteoriassa, etta¨ sen
todistus ta¨ssa¨ sivuutetaan. Era¨s todistus lo¨ytyy esimerkiksi Sottisen to-
denna¨ko¨isyysteorian luentomonisteesta [13].
Seuraava lemma on hyvin yksinkertainen, mutta hyo¨dyllinen, standar-
dinormaalijakauman ominaisuuksiin liittyva¨ pieni aputulos, jota ka¨yteta¨a¨n
myo¨hemmin.
Lemma 2.2. Olkoon φ(x) = 1√
2pi
e−x2/2 standardinormaalijakauman tiheys-
funktio. Ta¨llo¨in pa¨tee
φ(x) =
∫ ∞
x
yφ(y)dy.
Todistus.∫ ∞
x
yφ(y)dy = lim
z→∞
∫ z
x
1√
2pi
ye−y
2/2dy
=
1√
2pi
lim
z→∞
z/
x
−e−y2/2
=
1√
2pi
(0 + e−x
2/2) =
1√
2pi
e−x
2/2 = φ(x).
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Tutkielmassa ka¨yteta¨a¨n indikaattorifunktiolle merkinta¨a¨
1A(w) =
{
1 kun w ∈ A,
0 kun w /∈ A
Indikaattorifunktiolle tunnetusti pa¨tee E(1A(w)) = P(w ∈ A).
Ma¨a¨ritella¨a¨n seuraavaksi niin kutsutut Borel-funktiot.
Ma¨a¨ritelma¨ 2.1. Olkoon (X, τ) topologinen avaruus. Olkoon F ⊂ P(X).
Kokoelma
Bor(X) =
⋂
F ,
jossa F on sigma-algebra, jolle pa¨tee τ ⊂ F (eli F sisa¨lta¨a¨ joukon X avoimet
joukot), on niin sanottu Borelin perhe joukolle X. Perheet alkiot ovat Borel-
joukkoja. Nyt, jos otetaan joukko A ⊂ X, kutsutaan funktiota f : A →
R Borel-funktioksi jos, ja vain jos kaikkien avointen joukkojen alkukuvat
funktiolle f ovat Borel-joukkoja.
Ma¨a¨ritelma¨ 2.2. Satunnaismuuttuja X on Beta-jakautunut, jos silla¨ on
tiheysfunktio
fX(x) =
1
B(α, β)
xα−1(1− x)β−1,
jossa B on beta-funktio, joka ma¨a¨ritella¨a¨n kaavalla
B(α, β) =
∫ 1
0
tα−1(1− t)β−1dt = Γ(α)Γ(β)
Γ(α+ β)
.
Ta¨ssa¨ Γ(t) on tunnetusti gamma-funktio, joka ma¨a¨ra¨ytyy kaavalla
Γ(t) =
∫ ∞
0
xt−1e−xdx.
Gamma-funktiolle pa¨tee
Γ(β + 1) = βΓ(β) seka¨ Γ(1) = 1,
jolloin erityisesti, kun α = 1, pa¨tee
Γ(α)Γ(β)
Γ(α+ β)
=
Γ(β)
Γ(β + 1)
=
1
β
. (2.1)
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2.1 Aputulokset Wasserstein-rajoitukselle
Seuraavat tulokset ovat kirjasta [8]. Todistukset seka¨ yksityiskohtaisemmat
esitykset ja¨teta¨a¨n va¨liin. Ne auttavat todistamaan Wasserstein-rajoitusta
koskevan Lemman 4.2.
Lemma 2.3. [8] Olkoon f : R → R kaikkialla jatkuva funktio, jolle pa¨tee∫
R |f ′|dφ <∞. Ta¨llo¨in pa¨tee myo¨s, etta¨
∫
R |xf |dφ <∞ seka¨ lisa¨ksi∫
R
xf(x)φ(x)dx =
∫
R
f ′(x)φ(x)dx, (2.2)
jossa siis φ on standardinormaalijakauman tiheysfunktio.
Olkoon S joukko funktioita f : R → R, jotka ovat a¨a¨retto¨ma¨n monta
kertaa jatkuvasti derivoituvia. Lisa¨ksi funktiot f seka¨ kaikki sen derivaatat
ovat korkeintaan polynomisesti kasvavia.
Ma¨a¨ritelma¨ 2.3. [8] Ornstein-Uhlenbeck puoliryhma¨ ma¨a¨ritella¨a¨n kaavalla
Ptf(x) =
∫
R
f(e−tx+
√
1− e−2ty)φ(y)dy, (2.3)
kun f ∈ S seka¨ t ≥ 0.
Na¨hda¨a¨n, etta¨ erityisesti
P0f(x) =
∫
R
f(x)φ(y)dy = f(x)
∫
R
φ(y)dy = f(x).
Lemma 2.4. [8] Kaikille funktioille f ∈ S pa¨tee
Lf(x) = −xf ′(x) + f ′′(x)
jossa L = P ′t(0).
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3 Eta¨isyysmittoja
Ta¨ssa¨ luvussa esitella¨a¨n kolme ominaisuuksiltaan erilaista mittaa jakaumien
eta¨isyydelle. Ka¨yto¨n vaikeusasteessa on eroja, jolloin luonnollisesti saadut
rajoitukset paranevat suhteessa vaikeuden kasvaessa. Steinin menetelma¨lla¨
saadaan ka¨ytto¨kelpoisia rajoituksia kaikille na¨ista¨ eta¨isyysmitoista.
Tunnetusti mille tahansa joukolleH reaalilukuarvoisia funktioita, eta¨isyys
dH(F,G) kahden reaalilukuarvoisen satunnaismuuttujan F ja G va¨lilla¨ on
dH(F,G) = sup
h∈H
{|E[h(F )]− E[h(G)]|}.
Seuraavat eta¨isyysmitan erikoistapaukset koskevat tilanteita, joissa funk-
tiojoukko H on tarkasteltavaan tilanteeseen erityisesti sopiva. Na¨ma¨ kolme
tapausta ovat yleisimmin ka¨ytettyja¨ mittoja todenna¨ko¨isyysteoriassa.
3.1 Total variation-eta¨isyys
Aloitetaan Total variation-eta¨isyydella¨. Se on suurin mahdollinen eta¨isyys
kahden todenna¨ko¨isyysjakauman va¨lilla¨ samalle tapahtumalle. Se ma¨a¨ritella¨a¨n
kaavalla
dTV (F,G) = sup
h∈H
∣∣∣∣∫ hdF − ∫ hdG∣∣∣∣ = sup
A⊆Z+
|(F (A)−G(A))|,
jossa H = {1A : A mitallinen}. Total variation-eta¨isyys on hyvin yleinen ti-
lastollinen eta¨isyysmitta. Sen suhteellinen helppoka¨ytto¨isyys tekee siita¨ mu-
kavan operoida. Sita¨ ka¨yteta¨a¨n yleensa¨ a¨a¨rellisten jakaumien kanssa, silla¨ se
voidaan ma¨a¨ritella¨ myo¨s kaavalla
dTV (F,G) =
1
2
∞∑
k=0
|F (k)−G(k)|.
Huomautus. Steinin menetelma¨sta¨ on olemassa versioita muihinkin jakau-
miin kuin vain normaalijakaumaan. Normaalijakauman ohella tunnetuin na¨ista¨
on varmaankin Poisson-jakauman tapaus, jossa varsinkin ka¨yteta¨a¨n Total
variation-eta¨isyytta¨ Poisson-jakauman diskreettisyyden vuoksi. Ks. la¨hde
[3].
3.2 Kolmogorov-eta¨isyys
Kolmogorov-eta¨isyys on Berry-Esseen-lauseen kannalta ta¨rkein na¨ista¨ mi-
toista, silla¨ Berry-Esseen-suppenemisnopeus keskeiselle raja-arvolauseelle on
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ma¨a¨ritelty Kolmogorov-eta¨isyyden avulla. Kolmogorov-eta¨isyys ma¨a¨ritella¨a¨n
kaavalla
dK(F,G) = sup
h∈H
∣∣∣∣∫ hdF − ∫ hdG∣∣∣∣ = sup
z∈R
|F (−∞, z]−G(−∞, z]|,
jossa H = {1(−∞,z] : z ∈ R}.
3.3 Wasserstein-eta¨isyys
Wasserstein-eta¨isyyden ka¨sitteleminen lienee na¨ista¨ erikoistapauksista han-
kalinta. Sita¨ varten on ma¨a¨ritelta¨va¨ niin sanottu Lipschitz-jatkuva funktio.
Lipschitz-jatkuvuus on tietylla¨ tapaa vahvempi ja rajoittavampi ehto kuin
pelkka¨ jatkuvuus.
Ma¨a¨ritelma¨ 3.1. Funktio f : X → Y on Lipschitz-funktio, jos on olemassa
luku L > 0, jolle pa¨tee
|f(y)− f(x)| ≤ L|y − x|.
Pieninta¨ epa¨yhta¨lo¨n toteuttavaa lukua L kutsutaan funktion f Lipschitz-
vakioksi.
Nyt, Wasserstein-eta¨isyys ma¨a¨ritella¨a¨n kaavalla
dW (F,G) = sup
h∈H
∣∣∣∣∫ hdF − ∫ hdG∣∣∣∣ ,
jossa H = {h : R → R : |h(y) − h(x)| ≤ |y − x|}. Joukkona H on siis
kaikki Lipschitz-funktiot h Lipschitz-vakiolla 1. Ka¨yteta¨a¨n ta¨llaiselle joukolle
merkinta¨a¨ Lip(1). Wasserstein-eta¨isyydelle saadaan na¨in esitys [11]
dW (F,G) = sup
h∈Lip(1)
|Eh(Y )− Eh(X)| = inf |Y −X|,
jossa satunnaismuuttujat X ja Y ovat sellaisia, etta¨ kaikilla h ∈ Lip(1) on
voimassa h(X) = F ja h(Y ) = G.
Na¨ille kolmelle mitalle tullaan siis myo¨hemmin johtamaan ka¨ytto¨kelpoiset
rajoitukset jakaumien eta¨isyydelle. Vaikka Kolmogorov-eta¨isyys onkin ta¨ta¨
tutkielmaa varten keskeisimma¨ssa¨ roolissa, ka¨yda¨a¨n ne kuitenkin la¨pi kaikis-
sa na¨issa¨ tapauksissa, silla¨ ne ovat todenna¨ko¨isyysteoriassa hyo¨dyllisimma¨t
ja eniten ka¨ytetyt.
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4 Steinin menetelma¨
Ta¨ssa¨ luvussa esiteta¨a¨n Steinin menetelma¨ normaalijakaumalle. Se on tapa
tuottaa ta¨sma¨llisia¨ estimaatteja kahden todenna¨ko¨isyysjakauman eta¨isyydelle.
Menetelma¨ siis antaa ta¨lle eta¨isyydelle ta¨sma¨llisen yla¨rajan. Eta¨isyydelle
ka¨ytetta¨va¨ mitta on ta¨ssa¨ tyo¨ssa¨ aina joku edellisessa¨ luvussa mainituista
mitoista.
Menetelma¨n rakenne on seuraavanlainen. Aluksi tarvitsemme niin kutsu-
tun Steinin operaattorin A, jonka avulla pystyta¨a¨n karakterisoimaan kohde-
jakaumamme eli normaalijakauma. Steinin lemma antaa meille ta¨ma¨n ope-
raattorin. Osoittautuu, etta¨ operaattori on muotoa A = f ′(x)−xf(x). Seu-
raavaksi esitella¨a¨n Steinin yhta¨lo¨, jonka ratkaiseminen osoittautuu helpok-
si, silla¨ se tiedeta¨a¨n jo valmiiksi. Ta¨sta¨ ratkaisusta saamme edellisen luvun
mittojen avulla rajoituksen jakaumien eta¨isyydelle.
4.1 Steinin lemma
Esiteta¨a¨n aluksi normaalijakauman karakterisoiva Steinin operaattori A.
Ta¨ma¨ operaattori ei suinkaan ole ainoa normaalijakauman karakterisoiva
operaattori. Niita¨ voi olla olemassa hyvinkin paljon, jolloin voi joskus olla
vaikeaa tehda¨ pa¨a¨to¨s, mita¨ niista¨ ka¨ytta¨a¨. Kuitenkin monille jakaumille on
olemassa ”paras”ta¨llainen operaattori, ja on osoittautunut, etta¨ nyt tarkas-
teltava A on normaalijakaumalle paras mahdollinen.
Perusajatus on, etta¨ reaalilukuarvoinen satunnaismuuttuja W on stan-
dardinormaalijakautunut jos, ja vain jos, operaattorille A pa¨tee kaikilla f
E(Af (W )) = 0.
Ta¨ma¨ ei viela¨ ole ka¨ytto¨kelpoinen kaava, silla¨ tarvitsemme operaatto-
rille tarkan esityksen. Seuraava lemma osoittaa, etta¨ Steinin operaattori on
muotoa Af (x) = f ′(x)− xf(x).
Lemma 4.1 (Steinin lemma). Olkoon W reaalilukuarvoinen satunnaismuut-
tuja. W on standardinormaalijakautunut jos, ja vain jos, kaikilla f pa¨tee
E(f ′(W )) = E(Wf(W )).
Todistus. [1] Tunnetusti, jos satunnaismuuttuja W on standardinormaalija-
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kautunut, pa¨tee Lemman 2.2 nojalla kaikille f
E(f ′(W )) =
1√
2pi
∫ ∞
−∞
f ′(w)e−w
2/2dw
=
1√
2pi
∫ 0
−∞
f ′(w)
(∫ w
−∞
(−x)e−x2/2dx
)
dw
+
1√
2pi
∫ ∞
0
f ′(w)
(∫ ∞
w
xe−x
2/2dx
)
dw.
Nyt, Lemman 2.1 (Fubinin lause) nojalla pa¨tee
E(f ′(W )) =
1√
2pi
∫ 0
−∞
(∫ 0
x
f ′(w)dw
)
(−x)e−x2/2dx
+
1√
2pi
∫ ∞
0
(∫ x
0
f ′(w)dw
)
xe−x
2/2dx
=
1√
2pi
∫ ∞
−∞
[f(x)− f(0)]xe−x2/2dx
= E(Wf(W )),
silla¨ {(x,w) ∈ R2 : x ≥ 0, w ≥ x} = {(x,w) ∈ R2 : w ≥ 0, 0 ≤ x ≤ w}.
Kiinniteta¨a¨n nyt z ∈ R ja olkoon fz(w) ratkaisu differentiaaliyhta¨lo¨lle
f ′(w)− wf(w) = 1(−∞,z](w)− Φ(z), (4.1)
jossa Φ(z) on siis standardinormaalijakauman kertyma¨funktio. Huomataan,
etta¨ (4.1) voidaan kirjoittaa muodossa
d
dw
[e−w
2/2f(w)] = e−w
2/2(1(−∞,z](w)− Φ(z)), (4.2)
silla¨
d
dw
[e−w
2/2f(w)] = −we−w2/2f(w) + e−w2/2f ′(w) = e−w2/2[f ′(w)− wf(w)].
Siten fz(w) on muotoa
fz(w) = e
w2/2
∫ w
−∞
[1(−∞,z](x)− Φ(z)]e−x
2/2dx
= −ew2/2
∫ ∞
w
[1(−∞,z](x)− Φ(z)]e−x
2/2dx
=
{ √
2piew
2/2Φ(w)[1− Φ(z)] jos w ≤ z,√
2piew
2/2Φ(z)[1− Φ(w)] jos w ≥ z.
11
Huomataan, etta¨ fz(w) on rajoitettu, jatkuva seka¨ paloittain jatkuva, diffe-
rentioituva funktio. Na¨in ollen pa¨tee
0 = E[f ′z(W )−Wfz(W )] = E[1(−∞,z](w)− Φ(z)] = P(W ≤ z)− Φ(z),
joten W on standardinormaalijakautunut.
On osoitettu, etta¨ yhta¨lo¨sta¨ E(f ′(W )) = E(Wf(W )) seuraa satunnais-
muuttujan W standardinormaalijakautuneisuus. Sen pa¨teminen yhta¨lo¨na¨ ei
kuitenkaan ole riitta¨va¨n mielenkiintoista, silla¨ monessa ka¨yta¨nno¨n tapauk-
sessa na¨in ei tule tapahtumaan. Kysymys kuuluukin, voidaanko pa¨a¨tella¨ sa-
tunnaismuuttujan W olevan likimain normaalijakautunut, jos E(f ′(W )) −
E(Wf(W )) on likimain 0. Suppeneminen kohti nollaa on kaikista paras vaih-
toehto, silla¨ ta¨llo¨in tarkasteltava jakauma myo¨s suppenee ta¨ysin kohti nor-
maalijakaumaa. Useimmissa tapauksissa na¨in todella voidaan pa¨a¨tella¨, jo-
ka erityisesti motivoi ka¨ytta¨ma¨a¨n Steinin menetelma¨a¨. Osoitusta varten on
esitelta¨va¨ Steinin yhta¨lo¨, jonka ratkaisusta saadaan Steinin rajoitukset.
4.2 Steinin yhta¨lo¨
Ma¨a¨ritelma¨ 4.1. [8] Olkoon W ∼ N(0, 1) standardinormaalijakautunut.
Olkoon lisa¨ksi h : R → R Borel-funktio siten, etta¨ E|h(W )| < ∞. Steinin
yhta¨lo¨ on ta¨llo¨in tavallinen ensimma¨isen kertaluvun differentiaaliyhta¨lo¨
f ′(x)− xf(x) = h(x)− E[h(W )]. (4.3)
Yhta¨lo¨n ratkaisu saattaa vaikuttaa hankalalta, mutta sita¨ ei kannata
sa¨ika¨hta¨a¨. Osoittautuu, etta¨ ka¨yta¨nno¨n tilanteissa ratkaisua ei tarvitse tehda¨,
silla¨ seuraava lause ratkaisee sen meille valmiiksi.
Lause 4.1. [8] Kaikki Steinin yhta¨lo¨n (4.3) ratkaisut ovat muotoa
f(x) = cex
2/2 + ex
2/2
∫ x
−∞
{h(y)− E[h(W )]}e−y2/2dy, x ∈ R, (4.4)
jossa c ∈ R. Erityisesti,
fh(x) := e
x2/2
∫ x
−∞
{h(y)− E[h(W )]}e−y2/2dy (4.5)
on yksika¨sitteinen ratkaisu yhta¨lo¨lle (4.3) toteuttaen ehdon
lim
x→±∞ e
−x2/2f(x) = 0.
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Todistus. [8] Kuten kohdassa (4.2), voidaan yhta¨lo¨ (4.3) kirjoittaa muodossa
ex
2/2 d
dx
[e−x
2/2f(x)] = h(x)− E[h(W )].
Ta¨ma¨ saadaan muotoon
e−x
2/2f(x) =
∫ x
−∞
{h(y)− E[h(W )]}e−y2/2dy + c,
jossa c ∈ R. On siis selva¨a¨, etta¨ kaikki ratkaisut yhta¨lo¨lle (4.3) ovat muotoa
(4.4).
Tarkastellaan esitysta¨ e−x2/2f(x), jossa f(x) on kuten kohdassa (4.4).
Saadaan
e−x
2/2f(x) = c+
∫ x
−∞
{h(y)− E[h(W )]}e−y2/2dy
= c+
∫ x
−∞
{h(y)e−y2/2 − E[h(W )]e−y2/2}dy
= c+ E[h(W )1(−∞,x)(W )]− E[h(W )]P(W < x).
Nyt, kun x→∞, pa¨tee E[h(W )1(−∞,x)(W )]→ E[h(W )] seka¨ E[h(W )]P(W <
x) → E[h(W )]. Lauseen ominaisuus limx→±∞ e−x2/2f(x) = 0 toteutuu nyt
siis jos, ja vain jos, c = 0.
Tarkastellaan lisa¨a¨ Steinin yhta¨lo¨a¨ (4.3). Oletetaan nyt, etta¨ kaikille
funktioille h : R → R odotusarvot E|h(W )| ja E|h(X)| ovat a¨a¨rellisia¨. Nyt,
funktion fh ollessa yhta¨lo¨n (4.3) ratkaisu seka¨ ottamalla odotusarvot puo-
littain, saadaan
E[f ′h(X)−Xfh(X)] = E[h(X)]− E[h(W )].
Ta¨ma¨ tarkoittaa sita¨, etta¨ kunH on funktiojoukko, jolle odotusarvot E|h(W )|
ja E|h(X)| ovat a¨a¨rellisia¨ kaikilla h ∈ H, on W :n ja X:n va¨linen eta¨isyys
dH(W,X) = sup
h∈H
|E[f ′h(X)−Xfh(X)]|.
Huomataan, etta¨ ta¨ma¨ eta¨isyys ei riipu standardinormaalijakaumasta, vaan
ainoastaan jakaumasta, jota halutaan arvioida. Funktio fh on kuitenkin
viela¨ liian monimutkainen ka¨ytetta¨va¨ksi suoraan, joten seuraavaksi johde-
taan ta¨sma¨llisia¨ rajoituksia funktioille fh tietyilla¨ funktiojoukoilla H. Rajat
johdetaan kolmelle eta¨isyysmitalle, jotka esiteltiin luvussa 3.
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4.3 Steinin rajoitukset
4.3.1 Total variation
Merkinna¨lla¨ ‖‖∞ tarkoitetaan niin kutsuttua supremum normia eli esimer-
kiksi ‖fh‖∞ = sup{|fh|}. Steinin rajoitus kaavan (4.5) funktiolle fh Total-
variation eta¨isyydella¨ saadaan seuraavasta lauseesta.
Lause 4.2. [8] Olkoon h : R → [0, 1] Borel-funktio. Silloin kaavan (4.5)
funktiolla fh on ominaisuudet
‖fh‖∞ ≤
√
pi
2
ja ‖f ′h‖∞ ≤ 2. (4.6)
Toisin sanoen, jos W ∼ N(0, 1), pa¨tee jokaiselle integroituvalle satunnais-
muuttujalle X, etta¨
dTV (W,X) ≤ sup
fh∈FTV
|E[f ′h(X)]− E[Xfh(X)]|,
jossa FTV on niiden funktioiden fh joukko, jotka toteuttavat ehdot (4.6).
Todistus. [8] Selva¨sti lauseen funktiolle h pa¨tee |h(x)−E[h(W )]| ≤ 1 kaikilla
x ∈ R, silla¨ seka¨ h(x) etta¨ E[h(W )] ovat pienempia¨ tai yhta¨ suuria kuin 1.
Ka¨ytta¨ma¨lla¨ yhta¨lo¨n (4.5) kaavaa funktiolle fh todetaan, etta¨
|fh(x)| ≤ ex2/2 min
(∫ x
−∞
e−y
2/2dy,
∫ ∞
x
e−y
2/2dy
)
= ex
2/2
∫ ∞
|x|
e−y
2/2dy ≤
√
pi
2
,
jonka viimeinen kohta osoitetaan seuraavassa. Merkita¨a¨n nyt funktiolla s(x)
edellisen epa¨yhta¨lo¨n toiseksi viimeista¨ kohtaa, eli
s(x) = ex
2/2
∫ ∞
|x|
e−y
2/2dy.
Tutkitaan funktion s(x) a¨a¨riarvoja. Nyt, kun x > 0, pa¨tee Lemman 2.2
nojalla
s′(x) = xex
2/2
∫ ∞
x
e−y
2/2dy − 1
≤ ex2/2
∫ ∞
x
ye−y
2/2dy − 1 = 0,
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jolloin siis s(x) on va¨ltta¨ma¨tta¨ laskeva, kun x > 0. Vastaavasti, kun x < 0,
pa¨tee
s′(x) ≥ 0,
jolloin s(x) on kasvava, kun x < 0. Ta¨sta¨ seuraa va¨ista¨ma¨tta¨, etta¨ funktio
s(x) saavuttaa maksimiarvonsa, kun x = 0. Maksimiarvoksi ma¨a¨ra¨ytyy siis
s(0) =
√
pi
2 , jonka nojalla lauseen ensimma¨inen va¨ite on siis todistettu.
Toista va¨itetta¨ varten huomataan, etta¨ koska fh on Steinin yhta¨lo¨n (4.3)
ratkaisu, pa¨tee kaikilla x ∈ R
f ′h = [h(x)− E[h(W )] + xex
2/2
∫ x
−∞
{h(y)− E[h(W )]}e−y2/2dy
= [h(x)− E[h(W )]− xex2/2
∫ ∞
x
{h(y)− E[h(W )]}e−y2/2dy.
Ylla¨olevasta seuraa, etta¨
|f ′h| ≤ 1 + |x|ex
2/2
∫ ∞
|x|
e−y
2/2dy ≤ 1 + ex2/2
∫ ∞
|x|
ye−y
2/2dy = 2. (4.7)
4.3.2 Kolmogorov
Seuraava lause on vastaava tulos Kolmogorov-eta¨isyydelle. Sita¨ varten muu-
tetaan hieman merkinto¨ja¨, silla¨ funktio h on nyt muotoa h = 1(−∞,z].
Merkita¨a¨nkin siis fz = f1(−∞,z] kaikilla z ∈ R. Ta¨llo¨in tunnetusti pa¨tee
E[h(W )] = E[1(−∞,z](W )] = P(W ≤ z) = Φ(z). Sijoittamalla h = 1(−∞,z]
yhta¨lo¨o¨n (4.5), saadaan
fz(x) :=
{ √
2piex
2/2Φ(x)[1− Φ(z)] jos x ≤ z,√
2piex
2/2Φ(z)[1− Φ(x)] jos x ≥ z.
Lause 4.3. [8] Olkoon z ∈ R reaaliluku. Funktio fz toteuttaa ehdot
‖fz‖∞ ≤
√
2pi
4
ja ‖f ′z‖∞ ≤ 1. (4.8)
Na¨in ollen, kun W ∼ N(0, 1), pa¨tee jokaiselle integroituvalle satunnaismuut-
tujalle X, etta¨
dKol(W,X) ≤ sup
fz∈FKol
|E[f ′z(X)]− E[Xfz(X)]|,
jossa FKol on niiden funktioiden fz joukko, jotka toteuttavat ehdot (4.8).
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Todistus. [1][15] Aluksi, koska
f−z(−x) =
{ √
2piex
2/2Φ(−x)[1− Φ(−z)] jos −x ≤ −z,√
2piex
2/2Φ(−z)[1− Φ(−x)] jos −x ≥ −z
on yhta¨pita¨va¨a¨ lausekkeen
f−z(−x) =
{ √
2piex
2/2[1− Φ(x)][1− (1− Φ(z))] jos −x ≤ −z,√
2piex
2/2[1− Φ(z)][(1− 1− Φ(x))] jos −x ≥ −z
=
{ √
2piex
2/2[1− Φ(x)]Φ(z) jos x ≥ z,√
2piex
2/2[1− Φ(z)]Φ(x) jos x ≤ z = fz(x)
kanssa, voimme olettaa, etta¨ z ≥ 0. Lisa¨ksi ka¨yta¨mme tulosta, jonka mukaan
kaikilla x ≥ 0 pa¨tee
1− Φ(x) = 1√
2pi
∫ ∞
x
e−z
2/2dz
≤ 1√
2pi
∫ ∞
x
z
x
e−z
2/2dz
=
e−x2/2
x
√
2pi
. (4.9)
Vastaavasti na¨hda¨a¨n, etta¨ kun x ≤ 0, pa¨tee tulos
Φ(x) ≤ e
−x2/2
|x|√2pi . (4.10)
Nyt, va¨itteen ‖f ′z‖∞ ≤ 1 todistus jaetaan kolmeen osaan. Ensin oletetaan,
etta¨ x ≤ 0 ≤ z. Huomataan funktion fz(x) kaavasta, etta¨ fz(x) on kasvava,
kun x ≤ z, joten on oltava f ′z(x) ≥ 0. Kun x ≤ 0, pa¨tee tuloksen (4.10)
nojalla, etta¨
−1 ≤
√
2pixex
2/2Φ(x) ≤ 0,
jolloin suoraan laskemalla saadaan
f ′z(x) = [1− Φ(z)](
√
2pixex
2/2Φ(x) +
√
2piex
2/2 1√
2pi
e−x
2/2)
= [1− Φ(z)](
√
2pixex
2/2Φ(x) + 1)
≤ [1− Φ(z)] ≤ 1,
silla¨ 0 ≤ [1− Φ(z)] ≤ 1. Nyt, koska 0 ≤ f ′z(x) ≤ 1, on oltava |f ′z(x)| ≤ 1.
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Oletetaan nyt, etta¨ 0 ≤ x ≤ z. Ta¨llo¨in ka¨ytta¨ma¨lla¨ tulosta (4.9), saadaan
0 ≤ f ′z(x) = [1− Φ(z)](
√
2pixex
2/2Φ(x) + 1)
= 1− Φ(z) + [1− Φ(z)]
√
2pixex
2/2Φ(x)
≤ 1− Φ(z) + [1− Φ(x)]
√
2pixex
2/2Φ(z)
≤ 1− Φ(z) + Φ(z) = 1.
Viimeisena¨ oletetaan, etta¨ 0 ≤ z ≤ x. Tuloksen (4.9) avulla saadaan
f ′z(x) = Φ(z)[
√
2pixex
2/2 −
√
2pixex
2/2Φ(x)− 1]
= Φ(z)[
√
2pixex
2/2(1− Φ(x))− 1] ≤ 0,
seka¨ lisa¨ksi
0 ≥ f ′z(x) ≥ −Φ(z) ≥ −1.
Va¨ite ‖f ′z‖∞ ≤ 1 on nyt todistettu.
Nyt, koska fz(x) on kasvava, kun x < z ja laskeva, kun x > z, saavuttaa
se maksiminsa kohdassa x = z, jolloin saadaan
fz(x) ≤ fz(z) =
√
2piez
2/2Φ(z)[1− Φ(z)] ≤
√
2pi
4
.
Viimeisen epa¨yhta¨lo¨n yksityiskohtainen todistus lo¨ytyy esimerkiksi la¨hteesta¨
[1] sivuilta 54-55.
4.3.3 Wasserstein
Ka¨sitella¨a¨n viela¨ Wasserstein-eta¨isyys. Na¨yteta¨a¨n aluksi, etta¨ kohdan (4.5)
funktio fh on mahdollista esitta¨a¨ vaihtoehtoisella (hieman monimutkaisem-
malla) tavalla, jonka avulla johdetaan tulokset fh ∈ C1 seka¨ ‖f ′h‖∞ ≤
√
2
piK.
Lemma 4.2. [8] Olkoon h : R→ R Lipschitz-funktio vakiolla K > 0. Silloin
kohdassa (4.5) esitetty funktio fh voidaan esitta¨a¨ myo¨s muodossa
fh(x) = −
∫ ∞
0
e−t√
1− e−2tE[h(e
−tx+
√
1− e−2tW )W ]dt. (4.11)
Lisa¨ksi pa¨tee tulokset fh ∈ C1 seka¨ ‖f ′h‖∞ ≤
√
2
piK.
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Todistus. Todistus esiteta¨a¨n la¨hteessa¨ [8].
Va¨ite fh ∈ C1 seuraa suoraan funktion h Lipschitz-ominaisuuksista seka¨
esityksesta¨ (4.5). Merkita¨a¨n nyt
f˜h(x) = −
∫ ∞
0
e−t√
1− e−2tE[h(e
−tx+
√
1− e−2tW )W ]dt,
eli sama kuin fh esityksessa¨ (4.11). Ta¨sta¨ saadaan suoraan laskemalla
f˜ ′h(x) = −
∫ ∞
0
e−2t√
1− e−2tE[h
′(e−tx+
√
1− e−2tW )W ]dt,
kun x ∈ R. Na¨in ollen, dominoidun konvergenssin nojalla, saadaan
|f˜ ′h(x)| ≤ KE(|W |)
∫ ∞
0
e−2tdt√
1− e−2t = K
√
2
pi
∫ 1
0
dv
2
√
1− v =
√
2
pi
K,
jossa integraalit
∫∞
0
e−2t√
1−e−2t ja
∫ 1
0
dv
2
√
1−v vastaavat muuttujanvaihdolla v =
e−2t. Tunnetusti pa¨tee myo¨s E(|W |) =
√
2
pi . Lisa¨ksi
∫ 1
0
dv√
1−v on niin kutsuttu
beta-funktio parametreilla α = 1 ja β = 1/2, jolloin se saa arvon
∫ 1
0
dv√
1−v =
2. (Ks. kaava (2.1).) Na¨in ollen siis
∫ 1
0
dv
2
√
1−v = 1.
Lopuksi on ena¨a¨ osoitettava, etta¨ f˜h(x) on sama funktio kuin kohdan
(4.5) funktio fh(x). Sita¨ varten ma¨a¨ritella¨a¨n funktio F˜h(x) : R → R esityk-
sella¨
F˜h(x) =
∫ ∞
0
(
E[h(W )− h(e−tx+
√
1− e−2tW )]
)
dt,
kun x ∈ R. Koska h on Lipschitz-funktio, pa¨tee sille
|h(W )− h(e−tx+
√
1− e−2tW )| ≤ K|W − e−tx−
√
1− e−2tW |
= K|W |(1−
√
1− e−2t +Ke−t|x|
≤ K|W |e−2t +Ke−t|x|,
jolloin F˜h(x) on tosiaan integroituva. Lisa¨ksi huomataan, etta¨
F˜ ′h(x) = −
∫ ∞
0
e−tE[h′(e−tx+
√
1− e−2tW )]dt.
Nyt, Lemman 2.3 nojalla on selva¨a¨, etta¨ F˜ ′h(x) = f˜h(x). Siten Lemman
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2.4 nojalla voidaan kirjoittaa
f˜ ′h(x)− xf˜h(x) = LF˜h(x)
= −
∫ ∞
0
LPth(x)dt
= −
∫ ∞
0
d
dt
Pth(x)dt
= P0h(x)− P∞h(x) = h(x)− E[h(W )],
joten f˜h toteuttaa ehdon (4.3). Viela¨ olisi todistettava, etta¨ f˜h = fh, jossa
fh on siis kuten kohdassa (4.5). Huomataan, etta¨
|f˜h(x)| ≤
∫ ∞
0
e−t√
1− e−2t |E[h(e
−tx+
√
1− e−2tW )W ]|dt
≤ |h(0)|
∫ ∞
0
e−t√
1− e−2tdt
+ K
∫ ∞
0
e−t√
1− e−2t (e
−t|x|E[|W |] +
√
1− e−2tE[W 2])dt
= α|x|+ β,
joillekin a¨a¨rellisille vakioille α, β ≥ 0, jotka riippuvat ainoastaan paramet-
reista h(0) seka¨ K. Na¨in ollen pa¨a¨tella¨a¨n, etta¨
lim
x→±∞ e
−x2/2f˜h(x) = 0,
josta kohdan (4.5) nojalla pa¨a¨tella¨a¨n, etta¨ f˜h = fh.
Steinin rajoitukset Wasserstein-eta¨isyyden suhteen saadaan seuraavasti.
Lause 4.4. [8] Satunnaismuuttujalle W ∼ N(0, 1) seka¨ mille tahansa ne-
lio¨integroituvalle satunnaismuuttujalle X pa¨tee
dW (X,W ) ≤ sup
f∈FW
|E[f ′(X)]− E[Xf(X)]|, (4.12)
jossa FW := {f : R→ R ∈ C1; ‖f ′‖∞ ≤
√
2/pi}.
Huomautus. Ta¨ssa¨ ei pida¨ sekoittaa satunnaismuuttujaaW seka¨ Wasserstein-
eta¨isyydelle ka¨ytettya¨ merkinta¨a¨ W .
Huomautus. Merkinna¨lla¨ f ∈ C1 tarkoitetaan, etta¨ funktio f on ensinna¨kin
derivoituva seka¨ toiseksi ta¨ma¨ derivaatta on kaikkialla jatkuva.
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Todistus. [8] Jo todistetusta tuloksesta ‖f ′‖∞ ≤
√
2/pi seuraa suoraan Lipschitz-
funktioiden ma¨a¨ritelma¨sta¨, etta¨ FW ⊂ Lip(
√
2/pi). Nyt, eta¨isyyksien ma¨a¨ritelma¨sta¨
seuraa
dW (X,W ) = sup
h∈Lip(1)
|E[h(W )]− E[h(X)]|
= sup
h∈Lip(1)
|E[f ′h(X)]− E[Xfh(X)]|
≤ sup
f∈FW
|E[f ′(X)]− E[Xf(X)]|.
Olemme siis johtaneet jakaumien eta¨isyydessa¨
dH(W,X) = sup
h∈H
|E[f ′h(X)−Xfh(X)]|
ka¨ytetta¨ville funktioille fh ka¨ytto¨kelpoisia ominaisuuksia kolmessa ka¨sitellyssa¨
erikoistapauksessa. Steinin menetelma¨ssa¨ on lopulta kyse vain juuri na¨iden
ominaisuuksien hyo¨dynta¨misesta¨ funktioille fh. Myo¨hemmin luvussa 6 na¨yteta¨a¨n
konkreettisesti, miten helposti Steinin menetelma¨lla¨ muodostetaan rajoituk-
set eta¨isyydelle, ja samalla siis tutkitaan, onko haluttu jakauma likimain
normaali vai ei. Steinin menetelma¨sta¨ on kuitenkin myo¨s muuta hyo¨tya¨.
Sita¨ voidaan ka¨ytta¨a¨ myo¨s tehokkaana todistusva¨lineena¨, kuten seuraavas-
sa kappaleessa tullaan osoittamaan. Itse asiassa Stein kehitti menetelma¨nsa¨
juuri keskeisen raja-arvolauseen todistamista varten.
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5 Berry-Esseen-lause
Palautetaan mieleen yksi matematiikan klassisimmista tuloksista, keskeinen
raja-arvolause. Sen mukaan siis keskiarvo riitta¨va¨n suuresta ma¨a¨ra¨sta¨ toisis-
taan riippumattomia satunnaismuuttujia, joilla kaikilla on hyvin ma¨a¨ritellyt
odotusarvo ja varianssi, on likimain normaalisti jakautunut. Tulokseen ei
vaikuta satunnaismuuttujien omat eksaktit jakaumat.
Lause 5.1 (Keskeinen raja-arvolause). Oletetaan, etta¨ n→∞. Silloin pa¨tee
√
n ·
(
1
n
n∑
i=1
Xi − µ
)
−→d N(0, σ2).
Lauseelle on olemassa useita erilaisia todistuksia. Era¨s karakteristisiin
funktioihin nojaava todistus lo¨ytyy esimerkiksi Sottisen todenna¨ko¨isyysteorian
luentomonisteesta [13].
Steinin menetelma¨ antaa kuitenkin vaihtoehtoisen tavan todistaa ta¨ma¨
klassinen tulos Kolmogorov-eta¨isyysmitan avulla. Erityisesti on lo¨ydetta¨vissa¨
rajoitus suppenemisnopeudelle. Ta¨ma¨ rajoitus on keskeisessa¨ osassa Berry-
Esseen-lausetta.
Lause 5.2 (Berry-Esseen-lause). Olkoon {Yk : k ≥ 1} jono riippumattomia,
samoin jakautuneita satunnaismuuttujia siten, etta¨ E(Y1) = 0 ja E(Y 21 ) = 1,
jolloin siis V ar(Y1) = 1. Olkoon lisa¨ksi
Vn =
1√
n
n∑
k=1
Yk, n ≥ 1. (5.1)
Ta¨llo¨in pa¨tee Berry-Esseen-epa¨yhta¨lo¨
dKol(Vn,W ) ≤ CE[|Y1|
3]√
n
, n ≥ 1, (5.2)
jossa W ∼ N(0, 1) ja vakio C > 0 on riippumaton seka¨ n:sta¨ etta¨ Y:sta¨.
Erityisesti, kun n→∞, seuraa Berry-Esseen-epa¨yhta¨lo¨sta¨ suoraan kes-
keinen raja-arvolause
Vn −→d W ∼ N(0, 1), n→∞. (5.3)
Berry-Esseen-lause on ta¨ma¨n tutkielman pa¨a¨tulos, jonka todistus ka¨yda¨a¨n
la¨pi yksityiskohtaisesti. Todistuksessa keskityta¨a¨n Berry-Esseen-epa¨yhta¨lo¨o¨n,
silla¨ keskeisen raja-arvolauseen seuraaminen siita¨ on ilmeista¨. Todistus lo¨ytyy
myo¨s la¨hteesta¨ [8].
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Todistus. Olkoon n ≥ 2 ja Cn > 0 paras mahdollinen vakio, joka toteuttaa
ehdon
dKol(Vn,W ) ≤ CnE[|Y1|
3]√
n
, (5.4)
jossa Y1, ..., Yn ovat riippumattomia, samoin jakautuneita satunnaismuuttu-
jia, joille pa¨tee E[|Y1|3] < ∞ seka¨ Var(Y1) = 1 ja E[Y1] = 0. Muodostetaan
aluksi karkea estimaatti vakiolle Cn. Koska E[Y 21 ] = Var(Y1) − E[Y1]2 =
1 − 0 = 1, na¨hda¨a¨n, etta¨ E[|Y1|3] ≥ E[Y 21 ]
3
2 = 1. Ta¨llo¨in siis va¨ltta¨ma¨tta¨
pa¨tee Cn ≤
√
n. Ta¨ma¨ arvio ei tietenka¨a¨n ole missa¨a¨n tapauksessa tarpeeksi
laadukas, silla¨ on osoitettava, etta¨ Cn <∞, mutta se auttaa meita¨ jatkossa.
Myo¨hemmin tullaankin osoittamaan, etta¨ Cn ≤ 33.
Ma¨a¨ritella¨a¨n seuraavaksi funktio hz,(x) kaikille z ∈ R ja  > 0 kaavalla
hz,(x) =

1 jos x ≤ z − ,
lineaarinen jos z −  < x < z + ,
0 jos x ≥ z + .
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Kuvassa siis funktioiden hz,(x), hz−,(x) seka¨ hz+,(x) kuvaajat.
Kohtuullisin ponnistuksin pa¨a¨tella¨a¨n kuvasta katsomalla, etta¨
hz−,(x) ≤ 1{x≤z} ≤ hz+,(x) ≤ 1{x≤z+2} ≤ hz−,(x) + 1{z−2<x<z+2}.
Sijoittamalla x = W seka¨ ottamalla odotusarvot, saadaan
E[hz+,(W )] ≤ E[hz−,(W )] + P(z − 2 < W < z + 2). (5.5)
Nyt, koska standardinormaalijakaumalle pa¨tee
P(z−2 < W < z+2) = 1√
2pi
∫ z+2
z−2
e−x
2/2dx ≤ 1√
2pi
[z+2−(z−2)] = 4√
2pi
,
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muokkautuu kaava (5.5) muotoon
E[hz+,(W )] ≤ E[hz−,(W )] + 4√
2pi
.
Na¨in ollen, kun n ≥ 2 seka¨  > 0, saadaan Kolmogorov-eta¨isyydelle esitys
dKol(Vn,W ) ≤ sup
z∈R
|E[hz,(Vn)− E[hz,(W )]|+ 4√
2pi
. (5.6)
Seuraavaksi esiteta¨a¨n era¨s rajoitus, joka osoitetaan hieman myo¨hemmin to-
deksi ka¨ytta¨en Steinin menetelma¨a¨. Ta¨lla¨ hetkella¨ se vain oletetaan todeksi,
kun  > 0.
sup
z∈R
|E[hz,(Vn)− E[hz,(W )]| ≤ 6E[|Y1|
3]√
n
+
3Cn−1E[|Y1|3]2
n
. (5.7)
Kohtien (5.6) ja (5.7) nojalla on siis selva¨a¨, etta¨
dKol(Vn,W ) ≤ 6E[|Y1|
3]√
n
+
3Cn−1E[|Y1|3]2
n
+
4√
2pi
.
Valitsemalla  =
√
Cn−1
n E[|Y1|3], saadaan
dKol(Vn,W ) ≤ E[|Y1|
3]√
n
[
6 +
(
3 +
4√
2pi
)√
Cn−1
]
,
silla¨ ta¨llo¨in
6E[|Y1|3]√
n
+
3Cn−1E[|Y1|3]2
n
+
4√
2pi
=
6E|Y1|3√
n
+
3Cn−1E(|Y1|3)2√
Cn−1
n E|Y1|3n
+
4
√
Cn−1
n E|Y1|3√
2pi
=
6E|Y1|3√
n
+ 3
Cn−1√
Cn−1
E|Y1|3
√
n
n
+
4√
2pi
√
Cn−1
E|Y1|3√
n
=
E|Y1|3√
n
[
6 + 3
√
Cn−1 +
4
√
Cn−1√
2pi
]
.
Na¨in ollen pa¨tee Cn ≤ 6+
(
3 + 4√
2pi
)√
Cn−1. Todistetaan seuraavaksi induk-
tion avulla, etta¨ Cn ≤ 33, josta Berry-Esseen-epa¨yhta¨lo¨ seuraa. Muistetaan
alusta, etta¨ Cn ≤
√
n. Osoitetaan ensin perusaskel. Koska n ≥ 2, riitta¨a¨
na¨ytta¨a¨, etta¨ C2 ≤
√
2 ≈ 1.4 ≤ 33. Seuraavaksi otetaan induktioaskel. Ole-
tetaan, etta¨ Cn ≤ 33. Silloin
Cn+1 ≤ 6 +
(
3 +
4√
2pi
)√
Cn ≤ 6 +
(
3 +
4√
2pi
)√
33 ≈ 32.4 ≤ 33.
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Johtopa¨a¨to¨s on siis, etta¨ Cn ≤ 33. Ta¨ma¨ ei luonnollisestikaan ole optimaa-
lisin arvo lauseen vakiolle C. Se on kuitenkin riitta¨va¨ Berry-Esseen-lauseen
todistamiseksi, silla¨ nyt on osoitettu, etta¨ vakio C < ∞ riippumatta para-
metreista n ja Y .
Ta¨ma¨ johtopa¨a¨to¨s saatiin siis olettamalla, etta¨ (5.7) pa¨tee. Seuraavaksi
osoitetaankin se todeksi. Sita¨ varten kiinniteta¨a¨n z ∈ R seka¨  > 0. Olkoon
f = fz, Steinin yhta¨lo¨n (4.3) ratkaisu, kun h = hz,. Muistetaan Lauseesta
4.2, etta¨ ‖f‖∞ ≤
√
pi/2 ja ‖f ′‖∞ ≤ 2. Nyt pa¨tee
|xf(x)−yf(y)| = |f(x)(x−y)+(f(x)−f(y))y| ≤
(√
pi
2
+ 2|y|
)
|x−y|. (5.8)
Ma¨a¨ritella¨a¨n seuraavaksi satunnaismuuttuja V in⊥Yi kaavalla
V in = Vn −
Yi√
n
, i = 1, ..., n.
Na¨in ollen, saadaan
E[h(Vn)]− E[h(W )] = E[f ′(Vn)− Vnf(Vn)]
=
n∑
i=1
E
[
f ′(Vn)
1
n
− f(Vn) Yi√
n
]
=
n∑
i=1
E
[
f ′(Vn)
1
n
− (f(Vn)− f(V in))
Yi√
n
]
=
n∑
i=1
E
[
f ′(Vn)
1
n
− f ′
(
V in + θ
Yi√
n
)
Y 2i
n
]
,
jossa satunnaismuuttuja θ on jakautunut tasaisesti va¨lilla¨ [0, 1] seka¨ riippu-
maton satunnaismuuttujista Yi. Viimeinen yhta¨lo¨ seuraa soveltamalla tietoa,
etta¨
f(b)−f(a) =
∫ b
a
f ′(u)du = (b−a)
∫ 1
0
f ′(a+(b−a)v)dv = (b−a)E(f ′(a+θ(b−a))).
Muistetaan Steinin yhta¨lo¨sta¨ (4.3), etta¨ f ′(x) = xf(x) + h(x) − E[h(W )],
jolloin
E[h(Vn)]− E[h(W )] =
n∑
i=1
(ai(xf)− bi(xf) + ai(h)− bi(h)) , (5.9)
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jossa
ai(g) = E[g(Vn)− g(V in)]
1
n
bi(g) = E
[(
g
(
V in + θ
Yi√
n
)
− g(V in)
)
Y 2i
]
1
n
.
Olemme siis tilanteessa, jossa meida¨n on rajoitettava na¨ma¨ kaavan (5.9)
nelja¨ termia¨. Ensimma¨ista¨ termia¨ ai(xf) varten muistetaan, etta¨ Yi ∼ Y1.
Lisa¨ksi pa¨tee E[|Y1|] ≤ E[Y 21 ]
1
2 = 1 seka¨ E[|V in|] ≤ E[(V in)2]
1
2 ≤ 1. Ka¨ytta¨ma¨lla¨
tulosta (5.8), saadaan
|ai(xf)| = |E[xf(Vn)− xf(V in)]
1
n
| ≤ 1
n
(√
pi
2
+ 2E|V in|
)
E|Vn − V in|
≤ 1
n
(√
pi
2
+ 2
)
E|Y1| 1√
n
≤ 1
n
√
n
(√
pi
2
+ 2
)
.
Toista termia¨ bi(xf) varten muistetaan, etta¨ E[θ] = 1/2. Nyt vastaavasti
pa¨tee
|bi(xf)| ≤ 1
n
√
n
(
E[θ]E[|Y1|3]
√
pi
2
+ 2E[θ]E[|Y1|3]E[|V in|]
)
≤
(
1
2
√
pi
2
+ 1
)
E[|Y1|3]
n
√
n
.
Kolmannen termin ai(h) kohdalla saadaan funktion h ma¨a¨ritelma¨n no-
jalla
h(y)− h(x) = (y − x)
∫ 1
0
h′(x+ s(y − x))ds
= −y − x
2
E[1[z−,z+](x+ θ̂(y − x))],
jossa θ̂ on tasaisesti jakautunut va¨lilla¨ [0, 1] ja riippumaton seka¨ satunnais-
muuttujista θ etta¨ Yi. Na¨in ollen pa¨a¨tella¨a¨n, etta¨
|ai(h)| ≤ 1
2n
√
n
E
[
|Yi|1z−,z+]
(
V in + θ̂
Yi√
n
)]
=
1
2n
√
n
E
[
|Yi|P
(
z − t y√
n
−  ≤ V in ≤ z − t
y√
n
+ 
)
|
t=θ̂,y=Yi
]
≤ 1
2n
√
n
sup
t∈[0,1]
sup
y∈R
P
(
z − t y√
n
−  ≤ V in ≤ z − t
y√
n
+ 
)
.
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On siis rajoitettava P(a ≤ V in ≤ b) kaikille a, b ∈ R, joille pa¨tee a ≤ b.
Sita¨ varten asetetaan V˜ in =
1√
n−1
∑
j 6=i Yj , jolloin siis V
i
n =
√
1− 1n V˜ in.
Ka¨ytta¨ma¨lla¨ epa¨yhta¨lo¨a¨ (5.4) seka¨ tietoa, etta¨ standardinormaalijakauman
tiheysfunktiolla on yla¨raja 1/
√
2pi, saadaan
P(a ≤ V in ≤ b) = P
 a√
1− 1n
≤ V˜ in ≤
b√
1− 1n

= P
 a√
1− 1n
≤W ≤ b√
1− 1n
+ P
 a√
1− 1n
≤ V˜ in ≤
b√
1− 1n

− P
 a√
1− 1n
≤W ≤ b√
1− 1n
 ≤ b− a√
2pi
√
1− 1n
+
2Cn−1E[|Y1|3]√
n− 1 .
Ta¨ssa¨ siis a = z − t y√
n
−  ja b = z − t y√
n
+ , jolloin b− a = 2. Na¨in ollen
saadaan kolmannen termin rajoitukseksi
|ai(h)| ≤ 1
2n
√
n
 2√
2pi
√
1− 1n
+
2Cn−1E[|Y1|3]√
n− 1

=
1√
2pin
√
n− 1 +
Cn−1E[|Y1|3]
n
√
n
√
n− 1 .
Nelja¨nnen termin bi(h) rajoitus saadaan vastaavasti kaavalla
|bi(h)| = 1
2n
√
n
|E
[
Y 3i θ1[z−,z+]
(
V in + θ̂θ
Yi√
n
)]
|
≤ E[|Y1|
3]
4n
√
n
sup
t∈[0,1]
sup
y∈R
P
(
z − t y√
n
−  ≤ V in ≤ z − t
y√
n
+ 
)
≤ E[|Y1|
3]
2
√
2pin
√
n− 1 +
Cn−1(E[|Y1|3])2
2n
√
n
√
n− 1 .
Ei ole ta¨ysin ilmiselva¨a¨, etta¨ va¨ite seuraisi suoraan edellisten laskujen
perusteella kaavojen ollessa hyvin sotkuisen na¨ko¨isia¨. Seuraava askel onkin
sijoittaa saadut rajoitukset kaavaan (5.9). Suoraan sijoittamalla na¨hda¨a¨n,
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etta¨
|E[h(Vn)]− E[h(W )]| =
n∑
i=1
(|ai(xf)|+ |bi(xf)|+ |ai(h)|+ |bi(h)|)
= n (|ai(xf)|+ |bi(xf)|+ |ai(h)|+ |bi(h)|)
= n× [
(√
pi
2
+ 2
)
1
n
√
n
+
(
1
2
√
pi
2
+ 1
)
E|Y1|3
n
√
n
+
1√
2pin
√
n− 1
+
Cn−1E|Y1|3
n
√
n
√
n− 1 +
E|Y1|3
2
√
2pin
√
n− 1 +
Cn−1
(
E|Y1|3
)2
2n
√
n
√
n− 1 ]
=
(√
pi
2
+ 2
)
1√
n
+
(
1
2
√
pi
2
+ 1
)
E|Y1|3√
n
+
1√
2pi
√
n− 1
+
E|Y1|3
2
√
2pi
√
n− 1 +
Cn−1E|Y1|3√
n
√
n− 1 +
Cn−1
(
E|Y1|3
)2
2
√
n
√
n− 1 .
Jaetaan ta¨ma¨ osiin niin, etta¨ ensimma¨isen osan kattaa nelja¨ ensimma¨ista¨ ter-
mia¨ ja toisen osan kattaa kaksi viimeista¨ termia¨. Ka¨yteta¨a¨n lisa¨ksi hyo¨dyksi
tietoa, etta¨ E|Y1|3 ≥ 1 seka¨ n − 1 ≥ n/2, kun n ≥ 2. Na¨in ollen voidaan
kirjoittaa(√
pi
2
+ 2
)
1√
n
+
(
1
2
√
pi
2
+ 1
)
E|Y1|3√
n
+
1√
2pi
√
n− 1 +
E|Y1|3
2
√
2pi
√
n− 1
= E|Y1|3[
√
pi
2 + 2√
nE|Y1|3 +
1
2
√
pi
2 + 1√
n
+
1√
2pi
√
n− 1E|Y1|3
+
1
2
√
2pi
√
n− 1]
≤ E|Y1|3[
√
pi
2 + 2√
n
+
1
2
√
pi
2 + 1√
n
+
1√
2pi
√
n
2
+
1
2
√
2pi
√
n
2
]
= E|Y1|3[
√
pi
2 + 2√
n
+
1
2
√
pi
2 + 1√
n
+
3
2
√
2pi
√
n
2
]
≤ E|Y1|3[
√
pi
2 + 2√
n
+
1
2
√
pi
2 + 1√
n
+
1√
n
],
silla¨ 3
√
2/2
√
2pi ≈ 0.85 < 1. Lisa¨ksi, koska√
pi
2
+ 2 +
1
2
√
pi
2
+ 1 + 1 ≈ 5.88 < 6,
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pa¨tee(√
pi
2
+ 2
)
1√
n
+
(
1
2
√
pi
2
+ 1
)
E|Y1|3√
n
+
1√
2pi
√
n− 1 +
E|Y1|3
2
√
2pi
√
n− 1
≤ 6E|Y1|
3
√
n
,
jolloin ensimma¨inen osa on valmis. Ka¨ytta¨ma¨lla¨ taas hyva¨ksi tietoa n− 1 ≥
n
2 , kun n ≥ 2 saadaan toiselle osalle arvio
Cn−1E|Y1|3√
n
√
n− 1 +
Cn−1
(
E|Y1|3
)2
2
√
n
√
n− 1 =
Cn−1
(
E|Y1|3
)2
√
n
√
n− 1E|Y1|3
+
Cn−1
(
E|Y1|3
)2
2
√
n
√
n− 1
≤ Cn−1
(
E|Y1|3
)2
√
n
√
n− 1 +
Cn−1
(
E|Y1|3
)2
2
√
n
√
n− 1
=
3Cn−1
(
E|Y1|3
)2
2
√
n
√
n− 1
≤ 3Cn−1
(
E|Y1|3
)2
2
√
n
√
n
2 
=
3Cn−1
(
E|Y1|3
)2
√
2n
≤ 3Cn−1
(
E|Y1|3
)2
n
,
mika¨ todistaa toisen osan. Yhdista¨ma¨lla¨ tulokset voidaan todeta suoraan,
etta¨ (5.7) pita¨a¨ paikkansa, josta lause seuraa.
Huomautus. Vakiolle C on vuosien saatossa lo¨ydetty aina vaan pienempia¨,
eli tarkempia, arvoja. Esseen [4] itse ka¨ytti alunperin vuonna 1942 arvoa
C < 7.59, joka on 70 vuoden kuluessa, vuoteen 2012 mennessa¨ pienentynyt
aina jopa arvoon C < 0.4748 Irina Shevtsovan [12] toimesta. Esseen [5]
todisti vuonna 1956 vakiolle C myo¨s alarajan C ≥
√
10+3
6
√
2pi
≈ 0.40973.
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6 Esimerkkeja¨
6.1 Esimerkki 1
[2] Ensimma¨isena¨ esimerkkina¨ na¨yteta¨a¨n kuinka melko yksinkertaisen sa-
tunnaismuuttujan jakauma voidaan osoittaa olevan likimain normaalijakau-
tunut. Olkoon X1, X2, ..., Xn riippumattomia, samoin jakautuneita satun-
naismuuttujia, joille pa¨tee E(Xi) = 0 seka¨ E(X2i ) = 1, jolloin siis myo¨s
V ar(Xi) = 1. Oletetaan, etta¨ n→∞.
Asetetaan satunnaismuuttuja S kaavalla S = 1√
n
∑n
i=1Xi. Tutkitaan siis
Steinin menetelma¨n avulla, onko satunnaismuuttuja S likimain normaalija-
kautunut vai ei.
Olkoon Si = S − 1√nXi kaikilla 1 ≤ i ≤ n. Ta¨llo¨in satunnaismuuttujat
Si seka¨ Xi ovat riippumattomia.
Na¨in ollen kaikilla funktioilla f saadaan riippumattomuuden nojalla odo-
tusarvoksi
E(Xif(Si)) = E(Xi)E(f(Si)) = 0.
Ta¨sta¨ seuraa Taylorin sarjan avulla
E(Xif(S)) = E(Xi(f(S)− f(Si))) ≈ E(Xi(S −Si)f ′(S)) = 1√
n
E(X2i f ′(S)).
Nyt, satunnaismuuttujan S ma¨a¨ritelma¨n mukaan
E(Sf(S)) =
1√
n
n∑
i
E(Xif(S)) ≈ 1
n
n∑
i
E(X2i f ′(S)) = E((
1
n
n∑
i
X2i )f
′(S)).
Koska E(X2i ) = 1 seka¨ n→∞, pa¨tee suurten lukujen lain perusteella, etta¨
1
n
∑n
i X
2
i ≈ 1. Ta¨llo¨in saadaan E(Sf(S)) ≈ E(f ′(S)), jolloin Steinin lemman
mukaan satunnaismuuttuja S on siis likimain normaalijakautunut.
6.2 Esimerkki 2
[8] Esimerkkina¨ Lauseiden 4.2, 4.3 ja 4.4 ka¨yto¨sta¨ verrataan kahta eri va-
rianssin omaavaa normaalijakautunutta satunnaismuuttujaa toisiinsa. Ol-
koon N1 ja N2 kaksi normaalijakautunutta satunnaismuuttujaa, joille pa¨tee
E(N1) = E(N2) = 0 seka¨ V ar(N1) = σ21 > 0 ja V ar(N2) = σ22 > 0. Laske-
taan na¨iden satunnaismuuttujien va¨liselle eta¨isyydelle rajoitukset ka¨ytta¨en
Total variation-, Kolmogorov- seka¨ Wasserstein-mittoja. Oletetaan, etta¨ σ1 ≤
σ2 seka¨ merkita¨a¨n standardinormaalijakautunutta satunnaismuuttujaa mer-
kinna¨lla¨ N0.
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Total variation-eta¨isyydelle huomataan, etta¨
dTV (N1, N2) = dTV (N1/σ2, N2/σ2) = dTV (N1/σ2, N0).
Ka¨ytta¨ma¨lla¨ Lausetta 4.2 seka¨ tietoa, etta¨ reaaliarvoisella satunnais-
muuttujalla X on jakauma X ∼ N(µ, σ2) jos, ja vain jos, E((X−µ)f(X)) =
σ2E(f ′(X)) kaikille differentioituville funktioille f, saadaan
dTV (N1/σ2, N0) ≤ sup
f∈FTV
|E(f ′(N1/σ2))− E(N1f(N1/σ2)/σ2)|
= sup
f∈FTV
|E(f ′(N1/σ2))− (σ21/σ22)E(f ′(N1/σ2))|
= sup
f∈FTV
|E(f ′(N1/σ2)(1− σ21/σ22))|
≤ 2|1− σ21/σ22|,
silla¨ V ar(N1/σ2) = σ
2
1/σ
2
2.
Kolmogorov-eta¨isyydelle ka¨sittely on la¨hes identtinen. Muistetaan vain
Lauseesta 4.3, etta¨ ‖f ′z‖∞ ≤ 1 (vertaus Lauseesta 4.2 ‖f ′h‖∞ ≤ 2). Na¨in
ollen
dKol(N1/σ2, N0) ≤ sup
f∈FKol
|E(f ′(N1/σ2))− E(N1f(N1/σ2)/σ2)|
= sup
f∈FKol
|E(f ′(N1/σ2)(1− σ21/σ22))|
≤ |1− σ21/σ22|.
Wasserstein-eta¨isyydelle tilanne hankaloituu luonnollisesti hieman. Aluk-
si on huomattava, etta¨
dW (N1, N2) = sup
h∈Lip(σ2)
|E(h(N1/σ2))− E(h(N0))|.
Soveltamalla Lausetta 4.4 saadaan
sup
h∈Lip(σ2)
|E(h(N1/σ2))− E(h(N0))| = sup
h∈Lip(σ2)
|E(f ′h(N1/σ2)−N1fh(N1/σ2)/σ2)|
≤ sup
f∈C1∩Lip(σ2
√
2
pi
)
|E(f ′(N1/σ2))− E(N1f(N1/σ2)/σ2)|
≤ σ2
√
2√
pi
|1− σ21/σ22|.
31
7 Matriisilaskennasta
Ta¨ssa¨ luvussa ma¨a¨ritella¨a¨n lyhyesti erilaisia lineaari- ja matriisilaskennasta
tuttuja, ta¨ta¨ tutkielmaa varten hyo¨dyllisia¨ ka¨sitteita¨. Niita¨ ei ole tarkoitus
avata enempa¨a¨, vain muistuttaa mieleen, jotta niiden ka¨ytta¨minen seuraa-
vassa luvussa olisi mielekka¨a¨mpa¨a¨.
Ma¨a¨ritelma¨ 7.1. Nelio¨matriisin A ∈ d × d ja¨lki on sen pa¨a¨diagonaalin
alkioiden summa. Lyhyesti
Tr(A) =
d∑
i=1
aii.
Ma¨a¨ritelma¨ 7.2. Matriisin A transpoosi ma¨a¨ritella¨a¨n ka¨a¨nta¨ma¨lla¨ matriisi
ika¨a¨n kuin ympa¨ri, jolloin sen riveista¨ tulee sarakkeita, ja sarakkeista tulee
riveja¨. Erityisesti nelio¨matriisin transpoosi voidaan muodostaa peilaamalla
alkiot pa¨a¨diagonaalin suhteen. Lyhyesti, jos A on m× n matriisi, pa¨tee
ATij = Aji,
kaikilla 1 ≤ i ≤ m seka¨ 1 ≤ j ≤ n.
Seuraavaksi ma¨a¨ritella¨a¨n matriisien tavallinen sisa¨tulo seka¨ normi, joi-
den erikoistapauksena seuraavassa luvussa tarvittavat niin kutsutut Hilbert-
Schmidt versiot niista¨.
Ma¨a¨ritelma¨ 7.3. Kahden vektorin x ∈ Rd seka¨ y ∈ Rd va¨linen sisa¨tulo
ma¨a¨ritella¨a¨n yksinkertaisesti kaavalla
〈x, y〉 =
d∑
i=1
xiyi.
Ma¨a¨ritelma¨ 7.4. Sisa¨tulon ma¨a¨ritelma¨sta¨ saamme ka¨teva¨sti ma¨a¨riteltya¨
suoraan vektorin x ∈ Rd normin, joka ma¨a¨ritella¨a¨n nelio¨juurena sen sisa¨tulosta
itsensa¨ kanssa kaavalla
‖x‖ =
√
〈x, x〉.
Ma¨a¨ritelma¨ 7.5. Matriisien A ∈ m× s ja B ∈ s× n tavallinen kertolasku
ma¨a¨ritella¨a¨n ensimma¨isen matriisin vaakarivivektorien ja toisen matriisin
pystyrivivektorien sisa¨tulona. Tulomatriisin AB dimensio on m × n ja se
muodostuu siis kaavalla
AB =
 a
T
1 b1 . . . a
T
1 bn
...
. . .
...
aTmb1 . . . a
T
mbn
 .
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Ma¨a¨ritelma¨ 7.6. Hilbert-Schmidt sisa¨tulo ma¨a¨ritella¨a¨n kaikille matriiseille
A ja B kaavalla
〈A,B〉HS = Tr(ABT ).
Ma¨a¨ritelma¨ 7.7. Vastaavasti siis Hilbert-Schmidt normi kaikille matrii-
seille A saadaan kaavasta
‖A‖HS =
√
〈A,A〉HS .
Ma¨a¨ritelma¨ 7.8. Nelio¨matriisin A ∈ d× d niin kutsuttu operaattorinormi
ma¨a¨ritella¨a¨n kaavalla
‖A‖op = sup
{
‖Ax‖Rd : x ∈ Rd, jolle pa¨tee ‖x‖Rd = 1
}
,
jossa ‖‖Rd on tavallinen d-ulotteinen normi.
Ma¨a¨ritelma¨ 7.9 (Hessen matriisi). Hessen matriisi on nelio¨matriisi d× d,
jonka alkiot koostuvat funktion f : Rd → R toisen kertaluvun osittaisderi-
vaatoista. Toisin sanoen funktion f Hessen matriisi on
Hessf =

∂2f
∂x21
∂2f
∂x1∂x2
. . . ∂
2f
∂x1∂xd
∂2f
∂x2∂x1
∂2f
∂x22
. . . ∂
2f
∂x2∂xd
...
...
. . .
...
∂2f
∂xd∂x1
∂2f
∂xd∂x2
. . . ∂
2f
∂x2d
 .
Esimerkki 7.1. Yksinkertaisena esimerkkina¨ lasketaan funktion f(x, y) =
exy + y3 Hessen matriisi. Nyt pa¨tee
∂f(x, y)
∂x2
= exy,
∂f(x, y)
∂x∂y
=
∂f(x, y)
∂y∂x
= ex,
∂f(x, y)
∂y2
= 6y.
Hessen matriisiksi saadaan
Hessf =
[
exy ex
ex 6y
]
.
Ma¨a¨ritella¨a¨n viela¨ lopuksi funktion gradientti, jota tullaan ka¨ytta¨ma¨a¨n
seuraavassa kappaleessa.
Ma¨a¨ritelma¨ 7.10. Olkoon x = [x1, x2, ..., xn]
T n muuttujan vektori. Nyt
funktion f gradientti ma¨a¨ra¨ta¨a¨n osittaisderivaattojen vektorina kaavalla
∇f(x) = [ ∂f
∂x1
(x),
∂f
∂x2
(x), ...,
∂f
∂xn
(x)]T .
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8 Moniulotteisuudesta
Ta¨ssa¨ luvussa ka¨yda¨a¨n la¨pi (hieman ylimalkaisemmin kuin yksiulotteinen ta-
paus) Steinin menetelma¨a¨ moniulotteisessa tapauksessa. Sita¨ varten ka¨yteta¨a¨n
luonnollisesti matriiseja, jolloin lausekkeet na¨ytta¨va¨t sotkuisemmilta ja han-
kalammilta. Tulokset ovat kuitenkin hyvin paljon samankaltaisia kuin aiem-
min esitetyt vastaavat tulokset yksiulotteisessa tapauksessa. Kuten aiem-
min, menetelma¨n la¨pika¨yminen aloitetaan Steinin lemmasta. Tarkemmin ja
yksityiskohtaisemmin moniulotteisuudesta voi lukea la¨hteesta¨ [8].
Lemma 8.1. [8] Olkoon Cij , i, j = 1, ..., d ei-negatiivisesti definiitti d × d
matriisi. Lisa¨ksi olkoon W ∈ Rd = (W1, ...,Wd) satunnaisvektori. Silloin
satunnaisvektorilla W on normaalijakauma W ∼ N(0, C) jos, ja vain jos
E[〈W,∇f(W )〉Rd ] = E[〈C,Hessf(W )〉HS ], (8.1)
kaikille funktioille f : Rd → R ∈ C2.
Vertaamalla Lemmaa 8.1 yksiulotteisen version tulokseen
Ef ′(W ) = E(Wf(W )),
joka funktion f derivaattaan soveltamalla voidaan kirjoittaa muodossa
E(f ′′(W )) = E(Wf ′(W )),
huomataan niiden vastaavan toisiaan melko selva¨sti.
Todistus. [8] Oletetaan ensin, etta¨ W = (W1, ...,Wd) ∼ Nd(0, C) on d-
ulotteinen normaalijakauma odotusarvolla 0 seka¨ kovarianssimatriisilla C.
Nyt saadaan suoraan laskemalla, etta¨
E[〈W,∇f(W )〉Rd ] =
d∑
i=1
E
[
Wi
∂f
∂xi
(W1, ...,Wd)
]
=
d∑
i,j=1
CijE
[
∂2f
∂xi∂xj
(W1, ...,Wd)
]
= E[〈C,Hessf(W )〉HS ].
Seuraavaksi oletetaan, etta¨ satunnaisvektorille W pa¨tee (8.1). Otetaan avuk-
si normaalijakautunut satunnaisvektori G ∼ Nd(0, C) ja osoitetaan, etta¨
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E[f(W )] = E[f(G)] kaikille lauseen oletuksen mukaisille funktioille f . Nyt
pa¨tee
E[f(W )] − E[f(G)] =
∫ 1
0
E[〈∇f(√tW +√1− tG),W 〉Rd ]
dt
2
√
t
−
∫ 1
0
E[〈∇f(√tW +√1− tG), G〉Rd ]
dt
2
√
1− t
=
∫ 1
0
E
[
E[〈∇f(√tW +√1− tx),W 〉Rd ]|x = G
] dt
2
√
t
−
∫ 1
0
E
[
E[〈∇f(√tx+√1− tG), G〉Rd ]|x = W
] dt
2
√
1− t ,
silla¨ kun
γ(t) = E(f(
√
tW +
√
1− tG))
pa¨tee tulos
γ(1)− γ(0) =
∫ 1
0
γ′(t)dt,
jolloin
E(f(W )) = γ(1) seka¨ E(f(G)) = γ(0).
Nyt ka¨ytta¨ma¨lla¨ kaavaa (8.1) saadaan
E[〈∇f(√tW +√1− tx),W 〉Rd ] =
√
tE[〈C,Hessf(√tW +√1− tx)〉HS ]
=: h1(x).
Lisa¨ksi vastaavasti saadaan
E[〈∇f(√tx+√1− tG), G〉Rd ] =
√
1− tE[〈C,Hessf(√tx+√1− tG)〉HS ]
=: h2(x).
Lopuksi sijoitetaan h1(x) ja h2(x) yhta¨lo¨o¨n
E[f(W )]− E[f(G)] =
∫ 1
0
E
[
E[〈∇f(√tW +√1− tx),W 〉Rd ]|x = G
] dt
2
√
t
−
∫ 1
0
E
[
E[〈∇f(√tx+√1− tG), G〉Rd ]|x = W
] dt
2
√
1− t .
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Saadaan
E[f(W )]− E[f(G)] =
∫ 1
0
E
[√
tE[〈C,Hessf(√tW +√1− tx)〉HS ]|x = G
] dt
2
√
t
−
∫ 1
0
E
[√
1− tE[〈C,Hessf(√tx+√1− tG)〉HS ]|x = W
] dt
2
√
1− t
=
∫ 1
0
E[〈C,Hessf(√tW +√1− tG)〉HS ]dt
−
∫ 1
0
E[〈C,Hessf(√tW +√1− tG)〉HS ]dt
= 0.
Seuraavaksi esitella¨a¨n Steinin yhta¨lo¨ standardinormaalijakautuneelle sa-
tunnaisvektorille.
Ma¨a¨ritelma¨ 8.1. Olkoon W ∼ Nd(0, Id) standardinormaalijakautunut sa-
tunnaisvektori. Olkoon lisa¨ksi funktio h : Rd → R sellainen, etta¨ odotusarvo
E|h(W )| on a¨a¨rellinen. Steinin yhta¨lo¨ on ta¨llo¨in muotoa
∆f(x)− 〈x,∇f(x)〉Rd = h(x)− E(h(W )), (8.2)
jonka ratkaisu f : Rd → R on kahdesti jatkuvasti derivoituva funktio.
Huomautus. Merkinna¨lla¨ ∆ tarkoitetaan niin kutsuttua Laplacen operaat-
toria, joka ma¨a¨ritella¨a¨n kaavalla
∆f(x) =
d∑
i=1
∂2
∂x2i
f = 〈Id, Hessf〉HS .
Huomautus. Yksiulotteisessa tapauksessa Steinin yhta¨lo¨ oli siis muotoa
f ′(x)− xf(x) = h(x)− E[h(W )],
joka ja¨lleen voidaan kirjoittaa muodossa
f ′′(x)− xf ′(x) = h(x)− E[h(W )].
Kuten yksiulotteisessa tapauksessa, myo¨s nyt Steinin yhta¨lo¨n ratkaisu
tiedeta¨a¨n valmiiksi. Seuraava lause kertoo era¨a¨n ta¨llaisen funktion f. Lauseen
todistus lo¨ytyy esimerkiksi la¨hteesta¨ [8].
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Lause 8.1. [8] Olkoon W ∼ Nd(0, Id) standardinormaalijakautunut sa-
tunnaisvektori. Olkoon lisa¨ksi h : Rd → R Lipschitz-funktio vakiolla K =
supx 6=y
|h(x)−h(y)|
‖x−y‖Rd
> 0. Ma¨a¨ritella¨a¨n funktio fh : Rd → R kaavalla
fh(x) =
∫ ∞
0
E(h(W )− h(e−tx+
√
1− e−2tW ))dt.
Nyt, funktio fh on hyvin ma¨a¨ritelty, kahdesti jatkuvasti derivoituva ratkaisu
Steinin yhta¨lo¨lle (8.2) kaikilla x ∈ Rd. Lisa¨ksi pa¨tee
sup
x∈Rd
‖Hessfh(x)‖HS ≤
√
dK.
Seuraavaksi esitella¨a¨n versio Steinin yhta¨lo¨sta¨ tapauksessa, jossa kova-
rianssimatriisi on identiteettimatriisin sijaan positiivisesti definiitti d × d
matriisi C.
Ma¨a¨ritelma¨ 8.2. Olkoon W ∼ Nd(0, C) normaalijakautunut satunnaisvek-
tori. Olkoon lisa¨ksi funktio h : Rd → R sellainen, etta¨ odotusarvo E|h(W )|
on a¨a¨rellinen. Steinin yhta¨lo¨ on ta¨llo¨in muotoa
〈C,Hessf(x)〉HS − 〈x,∇f(x)〉Rd = h(x)− E(h(W )), (8.3)
jonka ratkaisu f : Rd → R on kahdesti jatkuvasti derivoituva funktio.
Lauseen 8.1 tavoin, seuraava lause kertoo era¨a¨n ta¨llaisen ratkaisun f.
Lause 8.2. [8] Olkoon W ∼ Nd(0, C) normaalijakautunut satunnaisvektori.
Olkoon h : Rd → R Lipschitz-funktio vakiolla K > 0. Funktio
fh(x) =
∫ ∞
0
E(h(W )− h(e−tx+
√
1− e−2tW ))dt
on hyvin ma¨a¨ritelty, kahdesti jatkuvasti derivoituva ratkaisu Steinin yhta¨lo¨lle
(8.3) kaikilla x ∈ Rd. Lisa¨ksi on voimassa
sup
x∈Rd
‖Hessfh(x)‖HS ≤
√
dK × ‖C−1‖op × ‖C‖1/2op .
Lause todistetaan esimerkiksi la¨hteessa¨ [8].
Viimeinen askel Steinin menetelma¨ssa¨ on luonnollisesti johtaa Steinin yhta¨lo¨n
avulla ka¨ytto¨kelpoisia rajoituksia. Koska Steinin yhta¨lo¨issa¨ ma¨a¨ritellyt funk-
tiot h ovat Lipschitz-funktioita, voidaan kolmesta esitellysta¨ eta¨isyysmitasta
ka¨ytta¨a¨ ainoastaan Wasserstein-eta¨isyytta¨.
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Lause 8.3. [8] Olkoon C positiivisesti definiitti d×d matriisi. Olkoon lisa¨ksi
W ∼ Nd(0, C) normaalijakautunut satunnaisvektori. Mille tahansa nelio¨integroituvalle
satunnaisvektorille X ∈ Rd pa¨tee
dW (X,W ) ≤ sup
f∈FdW (C)
|E(〈C,Hessf(X)〉HS − E(〈X,∇f(X)〉Rd)|,
jossa
FdW (C) = {f : Rd → R ∈ C2 : sup
x∈Rd
‖Hessf(x)‖HS ≤
√
d×‖C−1‖op×‖C‖1/2op }.
Todistus. Lauseen 8.2 nojalla pa¨a¨tella¨a¨n, etta¨
dW (X,W ) = sup
h∈Lip(1)
|E(h(W ))− E(h(X))|
= sup
h∈Lip(1)
|E(〈C,Hessfh(X)〉HS)− E(〈X,∇fh(X)〉Rd)|
≤ sup
f∈FdW (C)
|E(〈C,Hessfh(X)〉HS)− E(〈X,∇fh(X)〉Rd)|.
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