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Abstract
Given a prime number p, a field F with char(F) = p and a positive integer n, we study
the class-preserving modifications of Kato-Milne classes of decomposable differen-
tial forms. These modifications demonstrate a natural connection between differential
forms and p-regular forms. A p-regular form is defined to be a homogeneous polyno-
mial form of degree p for which there is no nonzero point where all the order p − 1
partial derivatives vanish simultaneously. We define a C˜p,m field to be a field over which
every p-regular form of dimension greater than pm is isotropic. The main results are
that for a C˜p,m field F, the symbol length of H
2
p(F) is bounded from above by p
m−1 − 1
and for any n > ⌈(m − 1) log2(p)⌉ + 1, Hn+1p (F) = 0.
Keywords: Decomposable Differential Forms, Quadratic Pfister Forms, Cyclic
p-Algebras, Quaternion Algebras, Kato-Milne Cohomology, Linkage
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1. Introduction
In this paper we study the connection between the Kato-Milne cohomology groups
Hn+1p (F) over a field F with char(F) = p for some prime integer p, and homogeneous
polynomial forms of degree p over F. The three main objectives of this work are:
1. Finding a number n0 such that for any n > n0, H
n+1
p (F) = 0.
2. Finding an upper bound for the symbol length of H2p(F), which in turn provides
an upper bound for the symbol length of pBr(F).
3. Finding a number s such that any collection of s inseparably linked decompos-
able differential forms in Hn+1p (F) are also separably linked.
Email addresses: adam1chapman@yahoo.com (Adam Chapman), kelly.mckinnie@mso.umt.edu
(Kelly McKinnie)
1.1. The Kato-Milne Cohomology Groups
Given a prime number p and a field F of char(F) = p, we consider the space of
absolute differential forms Ω1
F
, which is defined to be the F-vector space generated by
the symbols da subject to the relations d(a + b) = da + db and d(ab) = adb + bda for
any a, b ∈ F. The space of n-differential forms Ωn
F
for any positive integer n is then
defined by the n-fold exterior powerΩn
F
=
∧n(Ω1
F
), which is consequently an F-vector
space spanned by da1 ∧ . . . ∧ dan, ai ∈ F. The derivation d extends to an operator
d : Ωn
F
→ Ωn+1
F
by d(a0da1 ∧ . . . ∧ dan) = da0 ∧ da1 ∧ . . . ∧ dan. We define Ω0F = F,
Ω
n
F
= 0 for n < 0, and ΩF =
⊕
n>0
Ω
n
F
, the algebra of differential forms over F with
multiplication naturally defined by
(a0da1 ∧ . . . ∧ dan)(b0db1 ∧ . . . ∧ dbm) = a0b0da1 ∧ . . . ∧ dan ∧ db1 ∧ . . . ∧ dbm .
There exists a well-defined group homomorphism Ωn
F
→ Ωn
F
/dΩn−1
F
, the Artin-
Schreier map ℘, which acts on decomposable differential forms as follows:
α
dβ1
β1
∧ . . . ∧ dβn
βn
7−→ (αp − α)dβ1
β1
∧ . . . ∧ dβn
βn
.
The group Hn+1p (F) is defined to be coker(℘). By [Kat82], in the case of p = 2, there
exists an isomorphism
Hn+12 (F)
−→ In+1q (F)/In+2q (F), given by
α
dβ1
β1
∧ . . . ∧ dβn
βn
7−→ 〈〈β1, . . . , βn, α]] mod In+2q (F)
where 〈〈β1, . . . , βn, α]] is a quadratic n-fold Pfister form.
By [GS06, Section 9.2], when n = 1, there exists an isomorphism
H2p(F)
∼−→ pBr(F), given by
α
dβ
β
7−→ [α, β)p,F ,
where [α, β)p,F is the degree p cyclic p-algebra
F〈x, y : xp − x = α, yp = β, yxy−1 = x + 1〉.
In the special case of p = 2 and n = 1, these cyclic p-algebras are quaternion
algebras [α, β)2,F that can be identified with their norm forms which are quadratic 2-
fold Pfister forms 〈〈β, α]] (see [EKM08, Corollary 12.2 (1)]).
1.2. Cm and C˜p,m Fields
A Cm field is a field F over which every homogeneous polynomial form of degree
d in more than dm variables is isotropic (i.e. has a nontrivial zero). It was suggested in
[Ser94, Chapter II, Section 4.5, Exercise 3 (b)] that if F is a Cm field with char(F) , p
then for any n > m, Hn+1(F, µ⊗np ) = 0. This fact is known for p = 2 because of the
Milnor conjecture, proven in [Voe03]. It was proven in [KM15] that for any prime p >
2
3,Cm field F with char(F) , p and n > ⌈(m−2) log2(p)+1⌉, we have Hn+1(F, µ⊗np ) = 0.
(The same result holds when p = 3 for n > ⌈(m − 3) log2(3) + 3⌉.) The analogous
statement for fields F with char(F) = p is that if F is a Cm field then H
n+1
p (F) = 0 for
every n > m. This is true, as stated in [Ser94, Chapter II, Section 4.5, Exercise 3 (a)]
and proven explicitly in [AB10]. It follows from the fact that Cm fields F have p-rank
at most m, i.e. [F : F p] 6 pm. We consider a somewhat different property of fields
that avoids directly bounding their p-rank. We say that a homogeneous polynomial
form of degree p over F is p-regular if there is no nonzero point where all the partial
derivatives of order p − 1 vanish. We denote by up(F) the maximal dimension of an
anisotropic p-regular form over F. We say F is a C˜p,m field if up(F) 6 p
m. We prove
that if F is C˜p,m then for any n > ⌈(m − 1) log2(p)⌉ + 1, we have Hn+1p (F) = 0. (See
Section 2 for examples of C˜p,m which are not Cm.)
Remark 1.1. Note that when p = 2, the notion of a p-regular form coincides with
nonsingular quadratic form, and up(F) boils down to the u-invariant u(F) of F. In this
case, ⌈(m − 1) log2(p)⌉ + 1 = m, which recovers the known fact that when u(F) 6 2m,
we have Hm+1
2
(F)  Im+1q (F)/I
m+2
q (F) = 0.
1.3. Symbol Length in H2p(F)
By [Alb68, Theorem 30] (when char(F) = p) and [MS82] (when char(F) , p
and F contains a primitive pth root of unity), pBr(F) is generated by cyclic algebras
of degree p. The symbol length of a class in pBr(F) is the minimal number of cyclic
algebras required in order to express this class as a tensor product of cyclic algebras.
The symbol length of pBr(F) is the supremum of the symbol length of all the classes
in pBr(F). Recall that when char(F) = p, pBr(F)  H
2
p(F).
It was shown in [Cha17, Corollary 3.3] that if the maximal dimension of an anisotropic
form of degree p over F is d then the symbol length of pBr(F) is bounded from above
by
⌈
d−1
p
⌉
− 1, providing a characteristic p analogue to a similar result obtained in
[Mat16] in the case of char(F) , p. As a result, if F is Cm then d 6 p
m and so
this upper bound boils down to pm−1 − 1. However, the symbol length of pBr(F) when
F is a Cm field with char(F) = p is bounded from above by the p-rank which is at most
m (see [Alb68, Theorem 28]). We show that the forms discussed in [Cha17] are actu-
ally p-regular forms, which gives the upper bound
⌈
up(F)−1
p
⌉
− 1 for the symbol length
(which coincides with
u(F)
2
− 1 when p = 2 as in [Cha17, Corollary 4.2]). In particular,
if F is C˜p,m then the symbol length is bounded from above by p
m−1 − 1. (This bound is
in fact sharp for p = 2 as proven in [Cha17, Proposition 4.5].)
1.4. Separable and Inseparable Linkage
A differential form in Hn+1p (F) is called “decomposable” if it can be written as
α
dβ1
β1
∧ · · · ∧ dβn
βn
for some α ∈ F and β1, . . . , βn ∈ F×. We say that a collection of
decomposable differential formsω1, . . . , ωm in H
n+1
p (F) are inseparably ℓ-linked if they
can be written as
ωi = αi
dβi,1
βi,1
∧ · · · ∧ dβi,n
βi,n
, i ∈ {1, . . . ,m}
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such that β1,k = · · · = βm,k for all k ∈ {1, . . . , ℓ}. We say they are separably ℓ-linked
if they can be written in a similar way such that α1 = · · · = αm and β1,k = · · · = βm,k
for all k ∈ {1, . . . , ℓ − 1}. By the identification of decomposable differential forms with
quaternion algebras (when p = 2 and n = 1), cyclic p-algebras (when n = 1) and
quadratic Pfister forms (when p = 2), the notions of inseparable and separable linkage
coincide with the previously defined notions of separable and inseparable linkages for
these objects. In [Dra75] it was proven that inseparable (1-)linkage of pairs of quater-
nion algebras implies separable (1-)linkage as well. A counterexample to the converse
was given in [Lam02]. These results extend naturally to Hurwitz algebras ([EV05])
and quadratic Pfister forms ([Fai06, Corollary 2.1.4]). In [CGV17, Corollary 5.4] it
was shown that when Hn+2
2
(F) = 0, separable n-linkage and inseparable n-linkage for
pairs of quadratic (n + 1)-fold Pfister forms are equivalent. In [Cha15] it was proven
that inseparable (1−)linkage for pairs of cyclic p-algebras of degree p implies sep-
arable (1−)linkage as well, and that the converse is not necessarily true. It follows
immediately that if two decomposable differential forms in Hn+1p (F) are inseparably k-
linked then they are also separably k-linked. In this paper we generalize this statement
for larger collections of forms: every collection of 1 +
∑n
i=ℓ 2
i−1 inseparably n-linked
decomposable differential forms in Hn+1p (F) are also separably ℓ-linked. In particular,
this means that if three octonion algebras share a biquadratic purely inseparable field
extension of F, then they also share a quaternion subalgebra.
2. Fields with bounded up-invariant
There are examples in the literature of fields with u(F) < 2n+1 and unbounded
2-rank (see [MTW91]). In particular, these fields are C˜2,m but not Cm.
Question 2.1. Is there a similar construction of C˜p,m fields which are not Cm for prime
numbers p > 2?
The following construction gives an example of a field F which is C˜p,0 but clearly
not C0:
Example 2.2. Let K be a field of characteristic p, L = K(λ1, . . . , λn) be the function
field in n algebraically independent variables (n can also be ∞), and F = Lsep the
separable closure of L. Then F is C˜p,0 and not C0.
Proof. Clearly it is not C0 because its p-rank is at least n. To show that F is C˜p,0 it is
enough to show that every p-regular form ϕ(x1, . . . , xm) of dimension m > 1 over F is
isotropic. Let ϕ(x1, . . . , xm) be a p-regular form of dimensionm over F. Since there are
no p-regular forms of dimension 1, m > 1. Since ϕ is p-regular, there exists a term with
mixed variables and nonzero coefficient. Without loss of generality, assume the power
of x1 in this term is dwhere 1 6 d 6 p−1. Write ϕ as a polynomial in x1 and coefficients
in F[x2, . . . , xm]: ϕ = cpx
p
1
+ · · · + c1x1 + c0. The coefficient cd is a nonzero homoge-
neous polynomial form of degree p− d in m− 1 variables. Since it is nonzero, we have
cd(a2, . . . , am) , 0 for some a2, . . . , am ∈ F, not all zero. Without loss of generality,
assume that a2 , 0, which means we could assume a2 = 1. Then cd(x2, a3x2, . . . , amx2)
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is a nonzero 1-dimensional form. Hence ϕ(x1, x2, a3x2, . . . , amx2) is a nondiagonal 2-
dimensional form of degree p. We shall explain now why this form must be isotropic:
Suppose it is anisotropic. Consider the polynomial ϕ(x1, 1, a3, . . . , am). This is a poly-
nomial of degree 6 p and at least d. If its degree is smaller than p then since F is
separably closed, the polynomial decomposes into linear factors over F, and then it
has a root in F, which means that ϕ is isotropic. Assume the degree is p. Since it
is of degree p, by [Lan02, Chapter V, Corollary 6.2] this field extension must be ei-
ther separable or purely inseparable. It cannot be purely inseparable because it has a
nonzero term besides the degree p and 0 terms. Therefore it must be separable, but that
contradicts the fact that F is separably closed. 
One can construct fields F with bounded up(F) and infinite p-rank in the following
way:
Lemma 2.3. Let K be a field of characteristic p with p-rank r. Then for any anisotropic
p-regular form ϕ(x1, . . . , xn) of dimension n, the function field K(ϕ) = K(x1, . . . , xn :
ϕ(x1, . . . , xn) = 0) has p-rank r + n − 1. One can also take r = ∞ and then the p-rank
of K(ϕ) is ∞ as well.
Proof. The function field K(ϕ) of ϕ is a degree p separable extension of the function
field K(x1, . . . , xn−1) in n − 1 algebraically independent variables over K. The p-rank
of K(x1, . . . , xn−1) is r + n − 1 by [FJ08, Lemma 2.7.2]. By [FJ08, Lemma 2.7.3] the
p-rank of K(ϕ) is also r + n − 1. 
Corollary 2.4. Let K be a field of characteristic p and p-rank r, and let M be a positive
integer. Then K is a subfield of some field F with p-rank at least r and up(F) 6 M.
Proof. This F is taken to be the compositum of the function fields of all anisotropic
p-regular forms of dimension greater than M. By the previous lemma, the p-rank of F
is at least r. Clearly up(F) 6 M. 
The last corollary provides examples of fields F which are C˜p,m by taking M = p
m.
The fact that if F is Cm then the field of Laurent series F((λ)) over F is Cm+1 does not
hold for C˜p,m fields in general. For example, if one takes one of the fields constructed
in [MTW91] with u(F) = 2m < uˆ(F), then F is C˜2,m. However, by [Bae82, Corollary
2.10], u(F((λ))) = 2uˆ(F) > 2m+1, hence F((λ)) is not C˜2,m+1.
3. Symbol Length and p-Regular forms
In this section we describe certain properties of p-regular forms and make a note
on the symbol length of classes in pBr(F) when F is a field of characteristic p with
bounded up(F).
Let p be a prime integer and F be a field of characteristic p. Let V = Fv1+· · ·+Fvm
be an m-dimensional F-vector space. A map ϕ : V → F is called a homogeneous
polynomial form of degree p if it satisfies
ϕ(a1v1 + · · · + amvm) =
∑
i1+···+im=p
ci1,...,ima
i1
1
. . . aimm
5
for any a1, . . . , am ∈ F where ci1,...,im are constants in F. We say that ϕ is isotropic if
there exists a nonzero v in V such that ϕ(v) = 0. Otherwise ϕ is anisotropic. We say ϕ
is p-regular if there is no v ∈ V \ {0} for which all the order p−1 partial derivatives of ϕ
vanish. The nonexistence of such points does not depend on the choice of basis. In the
special case of p = 2, this notion coincides with nonsingularity. In particular, diagonal
forms of degree p over F are not p-regular. Given a homogeneous polynomial form
ϕ : V → F, we can consider the scalar extension ϕL of ϕ from F to L.
Lemma 3.1. Given a field extension L/F, if ϕL is a p-regular form for some homoge-
neous polynomial form ϕ of degree p over F then ϕ is p-regular as well.
Proof. Assume the contrary, that ϕ is not p-regular, i.e. there exists v , 0 such that
all the order p − 1 partial derivatives of ϕ vanish. Since the partial derivatives do not
change under scalar extension, all the partial derivatives of ϕL vanish at v, which means
that ϕL is not p-regular. 
Definition 3.2. Given homogeneous polynomial forms ϕ : V → F and φ : W → F
of degree p, we define the direct sum ϕ ⊥ φ to be the homogeneous polynomial form
ψ : V ⊕W → F defined by ψ(v + w) = ϕ(v) + φ(w) for any v ∈ V and w ∈ W.
Lemma 3.3. The form ϕ ⊥ φ is p-regular if and only if both ϕ and φ are p-regular.
Proof. If ϕ is not p-regular, there exists a nonzero v ∈ V such that all the order p − 1
partial derivatives of ϕ vanish. Then all the order p − 1 partial derivatives of ϕ ⊥ φ
vanish at the point v ⊕ 0.
In the opposite direction, if ϕ ⊥ φ is not p-regular, then there exists a nonzero v⊕w
where all the order p−1 partial derivatives of ϕ ⊥ φ vanish. Without loss of generality,
assume v , 0. Then all the order p − 1 partial derivatives of ϕ ⊥ φ vanish at v. Since
these derivatives are equal to the derivatives of ϕ at v, ϕ is not p-regular. 
Lemma 3.4. Given a separable field extension L/F of degree p, the norm form N :
L → F is a homogeneous polynomial form of degree p. This form is p-regular.
Proof. By Lemma 3.1 it is enough to show that the scalar extension of N to the alge-
braic closure F of F is p-regular. Now, L⊗F F is F × · · · × F︸        ︷︷        ︸
p times
and can be identified with
the p × p diagonal matrices with entries in F. Therefore we have
NF (a1e1 + a2e2 + · · · + apep) = a1a2 . . . ap.
The latter is clearly p-regular. 
Remark 3.5. If ϕ : V → F is p-regular then for any nonzero scalar c ∈ F, cϕ defined
by (cϕ)(v) = cϕ(v) for any v ∈ V is also p-regular.
Lemma 3.6. Given a prime number p and a field F with char(F) > p or 0, the homo-
geneous polynomial form
ϕ(a1v1 + a2v2) = αa
p
1
− a1ap−12 + a
p
2
over the two-dimensional space V = Fv1 + Fv2 is p-regular for any α ∈ F.
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Proof. It is enough to note that the partial derivative obtained by differentiating p − 1
times with respect to a2 is (p−1)!a1 and the partial derivative obtained by differentiating
p− 2 times with respect to a2 and once with respect to a1 is −(p− 1)!a2. Therefore the
only point where all the order p − 1 partial derivatives vanish is (0, 0) and the form is
p-regular. 
In [Cha17, Corollary 3.3] it was proven that the symbol length of a p-algebra of
exponent p over K is bounded by
⌈
d−1
p
⌉
− 1 where d is the maximal dimension of an
anisotropic homogeneous polynomial form of degree p over K. Apparently d can be
replaced with up(F).
Theorem 3.7 (cf. [Cha17, Theorem 3.2 and Theorem 4.1]). Let p be a prime integer
and let F be a field with char(F) = p and finite up(F). Then every two tensor products
A =
⊗m
i=1
[αi, βi)p,F and B =
⊗ℓ
i=1
[γi, δi)p,F with (m+ ℓ)p > up(F)−1 can be changed
such that α1 = γ1.
Proof. It is enough to show that the homogeneous polynomial form considered in
the proof of [Cha17, Theorem 3.2] is p-regular. This form ϕ is the direct sum ϕ′ ⊥
φ1 ⊥ · · · ⊥ φm ⊥ ψ1 ⊥ · · · ⊥ ψℓ where ϕ′ : F × F → F is defined by ϕ′(a, b) =
(
∑m
i=1(αi) −
∑ℓ
i=1(γi))a
p − ap−1b+ bp, for each i ∈ {1, . . . ,m}, φi is βiNF[x:xp−x=αi]/F , and
for each i ∈ {1, . . . , ℓ}, ψi is γiNF[x:xp−x=δi]/ f . By Lemma 3.4 and Remark 3.5, the forms
φ1, . . . , φm, ψ1, . . . , ψℓ are p-regular. By Lemma 3.6, ϕ
′ is also p-regular. Consequently,
the form ϕ is p-regular as direct sum of p-regular forms by Lemma 3.3. 
Corollary 3.8 (cf. [Cha17, Corollary 3.3 and Corollary 4.2]). Let p be a prime integer
and let F be a field with char(F) = p and finite up(F). Then the symbol length in H
2
p(F)
is bounded from above by
⌈
up(F)−1
p
⌉
− 1.
Proof. It follows from Theorem 3.7 in the samemanner [Cha17, Corollary 3.3] follows
from [Cha17, Theorem 3.2]. 
Corollary 3.9. Let p be a prime integer and let F be a C˜p,m field with char(F) = p.
Then the symbol length in H2p(F) is bounded from above by p
m−1 − 1.
Proof. An immediate result of the previous corollary, given that for a C˜p,m field F,
up(F) 6 p
m. 
4. Symbol Length and p-Rank
By [Alb68, Chapter 7, Theorem 28], the p-rank of F is an upper bound for the
symbol length of H2p(F). In fact, it can be shown that if the p-rank of F is a finite
integer m then the symbol length of Hn+1p (F) is bounded from above by
(
m
n
)
for any
positive integer n.
Remark 4.1. If F is Cm then its p-rank is 6 m.
Proof. Suppose F is Cm and that its p-rank is n. Then F = F
pv1 ⊕ · · · ⊕ F pvpn where
v1, . . . , vpn are linearly independent over F
p. Therefore the form ϕ(a1, . . . , apn) = v1a
p
1
+
· · · + vpnappn is anisotropic. Since the dimension of ϕ is pn, m must be > n. 
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For a Cm field (compared to C˜p,m) F, its p-rank (6 m) provides a better upper
bound for the symbol length of H2p(F) than the upper bound given in Corollary 3.9
(pm−1 − 1). The following proposition shows that there exist cases where the symbol
length is actually equal to the p-rank:
Proposition 4.2. Let K = F((β1)) . . . ((βn)) be the field of iterated Laurent series in
n variables over a perfect field F of characteristic p. Let L/F be a (Z/pZ)n-Galois
field extension given by L = F[℘−1(α1), . . . , ℘−1(αn)]. Then the symbol length of the
p-algebra
D = [α1, β1)p,K ⊗ · · · ⊗ [αn, βn)p,K
is equal to the p-rank of K.
Proof. The p-rank of K in the proposition above is n by [FJ08, Chapter 2, Lemma
2.7.2]. The p-algebra D is a generic abelian crossed product with maximal (Z/pZ)n-
Galois subfield K[℘−1(α1), . . . , ℘−1(αn)], hence it is a division algebra (see [AS78]) and
its symbol length is exactly n. 
Remark 4.3. In order to construct a Galois extension satisfying the conditions of
Proposition 4.2, take α1, . . . , αn to be algebraically independent variables over Fp. Let
F be the perfect closure of Fp(α1, . . . , αn). Then each field extension F[℘
−1(αi)] is
(Z/pZ)-Galois and as a set they are mutually linearly independent. Therefore L =
F[℘−1(α1), . . . , ℘−1(αn)] is a (Z/pZ)n-Galois extension of the perfect field F.
The following example presents a Cm field with p-rank n such that m = 2n + 1:
Example 4.4. Let F be the perfect closure of the function field Fp(α1, . . . , αn) as in re-
mark 4.3. Let K = F((β1)) . . . ((βn)) be the field of iterated Laurent series in n variables
over F. As mentioned above, the p-rank of K is n, and the symbol length of the algebra
[α1, β1)p,F ⊗ · · · ⊗ [αn, βn)p,F is n. The field Fp(α1, . . . , αn) is a Cn+1 field, and hence so
is its perfect closure F. Consequently, K is a C2n+1 field.
5. Class-Preserving Modifications of Decomposable Differential Forms
In this section we study the class-preserving modifications of decomposable differ-
ential forms in Hn+1p (F). These modifications will be used in proving the main results
of the following sections. In the special case of p = 2 they coincide with the known
modifications of quadratic Pfister forms (see [AB92]).
Lemma 5.1. Let ω = α
dβ1
β1
∧ . . . ∧ dβn
βn
be a form in Hn+1p (F). Then:
(a) For any i ∈ {1, . . . , n}, ω = (α + βi) dβ1β1 ∧ . . . ∧
dβn
βn
.
(b) For any i ∈ {1, . . . , n} and nonzero f ∈ F[℘−1(α)], if NF[℘−1 (α)]/F ( f ) = 0 then
ω = 0. Otherwise, ω = α
dβ1
β1
∧ . . . ∧ d(NF[℘−1 (α)]/F ( f )βi)
N
F[℘−1 (α)]/F( f )βi
∧ . . . ∧ dβn
βn
.
(c) For any i ∈ {1, . . . , n} and γ ∈ F, if βi + γp = 0 then ω = 0. Otherwise, there
exists some α′ ∈ F such that ω = α′ dβ1
β1
∧ . . . ∧ d(βi+γp)
βi+γ
p ∧ . . . ∧ dβnβn .
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(d) For any distinct i, j ∈ {1, . . . , n},
ω = α
dβ1
β1
∧ · · · ∧ dβi
βi
∧ · · · ∧ d(βiβ j)
βiβ j
∧ · · · ∧ dβn
βn
.
(e) For any distinct i, j ∈ {1, . . . , n}, if βi + β j = 0 then ω = 0. Otherwise,
ω = α
dβ1
β1
∧ · · · ∧ d(βi + β j)
βi + β j
∧ · · · ∧ d(β
−1
i
β j)
β−1
i
β j
∧ · · · ∧ dβn
βn
.
( f ) For any distinct i, j ∈ {1, . . . , n} and f ∈ F[℘−1(α)], if βi + NF[℘−1 (α)]/F ( f ) = 0
then ω = 0. Otherwise,
ω = α
dβ1
β1
∧ · · · ∧ dβi
βi
∧ · · · ∧ d((βi + NF[℘−1 (α)]/F ( f ))β j)
(βi + NF[℘−1 (α)]/F ( f ))β j
∧ · · · ∧ dβn
βn
.
Proof. Parts (a), (b) and (c) are elementary and follow immediately from the equivalent
statements for cyclic p-algebras (see [Cha17, Lemma 2.2]). Part (d) follows from the
linearity of logarithmic differential forms:
d(βiβ j)
βiβ j
=
dβi
βi
+
dβ j
β j
.
For part (e), if βi = −β j then dβi ∧ dβ j = 0 and so ω = 0. Otherwise, it is enough
to show that
dβi
βi
∧ dβ j
β j
=
d(βi + β j)
βi + β j
∧ d(β
−1
i
β j)
β−1
i
β j
.
To see this, notice that d(βi + β j) ∧ d(β−1i β j) = (β−1i + β−2i β j)dβi ∧ dβ j and divide both
sides by (βi + β j)(β
−1
i
β j).
For ( f ), recall that for any a ∈ F and b ∈ F×, [a, b)p,F is split if and only if b is
a norm in the e´tale extension F[℘−1(a)]/F, and otherwise it is a division algebra. If
βi + NF[℘−1 (α)]/F ( f ) = 0 then the algebra [α, βi)p,F = 0 by the norm condition, and so
ω = 0. Otherwise, consider the form
α
dβ1
β1
∧ · · · ∧ dβi
βi
∧ · · · ∧ d((βi + NF[℘−1 (α)]/F ( f ))β j)
(βi + NF[℘−1 (α)]/F ( f ))β j
∧ · · · ∧ dβn
βn
.
By (d), it is equal to the sum of ω and the form
α
dβ1
β1
∧ · · · ∧ dβi
βi
∧ · · · ∧ d(βi + NF[℘−1 (α)]/F ( f ))
βi + NF[℘−1 (α)]/F ( f )
∧ · · · ∧ dβn
βn
.
If NF[℘−1 (α)]/F ( f ) = 0 then this form is clearly zero. Otherwise, by (b) it is equal to
α
dβ1
β1
∧ · · · ∧ dNF[℘−1 (α)]/F ( f )
−1βi
NF[℘−1 (α)]/F ( f )
−1βi
∧ · · · ∧ d(NF[℘−1 (α)]/F ( f )
−1βi + 1)
NF[℘−1 (α)]/F ( f )
−1βi + 1
∧ · · · ∧ dβn
βn
,
which is zero by (c). 
Part (b) of Lemma 5.1 shows that βn can be replaced by any nonzero element rep-
resented by the p-regular form ϕ : F[℘−1(α)] → F with f 7→ βn NF[℘−1 (α)]/F ( f ). In the
following proposition we present a p-regular form of larger dimension whose values
can also alter the last slot (at the possible cost of changing some of the other inseparable
slots).
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Proposition 5.2. Let α ∈ F and β1, . . . , βn ∈ F×, and write ω = α dβ1β1 ∧ . . .∧
dβn
βn
for the
corresponding form in Hn+1p (F). For each (d1, . . . , dn) ∈ {0, 1} × · · · × {0, 1}︸                 ︷︷                 ︸
n times
, let Vd1,...,dn
be a copy of F[℘−1(α)] and ϕd1,...,dn : Vd1,...,dn → F be the homogeneous polynomial
form of degree p defined by ϕd1,...,dn( f ) = NF[℘−1 (α)]/F ( f ) · βd11 · . . . · βdnn . Write
(ϕ,V) = ⊥
0 6 d1, . . . , dn 6 1
(d1, . . . , dn) , (0, . . . , 0)
(ϕd1,...,dn ,Vd1,...,dn).
If there exists a nonzero v such that ϕ(v) = 0 then ω = 0. Otherwise, for every nonzero
v ∈ V, there exist β′
1
, . . . , β′
n−1 ∈ F× such that :
ω = α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−1
β′
n−1
∧ dϕ(v)
ϕ(v)
.
Remark 5.3. To get a feel for the form (ϕ,V), note that if we set N = NF[℘−1 (α)]/F
then for n = 1, (ϕ,V) = (ϕ1,V1) : F[℘
−1(α)] → V with x 7→ N(x)β1. When n = 2,
(ϕ,V) : F[℘−1(α)]×3 → F with (x, y, z) 7→ N(x)β1 + N(y)β2 + N(z)β1β2.
Proof of Proposition 5.2. By induction on n. The case of n = 1 holds by the analogy to
cyclic p-algebras. Assume it holds for a certain n − 1. We shall show it holds also for
n. The vector space V decomposes as V0 ⊕V1 where V0 =⊥06d1,...,dn−161 Vd1,...,dn−1,0 and
V1 = ⊥06d1,...,dn−161 Vd1,...,dn−1,1. The latter decomposes as V1 = V0,...,0,1 + V ′1. There is
a natural isomorphism τ : V ′
1
→ V0 identifying each Vd1,...,dn−1,1 with Vd1,...,dn−1,0. Under
this homomorphism, we have ϕ(v) = βnϕ(τ(v)) for any v ∈ V ′1.
Let v be a nonzero vector in V . Then v = v0 + v
′
1
+ v0,1 where v0 ∈ V0, v′1 ∈ V ′1
and v0,1 ∈ V0,...,0,1( F[℘−1(α)]). Note that ϕ(v) = ϕ(v0) + ϕ(v′1) + ϕ(v0,1) = ϕ(v0) +
βn(ϕ(τ(v1)) + NF[℘−1 (α)]/F (v0,1)). Write v1 = v
′
1
+ v0,1. If v
′
1
= 0 and v0,1 = 0 then the
statement follows immediately from the induction hypothesis. If v′
1
= 0 and v0,1 , 0
then the statement follows from the induction hypothesis and Lemma 5.1 (e).
Assume v′
1
, 0. If ϕ(τ(v′
1
)) = 0 then by the induction hypothesis,ω = 0. Otherwise,
by the induction hypothesis, there exist β′
1
, . . . , β′
n−2 such that
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
= α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−2
β′
n−2
∧ dϕ(τ(v
′
1
))
ϕ(τ(v′
1
))
, and so
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
∧ dβn
βn
= α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−2
β′
n−2
∧ dϕ(τ(v
′
1
))
ϕ(τ(v′
1
))
∧ dβn
βn
.
By Lemma 5.1 ( f ), if ϕ(τ(v′
1
)) + NF[℘−1 (α)]/F (v0,1) = 0 then ω = 0, and otherwise we
have
ω = α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−2
β′
n−2
∧ dϕ(τ(v
′
1
))
ϕ(τ(v′
1
))
∧ d((ϕ(τ(v
′
1
)) + NF[℘−1 (α)]/F (v0,1))βn)
(ϕ(τ(v′
1
)) + NF[℘−1 (α)]/F (v0,1))βn
.
Consequently
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
∧ dβn
βn
= α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
∧ d(ϕ(v1))
ϕ(v1)
.
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If v0 = 0, this completes the picture. Assume v0 , 0. By the assumption, there exist
β′′
1
, . . . , β′′
n−2 such that
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
= α
dβ′′
1
β′′
1
∧ . . . ∧ dβ
′′
n−2
β′′
n−2
∧ dϕ(v0)
ϕ(v0)
, and so
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
∧ dϕ(v1)
ϕ(v1)
= α
dβ′′
1
β′′
1
∧ . . . ∧ dβ
′′
n−2
β′′
n−2
∧ dϕ(v0)
ϕ(v0)
∧ dϕ(v1)
ϕ(v1)
.
By Lemma 5.1 (e), if ϕ(v0) + ϕ(v1) = 0 then ω = 0, and otherwise
ω = α
dβ′′
1
β′′
1
∧ . . . ∧ dβ
′′
n−2
β′′
n−2
∧ d(ϕ(v0)
−1ϕ(v1))
ϕ(v0)−1ϕ(v1)
∧ d(ϕ(v0) + ϕ(v1))
ϕ(v0) + ϕ(v1)
and since ϕ(v) = ϕ(v0) + ϕ(v1), this proves the statement. 
Corollary 5.4. Using the same setting as Proposition 5.2, write
V1 =
⊕
06d1,...,dn−161
Vd1,...,dn−1,1.
Then for every nonzero v1 ∈ V1, assuming ω , 0, we have
ω = α
dβ1
β1
∧ . . . ∧ dβn−1
βn−1
∧ dϕ(v)
ϕ(v)
.
Proof. The vector space V1 decomposes as V
′
1
⊕V0,...,0,1 where V ′1 is the direct sum of all
Vd1,...,dn−1,1 with (d1, . . . , dn−1) , (0, . . . , 0). Take τ to be the natural isomorphism from
V ′
1
to V0. Let v1 be a nonzero element in V1. It can therefore be written as v1 = v
′
1
+ v0,1
where v′
1
∈ V ′
1
and v0,1 ∈ V0,...,0,1( F[℘−1(α)]). By the previous proposition
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
= α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−2
β′
n−2
∧ dϕ(τ(v
′
1
))
ϕ(τ(v′
1
))
,
for some β′
1
, . . . , β′
n−2 ∈ F×. Consequently,
α
dβ1
β1
∧ . . . ∧ dβn−2
βn−2
∧ dβn−1
βn−1
∧ dβn
βn
= α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−2
β′
n−2
∧ dϕ(τ(v
′
1
))
ϕ(τ(v′
1
))
∧ dβn
βn
.
By Lemma 5.1 ( f ) we have
ω = α
dβ′
1
β′
1
∧ . . . ∧ dβ
′
n−2
β′
n−2
∧ dϕ(τ(v
′
1
))
ϕ(τ(v′
1
))
∧ d(ϕ(τ(v
′
1
)) + NF[℘−1 (α)]/F (v0,1))βn
(ϕ(τ(v′
1
)) + NF[℘−1 (α)]/F (v0,1))βn
and so
α
dβ1
β1
∧ . . . ∧ dβn−1
βn−1
∧ dβn
βn
= α
dβ1
β1
∧ . . . ∧ dβn−1
βn−1
∧ dϕ(v1)
ϕ(v1)
.

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Corollary 5.5. Using the same setting as Proposition 5.2, let ℓ be an integer between
1 and n. Write
W =
⊕
0 6 d1, . . . , dn 6 1
(dℓ, . . . , dn) , (0, . . . , 0)
Vd1,...,dn .
Then for every nonzero v ∈ W, assuming ω , 0, there exist β′
ℓ
, . . . , β′
n−1 ∈ F such that
ω = α
dβ1
β1
∧ . . . ∧ dβℓ−1
βℓ−1
∧ dβ
′
ℓ
β′
ℓ
∧ . . . ∧ dβ
′
n−1
β′
n−1
∧ dϕ(v)
ϕ(v)
.
Proof. The vector space W decomposes as Wn ⊕Wn−1 ⊕ · · · ⊕Wℓ such that for each k
between ℓ and n,
Wk =
⊕
0 6 d1, . . . , dk−1 6 1
dk = 1, dk+1 = · · · = dn = 0
Vd1,...,dn .
Let v be a nonzero vector in W. Then v can be written accordingly as v = vn + · · · + vℓ
where each vk belongs toWk. For each k ∈ {ℓ, . . . , n}, by the previous lemma
α
dβ1
β1
∧ · · · ∧ dβk−1
βk−1
∧ dβk
βk
= α
dβ1
β1
∧ · · · ∧ dβk−1
βk−1
∧ dϕ(vk)
ϕ(vk)
.
Therefore
α
dβ1
β1
∧ · · · ∧ dβn
βn
= α
dβ1
β1
∧ · · · ∧ dβℓ−1
βℓ−1
∧ dϕ(vℓ)
ϕ(vℓ)
∧ · · · ∧ dϕ(vn)
ϕ(vn)
.
Then by Proposition 5.1 (e) we can change the last term to be
d(ϕ(vℓ)+···+ϕ(vn))
ϕ(vℓ)+···+ϕ(vn) at the cost
of possibly changing the slots ℓ to n − 1. 
6. Linkage of Decomposable Differential Forms
Theorem 6.1. Given a field F of char(F) = p, a positive integer n and an integer
ℓ ∈ {1, . . . , n}, every collection of 1 + ∑ni=ℓ 2i−1 inseparably n-linked decomposable
differential forms in Hn+1p (F) are separably ℓ-linked as well.
Proof. Write m = 2n−1 + · · · + 2ℓ−1. Let
{
αi
dβ1
β1
∧ · · · ∧ dβn
βn
: i ∈ {0, . . . ,m}
}
be the col-
lection ofm+1 inseparably n-linked decomposable differential forms in Hn+1p (F) under
discussion. The number of n-tuples (d1, . . . , dn) with (dℓ, . . . , dn) , (0, . . . , 0) is m. We
denote arbitrarily the elements of the set {βd1
1
·. . .·βdnn : 0 6 d1, . . . , dn 6 1, (dℓ, . . . , dn) ,
(0, . . . , 0)} by γ1, . . . , γm (with possible repetitions). Recall that the norm of an element
x+λy in F[λ : λp−λ = α] is xp− xyp−1+ypα. Therefore by Corollary 5.5, for every i ∈
{0, . . . ,m} and any choice of xi,1, yi,1, . . . , xi,m, yi,m ∈ F with (xi,1, . . . , yi,m) , (0, . . . , 0)
we can change the form αi
dβ1
β1
∧ · · · ∧ dβn
βn
to αi
dβ1
β1
∧ · · · ∧ dβℓ−1
βℓ−1
∧ dbi,ell
bi,ell
∧ · · · ∧ dbi,n−1
bi,n−1
∧ dδi
δi
where
δi = γ1(x
p
i,1
− xi,1yp−1i,1 + αiy
p
i,1
) + · · · + γm(xpi,m − xi,my
p−1
i,m
+ αiy
p
m,1
)
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for some bi,ℓ, . . . , bi,n−1 ∈ F.
Therefore, in order to show that the forms in the collection are separably ℓ-linked,
it is enough to show that the following system of m equations in 2m(m + 1) variables
has a solution:
α0 + δ0 = α1 + δ1
α0 + δ0 = α2 + δ2
...
α0 + δ0 = αm + δm
If we take x0,i = x1,i = · · · = xm,i, y0,i = 1 and yi,i = 0 and yi, j = 1 for all i, j ∈ {1, . . . ,m}
with i , j, then the ith equation in this system becomes a linear equation in one variable
x0,i (whose coefficient is γi). This system therefore has a solution. 
Corollary 6.2. Given a field F of char(F) = 2, a positive integer n and an integer
ℓ ∈ {1, . . . , n}, every collection of 1 +∑ni=ℓ 2i−1 inseparably n-linked quadratic (n + 1)-
fold Pfister forms are also separably ℓ-linked.
Proof. Follows Theorem 6.1 and the identification of quadratic Pfister forms with de-
composable differential forms appearing in [Kat82]. 
By the identification of octonion algebras with their 3-fold Pfister norm forms
([KMRT98, Theorem 33.19]), we conclude that if three octonion F-algebras share a
biquadratic purely inseparable field extension of F then they also share a quaternion
subalgebra. (Recall that when char(F) = 2, an octonion algebra A over F is of the form
Q+Qzwhere Q = [α, β)2,F is a quaternion algebra, z
2
= γ and zℓ = ℓσz for every ℓ ∈ Q
where σ is the canonical involution on Q, α ∈ F and β, γ ∈ F×. In particular, when A
is a division algebra, F[
√
β,
√
γ] is a subfield of A and a biquadratic purely inseparable
field extension of F.)
It is not known to the authors if the sizes of the collections mentioned in Theorem
6.1 are sharp in the sense that larger collections of inseparably n-linked differential
forms in Hn+1p (F) need not be separably ℓ-linked. Even the very special case of three
inseparably linked quaternion algebras would be very interesting, in either direction.
Question 6.3. Are every three inseparably linked quaternion algebras also separably
linked?
7. Vanishing Cohomology Groups
One can use Proposition 5.2 to show that for fields F with finite up(F) the coho-
mology groups Hn+1p (F) vanish from a certain point and on. See section 1.2 for the
definition of up(F).
Theorem 7.1. Given a field F with char(F) = p, for any n with (2n − 1)p > up(F),
Hn+1p (F) = 0.
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Proof. Let ω = α
dβ1
β1
∧ . . .∧ dβn−1
βn−1
∧ dβn
βn
be an arbitrary decomposable form in Hn+1p (F).
Consider the direct sum Φ of the form ϕ from Proposition 5.2 and the two-dimensional
form ψ(x, y) = αxp − xp−1y+ yp. Note that by Lemmas 3.1, 3.3 and 3.6, Φ is p-regular.
If (2n−1)p+1 > up(F) then dim(Φ) = (2n−1)p+2, henceΦ is isotropic, which means
that there exist (x0, y0, v0) , 0 such that ψ(x0, y0) + ϕ(v0) = 0. If v0 = 0 then it means
α ∈ ℘(F), and therefore ω is trivial. If ϕ is isotropic then ω is trivial by Proposition
5.2. Otherwise, ϕ(v0) , 0. By proposition 5.2, ω = α
dβ′
1
β′
1
∧ · · · ∧ dβ
′
n−1
β′
n−1
∧ dϕ(v0)
ϕ(v0)
for some
β′
1
, . . . , β′
n−1 ∈ F. If x0 = 0 then Φ(0, y0, v0) = y
p
0
+ ϕ(v0) = 0, and so ϕ(v0) = (−y0)p,
which means ω is trivial. If x0 , 0 then Φ(1,
y0
x0
,
v0
x0
) = 0 as well. By Proposition 5.2,
ω = α
dβ′
1
β′
1
∧ · · · ∧ dβ
′
n−1
β′
n−1
∧ dϕ(
v0
x0
)
ϕ(
v0
x0
)
for some β′
1
, . . . , β′
n−1 ∈ F. Then, by Lemma 5.1 (a), we
can add ϕ( v0
x0
) to α, but then the coefficient is congruent to Φ(1,
y0
x0
,
v0
x0
) modulo ℘(F),
and therefore ω is trivial. 
Corollary 7.2. If F is a C˜p,m field with char(F) = p then for all n > ⌈(m−1) log2(p)⌉+1,
Hn+1p (F) = 0.
Proof. Since F is a C˜p,m field, up(F) 6 p
m. If n > ⌈(m − 1) log2(p)⌉ + 1 then 2n >
pm−1 + 1, and so 2n · p > pm + p, which means that 2n · p − p > pm, and therefore
(2n − 1)p + 1 > pm + 1 > up(F) + 1. 
Example 7.3. If we takem = 1 then ⌈(m−1) log2(p)⌉+1 = 1, and therefore H1+1p (F) =
H2p(F) = 0 for C˜p,1 fields F. The group H
2
p(F) is isomorphic to pBr(F), which is
generated by symbol algebras [α, β)p,F . Another way of seeing that pBr(F) is trivial
for C˜p,1 is to consider an arbitrary generator A = [α, β)p,F = F〈x, y : xp − x = α, yp =
β, yxy−1 = x + 1〉 and to show that it must be split.
If F[x] is not a field then this algebra is split, so suppose this is a field. Then
consider the norm form N : F[x] → F. For any choice of f ∈ F[x]×, the element
z = f y satisfies zp = N( f )β and zxz−1 = x + 1, so A = [α,N(F)β)p,F . The element
w = x + z satisfies wp − w = α + N( f )β (see [Cha15, Lemma 3.1]). Now, consider the
homogeneous polynomial form
ϕ : F × F × F[x] → F
(a, b, f ) 7→ αap − ap−1b + bp + N( f )β.
This form is p-regular by Lemma 3.4, Remark 3.5 and Lemma 3.6. It is isotropic
because its dimension is p + 2 and F is C˜p,1, i.e. there exist a0, b0 ∈ F and f0 ∈ F[x]
not all zero such that ϕ(a0, b0, f0) = 0. The case of a0 = b0 = 0 is impossible because
then N( f0) = 0 which means that F[x] is not a field, contrary to the assumption. If
a0 = 0 then the element t = b0 + f0y satisfies t
p
= 0, which means A is split. If a0 , 0
then the element t = x + b0
a0
+
1
a0
f0y satisfies t
p − t = 0, which again means A is split.
Recall that for p = 2, the notion of up(F) coincides with the u-invariant of F. Then
the statement recovers the known fact that if n satisfies 2n+1 > u(F) then Hn+1
2
(F) = 0.
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