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1 Einleitung
Fu¨r Java-Programme, die vor ihrer Ausfu¨hrung auf einem Zielrechner in Maschinenspra-
che u¨bersetzt werden, ko¨nnen Optimierungen, die auf den Ergebnissen einer komplexen
Escape-Analyse basieren, effizienter angewendet werden, wenn die entsprechende Analyse
bereits vor der U¨bertragung des Programmes durchgefu¨hrt wird und die Ergebnisse im
Zwischencode auf eine verifizierbare Art annotiert werden.
Abbildung 1 zeigt ein Quellprogramm in der Programmiersprache Java mit den Klassen
Value (die Repra¨sentation eines Wertes), Calc (ein Rechner) und Perform (eine Klasse zur
Durchfu¨hrung einer Berechnung). Ziel dieses Programmes ist die Auswertung und Ausgabe
von Werten aus speziellen Messreihen, wobei offensichtlich Mo¨glichkeiten der Optimierung
zur effizienteren Ausfu¨hrung existieren.
Im Gegensatz zu einer Programmiersprache wie C++, handelt es sich bei Java und der
dazugeho¨rigen Java virtuellen Maschine (JVM) um ein System zur Programmu¨bertragung
von mobilem Code. Mobiler Code, der u¨ber ein Netz geladen und dann auf ganz unter-
schiedlichen Systemen heterogener Architektur ausgefu¨hrt werden kann, wird heute vor
allem in Zusammenhang mit dem Internet eingesetzt. Ein Java-System zur U¨bertragung
von mobilem Code besteht aus einer Produzentenseite (Java-U¨bersetzer), der so genann-
ten Zwischencoderepra¨sentation (Java-Bytecode) und einer Konsumentenseite (JVM mit
Interpreter oder dynamischem U¨bersetzer auf der Zielmaschine, letzteres wird auch als
Just-In-Time-Compiler oder JIT-Compiler bzw. JIT-U¨bersetzer bezeichnet) [12].
Ein Java-Quellprogramm wird auf der Produzentenseite in Java-Bytecode u¨bersetzt
und kann dann von einer Konsumentenseite geladen werden. Auf der Konsumentensei-
te wird das Programm im Zwischencodeformat in die JVM geladen, entsprechend deko-
diert und gema¨ß der Sicherheitsanforderungen des Java-Bytecodeformates u¨berpru¨ft (veri-
fiziert). Nach erfolgreicher Verifikation kann das Programm dann ausgefu¨hrt werden, wobei
ein optimierender JIT-U¨bersetzer wa¨hrend der U¨bersetzung noch wertvolle Optimierungen
zur schnelleren Ausfu¨hrung durchfu¨hren kann.
Eine Eigenschaft der JVM ist, dass in einem Programm Objekte nicht explizit durch
eine Anweisung aus dem Speicher entfernt werden ko¨nnen (Deallokation). Anstelle dessen
u¨bernimmt ein so genannter Speicherbereiniger (Garbage Collector) die Entfernung nicht
benutzter Objekte aus dem gemeinsamen Speicher. Die Speicherbereinigung ist jedoch ins-
besondere bei einer hohen Anzahl von Objekten sehr komplex und kostet Ausfu¨hrungszeit.
Weiterhin bedeutet die Erzeugung eines jeden Objektes einen entsprechenden Aufwand,
welcher durch die Reduzierung der Objektanzahl eines Programmes vermindert werden
kann.
Im zuvor genannten Beispielprogramm werden in der eigentlichen Ausfu¨hrungsklasse
(Perform) bzw. deren Methode perform eine mo¨glicherweise hohe Anzahl von Objekten
des Typs Value angelegt. Die Anzahl ist von der Charakteristik der Messreihen abha¨ngig
und ko¨nnte eine negative Auswirkung auf die Ausfu¨hrungsgeschwindigkeit der Auswertung
haben. Fu¨r eine Optimierung des Programmes wa¨re es also sinnvoll, die Anzahl der zur
Berechnung erzeugten Objekte zu reduzieren. Bei einer genauen Betrachtung der Klasse
Calc wird deutlich, dass lediglich auf die Zahlenwerte der Berechnungsobjekte zugegrif-
fen wird. Wu¨rde eine Optimierung die Berechnung der Zahlenwerte in die urspru¨ngliche
Methode perform u¨bertragen, so ko¨nnte sogar auf die Erzeugung der Berechnungsobjekte
vom Typ Value und den Rechner verzichtet sowie die Berechnung und Ausgabe auf den
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Abbildung 1: Java-Quellprogramm
Zahlenwerten durchgefu¨hrt werden. Die entsprechenden Optimierungen bezeichnet man
als Objektauflo¨sung in skalare Felder und Methodeninlining ([45]). Abbildung 2 zeigt eine
in diesem Zusammenhang optimierte Version der Methode perform.
Abbildung 2: Optimierung von perform
Obgleich diese Optimierung sehr vielversprechend scheint, ist sie in einem Java-System
nicht ohne Weiteres durchfu¨hrbar. Grund hierfu¨r ist die Art und Weise, in der die Klassen
u¨bersetzt und ausgefu¨hrt werden. Zu dem Zeitpunkt, wenn die Klasse Perform auf der
Produzentenseite u¨bersetzt wird, steht noch nicht endgu¨ltig fest, welche Implementierung
des Rechners zur Laufzeit tatsa¨chlich verwendet wird. Es existiert eine zweite Implemen-
tierung mit dem Namen RegCalc und die Verwendung ha¨ngt von der Methode getCalc
ab. Der zweite Rechner unterscheidet sich jedoch hinsichtlich der Berechnung, da hier nicht
nur die Werte berechnet werden, sondern noch eine Speicherung der Berechnungsobjekte
in einer globalen Tabelle zur weiteren Verwaltung stattfindet. Es kann leicht nachvoll-
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zogen werden, dass bei der Verwendung von RegCalc zur Laufzeit des Programmes die
oben genannten Optimierungen nicht durchfu¨hrbar sind. U¨blicherweise kann auf der Pro-
duzentenseite nicht entschieden werden, welcher der beiden Rechner letztlich zum Einsatz
kommt, was die Optimierung an dieser Stelle unmo¨glich macht.
Wenn das Programm auf der Konsumentenseite durch einen optimierenden JIT-U¨ber-
setzer ausgefu¨hrt wird, ist der verwendete Rechner bekannt und die Optimierung ko¨nnte
bei Verwendung der Klasse Calc durchgefu¨hrt werden. Zuvor muss aber festgestellt wer-
den, ob die Berechnungsobjekte nicht an einer anderen Stelle gespeichert bzw. benutzt
werden. Die entsprechende Analyse bezeichnet man als Escape-Analyse. Die Anwendung
der Escape-Analyse auf der Konsumentenseite fu¨hrt jedoch aufgrund ihrer Komplexita¨t
und dem hohen Aufwand zu einer Erho¨hung der U¨bersetzungszeit des JIT-U¨bersetzers.
Als Problem stellt sich heraus, dass sich eine Analyse und Optimierung auf der Kon-
sumentenseite durch erho¨hten Aufwand und la¨ngere U¨bersetzungszeiten negativ auf die
Ausfu¨hrungsgeschwindigkeit auswirkt. Auf der Produzentenseite ist zwar kein Einfluss auf
die Laufzeit des Programmes zu befu¨rchten, doch fehlen einige zur Optimierung wichti-
ge und notwendige Informationen. Eine Lo¨sung fu¨r dieses Problem kann die Technik der
Beifu¨gung (Annotation) bieten. Bei einer Annotation werden dem mobilen Code zusa¨tzli-
che Informationen hinzugefu¨gt, welche auf der Konsumentenseite z.B. durch einen optimie-
renden JIT-U¨bersetzer zur Erzeugung von effizienterem Maschinencode verwendet werden
ko¨nnen. Im Zusammenhang mit der Escape-Analyse ko¨nnten also dem Zwischencode In-
formationen u¨ber optimierbare und nicht optimierbare Objekte hinzugefu¨gt werden. Der
JIT-U¨bersetzer der Konsumentenseite kann dann diese Informationen auswerten, um die
Basis fu¨r eine entsprechende Optimierung zu schaffen, ohne die komplexe Analyse selbst
durchfu¨hren zu mu¨ssen.
Bisherige Techniken der Annotation haben jedoch den Nachteil, dass die annotierten
Informationen nicht verifizierbar sind. Im schlechtesten Fall ko¨nnten daher wa¨hrend der
U¨bertragung des Programmes A¨nderungen im Code auftreten, welche zu einer fehlerhaften
Ausfu¨hrung des Programmes aufgrund der angewendeten Optimierung fu¨hren. In dieser
Arbeit wird eine sichere und verifizierbare Annotationstechnik auf der Basis von SafeTSA
vorgestellt. Bei SafeTSA handelt es sich ebenfalls um ein System zur Programmu¨ber-
tragung mittels mobilen Codes, wobei als Programmiersprache Java unterstu¨tzt wird.
Durch eine Erweiterung des SafeTSA-Systems ist es mo¨glich, Informationen einer auf
der Produzentenseite durchgefu¨hrten Escape-Analyse im Zwischencode zu annotieren,
den mobilen Code sicher und verifizierbar zur Konsumentenseite zu transportieren und
die Analyse-Ergebnisse dort einem optimierenden JIT-U¨bersetzer fu¨r SafeTSA-Code zur
Verfu¨gung zu stellen.
Die vorliegende Dissertation beschreibt die Erweiterung des SafeTSA-Systems zur Un-
terstu¨tzung der Annotation von Ergebnissen einer auf der Produzentenseite durchgefu¨hr-
ten Escape-Analyse und deren Auswertung auf der Konsumentenseite des Systems. Dabei
wird auf die Grundlagen von Java und JVM eingegangen (Kapitel 2), verwandte Arbei-
ten der Escape-Analyse und Annotation vergleichend vorgestellt (Kapitel 3,4) und die
Annotation mittels des erweiterten SafeTSA-Systems dargestellt (Kapitel 6). Weiterhin
bescha¨ftigt sich die Arbeit mit der Unterstu¨tzung Java-spezifischer Eigenschaften (Kapi-
tel 7), beschreibt die Implementierung des erweiterten Systems (Kapitel 8) und wertet
abschließend die Ergebnisse aus, welche den gewonnenen Geschwindigkeitsvorteil verdeut-
lichen (Kapitel 9).
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2 Grundlagen
2.1 Java Virtuelle Maschine
Der folgende Abschnitt gibt eine U¨bersicht u¨ber einige Verfahrensweisen und Eigenschaften
der Java Virtuellen Maschine (im Folgenden die JVM genannt) bzw. der Java Sprachde-
finition. Fu¨r ein besseres Versta¨ndnis der in dieser Arbeit betrachteten Analysetechnik ist
es notwendig, auf einige Eigenschaften von Java und der JVM na¨her einzugehen.
Bei der Entwicklung der Programmiersprache Java hatten die zu dieser Zeit weit ver-
breiteten Sprachen C und C++ einen bedeutenden Einfluss. Insbesondere bemu¨hte man
sich, spezielle Schwa¨chen und Fehlerquellen dieser Sprachen zu vermeiden und ein Mit-
tel zu schaffen, mit dem mo¨glichst sichere Programme geschrieben werden ko¨nnen. Ein
Beispiel fu¨r ha¨ufige Fehlerursachen war der Speicherzugriff in C, bei dem u¨ber einen Zei-
ger direkt in einem Speicherbereich Werte gea¨ndert werden ko¨nnen. Bei diesem Zugriff
werden weder Referenz-, noch Typu¨berpru¨fungen durchgefu¨hrt und im schlimmsten Fall
kann der Zugriff zu einem schweren Fehler sowie einem Programmabsturz fu¨hren (z.B.
Speicherschutzverletzung unter MS Windows). In Java wurde auf die Verwendung explizi-
ter Zeiger verzichtet, wodurch Objekte nur mittels referenzierender Variablen im Speicher
erreichbar und vera¨nderbar sind. Weiterhin werden bei allen Zugriffen implizite Referenz-
und Typu¨berpru¨fungen durchgefu¨hrt, welche mo¨gliche Fehler an das Fehlerbehandlungs-
modell (Ausnahmemodell oder Exceptionmodell) weiterleiten. Durch diese Einschra¨nkung
kann die Kontrolle des verwendeten Speichers vollsta¨ndig an die JVM u¨bergeben werden,
welche je nach Bedarf eines Programmes physischen Speicher fu¨r Objekte bereitstellen und
wieder freigeben kann. Der verwaltete Speicher wird als Haldenspeicher (Heap) bezeichnet.
Bei der Speicherverwaltung benutzt Java das Modell der automatischen Speicherru¨ck-
gewinnung, welches bereits in funktionalen Programmiersprachen sowie Smalltalk Anwen-
dung fand. Ein Nachteil bei der Verwendung einer automatischen Speicherru¨ckgewinnung
ist der damit verbundene Aufwand. Wa¨hrend der Laufzeit eines Programmes werden im-
mer wieder neue Objekte erzeugt, von denen eine hohe Anzahl bereits nach kurzer Zeit
nicht mehr beno¨tigt wird. Da der Programmierer in seinem Programm keine explizite
Speicherfreigabe definiert, ist der zur Verfu¨gung stehende Speicher nach einer bestimmten
Zeit erscho¨pft. Dann muss die JVM die Aufgabe u¨bernehmen, den Speicher nach nicht
mehr verwendeten Objekten zu untersuchen und entsprechend Speicher freizugeben. Die-
ser sehr zeitaufwendige Vorgang wird als Garbage-Collection bezeichnet, wobei die Analyse
des Speichers und die Freigabe durch den Garbage-Collector durchgefu¨hrt wird. Die als
Stack-Allocation bezeichnete Optimierungstechnik kann auf der Basis von Ergebnissen ei-
ner Escape-Analyse die Anzahl der im Heap zu speichernden Objekte verringern und somit
den Zeitaufwand des Garbage-Collectors erheblich reduzieren.
Eine weitere Eigenschaft der Programmiersprache Java ist die Unterstu¨tzung von ne-
benla¨ufigen Programmen durch die Verwendung so genannter Threads. Hierbei ko¨nnen
unterschiedliche Threads erzeugt und gestartet werden, die ihre Aufgaben dann parallel
ausfu¨hren. An bestimmten Stellen eines Programmes kann oder muss eine Synchronisation
erfolgen, wenn z.B. von mehreren Threads auf gemeinsam genutzte Objekte zugegriffen
wird. Instanzen der Klasse java.util.Vector sind ha¨ufig verwendete Objekte, die bei
Programmen mit mehreren Threads (Multithreading) synchronisiert werden mu¨ssen. Die
eigentliche Synchronisation unter Verwendung von Monitoren u¨bernimmt ebenfalls die
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Abbildung 3: Vereinfachte Darstellung des Java-Speichermodells
JVM. Manchmal ergibt es sich, dass zur Laufzeit eines Programmes nur ein einzelner
Thread arbeitet oder auf verschiedene Objekte nur innerhalb eines Threads zugegriffen
wird. Eine hier durchgefu¨hrte Synchronisierung ist offensichtlich u¨berflu¨ssig und ko¨nnte
vermieden werden. Die als Synchronization Elimination bezeichnete Optimierungstechnik
entfernt auf der Basis von Ergebnissen einer Escape-Analyse unno¨tige Synchronisationen
und verringert somit den Aufwand fu¨r die JVM.
2.1.1 Java Speichermodell
Die JVM stellt Speicher zur Verfu¨gung, der durch alle Threads und Programme gemeinsam
genutzt wird. Die Zuteilung von freiem Speicher erfolgt je nach Bedarf eines Programmes
unter Beru¨cksichtigung der gesamten Speichergro¨ße. In diesem Speicher (Heap) werden
alle beno¨tigten Daten fu¨r die Ausfu¨hrung der Programme gespeichert, unter anderem sind
auch alle erzeugten Objekte und Felder enthalten. Die Aufteilung des Heap in spezielle
Bereiche, z.B. fu¨r verschiedene Programme, die Programmausfu¨hrung und -verwaltung,
obliegt der jeweiligen Implementierung der JVM. Auch die Verwaltung des Heap und der
Speicherbereiniger (Garbage Collector) ko¨nnen sich je nach implementierter JVM unter-
scheiden. Abbildung 3 zeigt vereinfacht eine mo¨gliche Aufteilung des Heap in Sichtweise
des gesamten einem Rechnersystem zur Verfu¨gung stehenden Speichers.
Werden zur Laufzeit Objekte angelegt, so wird im Heap entsprechend der beno¨tigten
Gro¨ße des Objektes Platz angefordert und dieses dort gespeichert. Die Gesamtgro¨ße des
Heap kann fix oder dynamisch angelegt sein, wobei je nach Implementierung der JVM
dem Benutzer Kontrolle u¨ber die maximale und die initiale Gro¨ße gegeben werden kann.
Bei einem fixen Heap entspricht bereits die initiale Speichergro¨ße dem maximalen zur
Verfu¨gung stehenden Speicher, wogegen bei einem dynamisch ausgelegten Heap zu Be-
ginn eines Programmstartes nur der initiale Speicher zur Verfu¨gung steht. Beno¨tigt das
Programm mehr Platz, kann die JVM weiteren Speicher bereitstellen, bis die maxima-
le Speichergro¨ße erreicht ist. U¨berschreitet ein Programm in seinen Anforderungen den
maximalen zur Verfu¨gung stehenden Speicher, wird ein OutOfMemoryError ausgelo¨st.
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2.1.2 Methodenrahmen
Ein Methodenrahmen findet hauptsa¨chlich Verwendung fu¨r das Speichern von lokalen
Daten und partiellen Ergebnissen, sowie Ru¨ckgabewerten von Methoden. Mit jedem neuen
Methodenaufruf wird ein entsprechender Methodenrahmen angelegt, der nach Beendigung
des Aufrufes wieder freigegeben werden kann. Dabei ist es gleichgu¨ltig, ob die Methode
regula¨r oder irregula¨r (z.B. abbrechend durch eine nicht abgefangene Ausnahme) schließt.
Die Speicherung eines Methodenrahmens erfolgt jeweils in dem Stapel, der dem Thread
zugeordnet ist, welcher die Methode aufruft.
Jeder Methodenrahmen verfu¨gt u¨ber ein Feld, in welchem alle lokalen Variablen und
Parameter gespeichert sind (local variable array). Weiterhin ist ein eigener Operandensta-
pel (operand stack) und eine Referenz auf den Konstantenpool (constant pool) enthalten.
Letzterer ist der Klasse zugeordnet, welche die aktuelle Methode definiert. Der strukturelle
Aufbau des Methodenrahmens im Speicher ist der Implementierung der JVM u¨berlassen.
Bei der Ausfu¨hrung eines Programmes ist zu jedem Zeitpunkt ausschließlich der Me-
thodenrahmen fu¨r die auszufu¨hrende Methode eines gegebenen Threads aktiv. Dieser Me-
thodenrahmen wird mit current frame bezeichnet, die Methode mit current method und
die dazugeho¨rige Klasse mit current class. Ein Methodenrahmen wird inaktiv, wenn die
auszufu¨hrende Methode eine weitere Methode aufruft oder selbst endet. Mit dem Aufruf
einer weiteren Methode wird ein entsprechender neuer Methodenrahmen erzeugt und die-
ser bekommt den Status current frame. Nach Beendigung der aufgerufenen Methode wird
der Status wieder an den vorhergehenden Methodenrahmen zuru¨ckgegeben.
2.1.3 Stapel
Ein Stapel (Java virtual machine stack) wird zu jedem Thread bei dessen Erzeugung
erzeugt. Ein Stapel entha¨lt hauptsa¨chlich Informationen zum Erzeugen, Lo¨schen und Ver-
walten dieser Methodenrahmen und wird u¨blicherweise ebenfalls im Heap angelegt. Je
nach Implementierung der JVM kann der Stapel eine feste oder dynamische Gro¨ße besit-
zen. Bei einer dynamischen Gro¨ße kann dem Benutzer die Kontrolle u¨ber die initiale und
die maximale Gro¨ße des Stapels u¨bergeben werden.
Erfordert ein Programm mehr Stapelspeicher, als bereitgestellt werden kann, so treten
folgende Ausnahmen auf. Bei U¨berschreitung der zula¨ssigen Gro¨ße fu¨r einen anzulegenden
Stapel tritt ein StackOverFlowError auf. Reicht der gesamte Heap der JVM nicht aus,
um einen weiteren Stapel anzulegen oder einen existierenden Stapel zu vergro¨ßern, wird
ein OutOfMemoryError erzeugt.
Abbildung 4 zeigt schematisch die Zuordnung der Stapel zu einem zugeho¨rigen Thread
und der Methodenrahmen zu den entsprechenden Methoden, wobei die Stapel und Me-
thodenrahmen getrennt vom gemeinsam genutzten Speicher fu¨r Programmdaten verwaltet
werden.
2.1.4 Threads und Sperren
Die JVM unterstu¨tzt bei der Ausfu¨hrung von Programmen die parallele Abarbeitung meh-
rerer Threads, welche von einander unabha¨ngig auf Werten und Objekten in gemeinsam ge-
nutzten Bereichen des Speichers operieren. In der Realita¨t kann eine parallele Ausfu¨hrung
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Abbildung 4: Aufteilung des Speichers mit Stapel und Methodenrahmen (schematisch)
von Threads auf mehreren Prozessoren oder eine pseudoparallele Ausfu¨hrung auf einem
einzelnen Prozessor stattfinden.
Die Repra¨sentation von Threads u¨bernimmt in Java die Klasse Thread. Da ein Thread
ausschließlich durch die Instanziierung eines Objektes dieser Klasse erzeugt werden kann,
wird letztlich jeder Thread durch ein Objekt der Klasse Thread dargestellt. Der Start des
Threads erfolgt u¨ber die start()–Methode, welche automatisch die ebenfalls in Thread
definierte run()–Methode aufruft.
Java stellt verschiedene Mechanismen fu¨r die Kommunikation zwischen verschiedenen
Threads zur Verfu¨gung, wobei die Synchronisation von grundlegener Bedeutung ist. Die
Synchronisation zwischen Threads basiert auf der Verwendung von Monitoren, wobei ein
Monitor ein Objekt repra¨sentiert, mit dem Threads blockiert und wiederbelebt werden
ko¨nnen ([7]). Wenn ein Thread weiterarbeiten mo¨chte, ist unter Umsta¨nden ein bestimmter
Zustand eines Objektes notwendig. Befindet sich dieses Objekt nicht in dem gewu¨nschten
Zustand, wartet der Thread. Erst wenn das Objekt eine Zustandsa¨nderung signalisiert,
pru¨ft der Thread, ob er das Objekt verwenden kann und fa¨hrt dann mit seiner Arbeit
fort. Jedem in Java erzeugten Objekt ist ein Monitor zugeordnet, der durch einen Thread
gesperrt und wieder entsperrt werden kann. Jeder Monitor kann nur von einem einzigen
Thread zu einer bestimmten Zeit gesperrt werden und jeder andere Thread, der versucht
eine Sperre auf diesen Monitor zu erhalten, wird in seiner Ausfu¨hrung gestoppt, bis er
seinerseits die gewu¨nschte Sperre erha¨lt.
Folgende Synchronisationen werden durch die Sprachspezifikation definiert:
Der synchronisierte Anweisungsblock entha¨lt synchronisierte Anweisungen, die je-
weils eine Referenz auf das zu synchronisierende Objekt ermitteln. Danach wird ver-
sucht eine Sperre auf dem mit diesem Objekt verbundenen Monitor durchzufu¨hren,
wobei die Anweisung in ihrer Ausfu¨hrung solange wartet, bis der Monitor erfolg-
reich gesperrt werden konnte. Mit Erhalt der Sperre wird der Inhalt der Anweisung
ausgefu¨hrt und nach deren Beendigung der Monitor wieder entsperrt.
Eine synchronisierte Methode fordert eine entsprechende Sperre an, wenn sie auf-
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Abbildung 5: Synchronisierte Methode und Bytecode
gerufen wird. Die Methode kommt erst mit erfolgreicher Sperre zur Ausfu¨hrung. Das
fu¨r die Sperre beno¨tigte Objekt richtet sich nach Art der Methode. Handelt es sich
um eine Instanzmethode, so wird die Sperre fu¨r den Monitor des Objektes ange-
fordert, auf dem diese Methode aufgerufen wird. Handelt es sich um eine statische
Methode, so bezieht sich die Sperre auf das Klassenobjekt (class), welches der Klas-
se mit der Definition der statischen Methode zugeordnet ist. Die Entsperrung des
jeweiligen Monitors erfolgt nach Beendigung der Methode, wobei nicht zwischen der
Art der Beendigung unterschieden wird (z.B. normal oder durch eine Ausnahme).
Die Verwendung von monitorenter und monitorexit Die JVM stellt spezielle In-
struktionen monitorenter und monitorexit zur Verfu¨gung, die das Sperren und Entsper-
ren von Objekten (d.h. des Monitors, der mit einem Objekt verbunden ist) auf einer ho¨her-
en Sprachebene implementieren. Fu¨r eine synchronisierte Anweisung wu¨rde ein Java-U¨ber-
setzer also dem Inhalt der Anweisung eine Sperre, implementiert durch monitorenter,
voransetzen und dafu¨r Sorge tragen, dass nach Beendigung der Anweisung eine entspre-
chende Entsperrung, implementiert durch monitorexit, erfolgt. Dabei bezieht sich jede
Entsperrung (monitorexit) auf eine zuvor durchgefu¨hrte Sperre (monitorenter).
Abbildung 5 zeigt eine synchronisierte Methode und ihre Repra¨sentation im Zwischen-
codeformat Java-Bytecode ([4]).
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2.2 SSA-Form
Die Static Single Assignment-Form (SSA-Form, [24], [8]) wurde 1988 vonWegman, Zadeck,
Alpern und Rosen als Darstellungsform von Programmen vorgestellt, die heute bei vie-
len optimierenden U¨bersetzern Verwendung findet. Eine herausragende Eigenschaft dieser
Darstellungsform ist, dass jede in einem Programm verwendete Variable nur ein einziges
Mal definiert sein darf. Fu¨r bestimmte Programmanalysen bedeutet das die Mo¨glichkeit,
eine komplexe und zeitintensive Datenflussanalyse umgehen zu ko¨nnen. Hiermit eignet
sich die SSA-Form als Basis fu¨r eine Vielzahl von Programmanalysen und -optimierungen,
welche wesentlich effizienter durchfu¨hrbar sind, als unter Verwendung einer nicht der SSA-
Form entsprechenden Programmrepra¨sentation.
Im Folgenden ist der grundlegene Aufbau der SSA-Form dargestellt. Um die SSA-
Form eines Programmes zu erhalten, wird bei jeder Zuweisung zu einer Variablen der linke
Teil der Zuweisung mit einem eindeutigen und einmaligen Namen versehen. Im weiteren
Verlauf der Programmdarstellung werden dann die Verwendungen dieser Variablen, z.B. als
Operand einer Instruktion, entsprechend dieses Namens angepasst. Im Allgemeinen werden
anstelle von jeweils neuen Variablennamen als Umbenennung Indizes eingefu¨hrt. Die so
gekennzeichneten einmaligen Variablen werden auch als Werte bezeichnet (values oder
value instances). Abbildung 6 stellt ein einfaches Programm dar, wobei der linke Teil das
originale Quellprogramm in einer Hochsprache zeigt und der rechte Teil die entsprechende
SSA-Form pra¨sentiert.
Abbildung 6: Beispiel fu¨r Repra¨sentation in SSA-Form
Im Unterschied zu diesem einfachen Beispiel existieren in komplexeren Programmen
Verzweigungen und Vereinigungsknoten, so genannte Join-Nodes. Das sind Knotenpunk-
te, an denen sich unterschiedliche Programmverzweigungen wieder in einem einzelnen
Ausfu¨hrungspfad vereinen. In diesen Knotenpunkten kann der Wert einer Variablen durch
die verschiedenen Programmzweige definiert werden (eine Zuweisung erfolgen), es gibt
jedoch keine exakte Aussage, welcher dieser mo¨glichen Werte in Zukunft verwendet wer-
den soll. Um das Problem zu lo¨sen, wurde eine so genannte Phi-Funktion (φ-Funktion)
eingefu¨hrt.
Abbildung 7: Beispiel fu¨r die φ-Funktion
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Eine φ-Funktion existiert an jedem Vereinigungsknoten und hat genau so viele Ope-
randen, wie es eingehende Kanten fu¨r diesen Knoten gibt. Ihre konzeptionelle Aufgabe ist
es, zur Laufzeit des Programmes aus allen Werten den Einen auszuwa¨hlen, der in dem
aktuell ausgefu¨hrten Programmzweig definiert wurde. Die Auswahl ist im Sinne einer Zu-
weisung realisiert; wird der Knoten durch den i-ten Zweig erreicht, so erha¨lt der linke Teil
der Zuweisung den Wert des i-ten Operanden der Funktion. Bei der zugewiesenen Variable
handelt es sich wiederum um einen Wert, der nunmehr fu¨r den folgenden Programmverlauf
eingesetzt werden kann. Abbildung 7 zeigt die Verwendung der φ-Funktion beim Zusam-
mentreffen zweier Verzweigungen in einem Vereinigungsknoten. Hier beschreibt phi (i1, i2)
die φ-Funktion, welche die Werte der beiden Ausfu¨hrungspfade zusammenfu¨hrt.
10
3 Escape-Analyse
3.1 Einleitung
Die Escape-Analyse bescha¨ftigt sich mit der Ermittlung von Informationen, die fu¨r Opti-
mierungen zur Reduzierung der im Speicher anzulegenden Objekte genutzt werden ko¨nnen.
Eine Anwendung der Ergebnisse einer Escape-Analyse ist z.B. die Stapel-Allokation (Stack-
Allocation), bei der ein Objekt nicht im Heap, sondern im zugeho¨rigen Stapel des Metho-
denrahmens der das Objekt erzeugenden Methode abgelegt wird. Die JVM erlaubt fu¨r
die Stapel einer Methode eine separate Speicherverwaltung, in der insbesondere der durch
den Stapel genutzte Speicher nach Beendigung der Methode ohne zusa¨tzliche Untersu-
chungen wieder freigegeben werden kann. Ein Objekt kann allerdings nur dann auf einem
Methodenstapel gespeichert werden, wenn nach Beendigung der Methode keine Referenz
im Programm mehr auf dieses Objekt verweist. Die Escape-Analyse stellt in diesem Zu-
sammenhang fest, ob ein Objekt nur innerhalb einer Methode referenziert wird und somit
auf dem entsprechenden Stapel gespeichert werden ko¨nnte. Die Bezeichnung “fliehen” (es-
cape) ist aus der Tatsache abgeleitet, dass ein von außerhalb der erzeugenden Methode
referenziertes Objekt “aus der Methode fliehend” genannt wird. Im Gegensatz dazu heißt
ein nicht fliehendes Objekt “an die Methode gebunden” (bound).
Eine weitere Anwendung findet die Escape-Analyse fu¨r Programme mit der Unter-
stu¨tzung multipler Threads. Hier kann generell von mehreren Threads parallel auf ein
Objekt zugegriffen werden und es sind spezielle Mechanismen zur Synchronisation not-
wendig. Kann allerdings vor Programmausfu¨hrung festgestellt werden, dass ein Objekt
nur innerhalb des erzeugenden Threads referenziert wird oder das gesamte Programm
nur aus einem einzelnen Thread besteht (single Thread), so ko¨nnen entsprechende Syn-
chronisationsstrukturen fu¨r dieses Objekt entfernt werden. Die Optimierung wird Ent-
fernung von Synchronisationsmechanismen (Synchronization Elimination) genannt und
basiert auf den Ergebnissen einer Escape-Analyse, welche das Verhalten von Objekten
bezu¨glich des erzeugenden Threads untersucht. Einen weiteren Vorteil dieser Optimierung
kann die Mo¨glichkeit einer vereinfachten Speicherverwaltung fu¨r Threads in Bezug auf
nicht fliehende Objekte bieten. Werden alle nicht aus einem Thread fliehenden Objekte
in einer speziellen Speicherregion (Region based Heap, Thread specific Heap - [49], [55])
abgelegt, kann diese nach Beendigung des Threads ohne aufwendige Untersuchungen des
Garbage-Collectors wieder freigegeben werden.
Definition – Escape-Analyse
Die Escape-Analyse kann die Eigenschaft ’fliehen’ von Objekten hinsichtlich ihrer Erreich-
barkeit aus Methoden und Threads wie folgt definieren (nach [23]):
(Methoden-Fliehen) Sei O eine Objektinstanz und sei M eine aufgerufene Methode.
O flieht aus M , wenn die Lebenszeit von O la¨nger sein kann als die Lebenszeit von M .
Die Eigenschaft fliehen kann als Escapes (O;M) notiert werden.
(Thread-Fliehen) Sei O eine Objektinstanz und sei T ein Thread. O flieht aus T , wenn
ein anderer Thread T´ mit T 6= T´ existiert, von dem aus mo¨glicherweise auf O zugegriffen
wird. Die Eigenschaft fliehen kann hier wieder als Escapes (O;T ) notiert werden.
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Abbildung 8: Beispiel von Methoden-Fliehen
Beispiel Das Beispiel in Abbildung 8 zeigt zwei Klassen mit einer Methode zur Berech-
nung von simplen Zahlen in einem Feld. Klasse A liefert u¨ber die Methode returnValue
einen Wert in Form des primitiven Integerdatentyps zuru¨ck. Das Feld zur Berechnung
jedoch ’lebt’ nur fu¨r den eigentlichen Zeitraum der Ausfu¨hrung der Methode. Mit der Be-
endigung von returnValue endet auch die Lebensdauer von dem Feld storage, da keine
weitere Referenz auf dieses Objekt außerhalb von returnValue existiert. Anders verha¨lt
es sich in Klasse B. Dort findet ebenfalls eine primitive Berechnung statt, aber anstelle des
Ergebnisses, wird hier das gesamte Feld mit allen Werten zur Berechnung zuru¨ckgegeben.
Eine weitere Klasse ko¨nnte die Methode returnStorage aufrufen und den zuru¨ckgege-
benen Wert nach Belieben abspeichern. In diesem Fall kann die Lebensdauer von dem
Feld storage die Lebensdauer der erzeugenden Methode returnStorage u¨berschreiten,
da nach Beendigung der Methode eine Referenz auf das Objekt existieren kann. Das Feld
flieht in B aus der erzeugenden Methode returnStorage.
Abbildung 9 zeigt eine Klasse Collector, in der u¨ber eine Methode gatherObjects
Objekte gesammelt und gespeichert werden. Zum Sammeln werden verschiedene Threads
erzeugt, welche alle parallel Objekte liefern ko¨nnen. Damit der Zugriff auf den Speicher
Storage geordnet verla¨uft, wurde die Speichermethode synchronisiert. Das bedeutet, dass
immer nur ein Thread zu einer Zeit ein neues Objekt abspeichern kann, andere Threads
mu¨ssen warten. Auf das Speicherobjekt storage wird hierbei also durch mehrere Threads T
zugegriffen, es flieht aus dem erzeugenden Thread. Abbildung 10 zeigt dasselbe Programm
unter Verwendung eines einzelnen Threads.
3.2 Vergleich verwandter Arbeiten
Auf dem Forschungsgebiet der Escape-Analyse wurden in den letzten Jahren viele Techni-
ken vorgestellt, die sowohl quantitativ als auch qualitativ hervorragende Ergebnisse liefern.
Eine sehr fru¨he Arbeit wurde von Park und Goldberg [47] entwickelt. Die Autoren fu¨hren
eine Escape-Analyse fu¨r funktionale Programmiersprachen ein, deren Grundlage das Refe-
renzza¨hlen bildet und welche auf Listen operiert. Im Rahmen schnellerer und effizienterer
Verfahren entwickelte Steensgaard in [54] eine interprozedurale und datenfluss-unabha¨ngi-
ge Zeigeranalyse, deren Komplexita¨t nahezu linear zur Programmgro¨ße ist (linear time-
complexity). Obwohl das Verfahren weniger genau als andere Analysen arbeitet, zeigt der
Autor, dass in vielen Fa¨llen dennoch eine hinreichende Grundlage zur Optimierung ge-
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Abbildung 9: Beispiel von Thread-Fliehen
Abbildung 10: Beispiel mit nur einem Thread
schaffen wird. Genauere Ergebnisse aber auch eine bedeutend ho¨here Komplexita¨t bietet
das Verfahren aus der Arbeit von Whaley [60]. Whaley kombiniert die Zeiger- und Escape-
Analyse unter Verwendung eines so genannten Points-To-Escape-Graphen und benutzt
diese Datenstruktur zur Abbildung von Escape-Informationen. Die Ergebnisse der Ana-
lyse werden verwendet, um u¨berflu¨ssige Synchronisationsmechanismen von Objekten zu
entfernen, die an einen bestimmten Thread gebunden sind. In einer weiteren Optimierung
werden an Methoden gebundene Objekte nicht im Heap, sondern auf dem zugeho¨rigen Me-
thodenstapel angelegt. Threads werden ebenfalls in [52] behandelt, wo Salcianu eine Tech-
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nik zur Bestimmung pra¨ziser Zeiger- und Escape-Informationen fu¨r Objekte beschreibt,
auf die durch multiple Threads zugegriffen wird. In [57] stellt Vivien einen Algorithmus fu¨r
eine inkrementelle Zeiger- und Aliasanalyse vor. Ruf [51] entwickelt eine kontextsensitive
Escape-Analyse und wendet diese fu¨r die Entfernung von nicht beno¨tigten Synchronisati-
onsmechanismen in der Entwicklungsumgebung MARMOT ([26]) an.
Choi [23] wendet die Escape-Analyse fu¨r die Allokation von Objekten auf dem Me-
thodenstapel sowie die Reduzierung von Synchronisationsmechanismen an, wobei er so
genannte Connection-Graphs benutzt. Das Verfahren ist vergleichbar mit anderen Techni-
ken auf dem Gebiet der Aliasanalyse und Points-To-Graphen, jedoch ko¨nnen die abgebilde-
ten Informationen leichter zusammengefasst und bereitgestellt werden, wenn eine Methode
an unterschiedlichen Aufrufstellen aufgerufen wird. Durch diese kontext-sensitive Analy-
se mu¨ssen die Escape-Informationen nicht fu¨r jede Aufrufstelle erneut berechnet werden.
Eine weitere Anwendung zeigt [31]. Gay und Steensgaard beschreiben hier einen Ansatz,
in dem die Ergebnisse der Escape-Analyse fu¨r die Allokation von Objekten auf dem Me-
thodenstapel verwendet werden. Der Algorithmus arbeitet zwar sehr schnell (in linearer
Zeit), kann jedoch nur eine Teilmenge aller optimierbaren Objekte identifizieren. Weiterhin
macht die Technik konservative Annahmen, was die Speicherung von Objekten in Feldern
anderer Objekte betrifft (diese Objekte fliehen generell).
Die bislang genannten Arbeiten ko¨nnen nicht unter Beru¨cksichtigung dynamischer
Aspekte der Programmiersprache Java, wie z.B. das dynamische Laden von Klassen, an-
gewendet werden. Eine Technik, die auf diese besonderen Eigenschaften zum Teil eingeht,
wird durch Kotzmann und Mo¨ssenbo¨ck in [41] vorgestellt. Die in der Hotspot JVM inte-
grierte Escape-Analyse und Optimierung kann unter bestimmten Umsta¨nden ru¨ckga¨ngig
gemacht werden, wobei dann anstelle des optimierten Maschinencodes eine interpretative
Ausfu¨hrung der entsprechenden Methode angestoßen wird. Dieser Vorgang, bei dem al-
le lokalen Variablen auf einem anzulegenden Methodenrahmen kopiert werden, wird als
Deoptimierung bezeichnet. Hirzel, Diwan und Hind beschreiben in [35] das generelle Pro-
blem einer Zeigeranalyse unter Beru¨cksichtigung dynamischen Klassenladens. Es werden
alle Schwierigkeiten einer Anwendung der Analyse von Anderson ([13]) fu¨r Java identifi-
ziert, eine Lo¨sung und deren Implementierung in einer JVM dargestellt. Die vorgestellte
Technik ist vollsta¨ndig dynamisch orientiert und effizient in Hinsicht auf stabile sowie
langla¨ufige Applikationen.
Im Folgenden werden einige der oben genannten Techniken detaillierter beschrieben
und die unterschiedlichen Ansa¨tze zur Bestimmung von Escape-Informationen dargestellt.
Obwohl in den Arbeiten verschiedene Definitionen des Begriffes “fliehen” (escape) ein-
gefu¨hrt werden, zeigt sich die analoge Verwendung von Analyse-Ergebnissen fu¨r die Op-
timierungen der Stapel-Allokation und der Entfernung unbeno¨tigter Synchronisationsme-
chanismen. Ausfu¨hrlicher beschrieben werden die Arbeiten von Kotzmann et al. und Hirzel
et al., welche im Unterschied zu anderen Verfahren dynamische Aspekte der Programmier-
sprache Java beru¨cksichtigt.
3.3 Reference Escape Analysis
Eine fru¨he Arbeit der Escape-Analyse auf Basis des Referenzza¨hlens (Reference Coun-
ting) wurde durch die Autoren Park und Goldberg vorgestellt ([47]). Ziel der Technik sind
ho¨here funktionale Programmiersprachen, wie LISP und Scheme, in denen die Speicherver-
14
waltung einen wichtigen Aspekt darstellt. Typisch fu¨r funktionale Sprachen ist, dass alle
Programme und deren Prozeduren durch Funktionen repra¨sentiert werden. Die eigentliche
Programmausfu¨hrung entspricht dann der Auswertung von Ausdru¨cken, wobei Variablen
im klassischen Sinn nicht existieren, sondern nur Parameter von Funktionen. Man unter-
scheidet Eingabewerte (Inputparameter) und Ausgabewerte (Outputparameter).
Die Speicherverwaltung erfolgt automatisch, wobei eine Methode der Ru¨ckgewinnung
von Speicher durch die Technik des Referenzza¨hlens bestimmt wird. Beim Referenzza¨hlen
bekommt jeder Speicherblock im gemeinsam genutzten Programmspeicher einen Refe-
renzza¨hler, der die Anzahl der auf diesen Block verweisenden Programmteile za¨hlt. Fa¨llt
der Za¨hler auf Null, so wird der entsprechende Speicherblock nicht mehr verwendet und
kann freigegeben werden. Der Verwaltungsaufwand des Referenzza¨hlens ist jedoch sehr
hoch und belastet die Ausfu¨hrungszeit des Programmes. Ziel der Autoren ist die Iden-
tifizierung von Referenzen, deren Lebensdauer nicht die der sie erzeugenden Umgebung
u¨bersteigt, wodurch Referenzza¨hler optimiert werden ko¨nnen.
Abbildung 11: Beispiel fu¨r Referenzza¨hlen
Abbildung 11 verdeutlicht das Prinzip des Verfahrens. Die Referenzen A und B zeigen
auf ein Objekt mit dem Referenzza¨hler RZ. Die Linien von (?) bis (†) stellen die Lebens-
dauer der Referenzen dar, wobei zu erkennen ist, dass die Referenz A fru¨her als B erstellt
und spa¨ter zersto¨rt wird. Ko¨nnte man zur U¨bersetzungszeit des Programmes feststellen,
dass A zum Zeitpunkt t1 noch aktiv ist, wa¨re fu¨r die Referenz B kein Referenzza¨hler
notwendig, da RZ auch nach Zersto¨rung von B noch ungleich Null ist.
Die Autoren untersuchen in der vorgestellten Referenz-Escape-Analyse das Verhalten
von Referenzen bzgl. deren Lebenszeiten und fu¨hren folgende Definition fu¨r das Fliehen
(Escape) von Referenzen ein:
Definition:
“Gegeben ist eine Funktion f mit n formalen Parametern x1, ..., xn und m lokalen
Variablen l1, ..., lm. Das j-te Vorkommen des i-ten Parameters xi (oder der Variablen
li), bezeichnet als xij oder lij innerhalb von f , nennt man:
Global-Referenz-Fliehend aus der Funktionsdefinition von f , falls in einer mo¨glichen
Anwendung von f die mit xij oder lij verbundene Referenz im Ru¨ckgabewert der
Funktion enthalten ist.
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Lokal-Referenz-Fliehend aus einem Funktionsaufruf von f e1, ..., en, falls die mit xij
oder lij verbundene Referenz im Ru¨ckgabewert einer bestimmten Funktionsanwen-
dung von f e1, ..., en enthalten ist. ”
Die Autoren fu¨hren weiter eine exakte, jedoch nicht berechenbare und nicht standar-
disierte Semantik ein, welche vollsta¨ndig das Escape-Verhalten von Referenzen in einem
Programm beschreibt. Zur Bestimmung dieses Verhaltens wird jede Referenz einzeln un-
tersucht, wobei relevante Informationen in so genannten Referenz-Escape-Paaren festge-
halten werden. Die Paare entstammen der Referenz-Escape-Semantik-Menge (RES-Menge
oder Dr). Das erste Element eines Referenz-Escape-Paares gibt an, ob es relevante Re-
ferenzen gibt oder nicht. Das zweite Element bezeichnet das funktionale Verhalten eines
Ausdrucks, wenn er von einem anderen Ausdruck verwendet wird. Es handelt sich also um
eine Funktion u¨ber Dr. Die Autoren definieren weiterhin entsprechende Referenz-Escape-
Semantik-Funktionen.
Da die vorgestellte Semantik nicht direkt fu¨r einen Algorithmus angewendet werden
kann, fu¨hren die Autoren eine Anna¨herung ein, in der sie RES-Untermengen fu¨r Listen-
ausdru¨cke abstrahieren und eine Anna¨herung an die RES-Funktionen einfu¨hren. Wird nun
eine Referenz hinsichtlich des Fliehens anhand der Semantik gepru¨ft, so wird immer nur
ein formaler Parameter getestet (eine Referenz, die auf einen formalen Parameter zeigt).
Kommt ein entsprechender formaler Parameter mehrfach in einer Funktion vor, so muss
die Analyse entsprechend oft wiederholt werden. Fu¨r den Test wird eine Funktion Gr
(Globales-Referenz-Fliehen) eingefu¨hrt, die als Parameter die Funktion f , die Vorkommen
des Parameters und die Umgebung, in der die Funktion operiert, entha¨lt. Als Ergebnis der
Analyse liefert Gr eine 0, falls r aus der Funktion f nicht flieht und 1 sonst. Analog gibt
es eine Funktion Lr fu¨r die Analyse des Lokalen-Referenz-Fliehens.
3.4 Fast Escape Analysis and Stack Allocation
Die Arbeit [31] von Bjarne Steensgaard und David Gay beschreibt eine Technik der Escape-
Analyse zur U¨bersetzungszeit auf der Produzentenseite, die im Unterschied zu anderen Me-
thoden in linearer Zeit arbeitet. Dabei untersucht die Analyse das Verhalten von Objekten
innerhalb von Methoden und pru¨ft, ob diese in Felder anderer Objekte gespeichert oder
durch die Methode zuru¨ckgegeben werden. Zur Bestimmung des Verhaltens der Objekte
wird ein einfaches Typsystem mit Bedingungen abgeleitet, welches dann in linearer Zeit
(O(n)) gelo¨st wird. Das Eingabeprogramm wird in einer auf der SSA-Form basierenden
Zwischenrepra¨sentation vorausgesetzt.
Die Autoren fu¨hren so genannte frische Methoden und frische Variablen ein, wobei
folgende Definition gilt:
Definition
Eine frische Methode (Fresh Method) ist eine Methode, die ein Objekt zuru¨ck gibt,
das wa¨hrend der Ausfu¨hrung der Methode angelegt wurde.
Eine frische Variable (Fresh Variable) ist eine Variable, deren Definition entweder
direkt ein Objekt durch den new -Operator anlegt, oder indirekt durch den Aufruf
und die Zuweisung des Ru¨ckgabewertes einer frischen Methode.
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Fu¨r jede frische Variable stellt die Analyse dann fest, ob der zugewiesene Wert “irgend-
wie” flieht. Weiterhin wird fu¨r jede Variable ermittelt, ob der einer Variablen zugewiesene
Wert durch eine Methode zuru¨ckgegeben wird. Hierdurch beru¨cksichtigt die Analyse auch
Objekte, die als Argumente an Methoden gegeben und durch diese wieder zuru¨ckgegeben
werden. Spa¨ter errechnet die Analyse fu¨r jede lokale Variable v mit einem Referenzdaten-
typ die folgenden booleschen Zusta¨nde:
Escaped(v) ist wahr, genau dann wenn die Variable Referenzen ha¨lt, die durch eine
Zuweisung oder eine Ausnahme (throw) fliehen ko¨nnten.
Returned(v) ist wahr, genau dann wenn die Variable Referenzen ha¨lt, die durch die
Ru¨ckgabe der sie definierenden Methode fliehen.
Weiter wird die Menge der in dem Programm verwendeten Referenztypen um die Ele-
mente top und bottom erweitert, wodurch eine Halbordnung τ entsteht (die kleinste obere
Schranke zweier Elemente von τ ist top). Nun wird ein Typ vfresh(v) fu¨r eine Variable v
eingefu¨hrt, wobei v eine frische Variable ungleich top oder bottom ist. Das Element bottom
bedeutet, dass der Zustand einer Variablen in der Analyse unbekannt ist und top heißt,
die Variable ist definitiv nicht frisch. Fu¨r alle formalen Parameter p ist vfresh(p)=top. Der
neue Typ mfresh(m) steht fu¨r Methoden m, die eine frische Variable ungleich top oder
bottom zuru¨ckgeben.
Unter diesen Voraussetzungen wird ein System von Bedingungen abgeleitet, dessen
Gro¨ße sich linear zur Programmgro¨ße verha¨lt und in linearer Zeit gelo¨st werden kann.
Beispielsweise gilt fu¨r die Zuweisung einer lokalen Variablen v an ein statisches Feld s die
Bedingung s = v : true⇒ Escaped(v).
Am Ende steht fu¨r jede Variable v fest, ob das durch v referenzierte Objekt aus der
definierenden Methode flieht (Escape(v)). Fu¨r unbekannte und nicht analysierte Metho-
den nimmt der Algorithmus an, dass alle formalen Parameter fliehen. Die Ergebnisse der
Analyse werden anschließend fu¨r eine Optimierung der Stack-Allokation genutzt.
3.5 Dynamic Escape Analysis
Kotzmann und Mo¨ssenbo¨ck pra¨sentieren in [41] eine Escape-Analyse im Kontext der dyna-
mischen U¨bersetzung, wobei diese Arbeit erweiterte Umsta¨nde wie dynamisches Klassen-
laden und Deoptimierung beru¨cksichtigt. Das in eine intra- und interprozedurale Analyse
aufgeteilte Verfahren wurde in Sun Microsystems’ Java Hotspot JVM implementiert und
arbeitet mit einer auf der SSA-Form basierenden Zwischencoderepra¨sentation. Die Ergeb-
nisse der Analyse werden fu¨r verschiedene Optimierungen angewendet (Stapel-Allokation,
Entfernung von Synchronisationsmechanismen und Ersetzen von skalaren Feldern). Eine
Deoptimierung kommt in der HotSpot JVM zur Anwendung, wenn die JVM gezwungen ist,
die Ausfu¨hrung des optimierten Maschinencodes zu unterbrechen und sie die Ausfu¨hrung
an den Interpreter u¨bergibt.
Intraprozedurale Analyse
Die intraprozedurale Analyse und die darauf folgende Optimierung mit dem Ersetzen
skalarer Felder wird parallel zu der Erzeugung der auf der SSA-Form basierenden HIR
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(High Level Intermediate Representation) durchgefu¨hrt. Die HIR wird durch das Parsen
des Bytecodes und einer darauf folgenden, abstrakten Interpretation gewonnen. Zuerst
werden alle Basisblo¨cke bestimmt und deren Grenzen ermittelt. Im weiteren Verlauf werden
die Blo¨cke mit entsprechenden HIR-Instruktionen gefu¨llt, wobei die Operanden als Zeiger
zu vorangehenden Instruktionen dargestellt werden.
Kotzmann und Mo¨ssenbo¨ck fu¨hren fu¨r ihre Analyse einen so genannten Escape-Status
ein, der je nach Eigenschaft des untersuchten Objektes in folgende Stufen klassifiziert wird:
• NoEscape Auf das Objekt kann nur innerhalb der erzeugenden Methode zugegriffen
werden. Das Objekt wird auch als method-local bezeichnet.
• MethodeEscape Das Objekt flieht aus der aktuellen Methode, aber nicht aus dem ak-
tuellen Thread, indem es z.B. an einen Methodenaufruf als Argument weitergegeben
wird, deren Parameter nicht fliehen. Objekte dieser Klasse werden als thread-local
bezeichnet.
• GlobalEscape Das Objekt flieht global, d.h. es wird außerhalb der aktuellen Methode
und des aktuellen Thread referenziert.
Da in der verwendeten HIR keine entsprechenden Anweisungen zum Laden und Spei-
chern von lokalen Variablen einer Klasse existieren, verwaltet der U¨bersetzer wa¨hrend der
Analyse diese Informationen in einem zusa¨tzlichen Objekt (state object). Dieses entha¨lt
ein Array, in welchem die einer lokalen Variablen zugewiesenen Werte abgespeichert wer-
den (locals array). Beim Ersetzen der skalaren Felder wird das Objekt um ein in der
Gro¨ße vera¨nderbares Array erweitert, das die aktuellen Werte aller Felder entha¨lt, auf die
durch eine Methode zugegriffen wurde (fields array). Nach der Erzeugung der HIR ko¨nnen
dann entsprechend der Optimierung die Felder von nicht fliehenden Objekten durch die
gespeicherten Werte substituiert werden.
Analyse der Basisblo¨cke
In der HIR wird ein Objekt durch die das Objekt erzeugende Instruktion repra¨sentiert.
Dieser Instruktion wird ein Feld hinzugefu¨gt, in dem der entsprechende Escape-Status
des Objektes abgespeichert werden kann. Fu¨r jedes Objekt ist das Feld mit NoEscape
initialisiert und wird im weiteren Verlauf entsprechend der Analyse aktualisiert, wobei die
U¨berga¨nge nur von NoEscape in Richtung GlobalEscape definiert sind.
Der Escape-Status eines Objektes kann durch die folgenden Instruktionen beeinflusst
werden:
• p = new T(): p startet mit dem Status NoEscape, außer die Klasse T definiert einen
Finalizer, welcher vor dem Garbage Collector ausgefu¨hrt wird. In diesem Fall und
wenn die Klasse T noch nicht geladen wurde, bekommt p den Status GlobalEscape.
• T.sf = p: Jedes Objekt p, das in einem statischen Feld gespeichert wird, bekommt
den Status GlobalEscape.
• q.f = p: Wird p in einer Instanzvariablen von q gespeichert, erbt p den Escape-
Status von q unter der Voraussetzung, dass q eine ho¨here Klassifizierung als p selbst
besitzt. Weiterhin wird p in die Liste der durch q referenzierten Objekte eingefu¨gt,
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um p bei einem spa¨teren Fliehen von q zu aktualisieren. In fields array wird ein
zusa¨tzlicher Eintrag fu¨r q.f erzeugt und entsprechend p abgespeichert.
• x = p.f: Fu¨r das Laden des Feldes p.f wird eine entsprechende HIR-Instruktion
erzeugt. Der U¨bersetzer ermittelt den aktuellen Wert v von p.f aus fields array
und speichert ihn fu¨r die eingefu¨gte Ladeinstruktion. Wird p optimiert, so kann p.f
durch v ersetzt werden.
• p == q: Werden zwei Objekte miteinander oder mit null verglichen, so mu¨ssen sie
zumindest auf dem Stack existieren. Der Escape Status beider Objekte wird auf
MethodEscape erho¨ht.
• (T)p: Ein Cast auf p kann fehlschlagen und eine Exception auslo¨sen. Deshalb be-
kommt p den Status MethodEscape.
• p.foo(q): Innerhalb der intraprozeduralen Analyse ist eine Aussage zum Verhalten
der Argumente einer Methode nicht mo¨glich. Aus diesem Grund bekommen alle
aktuellen Argumente den Status GlobalEscape. Der Empfa¨nger der Methode wird
dabei wie ein Parameter behandelt.
• return p, throw p: Ru¨ckgabeanweisungen und Ausnahmeobjekte werden grundsa¨tz-
lich als GlobalEscape gekennzeichnet.
Analyse des Kontrollflusses
Wa¨hrend der Erzeugung der HIR mu¨ssen entsprechend der SSA-Form spezielle φ-Instruk-
tionen fu¨r alle lokalen Variablen und Felder eingefu¨gt werden. Der Escape-Status fu¨r die
Operanden einer φ-Instruktionen ha¨ngt von allen anderen Operanden ab. In diesem Zu-
sammenhang wird ein so genannter equi-escape-set (EES) eingefu¨hrt, dessen Elemente
die Operanden einer φ-Instruktion und die Anweisung selbst bilden. Alle Elemente einer
solchen Menge bekommen den gleichen Escape-Status, der dem maximalen Status der
Elemente entspricht.
Interprozedurale Analyse
In der interprozeduralen Analyse wird die Escape-Analyse auf jene Objekte ausgewei-
tet, die als Argumente an Methoden u¨bergeben werden. Zu diesem Zweck werden beim
U¨bersetzen einer Methode neben den lokalen Objekten auch Escape-Informationen zu den
formalen Parametern ermittelt. Der Escape-Status aller formalen Parameter wird im De-
skriptor der Methode gespeichert und kann dann wa¨hrend der interprozeduralen Analyse,
also wenn die Methode aufgerufen wird, herangezogen werden. Hierfu¨r werden die ent-
sprechenden Informationen nach Erzeugung der HIR in zwei Bit-Vektoren kodiert, wobei
der erste Vektor die Menge der method-local -Objekte und der zweite Vektor die Menge
der thread-local -Objekte entha¨lt. Bei dem in Abbildung 12 dargestellten Beispiel flieht das
erste Argument an eine statische Variable, wogegen a1 mit null verglichen wird und somit
den Status MethodEscape erha¨lt. Das Argument a2 wird nicht verwendet und flieht nicht
aus der Methode. Der Escape-Status der Parameter wird durch die Vektoren 001 und 011
entsprechend dem Status method-local und thread-local kodiert.
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Abbildung 12: Beispiel zur Analyse von Argumenten
Da in der Java HotSpot JVM eine Methode vor dem U¨bersetzen mehrmals interpre-
tiert wird, kann die Analyse auf einen Methodenaufruf treffen, dessen Methode noch nicht
geladen ist. In diesem Fall wird eine schnelle und konservative Escape-Analyse der for-
malen Parameter der Methode durchgefu¨hrt, um eine Aussage u¨ber das Verhalten der
Argumente zu erhalten. Die Ergebnisse dieser Analyse werden entsprechend aktualisiert,
wenn die Methode durch den U¨bersetzer u¨bersetzt wird. Trifft die Analyse auf einen re-
kursiven Methodenaufruf, werden Argumente und Parameter als fliehend angenommen
(GlobalEscape).
Unterstu¨tzung zur Laufzeit
In dem vorgestellten Verfahren werden Methoden nur dann optimiert, wenn sich die aus-
zufu¨hrende Methode eines Methodenaufrufes statisch bestimmen la¨sst, wobei Polymor-
phismen und dynamisches Binden beru¨cksichtigt werden. Zum Auffinden einer passen-
den Methode wird an dieser Stelle eine Analyse der Klassenhierarchie (entsprechend [25])
durchgefu¨hrt. Stellt sich zur Laufzeit heraus, dass die falsche Methode optimiert wurde,
indem z.B. eine passendere Methode durch das Nachladen einer Klasse gefunden wird,
so ist der Maschinencode der optimierten Methode ungu¨ltig und die Ausfu¨hrung wird an
den Interpreter u¨bergeben. Damit der Interpreter auf alle Werte lokaler Variablen zugrei-
fen kann, muss ein entsprechener Methodenrahmen angelegt werden. Dieser Prozess wird
als Deoptimierung bezeichnet ([36]), wobei auch auf die durch den U¨bersetzer erzeugten
Debugging-Informationen zugegriffen wird.
3.6 Pointer Analysis in the Presence of Dynamic Class Loading
Hirzel, Diwan und Hind pra¨sentieren in [35] eine Technik zur Zeigeranalyse, die sich mit
Problemen bei Verwendung der Programmiersprache Java, wie z.B. dynamisches Klassen-
laden, befasst und eine Lo¨sung anbietet. Die Autoren transformieren hierbei die Analyse
von Anderson ([13]) fu¨r die Verwendung auf der Konsumentenseite und ermitteln alle Kon-
flikte mit bestehenden Java-Eigenschaften. Die entsprechende Lo¨sung wird anhand einer
Implementierung in einer JVM dargestellt und validiert.
Konflikte bei Verwendung von Java
Die Technik von Hirzel et al. beleuchtet insbesondere das dynamische Laden von Klassen in
Java1 und stellt eine Reihe von Problemen vor, die eine statisch auf der Produzentenseite
durchgefu¨hrte Analyse betreffen:
1Kapitel 7.2 stellt den Prozess des Klassenladens in Java ausfu¨hrlich vor.
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Abbildung 13: U¨bersicht der modifizierten Zeigeranalyse
1. Es ist nicht bekannt, von wo eine Klasse geladen wird. Somit kann eine statische
Analyse nicht alle in einem Programm verwendeten Klassen untersuchen, sondern
nur das, was bekannt ist.
2. Es ist nicht bekannt, welche Klasse geladen wird. Der Name einer zu ladenden Klasse
kann eventuell erst zur Laufzeit bestimmt werden. Hierdurch ko¨nnen einige Klassen
nicht auf der Produzentenseite untersucht werden, z.B. wenn sie noch nicht verfu¨gbar
sind. Entsprechende konservative Annahmen reduzieren jedoch die Qualita¨t der Ana-
lyseergebnisse.
3. Es ist nicht bekannt, wann eine Klasse geladen wird. Selbst wenn eine Analyse auf
der Produzentenseite ausgefu¨hrt wird, stehen nicht zwingend bei Start der JVM alle
Klassen zur Verfu¨gung. Durch spa¨tes Laden ko¨nnen Klassen auch zu einem spa¨teren
Zeitpunkt geladen werden.
4. Es ist nicht bekannt, ob eine Klasse u¨berhaupt geladen wird. Ha¨ngt die Verwendung
einer Klasse von a¨ußeren Umsta¨nden ab, so wird sie eventuell nicht geladen und
muss in diesem Fall nicht untersucht werden. Eine statische Analyse nimmt an, dass
jede Klasse geladen wird und hat somit einen ho¨heren Analyseaufwand. Weiterhin
kann eine nicht geladene Klasse die Ergebnisse der Analyse beeinflussen, obwohl sie
zur Laufzeit u¨berhaupt nicht ausgefu¨hrt wird.
Neben diesen Punkten untersuchen die Autoren die Verwendung der Reflektion und
der Java nativen Schnittstelle (JNI - Java Native Interface), mittels derer Teilprogramme
in unbekannten Maschinencode ausgefu¨hrt werden ko¨nnen.
Analyse
Die Analyse von Anderson bezieht sich auf eine Verwendung auf der Produzentenseite. Zur
Behandlung der oben genannten Probleme wurde diese Technik, welche aus einem Schritt
zum Bestimmen eines Bedingungsmodells und dessen Lo¨sung durch Fixpunktbestimmung
besteht, fu¨r die Konsumentenseite angepasst. Hierbei erweitern Hirzel et al. die Analy-
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se um das dynamische Aufbauen des Aufrufgraphen2 fu¨r Methoden zur Laufzeit, einen
Mechanismus zur Aktualisierung des Bedingungsmodells bei bestimmten Ereignissen, eine
Unterstu¨tzung fu¨r nicht aufgelo¨ste Typen (unresolved Types) und die Beru¨cksichtigung
zusa¨tzlicher Ereignisse, wie z.B. die Reflektion.
Abbildung 13 stellt die Erweiterungen und den Aufbau der Zeigeranalyse in einer
U¨bersicht dar.
3.7 Compositional Pointer and Escape Analysis for Java
Whaley und Rinard entwickeln in [61] eine Escape-Analyse fu¨r Java, in der die Escape-
Eigenschaft von lokalen Objekten anhand eines Graphen abgebildet wird. Eine besonde-
re Eigenschaft dieser Technik ist der inkrementelle Aufbau von Analyse-Informationen in
Abha¨ngigkeit untersuchter Programmteile. Der Algorithmus ermittelt seine Daten zuna¨chst
auf der Basis der zur Verfu¨gung stehenden Programmteile und bildet diese in einem so
genannten Points-To-Escape-Graphen ab. Der Points-To-Escape-Graph kann nun sepa-
rat fu¨r verschiedene Teile eines Programmes ermittelt werden. Zur Qualita¨tssteigerung
fu¨hren die Autoren die ermittelten Graphen in einem speziellen Schritt zusammen. Der
Algorithmus arbeitet interprozedural und stellt die Escape-Eigenschaft formaler Parame-
ter einmal untersuchter Methoden auf eine einfache Art zur Verfu¨gung, so dass diese an
den entsprechenden Aufrufstellen im Programm schnell bereit steht.
Die Knoten des Graphen repra¨sentieren die untersuchten Objekte und die knotenver-
bindenden Kanten die Abha¨ngigkeiten untereinander. Der Points-To-Escape-Graph wird
fu¨r jede untersuchte Methode erstellt und beinhaltet sowohl Informationen u¨ber das Flie-
hen von Objekten aus der definierenden Methode, als auch u¨ber das Fliehen aus dem
erzeugenden Thread. Die Qualita¨t der Analyseergebnisse nimmt hierbei mit der Untersu-
chung jeder weiteren im Programm aufgerufenen Methode durch die Zusammenfu¨hrung
der Graphen sukzessive zu, aber auch ohne das Betrachten aller vorkommenden Methoden
liefert die Technik verwertbare Ergebnisse.
Die vorgestellte Analyse der Autoren arbeitet sowohl intra- als auch interprozedural
und la¨sst sich sehr gut in entsprechende Teilanalysen trennen, wodurch sich der Algorith-
mus fu¨r eine Anwendung der in dieser Dissertation dargestellten Technik der Annotation
von Escape-Informationen eignet. Aus diesem Grund und hinsichtlich ihrer ausgezeichne-
ten Analysequalita¨t wurde die Escape-Analyse von Whaley und Rinard fu¨r die in Kapitel
8 beschriebene Referenzimplementierung verwendet. Eine ausfu¨hrliche Beschreibung des
Algorithmus sowie der Anpassungen fu¨r SafeTSA kann dem Anhang entnommen werden.
2Der Aufrufgraph wird fu¨r die interprozedurale Analyse verwendet.
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4 Annotationstechniken
4.1 Einleitung
Unter Programmannotation versteht man das Beifu¨gen von zusa¨tzlichen Informationen
(Metadaten) zur Programmrepra¨sentation, welche die Semantik des Programmes jedoch
nicht beeinflussen ([6], [2]). Die Informationen ko¨nnen aber durch entsprechende Un-
terstu¨tzung in einem Hilfsprogramm verwendet werden, um entsprechende Optimierungen
oder Anpassungen des Programmes auszufu¨hren. Bei der Annotation von Ergebnissen ei-
ner Analyse werden diese Informationen als Basis von Optimierungen benutzt, welche z.B.
durch einen JIT-U¨bersetzer durchgefu¨hrt werden ko¨nnen, um die Ausfu¨hrungsgeschwin-
digkeit bzw. die Effizienz des Programmes zu erho¨hen.
4.2 Vergleich verwandter Arbeiten
Die Techniken zur Programmannotation wurden in der vergangenen Zeit nicht so umfang-
reich untersucht, wie es fu¨r die Escape-Analyse der Fall ist. Wissenschaftliche Publika-
tionen, die sich mit entsprechenden Verfahren auseinandersetzen, z.B. in Zusammenhang
mit JIT-U¨bersetzern und der Verwendung von Java-Bytecode oder anderen Zwischenco-
derepra¨sentationen, sind [16], [44], [48]. Krintz stellt in [42] ein Verfahren fu¨r die Annota-
tion von Java-Bytecode vor, um die Ausfu¨hrungsgeschwindigkeit des Programmes in der
JVM zu erho¨hen. Franz [28] annotiert die Syntaxba¨ume von Programmen mit Escape-
Informationen auf der Produzentenseite und kodiert diese zur sicheren U¨bertragung. Bei-
de Techniken garantieren die Sicherheit ihrer Annotationen gegenu¨ber Manipulation oder
U¨bertragungsfehlern. Ebenfalls eine sichere und verifizierbare Annotation von Escape-
Informationen stellt Beers [17] vor. Beers fu¨hrt eine Escape-Analyse auf der Produzenten-
seite durch und annotiert deren Ergebnisse in der Zwischencoderepra¨sentation. Auf der
Konsumentenseite werden die annotierten Ergebnisse durch die U¨berpru¨fung entsprechen-
der Bedingungen verifiziert, wobei davon ausgegangen wird, dass fliehende Objekte nur in
bestimmten Anweisungen bzw. Zuweisungen auftreten du¨rfen.
Ein weiteres Verfahren beschreibt Hannan in [33], wobei die Grundlage ein funktiona-
ler Ansatz zur Annotation von Escape-Informations-Typen bildet. Hannan schließt aller-
dings dynamisches Laden von Klassen aus und gibt keinen Algorithmus zur Berechnung
der beno¨tigten Typen. Eine andere Arbeit umfasst die passive Annotation von mo¨glichen
Feldzugriffsoptimierungen. Yessick und Jones geben in [62] einen Weg zur Annotation
von Schleifen an, in denen auf Felder zugegriffen wird. Es werden jene Schleifen identifi-
ziert, fu¨r die eine Optimierung ausgeschlossen ist, so dass eine auf der Konsumentenseite
durchgefu¨hrte Analyse weniger komplex gestaltet werden kann. Hummel [38] pra¨sentiert
ein Verfahren zur Annotation von Register-Informationen zur spa¨teren Optimierung der
Registerzugriffe (Register-Allokation). Zuvor stellt er fest, dass das Java-Bytecodeformat
fu¨r die Extraktion einiger fu¨r Optimierungen beno¨tigter Informationen ungeeignet ist und
eine entsprechende Annotation diesen Mangel ausgleichen kann. Jones schließlich zeigt in
[40] ebenfalls eine Annotation fu¨r Registerzugriffe in Java-Bytecode unter der Verwendung
von so genannten virtuellen Registern, wobei diese Technik, ebenso wie die zuvor genannte
Annotation, keine Mo¨glichkeit der Verifikation einschließt.
Im Folgenden wird auf eine Auswahl dieser Verfahren ausfu¨hrlicher eingegangen und
der jeweilige Ansatz der Annotation dargestellt.
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4.3 Removal of Bounds Checks in an Annotation Aware JVM
Die Arbeit von Yessick und Jones [62] befasst sich mit der Entfernung unno¨tiger U¨ber-
pru¨fungen von Feldern (Array Bounds Checks) innerhalb von Schleifen. Die U¨berpru¨fung
der Feldgrenzen wird durch Java implizit vorgeschrieben, obwohl an einigen Stellen eines
Programmes keine U¨berschreitung der Grenze auftreten kann. Dieser Fall trifft insbe-
sondere auf Schleifen zu, deren Schleifenvariable fu¨r den Zugriff auf das Feld verwendet
wird (siehe Abbildung 14). U¨blicherweise la¨uft in diesen Fa¨llen die Schleife von Beginn
des Feldes bis zum letztmo¨glichen Index. Eine Grenzu¨berschreitung ist also unter diesen
Umsta¨nden auszuschließen.
Um alle Schleifen auf das entsprechende Verhalten zu u¨berpru¨fen, ist jedoch eine relativ
aufwendige Analyse erforderlich, die die U¨bersetzungszeit des verwendeten JIT-U¨berset-
zers beeinflusst. Die Autoren befassen sich mit der Mo¨glichkeit, Informationen u¨ber die
Optimierbarkeit von Feldzugriffen im Bytecode zu annotieren. Implizite Instruktionen zur
Feldu¨berpru¨fung werden jedoch nicht vera¨ndert.
Abbildung 14: Beispiel einer zu optimierenden Schleife
Fu¨r die Realisierung der Annotation verwenden die Autoren ein zuvor entwickeltes
Framework (siehe Sable3), das u¨ber einen fu¨r Annotationen erweiterten JIT-U¨bersetzer
(Annotation Aware JIT ) verfu¨gt. Die Idee von Yessik ist es, eine bestimmte Untermenge
aller Schleifen im gegebenen Programm zu untersuchen, da eine vollsta¨ndige Analyse auch
zur U¨bersetzungszeit zu komplex erscheint. Fu¨r diese Schleifenuntermenge ermittelt eine
schnelle Analyse, ob sich Felder mit Feldzugriffen innerhalb der Schleifen befinden und
der zugegriffene Index die Feldla¨nge nicht unter- oder u¨berschreitet. Folgende Schleifen
werden untersucht:
• Die Schleifenvariable wird direkt vor der Schleife initialisiert.
• Die Vera¨nderung der Schleifenvariable wird durch ein Inkrement mit einer positiven
konstanten Zahl beschrieben und findet vor der U¨berpru¨fung der Abbruchbedingung
statt.
• Es handelt sich bei der Schleifenvariable um eine fu¨r die zugeho¨rige Methode lokale
Variable.
• Das zugegriffene Feld wird wa¨hrend der Schleife nicht vera¨ndert (im Sinne seiner
Dimension und Begrenzung).
3[48], [30], [56].
24
Sind alle Schleifen analysiert, wird dem Bytecode eine Information u¨ber die Optimier-
barkeit innerhalb dieser Schleife hinzugefu¨gt. Die Annotation beschra¨nkt sich hierbei auf
eine Gro¨ße von 2 Byte je Schleife. Der JIT-U¨bersetzer kann nun die durch die Annotati-
on gegebene Information nutzen, um die in den gekennzeichneten Schleifen vorhandenen
Felder zu analysieren und entsprechende Routinen fu¨r die Grenzu¨berpru¨fung zu entfer-
nen. Der Mehrwert des Verfahrens liegt in dem geringeren Aufwand des JIT-U¨bersetzers,
der auf diese Weise nicht alle Schleifen zu u¨berpru¨fen braucht, sondern lediglich relevante
Kandidaten. Yessick gibt an, dass die Anzahl der zu analysierenden Schleifen um 90%
reduziert wird.
Das Verfahren der Autoren bietet jedoch keine wirkliche Sicherheit und Verifikation
einer Annotation. Diese wird lediglich auf eine Menge von Informationen eingeschra¨nkt,
deren A¨nderung die Semantik eines Programmes nicht vera¨ndern kann. Im schlechtesten
Fall ko¨nnte eine bo¨swillige Manipulation dazu fu¨hren, dass der JIT-U¨bersetzer durch die
Analyse einer hohen Anzahl von Schleifen einen erho¨hten Aufwand zu bewa¨ltigen hat.
Eine tatsa¨chliche Verschiebung von Analyseaufwand von der Laufzeit zur U¨bersetzungszeit
findet jedoch nicht statt. Sinnvoll wa¨re hier eine sichere und verifizierbare Annotation von
Feldzugriffen, deren implizite und nicht beno¨tigte Indexu¨berpru¨fungen vor Ausfu¨hrung
des Programmes entfernt werden ko¨nnen. Die entsprechende Analyse ko¨nnte wa¨hrend der
U¨bersetzung des Programmes auf der Produzentenseite durchgefu¨hrt werden.
4.4 Annotating Java Bytecodes in Support of Optimization
Hummel, Azevedo, Kolson und Nicolau pra¨sentieren in [38] eine Arbeit zur Annotation von
Java-Bytecode. Um Programme in Java signifikant zu beschleunigen, so stellen die Autoren
fest, kommen derzeit drei verschiedene Ansa¨tze verschiedener Optimierungsverfahren zur
Anwendung:
• On-the-fly-U¨bersetzung zu Maschinencode (JIT - Just in Time Compilation)
• Ahead-of-time-U¨bersetzung von Java-Bytecode in eine ho¨here Zwischencoderepra¨sen-
tation, welche dann in Maschinencode u¨bersetzt wird
• U¨bersetzung von Java-Bytecode in eine ho¨here Sprache, wobei dann ein existierender
U¨bersetzer zur Erzeugung von Maschinencode verwendet wird.
Bei allen Herangehensweisen wird auf der Basis von Java-Bytecode gearbeitet. Die
Schwa¨che liegt demnach in der sehr aufwendigen Extraktion von Analyseinformationen
aus dem Java-Bytecode, sowie weiteren ga¨nzlich fehlenden Informationen, welche im Quell-
programm vorhanden waren. Insbesondere weisen die Ansa¨tze die folgenden Schwa¨chen
auf:
1. on-the-fly : Der Nachteil von JIT-U¨bersetzern liegt darin, dass sie aufgrund des Zeit-
punktes ihrer Arbeit, na¨mlich zur Laufzeit des Programmes, nur einen erheblich ge-
ringen Zeitanteil fu¨r die Optimierung des Programmcodes aufwenden ko¨nnen. Aus
diesem Grund sind Optimierungen durch JIT-U¨bersetzer meist auf lokale Blo¨cke
beschra¨nkt und weisen sehr einfache Analysetechniken auf. Ausgeschlossen sind so-
mit vor allem auch gewinnbringende Datenflussanalysen und Optimierungen, welche
u¨ber den Bereich einer Methode hinausgehen.
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2. ahead-of-time: Der bei einem ahead-of-time U¨bersetzer als Sprache betrachtete Byte-
code wird in eine Zwischencoderepra¨sentation u¨bersetzt, wobei diverse Analysen
und Optimierungen durchgefu¨hrt werden. Der gesamte Prozess geschieht jedoch vor
Ausfu¨hrungszeit des Programmes, insbesondere bevor das Programm auf dem Ziel-
rechner geladen wurde. Obwohl bei dieser Methode offensichtlich Zeit fu¨r Optimie-
rungen gewonnen wird, welche nicht zu Lasten der Laufzeit geht, weist dieser Ansatz
ebenfalls erhebliche Nachteile auf. Zum einen geht die direkte Portabilita¨t verloren,
zum Anderen mu¨ssen Analyseinformationen erneut aus der Zwischencoderepra¨senta-
tion berechnet werden. Diese Berechnungen sind aufwendiger, als wenn die Analyse
direkt auf dem Quellprogramm durchgefu¨hrt wu¨rde.
3. Ein weiterer Ansatz, das Verwenden einer alternativen Zwischencoderepra¨sentation4
mit mehr Informationskapazita¨t, hat den Nachteil, dass diese Programme nicht auf
einer herko¨mmlichen JVM lauffa¨hig sind.
Hummel stellt eine Technik der Annotation von Bytecode vor, mittels derer wertvolle
Analyseinformationen im Java-Bytecode festgehalten werden und zusammen mit diesem
verbreitet werden ko¨nnen. Auf dieser Basis ko¨nnen Konsumentenseiten, z.B. ein JIT-U¨ber-
setzer, von den annotierten Informationen profitieren. Die Kompatibilita¨t bleibt von der
Annotation unberu¨hrt, das Programm kann also auch durch eine herko¨mmliche JVM ohne
die Mo¨glichkeit der Auswertung von annotierten Informationen ausgefu¨hrt werden. Wie
auch bei anderen Techniken der Annotation von Zwischencode gehen die gewonnenen Vor-
teile zu Lasten der Gro¨ße der zu u¨bertragenden Programme.
Ansatz
Die Autoren stellen als Schwa¨che von Java-Bytecode heraus, dass dieser nicht auf die
Fa¨higkeiten moderner Prozessoren abgestimmt ist. So entspricht das Stackmodell nicht
Optimierungen, welche stark auf die Arbeit mit Registern, Cache und Instruction Schedu-
ling abzielen. In erster Linie bietet die JVM keine Register fu¨r die Nutzung von Operanden,
sondern setzt dagegen die Existenz eines entsprechenden Stacks voraus. Weiterhin sequen-
zialisiert das Stackmodell Berechnungsfolgen und verhindert das Wiederverwenden von
Werten, da Operanden immer auf die Spitze des Stacks gelegt werden mu¨ssen. Als Folge,
so argumentieren die Autoren, sind 40% aller in Java-Bytecode vorkommenden Instruk-
tionen Lade- und Speicheranweisungen zu und vom Stack ([59]). Hummel folgert, dass
die im Nachfolgenden genannten Optimierungen, aufgrund des Fehlens entsprechender
Ausdrucksmo¨glichkeiten im Java-Bytecode, nicht durchgefu¨hrt werden ko¨nnen:
• Umordnung von Instruktionen: Da nur auf die Spitze des Stacks zugegriffen werden
kann, wird eine Umordnung verhindert.
• Entfernung von Laufzeitu¨berpru¨fungen: In Java-Bytecode sind alle U¨berpru¨fungen
implizit.
• Arithmetische Komplexita¨tsverringerung : Da in Java-Bytecode z.B. keine Shiftopera-
tion definiert ist, ko¨nnen Multiplikationen nicht optimiert werden.
4ANDF[43], Slim binaries[27].
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Abbildung 15: Java-Methode als Beispiel fu¨r zusa¨tzlichen Aufwand
BYTECODE COMMENT LOADS STORES CHECKS
aload a push ref to a 1 1
iload i push i 1 1
iconst 2 push const 2 1
aload a push ref to a 1 1
iload i push i 1 1
iaload pop, pop, push a[i] 3 1 2
imul pop, pop, push 2*a[i] 2 1
aload b push ref to b 1 1
iload i push i 1 1
iaload pop, pop, push b[i] 3 1 2
iadd pop, pop, push (2*a[i])+b[i] 2 1
iastore pop, pop, pop, store into a[i] 3 1 2
Abbildung 16: Bytecode zur Methode foo in Bild 15
• Automatische Speicherfreigabe: Java-Bytecode stellt keine explizite Operation zur
Freigabe von Speicher zur Verfu¨gung.
Abbildung 15 zeigt ein Beispiel, in dem zwei Feldelemente geladen, eine Berechnung
durchgefu¨hrt und das Ergebnis gespeichert werden. Im zugeho¨rigen Bytecode (Abbildung
16) ist deutlich zu erkennen, dass zahlreiche Instruktionen vorhanden sind, welche sich mit
Lade- und Speicherzugriffen befassen. Weiterhin werden ha¨ufig U¨berpru¨fungen ausgefu¨hrt,
z.B. ob die Feldreferenz ungleich null ist. Zusammenfassend werden durch eine Zeile Pro-
grammcode insgesamt 12 Instruktionen mit 22 Lade- und 12 Speicheranweisungen erzeugt.
Entsprechende Optimierungsansa¨tze gingen zu Lasten der Laufzeit des Programmes.
Hummel bietet einen Ansatz zur Verbesserung des Laufzeitverhaltens mittels Optimie-
rung, welcher auf der Annotation von Bytecode basiert. Dabei agiert das spezielle U¨ber-
setzungsprogramm zu Beginn der U¨bersetzung wie ein traditioneller U¨bersetzer. Nach der
Erzeugung einer Zwischencoderepra¨sentation, verschiedener Analysen und Optimierungen,
werden die Instruktionen geschrieben. In diesem Schritt wird zusa¨tzlich zu jeder generier-
ten Bytecode-Instruktion eine zugeho¨rige Annotation erzeugt und parallel zum Bytecode
ausgegeben. Dieses Prinzip der Parallelita¨t wird bei der Verbreitung des Programmco-
des beibehalten. Somit ist auch eine traditionelle virtuelle Maschine fu¨r Java in der La-
ge, das Programm unabha¨ngig von den Annotationen und den mo¨glichen Optimierungen
auszufu¨hren. Ein entsprechend angepasster JIT-U¨bersetzer jedoch kann die gegebenen In-
formationen auswerten und besseren sowie effizienteren Maschinencode erzeugen, als der
nicht angepasster JIT-U¨bersetzer .
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BYTECODE src inter dest last use r-t check
aload a v0
iload i v1
iconst 2
aload a v0 v0
iload i v1 v1
iaload v0, v1 v2 v3 111
imul 2, v3 v3
aload b v4
iload i v1 v1
iaload v4, v1 v2 v4 101
iadd v3, v4 v3 v4
iastore v0, v1, v3 v2 v3 v3 000
Abbildung 17: Annotierter Bytecode zur Methode foo
Beispiel
In dem von Hummel entwickelten Ansatz der Java-Bytecode Annotation wird fu¨r jede
Methode foo eines Programmes das Attribut $$annotations zu der Liste der Attribute
hinzugefu¨gt. Jeder Bytecode von foo hat einen entsprechenden Eintrag in dem Datenfeld
von $$annotations, welcher die Annotation repra¨sentiert. Die virtuelle Maschine kann zur
Ausfu¨hrungszeit diese Annotationen auswerten oder ignorieren. Somit wird die Kompati-
bilita¨t zu existierenden Laufzeitumgebungen gewahrt.
In Abbildung 17 werden die Annotationen fu¨r die Optimierung der Registeralloka-
tion aufgezeigt. Das Beispiel bezieht sich wieder auf die Methode foo. In den Spalten
src, inter, dest und last use werden Informationen fu¨r eine virtuelle Registerallokati-
on abgelegt, wie sie zum Zeitpunkt der U¨bersetzung ermittelt wurden. Entsprechend des
Schemas wird spa¨ter das virtuelle Register v0 auf das physische Register R0 abgebildet,
v1 auf R1 usw. Ist die maximale Anzahl physischer Register erreicht, werden die verblei-
benden virtuellen Register auf Speicherpla¨tze im gemeinsamen Speicher gelegt. Weitere
Informationen werden durch die Spalte r-t check annotiert. Fu¨r einen Feldzugriff werden
implizit bis zu drei verschiedene U¨berpru¨fungen durchgefu¨hrt:
1. Ist die Feldreferenz ungleich null?
2. Liegt ein negativer Index vor (i < 0)?
3. Liegt ein Index vor, der gro¨ßer ist als die Feldla¨nge?
Fu¨r jede dieser mo¨glichen U¨berpru¨fungen steht in der Spalte r-t check ein entspre-
chendes Bit, wobei 1 eine Ausfu¨hrung bedeutet.
Ergebnisse und Zusammenfassung
Fu¨r die Evaluierung ihres Verfahrens verwenden die Autoren keinen JIT-U¨bersetzer, der
die Annotationen auswertet. Anstelle dessen u¨berfu¨hren sie den u¨bermittelten Bytecode
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“von Hand” in das von der Produzentenseite beno¨tigte Format, wobei sie die Informationen
der Annotation nutzen, um selbst die mo¨glichen Optimierungen einzuarbeiten. Die Ergeb-
nisse wurden in Vergleich zu in der Programmiersprache C geschriebenen Programmen
mit einem durchschnittlichen Zeitverlust des Faktors 1,1 ermittelt. Eine reine Ausfu¨hrung
durch eine JIT-U¨bersetzer ohne Annotation wird mit 2,0 angegeben. Ein Nachteil des vor-
gestellten Verfahrens liegt in der mit jeder Annotationstechnik verbundenen Vergro¨ßerung
des zu u¨bertragenden Programmcodes. U¨ber deren Ausmaße wird leider keine Auskunft
gegeben, kann aber aufgrund der verwendeten Technik als nicht unerheblich eingescha¨tzt
werden5. Ein weiterer erheblicher Nachteil dieser Art der Annotation begru¨ndet sich in den
fehlenden Sicherheitsmechanismen. Es ist fu¨r den von den Autoren angestrebten AJIT -
Annotation Aware JIT U¨bersetzer in keiner Weise mo¨glich, die angebotenen Informationen
zu verifizieren. Somit ko¨nnen Analyseinformationen durch fehlerhafte U¨bertragung oder
manipulativen Eingriff vera¨ndert werden. Hummel verweist zwar auf zuku¨nftige Techniken
der Codesignierung durch digitale Zertifikate (z.B. Microsoft), geht jedoch nicht auf ein
konkretes Beispiel ein, wie es z.B. im Bereich der mobilen Anwendungen (Java-MIDlets,
[53]) praktiziert wird.
4.5 Annotating Java Class Files with Virtual Registers
In [40] stellen Jones und Kamin eine maschinenunabha¨ngige Annotationstechnik fu¨r Java-
Bytecode vor, die speziell auf die Verbesserung der Laufzeit eines JIT-U¨bersetzers im Ver-
gleich zu einem maschinenabha¨ngigen, optimierenden U¨bersetzer zielt. Die vorgestellten
Annotationen sollen den JIT-U¨bersetzer bei verschiedenen Optimierungen unterstu¨tzen,
z.B. der Registerzuweisung (register assignment) und der Entfernung von unno¨tigen Lade-
Speicher-Anweisungen (load-store elimination).
Ein Produzent fu¨r portablen Code ist zumeist nicht in der Lage, maschinenabha¨ngige
Optimierungen durchzufu¨hren, weshalb diese Aufgabe dem JIT-U¨bersetzer zufa¨llt. Offen-
sichtlich kann beim Konsumenten lediglich ein geringer Zeitaufwand in Optimierungstech-
niken investiert werden, da sich dieser zur Laufzeit des Programmes addiert. Somit ist
der vom JIT-U¨bersetzer produzierte Maschinencode nicht so effizient, wie der von einem
optimierenden U¨bersetzer erzeugte Code fu¨r dieselbe Maschine. Prinzipiell gehen Jones
und Kamin davon aus, dass sich das Problem in eine aufwendige maschinenunabha¨ngige
Optimierung, die Bereitstellung ermittelter Ergebnisse in einer kompakten Art und de-
ren effiziente Nutzung im Konsumentensystem trennen la¨sst. Sie nennen diese Trennung
“super-linear analysis and linear exploitation”.
Beispiel
In Abbildung 18 wird eine einfache Schleife vorgestellt, in der drei Werte (sum, i und 3 )
definiert sind. Im Bytecode des Programmausschnittes werden so genannte virtuelle Re-
gister6 (Virtual Registers (VRs)) zugewiesen, welche zur Laufzeit auf physische Register
abgebildet werden ko¨nnen. Im Beispiel kann jedem VR ein physisches Register zugeordnet
werden und somit entsteht durch die Annotation der VR kein zusa¨tzlicher Aufwand beim
JIT-U¨bersetzer fu¨r die Registerzuweisung. Im Normalfall ist die Anzahl der vorhandenen
55-6 Informationen pro Instruktion.
6Die Registerannotationen stehen in der dritten Spalte der Bytecode-Darstellung.
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Register der Konsumentenseite kleiner als die verwendete Anzahl virtueller Register. Die
vorgestellte Technik eignet sich somit auch zur schnellen Bestimmung von Stellen im Pro-
gramm, an denen eine Aufteilung auf die vorhandenen Register notwendig wird (register
spilling).
Abbildung 18: Schleife und annotierter Java-Bytecode
Codegenerierung
Jones und Kamin konzentrieren sich auf die Annotation von virtuellen Registern (VR-
Annotation) und setzen dabei die Anzahl von virtuellen Registern fu¨r einen bestimmten
Bytecode voraus, die der Menge der im Bytecode verwendeten Operanden entspricht. Die
VR-Annotation wird verwendet, um Registerzuweisungen fu¨r die Maschineninstruktionen
zu erzeugen, wobei alle VR mit einer Priorisierung versehen werden. Sind auf der Kon-
sumentenseite weniger Register vorhanden als beno¨tigt, so werden bestimmte physische
Register als tempora¨re Register reserviert.
Im folgenden sind einige Richtlinien zur Codegenerierung dargestellt. Der Begriff phy-
sical register steht fu¨r reale Maschinenregister und physical location verweist auf eine
Position auf der Maschine, die entweder ein Maschinenregister sein oder im Speicher lie-
gen kann. Weiterhin bezeichnet primarily stored jene Position, unter welcher der einem
virtuellen Register zugeordnete Wert u¨blicherweise gefunden werden kann.
• Alle virtuellen Register haben mindestens eine physische Position (physical location)
auf dem Stapel, wobei VR, die prima¨r auf physische Register verweisen, eine weitere
Position besitzen - das physische Register.
• Konstanten werden entweder durch Maschinenbefehle ausgedru¨ckt, oder statisch zu
jeder Methode auf dem Heap angelegt.
• Der Operandenstapel ist so angelegt, dass alle virtuellen Register, die nicht physi-
schen Registern zugeordnet sind, bei Bedarf in tempora¨re physische Register geladen
werden.
• Die Zuordnungen der virtuellen Register auf physische Positionen (physical locations)
werden in einer VR-Positionstabelle (VR location table) verwaltet.
Bei der Erzeugung des entsprechenden Maschinencodes wird nach folgendem Schema
vorgegangen:
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1. Fu¨r alle eingehenden VR des Bytecodes, die keinem physischen Register zugeordnet
sind, wird entsprechend der VR location table eine Ladeanweisung vom Stapel in ein
tempora¨res physisches Register erzeugt.
2. Besteht fu¨r ein ausgehendes VR im Bytecode keine Zuordnung zu einem physischen
Register, so wird es auf ein tempora¨res physisches Register abgebildet.
3. Der Maschinencode wird unter Verwendung der tempora¨ren und permanenten phy-
sischen Register erzeugt.
4. Ist ein ausgehendens VR im Bytecode keinem permanenten physischen Register zu-
geordnet, wird eine entsprechende Speicheranweisung von dem verwendeten tem-
pora¨rem Register auf den Stapel erzeugt.
Die VR-Positionstabelle wird bei der Codeerzeugung unter Verwendung von Infor-
mationen ermittelt, die wa¨hrend der Verifikation von Bytecode und VR-Annotation ge-
sammelt werden. Die Verifikation dient der JVM zur Sicherheit, dass eine Instruktion
im Bytecode eines Programmes nicht die Virtuelle Maschine gefa¨hrdet. Dieser Schritt
wurde modifiziert, um zusa¨tzlich die Annotation der mit jeder Methode assoziierten VR-
Annotation zu verifizieren. Als Seiteneffekt dieses Prozesses wird der Typ eines jeden
virtuellen Registers festgestellt.
Annotationen
Eine VR-Annotation besteht aus einer Zuweisung von einer Menge von virtuellen Re-
gisternummern fu¨r jede Instruktion des Java-Bytecodes, die mit den Operanden in der
jeweiligen Instruktion korrespondiert. Die Anzahl der virtuellen Register variiert je nach
Instruktion. Weiterhin sind VR monotyp, in dem Sinne, dass in jedem VR u¨ber den Le-
benszeitraum einer Methode nur Werte eines Typs abgespeichert werden ko¨nnen. Das
schließt Referenztypen ein, deren obere Schranke, definiert durch die erste gemeinsame
Superklasse in der Vererbungshierarchie, durch einen Datenflussalgorithmus wa¨hrend der
Bytecode-Verifikation ermittelt wird. Fu¨r die Annotation jedes VR wird zusa¨tzlich ein
Byte Speicherplatz beno¨tigt.
Die Erzeugung der VR-Annotation a¨hnelt im Prinzip der einer herko¨mmlichen Regi-
sterallokation, wobei die Autoren einen einfachen Graph-Coloring-Algorithmus einsetzen,
dessen Einschra¨nkung darin besteht, dass die Anzahl der tatsa¨chlichen physischen Regi-
ster nicht bekannt ist. Der vera¨nderte Allokator basiert auf dem Chaitin-Graph-Coloring-
Register-Allokator, berechnet aber anstelle eines entsprechendem k-Coloring, das Minimum
k, fu¨r das ein k-Coloring des Graphen existiert. Zur Unterstu¨tzung des Verifikationspro-
zesses werden Kanten zwischen Knoten unterschiedlichen Typs in den Graphen eingefu¨gt,
sodass schließlich jedes virtuelle Register nur einen Typ repra¨sentiert (monotyp). Weiter-
hin werden die Farben des Algorithmus im abstrakten Sinne von Graustufen priorisiert.
Die Priorisierung orientiert sich an so genannten “Haifa Heuristiken” ([18]).
4.6 Efficiently Verifiable Escape Analysis
Beers [17] stellt die Annotation von Ergebnissen einer Escape-Analyse vor, welche als
eine bedeutende Eigenschaft Verifizierbarkeit aufweist. Die Escape-Analyse wird auf der
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Laufzeittypen
v = new C rtt (v) ≥ C
C0 m (C1 p1, ...) ∀pi : rtt (pi) = >
v = s rtt (v) = >
v0 = v1.f rtt (v0) = >
v0 = v1[...] rtt (v0) = >
v0 = v1 rtt (v0) ≥ rtt (v1)
v0 = m (v1, v2, ...vn) rtt (v0) = >
Escape-Eigenschaft
return v esc (v) = >
throw v esc (v) = >
s = v esc (v) = >
v0.f = v1 esc (v1) = >
v0[...] = v1 esc (v1) = >
v0 = v1 esc (v0)→ esc (v1)
v0 = m (v1, v2, ...vn) esc (v0) = >∧
∀ Parameter pm′i von Methoden m′,
aufrufbar als m: esc
(
pm
′
i
)
= esc (vi)
Tabelle 1: Bedingungen fu¨r die Bestimmung des Laufzeittyps und der Escape-Eigenschaft
Produzentenseite eines Systems durchgefu¨hrt und kann in linearer Zeit durchgefu¨hrt wer-
den, wobei die Qualita¨t der Analyse von Whaley und Rinard nicht erreicht wird. In Zu-
sammenhang mit der Escape-Analyse werden die Ergebnisse bei vergleichsweise geringer
zusa¨tzlicher Belastung der Zwischencoderepra¨sentation annotiert und ko¨nnen auf der Kon-
sumentenseite verifiziert und fu¨r Zwecke der Optimierung verwendet werden.
Escape-Analyse
Prinzipiell kann die vorgestellte Analyse in zwei Phasen unterteilt werden, in denen je die
Eigenschaft rtt (v) und esc (v) einer Variablen v bestimmt wird. Die erste Phase ermittelt
den so genannten Laufzeittyp rtt (v), welcher entweder eine Klasse C sein kann oder nicht
initialisiert (⊥) bzw. initialisiert, jedoch unbekannt (>). Die Bedeutung von rtt (v) =
> kann mit “der Laufzeittyp von v entspricht dem deklarierten Typ oder eines seiner
abgeleiteten Typen” beschrieben werden. Diese Elemente bilden einen Halbverband mit
der partiellen Ordnung ≤ und gro¨ßtem Element >.
Die zweite Phase bestimmt die eigentliche Escape-Eigenschaft esc (v) fu¨r jede Variable
v, wobei lokale Objekte und Parameter untersucht werden. Die Escape-Eigenschaft wird
durch die beiden Werte ⊥ (bound) und > (escape) definiert. Zu beachten ist, dass die
Technik keine Escape-Informationen fu¨r Objekte analysiert, sondern nur Variablen, welche
auf Objekte verweisen. Hierbei steht die Escape-Eigenschaft esc (v) fu¨r “ein Objekt ko¨nnte
durch v fliehen”. Daraus folgt, dass ein Objekt dann nicht flieht, also gebunden ist, wenn
es durch keine fliehende Variable referenziert wird.
Die Autoren verwenden nun diese Eigenschaften zur Aufstellung eines Bedingungs-
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modells (siehe Tabelle 1)7, welches in linearer Zeit gelo¨st werden kann. Hierbei wird das
dynamische Klassenladen in Java durch eine zusa¨tzliche Annahme beru¨cksichtigt. In ei-
ner Version des Verfahrens wird von einer geschlossenen Welt ausgegangen, in der alle zu
untersuchenden Klassen und Typen bekannt sind. In dieser Welt sind fu¨r den Typ einer
deklarierten Variable v auch alle mo¨glichen abgeleiteten Typen vi bekannt. In der offenen
Welt hingegen kann ein abgeleiteter Typ nicht immer abschließend genau bestimmt wer-
den. Die Analyse trifft in diesem Fall die Annahme, dass genau die Variablen fliehen, die
als Argumente an eine Methode gegeben werden und deren korrespondierende Parameter
keinen eindeutig bestimmbaren Typ aufweisen.
Abbildung 19: Auszug der Annotation fu¨r eine Methode
Annotation und Verifikation
Zur U¨bertragung der Analyseinformationen werden fu¨r jede lokale Variable und jeden for-
malen Parameter v an dessen Deklarationsstelle die Escape-Information esc (v) und der
Laufzeittyp rtt (v) annotiert. Abbildung 19 zeigt beispielhaft und auszugsweise die Anno-
tation fu¨r ein untersuchtes Programm. Die Gro¨ße der Annotationen berechnet sich aus je
6 Byte pro Methode, ein Bit fu¨r die Escape-Information esc (v), sowie fu¨r den Laufzeittyp
rtt (v) je eine 4 Byte große Referenz auf die Konstantentabelle der Klasse. Insgesamt be-
wegt sich die Vergro¨ßerung einer mit dieser Technik annotierten Klasse zwischen 1% und
11%, wobei keine Komprimierung (JAR-Archive) untersucht wird.
Die Verifikation der Annotation erfolgt wa¨hrend des Einlesens einer Klasse u¨ber die
Erzeugung und U¨berpru¨fung der in Tabelle 1 dargestellten Bedingungen. Wird hier eine
Bedingung gefunden, welche nicht erfu¨llt werden kann, so liegt eine Manipulation des
Zwischencodes vor. Zu beachten ist, dass durch diese Art der Verifikation niemals die
urspru¨ngliche Information garantiert werden kann, sondern nur eine mo¨gliche Lo¨sung,
welche im ungu¨nstigen Fall schlechter sein kann bzw. keine Optimierung unterstu¨tzt (d.h.
wenn alle Variablen fliehen). Die Verifikationszeiten im JIT-U¨bersetzer werden mit 1,90 -
137,06 Millisekunden angegeben.
7Hier stehen v, vi fu¨r lokale Variablen oder formale Parameter, s fu¨r statische Felder, f fu¨r Instanzfelder,
m fu¨r Methoden und C fu¨r Klassen und deren abgeleitete Typen Ci.
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Zu bemerken ist, dass die Implementierung der Technik nicht fu¨r Java-Bytecode, son-
dern ein baumorientiertes Zwischencodeformat erfolgte und dass bei Verwendung von Bi-
bliotheken, welche die Annotation nicht unterstu¨tzen, keine vollsta¨ndige Kompatibilita¨t
gewa¨hrleistet wird. Weiterhin beschra¨nkt sich die Unterstu¨tzung dynamischen Klassenla-
dens auf die Annahme, dass im schlechtesten Fall alle formalen Parameter fliehen, also
immer dann, wenn der Laufzeittyp nicht eindeutig feststellbar ist.
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5 Thesen
In den vorangehenden Kapiteln wurden einige verschiedene Techniken zur Escape-Analyse
vorgestellt, welche durch Anwendung komplexer Algorithmen sehr gute Ergebnisse erzie-
len ko¨nnen und somit als Basis einer Optimierung dienen. Ein erheblicher Nachteil dieser
Arbeiten ist jedoch die fehlende Unterstu¨tzung fu¨r dynamische Aspekte eines Systems mit
Programmu¨bertragung durch mobilen Code, wie es z.B. bei Java angewendet wird. Obwohl
einige Techniken auf die Anwendung in einem Java-System gerichtet sind, wird vorausge-
setzt, dass alle zu untersuchenden Klassen bereits auf der Produzentenseite des Systems
vollsta¨ndig bekannt sind. Nachtra¨gliche Anpassungen der Analyse-Ergebnisse, wie sie z.B.
durch das dynamische Laden von Klassen notwendig werden ko¨nnten, werden explizit aus-
geschlossen (z.B. [31], [23]). Vielmehr mu¨ssen bei diesen Techniken fu¨r eine vollsta¨ndige
Analyse immer alle Klassen eines Programmes bereits auf der Produzentenseite bekannt
sein ([47], [61]).
Auf der anderen Seite ko¨nnten die vorgestellten Algorithmen auch auf der Konsumen-
tenseite in einem optimierenden JIT-U¨bersetzer eingesetzt werden. An dieser Stelle be-
eintra¨chtigen die komplexen Algorithmen mit zum Teil aufwendigen internen Datenstruk-
turen allerdings die U¨bersetzungszeit des JIT-U¨bersetzers und somit die Ausfu¨hrungszeit
des Programmes. In Zusammenhang mit der im Anschluss durchzufu¨hrenden Optimierung
ist dieser Aufwand zumeist nicht mehr praktikabel.
Eine Lo¨sung, die auf der einen Seite eine gute Basis fu¨r Optimierungsalgorithmen bie-
tet und auf der anderen Seite verha¨ltnisma¨ßig geringen Einfluss auf die Ausfu¨hrungszeit
des Programmes nimmt, bietet eine Analyse auf der Produzentenseite verbunden mit einer
Annotation entsprechender Analyse-Informationen ([41]). Auf dem Gebiet der Annotati-
on wurden einige Arbeiten vorgestellt, die potenziell eine gute Basis fu¨r die Optimierung
mit mobilem Code u¨bertragener Programme bilden. Ein entscheidender Nachteil vieler
Verfahren ist jedoch die fehlende Verifizierbarkeit der u¨bertragenen Informationen. Ob
durch U¨bertragungsfehler oder absichtliche Manipulation, die Korrektheit der Analyse-
Ergebnisse ist auf der Konsumentenseite nicht verifizierbar und entsprechende Optimie-
rungen ko¨nnten im schlechtesten Fall zu einer fehlerhaften Ausfu¨hrung des Programmes
fu¨hren ([38], [40], [32], [50]). Eine Ausnahme bilden Techniken, welche lediglich Informatio-
nen zu nicht optimierbaren Programmteilen liefern, da hier im schlechtesten Fall lediglich
eine mo¨gliche Optimierung ausgeschlossen wird ([62]). Allerdings verlagern diese Techni-
ken nicht den Aufwand einer Analyse auf die Produzentenseite, sondern sparen nur einen
Teil der Arbeit auf der Konsumentenseite ein.
Die in dieser Dissertation vorgestellte Methode der effizienten und verifizierbaren Pro-
grammannotation fu¨r den Transport von Escape-Informationen verknu¨pft die Vorteile
einer auf der Produzentenseite durchgefu¨hrten Escape-Analyse mit der Sicherheit einer
vollsta¨ndig verifizierbaren Form der Annotation, die inha¨rent sichere Annotation. Insbe-
sondere ko¨nnen durch diese Methode folgende Ziele erreicht werden:
1. Es wird eine inha¨rent sichere Annotation geschaffen, die das Zwischencodeformat
SafeTSA erweitert und vollsta¨ndig verifizierbar durch Konstruktion ist.
2. Dynamische Aspekte der Programmiersprache Java und der JVM werden durch
Trennung der Analyse fu¨r die Produzenten- und Konsumentenseite des Systems so-
wie Anpassungen der nachfolgenden Optimierung zur Laufzeit unterstu¨tzt.
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3. Die U¨bersetzungszeit eines optimierenden JIT-U¨bersetzers wird im Vergleich zu einer
auf der Konsumentenseite durchgefu¨hrten Escape-Analyse nur gering beeinflusst.
4. Die durch die Annotation verursachte Vergro¨ßerung des Zwischencodes ist im Ver-
gleich zur Programmgro¨ße sehr gering.
5. Das Verfahren ist fu¨r weitere Analysetechniken einsetzbar, deren Ergebnisse sich als
Typen in einem erweiterten Maschinenmodell von SafeTSA formulieren lassen.
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6 Annotation von Escape-Informationen mit SafeTSA
Die Techniken zur Annotation von Analyseergebnissen in der Zwischencoderepra¨sentation
stellen in Zusammenhang mit einem JIT-U¨bersetzer ein effizientes Verfahren zur U¨ber-
tragung von Informationen dar, wovon eine zur Laufzeit durchgefu¨hrte Optimierung pro-
fitieren kann. Mit dieser Technik ist es mo¨glich, komplexe Analysen bereits auf der Pro-
duzentenseite durchzufu¨hren und die Ergebnisse zusammen mit dem Zwischencode zum
JIT-U¨bersetzer zu u¨bertragen. Dieser kann nach Auswertung der annotierten Informa-
tionen eine entsprechende Optimierung starten. Wa¨hrend der U¨bertragung des annotier-
ten Zwischencodes ko¨nnen jedoch Fehler oder absichtliche Manipulationen des Codes die
Annotationen vera¨ndern, ohne dass der JIT-U¨bersetzer diese A¨nderungen nachweislich
feststellen ko¨nnte.
In diesem Kapitel wird die Escape-Analyse mit einer Annotationstechnik kombiniert,
die auf dem Zwischencodeformat SafeTSA ([10],[11]) basiert. Mit SafeTSA dargestellte
Programme besitzen bestimmte, im Folgenden noch ausfu¨hrlich erla¨uterte Eigenschaften
hinsichtlich der Typ- und Referenzsicherheit, die als Basis fu¨r eine sichere Annotation
von Escape-Informationen verwendet werden. Die auf diese Weise annotierten Informatio-
nen sind insbesondere verifizierbar und ko¨nnen auf der Konsumentenseite eines SafeTSA-
Systems fu¨r entsprechende Optimierungen verwendet werden.
Zur Unterstu¨tzung weiterer spezieller dynamischer Eigenschaften der Programmier-
sprache Java und der JVM wird die Escape-Analyse in dieser Arbeit in zwei Teile ge-
trennt. Damit wird jenen Aspekten Rechnung getragen, wo bestimmte, das Ergebnis einer
Analyse beeinflussende Informationen erst zur Laufzeit eines Programmes verfu¨gbar sind.
Eine intraprozedurale, vorbereitende Analyse wird statisch auf der Produzentenseite eines
Systems durchgefu¨hrt, wobei lediglich einzelne Methoden ohne Abha¨ngigkeiten auf fremde
Methoden und Klassen untersucht werden. Eine abschließende interprozedurale Analyse
findet dynamisch auf der Konsumentenseite im JIT-U¨bersetzer Anwendung, wenn alle zur
Untersuchung notwendigen Informationen wirklich vorliegen.
Im Weiteren wird das Zwischencodeformat SafeTSA vorgestellt, die Aufteilung der
Escape-Analyse beschrieben und schließlich die Erweiterung des SafeTSA-Maschinenmodells
fu¨r die Unterstu¨tzung einer Annotationstechnik eingehend erla¨utert.
6.1 SafeTSA
6.1.1 Einleitung
SafeTSA ist eine typsichere mobile Zwischencoderepra¨sentation, welche auf der Static Sin-
gle Assignment Form (SSA) aufbaut und als Alternative zum Java-Bytecode der Firma
Sun Microsystems entwickelt wurde. SafeTSA bietet dabei mehrere entscheidende Vortei-
le, wie Typ- und Referenzsicherheit durch Konstruktion, auch als inha¨rent sicherer Code
bezeichnet. Weiterhin liefert SafeTSA die Grundlage fu¨r eine Reihe effizienter Optimie-
rungstechniken. So ko¨nnen unter anderem Ergebnisse einer Nullreferenz- und Reihungszu-
griffsu¨berpru¨fungs-Eliminierung sicher mit diesem Code u¨bertragen werden. Sicher bedeu-
tet hier in erster Linie, dass ein durch SafeTSA repra¨sentiertes Programm mit enthalte-
nen Nullreferenz- und Reihungszugriffsu¨berpru¨fungs-Eliminierungen seine Typsicherheit
beha¨lt, selbst wenn der Zwischencode bo¨swillig von Hand manipuliert wurde. SafeTSA
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eignet sich jedoch aufgrund seiner Struktur auch fu¨r weitere U¨bertragungstechniken. Im
folgenden Abschnitt wird die SafeTSA-Zwischencoderepra¨sentation im Detail vorgestellt.
6.1.2 Maschinenmodell
Abbildung 20 entha¨lt ein einfaches Java-Programm und das dazu a¨quivalente Programm
in SSA-Form. Jede Zeile in der Darstellung steht fu¨r eine Instruktion, die einen Wert pro-
duziert, gekennzeichnet durch die so genannte Instruktionsnummer. Wird ein Wert einer
Instruktion im folgenden Verlauf des Programmes als Operand einer weiteren Instruktion
verwendet, so wird die entsprechende Instruktionsnummer in Klammern dargestellt.
Abbildung 20: Einfaches Java-Quellprogramm und zugeho¨rige SSA-Form
Eine Schwachstelle dieser Darstellung liegt in der fehlenden referenziellen Integrita¨t des
so repra¨sentierten Programmes. So ko¨nnte zum Beispiel durch einen U¨bertragungsfehler
oder bo¨swillige Manipulation das Programm aus Abbildung 20 so gea¨ndert werden, dass
die Instruktion 13 auf den Wert (11) zeigt. Dieser Wert ist jedoch nur dann definiert, wenn
der Kontrollfluss den Else-Zweig der Bedingungsanweisung durchla¨uft, was zwangsla¨ufig
zu einem Fehler fu¨hren wu¨rde.
In SafeTSA hingegen wird eine referenzielle Integrita¨t auf der Basis der Dominator-
Relation eingefu¨hrt. Das bedeutet fu¨r jede Instruktion eine Einschra¨nkung der Referenzen
auf ausschließlich diejenigen Werte, die diese Instruktion dominieren. Ein Wert a dominiert
einen Wert b, wenn a auf jedem Ausfu¨hrungspfad des Programmes vor b ausgefu¨hrt wird.
Diese Erweiterung fu¨hrt zu einer Darstellung, in der jede Referenz zu einer dominierenden
Instruktion durch ein Paar (l − r) repra¨sentiert wird, wobei l fu¨r einen Basisblock und r
fu¨r die den Wert erzeugende Instruktion innerhalb dieses Blockes steht. Der Basisblock l
entspricht der Anzahl von Schritten, die im Dominatorbaum vom aktuellen Block bis zum
definierenden Block zuru¨ckgegangen werden muss. Handelt es sich um eine phi-Instruktion
und ist l=0, so wird der der phi-Instruktion vorausgehende Basisblock im durch die Ope-
randenreihenfolge gegebenen Kontrollfluss referenziert. Ist l 6= 0, steht l ebenfalls fu¨r eine
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entsprechende Anzahl von Schritten. Jedoch wird nun bei dem aus der Operandenfolge
ableitbaren und im Kontrollfluss vorausgehenden Block mit dem Za¨hlen begonnen. Abbil-
dung 21 zeigt das genannte Beispielprogramm in referenzsicherer SSA-Form.
Abbildung 21: Beispielprogramm aus Abbildung 20 in referenzsicherer SSA-Form
Typentrennung ist ein weiterer grundlegender Aspekt von SafeTSA. Im Gegensatz zu
SSA, dessen Maschinenmodell einen einzigen unbeschra¨nkten Registersatz entha¨lt, defi-
niert das von SafeTSA verwendete Maschinenmodell fu¨r jeden Typ einen entsprechenden
Registersatz. In diesem Registersatz ko¨nnen ausschließlich Werte des zugeho¨rigen Typs ab-
gelegt werden. Die Registersa¨tze werden implizit wa¨hrend der U¨bersetzung des Program-
mes erzeugt, wobei jedem im Programm verwendeten Typ genau ein korrespondierender
Registersatz entspricht. Abbildung 22 zeigt die schematische Darstellung des von SafeTSA
verwendeten Maschinenmodells, der Typentabelle und des typisierten Konstantenpools.
Die Verwendung des korrespondierenden Registersatzes, bzw. dessen Auswahl durch
die entsprechende Instruktion, ist implizit als Teil der Operationen gegeben. Jede Instruk-
tion wa¨hlt automatisch die Registersa¨tze der Quell- und Zielregister aus, wobei SafeTSA-
Instruktionen als Operanden lediglich Registernummern erhalten. Die eigentliche Abbil-
dung auf die Registersa¨tze wird von jeder Instruktion selbst durchgefu¨hrt. So hat eine
Integer-Addition in SafeTSA als Operanden die beiden Registernummern r1 und r2. Die
Operandenwerte holt sie sich entsprechend automatisch aus den Registern r1 und r2 des
Integer-Registersatzes und speichert nach Ausfu¨hrung ihr Ergebnis im na¨chsten freien
Integer-Register r3 dieses Registersatzes ab. Vergleichbar wu¨rde eine Integervergleichs-
operation ihre Operanden aus dem Integer-Registersatz beziehen, jedoch ihr Ergebnis im
na¨chsten freien Boolean-Register des Boolean-Registersatzes ablegen, da ihr Ergebniswert
vom Typ Boolean ist. Abbildung 23 zeigt das oben vorgestellte Beispielprogramm aus
Abbildung 20 in typ- und referenzsicherer SSA-Form (SafeTSA).
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Abbildung 22: Typenmodell von SafeTSA
6.1.3 Typ- und Referenzsicherheit
Die SafeTSA-Form definiert spezielle Operationen zur Verwendung fu¨r Nullreferenz- und
Reihungszugriffsu¨berpru¨fungen. Damit ko¨nnen unbeno¨tigte Nullreferenz- und Reihungszu-
griffsu¨berpru¨fungen bereits bei der U¨bersetzung des Programmes auf der Produzentenseite
aus dem Zwischencode entfernt werden. Zur Verwendung dieser Operationen wird fu¨r jeden
Referenztyp R ein sicherer Referenztyp Rsafe und fu¨r jedes Array A ein sicherer Index-
typ Asafe eingefu¨hrt. Die diesen Typen zugeordneten Registersa¨tze und Register ko¨nnen
nur Referenzen ungleich der Nullreferenz beziehungsweise im Indexbereich eines Arrays
liegende Integerwerte enthalten. Wird ein Wert fu¨r ein sicheres Register eingefu¨hrt, so
muss er durch eine spezielle Instruktion bestimmt sein, die explizit zur Nullreferenz- oder
Reihungszugriffsu¨berpru¨fung in SafeTSA definiert ist. Speichersicherheit in SafeTSA wird
durch spezielle Restriktionen der SafeTSA-Operationen erreicht. So du¨rfen alle Operatio-
nen, mit denen auf den Speicher oder ein Array zugegriffen werden kann, ihre Operanden
ausschließlich aus den ihrem Typ entsprechenden sicheren Registersa¨tzen beziehen. Die im
Folgenden vorgestellten SafeTSA-Operationen verdeutlichen die genannten Eigenschaften
von SafeTSA.
6.1.4 SafeTSA-Operationen
Primitive Operationen Die Ausfu¨hrung von Operationen, die fu¨r primitive Datenty-
pen definiert sind, werden in SafeTSA durch die primitiven Operationen primitive und
xprimitive formuliert:
primitive type op op1...opn, type ∈ Type, op ∈ Symbol, op1...opn ∈ N
xprimitive type op op1...opn, type ∈ Type, op ∈ Symbol, op1...opn ∈ N
Hierbei spezifiziert type den primitiven Datentyp, fu¨r den die Operation auszufu¨hren
ist, op den Namen der Operation und op1...opn die Register, in denen die beno¨tigten Ope-
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Abbildung 23: Beispiel in typ- und referenzsicherer SSA-Form
randen gespeichert sind. Weiterhin legt die Operation durch op implizit fest, aus welchem
Registersatz die Operanden zu beziehen sind und in welchen Registersatz das Ergebnis der
Berechnung nach Ausfu¨hrung gespeichert wird. Der Unterschied zwischen primitive und
xprimitive liegt in der Behandlung von Ausnahmefa¨llen bzw. Fehlerfa¨llen, wobei xprimitive
eine Ausnahme auslo¨st, primitive jedoch mit einem fehlerhaften Wert weiter arbeitet.
Speicheroperationen Die Nullreferenz- und Indexu¨berpru¨fung wird durch eine Er-
weiterung des SafeTSA-Maschinenmodells realisiert. Fu¨r jeden Referenztyp ref wird ein
sicherer Referenztyp ref-safe und fu¨r jede Reihung ein sicherer Indextyp safe-arr-index
eingefu¨hrt. Weiterhin ko¨nnen Register des sicheren Referenztyps nur Werte ungleich der
Nullreferenz und Register des sicheren Indextyps nur Integerwerte aus dem Indexbereich
der jeweiligen Reihung enthalten. Es gilt ferner die Einschra¨nkung, dass Werte sicherer
Register ausschließlich durch die Instruktionen xnullcheck und xindexcheck zur expliziten
Null- und Indexu¨berpru¨fung definierbar sind:
xnullcheck ref object, ref ∈ Type, object ∈ N
xindexcheck arr index, arr ∈ Type, index ∈ N
Hierbei bezeichnet ref den Typ der zu u¨berpru¨fenden Referenz und object das Regi-
ster, in dem die Referenz abgespeichert ist. Entspricht bei Ausfu¨hrung der Operation der
angegebene Referenzwert der Nullreferenz, so wird eine Ausnahme ausgelo¨st. Anderenfalls
wird eine Kopie des Wertes im na¨chsten verfu¨gbaren Register des zugeho¨rigen sicheren Re-
gistersatzes ref-safe abgelegt. Analog steht arr fu¨r den Reihungstyp und index bezeichnet
das Integer-Register des den Index repra¨sentierenden Operanden. Liegt bei Ausfu¨hrung
der Operation der Index außerhalb des Indexbereiches der Reihung, so wird eine Ausnah-
me ausgelo¨st. Anderenfalls wird der Integerwert im sicheren Registersatz safe-arr-index
abgelegt.
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Die Speichersicherheit ergibt sich nunmehr durch eine Restriktion aller in SafeTSA de-
finierten Operationen mit Speicher- bzw. Indexzugriff. Fu¨r diese Operationen gilt, dass sie
ihre Operanden ausschließlich aus den sicheren Registersa¨tzen ref-safe und safe-arr-index
beziehen du¨rfen. Die folgenden Operationen getfield und setfield stehen fu¨r Feldzugriffe
(Klassenattribute in Java) zur Verfu¨gung:
getfield ref object field, ref ∈ Type, object ∈ N, field ∈ Symbol
setfield ref object field value, ref ∈ Type, object, value ∈ N, field ∈ Symbol
Fu¨r beide Operationen bezeichnet ref den Typ des Referenzwertes, auf dem die Ope-
ration ausgefu¨hrt werden soll, und object das Register des sicheren Registersatzes ref-safe,
aus dem der Operand fu¨r diesen Referenzwert bezogen werden kann. Ferner steht field fu¨r
den Namen des zu lesenden oder schreibenden Feldes. Die Operation getfield speichert den
Wert des gelesenen Feldes in dem Registersatz des field zugeho¨rigen Datentyps ab. Aus
dem ebenfalls durch den Typ von field bestimmten Registersatz liest setfield das Register
value und speichert den Wert in das Feld field.
Die Operationen getelt und setelt ko¨nnen fu¨r den Zugriff auf Reihungen verwendet
werden:
getelt arr object index, arr ∈ Type, object, index ∈ N
setelt arr object index value, arr ∈ Type, object, index, value ∈ N
Hier steht arr fu¨r den entsprechenden Reihungstyp und object fu¨r das Register des
sicheren Registersatzes arr-safe, in dem die Basisadresse der Reihung zu finden ist. Wei-
terhin bezeichnet index das Register des sicheren Registersatzes safe-arr-index, der den
Index fu¨r diese Operation entha¨lt, und value das Register des dem Elementtyp der Reihung
zugeordneten Registersatzes, dessen Wert dann im entsprechenden Element der Reihung
gespeichert wird. Das Ergebnis von getelt wird im na¨chsten verfu¨gbaren Register des dem
Elementtyp der Reihung zugeordneten Registersatzes abgelegt.
Operationen zur Konvertierung von Referenzwerten Die folgenden Operationen
xupcast und downcast stehen in SafeTSA zur Typkonvertierung von Referenzwerten zur
Verfu¨gung.
xupcast src target object src, target ∈ Type, object ∈ N
downcast src target object src, target ∈ Type, object ∈ N
Durch die in SafeTSA eingefu¨hrte strikte Typentrennung, welche durch das Maschi-
nenmodell in getrennten Registersa¨tzen dargestellt wird, entspricht eine Typkonvertierung
dem Kopieren eines Wertes zwischen zwei Registersa¨tzen. Bei der Operation xupcast wird
von dem durch src gegebenen Typ der Ursprungsregistersatz abgeleitet und object steht
fu¨r das den Wert enthaltende Register. Der Zielregistersatz, in dessen na¨chstem verfu¨gba-
ren Register der Wert bei mo¨glicher Konvertierung kopiert wird, ist dem Typ von target
zugeordnet. Ist keine Konvertierung mo¨glich, so wird eine Ausnahme ausgelo¨st. Die Ope-
ration downcast arbeitet analog, jedoch wird immer von einer mo¨glichen Konvertierung
ausgegangen.
Die Operationen ko¨nnen in einer speziellen Anwendung fu¨r Null- und Indexu¨berpru¨fun-
gen eingesetzt werden (xnullcheck und xindexcheck), indem die zu pru¨fenden Werte von
einem unsicheren in einen sicheren Typ konvertiert werden.
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Methodenaufrufe und φ-Funktion Die Operationen xdispatch und xcall stehen in
SafeTSA fu¨r die Durchfu¨hrung der Methodenaufrufe zur Verfu¨gung:
xcall base rec meth op1...opn, base ∈ Type, meth ∈ Symbol, rec, opi ∈ N
xdispatch base rec meth op1...opn, base ∈ Type, meth ∈ Symbol, rec, opi ∈ N
Das Register mit dem Empfa¨ngerobjekt wird in beiden Operationen durch rec bezeich-
net, wobei der zugeho¨rige sichere Registersatz dem in base bestimmten Typ entspricht.
Die aufzurufende Methode wird durch das Symbol meth festgelegt und op steht fu¨r die
Register, aus denen die Operandenwerte des Methodenaufrufes bezogen werden ko¨nnen.
Der Ru¨ckgabewert wird im na¨chsten freien Register des dem Resultattyps zugeordneten
Registersatz abgelegt.
Der Unterschied zwischen beiden Operationen ergibt sich aus der Art und Weise, wie
die Methoden an den Aufruf gebunden werden. Bei xcall findet eine statische Bindung,
bei xdispatch hingegen eine dynamische Bindung statt. Bei letzterer wird auf der Produ-
zentenseite lediglich die Methodensignatur festgelegt und die eigentliche Bindung erst auf
der Konsumentenseite durchgefu¨hrt.
Zur Darstellung von φ-Funktionen kann in SafeTSA folgende Operation verwendet
werden:
phi type op1...opn, type ∈ Type, op1...opn ∈ N
Die phi-Operation ist auf Operanden gleichen Datentyps beschra¨nkt, der durch type
gekennzeichnet ist. Die mo¨glichen Operandenwerte stehen in den durch op bezeichneten
Registern. Bei Ausfu¨hrung wird der Operand i des aktuellen Kontrollflusses berechnet
und dessen Operandenwert opi in das na¨chste verfu¨gbare Register des durch type be-
stimmten Registersatzes abgelegt. Die phi-Operation in SafeTSA ist rein auf die Zwi-
schencoderepra¨sentation ausgelegt. Auf der Konsumentenseite ko¨nnen die vorhandenen
phi-Operationen aufgelo¨st werden.
6.2 Aufteilung der Escape-Analyse
Die Verlagerung der Escape-Analyse von der Laufzeit in die U¨bersetzungszeit bietet einen
enormen Vorteil. Mit der Auswertung annotierter Analyseergebnisse kann der JIT-U¨ber-
setzer, ohne durch den hohen Aufwand einer kompletten Analyse belastet zu werden, pro-
fitable Optimierungen durchfu¨hren. Die ersparte Zeit kann direkt fu¨r die Implementierung
besserer Optimierungstechniken verwendet werden. Dennoch besitzt diese Herangehens-
weise einen bedeutenden Nachteil, der in den Eigenschaften der Programmiersprache Java
und der JVM begru¨ndet ist. Die Spezifikation von Java erlaubt so z.B. das dynamische
Laden von Klassen8. Durch diese Technik ko¨nnen Klassen zur Laufzeit eines Programmes,
also nach der U¨bersetzung auf einer Produzentenseite, in die JVM geladen und ausgefu¨hrt
werden. Das besondere hierbei ist, dass sich ein Programm bereits in der Ausfu¨hrung
befinden kann, bevor alle beno¨tigten Klassen vollsta¨ndig geladen und verfu¨gbar sind.
In Bezug auf die Optimierung, welche sich die Ergebnisse einer Escape-Analyse zu
Nutze macht, ergibt sich ein Problem bezu¨glich der Interaktion zwischen verschiedenen
8Kapitel 7.2 erla¨utert dieses Verfahren.
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Abbildung 24: Java-Programm mit mehreren Klassen
Klassen (interprozedurale Analyse). Die bisher vorgestellten, statisch zur U¨bersetzungs-
zeit durchgefu¨hrten Escape-Analysen basieren alle auf der Annahme, dass alle in dem zu
untersuchenden Programm benutzten Klassen bekannt sind. Die verwendeten Techniken
fu¨hren eine interprozedurale Analyse fu¨r Klassen durch, die zur Analysezeit zur Verfu¨gung
stehen und sich bis zur und wa¨hrend der Ausfu¨hrung des Programmes in der JVM nicht
mehr a¨ndern. In der Realita¨t verhalten sich Programme jedoch anders. Allein vom Zeit-
punkt der Analyse bis zur Ausfu¨hrung eines Programmes ko¨nnen sich Klassen und damit
die untersuchten Ergebnisse a¨ndern, indem einzelne Teile eines Programmes neu entwickelt
und u¨bersetzt werden. Die bereits durchgefu¨hrte Escape-Analyse beru¨cksichtigt dies jedoch
nicht und kann hierdurch zu fehlerhaften Optimierungen fu¨hren.
Beispiel
Abbildung 24 zeigt die Klasse FrameCheck zur Berechnung sich mo¨glicherweise u¨berlap-
pender Fenster auf einem Desktop. Sie implementiert die Methode checkIntersect()
zur U¨berpru¨fung, ob ein zweites neu gestaltetes Fenster ein bereits bestehendes Fenster
u¨berlagert. Das neue Fenster lower wird der Methode intersects() u¨bergeben, die ei-
ne mo¨gliche U¨berschneidung mit dem gegebenen Fenster upper berechnet. Eine statische
Escape-Analyse ko¨nnte in diesem Beispiel nur verwertbare Ergebnisse fu¨r eine Optimie-
rung liefern, wenn sich die Klassen FRect und FrameBorder bis zur Laufzeit des Program-
mes nicht mehr vera¨ndern wu¨rden. Das kann jedoch nicht garantiert werden, da bis zur
Ausfu¨hrung in der JVM neue Implementierungen dieser Klassen zur Verfu¨gung stehen
ko¨nnten. Zum Beispiel ko¨nnte sich die Klasse FrameBorder in der Hinsicht a¨ndern, dass
das u¨bergebene Rechteck zu Verwaltungszwecken in einer externen Tabelle gespeichert
wird. Damit wu¨rde das Objekt, auf das die Variable lower verweist, im Gegensatz zu dem
Ergebnis einer auf der Produzentenseite durchgefu¨hrten Analyse aus der entsprechenden
Methode entkommen.
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Trennung der Analyse
Die Lo¨sung des hier geschilderten Problems kann durch eine Trennung der Analyse in zwei
separate Phasen erreicht werden, die sich in folgende Aufgabenbereiche gliedern:
Phase 1: Die erste Phase beinhaltet eine vorbereitende, auf der Produzentenseite
durchgefu¨hrte intraprozedurale Escape-Analyse. Zu diesem Zeitpunkt sind einzelne
Klassen und deren Implementierungen bekannt, jedoch nicht die Interaktion zwischen
verschiedenen Klassen. Die intraprozedurale Analyse beschra¨nkt sich auf einzelne
Klassen und die dort implementierten Methoden.
Phase 2: Im zweiten Schritt der getrennten Analyse wird das Verhalten zwischen
den verschiedenen Klassen untersucht. Die dynamische, auf der Konsumentenseite
durchgefu¨hrte interprozedurale Escape-Analyse arbeitet mit den u¨bermittelten Er-
gebnissen der intraprozeduralen Analyse. Zum Zeitpunkt der Ausfu¨hrung eines Pro-
grammes sind der Konsumentenseite alle Klassen in ihrer aktuellen Implementierung
bekannt. Nachdem eine Klasse geladen und vom Zwischencode in ein ausfu¨hrbares
Format u¨bersetzt wurde, finden keine A¨nderungen mehr statt9. Ein JIT-U¨bersetzer
ko¨nnte demnach ohne Gefahr die entsprechenden Optimierungen ausfu¨hren.
Bei der Aufteilung der zu verwendenden Escape-Analyse ist es wichtig festzustellen, an
welchen Punkten die intraprozedurale in eine interprozedurale Analyse u¨bergeht. Die Zwi-
schenergebnisse der intraprozeduralen Analyse sind in einem Zustand festzuhalten und als
Modell zu formulieren, welches mittels einer Annotation dem Zwischencode als Informati-
on hinzugefu¨gt werden kann. Im weiteren Verlauf muss der Zustand der intraprozeduralen
Analyse zur Laufzeit wieder hergestellt werden und auf Basis der ermittelten Zwischen-
ergebnisse die interprozedurale Analyse gestartet werden, die an den zuvor definierten
Punkten einsetzt.
Der folgende Abschnitt erla¨utert, wie eine Escape-Analyse in zwei Phasen zerlegt, die
Ergebnisse der intraprozeduralen Analyse in einem Modell formuliert und mittels einer
sicheren Annotationstechnik zur Konsumentenseite u¨bertragen werden ko¨nnen. Weiterhin
wird ein dynamisch auf der Konsumentenseite durchfu¨hrbarer interprozeduraler Algorith-
mus vorgestellt, der auf den annotierten Ergebnissen der ersten Phase basiert und die
Escape-Analyse effizient abschließt.
6.3 Escape-Annotationen in SafeTSA
6.3.1 Escape-Analyse und erweiterte Definition des Begriffes
Die in [61] vorgestellte Escape-Analyse von Whaley und Rinard bestimmt fu¨r jedes lokale
Objekt und jeden formalen Parameter einer Methode, ob darauf zeigende Referenzen den
Lebensraum der Methode verlassen (fliehen, escape) oder nicht (gebunden, bound). Es
besitzen demnach alle lokalen Objekte und formale Parameter eine Escape-Eigenschaft
escape (), die durch escape und bound bestimmt wird.
9Ausnahme: explizites Klassennachladen, wie in Kapitel 7.4 beschrieben.
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Definition: Ein lokales Objekt oder formaler Parameter o flieht aus einer Methode m,
genau dann wenn gilt: das Objekt ist u¨ber eine Referenz von außerhalb der Methode, nach
Ablauf dieser Methode erreichbar. Jedes Objekt hat die Escape-Eigenschaft
escapem (o) =
{
bound falls o in m nicht flieht
escape sonst
Mit der Aufteilung der Escape-Analyse in einen intra- und einen interprozeduralen
Teil, die jeweils auf der Produzenten- und der Konsumentenseite ausgefu¨hrt werden, er-
geben sich fu¨r die Definition der Escape-Eigenschaft neue Anforderungen. Wa¨hrend der
intraprozeduralen Analyse werden Zusammenha¨nge, die u¨ber den Bereich der aktuell zu
analysierenden Methode hinausgehen, nicht beru¨cksichtigt. Insbesondere trifft das auf Ob-
jekte zu, die als Argument an andere Methoden weitergegeben werden und somit fliehen
ko¨nnen. Diese Methoden sind zumeist nicht bekannt oder es kann nicht dafu¨r garantiert
werden, dass eine auf der Produzentenseite bekannte Methode in unvera¨nderter Form auf
der Konsumentenseite vorliegt. Obwohl ein Objekt, welches auf diese Art an eine frem-
de Methode u¨bergeben wird, durchaus innerhalb der definierenden Methode gebunden
sein kann, muss aufgrund fehlender Informationen immer die Escape-Eigenschaft fliehend
angenommen werden.
Wu¨rden durch eine Annotation lediglich die Escape-Eigenschaft fliehend und gebunden
zur Konsumentenseite u¨bertragen, so mu¨sste die interprozedurale Escape-Analyse unter
erheblichem Aufwand alle fliehenden Objekte erneut untersuchen oder auf wertvolle Opti-
mierungsmo¨glichkeiten verzichten. Eine Lo¨sung fu¨r dieses Problem bietet die Erweiterung
der Escape-Eigenschaft, welche alle Objekte beschreibt, die u¨ber die Weitergabe als Ar-
gument an andere Methoden fliehen ko¨nnen.
Definition: Gilt fu¨r ein lokales Objekt oder formalen Parameter o einer Methode m
escapem (o) = escape genau deswegen, weil o an eine Methode g als Parameter u¨bergeben
wird und g ist zur U¨bersetzungszeit unbekannt oder kann nicht analysiert werden, dann
erha¨lt o die Escape-Eigenschaft escapem (o) = may und wird somit als mo¨glicherweise
fliehend gekennzeichnet. Die erweiterte Escape-Eigenschaft ergibt sich also zu:
escapem (o) =

bound falls o in m nicht flieht
may falls o flieht mo¨glicherweise in m
escape sonst
In dem verwendeten SafeTSA-System wird die so genannte this-Referenz10 als Para-
meter an eine auf einem Objekt aufgerufene Methode u¨bergeben. Das Verhalten von this
innerhalb einer Methode kann also durch die Escape-Eigenschaft dieses speziellen Parame-
ters beschrieben werdem. Betrachtet man das Beispiel aus Abbildung 25, so ist leicht zu
erkennen, dass das Objekt myObject der Klasse B durch den Aufruf der Methode foo ()
fliehen kann, wenn in foo () entsprechend zur Laufzeit die Referenz auf this flieht, also
gilt escapefoo (this) = escape. Fu¨r die Klasse A kann zur Laufzeit jedoch eine andere
Implementierung vorliegen als diejenige, die auf dem Produzentensystem zum Zeitpunkt
der U¨bersetzung bekannt war.
10Die Variable this zeigt auf die eigene Instanz eines Objektes.
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Abbildung 25: Fliehen durch Implizite U¨bergabe an Methode
Der fu¨r ein neu erzeugtes Objekt aufrufbare Konstruktor wird als eine spezielle Metho-
de repra¨sentiert, an die ebenfalls eine Referenz auf das Objekt selbst u¨bergeben wird (this),
wodurch ein Objekt auch durch den Aufruf des Konstruktors fliehen kann. Im Unterschied
zu anderen Methoden weist der Konstruktor eine zusa¨tzliche Eigenschaft auf. Die Sprach-
definition von Java erfordert, dass sich Konstruktoren in der umgekehrten Reihenfolge der
Vererbungshierarchie, nach einem fest definierten Schema aufrufen. Im Beispiel ruft also
der Konstruktor der Klasse B den Default-Konstruktor der Klasse A auf. Die Aufrufe erfol-
gen bis zum Erreichen der Klasse java.lang.Object, welche die Superklasse aller Klassen
darstellt. Offensichtlich kann auch hier der Fall auftreten, dass in einem Konstruktor einer
beliebigen Klasse innerhalb der Vererbungshierarchie der this repra¨sentierende Parameter
flieht und damit alle erzeugten Objekte aller abgeleiteten Klassen fliehen, fu¨r die der Kon-
struktor aufgerufen wurde. Demzufolge kann also jedes Objekt bereits durch den Aufruf
eines Konstruktors fliehen, sofern das Objekt nicht eine Instanz von java.lang.Object
ist oder alle in Frage kommenden Konstruktoren aller Superklassen bekannt sind.
Um eine effiziente Escape-Analyse in Bezug auf this fu¨r Methoden und Klassen (beim
Aufruf von Konstruktoren) zu unterstu¨tzen werden folgende Escape-Eigenschaften defi-
niert:
Definition: Eine Methode m besitzt die Escape-Eigenschaft escape, genau dann wenn
gilt: eine Referenz auf das m aufrufende Objekt (this) flieht aus m. Flieht eine Referenz
auf this ausschließlich aufgrund der Weitergabe an eine weitere Methode g oder ist g zu
diesem Zeitpunkt nicht bekannt oder kann nicht analysiert werden, so wirdm entsprechend
als may bestimmt. Flieht this nicht, so erha¨lt m die Escape-Eigenschaft bound.
escape (m) =

bound falls this in m nicht flieht
may falls this flieht mo¨glicherweise in m
escape sonst
6.3.2 Erweitertes SafeTSA-Maschinenmodell
Die grundlegende Idee der hier vorgestellten Annotationstechnik ist die Integration von
Escape-Eigenschaften in das Maschinenmodell und die Operationen von SafeTSA und so-
mit in die Zwischencoderepra¨sentation zur U¨bertragung. Ausgangspunkt fu¨r die Integra-
tion ist die Typtrennung, welche durch die Trennung der Registersa¨tze erreicht wird und
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die folgende Typsicherheit eines mittels des SafeTSA-Formats u¨bertragenen Programmes.
Indem die Escape-Eigenschaft eines Objektes oder formalen Parameters als u¨bergeordne-
ter Typ formuliert wird, kann SafeTSA mit einer entsprechenden Erweiterung die sichere
U¨bertragung dieses Typs garantieren und somit die sichere U¨bertragung der Ergebnisse
einer Escape-Analyse in Form von Escape-Eigenschaften.
Da in einem Quellprogramm jedem Objekt bereits ein entsprechender Typ zugeord-
net ist, muss das Maschinenmodell von SafeTSA um eine neue Dimension von Typen
erweitert werden, welche orthogonal zu den bestehenden Typen angeordnet werden. Die
hinzuzufu¨gende Dimension definiert genau drei verschiedene Typen, welche den definier-
ten Escape-Eigenschaften entsprechen (escape, may, bound). Fu¨r jeden Typ der neuen
Dimension existiert wiederum ein getrennter Registersatz, der nur Werte dieses Typs bzw.
dieser Escape-Eigenschaft enthalten kann. Fu¨r jeden Referenztyp R existieren also drei
mo¨gliche Typen der zusa¨tzlichen Dimension, welche die Escape-Eigenschaft des R zu-
geho¨rigen Objektes repra¨sentieren - Rescape, Rmay und Rbound. Diese drei Typen werden
als Escape-Typen bezeichnet. Abbildung 26 zeigt das erweiterte Maschinenmodell und die
Registersa¨tze der neuen Dimension.
Abbildung 26: Erweitertes SafeTSA-Maschinenmodell
Die Erweiterung des Maschinenmodells, welche mit der Einfu¨hrung sicherer und unsi-
cherer Typen verglichen werden kann, verletzt nicht die Typsicherheit eines Programmes.
Insbesondere ko¨nnen die Escape-Typen durch eine Erweiterung der SafeTSA-Operationen
sicher von der Produzenten- zur Konsumentenseite transportiert und dort durch einen
JIT-U¨bersetzer verifiziert werden.
6.3.3 Modifizierte SafeTSA-Operationen
Mit der Erweiterung des SafeTSA-Maschinenmodells mu¨ssen einige Operationen (Instruk-
tionen) des SafeTSA-Instruktionssatzes ebenfalls erweitert und angepasst werden. Die Mo-
difizierung der Operationen erfolgt so, dass die sichere U¨bertragung der Escape-Eigenschaft
und somit die Richtigkeit der auf der Produzentenseite ermittelten intraprozeduralen Ana-
lyseergebnisse garantiert werden ko¨nnen. Im Anschluss werden notwendige Modifikationen
und die erweiterten Operationen vorgestellt.
Ru¨ckgabewerte Referenziert eine Variable ein lokales Objekt o in der Methode m und
es gilt escapem (o) = bound, so ist o und somit diese Variable von der Verwendung als
Ru¨ckgabewert von m ausgeschlossen, da o sonst fliehen wu¨rde. Aus diesem Grund muss
die return-Instruktion in der Art modifiziert werden, dass sie ihre Operanden ausschließ-
lich aus solchen Registersa¨tzen bezieht, die dem Typ und der Escape-Eigenschaft escape
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entsprechen. Somit ist garantiert, dass niemals ein Operand von dieser Instruktion als
Ru¨ckgabewert zuru¨ckgeliefert wird, der mit einem gebundenen oder mo¨glicherweise flie-
henden Objekt korrespondiert.
Registersa¨tze Eine Instruktion des SafeTSA-Instruktionssatzes bezieht ihre Operanden
implizit von den SSA-Variablen der korrespondierenden Registersa¨tze und speichert ihr
Ergebnis automatisch in dem na¨chsten, frei verfu¨gbaren Register des dem Typ dieser Va-
riable entsprechenden Registersatzes ab. Diese Verfahrensweise gilt auch fu¨r das erweiterte
Maschinenmodell, in welchem aber durch Einfu¨gen einer zusa¨tzlichen Dimension einige In-
struktionen gleichermaßen auf Referenztypen mit unterschiedlichen Escape-Eigenschaften
operieren. Die zu erweiternden Instruktionen beno¨tigen einen zusa¨tzlichen Modifikator,
welcher den Typ hinsichtlich der Escape-Eigenschaften may, bound und escape kennzeich-
net und anweist, aus welchem Registersatz die entsprechenden Operanden zu beziehen
sind. Ist kein Modifikator angegeben, handelt es sich also um eine nicht-modifizierte In-
struktion, so dass diese Instruktion ihre Operanden ausschließlich aus dem Registersatz
fu¨r Typen der Escape-Eigenschaft escape bezieht.
Weiterhin ist es fu¨r Instruktionen nicht mo¨glich, Werte zwischen zwei Registersa¨tzen
hinsichtlich des Escape-Typs zu kopieren. Es ist also z.B. ausgeschlossen, den Inhalt eines
Registers dessen Registersatz der Escape-Eigenschaft bound entspricht, in ein Register
zu kopieren, dessen Registersatz mit dem Typ escape verbunden ist. Tabelle 2 zeigt die
gu¨ltigen und ungu¨ltigen Kopieroperationen.
Quell-/Zielregistersatz bound may escape
bound x - -
may - x -
escape - - x
Tabelle 2: Mo¨gliche Kopieroperationen fu¨r SafeTSA-Instruktionen (z.B. xupcast)
Parameteru¨bergabe Da eine Methode in einem Programm mehrere Aufrufstellen ha-
ben kann (call sites), ist die Escape-Eigenschaft des aktuellen Parameters einer Aufrufstelle
nicht immer identisch mit der des formalen Parameters dieser Methode. In dem erweiterten
Maschinenmodell muss jedoch garantiert werden, dass bei der Verwendung eines Parame-
ters immer auf den korrekten Registersatz zugegriffen wird, also jenen Registersatz, der die
Werte entsprechend der Escape-Eigenschaft des jeweiligen aktuellen Parameters speichert.
Die in SafeTSA fu¨r die Repra¨sentation der aktuellen Parameter verwendeten Operanden-
listen einer Aufrufstelle (Instruktionen xcall und xdispatch) werden aus diesem Grund um
zusa¨tzliche Modifikatoren erweitert. Ein Modifikator bezeichnet die Escape-Eigenschaft
des entsprechenden aktuellen Parameters und wird dem jeweiligen Operanden hinzugefu¨gt.
Somit ergeben sich die Operandenlisten zu Listen von Paaren der Form (op,mod), wobei
op fu¨r den Operanden des an die Methode u¨bergebenen aktuellen Parameters steht und
mod den Registersatz hinsichtlich des Escape-Typs bezeichnet, aus dem dieser Operand
bezogen wird.
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Erweiterte Operationen Sei E die Menge der Escape-Eigenschaften {may, bound,
escape}. Im Folgenden sind die durch die Erweiterung betroffenen Operationen in einer
U¨bersicht dargestellt:
new: Die new-Operation steht in SafeTSA fu¨r die Erzeugung eines neuen Objektes
aus der angegebenen Klasse class. Das Objekt wird in dem na¨chsten freien Regi-
ster des sicheren Registersatzes des dem Objekt entsprechenden Typs abgespeichert
und anschließend der mit con bezeichnete Konstruktor aufgerufen. Um die Escape-
Eigenschaft des durch new erzeugten Objektes und somit den zu verwendenden
Registersatz hinsichtlich des Escape-Typs zu kennzeichnen, wird der Operation ein
Modifikator mod hinzugefu¨gt. Weiterhin werden op1...opn, welche die Register der
Operandenwerte der an den Konstruktor con zu u¨bergebenden aktuellen Parameter
kennzeichnen, hier als Liste von Paaren der Form (op,mod) dargestellt.
new class con (op1,mod1) ... (opn,modn)mod, mod, modi ∈ E
class, con ∈ Symbol
xupcast, downcast: Die Operationen xupcast und downcast ko¨nnen Werte von
einem Registersatz (src) zu einem anderen Registersatz (target) kopieren. So wird
xupcast, verbunden mit einer U¨berpru¨fung, auch zum Kopieren von Werten eines
unsicheren in einen sicheren Registersatz verwendet (Nullreferenzu¨berpru¨fung). In
dem erweiterten Modell werden diese Operationen hinsichtlich des Escape-Typs be-
schra¨nkt, indem das Kopieren nur innerhalb eines Escape-Typs erlaubt ist. Somit
kann eine cast-Operation zwar Werte zwischen den Registersa¨tzen may und safe-
may kopieren, nicht jedoch zwischen may und safe-bound.
xupcast src target object mod, mod ∈ E
downcast src target object mod, mod ∈ E
getfield, setfield, getelem, setelem: Die Operationen fu¨r Speicherzugriffe bezie-
hen ihre Operanden aus dem sicheren Registersatz (safe-ref, safe-arr), der dem in
ref bzw. arr bezeichneten Typ entspricht. Die Erweiterung des Maschinenmodells
macht es erforderlich, dass diese Operationen den Registersatz auch hinsichtlich des
Escape-Typs bestimmen, damit der Operand aus dem richtigen Register bezogen
werden kann. Deshalb werden die Operationen mit einem Modifikator mod erwei-
tert, der den Registersatz bezu¨glich des Escape-Typs festlegt. Die durch value be-
zeichneten Register ko¨nnen Werte ausschließlich aus einem Registersatz beziehen,
der dem Escape-Typ escape entspricht. Das ergibt sich aus der Bedeutung dieser
Speicheroperationen hinsichtlich der Escape-Analyse, da Objekte generell durch ei-
ne entsprechende Speicherung fliehen.
getfield ref object field mod, mod ∈ E
setfield ref object field value mod, mod ∈ E
getelem arr object index mod, mod ∈ E
setelem arr object index value mod, mod ∈ E
xdispatch, xcall: Die Operationen fu¨r Methodenaufrufe beziehen den Operanden
rec, der das Empfa¨ngerobjekt repra¨sentiert, aus dem entsprechenden Registersatz
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zu dem in base angegebenen Typ. In dem erweiterten Modell wird analog zu den
Speicheroperationen ein Modifikator mod eingefu¨hrt, der den Registersatz hinsicht-
lich des Escape-Typs bezeichnet. Weiterhin werden op1...opn, welche die Register
der Operandenwerte der an die Methode meth zu u¨bergebenden aktuellen Parame-
ter kennzeichnen, in diesen Operationen als Liste von Paaren der Form (op,mod)
dargestellt.
xdispatch base rec method (opi, modi)mod, mod, modi ∈ E
xcall base rec method (opi, modi)mod, mod, modi ∈ E
phi: Die phi-Operation ist auf einen Typ beschra¨nkt, der ebenfalls in Bezug auf den
Escape-Typ mit einem Modifikator mod gekennzeichnet wird. Der fu¨r den Bezug des
Operanden und das Ergebnis der Operation zu verwendende Registersatz bestimmt
sich aus dem Modifikator, wobei fu¨r alle Operanden und das Ergebnis der gleiche
Escape-Typ gilt:
phi type op1...opn mod, mod ∈ E
6.4 Interprozedurale Escape-Analyse zur Laufzeit
In den vorhergehenden Abschnitten wurde eine Technik zur Aufspaltung der Escape-
Analyse vorgestellt, mit dem Ziel, bestimmte dynamische Eigenschaften der Sprache Java
und der JVM zu unterstu¨tzen. Weiterhin wurde dargestellt, wie auf Basis der Zwischen-
coderepra¨sentation SafeTSA Ergebnisse einer intraprozeduralen Escape-Analyse auf der
Produzentenseite sicher annotiert werden ko¨nnen. Im folgenden Schritt wird eine schnelle
interprozedurale Escape-Analyse beschrieben, die auf der Konsumentenseite (z.B. einem
JIT-U¨bersetzer) Anwendung findet und auf den annotierten Ergebnissen der intraproze-
duralen Analyse basiert.
Durch die vorgestellte Annotationstechnik ko¨nnen die Zwischenergebnisse der intra-
prozeduralen Analyse auf der Konsumentenseite sicher wieder hergestellt werden. Die
Escape-Eigenschaft may beschreibt hierbei jene Objekte, deren Verhalten bezu¨glich der
Weitergabe als Parameter an Methodenaufrufe zu u¨berpru¨fen ist, u¨ber die sie mo¨glicher-
weise fliehen ko¨nnen. Objekte mit den Escape-Eigenschaften bound und escape bedu¨rfen
keiner weiteren Untersuchung, da deren Verhalten bereits bekannt ist. Die verwendete in-
terprozedurale Analyse beschra¨nkt sich somit ausschließlich auf mo¨glicherweise fliehende
Objekte und ermittelt, ob diese Objekte durch die Weitergabe an eine Methode tatsa¨chlich
fliehen.
Fu¨r ein mo¨glicherweise fliehendes lokales Objekt oder Parameter omit der umgebenden
Methode m und escapem (o) = may ergibt sich die Escape-Eigenschaft escapem (o) nach
der interprozeduralen Escape-Analyse zu:
escapem (o) :=

bound falls o wird nur in weiteren Methodenaufrufen g verwendet,
die eindeutig zuordbar sind und deren korrespondierende
formale Parameter nach der interprozeduralen Analyse die
Escape-Eigenschaft bound aufweisen
escape sonst.
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Abbildung 27: Indirekter Zugriff u¨ber Werte in SafeTSA
Interprozedurale Analyse
Der folgende Algorithmus zur Berechnung von Escape-Informationen unter Einbeziehung
interprozeduraler Zusammenha¨nge erga¨nzt die auf der Produzentenseite durchgefu¨hrte in-
traprozedurale Escape-Analyse. Er wird auf der Konsumentenseite eines SafeTSA-Systems
angewendet, welche die Ergebnisse einer intraprozeduralen Analyse zur Verfu¨gung stellt, in
diesem Fall auf Basis der Annotation. Der Aufruf des Algorithmus erfolgt u¨ber die Proze-
dur checkMethod, die eine zu untersuchende Methode m im SafeTSA-Format als Eingabe
erha¨lt und fu¨r jede zu u¨bersetzende Methode aufgerufen wird. Die Methode wird zu die-
sem Zeitpunkt durch einen Syntaxbaum mit Basisblo¨cken und Instruktionen dargestellt,
der durch checkMethod mittels einer Tiefensuche in einem Durchlauf traversiert wird.
Bei der Berechnung der endgu¨ltigen Escape-Informationen mu¨ssen jedoch die beson-
deren Eigenschaften der SSA- bzw. SafeTSA-Darstellung beru¨cksichtigt werden. Da in der
vorliegenden Programmrepra¨sentation keine Variablen mehr existieren, sondern nur noch
u¨ber die Verwendung von Werten zugegriffen wird, kann eine Escape-Eigenschaft nicht
ohne weiteres einem bestimmten Objekt zugeordnet werden. Vielmehr mu¨ssen wa¨hrend
der Analyse alle Aliase eines Wertes, der fu¨r die Erzeugung eines Objektes steht, identifi-
ziert und entsprechend behandelt werden. Abbildung 27 zeigt ein Beispielprogramm und
die schematische Darstellung in SafeTSA, wo das Objekt a in Abha¨ngigkeit einer Bedin-
gung erzeugt wird ((5) und (7)). Es ko¨nnte nun sein, dass die neu erzeugte Instanz u¨ber
einen der beiden Konstruktoren aus der Methode foo flieht. Bei der spa¨teren Verwen-
dung des Objektes (15) wird aber nicht auf die Werte aus (5) und (7) direkt zugegriffen,
da der zu verwendende Wert der erzeugenden Instruktion erst durch die Phi-Instruktion
(9) bestimmt wird. Weiterhin kann ein Wert erst Operand einer Cast-Operation sein,
z.B. indem er mit einer Nullreferenzu¨berpru¨fung von einem unsicheren in einen sicheren
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Registersatz kopiert wird (14). Entsprechend mu¨ssen die Ergebniswerte und die Operan-
den der Phi-Instruktion sowie der Ergebniswert der Cast-Operation bei der Bestimmung
der Escape-Informationen mit beru¨cksichtigt werden. Das geschieht, indem wa¨hrend der
Untersuchung eines Programmes alle Aliase eines Wertes bestimmt werden und diese hin-
sichtlich der Escape-Analyse gleich behandelt werden. Im Beispiel sind (5),(6),(7),(8),(9)
und (14) Aliase und haben die gleiche Escape-Eigenschaft.
Definition: Sei ref ∈ R ein Referenzwert aus der Menge der Referenzwerte in der
SafeTSA-Darstellung eines Programmes. Dann ist die Relation alias : R → R wie folgt
definiert:
alias (ref1, ref2)⇐⇒ ref1 ist ein Alias von ref2.
Definition: Sei ref ∈ R ein Referenzwert. Dann bezeichnet 〈ref〉 die Menge aller Aliase
von ref . 〈ref〉 ist eine A¨quivalenzklasse bezu¨glich der Relation alias und zerlegt die Menge
R.
〈ref〉 := {ref1...refn} mit alias (refi, refj) fu¨r alle i,j ∈ {1..n}
Wa¨hrend der interprozeduralen Analyse werden die A¨quivalenzklassen beim Durchlau-
fen der SafeTSA-Programmdarstellung dynamisch aufgebaut. Weiterhin werden nur die
A¨quivalenzklassen mo¨glichweise fliehender Werte gebildet, welche letzlich fu¨r die Analyse
von Bedeutung und zu untersuchen sind. Bestimmt die Analyse die Escape-Eigenschaft
der Werte, so muss immer die Aliasmenge betrachtet werden, denn wenn wa¨hrend der
Ausfu¨hrung auch nur ein Alias aus einer Methode flieht, so kann das referenzierte Objekt
ebenfalls fliehen. Folglich ist die Escape-Eigenschaft fu¨r die Aliasmenge zu erweitern.
Definition: Sei 〈ref〉 die Aliasmenge zu ref und object das durch ref referenzierte
Objekt. Dann bezeichnet escape (〈ref〉) die Escape-Eigenschaft der Aliasmenge, welche
sich durch die Escape-Eigenschaft zu jedem refi, welches in der A¨quivalenzklasse 〈ref〉
enthalten ist, ergibt.
Da ein Objekt fliehen kann, wenn mindestens eine Referenz auf dieses Objekt flieht,
gilt fu¨r die Escape-Eigenschaft der Aliasmenge:
escape (〈ref〉) =
{
bound falls ∀ refi ∈ 〈ref〉 mit i = 1...n : escape (refi) = bound
escape sonst
Die Escape-Eigenschaft des referenzierten Objektes object entspricht daher der Escape-
Eigenschaft der A¨quivalenzklasse 〈ref〉:
escape (object) = escape (〈ref〉) .
53
Fu¨r den dynamischen Aufbau der A¨quivalenzklassen wird eine Funktion updateAlias
wie folgt eingefu¨hrt:
Definition: Fu¨r eine A¨quivalenzklasse 〈ref〉 und einen Referenzwert ref1 fu¨gt die Funk-
tion updateAlias (〈ref〉, ref1) den Referenzwert ref1 zu der A¨quivalenzklasse 〈ref〉 hinzu
und notiert fu¨r jedes refi, refi ∈ 〈ref〉, ref1 ist ein Alias von refi.
Fu¨r Konstruktoren wird analog die Escape-Eigenschaft festgelegt, wobei diese auf eine
Menge von Konstruktoren erweitert wird.
Definition: Bezeichne CON die Menge der Konstruktoren coni, i = 1...n, die fu¨r ein
zu erzeugendes Objekt object aufgerufen werden, beginnend mit dem Konstruktor con1
(der object zugeho¨rigen Klasse) entsprechend der umgekehrten Vererbungshierarchie bis
zu conn (dem Konstruktor der Klasse java.lang.Object).
Da ein Objekt fliehen wird, wenn ein beliebiger in der Vererbungshierarchie aufgeru-
fener Konstruktur einer Superklasse flieht, gilt fu¨r die Escape-Eigenschaft von CON :
escape (CON) =
{
bound falls ∀ coni mit i = 1...n : escape (coni) = bound
escape sonst
Sei nun M die Menge der zu untersuchenden Objekte und Parameter, die mo¨glicher-
weise fliehen, this eine Referenz auf das Empfa¨ngerobjekt der zu untersuchenden Methode
m und pi ∈ P , i = 1...n die formalen Parameter der Methode. Bezeichne instcurrent eine
Referenz auf die aktuell untersuchte Instruktion und sei this durch den nullten Parameter
p0 repra¨sentiert.
procedure checkMethod
Eingabe: zu untersuchende Methode m
M:=∅
begin checkMethod
M = {pi | pi ∈ P and escape(pi) = may}
foreach p ∈ M
set escape(p) = bound
end for
foreach instcurrent in Tiefensuche von m
switch(instcurrent)
case(xupcast, downcast)
ref = xupcast src target object mod
if (〈object〉 ∩ M 6= ∅)
updateAlias (〈object〉, ref)
M = {ref} ∪ M
end if
54
case(phi)
ref = phi type op1...opn mod
if (
⋃
i=1..n〈opi〉 ∩ M 6= ∅)
∀i = 1...n updateAlias (〈opi〉, ref)
M = {ref} ∪ M \{op1...opn}
end if
case(new, xdispatch, xcall)
if (instcurrent = new)
//ref = new class con (op1,mod1) ... (opn,modn)mod
if (escape(ref) = may)
checkMethod(CON)
if (escape(CON) = bound)
set escape(ref) = bound
M = {ref} ∪ M
end if
end if
end if
if(instcurrent = xdispatch || instcurrent = xcall)
// xdispatch base rec meth (opi, modi)mod
if (〈base〉 ∩ M 6= ∅)
if (escape(meth)= may)
checkMethod(meth)}endif
if (escape(meth)= escape)
set escape(〈base〉) = escape
M = M \〈base〉
end if
end if
end if
for each opi with 〈opi〉 ∩ M 6= ∅
let pˆi be the corresponding formal parameter of meth
if (escapemeth(pˆi)= may)
checkMethod(meth)
if (escapemeth(pˆi)= escape)
set escape(〈opi〉) = escapemeth(pˆi)
M = M \〈opi〉}
end if
end for
end switch
end for
escape(m) := escape(〈p0〉)
end checkMethod
Im Verlauf des Algorithmus wird allen mo¨glichweise fliehenden formalen Parametern
p1...pn der Methodem nach Aufruf von checkMethod (m) entweder die Escape-Eigenschaft
escape oder bound zugeordnet (Zwischenspeicherung). Weiterhin ist escape (m) = escape
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oder escape (m) = bound (entsprechend der Escape-Eigenschaft von this).
Der Algorithmus arbeitet rekursiv fu¨r alle weiteren Aufrufstellen von Methoden in
der zu untersuchenden Methode, an die mo¨glicherweise fliehende Objekte als aktuelle Pa-
rameter u¨bergeben werden und deren korrespondierende formale Parameter die Escape-
Eigenschaft may besitzen. Um eine korrekte Arbeitsweise von checkMethod() auch bei
im Quellprogramm vorkommender Rekursion zu gewa¨hrleisten, wird ein Kontrollmecha-
nismus eingefu¨hrt.
Sei R = {m0...mn} die Menge der aktuell in Untersuchung befindlichen Methoden.
Fu¨r jede neue zu analysierende Methode mi, i ∈ N wird gepru¨ft, ob die Methode bereits
in R enthalten ist (mi ∈ R), also analysiert wird. In diesem Fall liegt mo¨glicherweise
eine Rekursion vor und checkMethod (m) bricht die aktuelle Untersuchung ab, wobei alle
Elemente aus M , die der aktuell untersuchten Methode m zugeordnet werden ko¨nnen, die
Escape-Eigenschaft escape erhalten. Ist mi noch nicht in R enthalten, dann wird diese
Methode hinzugefu¨gt ({mi} ∪R).
Beispiel
Bezogen auf das zuvor genannte Beispiel der Klasse FrameCheck arbeitet der Algorithmus
wie folgt ( Konstruktoren CON besitzen die Escape-Eigenschaft bound).
Die Methode checkIntersect definiert eine Variable lowermit escape (lower) = may.
Das durch lower referenzierte Objekt ko¨nnte mo¨glicherweise aus der Methode fliehen. Die
Analyse stellt fest, dass lower als Argument an die Methode intersects der Klasse FRect
u¨bergeben wird. Steht die Klasse FRect zur Verfu¨gung11, so kann festgestellt werden,
dass der formale Parameter von intersects nicht innerhalb der Methode gebunden ist
(escape (r) 6= bound). Die Methode muss also untersucht werden und es stellt sich heraus,
dass das Verhalten der Methode incDefBorder der Klasse FrameBorders entscheidend
ist. Steht diese Klasse zur Verfu¨gung, so ergibt sich fu¨r den formalen Parameter von
incDefBorder die Escape-Eigenschaft escape (r) = bound, er flieht also nicht aus der
Methode. Als Folgerung verzeichnet die Analyse, dass der formale Parameter der Methode
intersects ebenfalls nicht flieht.12 Weiterhin kann gefolgert werden, dass das an die
Methode intersects u¨bergebene und durch lower referenzierte Objekt nicht fliehen wird.
11Eine Klasse steht zur Verfu¨gung, wenn sie bereits geladen ist. Ist das nicht der Fall, so muss davon
ausgegangen werden, dass die entsprechenden formalen Parameter fliehen. In einem erweiterten System
ko¨nnen Klassen bei Bedarf geladen werden, ohne diese jedoch zu u¨bersetzen.
12An dieser Stelle kann die Escape-Eigenschaft dieses formalen Parameters zwischengespeichert werden.
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7 Java-spezifische Eigenschaften
Wie zu Beginn erwa¨hnt wurde, besitzt die Programmiersprache Java Eigenschaften, die
das Verhalten eines Programmes hinsichtlich einer Escape-Analyse nachhaltig beeinflus-
sen, jedoch erst auf der Konsumentenseite abschließend untersucht werden ko¨nnen. In
diesem Kapitel werden die Eigenschaften ausfu¨hrlich vorgestellt und der Einfluss auf die
Durchfu¨hrung der Escape-Analyse und einer anschließenden Optimierung herausgearbei-
tet. Betrachtet werden die folgenden Eigenschaften hinsichtlich der vorgestellten Escape-
Analyse:13
• Reflektion
• Dynamisches Binden/Laden von Klassen
• Java native Schnittstelle (JNI )
7.1 Reflektion
Java bietet durch den Mechanismus der Reflektion die Mo¨glichkeit, dynamisch zur Lauf-
zeit eines Programmes einen Blick auf das Aussehen bereits geladener Klassen zu werfen.
Prinzipiell besteht die zugeho¨rige Klassenbibliothek (Reflection API) aus Komponenten
fu¨r Objekte, die bestimmte Teile einer Klasse repra¨sentieren und Mechanismen, die das Ar-
beiten mit diesen Objekten auf eine sichere Art und Weise erlauben. Der Sicherheitsaspekt
beru¨cksichtigt alle Einschra¨nkungen definierter Klassen bezu¨glich der Zugriffsberechtigun-
gen, so dass durch die Reflektion keine so genannten unerlaubten Zugriffe (Backdoors)
entstehen, mittels derer auf geschu¨tzte Informationen zugegriffen werden ko¨nnte. Grund-
lage fu¨r die Klassenkomponenten bildet die Klasse Class, die einen universellen Typ fu¨r
die ein Objekt beschreibenden Meta-Informationen repra¨sentiert.
U¨ber das so genannte Klassenobjekt einer geladenen Klasse, welches auch von jedem
instanziierten Objekt dieser Klasse referenziert werden kann, ist ein Programm in der La-
ge, weitere Informationen u¨ber die Klasse zu beziehen. Die Meta-Informationen beinhal-
ten o¨ffentlich sichtbare Felder, Konstruktoren sowie statische und Instanzmethoden. Die
Repra¨sentation dieser Daten erfolgt durch Objekte der Reflektionskomponenten Field,
Constructor und Method.
Neben der Beschaffung von Meta-Informationen zu einer Klasse, ko¨nnen diese auch
dazu verwendet werden, ummit Klassen unbekannten Typs zu arbeiten.14 So ist es mo¨glich,
neue Objekte implizit oder explizit geladener Klassen zu instanziieren, Inhalte von Feldern
zu manipulieren und Methoden auf instanziierten Objekten aufzurufen. Die Reflection
API stellt fu¨r diese Techniken Methoden wie newInstance() und invoke() zur Verfu¨gung.
Weiterhin bietet die Reflektion eine Mo¨glichkeit, Klassen in Java erst wa¨hrend der
Laufzeit eines Programmes explizit zu laden. Mit dieser Technik ko¨nnen Java Program-
me dynamisch erweitert werden, indem eine der in java.lang.Class (forName()) oder
java.lang.ClassLoader (loadClass()) implementierten Methoden unter Angabe des
13Die hier vorgestellten Techniken beziehen sich auf die Implementierung der JikesRVM, fu¨r andere
virtuelle Maschinen sei auf deren Spezifikation verwiesen. Die JikesRVM wird in Kapitel 8.3 im Detail
vorgestellt.
14In diesem Zusammenhang unbekannt auf der Produzentenseite.
57
Namens des zu ladenden Typs aufgerufen wird. Ein Beispiel wa¨re z.B. ein in Java im-
plementierter Webbrowser, in welchem durch spezielle HTML-Tags spezifizierte Applets
von einer beliebigen Netzwerkadresse in das Programm geladen und daraufhin ausgefu¨hrt
werden.
Wa¨hrend loadClass() Teil eines benutzerspezifischen Klassenladers ist, findet forName()
den ha¨ufigeren Gebrauch bei der Programmierung entsprechender Applikationen (z.B. Ar-
beiten mit Datenbanken, wo der Datenbanktreiber mittels forName() geladen wird). Diese
Methode liefert außerdem einen Typ zuru¨ck, der definitiv gebunden und initialisiert ist,
was bei loadClass() nicht unbedingt der Fall sein muss.
Die JikesRVM unterstu¨tzt vollsta¨ndig die Mechanismen der Reflektion.
7.2 Dynamisches Klassenladen
Java-Applikationen ko¨nnen mit entsprechenden benutzerdefinierten Klassenladern (Class
Loader) Klassen und Schnittstellen laden, bzw. dynamisch binden, die zur Zeit der Erstel-
lung des Programmes nicht bekannt sind oder noch nicht existieren. Verantwortlich fu¨r
den Umgang der JVM mit zu ladenden Klassen ist das Java Linking Model, welches durch
den Prozess der Klassenauflo¨sung (Class Resolution) bestimmt wird.
Beim Erzeugen einer Java-Applikation werden fu¨r jede Klasse und Schnittstelle entspre-
chende Dateien (Class Files) einer Zwischencoderepra¨sentation erzeugt, z.B. Bytecode-
oder SafeTSA-Dateien, eingeschlossen innere und anonyme Klassen. Obwohl die Klassen
selbst unabha¨ngig vorliegen, enthalten sie symbolische Verbindungen untereinander und
zu den Klassen der Java API. Bei der Ausfu¨hrung einer Applikation durch die JVM wer-
den dann alle symbolischen Verbindungen zusammengefu¨hrt. Diesen Prozess nennt man
dynamisches Binden (Dynamic Linking).
Die symbolischen Referenzen einer Klasse werden im Konstantenpool (Constant Pool)
bei Bytecode-Dateien beziehungsweise in der Symboltabelle (Symbol Table) von SafeTSA-
Dateien abgelegt, welche fu¨r jede Klasse unabha¨ngig existieren und weiterhin Informa-
tionen zu Typen, Klassen, Methoden, Feldern und Konstanten enthalten. Wa¨hrend der
U¨bersetzung werden diese in SafeTSA durch die Symboltabelle repra¨sentierten Informatio-
nen trotz unterschiedlicher U¨bersetzungsmethode in der JVM auf die gleiche Art verwaltet,
wie die im Bytecode enthaltenen Daten. Auch werden die Referenzen auf die vollsta¨ndig
u¨bersetzten Methoden an derselben Stelle gespeichert, wodurch eine Unterscheidung von
unterschiedlich u¨bersetzten Methoden nach U¨bersetzung nicht erforderlich ist.
Fu¨r jede geladene Klasse und Schnittstelle legt die JVM diese Informationen in Tabel-
len ab, die das Modell des Laufzeit-Konstantenpools (Runtime Constant Pool) verko¨rpern.
Auf der einen Seite werden Referenzen auf Instanzfelder und virtuelle Methoden im TIB
(Type Information Block) abgelegt, der fu¨r jede Klasse (jeden Typ) existiert. Die JTOC
(JikesRVM Table of Contents) hingegen entha¨lt unter anderem die Referenzen auf alle
statischen Felder und Methoden sowie eine Referenz auf jeden im System vorkommen-
den TIB. Die JTOC und der TIB werden fu¨r die Auflo¨sung (Resolve) von dynamischen
Referenzen verwendet.
Wa¨hrend der Ausfu¨hrung des Programmes muss eine spezielle symbolische Referenz,
bevor sie verwendet werden kann, aufgelo¨st werden. Mit Auflo¨sung wird der Prozess des
Suchens einer Entita¨t entsprechend der Identifikation durch die symbolische Referenz und
der Austausch der symbolischen gegen eine direkte Referenz bezeichnet. Der Vorgang wird
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auch Constant Pool Resolution genannt, da jeder symbolische Link auf ein bestimmtes
Element im Konstantenpool (TIB oder JTOC) verweist.
Bei der verzo¨gerten U¨bersetzung von Methoden in der JikesRVM kann es vorkommen,
dass nicht alle Methoden zu Beginn des Programmes zur Laufzeit u¨bersetzt werden, son-
dern die U¨bersetzung erst beim tatsa¨chlichen Aufruf erfolgt (Lazy Method Compilation).
In diesem Fall enthalten die Tabellen keine Referenzen auf die u¨bersetzten Methoden, son-
dern auf einen so genannten Lazy Method Invocation Stub. Wird eine symbolische Referenz
auf einen solchen Eintrag aufgelo¨st, veranlasst der U¨bersetzer zuerst die U¨bersetzung der
Methode und dann wird der Eintrag der Referenz entsprechend aktualisiert. Der Vorgang
entspricht dem Modell der spa¨ten Auflo¨sung (Late Resolution).15
Alle Instruktionen, die eine symbolische Referenz benutzen, mu¨ssen einen entsprechen-
den Eintrag im Konstantenpool spezifizieren. So verweist die Operation getfield u¨ber
die Werte field und ref auf Namen und Typ des zu ladenden Feldes sowie die hierfu¨r
beno¨tigte Klasse. Die Auflo¨sung fu¨r einen Eintrag im Konstantenpool erfolgt jeweils je-
doch nur einmal. Das impliziert fu¨r alle folgenden Instruktionen die Verwendung der durch
das Auflo¨sen ermittelten direkten Referenz. Weiterhin werden beim Auflo¨sen verschiedene
Zugriffs- und Korrektheitsu¨berpru¨fungen durchgefu¨hrt.
7.3 JNI - Java Native Interface
Die native Schnittstelle von Java (Java Native Interface - JNI) stellt eine Program-
mierschnittstelle dar, mit deren Hilfe ein in der JVM laufendes Programm mit Anwen-
dungen und Bibliotheken interagieren kann, die in plattformabha¨ngigen Programmierspra-
chen geschrieben wurden (z.B. C++). Die Schnittstelle ist dann sehr hilfreich, wenn eine
Anwendung nicht vollsta¨ndig in Java implementiert werden kann, z.B. weil auf spezielle
Funktionen der Zielplattform nicht durch die Java Klassenbibliotheken zugegriffen werden
kann. Weiterhin ero¨ffnet die JNI Mo¨glichkeiten, bereits implementierte Teile einer Anwen-
dung mit zu nutzen, sofern das auch hinsichtlich Funktion und Architektur machbar ist.
Die Schnittstelle bietet sowohl die Mo¨glichkeit fu¨r den Austausch von Informationen von
Java zu nativem Code als auch in der Gegenrichtung von nativem Code zu Java (native
Methoden).
Hierbei kann eine native Methode (in einer plattformabha¨ngigen Sprache geschriebene
Methode):
• Java Objekte erzeugen (Arrays und Strings eingeschlossen)
• auf diese Objekte zugreifen und A¨nderungen machen
• auf Objekte zugreifen, die innerhalb der JVM erzeugt wurden (unter Verwendung
der Invocation API)
• Objekte gemeinsam mit der Java-Applikation benutzen.
Weiterhin ko¨nnen native Methoden entsprechende Java-Methoden aufrufen, die Be-
standteil einer Klassenbibliothek sind und mit deren Ru¨ckgabewert arbeiten (Parameter
15Die eigentliche Adressberechnung erfolgt u¨ber Offsetwerte, die u¨ber die Tabellen OffsetTableField und
OffsetTableMethod verwaltet werden.
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u¨bergeben). Als eine zusa¨tzliche Funktionalita¨t ko¨nnen native Methoden Ausnahmen defi-
nieren und auslo¨sen, neue Klassen laden und inspizieren, sowie Laufzeit-Typu¨berpru¨fungen
durchfu¨hren.
Die JikesRVM unterstu¨tzt JNI in der Version 1.1 fast vollsta¨ndig, lediglich drei Funktio-
nen wurden nicht implementiert: DefineClass, RegisterNatives und UnregisterNatives.
Die entsprechenden JNI-Funktionen sind in VM JNIFunctions definiert. Methoden dieser
Klasse werden von der JikesRVM unter Hinzufu¨gen spezieller Prologe/Epiloge u¨bersetzt,
welche die U¨bertragung von nativen zu Java-Aufrufkonventionen u¨bernehmen sowie weite-
re Koordinationen steuern. Fu¨r die U¨bersetzung wird der plattformabha¨ngige U¨bersetzer
VM JNICompiler eingesetzt, der jedoch nicht bei einer optimierenden U¨bersetzung ver-
wendet werden kann. Das Thread-System der JikesRVM beru¨cksichtigt spezielle Wieder-
herstellungsmechanismen, falls eine native Methode nicht ordnungsgema¨ß beendet werden
kann oder blockiert ist. JNI-Methoden ist es in der JikesRVM nicht gestattet, beliebig auf
den Java-Speicher (Heap) zuzugreifen.
Die JikesRVM definiert weiterhin so genannte VM syscalls, wobei es sich entweder um
nicht blockierende Systemaufrufe oder spezielle Dienste aus C-Bibliotheken handelt. Diese
Methoden ko¨nnen uneingeschra¨nkt auf den Java-Speicher zugreifen.
7.4 Probleme fu¨r interprozedurale Escape-Analyse
Die in diesem Kapitel genannten Eigenschaften der Programmiersprache Java und der
JikesRVM fu¨hren auf der Konsumentenseite eines Systems zu besonderen Situationen, auf
die im Unterschied zu einer auf der Produzentenseite durchgefu¨hrten Escape-Analyse spe-
ziell eingegangen werden muss. Jede genannte Eigenschaft stellt eigene Anforderungen an
die entwickelte interprozedurale Analyse, damit diese erfolgreich in der JikesRVM einge-
setzt werden kann. Im folgenden werden die Probleme einzeln an Beispielen dargestellt
und im Anschluss eine Lo¨sungsmo¨glichkeit diskutiert.
Dynamisches Laden, Explizites Laden und Spa¨tes Binden
Der in der JikesRVM verwendete Mechanismus des verzo¨gerten Bindens und das explizite
Laden von Klassen fu¨hren dazu, dass einige Klassen und deren Methoden wa¨hrend einer
aktuellen Escape-Analyse nicht geladen sind bzw. zur Verfu¨gung stehen. Da die in dieser
Arbeit vorgestellte interprozedurale Escape-Analyse nicht nur von Informationen der ak-
tuell untersuchten Klasse und deren Methoden abha¨ngig ist, sondern auch das Verhalten
zu weitereren Klassen analysiert, muss die Analyse mo¨gliche Probleme beru¨cksichtigen.
Wichtig ist z.B. das korrekte Bestimmen einer zu untersuchenden Methode an einer Auf-
rufstelle. Hierfu¨r muss gewa¨hrleistet sein, dass die statischen Typen der entsprechenden
Empfa¨ngerobjekte ermittelt werden ko¨nnen. Nur durch den richtigen Typ kann eine pas-
sende Implementierung der Methode gefunden werden, welche auch die Escape-Eigenschaft
der an sie u¨bergebenen Parameter festlegt.
Handelt es sich bei dem Empfa¨nger einer Methode g um ein Parameterobjekt einer
Methode m, kann die Ermittlung des entsprechenden statischen Typs unter Umsta¨nden
problematisch sein, wenn die Aufrufstelle von m noch nicht bekannt ist. Ist g nun poly-
morph, d.h. es gibt weitere Implementierungen von g, so ko¨nnte sich das Verhalten des
Parameters je nach Aufrufstelle unterscheiden. Es ist demnach wichtig zu wissen, wel-
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chen statischen Typ ein Objekt besitzt und ob eine aufgerufene Methode in mehreren
Implementierungen vorliegt (Polymorphie).16
Ein anderes Problem ergibt sich aus zum Zeitpunkt der Analyse nicht geladenen Klas-
sen. Neben Klassen, die explizit durch den Benutzer geladen werden (Reflektion) und
im schlechtesten Fall u¨berhaupt nicht untersucht werden ko¨nnen, gibt es eine Reihe von
Klassen, die zwar zur Verfu¨gung stehen, jedoch erst weit nach der Analyse geladen wer-
den. Hier muss eine Mo¨glichkeit gefunden werden, auf die entsprechenden Informationen
zuzugreifen, soweit diese vorliegen.
Abbildung 28: Beispiel eines expliziten Ladens einer Klasse
In der Klasse Test (Abbildung 28) wird eine Implementierung der Klasse A oder einer
ihrer abgeleiteten Klassen durch einen benutzerdefinierten Klassenlader geladen. Die ge-
naue Implementierung wird erst bei Aufruf der Methode loadClass() bekannt und kann
sich dann fu¨r jeden weiteren Aufruf a¨ndern. Das Objekt, auf das die Variable a verweist,
ko¨nnte durch die interprozedurale Escape-Analyse als bound identifiziert werden, soweit
das Verhalten des Objektes in der aufgerufenen Methode test() bekannt wa¨re. Da sich
diese Methode je nach Implementierung von Klasse zu Klasse unterscheiden kann, muss oh-
ne weitere Untersuchungen angenommen werden, dass das Objekt aus der Methode flieht.
Ebenso ist das Objekt, auf welches die Variable b verweist, nicht ohne weitere U¨berlegun-
gen untersuchbar. Die Methode test() kann durchaus in mehreren Implementierungen
vorliegen und der Typ des Empfa¨ngerobjektes a von der entsprechenden Aufrufstelle von
test() abha¨ngen.
Reflektion
Durch die Mechanismen der Reflektion kann die interprozedurale Escape-Analyse auf un-
terschiedliche Art beeinflusst werden (neben dem expliziten Laden von Klassen). Zum
einen ist es mo¨glich, ein Objekt nicht u¨ber die Operation new zu erzeugen, sondern hierfu¨r
die Methode newInstance() der Reflektion zu verwenden. Es ist jedoch im schlechte-
sten Fall nicht ohne Weiteres mo¨glich, den entsprechenden Typ und somit die Escape-
16Im Gegensatz zu einer polymorphen Methode kommt eine monomorphe Methode nur in einer Imple-
mentierung vor ([41]).
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Eigenschaft des erzeugten Objektes zweifelsfrei zu bestimmen. Weiterhin ko¨nnen durch
die Reflektion Methoden aufgerufen werden und insbesondere Objekte an diese Metho-
den weitergereicht werden. Da im schlechtesten Fall das Empfa¨ngerobjekt der Methode
u¨berhaupt nicht bestimmt werden kann, ist auch das Verhalten der an die Methode u¨ber-
gebenen Objekte nicht einscha¨tzbar.
Abbildung 29: Beispiel eines Methodenaufrufs mittels Reflektion
Abbildung 29 zeigt auszugsweise ein Quellprogramm in Java unter Verwendung der
Reflektion. Hier wird ein lokales Objekt b von dem Typ erzeugt, der durch cls bestimmt
ist. Weiterhin werden sowohl b (implizit) und a (explizit) an eine Methode u¨bergeben, de-
ren Namen zum Zeitpunkt der Analyse nicht bekannt ist. Weder fu¨r das lokale Objekt (b),
noch fu¨r den formalen Parameter (a) kann eine Aussage zum Escape-Verhalten getroffen
werden.
JNI
Sobald ein Programm mit der JNI arbeitet, ist eine Escape-Analyse auf der Konsumen-
tenseite nur noch bedingt durchfu¨hrbar. Im schlechtesten Fall kann eine native Methode
(syscall) direkt auf Objekte zugreifen, wobei Zeitpunkt und Art des Zugriffs aus Sicht des
Java-Quellprogrammes nicht ersichtlich sind. Eine in der JikesRVM verwendete Escape-
Analyse kann nicht das Verhalten einer nativen Methode beru¨cksichtigen. Dies gilt auch fu¨r
Objekte, die an JNI-Methoden u¨bergeben werden. Eine Analyse des Verhaltens formaler
Parameter ist ohne Kenntnis des Verhaltens der nativen Methode nicht mo¨glich.
Abbildung 30 zeigt ein Beispielprogramm ([1]) mit einer nativen Methode zum Zugriff
auf ein Feld. Im linken Teil ist das entsprechende Java-Programm zu erkennen, welches das
Feld und eine native Methode zum Zugriff definiert. Das Feld befindet sich zur Laufzeit
entsprechend im Heap der JikesRVM. Der rechte Teil zeigt den Quellcode des zugeho¨rigen
maschinenabha¨ngigen Programmes in C mit der eigentlichen Implementierung der Metho-
de. Im vorliegenden Fall wird eine Referenz auf das Feldobjekt direkt in die native Methode
u¨bergeben und diese kann entsprechend darauf zugreifen. Je nach vorliegender Implemen-
tierung kann hier nicht entschieden werden, ob ein Zugriff auf das Objekt vorliegt oder
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Abbildung 30: Beispielprogramm JNI-Feldzugriff in Java und C
nicht. Zum Beispiel ko¨nnte die Implementierung in C mit anderen nativen Programmen in-
teragieren.17 Weiterhin kann ein natives Programm u¨ber die entsprechenden Bibliotheken
der JNI (jni.h) auf Attribute, Werte und Methoden von Java-Objekten zugreifen, ohne
dass der Zugriff u¨ber eine Analyse des Java-Quellprogrammes identifiziert werden kann.
7.5 Lo¨sung
7.5.1 Escape-Kontrolleinheit und Wa¨chter
Die oben genannten Eigenschaften und die damit zusammenha¨ngenden Probleme fu¨r die
interprozedurale Escape-Analyse ko¨nnen im schlechtesten Fall dazu fu¨hren, dass eine Ana-
lyse nicht mo¨glich ist oder bereits gewonnene Ergebnisse ungu¨ltig werden. Entsprechende
pessimistische Annahmen bei der Untersuchung ko¨nnen einerseits helfen, den Problemen
entgegenzuwirken, verschlechtern jedoch die Qualita¨t der Analyseergebnisse. Auf der an-
deren Seite kann bei sich nachtra¨glich a¨ndernden Bedingungen eine ga¨nzlich neue Unter-
suchung erforderlich werden. Die in diesem Fall auf der bisher durchgefu¨hrten Escape-
Analyse basierenden Optimierungen ko¨nnten zu einer Fehlfunktion des u¨bersetzten Pro-
grammes fu¨hren. Um die korrekte Arbeitsweise eines Programmes auch nach erfolgter
Escape-Analyse und darauf basierender Optimierung zu gewa¨hrleisten sowie Fehlfunktio-
nen auszuschließen, muss die JikesRVM um entsprechende Mechanismen erweitert werden,
mittels derer eine neue Analyse oder eine entsprechende Re-Optimierung durchgefu¨hrt
werden ko¨nnen.
Abbildung 31 zeigt schematisch die in dieser Arbeit verwendete Lo¨sung. Basis der
Erweiterung fu¨r die JikesRVM ist eine zentrale Kontrolleinheit (Escape-Controller), wel-
cher mit so genannten Wa¨chtern (Guards) zusammenarbeitet. Bei der U¨bersetzung eines
Programmes mit dem optimierenden U¨bersetzer der JikesRVM wird immer eine Methode
fu¨r sich bearbeitet (siehe Kapitel 8.3.3), wobei auch die interprozedurale Analyse stattfin-
det. Um einen U¨berblick u¨ber die bereits analysierten Methoden zu bekommen, diese zu
verwalten und Informationen fu¨r auf der Escape-Analyse basierende Optimierungen be-
reitzustellen, ist eine u¨bergeordnete Kontrolleinheit notwendig. Die Kontrolleinheit muss
17Das maschinenabha¨ngige Programm liegt nur in bereits u¨bersetzter Form vor.
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Abbildung 31: Laufzeitsystem mit Wa¨chter (Guard) und Kontrolleinheit (Escape-
Controller)
vor allem in der Lage sein, Informationen zu analysierten Methoden auch nach Abschluss
der Analyse und der U¨bersetzung in Maschinencode noch weiter zu verwalten. Die Escape-
Kontrolleinheit hat folgende Aufgaben:
• Verwaltung der analysierten Methoden
• Auflisten aller auf Basis der Escape-Analyse durchgefu¨hrten Optimierungen
• Verwaltung der Wa¨chter
• Veranlassung erforderlicher neuer Analysen bei vera¨nderten Bedingungen
• Initiierung einer erforderlichen Re-Optimierung
Ein Wa¨chter hat die Aufgabe, bestimmte Ereignisse zu u¨berwachen und die Escape-
Kontrolleinheit bei Eintreten eines solchen zu benachrichtigen. Die Kontrolleinheit u¨ber-
nimmt dann die weitere Steuerung, es erfolgt kein aktiver Eingriff durch den Wa¨chter.
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Diese Methode erlaubt eine einfache Erweiterung des Systems auf neue Eigenschaften und
Techniken, indem jeweils ein neuer Wa¨chter eingefu¨hrt und die Kontrolleinheit um die
entsprechende Steuerung erweitert wird. Die in dieser Arbeit implementierten Wa¨chter
werden fu¨r die zuvor genannten Eigenschaften eingesetzt und arbeiten wie folgt:
ClassloaderGuard: Dieser Wa¨chter u¨berwacht das Laden von Klassen. Sobald eine
neue Klasse geladen wird, entweder explizit durch einen Klassenlader18 oder implizit
durch spa¨tes Binden, benachrichtigt er die Escape-Kontrolleinheit und teilt den Typ
der neu geladenen Klasse mit.
JNIGuard: Der JNI-Wa¨chter pru¨ft, ob auf Funktionen der JNI zugegriffen wird, wel-
che in VM JNIFunctions definiert sind und unter Verwendung von VM JNICompiler
u¨bersetzt werden. Sobald ein Programm die Schnittstelle verwendet, gibt der Wa¨chter
eine entsprechende Information an die Escape-Kontrolleinheit weiter.
ReflectionGuard: Der Wa¨chter der Reflektion schließlich wacht u¨ber die Verwendung
von Funktionen der Reflection API, ausgenommen das explizite Laden von Klassen
durch einen Klassenlader (hierfu¨r ist der ClassloaderGuard zusta¨ndig). Insbesondere
pru¨ft der Wa¨chter, ob in einem Programm das Klassenobjekt einer Klasse, referen-
ziert durch das statische Feld class, verwendet wird. Erfolgt ein Zugriff auf ein Klas-
senobjekt, meldet er den der Klasse zugeho¨rigen Typ an die Escape-Kontrolleinheit.
Nachdem ein Wa¨chter seine Informationen an die Escape-Kontrolleinheit gegeben hat,
muss diese eine der Situation entsprechende Aktion einleiten. Zum Beispiel ko¨nnte ein
Wa¨chter melden, dass eine neue Klasse geladen wurde, deren Methoden die Ergebnisse
einer vorangegangenen Escape-Analyse beeinflussen, indem sie eine aktuellere Implemen-
tierung einer Methode bietet (eine weniger spezielle u¨berschreibt). In diesem Fall muss
die Analyse unter Einbeziehung der Escape-Eigenschaft der formalen Parameter der ak-
tuelleren Methode wiederholt werden. A¨ndert sich hierdurch die Escape-Eigenschaft eines
lokalen Objektes, so sind alle auf Basis der Analyse durchgefu¨hrten Optimierungen der
untersuchten Methode ru¨ckga¨ngig zu machen. Betrifft die A¨nderung jedoch einen forma-
len Parameter dieser Methode, so mu¨ssen alle weiteren Methoden u¨berpru¨ft werden, die
eine relevante Aufrufstelle der untersuchten Methode besitzen. Ebenso sind die gemachten
Optimierungen der weiteren Methoden neu zu bewerten und gegebenenfalls ru¨ckga¨ngig zu
machen. Der Escape-Kontrolleinheit obliegt die Verwaltung und Steuerung dieser Aufga-
ben.
Zu bemerken ist an dieser Stelle, dass die Arbeit der Escape-Kontrolleinheit in den
in dieser Arbeit verwendeten Benchmarkprogrammen nur minimal ausfiel, da keine der
zuvor genannten Probleme auftraten bzw. bereits ermittelte Escape-Eigenschaften keine
nachtra¨gliche Anpassung beno¨tigten.
7.5.2 Arbeitsweise
Um die erforderlichen Aufgaben zu bewa¨ltigen, beno¨tigt die Escape-Kontrolleinheit in er-
ster Linie Informationen zu den untersuchten Methoden. Zu diesem Zweck registriert der
optimierende U¨bersetzer der JikesRVM jede mit dem SafeTSA-Modul u¨bersetzte Methode
18Verwendung von Class.forName() oder eines benutzerdefinierten Klassenladers.
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bei der Escape-Kontrolleinheit, welcher eine Liste der bereits analysierten und u¨bersetzten
Methoden fu¨r jeden auftretenden Typ (Klasse) fu¨hrt. Die Registrierung entha¨lt auch In-
formationen daru¨ber, ob Optimierungen auf Basis der Escape-Analyse durchgefu¨hrt wur-
den. Zusa¨tzlich meldet der U¨bersetzer alle relevanten Aufrufstellen von Methoden (die im
SafeTSA-Format vorliegen) an die Kontrolleinheit, welche diese der aufgerufenen Methode
zuordnet. Befindet sich die aufgerufene Methode noch nicht in der entsprechenden Liste
der Kontrolleinheit, so wird sie hinzugefu¨gt.
Weiterhin u¨berpru¨ft die Kontrolleinheit fu¨r jede hinzugefu¨gte Methode m, ob bereits
eine Implementierung dieser Methode registriert wurde. Ist das der Fall, so werden alle Im-
plementierungen von m als polymorph gekennzeichnet und die Kontrolleinheit veranlasst
eine neue Analyse jener Methoden, die m aufrufen. Eine neue Analyse einer Methode wird
veranlasst, indem die Escape-Kontrolleinheit die U¨bersetzung der Methode neu initiiert.
Die von den Wa¨chtern gemeldeten Ereignisse werden von der Escape-Kontrolleinheit
konservativ und pessimistisch betrachtet. Im konkreten Fall einer Verwendung der Schnitt-
stelle JNI fu¨hrt dies zu der Annahme, alle Objekte und Parameter ko¨nnten theoretisch
fliehen. Entsprechend veranlasst die Escape-Kontrolleinheit bei Verwendung der JNI eine
Neuu¨bersetzung aller registrierten Methoden, wobei die Escape-Analyse und darauf ba-
sierende Optimierungen im optimierenden U¨bersetzer der JikesRVM deaktiviert werden.
Meldet der ReflectionGuard ein Ereignis, so u¨berpru¨ft die Kontrolleinheit zuna¨chst,
welche Methoden der gemeldeten Klasse registriert wurden. Auch hier wird angenommen,
dass alle mit dem Typ in Verbindung stehenden Objekte und Parameter fliehen. Beinhal-
tet sind alle Instanzen des genannten Typs und weiterhin alle Objekte und Parameter,
die an entsprechende Methoden f1...fn der Klasse als Argumente u¨bergeben werden (Auf-
rufstellen). Die Escape-Kontrolleinheit veranlasst eine Neuu¨bersetzung fu¨r die Methoden
der Klasse sowie aller Methoden, mit einer Aufrufstelle von f1...fn.19 Hierbei erhalten alle
formalen Parameter pi von f1...fn die Escape-Eigenschaft escapef (pi) = escape und alle
Methoden escape (f) = escape.
Wurde eine bereits analysierte Methode mit einer auf der Escape-Analyse basierenden
Optimierung u¨bersetzt, so muss diese Optimierung unter Umsta¨nden ru¨ckga¨ngig gemacht
werden. Hierfu¨r startet die Escape-Kontrolleinheit fu¨r alle registrierten Methodenopti-
mierungen einen so genannten Re-Optimierer, der wiederum eine neue U¨bersetzung der
spezifizierten Methode unter Ausschluss der Optimierung durchfu¨hrt. Fu¨r alle Methoden,
welche sowohl eine neue Escape-Analyse als auch eine Re-Optimierung erfordern, ist die
Abarbeitung in einem Schritt durchfu¨hrbar. Alternativ ko¨nnte hier ein Mechanismus einge-
setzt werden, bei welchem jede optimierte Methode durch die JikesRVM in einer zweiten,
nicht optimierten Version gespeichert wird. Im Fall einer Re-Optimierung mu¨sste dann
lediglich die nicht optimierte Variante der Methode aktiviert und ausgefu¨hrt werden.
19A¨ndert sich die Escape-Eigenschaft der formalen Parameter der Methode nicht, so ist eine Bearbeitung
der Methoden mit einer Aufrufstelle nicht notwendig.
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8 Implementierung
In diesem Kapitel wird die Implementierung der vorgestellten Analyse und Annotation
fu¨r ein SafeTSA-basierendes Produzenten- und Konsumentensystem dargestellt. Auf der
Produzentenseite wurde ein bestehender SafeTSA-U¨bersetzer erweitert, auf der Konsu-
mentenseite kam eine fu¨r SafeTSA erweiterte Version der JikesRVM (Jikes - Research
Virtual Machine) zum Einsatz. Die einzelnen Abschnitte behandeln den Aufbau der ver-
wendeten Systeme, die Erweiterungen fu¨r die Unterstu¨tzung des Zwischencodeformats
SafeTSA sowie die Annotation und die verwendete Escape-Analyse.
8.1 SafeTSA-U¨bersetzer Produzentenseite
8.1.1 Der Java-U¨bersetzer Pizza
Pizza20 ist ein Java-zu-Bytecode U¨bersetzer, welcher selbst in der Programmiersprache
Java durch Martin Odersky und Philip Wadler entwickelt wurde ([46]). Neben der reinen
U¨bersetzung erweitert das Programm die Sprache Java um zusa¨tzliche Mechanismen, z.B.
durch die Einfu¨hrung generischer Konstrukte (Generics). Der Pizza-U¨bersetzer bietet sich
aufgrund seiner hohen Leistungsfa¨higkeit und seiner leichten Anpassungsfa¨higkeit fu¨r die
Entwicklung eines SafeTSA-U¨bersetzers an, der Quellprogramme in Java u¨bersetzt und
als Ausgabeformat anstelle Bytecode den SafeTSA-Zwischencode verwendet.
8.1.2 SafeTSA-Erweiterung fu¨r Pizza
Nachdem Pizza das Eingabeprogramm in Java eingelesen und analysiert hat, wird mit den
gewonnenen Informationen die interne SafeTSA-Darstellung des Programmes aufgebaut.
Diese Darstellung basiert auf einem Kontrollstrukturbaum und Basisblo¨cken, welche die
SSA-Form und die Dominatorrelation abbilden. Im na¨chsten Schritt werden dann diverse
plattformunabha¨ngige Optimierungen durchgefu¨hrt, welche durch die SSA-Form besonders
effizient durchfu¨hrbar sind. Unter anderem kann zu diesem Zeitpunkt eine Entfernung ge-
meinsamer Teilausdru¨cke (Common Subexpression Elimination), die Entfernung nicht ver-
wendeten Codes (Dead Code Elimination) und eine Konstantenfaltung/ -weitergabe (Con-
stant Propagation) erfolgen. Nach Abschluss der Optimierungsphase wird die optimierte
Programmdarstellung an den SafeTSA-Kodierer weitergegeben, der anstelle von Bytecode
eine Ausgabe im SafeTSA-Format erzeugt. Derzeit unterstu¨tzt der SafeTSA-Kodierer
die beiden Formate SafeTSA-ASCII (SafeTSAα) und SafeTSA-Binary(SafeTSAβ). Bei
SafeTSA-ASCII handelt es sich um ein Arbeitsformat, welches zu Entwicklungszwecken
eingesetzt wird und die Typ- und Referenzsicherheit nicht unterstu¨tzt. In dieser Schrift
werden Beispiele mit Ru¨cksicht auf die Lesbarkeit in SafeTSA-ASCII dargestellt.
Beispiel - SafeTSA ASCII-Ausgabe Das Beispiel zeigt ein Java-Eingabeprogramm
fu¨r den SafeTSA-U¨bersetzer (Abbildung 32), die erzeugte SafeTSA-Darstellung (Abbil-
dung 33) und einen Auszug des im SafeTSA-ASCII-Format ausgegebenen Zwischencodes
(Abbildung 34).
20http://pizzacompiler.sourceforge.net/
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Abbildung 32: Java-Eingabeprogramm fu¨r den U¨bersetzer
Abbildung 33: Beispiel einer SafeTSA-Programmdarstellung
8.2 Erweiterung des U¨bersetzers der Produzentenseite
8.2.1 Intraprozedurale Escape-Analyse
Im folgenden werden die Anpassungen der Escape-Analyse von Whaley und Rinard fu¨r den
Einsatz im SafeTSA-U¨bersetzer betrachtet21. Bei der U¨bersetzung eines Programmes mit
Pizza wird ein auf der SSA-Form basierender Syntaxbaum erzeugt, in dem keine Variablen
im urspru¨nglichen Sinne existieren. Vielmehr werden anstelle dessen Instruktionsnummern
betrachtet22. Jede Anweisung eines Programmes kann u¨ber die eindeutige Instruktions-
nummer identifiziert werden, wobei diese gleichzeitig den entsprechenden aktuellen Wert
repra¨sentiert. Tabelle 3 entha¨lt die Abbildungen auf die Zuweisungen der urspru¨nglichen
Analyse (siehe Seite 97), mit C1 – Symboltabelleneintrag der Klasse, M – Symbolta-
belleneintrag der Methode, aType – den Eintrag des Arraytyps in der Typentabelle, i
die eindeutige Instruktionsnummer, u¨ber welche im weiteren Verlauf des Programmes auf
den resultierenden Wert der Anweisung zugegriffen werden kann; elements bezeichnet das
21Die Darstellung bezieht sich auf den in Kapitel A vorgestellten Algorithmus.
22Siehe Kapitel 6.1.
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Abbildung 34: ASCII-Ausgabe des SafeTSA-Kodierers zur Klasse B (Auszug)
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ausgezeichnete Feld fu¨r einen Arrayzugriff. Methodenaufrufe werden in xcall (keine dyna-
mische Bindung) und xdispatch (dynamische Bindung) unterteilt. Zuweisungen der Form
l = v sind durch die Verwendung der SSA-Form ausgeschlossen.
Anweisung SafeTSA-Instruktion
l = v –
l1.f = l2 i:setfield #C1 object field value
l1.elements = l2 i:setelem aType object index value
l1 = l2.f i:getfield #C1 object field
l1 = l2.elements i:getelem aType object index
l = newClassName(p1, . . . , pk i:xcall CL #C1 〈init〉 (p1, . . . , pk)
l = l0.op (l1, . . . , lk) i:xcall CL #Class M (l1, . . . , lk)
oder
i:xdispatch #C1 M (l1, . . . , lk)
return l i:return l
Tabelle 3: Anweisungsrepra¨sentation in SafeTSA
Im folgenden wird die Anpassung der U¨bergangsfunktionen auf die Operationen von
SafeTSA dargestellt. Sei dazu (I,O, e, r) = α (•st) der Points-To-Escape-Graph vor Aus-
fu¨hrung der Anweisung st:
1. Ist st eine xcall-Anweisung, so wird u¨berpru¨ft, ob es sich hierbei um einen Konstruk-
toraufruf handelt. Ein Konstruktor wird hier durch die spezielle statische Methode
mit dem Namen 〈init〉 repra¨sentiert.
(a) Es handelt sich bei st um die Instanziierung eines Objektes mittels eines Kon-
struktors. Alle Konstruktoren sind bereits analysiert. Es wird eine innere Kante
E : temp → n erzeugt, wobei temp eine neue tempora¨re Variable und n den
erzeugten inneren Knoten, welcher das Objekt repra¨sentiert, bezeichnen. Diese
Kante wird zur Menge der inneren Kanten I hinzugefu¨gt. Anschließend werden
die Analyseresultate des Konstruktors auf den Graphen abgebildet. Der neue
Points-To-Escape-Graph (I ′, O′, e′, r′) = α (st•) nach der Ausfu¨hrung von st ist
definiert als
(
I ′, O′, e′, r′
)
= map (st, (I ∪ {E} , O, e, r) , op)
wobei op den aufgerufenen Konstruktor bezeichnet. Da alle Thread-Objekte
grundsa¨tzlich fliehen, muss anschließend noch u¨berpru¨ft werden, ob es sich um
eine von java.lang.Thread abgeleitete Klasse handelt. Objekte dieser Art wer-
den als fliehend gekennzeichnet.
(b) Ist st kein Konstruktoraufruf, so kann diese Instruktion wie ein xdispatch be-
handelt werden, da die Analyse nicht zwischen statischen und virtuellen Me-
thodenaufrufen unterscheidet.
2. Handelt es sich bei st um eine xdispatch-Anweisung, wird u¨berpru¨ft, ob die aufge-
rufene Methode M einen Ru¨ckgabewert liefert.
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(a) Liefert M einen Referenzwert als Ru¨ckgabewert, wird eine neue innere Kante
E : temp → n erzeugt, wobei temp eine neue tempora¨re Variable und n einen
den entsprechenden Ru¨ckgabewert repra¨sentierenden Knoten darstellt. Ist M
bereits analysiert, so entspricht n einer Kopie des Knotens, der mit der Ru¨ck-
sprunganweisung zuru¨ckgegeben wurde. Die Escapefunktion e (n) des Points-
To-Graphen von M wird ebenfalls kopiert. Ist M nicht analysiert, so entspricht
n dem Ru¨ckgabewert der nicht analysierten Methode.
(b) Liefert M keinen Ru¨ckgabewert, ist diesbezu¨glich nichts zu tun.
Seien im folgenden die Parameter der Methode M betrachtet. Ist M bereits analy-
siert, ergibt sich der neue Points-To-Escape-Graph zu:
(
I ′, O′, e′, r′
)
= map (st, (I,O, e, r) ,M) .
Ist M noch nicht analysiert oder liegt als fertig u¨bersetzte Klasse vor, werden al-
le u¨bergebenen Parameter als durch die Methode M fliehend angenommen. Seien
n1, . . . , nk die Knoten, welche die Argumente repra¨sentieren. Dann gilt:
e′ (ni) = e (ni) ∪ {M} , 1 ≤ i ≤ k.
3. Handelt es sich bei st um eine getfield -Anweisung, wird zuna¨chst der das Objekt
obj repra¨sentierende Knoten n bestimmt, das der Instruktion zugrunde liegt. Ist n
gefunden, wird die Menge SE aller fliehenden Knoten bestimmt, auf die n zeigt.
(a) SE = ∅ – eine neue innere Kante der Form E : temp→ n′ wird generiert, wobei
temp eine neue tempora¨re Variable und n′ einen Knoten bezeichnet, der von
obj aus mit einer inneren, mit field beschrifteten Kante erreichbar ist. Sei M
die Menge dieser Knoten. Dann ergibt sich der neue Points-To-Escape-Graph
zu:
(
I ′, O′, e′, r′
)
= (I ∪M,O, e, r) .
(b) SE 6= ∅ – object zeigt auf mindestens einen fliehenden Knoten. Zusa¨tzlich zu den
Schritten aus a) werden ein neuer Ladeknoten nL erzeugt und a¨ußere Kanten
von allen Knoten aus SE ausgehend nach nL eingefu¨gt. Sei die Menge dieser
neuen a¨ußeren Kanten mit N bezeichnet. Dann ergibt sich der neue Points-To-
Escape-Graph zu
(
I ′, O′, e′, r′
)
= (I ∪M,O ∪N, e, r) .
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4. Ist st eine setfield -Anweisung, so werden zuna¨chst die Knoten v und n bestimmt,
die die u¨ber value beziehungsweise obj erreichbaren Objekte repra¨sentieren. Weiter
werden alle Kanten mit der Beschriftung field gelo¨scht (M - Menge dieser Kanten)
und eine neue innere Kante eingefu¨gt
E : n −→field v.
Der neue Points-To-Escape-Graph ergibt sich damit zu
(
I ′, O′, e′, r′
)
= (I \MI ∪ {E} , O \MO, e, r) .
Dabei bezeichnet MI die Menge aller inneren Kanten von M und MO die Menge
aller a¨ußeren Kanten von M , so dass gilt: MI ⊆ M ⊇ MO,MI ∩ MO = ∅ und
MI ∪MO =M .
5. Handelt es sich bei st um eine setelem- oder getelem-Anweisung, kann entsprechend
der Anweisungen setfield bzw. getfield vorgegangen werden, wobei das Feld field
durch elements ersetzt wird.
6. Ist st schließlich eine return-Anweisung, so wird der Knoten n bestimmt, der das u¨ber
op erreichbare Objekt repra¨sentiert und der Menge der Returnknoten r hinzugefu¨gt.
Damit ergibt sich folgender neuer Points-To-Escape-Graph
(
I ′, O′, e′, r′
)
= (I,O, e, r ∪R)mit
R =
{
{n} falls st ist return-Anweisung
∅ sonst
Nach Terminierung des Algorithmus werden die ermittelten Escape-Eigenschaften im
Kontrollstrukturbaum (CST) abgespeichert und stehen einer weiteren Bearbeitung zur
Verfu¨gung, in der die mo¨glicherweise fliehenden Objekte aus der Menge der fliehenden
Objekte zu identifizieren sind. Um alle Objekte mit der speziellen Escape-Eigenschaft
may zu finden, werden alle jene Elemente bestimmt, die ausschließlich durch die implizite
oder explizite U¨bergabe an eine Methode als Argument fliehen (eingeschlossen die als
spezielle Methode repra¨sentierten Konstruktoren). Jedes so bestimmte Objekt erha¨lt in
der SafeTSA-Darstellung die Escape-Eigenschaft may und wird aus der Menge entfernt.
Alle u¨brigen Elemente der Menge behalten die Eigenschaft escape.
8.2.2 Erweiterter SafeTSA-Kodierer
Die intraprozedurale Escape-Analyse im SafeTSA-U¨bersetzer liefert die fu¨r die Annotati-
on notwendigen Informationen in Form der Escape-Eigenschaft, die durch das Programm
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im Kontrollstrukturbaum gespeichert sind. Im abschließenden Schritt der Zwischencode-
erzeugung setzt ein entsprechend modifizierter Kodierer unter Verwendung des erweiter-
ten Instruktionssatzes und Maschinenmodells von SafeTSA die Escape-Annotationen fu¨r
das SafeTSA-Zwischencodeformat um. Die Escape-Eigenschaft einer Methode wird hierbei
durch die Escape-Eigenschaft des nullten formalen Parameters dieser Methode dargestellt.
Mit dem nullten Parameter wird im SafeTSA-Format die Referenz auf this repra¨sentiert,
wodurch die Escape-Eigenschaft dieses Parameters genau der Escape-Eigenschaft der Me-
thode entspricht.
Der fu¨r die Generierung von SafeTSA-Zwischencode entwickelte SafeTSA-Kodierer
([58]) bezieht seine Informationen aus der internen SafeTSA-Darstellung des Programmes.
Im ersten Schritt erzeugt der Kodierer zuna¨chst einen eigenen Kontrollstrukturbaum mit
Basisblo¨cken, wobei die ermittelten Escape-Eigenschaften mit u¨bernommen werden. Da-
nach startet der Kodierer einen Tiefensuchenalgorithmus auf diesem Baum und u¨bertra¨gt
das Programm sukzessive in einen Ausgabestrom. Die Art des Ausgabestroms (SafeTSA-
ASCII oder SafeTSA-Binary) wird zuvor u¨ber einen Schalter festgelegt. Abbildung 35 zeigt
einen vereinfachten U¨berblick u¨ber den Prozess der U¨bersetzung und Kodierung (von links
nach rechts).
Abbildung 35: Arbeitsweise SafeTSA-Kodierer
Jede mit dem Kodierer erzeugte Ausgabedatei des SafeTSA-Formats erha¨lt zusa¨tz-
lich eine Startsequenz am Beginn der Datei, die das verwendete Format und die Art der
Annotation kennzeichnet. Hierdurch kann ein Programm auf der Konsumentenseite des
SafeTSA-Systems entscheiden, was fu¨r die Dekodierung der Datei notwendig ist. Entschei-
dend ist, dass jedes Einleseprogramm auf einer Konsumentenseite zumindest die verein-
heitlichte Startsequenz dekodieren kann, um z.B. bei Nicht-Unterstu¨tzung eine mit dem
erweiterten Instruktionssatz kodierte und annotierte Datei abweisen zu ko¨nnen.
Beispiel Abbildung 36 zeigt die ASCII-Ausgabe fu¨r einen erweiterten Kodierer mit an-
notierten Escape-Informationen. Der Kodierer verwendet hierbei den erweiterten Instruk-
tionssatz von SafeTSA, wobei die Escape-Informationen nicht in Form von Hinzufu¨gun-
gen realisiert sind, sondern durch spezielle Instruktionen repra¨sentiert werden. Fu¨r jede
Escape-Eigenschaft und den zugeho¨rigen Modifikator wurde eine spezielle Variante der be-
troffenen Instruktion erzeugt. So ko¨nnen beispielsweise die Instruktionen may − xupcast
und bound−xupcast entsprechend ihrer Modifikatoren may und bound verwendet werden,
wobei abweichend an der Stelle von escape− xupcast die urspru¨ngliche Variante xupcast
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genutzt wird (in Anlehnung an die nicht fu¨r die Annotation zu verwendenden Instruktio-
nen, z.B. iadd). Weiterhin wurden formale und aktuelle Parameter als Tupel beschrieben,
deren zweiter Wert die Escape-Information entha¨lt, z.B. der Parameter FRect der Methode
checkIntersect.
8.3 JikesRVM - Aufbau
8.3.1 U¨bersicht
Die JikesRVM ([5], [39]) wurde fu¨r Forschungszwecke am IBM T.J. Watson Forschungs-
zentrum entwickelt. Sie basiert auf dem fru¨heren Projekt Jalapeno derselben Einrichtung.
Die JikesRVM richtet sich speziell an Entwickler und bietet eine Reihe von Mo¨glichkeiten,
neue Ansa¨tze und Optimierungen in einem Gesamtsystem zu integrieren. Die wesentlichen
Eigenschaften der JikesRVM sind:
• Die JikesRVM ist selbst in der Programmiersprache Java geschrieben, ausgenommen
ca. 1000 Zeilen in der Sprache C fu¨r den Zugriff auf Systemressourcen.
• Es sind mehrere U¨bersetzungsprogramme integriert, der so genannte Baseline Com-
piler, ein optimierender U¨bersetzer (Optimizing Compiler) und ein adaptiver U¨ber-
setzer (Adaptive Compiler). Eine Interpretation von Java-Programmen wird in der
zur Verfu¨gung stehenden Version nicht unterstu¨tzt.
• Die JikesRVM verfu¨gt u¨ber verschiedene Speicherbereiniger (Garbage Collectors).
• Ein Paket fu¨r die effiziente Verwaltung von Threads wurde hinzugefu¨gt.
• Der optimierende Compiler fu¨hrt bei Bedarf sehr weitreichende Optimierungen durch.
• Es wurde eine flexible Optimierungsinfrastruktur integriert, das Adaptive Optimiza-
tion System.
Obwohl die JikesRVM selbst in der Programmiersprache Java geschrieben ist, beno¨tigt
sie keine virtuelle Maschine im herko¨mmlichen Sinne zur Ausfu¨hrung, wie es fu¨r u¨bliche
Java-Programme notwendig ist. Anstelle dessen werden in einem komprimierten Start-
prozess (Bootstrapping) alle beno¨tigten Grundelemente der JikesRVM durch eine un-
terstu¨tzende virtuelle Maschine geladen. Sind die Elemente einmal geladen, so u¨bernimmt
die JikesRVM selbst die Ausfu¨hrung. Fu¨r den speziellen Startprozess werden die beno¨tig-
ten Grundelemente als Maschinencode in ein so genanntes Bootimage geschrieben. Durch
die offene Architektur dieses Systems werden basierend auf einem klaren und u¨berschau-
baren Softwaremodell Schnittstellen fu¨r die Integration von zusa¨tzlichen Programmteilen
geschaffen. So wurden in der Vergangenheit neue Speicherbereiniger entwickelt und durch
die JikesRVM getestet (z.B. [22], [34], [37] und [19]), sowie neue Formen der Optimierung
eingearbeitet (z.B. [14], [35] und [15]).
8.3.2 JikesRVM - Komponenten
Die JikesRVM setzt sich aus vier verschiedenen Komponenten zusammen:
• dem Laufzeitsystem (Runtime Subsystem)
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Abbildung 36: Annotierte ASCII-Ausgabe mit erweiterten Instruktionen
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• dem Thread- und Synchronisierungssystem (Thread- and Synchronization Subsy-
stem)
• dem Speicherverwaltungssystem (Memory Management Subsystem)
• dem U¨bersetzersystem (Compiler Subsystem)
Fu¨r die Erweiterung der JikesRVM bezu¨glich der Verarbeitung von Programmen, die
in dem Zwischencodeformat SafeTSA u¨bertragen werden, ist insbesondere das System
des U¨bersetzers von Bedeutung. Im folgenden Unterabschnitt wird die Arbeitsweise des
optimierenden U¨bersetzers na¨her beleuchtet.
8.3.3 JikesRVM - optimierender U¨bersetzer
Eine U¨bersicht des U¨bersetzungsvorganges ist in Abbildung 37 dargestellt. Das Programm,
welches in Java-Bytecode vorliegt, wird in die JikesRVM geladen und in mehreren Stufen
dynamisch zur Laufzeit u¨bersetzt. Dabei werden die Daten in drei unterschiedliche Zwi-
schencoderepra¨sentationen transferiert und in jeder Stufe die fu¨r dieses Format geeigneten
Optimierungen durchgefu¨hrt. Die registerbasierten Zwischencodeformate sind:
Abbildung 37: Stufen des JikesRVM optimierenden U¨bersetzers [21]
• HIR - High Level Intermediate Representation
• LIR - Low Level Intermediate Representation
• MIR - Machine-Specific Intermediate Representation.
In der ersten Phase der U¨bersetzung wird die HIR-Form aus dem vorliegenden Bytecode
gebildet. Bei diesem Vorgang wird eine erweiterte Blockstruktur fu¨r eine Methode ermit-
telt, eine Ausnahmetabelle erzeugt (exception table) und HIR-Instruktionen entsprechend
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des Bytecodes angelegt. Weiterhin bestimmt der U¨bersetzer in dieser Phase die Typinfor-
mationen. Parallel zur Erzeugung dieser Zwischencoderepra¨sentation fu¨hrt der U¨bersetzer
diverse Optimierungen durch, wozu z.B. Copy Propagation, Constant Propagation und
Dead Code Elimination za¨hlen. Die genannten Optimierungen werden in dieser Phase in
einer vergleichsweise einfachen Art durchgefu¨hrt, unter anderem um die HIR-Darstellung
mo¨glichst platzsparend zu gestalten. Es kann durchaus vorkommen, dass diese Optimie-
rungen in einer spa¨teren Phase erneut zur Anwendung kommen.
Die resultierende HIR-Form ist in der Art ihrer Instruktionen nah an dem Java-
Bytecode orientiert [39], wobei zwei nennenswerte Unterschiede genannt werden ko¨nnen.
Zum einen arbeiten HIR-Instruktionen auf symbolischen Registeroperanden, nicht auf dem
impliziten Stack. Zum Anderen enthalten die HIR-Instruktionen spezielle Operatoren,
die explizite Laufzeitu¨berpru¨fungen (z.B. ArrayIndexOutOfBound-Checks) repra¨sentie-
ren. Auf der HIR-Form werden wiederum Optimierungen durchgefu¨hrt, welche in drei
Klassen zu unterteilen sind - lokale Optimierungen, datenflussunabha¨ngige Optimierungen
und In-line-Erweiterung von Methodenaufrufen. Als Beispiele ko¨nnen in diesem Zusam-
menhang die Common Subexpression Elimination und eine vom Datenfluss unabha¨ngige,
stark vereinfachte Escape-Analyse ([45]) genannt werden.
Nach Abschluss der Optimierungen wird die LIR-Form aus der HIR-Form abgelei-
tet. Dabei werden die allgemeineren HIR-Instruktionen in spezielle JikesRVM - Operatio-
nen u¨berfu¨hrt. Auf der LIR-Darstellung werden nun weitere Optimierungen durchgefu¨hrt,
wobei aufgrund der a¨hnlichen Struktur beider Repra¨sentationen auch Algorithmen zur
Anwendung kommen ko¨nnen, die bereits auf der HIR-Form angewendet wurden. Da die
LIR-Form jedoch bis zu einem Faktor 2-3 gro¨ßer als die entsprechende HIR-Form sein
kann (Grund ist die ho¨here Anzahl von speziellen Instruktionen der JikesRVM), wird
bei der Verteilung der Optimierungsverfahren auf Ausgewogenheit geachtet, um einen
ho¨chstmo¨glichen Nutzen aus den Verfahren zu ziehen. Beispielsweise wird die Eliminierung
gemeinsamer Teilausdru¨cke auch auf der LIR durchgefu¨hrt. Zum Abschluss dieser Pha-
se wird ein Abha¨ngigkeitsgraph gebildet, dessen Knoten entsprechende LIR-Instruktionen
darstellen. Eine Kante repra¨sentiert eine Abha¨ngigkeit zwischen zwei Instruktionen.
In der letzten Phase der U¨bersetzung wird die auf eine bestimmte Zielarchitektur
ausgerichtete MIR-Form erzeugt, wobei Information u¨ber Aufbau und Architektur der
Plattform beno¨tigt werden. Der in der vorhergehenden Phase erzeugte Abha¨ngigkeits-
graph einer Methode wird nun in eine Gruppe von Ba¨umen u¨berfu¨hrt. Die Ba¨ume dienen
als Eingabe fu¨r das BURS – Bottom-Up Rewriting System, welches aus der Arbeit von [29]
abgeleitet wurde. BURS ist ein System zur Erzeugung spezifischer und an eine spezielle
Architektur angepasster Code-Generierungsprogramme. Die Abha¨ngigkeit zur Architektur
repra¨sentiert eine Grammatik mit entsprechenden Regeln. Eine Grammatik fu¨r die Erzeu-
gung eines PowerPC kompatiblen Generierungsprogrammes beno¨tigt beispielsweise etwa
300 Regeln. Nach Erzeugung der MIR werden die symbolischen Register auf physikalische
Register abgebildet und fu¨r jede Methode ein Prolog (zum Anlegen eines Methodenrah-
mens) und ein Epilog (zum Wiederherstellen gespeicherter Register sowie Entfernen des
Methodenrahmens) hinzugefu¨gt. Diese Bereiche sind bei synchronisierten Methoden auch
fu¨r das Setzen und Lo¨schen der Sperren (Locks) zusta¨ndig.
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8.4 SafeTSA-U¨bersetzer Konsumentenseite
Das SafeTSA-U¨bersetzungsprogramm der Konsumentenseite wurde als alternativer Teil
des optimierenden U¨bersetzers in die JikesRVM integriert. Anwendungen, die im SafeTSA-
Format u¨bertragen werden, nutzen also das gleiche Laufzeitsystem wie ein in Java-Bytecode
u¨bermitteltes Programm in der JikesRVM. Im Unterschied werden die Klassen im SafeTSA-
Format jedoch durch ein spezielles Einleseprogramm geladen und durch den SafeTSA-
U¨bersetzer bis in die LIR-Form u¨bersetzt. Die Weiterbearbeitung der LIR- zur MIR-Form
und die Ausgabe des Programmes in Maschinensprache fu¨hrt wieder der optimierende
U¨bersetzer der JikesRVM durch.
In diesem Abschnitt werden die Komponenten und die Funktionsweise in der U¨bersicht
dargestellt, einen U¨berblick stellt Abbildung 38 dar. Die ausfu¨hrliche Beschreibung des
SafeTSA-U¨bersetzers und dessen Integration kann aus [9] entnommen werden.
Abbildung 38: Anpassung SafeTSA-U¨bersetzer
Die mit dem SafeTSA-U¨bersetzer erweiterte JikesRVM (im folgenden bezeichnet Jikes-
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RVM immer die erweiterte Version) kann mit Klassendateien in beiden Formaten arbei-
ten, Klassendateien in der Java-Bytecode-Repra¨sentation und Klassendateien im SafeTSA-
Format. Der Vorteil dieser Fa¨higkeit liegt darin, dass Programme auch dann ausgefu¨hrt
werden ko¨nnen, wenn sie nur zum Teil im SafeTSA-Format u¨bertragen werden. Insbeson-
dere bei Verwendung von Standardklassen der Java API kann somit auf bereits vorliegende
Bytecode-Klassen zugegriffen werden. Fu¨r eine bessere Unterscheidung der SafeTSA- und
der urspru¨nglichen JikesRVM Komponenten wurden die Module des SafeTSA-U¨bersetzers
mit dem Prefix ST gekennzeichnet (im Unterschied zu VM bei dem optimierenden U¨berset-
zer).
Wird nun eine Klasse in die JikesRVM geladen, so u¨berpru¨ft der Klassenlader
(VM ClassLoader) zuna¨chst, ob im Klassenpfad eine entsprechende Klasse im SafeTSA-
Format zu finden ist. Liegt diese anhand der Dateinamenerweiterung23 zu unterscheidende
Klasse nicht vor, so la¨dt der Klassenlader die Klasse im Java-Bytecode. Kann die Klas-
se auch in diesem Format nicht gefunden werden, folgt eine entsprechende Ausnahme
(NoClassDefFoundError). Nachdem eine Klasse erfolgreich im SafeTSA-Format geladen
wurde, beginnt das Einleseprogramm (ST Parser - SafeTSA-Parser) mit dem Wiederauf-
bau des SafeTSA-Kontrollstrukturbaumes. Wird das SafeTSA-Binary-Format verwendet,
so u¨berpru¨ft der SafeTSA-Parser hierbei die Typ- und Referenzsicherheit der vorliegenden
Klasse.
Analysiert der SafeTSA-Parser eine Klasse, so legt er eine Typentabelle an, in der alle
von der Klasse verwendeten primitiven Daten- und Referenztypen eingetragen werden.
Weitere Informationen u¨ber die Klasse werden in entsprechende Tabellen des JikesRVM
U¨bersetzungssystems eingetragen (z.B. Modifikatoren). Fu¨r alle Elemente der Klassen, Ty-
pen und die Klassen selbst werden gleiche Darstellungen verwendet, wie fu¨r Java-Bytecode.
Allerdings enthalten die entsprechenden Darstellungen ein Kennzeichen, dass sie als Ele-
mente einer SafeTSA-Darstellung auszeichnet. Bei Methoden existiert eine Referenz auf
die SafeTSA-Repra¨sentation der Methode.
Im folgenden Schritt bildet der SafeTSA-U¨bersetzer fu¨r jede zu u¨bersetzende Methode
die so genannte High-Level-Form des SafeTSA-Formates (HST - High Level SafeTSA),
welche SafeTSA insbesondere um Instruktionen erweitert, mit denen Zugriffe auf Fel-
der und Methoden nicht geladener Klassen aufgelo¨st werden (resolve-Operationen, siehe
auch Kapitel 7.2). Weiterhin werden in dieser Darstellung nicht notwendige Typkonver-
tierungen entfernt (z.B. downcast-Operationen) und Zugriffe auf statische Elemente einer
Klasse durch spezielle Instruktionen ersetzt. Im Anschluss fu¨hrt der U¨bersetzer einige Op-
timierungen auf der HST-Darstellung durch, unter anderem die Entfernung gemeinsamer
Teilausdru¨cke.
Nach der High-Level-Form wird fu¨r die zu u¨bersetzende Methode die Low-Level-Form
erzeugt (LST - Low Level SafeTSA). In dieser Darstellung wird das SafeTSA-Format
na¨her an die Struktur der JikesRVM gebracht, indem z.B. die Adressberechnung von
Feld- und Methodenzugriffen entsprechend der JikesRVM in das Format eingefu¨gt wer-
den (Adressberechnung anhand von Offsetwerten). Weiterhin werden Indexu¨berpru¨fun-
gen, Typkonvertierungen und Objekterzeugungen in die von der JikesRVM verwendeten
Instruktionen u¨berfu¨hrt sowie die Speicherzugriffe des HST-Formates durch entsprechende
load - und store-Befehle ersetzt. Auch auf der LST-Darstellung ko¨nnen weitere Optimie-
23sta fu¨r SafeTSA-ASCII und stb fu¨r SafeTSA-Binary.
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rungen durchgefu¨hrt werden.
In der letzten Phase der SafeTSA-U¨bersetzung wird schließlich die LST-Form in die
LIR-Darstellung der Methode u¨berfu¨hrt, wobei im wesentlichen die Kontrollstrukturen
durch Sprungbefehle der LIR-Form ersetzt, LST-Instruktionen auf entsprechende LIR-
Befehle und verwendete Werte auf entsprechende virtuelle Register abgebildet werden.
Weiterhin werden in dieser Darstellung die in der SSA-Darstellung verwendeten Phi-
Instruktionen endgu¨ltig aufgelo¨st. Aus der LIR-Repra¨sentation der Methode kann nun
der optimierende U¨bersetzer der JikesRVM den fu¨r die Zielarchitektur passenden Maschi-
nencode erzeugen.24
8.4.1 Steuerung der SafeTSA Komponenten
Die Aktivierung des SafeTSA-U¨bersetzers im U¨bersetzersystem der JikesRVM erfolgt u¨ber
Optionen der Kommandozeile. Die JikesRVM bietet wa¨hrend der Entwicklung hierfu¨r
einen Mechanismus, bei dem alle mo¨glichen Optionen in einem festgelegten Format in
speziellen Dateien abgelegt werden (BooleanOptions.dat und ValueOptions.dat). Die
Inhalte dieser Dateien werden beim U¨bersetzungsprozess der JikesRVM in entsprechende
Java-Objekte umgewandelt, u¨bersetzt und stehen spa¨ter dem Laufzeitsystem zur Verfu¨gung.
Die Aktivierung des SafeTSA-U¨bersetzers erfolgt automatisch.
8.5 Erweiterung der JikesRVM
8.5.1 Einlesen annotierter SafeTSA-Klassen
In der JikesRVM werden Klassen immer zum Zeitpunkt ihrer ersten Verwendung geladen
(Late Binding). Wird eine Klasse im SafeTSA-Format geladen, so ist der ST Parser fu¨r
das Einlesen und den Wiederaufbau der SafeTSA-Struktur verantwortlich. In Bezug auf
die Arbeit mit annotierten SafeTSA-Klassen ist also an erster Stelle der Parser anzupassen,
um die annotierten Informationen wieder korrekt in die SafeTSA-Struktur einzuarbeiten.
Da neben der vorgestellten Annotationstechnik prinzipiell eine Reihe weiterer Annotati-
onsformen einsetzbar sind, wurde bei der Erweiterung auf zuku¨nftige Techniken Ru¨cksicht
genommen. Insbesondere wurde die Arbeit des ST Parser, die Analyse und der Wiederauf-
bau, in den Annotationen zugeordnete Bereiche aufgeteilt. Bei diesem Modell u¨bernimmt
ein so genannter Pre Parser die Analyse des SafeTSA-Dateikopfes (Header) und startet
mit den gegebenen Informationen einen auf die vorliegende Annotationstechnik speziali-
sierten Parser. Somit ko¨nnen verschiedene Formen der Annotation sowie nicht annotierte
SafeTSA-Klassen gleichzeitig verwendet werden. Liegt eine SafeTSA-Datei ohne Annotati-
on vor, so wird der urspru¨ngliche ST Parser gestartet. Fu¨r die hier behandelte Annotation
von Escape-Informationen wurde der spezialisierte ST Escape Parser25 entwickelt. Abbil-
dung 39 zeigt eine U¨bersicht u¨ber das Modell.
Erweiterter Parser fu¨r Escape-Annotationen Der ST Escape Parser ist von seiner
Arbeitsweise direkt aus dem urspru¨nglich in der JikesRVM verwendeten ST Parser abge-
leitet. Eine Klasse im SafeTSA-ASCII-Format wird eingelesen, analysiert und der Kontroll-
strukturbaum von SafeTSA (mit Basisblo¨cken und Instruktionen) aufgebaut. Im Unter-
24Derzeit werden PowerPC und Intel Pentium unterstu¨tzt.
25Unterstu¨tzt SafeTSA-ASCII-Format.
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Abbildung 39: Anpassung ST Parser
schied zum herko¨mmlichen Parser unterstu¨tzt der ST Escape Parser das erweiterte Typ-
modell und die erweiterten Instruktionen, welche fu¨r die Modellierung der Annotation als
Grundlage dienen. Wa¨hrend des Einlesens kann der Parser somit die Escape-Eigenschaft
aus den Instruktionen und den verwendeten Typen ableiten und wieder den Objekten und
Parametern zuordnen. Die ermittelte Escape-Eigenschaft wird im Kontrollstrukturbaum,
speziell in den fu¨r die HIR-Darstellung verwendeten Instruktionen abgespeichert. Hierbei
besitzt jede Instruktion die Escape-Eigenschaft des der Instruktion zugeho¨rigen Objektes
bzw. Parameters. Weiterhin wird die Escape-Eigenschaft der formalen Parameter in der
Repra¨sentation der entsprechenden Methode (ST Method) gespeichert, wobei auch hier der
nullte formale Parameter die Referenz auf this darstellt.
Da die Escape-Eigenschaft escape auf das urspru¨ngliche SafeTSA-Maschinenmodell26
abgebildet wurde, kann der ST Escape Parser in diesem Fall auch nicht-annotierte SafeTSA-
Dateien verarbeiten. Hier wird lediglich jedem Objekt und jedem Parameter die Escape-
Eigenschaft escape zugewiesen. Bei anderen Annotationstechniken kann diese Mo¨glichkeit
unter Umsta¨nden nicht zur Verfu¨gung stehen.
Zusa¨tzlich zum herko¨mmlichen Parser tra¨gt der ST Escape Parser in der ebenfalls
angelegten Typentabelle alle sich durch die Erweiterung des Maschinenmodells ergebenden
Typen ein. Somit wird fu¨r jeden neuen Typ, welcher standardma¨ßig die Escape-Eigenschaft
escape darstellt, auch der entsprechende Typ may und bound registriert. Fu¨r alle Objekte
und Parameter, die einem der Escape-Eigenschaft may zugeordneten Typ angeho¨ren, ist
zu bemerken, dass diese Escape-Eigenschaft in der folgenden interprozeduralen Escape-
Analyse entsprechend durch bound oder escape ersetzt wird. Folglich werden die Typen
26Der Escape-Typ escape fu¨r sich betrachtet entspricht dem urspru¨nglichen, nicht erweiterten SafeTSA-
Maschinenmodell.
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der betroffenen Objekte und Parameter neu zugeordnet und die Eintra¨ge der Tabelle im
Verlauf der Analyse aktualisiert.
8.5.2 Interprozedurale Escape-Analyse
Die interprozedurale Escape-Analyse wird durch den SafeTSA-U¨bersetzer auf der HST-
Darstellung einer zu u¨bersetzenden Methode ausgefu¨hrt und die Ergebnisse in dem Kon-
trollstrukturbaum abgespeichert. Fu¨r formale Parameter erfolgt die Speicherung abwei-
chend in der Repra¨sentation der Methode (VM Method bzw. ST Method). Im weiteren Ver-
lauf der U¨bersetzung wird die Escape-Eigenschaft von Objekten und Parametern mit in
die folgenden Darstellungen u¨bertragen, wodurch eine auf der Escape-Analyse basierende
Optimierung an der jeweils geeigneten Stelle (z.B. auf der LST-Darstellung) erfolgen kann.
Der Start der Analyse ist hierbei nicht von annotierten Escape-Informationen abha¨ngig,
so dass die interprozedurale Escape-Analyse beliebig gegen einen anderen Algorithmus
ausgetauscht werden kann. Fu¨r den Zweck des Vergleichs des Laufzeitverhaltens wurde
tatsa¨chlich eine vollsta¨ndige intra- und interprozedurale Analyse an dieser Stelle integriert,
die alternativ aktiviert werden kann.
Wa¨hrend die Aktivierung der interprozeduralen Escape-Analyse durch eine Option der
JikesRVM mittels BooleanOptions.dat erfolgt, finden bei der U¨bersetzung weitere Steue-
rungsmechanismen statt. An erster Stelle wird die zu untersuchende Methode mit einem
Status gekennzeichnet, wobei als Werte nicht analysiert, in Analyse und vollsta¨ndig analy-
siert zur Verfu¨gung stehen. Jede Methode ist zuna¨chst nicht analysiert und tritt zu Beginn
in den Status in Analyse. Im weiteren Verlauf wird dieser Status zur Identifizierung von
Rekursionen im interprozeduralen Algorithmus verwendet, wenn die Escape-Eigenschaft
formaler Parameter an Aufrufstellen von Methoden festzustellen ist. Nach Abschluss der
Analyse erha¨lt die Methode den Status vollsta¨ndig analysiert.
Escape-Kontrolleinheit Ist die interprozedurale Escape-Analyse abgeschlossen, wird
die untersuchte Methode bei einer in das JikesRVM Laufzeitsystem integrierten Escape-
Kontrolleinheit (ST EscapeController) registriert. Die Kontrolleinheit ordnet nun die
Methode dem Typ der Klasse zu, welche die Methode implementiert und bietet eine
Mo¨glichkeit zur Registrierung entsprechender Methodenoptimierungen. Hierbei werden
jene Optimierungen an die Kontrolleinheit gemeldet, die von der Escape-Eigenschaft der
formalen Parameter der untersuchten Methode abha¨ngig sind. Trifft nun ein Ereignis
ein, welches die Escape-Eigenschaft der formalen Parameter bezu¨glich einer Aufrufstel-
le nachtra¨glich a¨ndern ko¨nnte, z.B. indem eine neuere Implementierung der aufgerufenen
Methode vorliegt, so reagiert die Kontrolleinheit entsprechend. Das Ereignis wird durch
die speziell im Laufzeitsystem implementierten Wa¨chter (ST Guard) gemeldet, wobei es im
besten Fall keine A¨nderung der Escape-Eigenschaft formaler Parameter nach sich zieht.
In dieser Situation hat das Ereignis keinen Einfluss auf die durchgefu¨hrten Optimierungen
und die Escape-Kontrolleinheit braucht in dem Zusammenhang nichts weiter zu tun. Im
ungu¨nstigen Fall allerdings a¨ndert sich die Escape-Eigenschaft eines formalen Parameters
einer registrierten Methode und die Kontrolleinheit muss entsprechend reagieren. Sie pru¨ft
zuna¨chst die Liste der zugeho¨rigen Methodenoptimierungen und veranlasst fu¨r diese Me-
thoden eine neue U¨bersetzung einschließlich einer neuen interprozeduralen Escape-Analyse
unter Einbezug der vera¨nderten Escape-Informationen. Bei Ereignissen, die eine Optimie-
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Abbildung 40: Verwaltung von Methoden in der Escape-Kontrolleinheit
rung verhindern (z.B. die Verwendung der Reflektion), erhalten alle formalen Parameter
und lokalen Objekte betroffener Methoden die Escape-Eigenschaft escape, wodurch die
Optimierung ausgeschlossen wird.
Der Prozess der neuen U¨bersetzung durch den SafeTSA-U¨bersetzer der JikesRVM
kann auf zwei Wegen realisiert werden. Zum Einen kann beim ersten U¨bersetzen einer
Methode das Original dieser Methode in der HST-Darstellung gespeichert und fu¨r den
weiteren Vorgang eine Kopie verwendet werden. Ist zu einem spa¨teren Zeitpunkt eine er-
neute U¨bersetzung der Methode notwendig, so kann hierfu¨r eine neue Kopie angelegt bzw.
bei auszuschließender Optimierung das Original selbst u¨bersetzt werden. Zum Anderen
kann, wie in dieser Arbeit implementiert, die Methode durch einen unabha¨ngig arbeiten-
den Klassenlader erneut geladen werden. Der Klassenlader la¨dt in diesem Fall tatsa¨chlich
nur die Implementierung der Methode, ohne jedoch die Klasse selbst zu initialisieren.
Die Implementierung der Methode steht in der HST-Darstellung zur Verfu¨gung und kann
folgend durch den SafeTSA-U¨bersetzer u¨bersetzt werden.
Abbildung 40 zeigt den Verwaltungsaufbau der Escape-Kontrolleinheit. Beim Registrie-
ren einer Methode foo wird zuna¨chst der Typ type der foo definierenden Klasse ermittelt.
Existiert fu¨r type noch kein Eintrag in der internen Typentabelle, so wird ein Eintrag und
eine leere Methodentabelle fu¨r type erzeugt. Weiterhin wird die zu registrierende Methode
foo in die Methodentabelle von type eingetragen und eine leere Tabelle fu¨r die Registrie-
rung weiterer in Abha¨ngigkeit von foo optimierter Methoden erzeugt. Diese Tabelle wird
dem Eintrag foo zugeordnet.
Wa¨chter Die Wa¨chter, welche die Escape-Kontrolleinheit u¨ber bestimmte Ereignisse
wa¨hrend der Ausfu¨hrung eines Programmes informieren, arbeiten nach den folgenden
Richtlinien:
ST ClassLoaderGuard: Dieser Wa¨chter reagiert sobald der Klassenlader der Jikes-
RVM (VM ClassLoader) mit dem Laden einer neuen Klasse beauftragt wurde. Er
meldet den Typ VM Type der Klasse an die Escape-Kontrolleinheit. Wurde der La-
devorgang durch die Kontrolleinheit ausgelo¨st, erfolgt keine Benachrichtigung.
ST JNIGuard: Der JNI-Wa¨chter meldet Ereignisse an die Kontrolleinheit, sobald ei-
ne Klasse die Funktionen der JNI-Schnittstelle der JikesRVM benutzt. Dies ist zum
einen der Fall, wenn eine Methode mit dem speziellen U¨bersetzer VM JNICompiler
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u¨bersetzt wird, da die Methode auf Funktionen der VM JNIFunctions zugreift. Fin-
det dieser U¨bersetzer Verwendung, so meldet der Wa¨chter den betroffenen Typ
VM Type der Klasse, welche die u¨bersetzte Methode definiert. Zum anderen rea-
giert der Wa¨chter auf die Verwendung der so genannten VM syscalls. Sobald ein
VM syscall wa¨hrend der Ausfu¨hrung eines Programmes verwendet wird, meldet der
Wa¨chter dies der Kontrolleinheit. Hier wird auf die U¨bermittlung des betroffenen
Typs der zugeho¨rigen Klasse verzichtet, da die Verwendung von VM syscalls zu einer
globalen pessimistischen Annahme fu¨hrt (alle Objekte ko¨nnen prinzipiell fliehen, da
ein uneingeschra¨nkter Zugriff auf den Speicher der JikesRVM mo¨glich ist).
ST ReflectionGuard: Der Wa¨chter der Reflektion u¨berwacht die Verwendung der
Klassen der Reflection API, abgesehen von dem expliziten Laden von Klassen durch
benutzerdefinierte Klassenlader oder Class.forName(). Deren Ereignisse werden be-
reits durch den ST ClassLoaderGuard gemeldet. Fu¨r die weiteren Funktionen der
Reflektion gilt, dass fu¨r jede Verwendung zuvor ein Zugriff auf eine der Klassen
Class, Method oder Field der Reflection API erfolgt. U¨blicherweise beginnt ein
Programm mit dem Zugriff auf das statische Feld class eines Objektes oder ei-
ner Klasse. Der Wa¨chter der Reflektion meldet jede Verwendung der zuvor genann-
ten drei Klassen der Reflection API an die Kontrolleinheit unter Angabe des Typs
VM Type der Klasse, auf die zugegriffen wird. Eine U¨berpru¨fung auf entsprechen-
de Zugriffe wa¨hrend der U¨bersetzung durch den optimierenden SafeTSA-U¨bersetzer
ist hier zwar mo¨glich, jedoch aufgrund der parallelen Verwendung von Klassen im
Java-Bytecodeformat nicht sinnvoll.
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9 Ergebnisse
9.1 Messumgebung
Die Messungen wurden auf einem PowerMac der Firma Macintosh durchgefu¨hrt. Das
System verfu¨gt u¨ber einen PowerPC G4 Prozessor, 1,5 GB Hauptspeicher (RAM) und 256
KB Level 2 Cache. Bei dem verwendeten Betriebssystem handelte es sich um Mandrake
Linux 7.1 mit dem Kernel 2.4.17-1mdk. Um eine Beeinflussung der Messungen durch
andere Benutzer zu vermeiden, wurde das System im Einzelbenutzermodus betrieben.
Die aktuelle Version der verwendeten JikesRVM wurde mit dem Profil FullOptNoGC
erzeugt. Bei diesem Vorgang werden die Klassen der virtuellen Maschine durch die Jikes-
RVM unter Verwendung des optimierenden U¨bersetzers u¨bersetzt und in das Bootimage
eingebettet. Weiterhin ist bei diesem Profil der Speicherbereiniger deaktiviert (no garbage
collector), welcher einen Einfluss auf die Laufzeit des U¨bersetzers bzw. der Analyse neh-
men ko¨nnte.
Als Testprogramme dienten die Sektionen 2 und 3 der Java Grande Benchmark Suite
– JGF [20], einige in der Programmiersprache Java entwickelte, rechenintensive und frei
verfu¨gbare Anwendungen [3]. Die Sektion 1 dieser Programmgruppe beinhaltet hauptsa¨ch-
lich einfache Berechnungen und Tests, welche fu¨r eine Escape-Analyse keine wertvollen
Erkenntnisse liefern ko¨nnen. Alle Anwendungen wurden vierfach gestartet und aus der
Gruppe von Messergebnissen der Mittelwert ermittelt.
Die Produzenten- und Konsumentenseite des SafeTSA-Systems wurde in einzelne Mo-
dule unterteilt, welche u¨ber jeweils unterschiedliche Profile mit/ohne Analyse bzw. Annota-
tion verfu¨gen. Fu¨r die Messung wurden die Module in der entsprechenden fu¨r die Messung
erforderlichen Zusammensetzung kombiniert. Folgende Module standen zur Verfu¨gung:
• SafeTSA-U¨bersetzer der Produzentenseite ohne Escape-Analyse und Annotation
• SafeTSA-U¨bersetzer der Produzentenseite mit vollsta¨ndiger Escape-Analyse (Wha-
ley) ohne Annotation
• SafeTSA-U¨bersetzer der Produzentenseite mit erweitertem Maschinenmodell, intra-
prozeduraler Escape-Analyse (Whaley) und Annotation
• Java-Bytecode U¨bersetzer
• JikesRVM nur mit Ausfu¨hrung von Java-Bytecode
• JikesRVM mit SafeTSA-Integration
• JikesRVM mit SafeTSA-Integration, Unterstu¨tzung von Annotationen
(ST Escape Parser) und interprozeduraler Escape-Analyse
• JikesRVM mit SafeTSA-Integration und vollsta¨ndiger Escape-Analyse (Whaley)27
Im folgenden werden die Ergebnisse fu¨r die U¨bersetzung der Benchmarks mit dem
Produzentensystem, der Einfluss auf die zu u¨bertragenden Dateien im Zwischencodefor-
mat SafeTSA und die Ausfu¨hrung unter Verwendung des optimierenden U¨bersetzers der
JikesRVM dargestellt.
27Der vollsta¨ndige Algorithmus von Whaley ist im Anhang dargestellt.
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Klasse Intra- und
Interprozedurale
Analyse
Intraprozedurale
Analyse und
Annotation
Keine
Escape-Analyse
JGFEuler 5,91 5,87 5,85
Tunnel 5,90 5,87 5,83
JGFMoldyn 5,34 5,31 5,28
md 38,59 15,15 15,00
RayTracer 10,85 9,86 9,68
SearchGame 10,27 8,71 8,58
TransGame 7,17 7,09 7,01
AppDemo 18,93 18,87 18,79
RatePath 8,68 8,49 8,14
ReturnPath 7,04 7,02 6,95
Universal 6,06 6,04 5,97
Tabelle 4: U¨bersetzungszeiten (sek) der Produzentenseite (Auszug)
9.2 Produzentenseite und SafeTSA-Dateien
In Zusammenhang mit dem SafeTSA-U¨bersetzer der Produzentenseite wurden das Zeitver-
halten und mit besonderer Aufmerksamkeit die Vergro¨ßerung der ausgegebenen Zwischen-
codedateien im SafeTSA-Format betrachtet. Fu¨r diesen Zweck wurden auf der Produzen-
tenseite alle Klassen der JGF Benchmark Suite mit und ohne Annotation von Ergebnis-
sen der Escape-Analyse erzeugt, wobei als Implementierung die in Kapitel 8.2.1 beschrie-
bene intraprozedurale Escape-Analyse von Whaley diente. Weiterhin wurden qualitative
Messungen mit der vollsta¨ndig auf der Produzentenseite implementierten Escape-Analyse
(intra- und interprozedural) durchgefu¨hrt. Tabelle 4 pra¨sentiert einen Auszug der U¨berset-
zungszeiten der Produzentenseite fu¨r Klassen der JGF-Sektion 3 jeweils mit vollsta¨ndiger
Escape-Analyse (intra- und interprozedural), Escape-Analyse mit Annotation (intrapro-
zedural) und ohne Escape-Analyse oder Annotation.
Die U¨berpru¨fung des erzeugten Zischencodes zeigt, dass die SafeTSA-Klassendateien
im Vergleich zu anderen Annotationstechniken (z.B. [17]) nur minimal wachsen. Fu¨r die
Klassen der JGF-Benchmarks gerechnet, betra¨gt der Zuwachs nur zwischen 0.03% und
0.28%, im Durchschnitt vergro¨ßern sich die Dateien um 0.16%.
Tabelle 5 stellt einen U¨berblick u¨ber die relative Vergro¨ßerung der Klassen der JGF-
Benchmarks dar. Dabei bezeichnet op die Anzahl der in der Klasse vorkommenden Ope-
randen, par steht fu¨r die Summe der formalen Parameter aller Methoden meth einer zu
u¨bersetzenden Klasse. Weiterhin bezeichnen bit und byte den zusa¨tzlichen Platz, den
die Annotation insgesamt fu¨r eine Klasse beansprucht. Der Wert berechnet sich aus den
vorhergehenden Zahlen. Abschließend stellt die Spalte rel den relativen Platzbedarf der
Annotation dar, wobei sich diese Gro¨ße auf das platzsparendere SafeTSA-Binary-Format
bezieht. Fu¨r das Arbeitsformat SafeTSA-ASCII ergeben sich bedeutend kleinere Werte,
da eine Datei in diesem Format wesentlich mehr Platz in Anspruch nimmt.
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class op par meth bit byte rel
JGFEuler 34 0 7 41 6 0.22%
Tunnel 11 14 11 36 6 0.03%
Statev. 0 4 6 10 2 0.18%
Vector2 0 1 3 4 1 0.21%
AppDemo 14 6 19 39 5 0.11%
JGFMonte. 25 0 7 32 4 0.20%
RatePath 38 12 16 66 9 0.17%
JGFSearch 12 0 7 19 3 0.12%
TransGame 13 0 11 24 3 0.10%
JGFMolDyn 25 0 7 32 4 0.21%
md 8 0 3 11 2 0.04%
JGFRayTr. 29 0 7 36 5 0.17%
RayTracer 69 16 11 96 12 0.19%
Vec 4 19 17 40 5 0.21%
JGFAll 7 1 2 10 2 0.28%
Tabelle 5: U¨bersicht des zusa¨tzlichen Platzbedarfes der Annotation
9.3 Konsumentenseite JikesRVM
Durch die Integration der vorgestellten Annotationstechnik in die JikesRVMwar es mo¨glich,
den Zeitaufwand fu¨r den erweiterten Parser und die auf der Annotation basierende inter-
prozedurale Escape-Analyse zu messen. In diesem Zusammenhang konnte der zeitliche
Vorteil ermittelt werden, der mit diesem Verfahren im Vergleich zu einer vollsta¨ndig zur
Laufzeit durchgefu¨hrten Escape-Analyse gewonnen wird. Diese zusa¨tzliche Zeit steht ent-
sprechend Optimierungsalgorithmen zur Verfu¨gung, die auf Ergebnissen der Analyse ar-
beiten.
Fu¨r die Messungen wurde zum Einen die vollsta¨ndige Escape-Analyse von Whaley und
Rinard mit intra- und interprozeduralem Algorithmus in der JikesRVM implementiert. Fu¨r
diese Variante wurden die auszufu¨hrenden Programme im SafeTSA-Zwischencodeformat
ohne entsprechende Annotationen u¨bertragen und durch den herko¨mmlichen ST Parser
eingelesen. Anschließend fu¨hrte der optimierende U¨bersetzer die vollsta¨ndige Escape-Analyse
durch. Zur Feststellung der Analyseergebnisse wurde ein Protokoll erzeugt und gespeichert,
wobei fu¨r die Ausgabe die debug-Funktion der JikesRVM Verwendung fand. Die Zeitmes-
sung und die Protokollausgabe fand in getrennten Durchla¨ufen statt, um die Ausfu¨hrungs-
zeiten nicht durch die Protokollierung zu beeinflussen.
Zum Anderen wurden die Klassen lediglich mit der intraprozeduralen Analyse u¨ber-
setzt und die Ergebnisse annotiert. In dieser Variante bearbeitete der ST Escape Parser
die annotierten SafeTSA-Klassen. Der optimierende U¨bersetzer der JikesRVM fu¨hrte hier
die in Kapitel 6.4 beschriebene interprozedurale Escape-Analyse durch, wobei die anno-
tierten Informationen der intraprozeduralen Analyse entsprechend Verwendung fanden.
Auch bei diesem Verfahren wurden die gewonnenen Ergebnisse in einem Protokoll ausge-
geben und festgehalten. Die Messung war ebenfalls in einem getrennten Durchlauf durch-
gefu¨hrt worden. Die Zeiten, die der erweiterte Parser fu¨r die Auswertung der annotierten
Analyseinformationen aufwenden musste, wurden separat erfasst und in der Bewertung
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Abbildung 41: U¨bersicht der Konfigurationen
entsprechend beru¨cksichtigt. Eine Gegenu¨berstellung beider Verfahren ist in Abbildung
41 dargestellt.
Abbildung 42 zeigt die absoluten U¨bersetzungszeiten des optimierenden U¨bersetzers
fu¨r die Varianten der auf der Konsumentenseite durchgefu¨hrten Escape-Analyse, die jeweils
mit annotierten und nicht-annotierten Klassen im SafeTSA-Zwischencodeformat arbei-
ten (annotierte interprozedurale Escape-Analyse und nicht annotierte vollsta¨ndige Escape-
Analyse). Die Zeiten der annotierten interprozeduralen Escape-Analyse sind aufgeteilt in
die zusa¨tzliche Arbeitszeit des ST Escape Parser fu¨r die annotierten SafeTSA-Klassen
und die Zeit der eigentlichen interprozeduralen Escape-Analyse. Zu bemerken ist, dass der
Aufwand des erweiterten Parsers fu¨r die verschiedenen SafeTSA-Formate a¨hnlich ausfa¨llt,
da die Annotationen wa¨hrend des Einlesens mit einem Mechanismus gleicher Komplexita¨t
ausgewertet werden.
Die Ergebnisse zeigen, dass das vorgestellte Verfahren in jedem Fall zu einem Zeitge-
winn fu¨hrt, wobei die Analyseergebnisse bezogen auf die annotierten Klassen anna¨hernd
denen der vollsta¨ndigen Escape-Analyse entsprechen. Im Durchschnitt identifizierte die
annotierte interprozedurale Analyse u¨ber 93% der durch Whaleys Analyse gefundenen
Objekte. Die gewonnene Zeit steht Optimierungen wie der Stack-Allokation oder der Syn-
chronisationsentfernung zur Verfu¨gung. Gerade fu¨r komplexe und große Klassen wird die
vollsta¨ndige Escape-Analyse sehr zeitintensiv. In diesen Klassen zeigt sich der Vorteil der
Trennung von intra- und interprozeduraler Analyse versta¨rkt, da ein hoher Anteil der Ar-
beit bereits zur U¨bersetzungszeit durchgefu¨hrt wird. Besonders fu¨r das Programm Euler
konnte ein Zeitgewinn mit der vorgestellten Methode erzielt werden. Die U¨bersetzungszeit
der annotierten Escape-Analyse war hier um 0,448 s (bzw. 95,5%) schneller als die der
vollsta¨ndigen Escape-Analyse, was im Wesentlichen auf die hohe Anzahl zu untersuchen-
der Reihungen zuru¨ckgefu¨hrt werden kann, deren Escape-Eigenschaft beim Annotations-
verfahren bereits auf der Produzentenseite als escape feststellbar war.
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Abbildung 42: Analyse-Ergebnisse auf einem PowerPC
Zusammenfassung
In dieser Dissertation wurde eine sichere Annotation von Ergebnissen einer auf der Pro-
duzentenseite durchgefu¨hrten Escape-Analyse vorgestellt. Die Annotation basiert auf dem
Zwischencodeformat SafeTSA und erweitert dessen Maschinenmodell durch die Einfu¨hrung
von neuen Typen und Registersa¨tzen. Durch die Konstruktion des Zwischencodeformates
und des Maschinenmodells sind die zu u¨bertragenden Informationen vollsta¨ndig verifizier-
bar. Eine vergleichbare Erweiterung kann auch fu¨r weitere Analysetechniken eingesetzt
werden, soweit sich deren Ergebnisse durch entsprechende Typmodelle ausdru¨cken und
somit annotieren lassen. Werden mehrere Analysetechniken unterstu¨tzt, ist jedoch mit ei-
nem ho¨heren Aufwand und einer weiteren Vergro¨ßerung des Zwischencodes zu rechnen.
Die Vergro¨ßerung des Zwischencodes durch die Annotation von Escape-Informationen be-
tra¨gt durchschnittlich 0.16% und fa¨llt somit im Vergleich zur gesamten Programmgro¨ße
gering aus. Ebenfalls gering ist der zusa¨tzliche Aufwand eines optimierenden JIT-U¨berset-
zers, welcher die annotierten Escape-Informationen auswertet und eine interprozedurale
Escape-Analyse auf Basis der Annotation durchfu¨hrt. Durch einen Vergleich mit einer
vollsta¨ndig auf der Konsumentenseite durchgefu¨hrten Escape-Analyse konnte die Effizienz
des Systems gezeigt werden. Die vorgestellte Methode unterstu¨tzt weiterhin alle dynami-
schen Aspekte der Programmiersprache Java und der JVM (z.B. dynamisches Laden von
Klassen) und stellt einen entsprechenden Mechanismus fu¨r Optimierungen bereit, durch
welchen auch zur Laufzeit eines Programmes neue Informationen beru¨cksichtigt und ge-
gebenenfalls Optimierungen angepasst werden ko¨nnen.
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A Compositional Pointer and Escape Analysis for Java -
Whaley, Rinard
Whaley und Rinard stellen in [61] eine Technik der Escape-Analyse fu¨r Javaprogramme
vor, die sich speziell auf die Untersuchung von Objektreferenzen konzentriert. Um aus
dem Verhalten von Referenzen Escape-Informationen bezu¨glich der referenzierten Objek-
te ableiten zu ko¨nnen, wird eine graphenbasierte Datenstruktur angelegt, der so genannte
Points-To-Escape-Graph, welcher die Zusammenha¨nge zwischen den Referenzen und Ob-
jekten im Kontext der umgebenden Methoden abbildet. Die Autoren haben ihre Technik
in einen lokalen und einen globalen Teil gegliedert. Die intraprozedurale Analyse (lokal)
bezieht sich auf das Verhalten innerhalb einer Methode und die interprozedurale Analyse
(global) untersucht Abha¨ngigkeiten zwischen Methoden.
Definition: Sei m diejenige Methode, die aktuell analysiert wird, und Im sei die Men-
ge aller Methoden, die von m aufgerufen werden. Dann sei der aktuelle Analyse-Bereich
definiert als Sm = {m} ∪ Im.
Das Verfahren setzt voraus, dass das Eingabeprogramm in der folgenden aufbereiteten
Form vorliegt und sa¨mtliche Anweisungen das folgende Format haben:
• Kopieranweisung: k=v;
• Speicheranweisung: l1.f = l2;
• Ladeanweisung: l1 = l2.f ;
• Methodenaufruf: l0.op(p1, ..., pn);
• Instanziierung: l = new Object(p1, ..., pn);
• Returnanweisung: return l;
Die Variablen l1 und l2 zeigen auf entsprechende Objekte. Ist l1 bei einer Speicheran-
weisung eine globale Variable, spricht man von einer globalen Speicheranweisung. Ist l2 bei
einer Ladeanweisung eine globale Variable, spricht man von einer globalen Ladeanweisung.
Zugriffe auf Array-Objekte erfolgen u¨ber entsprechende Lade- und Speicheranweisungen;
Zugriffe auf die einzelnen Array-Elemente erfolgen u¨ber ein ausgezeichnetes Feld elements.
Ist also a ein Array-Objekt, so kann mittels a.elements auf die Elemente von a zugegrif-
fen werden. Methodenaufrufe innerhalb einer zu analysierenden Methode werden bei dem
Verfahren mittels eines Kontrollflussgraphen repra¨sentiert. Zur Ermittlung der Menge al-
ler aufgerufenen Methoden werden bei der interprozeduralen Analyse dann Informationen
aus diesem Aufrufgraphen (Call Graph) verwendet.
Definition: Sei im folgenden o ein beliebiges Objekt. Wir sagen, o “flieht direkt”, genau
dann, wenn eine der folgenden Situationen vorliegt:
1. Eine Referenz auf o wurde als Parameter an die aktuell zu analysierende Methode
u¨bergeben.
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2. Eine Referenz auf o wurde in eine statische Klassenvariable gespeichert.
3. Eine Referenz auf o wurde als Parameter an eine aufgerufene Methode u¨bergeben und
es liegen keine Infomationen daru¨ber vor, wie diese Methode die Parameterreferenz
verwendet.
4. o ist ein Thread-Objekt.
5. Eine Referenz auf o wurde mittels einer Returnanweisung an eine aufrufende Me-
thode u¨bergeben.
Desweiteren sagen wir, dass o genau dann flieht, wenn es u¨ber eine Sequenz von Refe-
renzen erreichbar ist, die von einem direkt fliehendem Objekt ausgeht. D.h. es existieren
ein direkt fliehendes Objekt d und Referenzen der Form d → o1 → o2 → . . . → ok → o,
wobei oi beliebige Objekte sind, fu¨r 1 ≤ i ≤ k.
Die Escape-Information wird aus dem aktuellen Points-To-Escape-Graph abgeleitet.
Der Points-To-Escape-Graph ist definiert als:
Definition: Ein Points-To-Escape-Graph G ist ein Tupel der Form G=(I,O,e,r), wobei
folgende Bezeichnungen gelten:
I . . .Menge der inneren Kanten
O . . .Menge der a¨ußeren Kanten
e . . . Escape Funktion
r . . .Menge der Return-Knoten
Die Elemente des Points-To-Escape-Graphen erla¨utern sich wie folgt: Kanten - be-
zeichnet als die Menge E = I ∪O - entsprechen dabei gerichteten Verbindungen zwischen
Knoten, wobei N in der Folge die Menge der Knoten bezeichnet. Fu¨r jeden Knoten n ∈ N
gilt entweder n ∈ NI oder n ∈ NO (NI ⊆ N ⊇ NO, NI ∩NO = ®, NI ∪NO = N), wobei
NI die Menge aller inneren Knoten und NO die Menge aller a¨ußeren Knoten bezeichnet.
Innere Knoten werden verwendet, um Objekte zu modellieren, die innerhalb des aktu-
ellen Analyse-Bereiches erstellt wurden und auf die mittels Referenzen zugegriffen wird,
die ebenfalls innerhalb des aktuellen Analyse-Bereiches erstellt wurden. Diese Referenzen
werden als innere Kanten bezeichnet. Analog werden a¨ußere Kanten definiert, um Ob-
jekte zu modellieren, die außerhalb des aktuellen Analyse-Bereiches erstellt wurden und
auf die mittels außerhalb des aktuellen Analyse-Bereiches erstellter Referenzen zugegriffen
wird. Diese Referenzen werden entsprechend als a¨ußere Kanten bezeichnet. Fu¨r jede Kante
e ∈ E ist ferner eine Kennzeichnung mit einem Feld f ∈ F mo¨glich, wobei F die Menge
aller Objektfelder bezeichnet.
Thread-Knoten sind eine Spezialform der inneren Knoten, die innere Objekte repra¨sen-
tieren, welche Instanzen einer von Java.lang.Thread abgeleiteten Klasse sind oder als
Parameter an einen Konstruktor einer von Java.lang.Thread abgeleiteten Klasse u¨ber-
geben werden. A¨ußere Knoten werden ferner in globale Knoten (NG), Return-Knoten
(NR), Klassen-Knoten (NCL), Lade-Knoten (NL) und Parameter-Knoten (NP ) unterteilt.
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Globale Knoten repra¨sentieren Objekte, auf die eine entsprechende statische Klassenvaria-
ble wa¨hrend der Ausfu¨hrung der derzeitig analysierenden Methode zeigt. Es existiert ein
globaler Knoten fu¨r jede statische Klassenvariable. Return-Knoten repra¨sentieren Ru¨ckga-
bewerte von nicht analysierten Methoden. Fu¨r jede Ru¨cksprunganweisung existiert genau
ein Return-Knoten. Klassen-Knoten repra¨sentieren die statisch allokierten Klassenobjek-
te. Fu¨r jede Klasse existiert genau ein Klassen-Knoten, dessen Felder genau den statischen
Klassenvariablen dieser Klasse entsprechen. Die Lade-Knoten werden dazu verwendet, um
diejenigen Objekte darzustellen, deren Referenzen mittels einer entsprechenden Ladean-
weisung geladen werden. Es existiert fu¨r jede Ladeanweisung genau ein Lade-Knoten.
Parameter-Knoten repra¨sentieren diejenigen Objekte, auf die die aktuellen Parameter
wa¨hrend der Ausfu¨hrung der aktuell analysierten Methode zeigen. Es existiert fu¨r jeden
formalen Parameter genau ein Parameter-Knoten und das Empfa¨nger-Objekt wird dabei
als der nullte Parameter behandelt.
Die Escape-Funktion e ist definiert als
e : N → 2M , e (n) = {m1, . . . ,ml} , |e (n) | ≥ 0,
wobeiM die Menge aller Methoden bezeichnet. Die Escape-Funktion zeichnet alle nicht
analysierten Methoden auf, in die ein Knoten flieht. Die Menge r ⊆ N der Return-Knoten
beinhaltet alle Knoten, die mittels einer Ru¨cksprunganweisung aus der aktuell analysierten
Methode fliehen.
Wird die Definition von fliehen auf diesen Points-To-Escape-Graphen abstrahiert, so
erha¨lt man folgende Aussagen (Sei dazu n ∈ N ein beliebiger Knoten):
1. n flieht direkt (directlyescapes (n))⇔ n ∈ NR ∪NP ∪NT ∪NCL ∨ e (n) 6= ∅.
2. n flieht (escaped (n)) ⇔ ∃n0, . . . , nk ∈ N : d = n0 → n1 → n2 → . . . → nk−1 →
nk = n ∧ directlyescapes (d).
3. n ist gefangen (captured (n))⇔ ¬escaped (n).
A.1 Intraprozedurale Analyse
In diesem Abschnitt werden die Vera¨nderungen des Points-To-Escape-Graphen wa¨hrend
der intraprozeduralen Analyse beschrieben. Das Verfahren nutzt eine Datenflussanalyse,
um den Points-To-Escape-Graphen zu jedem Punkt in der aktuell analysierten Methode
zu berechnen. Dabei wird der initiale Points-To-Escape-Graph G0 = (I0, O0, e0, r0) wie
folgt definiert:
• Die Menge O0 entha¨lt alle a¨ußeren Kanten, welche von den statischen Klassenvaria-
blen zu den entsprechenden globalen Knoten zeigen.
• Die Menge I0 entha¨lt alle inneren Kanten, welche von den Parametern zu den ent-
sprechenden Parameterknoten zeigen.
• Die Escape-Funktion e0 liefert zuna¨chst fu¨r alle Knoten n ∈ N : e (n) = ∅.
• Die Menge der Return-Knoten r0 ist zum Startzeitpunkt der Analyse leer: r0 = ∅.
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Der Algorithmus setzt voraus, dass alle statischen Klassenvariablen und Parameter zu
unterschiedlichen Objekten verweisen. Diese Einschra¨nkung wird spa¨ter mit Hilfe eines
Mapping-Algorithmus 28 aufgelo¨st, indem alle globale Knoten (bzw. Parameter-Knoten),
die dasselbe Objekt repra¨sentieren, zu einem globalen Knoten (Parameter-Knoten) ver-
schmolzen werden.
Der Algorithmus benutzt eine Transferfunktion der Form (I ′, O′, e′, r′) = [st] (I,O, e, r),
um die Auswirkungen einer Anweisung st auf den aktuellen Points-To-Escape-Graphen
(I,O, e, r) zu beschreiben:
1. Hat st die Form l = v, so zeigt l nach der Ausfu¨hrung von st auf alle Objekte, auf
die v zeigt. Um diesen Effekt darzustellen, werden alle Kanten gelo¨scht, die von l
ausgehen und zusa¨tzliche innere Kanten hinzugefu¨gt, welche von l ausgehen und auf
alle Knoten zeigen, auf die v zeigt.
2. Ist st eine Ladeanweisung in der Form l1 = l2.f , so zeigt nach der Ausfu¨hrung von
st l1 auf alle Knoten, auf die l2.f zeigt. Zuna¨chst werden alle Kanten gelo¨scht, die
von l1 ausgehen. Dann werden zusa¨tzliche innere Kanten hinzugefu¨gt, welche von l1
ausgehen und auf alle Knoten zeigen, auf die l2.f zeigt. Dabei wird zwischen folgen-
den zwei Fa¨llen unterschieden. Zeigt l2 mindestens auf einen fliehenden Knoten, so
wird ein Lade-Knoten eingefu¨gt, auf den l1 mit einer neu erzeugten inneren Kante
zeigt. Weiterhin werden fu¨r alle fliehenden Knoten a¨ußere Kanten erzeugt, welche
mit dem Feld f gekennzeichnet sind und ebenfalls auf diesen Ladeknoten zeigen.
Zeigt l2 auf keinen fliehenden Knoten, sind keine A¨nderungen durchzufu¨hren. Die
Fallunterscheidung ist notwendig, da andere Programmteile außerhalb der analysie-
renden Methode oder ein Thread, welcher parallel abla¨uft, auf das entsprechende
durch den fliehenden Knoten repra¨sentierte Objekt zugreifen und in seinen Feldern
abspeichern ko¨nnten. Somit ko¨nnte l2.f unter Umsta¨nden eine Referenz beinhalten,
die außerhalb des aktuellen Analyse-Bereiches erstellt wurde. Diese Referenz wird
mittels der a¨ußeren Kante modelliert.
3. Hat st die Form l1.f = l2, so zeigt l1 nach der Ausfu¨hrung von st auf alle Objekte,
auf die l2 zeigt. Dazu werden neue innere Kanten erzeugt und hinzugefu¨gt, welche
von l1 ausgehen und auf alle Knoten zeigen, auf die l2 zeigt und die mit dem Feld f
bezeichnet sind.
4. Handelt es sich bei st um eine globale Ladeanweisung der Form l = cl.f , so werden
zuna¨chst alle von l ausgehenden Kanten gelo¨scht. Anschließend werden neue innere
Kanten hinzugefu¨gt, welche von l ausgehen und auf alle inneren und a¨ußeren Knoten
zeigen, die von cl u¨ber das Feld f erreichbar sind.
5. Ist st eine globale Speicheranweisung der Form cd.f , so werden neue innere Kanten
von cl zu allen Knoten, auf die l zeigt, mit der Bezeichnung f hinzugefu¨gt.
6. Hat st die Form l = newObject (p1, . . . , pn), so wird ein neues Objekt instanziiert
und l eine Referenz darauf zugewiesen. Alle Kanten, die von l ausgehen, werden nun
gelo¨scht und eine neue innere Kante hinzugefu¨gt, welche von l ausgeht und auf einen
neu erzeugten inneren Knoten n zeigt, der das neu instanziierte Objekt repra¨sentiert.
28Siehe Abschnitt A.3.
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7. Ist st eine Return-Anweisung der Form returnl, so spezifiziert st den Ru¨ckgabewert
und ist der unmittelbare Vorga¨nger der exit-Anweisung der Methode. Es werden
entsprechend alle Knoten, auf die l zeigt, der Menge der Return-Knoten hinzugefu¨gt.
8. Die U¨bergangsfunktion produziert fu¨r eine exit-Anweisung den endgu¨ltigen Points-
To-Escape-Graphen der zu analysierenden Methode und damit das intraprozedurale
Analyseergebnis, welches nun fu¨r jeden Aufruf der Methode verwendet werden kann.
Abschließend werden noch alle Informationen aus dem Graphen entfernt, die fu¨r
die aufrufenden Methoden nicht sichtbar sein sollen. Alle Knoten, die weder von
den globalen Knoten, den Parameter-Knoten oder der Menge der Return-Knoten
erreichbar sind, werden gelo¨scht.
A.2 Interprozedurale Analyse
In der interprozeduralen Analyse werden Wechselwirkungen von Methoden untersucht und
mit in das Ergebnis einbezogen. Hierfu¨r werden Points-To-Escape-Graphen verschiedener
analysierter Methoden durch eine meet-Operation zusammengefu¨hrt.
Definition: Sei J ein Join-Knoten mit Vorga¨ngerknoten Pi, 1 ≤ i ≤ k, k ≥ 2, k ∈
N . Seien weiterhin (I1, O1, e1, r1) , . . . , (Ik, Ok, ek, rk) die Points-To-Escape-Graphen nach
der Analyse der Vorga¨ngerknoten P1, . . . , Pk. Der Points-To-Escape-Graph (IJ , OJ , eJ , rJ)
nach der Bearbeitung des Join-Knoten J ist definiert als:
(IJ , OJ , eJ , rJ) = (I1, O1, e1, r1) unionsq . . . unionsq (Ik, Ok, ek, rk) (1)
=
⋃
j
Ij ,
⋃
j
Oj ,
⋃
j
ej ,
⋃
j
rj
 ; 1 ≤ j ≤ k (2)
Dabei ist ej ∪ em = el (n) ∪ em (n)∀n ∈ N = Nl ∪ Nm, mit Nl-Knotenmenge des
Graphen (Il, Ol, el, rl) und Nm-Knotenmenge des Graphen (Im, Om, em, rm).
Mit der Meet-Operation wird eine partielle Ordnung ≤ auf der Menge der Points-To-
Escape-Graphen definiert. Seien (I1, O1, e1, r1) und (I2, O2, e2, r2) zwei Points-To-Escape-
Graphen. Dann gilt:
(I1, O1, e1, r1) ≤ (I2, O2, e2, r2)⇔ I1 ⊆ I2 ∧O1 ⊆ O2 ∧ r1 ⊆ r2
∧e1 (n) ⊆ e2 (n)∀n ∈ N = N1 ∪N2
Im Sinne einer Datenflussanalyse erha¨lt die Relation ≤ ein Null-Element der Form
(I⊥, O⊥, e⊥, r⊥) = (∅, ∅, e (n) = ∅, ∅)∀n ∈ N.
Fu¨r eine Anweisung st produziert die Analyse Ergebnisse α (•st) und α (st•) nach der
Anweisung st. Diese erfu¨llen die folgenden Gleichungen:
α (•enterop) = (I0, O0, e0, r0) (3)
α (•st) = unionsq {α (st′•) | st′ ∈ pred (st)} (4)
α (st•) = [st]α (•st) (5)
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Dabei bezeichnet pred (st) die Menge aller Anweisungen, die unmittelbar vor st aus-
gefu¨hrt werden sollen. Die endgu¨ltigen Analyseergebnisse einer Methode op werden mit
α (exitop) bezeichnet.
Wann immer die Analyse einen Methodenaufruf findet, unterscheidet sie zwischen den
folgenden Mo¨glichkeiten: (Sei dazu l = l0.op (p1, . . . , pk) ein solcher Methodenaufruf m.)
1. Die aufgerufene Methode wird analysiert und der Mapping-Algorithmus wird ange-
wendet, um die Analyseergebnisse in den Points-To-Escape-Graphen der aufrufenden
Methode abzubilden. Der daraus resultierende Points-To-Escape-Graph (I ′, O′, e′, r′)
ist definiert als (
I ′, O′, e′, r′
)
= [m] (I,O, e, r) (6)
= unionsq{map (m, (I,O, e, r) , op) | op ∈ callees (m)}. (7)
Dabei bezeichnet (I,O, e, r) den Points-To-Escape-Graphen vor dem Methodenauf-
ruf, map den Mapping-Algorithmus und callees : M → < (M), mit M ist Menge
aller Methoden, eine Funktion, die fu¨r ein gegebenes Argument alle aufgerufenen
Methoden bestimmt.
2. Die Analyse der aufgerufenen Methode wird u¨bersprungen. Dann trifft die Analyse
die Annahme, dass alle Parameter, die dem Methodenaufruf u¨bergeben werden, in
diesen Aufruf fliehen. Die U¨bergangsfunktion lo¨scht nun alle inneren Kanten, die von
l ausgehen und fu¨gt eine zusa¨tzliche innere Kante ein, die von l ausgeht und auf nR
zeigt (mit nR ist der Return-Knoten, welcher den Ru¨ckgabewert der nicht analysier-
ten Methode repra¨sentiert). Anschließend wird die Escape-Funktion des aktuellen
Graphen wie folgt angepasst:
e′ (n) = {e}
Dabei liefert die Funktion I : N → < (N) fu¨r ein gegebenes Argument alle Knoten,
zu denen dieses eine innere Kante besitzt.
Beim Abbilden der Analyseresultate einer aufgerufenen Methode op sind folgende
Points-To-Escape-Graphen von Interesse:
1. Der urspru¨ngliche Points-To-Escape-Graph (I,O, e, r) vor dem Methodenaufruf.
2. Der neue Points-To-Escape-Graph (Im, Om, em, rm) = α (exitop•) nach Abschluss
der Analyse von Methode op, der die endgu¨ltigen Analyseresultate dieser Methode
repra¨sentiert.
3. Der resultierende Points-To-Escape-Graph (I ′, O′, e′, r′) = map (m, (I,O, e, r) , op)
nach dem Aufruf der Methode op.
A.3 Der Mapping Algorithmus
Der Algorithmus erstellt zuerst eine Initialabbildung µ : N → < (N) von den Knoten des
eingehenden Points-To-Escape-Graphen zu den Knoten des urspru¨nglichen Graphen. Fu¨r
jeden a¨ußeren Knoten n des eingehenden Graphen bezeichnet µ (n) die Menge aller Knoten,
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die n wa¨hrend der Analyse der aufgerufenen Methode repra¨sentiert. Der Startwert von
µ bildet dabei globale Knoten, Parameterknoten und Ladeknoten auf die entsprechenden
Knoten im neuen Graphen ab. Um Ladeknoten korrekt abzubilden, werden die zugeho¨rigen
Pfade des eingehenden Graphen mit dem urspru¨nglichen Graphen verglichen. Jeder Pfad
des alten Graphen besteht aus einer Sequenz von inneren Kanten und der entsprechende
Pfad des eingehenden Graphen aus einer Sequenz von a¨ußeren Kanten, die die zugeho¨rigen
inneren Kanten wa¨hrend der Analyse der Methode repra¨sentieren.
Anschließend erzeugt der Algorithmus den neuen Points-To-Escape-Graphen
(I ′, O′, e′, r′) = map (m, (I,O, e, r) , op). Zuerst wird der neue Graph mit dem alten Gra-
phen (I,O, e, r) initialisiert und danach die Abbildung µ genutzt, um Knoten und Kanten
des eingehenden Graphen auf den alten Graphen abzubilden. Die abgebildeten Knoten
repra¨sentieren dabei Objekte, die entweder in der aufgerufenen Methode erzeugt wurden
oder auf die von der aufgerufenen Methode zugegriffen wurde. Abgebildete Kanten re-
pra¨sentieren Referenzen, die entweder von der aufgerufenen Methode erstellt wurden oder
auf die die aufgerufene Methode zugegriffen hat.
Als Teil des Abbildungsprozesses wird µ derart erweitert, dass gilt: Wenn ein Knoten n
des eingehenden Graphen auf den neuen Graphen abgebildet wird, dann ist n ∈ µ (n). In
diesem Fall ist n in dem neuen Graphen vorhanden. Die Abbildung ist dabei von der Art
des Knotens abha¨ngig, welcher abgebildet werden soll. Sei n ein abzubildender Knoten.
• n ∈ NP – n repra¨sentiert Knoten, auf die aktuelle Parameter zeigen und es werden
die Kanten von n auf die entsprechenden Kanten dieser Knoten abgebildet, wobei n
selbst nicht in diesem Graphen vorhanden ist. µ (n) ist dann die Menge jener Knoten
im aktuellen Graphen, auf die die aktuellen Parameter zeigen.
• n ∈ NG – n repra¨sentiert Objekte, auf die eine entsprechende statische Klassen-
variable zeigt und es werden alle Kanten von n auf die zugeho¨rigen Kanten im
alten Graphen abgebildet, wobei n im neuen Graphen vorhanden ist. µ (n) ist dann
die Menge der Knoten, auf die die entsprechende Klassenvariable zeigt und es gilt
n ∈ µ (n). (n flieht im neuen Graphen)
• n ∈ NL – alle Kanten der Knoten, welche n repra¨sentiert, werden in dem neuen
Graphen abgebildet. Repra¨sentiert n ein Objekt, das außerhalb des aktuellen Ana-
lysebereiches der aufrufenden Methode erstellt wurde oder auf das mittels Referenzen
zugegriffen wird, die außerhalb dieses Analysebereiches erstellt wurden, wird n zu-
sammen mit seinen Kanten in den neuen Graphen abgebildet. Die zugrundeliegende
Idee ist, dass n nur dann im neuen Graphen vorhanden sein sollte, wenn mindestens
ein fliehender Knoten auf n zeigt. Eine Untersuchung jener Knoten des eingehenden
Graphen, die auf n zeigen, liefert folgende zwei Fa¨lle:
1. Wenn mindestens einer dieser Knoten – n′ – im neuen Graphen vorhanden ist
und flieht, dann sollte n ebenfalls vorhanden sein und es wird eine a¨ußere Kante
von n′ nach n im neuen Graphen existieren.
2. Wenn mindestens einer dieser Knoten – n′′ – auf einen fliehenden Knoten des
alten Graphen abgebildet wird, sollte n im neuen Graphen vorhanden sein und
es wird eine a¨ußere Kante von n′′ nach n im neuen Graphen existieren.
103
In beiden Fa¨llen flieht n. µ (n) beinhaltet die Menge der Knoten des alten Graphen,
die n wa¨hrend der Analyse der Methode repra¨sentierte, und es gilt: n ∈ µ (n), wenn
n im neuen Graphen vorhanden ist.
• n ∈ NI – innere Knoten mit ihren Kanten sind nur dann im neuen Graphen vorhan-
den, wenn die Objekte, die sie repra¨sentieren, in der aufrufenden Methode erreichbar
sind. Eine U¨berpru¨fung der Knoten des eingehenden Graphen, die auf n zeigen, ent-
scheidet u¨ber das Vorhandensein von n im neuen Graphen.
1. Wenn mindestens einer dieser Knoten – n′ – im neuen Graphen vorhanden ist,
dann ist n im neuen Graphen vorhanden und es existiert eine Kante von n′
nach n.
2. Wenn mindestens einer dieser Knoten – n′′ – einen Knoten des alten Graphen
repra¨sentiert, dann ist n im neuen Graphen enthalten und es existiert eine
Kante von n′′ nach n.
Im Unterschied zu Ladeknoten, welche nur dann im neuen Graphen vorhanden sind,
wenn sie darin fliehen, sind innere Knoten enthalten, wenn sie in diesem Graphen
erreichbar sind, gleich ob sie fliehen. Es gilt: µ (n) = {n}, falls n im neuen Graphen
vorhanden ist, µ (n) = ∅ sonst.
• n ∈ NR – fu¨r Return-Knoten gelten die Bedingungen der inneren Knoten.
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