We propose a new reinforcement learning (RL) algorithm for contextual Markov decision processes (CMDP) using spectral methods. CMDPs are structured MDPs where the dynamics and rewards depend on a smaller number of hidden states or contexts. If the mapping between the hidden and observed states is known a priori, then standard RL algorithms such as UCRL are guaranteed to attain low regret. Is it possible to achieve regret of the same order even when the mapping is unknown? We provide an affirmative answer in this paper. We exploit spectral methods to learn the mapping from hidden to observed states with guaranteed confidence bounds, and incorporate it into the UCRLbased framework to obtain order-optimal regret.
Introduction
Reinforcement learning (RL) is the study of agentenvironment interaction, where the agent learns how to interact with the environment so as to maximize a certain objective function [Bertsekas and Tsitsiklis, 1996, Sutton and Barto, 1998 ]. At the beginning of the interaction, the agent is uncertain about the environment dynamics and requires exploration to obtain a better understanding. Once the agent is fairly certain, knowledge about the environment can be exploited to design a good planning policy, a mapping from context to action, that attains the maximum reward.
Designing algorithms which achieve an optimal tradeoff between exploration and exploitation is the primary goal of reinforcement learning. The tradeoff is commonly measured in terms of cumulative regret, which is the difference between the rewards accumulated by the optimal policy (which requires exact knowledge of the environment) and those by the given RL algorithm respectively.
In practice, we are faced with environments with large observation spaces, e.g. robotics. Designing algorithms with a low regret which has a weak dependence on the size of the observed space is extremely challenging. Typically, there is an underlying low dimensional latent space which can effectively summarize the large observation space. Such scenarios arise in a number of practical settings, e.g. robot navigation.
If the mapping between the latent states and the observations is known a priori, then it is trivial to exploit it and design a policy that operates on the latent space of a lower dimension rather than the large observation space. However, this mapping is typically unknown and needs to be learnt by the agent. It is then crucial to have efficient learning algorithms that can quickly provide an estimate of the mapping between hidden and observation states. What is the best possible performance by such an algorithm? In the ideal scenario, there would be no additional regret, and the performance would be as if the mapping is known a priori. We show that surprisingly, this indeed is possible (up to lower order terms) for the class of contextual Markov decision processes.
Summary of Results
We propose a RL algorithm referred to as Spectral Method CMDP or SM-CMDP. We utilize the spectral method for learning the mapping between observed and hidden states, incorporate it within the framework of upper confidence bound reinforcement learning (UCRL). The algorithm proceeds in epochs, and in each epoch, the estimate is updated, and an optimistic planning policy based on the confidence bounds is employed to collect new samples in the next epoch.
We assume an unknown CMDP with observed space Y, action space A, and hidden state space X , with cardinalities Y , A, and X ≤ Y respectively. Let η * denote the optimal average reward for a given CMDP.
where π * is optimal policy and r t is reward at time t. Let τ π (x → x ′ ) denotes mean passing time from state x to state x ′ given policy π, then the diameter D is defined as
which is the smallest average time required to go from one hidden state to another hidden state for all pairs of hidden states.
Theorem (Informal Results on Regret Bound). If SM-CMDP in algorithms 1, 3 is run for N time steps, the regret is upper bounded w.h.p. as
Remark 1. If the mapping between the hidden and observed spaces is known a priori, then the UCRL2 algorithm [Jaksch et al., 2010] can be run on the hidden space, and it results in the same regret (up to lower order terms). Thus, asymptotically, there is no loss in performance arising due to the spectral learning algorithm.
Remark 2. If the CMDP is treated as a MDP with no additional structure and the UCRL2 algorithm is run [Jaksch et al., 2010] 
Related Literature
Researchers have studied the class of latent contextual bandits [Gentile et al., 2014] , where the contexts belong to unknown groups. Uniform exploration strategy, combined with an online clustering algorithm is shown to achieve order-optimal regret. An extension is considered in [Gopalan et al., 2016] for recommender systems where the groupings of contexts for both the users and items are unknown a priori. Again, uniform exploration is used, and the spectral algorithm of [Anandkumar et al., 2014] is employed to learn the 1 Notation O is upper bound notation with logarithmic factors ignored. w.h.p means with high probability. latent classes. The CMDP considered in this paper is a generalization of the latent contextual bandits, where there is a temporal correlation. Simple uniform exploration no longer suffices for CMDPs, and we need to incorporate spectral learning algorithm in the framework of UCRL2 in order to derive efficient regret bounds.
CMDPs have been earlier studied by [Krishnamurthy et al., 2016] , where a PAC analysis is given in the episodic case. They assume that the learner is given a set of functions, and that the true Q-function belongs to this set. The proposed algorithm progressively tries to discard the functions which are not close to the true Q-function, which it tries to learn. The bound derived does not explicitly depend on the cardinality of the context space, it only depends on the cardinality of the function set. However, the underlying Markovian process is required to be deterministic for the analysis to be valid, which is limiting. Moreover, the analysis for the PAC framework is significantly different from the cumulative regret framework in this paper.
CMDP is one approach to deal with MDPs with large state space and there have been other approaches in literature. [Kocsis and Szepesvári, 2006] introduce the MDP Monte-Carlo planning tree to find a nearoptimal policy. They consider roll-out based MonteCarlo planning and show that the probability of choosing optimal action asymptotically tends to 1. Their result, in the case of low chance of visiting states, breaks down to non-selective Monte-Carlo planning and there no theoretical guarantee for the regret analysis. [Kearns et al., 2002] studies episodic learning framework and provides regret analysis with a weak dependency on the cardinality of context space. However, it has an exponential dependence on the length of episodes.
[ Hauskrecht et al., 1998 ] investigates the model with a large number of states and actions, proposes the notion of macro-action to tackle the curse of dimensionality in large MDPs. In [Hallak et al., 2015] , the given MDP consists of multiple smaller MDPs and the algorithm is faced with one of these MDPs during each episode. At the beginning of each episode, the environment randomly chooses one small MDP out of the set of models without revealing the model identity and follows the dynamic w.r.t that MDP. In this paper, the authors provide an exploration and exploitation strategy which recognizes the identity of the MDP and analyze the upper bound on regret which grows linearly with a number of episodes.
CMDPs are a special class of partially observable Markov decision processes (POMDP).
[ Azizzadenesheli et al., 2016 ] studies reinforcement learning of partially observable MDPs (POMDP). They incorporate a spectral learning algorithm within the framework of UCRL2, and provide regret analysis for the class of memoryless planning policies. However, their method does not exploit special structure of CMDPs and suffers from regret which depends on the cardinality of the context space, Remark 3. The relationships between hidden and observed states are more constrained in CMDPs, compared to POMDPs: the transition from observed state to hidden is deterministic in a CMDP. We exploit this here to obtain better regret bounds for the class of CMDPs, and remove the dependence on the cardinality of the observed space in the dominant term of the regret bound. Moreover, finding the optimal memoryless policy for a POMDP is NP-hard [Littman, 1994] , and the authors assume an oracle which can compute the optimistic memoryless policy over the class of POMDPs under consideration. In contrast, for CMDPs, the optimistic policy can be computed efficiently. Moreover, [Azizzadenesheli et al., 2016] can only handle stochastic policies which are suboptimal for CMDPs. We remove this requirement in this paper.
CMDPs are a class of latent variable models (LVM) which are popular in a number of domains. Traditional methods such as ExpectationMaximization (EM) [Dempster et al., 1977] have been used previously to learn LVMs, but have no consistency guarantees, are computationally expensive, and may converge to poor local optima. To overcome these drawbacks, spectral methods have been used and guarantee consistent estimation for a wide class of LVMs [Anandkumar et al., 2012 , Anandkumar et al., 2014 , Song et al., 2013 , such as Gaussian mixture models, latent Dirichlet allocation, hidden Markov models, and so on. In this paper, we use spectral methods to learn the hidden structure of the CMDP and utilize the confidence bounds to obtain efficient regret bounds.
Preliminaries
A contextual MDP M is a tuple of M = X , Y, A, R, f T , f O , where X , Y, and A are set of hidden states, context states, and set of actions, moreover, X, Y , and A are the cardinality of these sets with elements in [X], [Y ] , and [A] respectively. We assume the reward at any time step t is bounded 0 ≤ r t ≤ 1 and generated by hidden states and actions where matrix R ∈ R A×X is mean reward matrix,
Moreover, the transition process is characterized by
, where transition tensor T ∈ R X×X×A . At each time step, the environment of large MDP is at state y and hidden MDP at its corresponding hidden state. The agent chooses an action a which takes the environment to new state y ′ and the corresponding hidden state x ′ . When the environment is at hidden state x = i, it emits signal y = e j as a context with distribution O j,i = f O (j|i) = P(y = e j |x = i) where matrix O ∈ R Y ×X is the emission matrix with minimum nonzero entry O min Fig. 1 ( e j is a basis vector where all elements are equal to zero except j'th element is equal to one). In CMDPs the emission matrix has block structure and has exactly one nonzero element at each row. The matrix O can be represented
Figure 1: Graphical model of CMDP.
by a vectorō whereō j is non-zero entry in j'th row of emission matrix. The main property of CMDP which distinguishes it from general POMDP is that there is a stochastic mapping from hidden state to context but surjective mapping y → x. In the case of surjective mapping y → x, the problem of POMDP reduces to low dimension MDP which is the underlying MDP on hidden states of CMDP.
Stochastic CMDP
In previous sections we stated the model structure of CMDP and provide the detailed notation for model dynamics. In this section, we turn our attention to the model where the small hidden MDP is ergodic and the transition process on these hidden states is stochastic. We propose an algorithm for efficient learning and planning under the stochastic setting. We provide order optimal regret analysis and show that, asymptotically, it does not dependent on Y . We introduce the novel spectral method to efficiently overcome the learning difficulty of the latent structure, and demonstrate how to learn the parameters of CMDP, f T , surjective mapping y → x, and R matrix. The block structure of emission matrix results in the surjective mapping from context to hidden state which is sufficient statistics for optimal policy and further effort on learning entries of the matrix O is redundant.
Assumption 1 (Stochastic CMDP). For any policy π, the Markov chain on hidden states of CMDPs is ergodic, and for any action a, slice of transition matrix on hidden states T :,:,a is invertible.
In the following, we deploy the multi-view analysis in [Anandkumar et al., 2014] , establish the learning algorithm, and show how to combine the learning and planning process to design an efficient RL algorithm.
Spectral Learning Method
We learn the structure of emission matrix by utilizing multi-view model. Given N samples of under policy π, let t ∈ [2, . . . , N ] denote time steps at which a t = l. We construct new variables v 1 , v 2 and v 3 with the realizations of y t−1 , y t , and y t+1 respectively. Moreover, define the corresponding middle action and middle statē a 2 andx 2 with the realizations of a t and x t . It is clear from Fig. 1 that these three views v 1 , v 2 and v 3 are conditionally independent givex 2 andā 2 which reduces it to multi-view model, whose learning has been vastly studied in tensor methods literature. Define the factor matrices V
We are interested to estimate factor matrices of middle view. Generally, the challenge in spectral method is to find the right moments to estimate the desired factors. In multi-view model, given set of samples v 1 , v 2 , v 3 , we form second order moments K (l) p,q for ∀p, q ∈ {1, 2, 3}, as covariance matrices of pairs (p, q).
is the number of triples with middle action equals to l. Moreover, for third order moment K
Let I(l) denote a set of hidden state which are mapped to action l under the policy pi. Under Asm. 1, we estimate the factor matrices V (l) 2 for all actions and their corresponding set of hidden states I(l). Due to the estimation error in moment estimation, spectral learning estimates the factor matrices up to the confidence intervals which shrink to zero as N increases. Define B (l) O as upper bound on the estimation error, given samples with middle action equals to l
3 ), therefore the learning is consistent with factor matrix of second view. As it is mentioned before, CMDP can be seen as a large MDP on context space, therefore the optimal policy is a deterministic mapping from context to action. Furthermore, the columns of factor matrices V (l) 2 for different actions contain many zeros due to the deterministic policy. As a consequence, we are not able to recover the elements of the O matrix, but we are easily able to recover its nonzero elements. As long as the underlying Markov chain is recurrent, the agent is able to go over all the hidden states and identify the non-zero elements of the O matrix. By increasing the number samples, the spectral methods provide tighter precision in parameter estimation. It means that for some elements of factor matrices, e.g. for context j, and one pair of hidden state i and action l, we have
O . It means that the context j revealed the hidden state to which it belongs.
At time N there are many contexts which have revealed their identities and some others whose identities are still vague to the learner and require tighter confidence bound, consequently more samples. The learner, for each action l and column i, identify the entries in matrix [ V O . It means that those entries belong to the same column and as a result belong to same hidden state. The learner construct an auxiliary set S and assign each cluster an auxiliary state. The algorithm goes over all actions and hidden states, clusters the contexts whose hidden state is same. Up to permutation of the spectral method, the algorithm can not combine the clustering results of different actions and create larger clusters. But, if there are columns of different factor matrices which agree in at least one context, then these columns correspond to same hidden state and the algorithm combines the clustering results of these columns by creating one cluster out of union of those clusters.
The contexts, which are not assigned to any cluster, are the context with unknown identity up to current estimate. The learner assigned each of them an auxiliary state as well. It means that the elements in set S are either a set of contexts whose identities are revealed and agree on same hidden state or single context which has not been clustered yet.
The CMDP is a large MDP at context level, therefore, if the learner constructs the set of auxiliary states S, the process on the level of the auxiliary states is still MDP but with fewer states. Therefore, given the set of auxiliary states S, the agent constructs new MDP on set. At the beginning of learning process, the set S = Y, after collecting samples S ≤ Y . For sufficient amount of sample when B
O is satisfied for all the non-zero elements, S = X and S = X .
Spectral UCRL
In the previous section, we showed how to deploy spectral methods to quickly transfer large MDP on context space to smaller MDP on auxiliary set S. In this section, we utilize the results from spectral methods, construct MDP on space S and provide planning strategy on the top of this auxiliary MDP. We mimic the idea of exploration and exploitation from UCRL2 and apply it on small auxiliary MDP on S.
The algorithm illustrated in Alg. 1 is the result of the integration of the spectral method into UCRL which is designed to optimize the exploration-exploitation trade-off. The learning process is split into epochs of increasing length. At the starting point of each epoch k, the agent uses samples from past epochs to construct the set S (k) . Furthermore, the agent needs to estimate the model parameters of MDP with state space S, i.e. transition tensor and reward process. By modified Chernoff-Hoeffding inequality for the set S k :
(1) with probability at least 1 − δ. At the beginning of epoch k, N (k) (s, a) is the number of time that the pair of auxiliary state s and action a has happened, and N (k) (a) is the number time that action a has been chosen. Furthermore, define variables ν (k) (s, a) and
Among the ranges of possible parameters the SM-CMDP Alg. 1 constructs a set of admissible MDPs M (k) on state space S whose parameters belong to the confidence interval 1. Thereafter the agent applies the popular principle of Optimism-in-Face-of-Uncertainty (OFU) to come up with optimal policy with respect to the most optimistic model in the class of plausible MDPs M (k) . Then, the agent applies the optimistic policy on next epoch and stop the epoch when the number samples at least for one pair of auxiliary state and action is doubled.
matrices ∀l ∈ A and construct set S k Compute the estimate of reward and transition tensor in set S k Eq. 1 Construct plausible set of MDP M (k) out of set S k Compute the optimistic policy
Obtain reward rt, observe next context yt+1, and set t = t + 1 end while
denote the optimistic MDP and η (k) its average reward. This optimistic choice provides a smooth combination of the exploration, encouraged by the confidence intervals, and the exploitation of the current estimation of CMDP.
Algorithm 2 Finding optimistic policy
Input: Set S, A and estimated p(·|s, a), R(s, a) Reorder set S = {s
for all s and a Set:
To optimize over models and policies in Eq. 2 , assign estimated rewards to their highest admissible values r(s, a) = r(s, a) + d ′ (s, a). Define value function u(s) for all s. Then apply value iteration in Alg. 2, it reduces the optimization problem to: ∀s ∈ S
where the set of vectors P k (s, a) is set of admissible vectors of p(·|s, a) in the confidence interval. The it-erative algorithm in Eq. 3 is another view of Poisson Equation to find optimal policy. It can be shown with a suitable transformation that the value u i is biased view of expected advantage value in Poisson Equation. As it is shown in Eq. 3, this iterative procedure solves a simple optimization problem at each iteration, and updates the value vectors. The algorithm in Alg. 2 provides an efficient way to handle this optimization with computation cost of O((S (k) ) 2 A). The detailed analysis of finding optimistic policy is studied in [Puterman, 2014] , [Jaksch et al., 2010] .
Guarantee on Regret
In algorithm Alg. 2 we show how efficiently compute the optimistic policy. Generally, at the beginning of each epoch, the agent constructs the auxiliary space states and computes the optimal policy w.r.t optimistic model in M (k) . Then, the agent applies this policy to next epoch and stop the epoch when the number samples at least for one pair of auxiliary state and action is doubled.
denote the factor matrix of second view in multi-view representation of CMDP. Then for policy π which maps set of hidden states I(l) to action l, for i ∈ I(l)
with probability at least 1 − δ where the constant C 2 is a model dependent constant.
Let's also define D Y as diameter of corresponding large MDP over context space of CMDP,
which is the smallest average time required to go from one state to another state for all pairs of states in large
If SM-CMDP is run over N time steps, under Asm. 1, it suffers the total regret of
with probability at least 1 − δ. The constant time τ is the time that the algorithm identifies the whole mapping from contexts to hidden states.
2 subscript π means expectation under policy π where C 1 is a numerical constant which represents the similarity of contexts in policy.
Remark 3.
[Regret on memory-less POMDP] Let M be a POMDP with X states, Y observations, A actions, and R rewards, with a diameter D pomdp defined as
where τ ((x, a) → (x ′ , a ′ )) denotes mean passing time from pair of (x, a) to (x ′ , a ′ ) and P denotes set of memory-less policies with nonzero level of stochasticity. At time step N , the order optimal regret analysis of POMDP suffers regret w.r.t optimal policy in set P
The regret of POMDP-based algorithm in comparison with SM-CMDP has a worse dependency on the model parameters. The regret suffers from additional term √ Y because the RL algorithm in POMDP put much effort on accurate estimation of entries in the O matrix and does not exploit its specific structure. Moreover, there is an additional factor X in regret bound due to learning of transition tensor through spectral methods. It worth to note that the notion of diameter in POMDP is in order of A 2 D.
Deterministic CMDPs
In the previous section, we proposed an RL algorithm for stochastic CMDP and elaborated the regret analysis of SM-CMDP on stochastic domain. Given ergodicity condition of the environment, the learner explores the behavior of all hidden states during epochs. Moreover, we showed that the learning is feasible through estimating factor matrix of middle view V
2 . In this section, we investigate deterministic environment and propose new method for efficient exploration and exploitation task. We provide a new spectral learning method and combine it with our planning strategy. In deterministic models, the deterministic policy followed by periodic Markov chain which might traverse just through a subset of hidden states. In general, there is no guarantee that the agent travels through all hidden states for sufficient amount of time. As stated before, for an efficient understanding of the hidden structure, the agent needs to explore all hidden states frequently. Therefore, we need to encourage our agent to explore the hidden states to which the optimistic policy does not plan to go.
Assumption 2 (Deterministic CMDP). The underlying MDP over hidden states is connected under some sequence of actions 3 and transition process is deterministic.
Spectral Learning Method
Generally, the dynamics in deterministic environment is totally different from dynamics in stochastic environments, as a consequence the new learning procedure is required. Same as the previous section, at time N let t ∈ [2, . . . , N ] denote time steps at which a t = l and construct views v 1 , v 2 and v 3 . Then define the corresponding middle action and middle stateā 2 andx 2 and the factor matrices.
In the multi-view representation of deterministic dynamic, rank(V 2 ). Consequently, the learning is feasible through matrix V (l) 3 which represents the distribution of third view given middle hidden state and action. To learn the third view factor matrix we need to construct new third order moment K
denote the next state of environment when the agent takes action l at hidden state i,
Let set I ′ (l) denote the set of hidden state of the environment which are followed by taking action l at set I(l). Under Asm. 2, spectral methods estimate the columns of O matrix given samples from all the actions. Due to the estimation error in moment estimation, spectral learning estimates the these columns up to the confidence intervals which shrink to zero as N increases. Define B O (l) 3 as upper bound on the estimation error given samples of action l
At time step N , we mimic the clustering procedure from previous section and construct the auxiliary set S(N ). We cluster the contexts which release their identity, [V
3 , and agree in same hidden state, then treat them as one auxiliary state. We unify the set of clusters and remaining non-clustered context then construct auxiliary set S(N ).
As it is mentioned before, for fixed deterministic policy the environment might result in underlying periodic Markov chain which might not traverse over all hidden states. Generally, learning under the samples of deterministic policy results in partial recovery of emission matrix which is not fulfillment situation for a consistent learner. We need to design a policy which explores all the hidden states and makes sufficiently tight confidence bound Eq. 6 to reveal the contexts identity.
To efficiently recover the nonzero elements in emission matrix, we apply uniform stochastic policy π exp which chooses actions equally likely on the environment. Due to the connectivity condition of underlying hidden MDP, stochastic policy π exp results in ergodic underlying Markov chain and therefore provides sufficient exploration of hidden states. At time N , let's define set S(N ) the result of clustering of N samples. It is clear that for sufficiently large N the set S(N ) tends to set X .
Spectral UCRL
In the previous section, we showed how to deploy spectral methods under the stochastic policy and learn the non-zero entries in emission matrix. In this section, we propose a RL algorithm for the deterministic domain, which consists of two phases, (i) learning the true mapping from contexts to hidden states, (ii) exploration and exploration on hidden MDP of size X. To learn the hidden structure in phase i, the agent sets the policy to uniform policy π exp and applies it to the environment. As long as the policy π exp is not an optimal policy, the agent suffers from linear regret during phase (i).
Algorithm 3 Deterministic SM-CMDP algorithm
Input: Confidence δ ′ Initialize: t = 1, k = 1, k ′ = 1, initial state x1, δ/N 6 , πexp and S = Y, while t < N do Phase (i) :
Execute at ∼ πexp Obtain reward rt and observe context yt, Set t = t + 1 end while Estimate V (l) 3 matrices ∀l ∈ A and construct set S Set k
Compute the estimate of reward and transition tensor in set X Eq. 1 Construct plausible set of MDP M (k) out of set X Compute the optimistic policy
while ∀l ∈ A, ∀x ∈ X , v (k) (x, l) < max{1, N (k) (x, l)} do Execute at ∼ π Obtain reward rt, observe next context yt+1, and set t = t + 1 end while Set k = k + 1 end while
The agent stops this phase after collecting sufficient amount of samples for all the contexts to release their identities, i.e. [V
3 for all i, j and different actions. In other words, the agent applies the pure explorative policy π exp until the set S(N ) converges to set X . In the learning process, there is no need to estimate V (l) 3 at each time step. The learner goes through spectral method to estimate the factor matrix V (l) 3 when the number of collected samples at least for one action is doubled.
At this time, the agent has learned the surjective assignment from contexts to hidden states and configured the required information to start the second phase. For phase ii, the agent does not deal with large MDP any more because of the full knowledge about y → x mapping. It means that the agent faces small MDP on hidden states and applies tradition UCRL algorithm.
Given samples from phase (i), the agent constructs an admissible set of MDPs M (k) (where k = 1 for first epoch of phase ii) on space X Eq. 1, finds the optimistic model and computes its corresponding optimal policy through Eq. 3. Then the agent applies the optimistic policy on the environment until the number of samples at least for one pair of (x, a) is doubled. At this time, the agent shrinks the confidence intervals even more and constructs the tighter admissible set of MDPs to fine the optimistic policy which is closer to optimal policy Alg. 2, and applies it on next epoch Alg. 3.
Guarantee on Regret
The spectral algorithm in Alg. 3, suffers constant regret of pure exploration in phase i, but after learning the sufficient statistic information of hidden structure, it suffers from order optimal regret. Let's define τ
denote the factor matrix of third view in multi-view representation of CMDP. Then, through spectral method, after N (l) samples, for i ∈ I(l) we have
(6) with probability at least 1 − δ where the constant C is a model dependent constant.
is a matrix of right singular vectors of covariance matrix K (l) 2,3 . In the case of sufficiently large singular gap min i,i ′ ∈I(l) |P(x 2 = i|ā 2 = l) − P(x 2 = i ′ |ā 2 = l)|, singular value decomposition is preferred over third order tensor decomposition. ′ is the time that the algorithm finishes the clustering task.
Conclusion
We introduced a novel RL algorithm for CMDPs under different hidden process dynamics. We utilized the spectral method for learning the latent mapping from context to hidden states, argued that the knowledge of this mapping is sufficient for efficient planning, and finally incorporated this results within the framework of upper confidence bound reinforcement learning (UCRL). We demonstrated how efficiently reduce the problem of large MDP to the corresponding small latent MDP and provided regret analysis among this reduction process.
We showed that the regret of SM-CMDP has same rate as regret of the optimal RL algorithm on hidden MDP and stated that our agent does not suffer from an exhaustive exploration of large MDP.
In RL problems, the principle of Optimism-in-Faceof-Uncertainty contributes in designing a policy that locally improves the model uncertainty and average reward which has been shown to be an optimal strategy.
It is an open question to analyze and modify this principle for the models with clustering where global improvement of the information in model uncertainty is required. While the SM-CMDP for deterministic models reaches order optimal regret, it is not still clear how to modify the exploration to enhance the constant regret of the pure exploration phase. 
Supplementary
Lemma 3 (Moments Confidence Bound). Estimation errors of second and third order moments given action l decay by O( 1 N (l) ) and the rank of these moments are identifiable.
Proof. Given the policy π and time N let t ∈ [2, . . . , N ] denotes time steps at which a t = l with minor loss in notation [t] = [2, . . . , N ] and |t| denotes the number of element in [t] with values less than or equal to t. We construct new variables v 1 , v 2 and v 3 with the realizations of y t−1 , y t , and y t+1 respectively. Moreover, define the corresponding middle action and middle stateā 2 andx 2 with the realizations of a t and x t . It is clear from Fig. 1 that these three views v 1 , v 2 and v 3 are conditionally independent givex 2 andā 2 .
Given the results in Lemma. 6, and t ′ ∈ [t] ; t ′ ≤ t define the following variable
and its martingale difference
as a consequence, for this case, C Ψ ≤ 2 and
As a result
with same procedure, the variable
It is clear that same inequality holds for other covariance matrices p, q ∈ {1, 2, 3}
Same argument works for third order moment
To recover V (l) 2 , we are interested in rank of K l 2,3 . If at time t the following condition holds
where σ k 2,3 with probability at least 1 − δ. Actually, with perturbation the additional singular values can have values at most ǫ pairs . Actually, for any positive value g and any 0 < ǫ < 0.5, condition Eq. 10 holds after few number of samples, due to the fact that this function approaches zero by power of −(0.5 − ǫ), moreover 0.5σ k (l) π is fixed number and ǫ 2,3 approaches zero in faster rate.
Lemma 4. Let's recall rank-k 
then with probability at least
2,3 2 ≤ ǫ 2,3 then the perturbation over singular values are bounded by value of ǫ 2,3 . If the rank of matrix
then one can decompose K 
Proof : Lemma 1
Define the factor matrices V
where second view and third view can be translated into
The moments are restated as follows
where
π is cardinality of set I(l).
Lemma 5 (Concentration Bounds). By proposed robust power method in [Song et al., 2013] , one can recover the columns of matrix V 2 with the following confidence bounds
with probability at least 1 − δ. Where C 1 is problem independent global constants and ω l min := min π min i P(x = i|a = l).
Proof. With simple modification of results in [Song et al., 2013] , [Azizzadenesheli et al., 2016] , and applying lemma 6 the results are followed.
At first we need to satisfy
and then lets define ǫ M as follows
Where σ k
π 'th singular value of an input matrix, ω (l) = min i (P (x 2 = i|ā 2 = l)) given applied policy. To have result in Eq. 11 we need to satisfy another sample complexity condition which is
where C 1 is global and problem independent constant which ends up to Eq. 12.
Proof. Theorem2
We begin with decomposing the regret equation
Recall r t is random variable reward that the agent receives at time t. At time N , N (x, a) denotes total number of time that pair of state x and action a happened. Therefore, given set of N (x, a)'s by Hoeffding's inequality
with probability at least 1 − δ. Therefore
Let say at time N, the agent start new epoch K + 1 then
∆ k is the average regret that the agent suffers at epoch k.
Failing Confidence
Let first consider the regret due to failing the confidence interval and failing spectral method. At the beginning of each epoch, the spectral method estimates columns of V (l) 2 matrices and clusters the context set to construct the auxiliary set S (k) . With high probability this clustering has no contradiction with the real model (there is no pair of contexts which are assigned to same state, when the do not belong to that state in true model). We first notice that if we redefine the confidence intervals in lemma 1 by substituting the term log(1/δ) by log(At 6 /δ), we obtain, at any time instants t, the statement holds with probability 1 − 24δ/t 6 . On the other hand, given set S (k) , the confidence intervals in Eq. 1 hold by probability at least 1 − δ/15t 6 . The whole confidence bounds hold when both of these conditions hold. It means
where M (t) denotes the set of admissible MDPs according to the samples available at time and N (k) time at the beginning of epoch k. From sample complexity analysis in lemma 1, for large N whenN SM ≤ N 1/4 we have
As it mentioned before P(M ∈ M t ) ≤ 25δ/t 6 . Therefore we are left with bounding the last term. (k) at any time step ⌊N 1/4 ⌋ ≤ t ≤ N with probability 1 − 30δ/N 5/4 . As a result, the regret due to failing confidence bound is bounded by √ N with probability 1 − 30δ/N 5/4 .
Per Epoch regret
For the rest of the proof, let assume M ∈ M (t) holds. Moreover, assume that the stopping criterion in iterative update Eq. 3 is when the accuracy is
where the state s belongs to S (k) . Let's in epoch k, ν (k) (l) denotes the number of time the action l has been chosen and ν (k) (s, l) the number of time that the pair of state (s, l) has been happened.
we can have a total of να p /4τ M samples. Thus from Chernoff-Hoeffding, we obtain that the number of samples of state x and actionl is such that
with probability at least 1 − δ.
At this point, we can derive a lower bound on the length of the episode that guarantee the desired number of samples to reveal the identity of context is reached. We solve
and we obtain the condition
which can be simplified to
With the same argument in Appendix [D] in [Azizzadenesheli et al., 2016 ] the number of required epochs to reveal context y is K(y) ≤ AY log 2 (ν(y)) + 1. It means that the agent before epoch k 1 := min y K(y) encounters the problem with state dimensionality of Y . The amount of time step required to reach k 1 is, 4AY min y ν(y), and after epoch k 2 := max y K(y) it encounters problem with dimensionality of X which takes, 4AY max y ν(y), time step. Among this transition, at each epoch the agent face the problem with dimensionality of S (k) .
Regret due to sample complexity
To deploy the spectral method, we need sufficient amount of samples to make use of spectral methods. In lemma 1 we show that a minimum number ofN SM samples is required to start the spectral method. With same analysis in the previous section, there is an epoch k SM with high probability the sample complexity is satisfied. By substituting the value of k 1 ← max{k 1 , k SM } and k 2 ← max{k 2 , k SM } the analyses remain same.
Overall Regret
In this section we sum up all mentioned regret sources. For (b) by applying Lemma [19] in [Jaksch et al., 2010] k s,a Let's define ζ t := (f T (·|s t , a t ) − e st+1 )ū (k) then we have
As long as |ζ t | is bounded by D (k) and E[ζ t |s N (k) , a N (k) , . . . , s t , a t ] = 0 this random variable is bounded martingale. Therefore Lemma [10] in [Jaksch et al., 2010] gives us 
