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ABSTRACT
We present a novel two-stage approach which combines unsupervised and supervised machine
learning to automatically identify and classify single pulses in radio pulsar search data. In the
first stage, we identify astrophysical pulse candidates in the data, which were derived from the
Pulsar Arecibo L-Band Feed Array (PALFA) survey and contain 47,042 independent beams,
as trial single-pulse event groups (SPEGs) by clustering single-pulse events and merging clus-
ters that fall within the expected DM and time span of astrophysical pulses. We also present
a new peak scoring algorithm, to identify astrophysical peaks in S/N versus DM curves. Fur-
thermore, we group SPEGs detected at a consistent DM for they were likely emitted by the
same source. In the second stage, we create a fully labelled benchmark data set by selecting
a subset of data with SPEGs identified (using stage 1 procedures), their features extracted
and individual SPEGs manually labelled, and then train classifiers using supervised machine
learning. Next, using the best trained classifier, we automatically classify unlabelled SPEGs
identified in the full data set. To aid the examination of dim SPEGs, we develop an algorithm
that searches for an underlying periodicity among grouped SPEGs. The results showed that
RandomForest with SMOTE treatment was the best learner, with a recall of 95.6% and a false
positive rate of 2.0%. In total, besides all 60 known pulsars from the benchmark data set, the
model found 32 additional (i.e., not included in the benchmark data set) known pulsars, and
several potential discoveries.
Key words: methods: data analysis –pulsars: general.
1 INTRODUCTION
The study of radio pulsars provides us useful information on a
wide range of topics in astronomy and physics, such as neutron
star physics, general relativity, the Galactic gravitational potential
and magnetic field, the interstellar medium, and so on (Lorimer &
Kramer 2004). Therefore, many pulsar surveys have been carried
out aiming to discover more pulsars. It is estimated that there are
over 100,000 detectable pulsars in the Milky Way (Swiggum et al.
2014). However, currently there are just over 2,600 known pulsars
in the ATNF catalog (Manchester et al. 2005).
Pulsar search approaches are mainly divided into two cate-
gories: periodicity searches and single-pulse searches. While they
both search the times series data for radio signals, periodicity
searches look for periodic signals by first transforming the time
series into the frequency domain using Fast Fourier Transforms
(FFTs), and then folding the original time series at a period of in-
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terest to increase the signal-to-noise (S/N) ratio. In contrast, single-
pulse searches look for bright, individual pulses without apply-
ing FFTs or folding (Cordes & McLaughlin 2003). Single-pulse
searches are well suited for the discovery of isolated bursts that
cannot be found in periodicity searches. Their application has led to
the discoveries of Rotating Radio Transients (RRATs) (McLaugh-
lin et al. 2006) and Fast Radio Bursts (FRBs) (Lorimer et al.
2007), which consequently has renewed the interest in single-pulse
searches (Burke-Spolaor & Bailes 2010).
Traditionally, in both pulsar search methods, pulsars are dis-
covered through manual inspection of the candidates’ diagnostic
plots (Deneva et al. 2009; Burke-Spolaor & Bailes 2010). However,
due to the large number of observations and therefore diagnostic
plots, the manual inspection is time-consuming and tedious. For ex-
ample, the data set analysed in this paper was derived from the Pul-
sar Arecibo L-band Feed Array (PALFA) survey and it contained
47,042 independent beams. Furthermore, in single-pulse searches,
it is often advantageous to produce multiple diagnostic plots for dif-
c© 2018 The Authors
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ferent dispersion measure (DM1) ranges. For four such ranges (i.e.,
0-30, 20-110, 100-310, 300-1000+ pc cm−3) used in the PALFA
survey, 161,888 diagnostic plots must be generated and manually
inspected. Today, manual inspection stills plays a vital role in pul-
sar discovery, but this must change in the near future as wide-field
many-pixel surveys come online.
A more efficient pulsar search approach is to first rank the
candidates and then based on their astrophysical features only ex-
amine the best candidates manually. A representative approach of
this type is RRATtrap, proposed by Karako et al. (2015). In their
algorithm, single-pulse events at similar DMs and times were first
placed into groups. Each group was then assigned a rank using a set
of predetermined rules related to its astrophysical features. Finally,
only diagnostic plots that included groups with ranks higher than
a threshold were inspected. This approach was able to reduce the
number of diagnostic plots that required manual examination by an
order of magnitude. Similar sorting algorithm have been applied in
periodicity searches as well (Keith et al. 2009). However, because
Radio Frequency Interference (RFI) and true pulsar signals can be
similar in appearance and the shapes of pulsar signals can vary sig-
nificantly, it is difficult to find a set of efficient, predetermined rules
that universally work.
Machine learning is well-suited for solving complex prob-
lems like pulsar searches. Not only does machine learning enable
learning without being explicitly programmed, the performance of
intelligent algorithms also improves when exposed to more data.
Ideally, with machine learning, the candidates can be truly auto-
matically classified. While machine learning approaches have been
extensively applied in periodicity searches (Bethapudi & Desai
2018), little research has explored their application to single-pulse
searches. Devine et al. presented the first machine learning ap-
proach to single-pulse searches (Devine et al. 2016). This approach
first identified pulsar signal candidates by finding dispersed pulse
groups (DPGs) via inspecting how their S/N varied with DM us-
ing a peak-identification algorithm called Recursive Algorithm for
Peak IDentification (RAPID). It then classified DPGs automatically
using supervised machine learning. This approach greatly reduced
the number of candidates that needed to be examined manually.
However, the implementation only made use of the composite S/N
versus DM subplot for an entire observation, meaning that dimmer
pulses could be hidden by brighter pulses or RFI and hence over-
looked.
In order to successfully apply machine learning in single-pulse
searches, several challenges have to be addressed. The first chal-
lenge is related to ubiquitous RFI signals, which vary drastically in
properties and brightness. Furthermore, some RFI signals look like
astrophysical pulses, making it difficult to distinguish them. Sec-
ond, the automatic approach should be able to detect a variety of
pulses. This is because astrophysical pulses can vary significantly
in brightness, width, and shape, sometimes even for pulses from the
same source. Third, data processing techniques lead to additional
challenges. For example, variable spacing of trial DMs (Cordes &
McLaughlin 2003) and clipping (Ransom 2001) can change the ap-
pearance of pulses in the S/N versus DM space, as well as in the
DM versus time space, making their identification more compli-
cated. Lastly, the large number of candidates calls for an efficient
machine learning approach with low false positive rate and even
1 DM is defined as the integrated free-electron column density along the
line of sight in units of pc cm−3.
lower false negative rate. In summary, there is still much to improve
in automatic single-pulse search approaches.
In this paper, we present a novel single-pulse search approach
which combines clustering and supervised machine learning meth-
ods to automatically identify and classify radio pulses. Our ap-
proach addresses, for the first time, several challenges caused by ei-
ther the astrophysical properties of radio signals or the insufficien-
cies of current data processing techniques. This approach consists
of two stages. In the first stage, our Single-Pulse Event Group IDen-
tification (SPEGID) algorithm first identifies astrophysical pulse
candidates as trial single-pulse event groups (SPEGs) by cluster-
ing (i.e., unsupervised learning) of related trial single-pulse events2
and merging of clusters, then calculates the peak scores of SPEGs
in the S/N versus DM space, and finally groups SPEGs that appear
at a consistent DM. The output of the first stage is the identified
SPEGs (i.e., astrophysical pulse candidates), which then need to be
classified as pulsar and non-pulsar events. Note that by removing
noise events and some RFI, the first stage significantly denoises the
DM versus time subplot of the diagnostic plots. Such denoising ef-
fect makes the astrophysical pulses more noticeable and, when used
in combination with the SPEGs’ peak scores, can significantly re-
duce the effort needed for manual inspection of the diagnostic plots.
However, when the number of diagnostic plots is large, inspecting
them manually can still be a slow and tedious process. Therefore,
instead of manual classification, in the second stage (which was
built on our prior work (Devine et al. 2016)), we use supervised
machine learning techniques to automatically classify SPEGs as
pulsars and non-pulsars.
The data used in this paper were derived from the PALFA sur-
vey, which is an ongoing long-term pulsar survey of the Galactic
plane that started in 2004 (Cordes et al. 2006). This survey oper-
ates at a central frequency of 1.4 GHz using the ALFA receiver.
The observation lengths are 268 s for the inner Galaxy pointings
and 180 s for outer Galaxy pointings (Lazarus et al. 2015). ALFA
is a seven-beam feed array arranged in an hexagonal pattern, with
the centre pixel (beam 0) being surrounded by a ring of 6 pixels
(beams 1-6).3 This means each ALFA pointing includes seven dis-
tinct beam positions and thus during the observation seven inde-
pendent beams are collected simultaneously (Spitler et al. 2014;
Swiggum et al. 2014). The beams are separated from each other
by approximately one beam-width on the sky. Therefore, with each
beam covering 3′.5 (FWHM), the receiver has a combined power
pattern of approximately 24′× 26′, which makes it well suited for
survey observations (Deneva et al. 2009). Moreover, the 1.4 GHz
operating frequency is suitable for pulsar searching of the Galactic
plane. In this paper, we analysed 47,042 independent beams which
were observed between March 2009 to May 2015. This includes
33,536 unique positions as some positions were observed multiple
times. Additionally, not all pointings had all seven beams included
due to beams missing in the available data.
Note that, while this paper presents only the results based on
data from the PALFA survey, by changing a small number of (or
perhaps no) parameters, SPEGID can be applied to data from other
surveys that may have different observational setups. For details,
see Section 3.
2 Trial single-pulse events are obtained when we search for pulses across a
range of trial DM values in the DM versus time space, and they are called
single-pulse events for short in the rest of this paper.
3 In the rest of the paper, we use beam instead of pixel to follow the con-
vention of related works (Spitler et al. 2014; Swiggum et al. 2014).
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The rest of the paper is organized as follows. Section 2 pro-
vides more background on single-pulse searches. Our approach to
SPEG identification and classification is described in Section 3 and
the results of our experiments are presented in Section 4. The dis-
cussion and implications are given in Section 5. We present the
conclusions in Section 6.
2 BACKGROUND ON SINGLE-PULSE SEARCHES
Pulsar radio signals travel through interstellar medium (ISM) be-
fore they are detected by radio receivers on Earth. After data col-
lection, the original time series data are processed using a proce-
dure that includes dedispersion, matched filtering, and threshold-
ing (Cordes & McLaughlin 2003). Dispersion refers to the phe-
nomenon that, because of the interaction between signals and ISM,
lower frequency components of signals arrive later than the higher
frequency components. Hence the effect of dispersion has to be
removed by dedispersion before the diagnostic plots are made
(Lorimer & Kramer 2004). Besides frequency, the magnitude of
the delay also depends on DM. However, at the time of dedisper-
sion, the true DM value of the source is unknown, therefore we
must search for pulses across a range of trial DMs.
Typically, the time series for a particular DM is downsampled
multiple times and re-searched, with the pulse reaching its high-
est S/N when the effective sample time is closest to the width of
the pulse. In different DM channels, the S/N decreases as the trial
DM deviates from the true DM (Cordes & McLaughlin 2003). As a
result, a single pulse is typically detected over several to many ad-
jacent DM channels. We call these neighboring detections single-
pulse events. Each single-pulse event has five recorded properties:
S/N, time, DM, time index, and downsampling factor. RFI signals
are also detected as a group of single-pulse events that cluster in
the DM versus time space and mostly (but not always) have S/N
peaking at zero DM. In contrast, random noise usually shows up as
an individual event.
An example of a commonly used diagnostic plot is shown in
Fig. 1, which comprises four subplots: a histogram of the number of
single-pulse events versus S/N (top left), a histogram of the number
of single-pulse events versus DM (top middle), a scatter plot of
S/N versus DM (top right) and a scatter plot of DM versus time
for each single-pulse event (bottom). Typically a combination of
information shown in these subplots is used to determine which
signals are astrophysical.
3 OUR PROPOSED MACHINE LEARNING APPROACH
Fig. 2 shows the outline of our proposed two-stage approach in a
flowchart, with numbers in parentheses indicating the correspond-
ing section in which the details are described. Briefly speaking, the
first stage of our approach, namely SPEGID, includes the iden-
tification of pulse candidates as SPEGs that are made up of re-
lated single-pulse events, the characterisation of the S/N versus
DM curve of SPEGs and the recognition of the association among
them. One benefit of stage 1 is that it removes most noise events
and some RFI and, therefore, significantly denoises the DM ver-
sus time space of the diagnostic plots. Consequently, the manual
inspection of the denoised diagnostic subplots (with SPEGs identi-
fied) would require much less effort compared to the original DM
versus time subplots. However, when the number of diagnostic
Figure 1. Known pulsar J1901+0355 detected on MJD 56245 in the PALFA
survey. The four subplots include (clockwise from top left): a histogram of
the number of single-pulse events versus S/N, a histogram of the number
of single-pulse events versus DM, a scatter plot of S/N versus DM and a
scatter plot of the DM versus time for each single-pulse event whose is
proportional to its S/N.
plots is large, manual inspection would still be tedious and time-
consuming. Therefore, instead of manual classification, we use the
output from the first stage as input to the second stage to automati-
cally classify the identified SPEGs as pulsar and non-pulsar events.
The novel aspects of SPEGID include the following:
(i) We successfully identified pulse candidates as SPEGs in the
DM versus time subplots by first applying Density Based Spatial
Clustering of Applications with Noise (DBSCAN) (i.e., unsuper-
vised learning) (Ester et al. 1996) on single-pulse events and then
merging the clusters based on the relations among their S/N, width,
DM offset (i.e., the absolute difference between the trial DM and
the true DM) (Cordes & McLaughlin 2003) and time drift. Note
that clustering and merging of clusters are two integral parts for the
identification of pulse candidates as SPEGs.
(ii) We developed a new peak scoring algorithm which is ca-
pable of identifying the peak in the S/N versus DM curve of
pulses/SPEGs with different brightness, width, and shapes. This al-
gorithm also accounts for variable spacing of trial DMs.
(iii) We also grouped SPEGs that appeared at a consistent DM
but different times together as these groups would have a higher
probability of having an astrophysical origin.
(iv) We extended the feature set to characterise both individual
SPEGs and the SPEG groups, and as in our prior work (Devine et al.
2016) used supervised machine learning algorithms in combination
with treatment for imbalanced data to automatically classify SPEGs
as pulsars and non-pulsars.
(v) Last but not least, we calculated the probabilities of a group
of (three to five) purely randomly distributed single-pulse events
that were found to have an underlying periodicity. Additionally,
we confirmed the astrophysical origin of dim SPEG candidates by
searching for an underlying periodicity among them, which helped
to differentiate dim SPEGs/pulses from RFI and noise SPEGs.
MNRAS 000, 1–22 (2018)
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Single-pulse Events (3.1)
STAGE 1: SPEG IDENTIFICATION
DBSCAN Clustering (3.2.1)
Merging Clusters Vertically into SPEGs (3.2.2)
Calculating the Peak Score for SPEGs (3.2.3)
Grouping SPEGs Horizontally (3.2.4)
STAGE 2: SPEG CLASSIFICATION
Feature Extraction (3.4.1)
Creating a Benchmark Data Set (3.4.2)
Supervised Machine Learning on the Benchmark
Data Set
(i) Train Learners Using the Benchmark Data Set  
(3.4.3, 3.4.4)
(ii) Identify the Best Learner  (3.4.5)
Automatic Classification of the Unlabelled Full 
Data Set (3.4.6)
(i) Apply SPEG Identification (Stage 1) and Feature 
Extraction (3.4.1) to the Full Data Set 
(ii) Automatically Classify SPEGs from the Full Data Set 
(iii) Manually Inspect Positively Classified SPEGs
Checking Frequency-
Time Signatures for 
Bright SPEGs (3.5)
 Searching for Periodicity 
among Dim SPEGs
(3.6)
Possible Discoveries
Figure 2. The outline of our proposed approach, with numbers in parenthe-
ses indicating the corresponding section in which the details are described.
The code of SPEGID was implemented in PYTHON 2.7 and
made available in the Astrophysics Source Code Library.4
3.1 Single-pulse events
The single-pulse search data set used in this paper was processed
by the PRESTO code single_pulse_search.py (Ransom 2001), in
which the spacing of the trial DM values (that were used to dedis-
perse the data) increases at higher DMs. After matched filtering,
only single-pulse events with S/N above 5 were recorded. Fig. 3
shows a typical astrophysical pulse detected as a group of related
4 http://ascl.net/1807.014
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Figure 3. A typical astrophysical pulse detected as of a group of single-
pulse events. The bottom and the top left subplots show its appearance in
the DM versus time space, and the top right subplot show its S/N versus
DM curve. Note that in both the top left and the bottom subplots, the single-
pulse events are both plotted proportionally to S/N but with different scaling
to show the single-pulse events more clearly in the top left subplot. In the
top right subplot, we also show both the fitted and expected S/N decline that
are caused by DM offset. Note that they are both fairly close to the observed
S/N decline, and to each other as well.
single-pulse events. As it can be seen in the top left zoomed DM
versus time subplot, there is a slight variance in time between
neighboring single-pulse events. For this reason, we must also un-
derstand the expected spread of single-pulse events in time in order
to group them correctly. In fact, for two adjacent single-pulse events
separated by one trial DM step, this difference in time is typically
one time sample, given the way that DM channels are spaced and
downsampling factors are chosen (see Section 3.2.1). Meanwhile,
as shown in the top right S/N versus DM subplot, the observed S/N
of the pulse decreases as the DM offset (δDM) from the true DM
increases. This relation is characterised by equation (1) (Cordes &
McLaughlin 2003):
S(δDM)
S
=
√
pi
2
ζ−1erfζ, (1)
where S(δDM)/S is the ratio of observed S/N to true peak S/N, erf
is the error function, and ζ is given by
ζ = 6.91×10−3δDM ∆ν
Wν3
. (2)
In equation (2), ∆ν is the total bandwidth in MHz, W is the pulse
width (FWHM) in milliseconds, and ν is the central observing fre-
quency in GHz. Note that equations (1) and (2) assume a Gaussian
pulse. With these two equations, given the S/N and the width W of
an astrophysical pulse, we can calculate the expected threshold for
the DM offset (δDM) that will make the observed S/N decrease to
the noise level (i.e., S/N = 5). An example is shown in the top right
subplot in Fig. 3. In this subplot, we show both the expected and
fitted S/N decline. In both cases, the DM at which the S/N peaks is
considered as the true DM. We calculated the expected S/N decline
MNRAS 000, 1–22 (2018)
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Figure 4. A zoomed-in part of the diagnostic plot shown in Fig. 1. The
region surrounded by the solid rectangle in the bottom subplot is further
enlarged to show the details in the top left subplot, in which three clusters of
single-pulse events can be seen. The smaller cluster on the right (surrounded
by a dashed rectangle) is zoomed in and shown in the top middle and the
top right subplots. This cluster is used to demonstrate DBSCAN clustering
in Fig. 5.
using the peak S/N and the pulse width obtained from matched fil-
tering, which is a close approximation to the actual pulse width. On
the other hand, to calculate the fitted S/N decline, we first used a
non-linear least squares (NLS) regression to obtain the fitted peak
S/N and W of the pulse and then calculated the fitted S/N decline
using the same equations. It can be seen that the expected S/N de-
cline is fairly close to the fitted values even though the observed
peak S/N and the approximate pulse width were used. Furthermore,
by assuming a time drift of one sample for each DM step, we can
also find the expected time extent of this pulse. In fact, we use this
idea to merge clusters that likely originate from the same pulse, as
described in Section 3.2.2.
3.2 Identification of SPEGs
3.2.1 DBSCAN clustering
Clustering is an unsupervised learning method that involves group-
ing data objects with similar properties together (Han et al. 2011).
It is very useful in finding previously unknown groups in a data set.
The similarity (and therefore, dissimilarity) between data objects
is usually determined by the distance measure derived from their
attributes. Clustering algorithms are divided into two categories:
partitioning (non-hierarchical) and hierarchical. While partitioning
methods separate data objects into a number of clusters, hierar-
chical methods link the cluster pairs successively and thus form
a nested hierarchy among clusters (Rasmussen 1992). Since related
single-pulse events are typically close in DM and time, partition-
ing clustering methods can be used to identify pulse candidates and
separate them from each other. Specifically, we applied DBSCAN
clustering (Ester et al. 1996) in the DM versus time space and thus
partitioned the single-pulse events into signals and noise by mea-
suring their density. We demonstrate below how DBSCAN clus-
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Figure 5. An example of DBSCAN clustering applied on the cluster from
Fig. 4. Note that instead of the actual time and DM, time and DM channel
indices were used to calculate the distance between single-pulse events. In
this example, all single-pulse events are core objects in DBSCAN clustering
and the radius of their neighborhood is small enough to avoid including any
noise event. Because their neighborhood areas overlap with one another, all
single-pulse events are joined together to form one single cluster. It can also
be seen for two adjacent single-pulse events, a unit increase in DM channel
index roughly corresponds to a unit decrease of time index.
tering works on single-pulse events using one astrophysical pulse
from Fig. 4 (which displays part of the diagnostic plot shown in
Fig. 1) as an example. For this work, we used scikit − learn’s im-
plementation of DBSCAN clustering in PYTHON 2.7 (Pedregosa
et al. 2011).
DBSCAN clustering requires two parameters: the density
threshold (MinPts) of a core object and the radius () of its neigh-
borhood. If an object has at least MinPts of adjacent objects in its
-neighborhood, then this object is considered a core object. Core
objects and their neighborhood are considered as dense regions and
form clusters. If the dense regions of two core objects overlap,
they are joined together to form one single cluster. On the other
hand, objects that are neither core objects themselves, nor fall into
the neighborhood of any core object, are classified as noise (Ester
et al. 1996). It should be emphasized that although the shape of the
neighborhood is controlled by the distance metric between objects
(for example, if Euclidean distance is used, the shape of the neigh-
borhood will be circular), the shape of the clusters (as amalgamated
core points with their neighborhood) can be arbitrary.
We chose to use Euclidean distance in our application, with
time and DM channel indices as our dimensionless units (see
Fig. 5). (Even though other distance metrics could be used, they do
not seem to have any particular advantage). Fig. 5 shows the small
cluster of single-pulse events from the top left subplot of Fig. 4. A
closer examination shows that for two adjacent single-pulse events,
as the DM increases by one DM spacing, the time decreases by ap-
proximately one sample. This is an artefact of the dedispersion in
which higher DM channels have later start times; these pulses actu-
MNRAS 000, 1–22 (2018)
6 D. Pang et al.
ally arrive at the same time in different DM channels. Our distance
metric will allow for these slopes in the DM versus time plane.
The effect of DBSCAN clustering on single-pulse events is
shown in Fig. 5, using a density threshold MinPts = 5 and a ra-
dius  = 6 for the neighborhood. It can be seen that the single-
pulses events successfully form a single cluster without including
any noise event. Next, we describe the reasons behind choosing
these particular values for the parameters MinPts and .
MinPts value selection. Unlike the bright, wide pulses which
are detectable in many DM channels, narrow and/or dim pulses can
only be detected in a few DM channels (especially when the DM
spacing is large). In extreme cases, we have observed pulses having
less than 2 pc cm−3 span in the DM domain. Such pulses would be
missed by DBSCAN clustering if the DM spacing is large. One way
to solve this is to use denser DM spacing in the data processing step
of the pipeline. In the absence of that, our current best strategy is
to choose a small MinPts value, so that we can detect most pulses
when DM spacing is small and as many pulses as possible when
DM spacing becomes larger. For this reason, we used 5 as the opti-
mal value for MinPts so we could identity as many narrow and/or
dim pulses as possible. Note that it would be difficult to confirm the
expected S/N versus DM shape with less than five events.
 value selection. Ideally speaking, if the single-pulse events
form a diagonal line in the DM versus time space, we should be
able to find 5 single-pulse events within a 2
√
2 radius of a core ob-
ject. However, because the same DM and time spacing was used for
a range of DMs, the 1-to-1 relation between time and DM channel
indices is only approximate for the entire DM range. As shown in
Fig. 5, single-pulse events oftentimes do not form a diagonal line.
Therefore, it is often observed that the maximum time drift between
two adjacent single-pulse events is much larger than one time sam-
ple, especially in bright and wide pulses that are made of many
single-pulse events. Due to possible large time difference and/or
the occasional non-detection of single-pulse events in certain DM
channels, we found that  = 6 was optimal for discriminating pulses
from other pulses and/or noise, while still allowing for larger than
expected distances.
Generally speaking, the parameters of DBSCAN clustering
MinPts and  can be modified to suit surveys with different ob-
servational setups and/or different research goals. For example, if
the predetermined DM spacing is really dense (or in a less likely
case, if narrow pulses are not of interest), the density threshold can
be increased in order to filter out noise clusters that are made up of
less than MinPts single-pulse events. If a larger MinPts is selected,
a larger radius  should be used accordingly.
For beams in which consistent RFI is detected during the ob-
servation duration or many pulses from a very bright pulsar are
detected, many single-pulse events will be generated. When DB-
SCAN clustering is applied to such beams, a large number of
single-pulse event clusters will usually be formed. Investigating all
these clusters not only requires significant computing power, it is
also unnecessary. This is because in the former case, single-pulse
event clusters with low maximum S/N are more likely from RFI
than real astrophysical signals, whereas in the latter case, the iden-
tification of those bright pulses is sufficient for the detection of the
pulsar. In other words, when the cluster density is high, we only
need to consider those relatively bright clusters. As a result, after
running DBSCAN clustering, we calculated the cluster density as
the number of clusters divided by the product of the number of trial
DM channels (NDM) and the observation duration (tobs):
ClusterDensity =
Ncluster
NDM× tobs . (3)
Note that the cluster density of a beam is normalised over the obser-
vation duration hence it is independent of the observation duration.
Such statement could not be made for the number of clusters as it
is not uncommon for two observations to have different durations
(even within the same survey). Specifically, we define the clusters
to be bright or dim as follows:
(i) If the cluster density is less than 0.01 per channel per second,
all clusters (with maximum S/N≥ 5) are further investigated. Clus-
ters with maximum S/N ≥ 6 are considered as bright clusters, and
the rest are considered as dim clusters;
(ii) If the cluster density is between 0.01 and 0.02 per channel
per second, only clusters with maximum S/N ≥ 5.5 are further in-
vestigated. Clusters with maximum S/N ≥ 6.5 are considered as
bright clusters, and the rest are considered as dim clusters;
(iii) If the cluster density is greater than 0.02 per channel per
second, only clusters with maximum S/N ≥ 6 are further investi-
gated. Clusters with maximum S/N ≥ 7 are considered as bright
clusters, and the rest are considered as dim clusters.
Considering that a typical PALFA observation has an observation
length of 268 s, and the number of trial DM channels is often
greater than 5,000, we only ignore single-pulse event clusters with
peak S/N < 5.5 when the total number of clusters exceeds 13,400
(268×5,000×0.01), and clusters with peak S/N < 6 when the to-
tal number of clusters exceeds 26,800 (268× 5,000× 0.02). Our
preliminary experimentation showed that: (i) For the majority of
beams, usually much fewer clusters were found, therefore all clus-
ters would be further investigated; (ii) For beams in which consis-
tent RFI or very bright pulsars were observed, ignoring the dim
clusters helped to decrease the running time of our algorithms sig-
nificantly (which was necessary due to the large number of beams
in our data set), yet minimised the possibility of missing potential
pulsar discoveries. Note that because cluster density is indepen-
dent of the observation duration and we selected fairly conserva-
tive threshold values for the sake of reasonable computation time,
equation (3) and the threshold values given above can be used for
other surveys with different observation lengths.
The definition of bright clusters will be referred to later, when
clusters are merged into SPEGs in Section 3.2.2. SPEGs that con-
tain at least one bright cluster will be considered as bright SPEGs
and used to form SPEG groups in Section 3.2.4.
3.2.2 Merging clusters vertically into SPEGs
By applying DBSCAN clustering, we are able to separate pulses
from other pulses and/or noise. However, instead of grouping all
single-pulse events from the same astrophysical pulse into one
SPEG, DBSCAN clustering (with the parameters given in Sec-
tion 3.2.1) sometimes resulted in “broken” SPEGs (i.e., single-
pulse events from one astrophysical pulse were grouped into mul-
tiple clusters). This was because of the unusually large distance
between adjacent single-pulse events, and is mainly due to the fol-
lowing two reasons.
The first reason that can cause a larger than expected distance
is clipping. Often, in pulsar search algorithms, samples with very
high intensity are “clipped”, or replaced by the median values of
the time series. This can affect both bright pulses and RFI, and is
used by the PRESTO prepsubband command used in the PALFA
pipeline. As a result, we often observed two different types of
pulses in single-pulse search output: regular (non-clipped) pulses
(see Fig. 3) and clipped pulses (shown in Fig. 6). As can be seen
in Fig. 6, clipping has removed the brightest single-pulse events
MNRAS 000, 1–22 (2018)
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Figure 6. Known pulsar J1910+0714 detected on MJD 56663 in the PALFA
survey. Note that there are many clipped pulses. The top left subplot and
the bottom subplot show the S/N versus DM space, and the DM versus time
space of this whole section respectively; and the other two subplots show
those regions around the clipped pulse of interest that is surrounded by the
red dashed line rectangle.
from the DM versus time subplot and, correspondingly, peaks from
the S/N versus DM subplot, which leads to “broken” astrophysi-
cal pulses. If the broken parts of a pulse are not merged together,
no peak-like shape would be detected in the S/N versus DM sub-
plot and the signal would be interpreted as RFI. This is especially
problematic for FRBs or RRATs that emit a small number of bright
pulses during an observation.
The second reason is the unusually large time drift between
two adjacent single-pulse events, which is commonly observed in
bright and wide pulses that are made of many single-pulse events.
This can cause these pulses to break into multiple clusters during
DBSCAN clustering, as shown in Fig. 7.
Theoretically, using a much larger radius in DBSCAN cluster-
ing can solve the problem of “broken” SPEGs. However, one of the
requirements set for our approach was that it should be able to sep-
arate pulses even when the time difference between them is small.
Thus, instead of using a much larger radius in DBSCAN clustering
that would inevitably group such pulses together, we introduced an
extra step of merging the clusters vertically after DBSCAN cluster-
ing was completed.
As described in Section 3.1, given the peak S/N and width
W of a pulse, we can calculate the expected maximum DM offset
that would cause the observed S/N to fall below 5, and hence the
expected extent of an astrophysical pulse in DM and time. Corre-
spondingly, the merging of clusters can be conducted as follows.
After DBSCAN clustering, if a dimmer cluster is identified within
the expected DM and time span of a brighter cluster, then the dim-
mer cluster needs to be merged with the brighter one. The merged
cluster as a whole is considered as detection of a single pulse. This
suggests that merging should start from the brightest cluster and
continue in descending order of maximum S/N. However, there are
several additional challenges that needed to be addressed, which
are listed below. While the first three challenges mainly relate to
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Figure 7. Merging the clusters in a non-clipped pulse. In the left and middle
subplots, the single-pulse events are both plotted proportionally to S/N but
with different scaling in order to show the distance between single-pulse
events more clearly. In the middle subplot, the red circle shows the bright-
est single-pulse event, and the red solid rectangle shows the expected DM
and time span of the pulse. In the right subplot, the red circle shows the
brightest single-pulse event and the red dashed line shows its DM, and the
blue dashed line shows the expected (i.e., not fitted) S/N decline. The black
horizontal dashed segment shows the S/N threshold (Sth) calculated from
equation (4). The two red vertical segments show the limit of the DM off-
set where the S/N decreases below Sth. The arrows show where the pulse
breaks into several clusters in DBSCAN clustering because a small radius
is used.
non-clipped/regular wide pulses, the last two only relate to clipped
pulses.
First of all, for most non-clipped pulses that have a narrow DM
extent, merging is unnecessary because extremely large time drift
between adjacent single-pulse events is unlikely to be observed
among them. Therefore, using  = 6 in DBSCAN clustering pro-
vides enough robustness for slightly larger time drift and the occa-
sional non-detection of single-pulse events in certain DM channels.
Second, while calculating the expected S/N decline is fast,
calculating the fitted S/N decline greatly increases the complexity
and run time of our algorithm. This is because to find the accurate
DM and time span of an astrophysical pulse, parameters including
the true peak S/N, the width, and DM all have to be first obtained
through NLS regression of equations (1) and (2) before they can
be plugged into the same formulas to calculate the fitted S/N de-
cline. On the other hand, for most bright and wide pulses that are
detected as many single-pulse events, the difference between the
expected S/N decline and the fitted S/N decline is fairly small, as
for the example shown Fig. 3. Furthermore, in case of a pulse that
forms multiple single-pulse event clusters in DBSCAN clustering
(as the one shown in Fig. 7), theoretically, the SPEG may break at
any part, thus it is unlikely that the fitted peak S/N, width, and DM
would be significantly more accurate than the observed values. If
so, the fitted S/N decline would not be better than its expected coun-
terpart either. Therefore, having in mind the large number of beams
in our full data set, we only calculated the expected S/N decline and
used it to find the expected DM and time span of the pulse.
Third, in practice, using 5 as the threshold (Sth) for the S/N
decline more often than not results in an unnecessarily large DM
offset. This is mainly because when the S/N decreases closely to
the noise level (i.e., S/N = 5) due to large DM offset, the observed
S/N begins to decrease much faster than the expected S/N decline,
as shown in the right subplot in Fig. 7. This is true even for the
fitted S/N decline (see the top right subplot in Fig. 3). Such differ-
ence can be even larger for brighter pulses. Therefore, instead of
using a fixed value of 5, we derived the following empirical for-
mula (through trial and error) to calculate a dynamic threshold Sth:
Sth = 0.4log2 (peak S/N)+4.5. (4)
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This dynamic threshold meets the following criteria: (i) Sth should
be smaller than peak S/N. For any peak S/N ≥ 5.49, equation (4)
always returns Sth that is lower than peak S/N. Clusters with
peak S/N < 5.49 are rarely the starting point of merging because
merging is not needed for dim pulses as they are unlikely to break
into multiple clusters in DBSCAN clustering, or such clusters are
made of single-pulse events that are detected at large DM offsets
and therefore should be merged with brighter clusters detected at
smaller DM offsets; (ii) Sth should be greater than 5 in oder to
make the calculated DM and time span become smaller, and closer
to the actual span; (iii) Sth should be higher for brighter pulses (i.e.,
higher peak S/N), thus it should increase as peak S/N increases but
at a much slower pace, which explains the introduction of the non-
linear log relation. The parameters in equation (4) were selected by
manually varying the values until they worked well for the majority
of non-clipped pulses in our preliminary exploration.
An example of using the threshold obtained from equation (4)
to calculate the DM and time span is shown in Fig. 7. As can be seen
in the middle subplot, the calculated DM and time span is smaller
in contrast to using S/N = 5 as the threshold. In the right subplot
in Fig. 7, a small section of the pulse in the high DM region is
not merged and forms a separate SPEG because the observed S/N
decline has a longer tail in the high DM region. Nevertheless, the
merged SPEG does include the majority of single-pulse events de-
rived from the pulse, which is good enough for the subsequent steps
including peak scoring, feature extraction, and automatic classifi-
cation. Since the S/N of the remaining section monotonically de-
creases as DM increases, no peak-like shape would be found in this
single-pulse event cluster, and therefore it would be filtered in the
next step in Section 3.2.3. Note that Sth is only used to calculate
a more accurate expected DM range in the merging step. It does
not serve as a criteria to further filter any cluster. It is also worth
mentioning that, for really bright pulses, the threshold calculated
by equation (4) can be a little conservative (i.e., the calculated DM
and time span is smaller than the actual span) that all clusters orig-
inating from the same pulse may not be merged by the one con-
taining the brightest single-pulse event. Nevertheless, this is not a
problem because the remaining clusters will appear and merge like
a clipped pulse, which is described next. Consequently, in SPEGID,
we included one extra step of removing duplicate SPEGs (SPEGs
having the same brightest single-pulse event) after merging.
The fourth challenge is due to the fact that, in a clipped pulse,
the peak S/N and its DM, as well as the pulse width, are all un-
known, because the brightest single-pulse event is missing. As
mentioned earlier, calculating the fitted S/N decline would signifi-
cantly increase the complexity and run time of our algorithm. With-
out fitting, the best way to calculate an approximate DM and time
span for the clipped pulse is to use the attributes of the brightest
single-pulse event of the remaining brightest cluster. Because this
single-pulse event is the closest to the actual clipped peak event, the
DM and time span calculated from the former would also be close
to that from the latter. However, the S/N decline calculated from the
remaining brightest single-pulse event (using equation (4)) tends to
decrease too fast towards the side where the pulse was clipped, and
too slow towards the other side. This constitutes the last (i.e., fifth)
challenge of the merging step.
Finally, when a pulse is clipped, clipping causes the clus-
ter containing the remaining brightest single-pulse event to end
abruptly in the S/N versus DM space. To make the calculated DM
and time span closer to the actual span, we adjusted equation (4) to
further extend the DM and time extents towards the clipped side
and shorten them towards the other side, which is equivalent to
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Figure 8. Merging the clipped pulse from Fig. 6. The red rectangle in the
middle subplot shows the calculated DM and time ranges. Compared with
the left subplot, the single-pulse events in the middle subplot are plotted us-
ing a smaller scaling to show more details. In the middle and right subplots,
the red circle shows the single-pulse event with the maximum S/N among
all clusters returned by DBSCAN clustering, from which the calculated DM
and time span of the pulse is calculated and shown as the red solid rectan-
gle in the middle subplot. Note that the hypothetical peak event is not the
brightest event in the right subplot as all the brighter events are excluded
from DBSCAN clustering (i.e., there are less than MinPts events in their
 neighborhood, and they don’t fall into the  neighborhood of any other
core point) and are classified as “noise” (they are not really noise events).
In the right subplot, the blue dashed line is the expected S/N decline calcu-
lated from the hypothetical peak. The two black horizontal dashed segments
show the S/N threshold (Sth) calculated from equation (5). The two red ver-
tical segments shows the limit of the DM offset where the S/N decreases
below Sth. By using different Sth obtained on the two sides, the expected
DM and time span is closer to the actual span.
shifting the calculated DM and time span towards the clipped side.
Specifically, for a clipped pulse, Sth is calculated using the follow-
ing equation:
Sth =
{
Sth = 0.35log2 (peak S/N)+4.5 on the clipped side,
Sth = 0.50log2 (peak S/N)+4.5 on the other side.
(5)
As in equation (4), the parameters in equation (5) were selected by
a trial and error process until they worked well for the majority of
clipped pulses in our preliminary exploration. Fig. 8 shows an ex-
ample of merging a clipped pulse. As can be seen in the middle sub-
plot, the clusters are successfully merged to form a single SPEG.
The right subplot shows that using asymmetric DM and time ex-
tents is necessary because the SPEG is no longer symmetric to the
hypothetical peak.
Although in this paper we only demonstrate the effect of merg-
ing clusters into SPEGs using data from the PALFA survey, equa-
tions (1), (2), (4) and (5) are applicable to data from other surveys
with no (or minimal) changes of the parameters’ values. Specifi-
cally, in equations (1) and (2), the central observing frequency (ν)
and the total bandwidth (∆ν) are observational setup parameters
specific to each survey, whereas the DM offset (δDM), the pulse
width (W ) and observed S/N are all obtained in data processing.
Therefore, once the observation parameters are given, equations (1)
and (2) can be applied to data collected in any survey. Note, how-
ever, that equations (1) and (2) only describe the expected (sym-
metric, bell-shaped) S/N versus DM curve of astrophysical pulses
(Cordes & McLaughlin 2003). As this is generally not true for RFI,
the calculated DM and time span of RFI may not be as accurate.
With respect to equations (4) and (5), the criteria we used to for-
mulate these equations should be followed regardless of the ob-
servation parameters. It is important to mention that we tested the
equations (1), (2), (4) and (5) with no modification (except for the
values of ν and∆ν) on data from the Green Bank Telescope (GBT)
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Figure 9. The DM versus time plot for pulsar J1901+02 detected in the
PALFA survey. The top subplot shows all single-pulse events within the
DM and time range, while the bottom subplot only shows those single-pulse
events that belong to SPEGs identified by DBSCAN clustering and merging
of clusters. The comparison between the top and bottom subplots illustrates
the denoising effect of these two steps.
Drift-scan survey (Karako-Argaman et al. 2015), and they turned
out to work equally well.
Notice that after merging the clusters vertically, we removed
SPEGs that peak at DM <= 2 pc cm−3, which is a general prac-
tice to remove RFI (Karako-Argaman et al. 2015). As illustrated
in Figs. 7 and 8, the combination of a small neighborhood radius
and merging algorithm successfully identified astrophysical pulses
as SPEGs, even if they are broken in the DM versus time space.
Therefore, in the rest of the paper, we use “SPEG” and “pulse” in-
terchangeably to refer to both the merged SPEG as a whole and the
single-pulse events within. Furthermore, as shown in Fig. 9, our ap-
proach effectively eliminates noise that was made up of less than 5
single-pulse events.
3.2.3 Calculating the peak score for SPEGs
Through DBSCAN clustering of single-pulse events and merging
clusters vertically, we obtained a list of SPEGs, among which as-
trophysical pulses can be identified. According to equation (2), the
S/N values of astrophysical pulses peak at the true DM and fall
off as the DM offset increases. Searching for this signature within
SPEGs can help to discriminate astrophysical pulses against noise
and RFI. In related works, different peak identification algorithms
were proposed to identify such trends (Karako-Argaman et al.
2015; Devine et al. 2016) . However, the main challenge of peak
identification lies in the variety of the S/N versus DM curves of the
pulses (due to varied pulse widths and brightness). Our peak scor-
ing algorithm is inspired by the Gaussian shape of the S/N versus
DM curve, and two other peak identification algorithms (Karako-
Argaman et al. 2015; Devine et al. 2016). A unique characteristic
of our algorithm is that it accounts for the fact that different DM
spacings are used in different DM ranges, which has been ignored
so far. This is achieved by making the slope threshold dependent
on the DM spacing, which proves to be effective in finding dim
and/or wide pulses. Furthermore, our peak scoring algorithm is not
only capable of identifying the peak in S/N versus DM curves of
various shapes, it also returns a score that characterises the shape
of a curve. The peak score conveys additional information about
the relative “steepness” of the S/N versus DM curve, which is used
as one of the features in the automatic classification step (see Sec-
tion 3.4.1).
Our peak scoring algorithm calculates the peak score for each
SPEG in the following way:
(i) If the brightest single-pulse event within the SPEG does not
have any neighboring event within 5 adjacent DM channels on both
sides, the SPEG is then considered as clipped, and it is treated dif-
ferently from a non-clipped SPEG;
(ii) Because equations (1) and (2) predict a symmetric S/N ver-
sus DM curve for astrophysical pulses, we propose two symmetry
indices, SIDM and SIS/N, to characterise the symmetry of the S/N
versus DM curve of an SPEG. These two symmetry indices are
used as two of the many features that help to distinguish astrophys-
ical SPEGs from non-astrophysical SPEGs. SIDM and SIS/N are cal-
culated as follows:
SIDM =
min(maxDM – peakDM, peakDM – minDM)
max(maxDM – peakDM, peakDM – minDM)
, (6)
where maxDM is the maximum DM of the SPEG, peakDM is the
DM of the brightest single-pulse event and minDM is the minimum
DM of the SPEG, and
SIS/N =
min(ΣS/Nleft, ΣS/Nright)
max(ΣS/Nleft, ΣS/Nright)
, (7)
where ΣS/Nleft is the sum of the S/N of all single-pulse events
(within the SPEG) to the left of the brightest single-pulse event,
and ΣS/Nright is the corresponding sum of all single-pulse events
(within the SPEG) to the right. Note that both SIDM and SIS/N, de-
fined by equations (6) and (7) respectively, have a range between
0 and 1. The higher these two indices are, the more symmetric the
SPEG would be. In contrast, RFI SPEGs that do not follow the
law described in equation (1) typically appear to be monotonically
decreasing (or increasing) in the S/N versus DM space. Therefore,
they usually have symmetry indices close to 0 and can be differenti-
ated from astrophysical SPEGs which are usually more symmetric;
(iii) For a non-clipped SPEG, SIDM > 0.20 and SIS/N > 0.25 en-
sure that the brightest single-pulse event of the SPEG is in the mid-
dle and the S/N versus DM curve is balanced to a certain degree.
On the other hand, for a clipped SPEG, only SIS/N > 0.10 is re-
quired because clipping often results in less balanced S/N versus
DM curve. SPEGs (whether clipped or not) that have even lower
symmetry indices are considered as RFI and are excluded from fur-
ther investigation. In practice, these threshold values are so small
that only extremely asymmetric SPEGs (that are unlikely to be as-
trophysical pulses) were eliminated. In other words, these threshold
values are applicable to surveys with different observational setups;
(iv) Inspired by the roughly Gaussian shape of the S/N versus
DM curve, we divided a non-clipped SPEG into six sections, with
three sections on each side of the brightest single-pulse event. In
the case of a clipped SPEG, as it is missing the peak, each side
was divided into two sections instead. The same rule also applies
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Figure 10. The application of OLS linear regression and WLS linear re-
gression on a clipped pulse. The top left subplot shows the SPEG in the
DM versus time space, while the other three plots show the S/N versus DM
curve. While the top right subplot shows all single-pulse events within the
SPEG, the bottom two plots only keep the brightest event if there is more
than one event at the same DM. In the bottom left subplot, the fit lines were
obtained through OLS liner regression, and the second fit line is strongly
influenced by those dim events, whereas in the bottom right subplot, their
influence is significantly reduced by WLS linear regression. The intersec-
tion of the middle two fit lines is recored as the centre DM (centreDM), and
its value is shown by the black dashed line. It can be seen that centreDM ob-
tained from WLS linear regression is much closer to the DM of the clipped
peak.
to non-clipped SPEGs with less than three single-pulse events on
either side;
(v) Within each section i, we applied weighted least square
(WLS) linear regression between S/N and DM and recorded the
slope of the regression line as FLSi (Fit Line Slope). The S/N of
each single-pulse event was used as its weight. We chose WLS lin-
ear regression over ordinary least squares (OLS) linear regression
which was used in RAPID (Devine et al. 2016) because the former
is more immune to some low S/N noise events that are occasionally
included into SPEGs. The comparison between OLS linear regres-
sion and WLS linear regression is demonstrated through their ap-
plication on the clipped pulse shown in Fig. 10. It can be seen that
the fit lines obtained from WLS linear regression more accurately
reflect the actual shape of the S/N versus DM curve. For a clipped
pulse, we also recorded the DM of the intersection of the two mid-
dle fit lines as the centre DM (centreDM), the hypothetical DM of
the clipped peak;
(vi) For each SPEG, we define a slope threshold SLth for its fit
lines as follows:
SLth = max(0.01/DMspacing, 0.01 pc−1 cm3), (8)
where DMspacing is the DM spacing where the S/N peaks and it is
defined as:
DMspacing = DMn+1 −DMn, (9)
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Figure 11. An example of a wide, not very bright pulse. Given the DM
spacing at the peak S/N is 0.3 pc−1 cm3, SLth calculated by equations (8)
and (9) is 0.03, and the peak score is 6. The slopes of the six fit lines cal-
culated from WLS linear regression are (from left to right): 0.140, 0.283,
0.078, –0.134, –0.056 and –0.038 pc−1 cm3. Thus using any slope threshold
greater than 0.14 will result in a peak score less than 2, and cause this pulse
to be overlooked.
where DMn is the DM where the S/N peaks, and DMn+1 is DM
of the next trial DM channel. Therefore SLth is DM-spacing-
dependent. We made the slope threshold dependent on DM spacing
because we believe for a fit line to be considered as steep, its S/N
should on average display a minimum change of 0.01 for a DM
change of one DM spacing. (Note that we further set a lower bound
of 0.01 for SLth for DMspacing > 1pc−1 cm3, which is equivalent to
requiring a minimum S/N change of 0.01 for a DM change of 1
pc−1 cm3.) Even smaller change in S/N over one DM step indicates
a flat S/N versus DM curve, therefore a score of 0 is assigned to
the fit line. We selected such a small SLth because a larger thresh-
old would cause dim and/or very wide pulses to be overlooked. An
example of a wide, not very bright pulse is shown in Fig. 11. It can
be seen that the slopes of its fit lines are fairly small.
(vii) For each section i, we compared the slope of the regression
line FLSi with SLth of the SPEG, and converted it to a score, namely
FLSCi (Fit Line SCore), using equation (10):
FLSCi =

−1, if FLSi < SLth,
1, if FLSi > SLth,
0, otherwise;
(10)
(viii) Finally, we calculated the peak score of the SPEG using
equation (11):
Peak Score =
n/2∑
i=1
FLSCi −
n∑
i=n/2+1
FLSCi, (11)
where n is the total number of sections that the pulse is divided
into (i.e., 6 for a regular pulse and 4 for a clipped pulse). The idea
behind equation (11) is that because the S/N versus DM curve of
an astrophysical pulse is roughly Gaussian, ideally its slope should
be positive on the left half of the curve and negative on its right
half. Therefore, if a peak is found in an SPEG, equation (11) would
return a positive score; otherwise, the returned peak score would be
0 or negative.
Typically, a regular bright pulse has a peak score of 6 (as
shown in Fig. 12), and a clipped pulse has a peak score of 4 (as
shown in Fig. 13). In practice, we found that astrophysical pulses
usually have a peak score of at least 2. Therefore, by removing all
SPEGs with peak score less than 2, we further denoised an observed
beam. An example of such denoising effect is shown in Fig. 14.
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Figure 12. Calculating the peak score of a regular pulse from Fig. 7. While
the left subplot shows all single-pulse events within the SPEG, the right
subplot shows only the brightest event if there is more than one event at
the same DM. Only these events are used in finding the peak score. The
calculated peak score for this pulse is 6.
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Figure 13. Calculating the peak score of a clipped pulse from Fig. 8. While
the left subplot shows all events within the SPEG, the right subplot shows
only the brightest event if there is more than one event at the same DM.
Only these events are used in finding the peak score. The calculated peak
score for this pulse is 4.
Compared with RAPID (Devine et al. 2016), we made the fol-
lowing improvements in the peak scoring algorithm of SPEGID:
(i) RAPID identifies peaks in the S/N versus DM subplot as
DPGs, while in SPEGID the identification of SPEGs is conducted
in the DM versus time space (see Sections 3.2.1 and 3.2.2) and,
therefore, separated from calculation of the peak score.
(ii) In SPEGID, we used a lower, DM-spacing-dependent slope
threshold. This allowed us to detect wide (Fig. 15(a)) and/or dim
(Fig. 15(c, e, g)) pulses despite variable DM spacing of trial DMs
was used in different DM ranges.
(iii) In SPEGID, the number of single-pulse events within each
section i is not fixed, which is essential for identifying peaks in
SPEGs that consist of only a few single-pulse events.
(iv) Compared with OLS linear regression which was used in
RAPID, using WLS linear regression makes SPEGID more im-
mune to possible low S/N noise events that are occasionally in-
cluded in SPEGs.
(v) A pulse does not always appear as a single Gaussian peak
in the DM versus time space, as those shown in Fig. 15(c, g).
RAPID may split such a pulse into more than one DPG. In contrast,
SPEGID treats this pulse as a whole SPEG (through the merging
step, described in Section 3.2.2) without breaking it, thus can iden-
tify the peak-like shape in the S/N versus DM curve of the pulse.
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Figure 14. The DM versus time plot for pulsar J1901+02. The top subplot
shows all SPEGs with a peak score ≥ 2. By filtering SPEGs with a peak
score < 2, the number of SPEGs is decreased from 81 (shown in the bottom
subplot of Fig. 9) to 48. The bottom subplot only shows those bright SPEGs
with a peak score ≥ 2 and with a peak S/N ≥ 6 (see Section 3.2.1 for
the definition of bright SPEGs). These SPEGs are used to form new SPEG
groups in Section 3.2.4.
(vi) While RAPID only returns whether a peak was found or
not, the peak score adds additional information which is used as a
feature in classification stage (see Section 3.4).
3.2.4 Grouping SPEGs horizontally
If multiple pulses are detected from the same sky position, a consis-
tent DM will increase the chance that they are astrophysical. There-
fore, we developed a method to group SPEGs appearing at a con-
sistent DM. This association between pulses was not considered in
any known single-pulse search approach (Karako-Argaman et al.
2015; Devine et al. 2016).
The horizontal grouping of SPEGs is conducted as follows:
(i) To account for the fact that the measured DM might vary
slightly from pulse to pulse, we define the “central part” of an
SPEG as the subset of all single-pulse events falling between the
highest and the lowest DM events that have an S/N greater than
90% of the peak S/N. The DM range of this central part is then
used to group SPEGs.
(ii) Starting from the brightest SPEG, we compare the DM range
of its central part with that of the rest dimmer SPEGs. If the central
DM range of the brightest SPEG overlap with that of any dimmer
SPEG, and if the DM of the peak S/N of the brightest SPEG fall
within the dimmer SPEG’s full DM range, then the two SPEGs are
considered as appearing at a consistent DM and be placed into the
same group. The first condition ensures that the S/N versus DM
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Figure 15. Examples of astrophysical pulses with different S/N versus DM
curve shapes (a, c, e, g), and their calculated peak scores (b, d, f, h). These
pulses are from the detection of the known pulsar J2003+29 (shown in
Fig. 16) in the PALFA survey. Their authenticity is confirmed by search-
ing for the underlying periodicity and comparing it with the period of the
pulsar (see Section 3.6 for details). The S/N versus DM curve in Fig. 15(g)
looks different than expected, presumably due to the weakness of the pulse.
curves of the two SPEGs peak at close DMs. The second condi-
tion ensures that the periodicity among SPEGs within the same
group can be calculated through single-pulse events detected in the
DM channel where the S/N of the brightest SPEG peaks (see Sec-
tion 3.6).
(iii) This grouping process is continued until the remaining
brightest ungrouped SPEG is no longer considered as a “bright”
SPEG (see Section 3.2.1).
Figure 16. Known pulsar J2003+29 detected on MJD 57039 in the PALFA
survey. The three subplots in the top include a histogram of the number of
single-pulse events versus S/N, a histogram of the number of single-pulse
events versus DM, a scatter plot of S/N versus DM. The middle subplot is
a scatter plot of the DM versus time for each single-pulse event where its
sise is proportional to its S/N. The bottom subplot shows only SPEGs with
peaks identified. The numbers 1, 4 and 52 are the ranks of the SPEGs by
their peak S/N in descending order.
(iv) Dim SPEGs that are not grouped with any bright SPEG are
excluded from further investigation.
Note that the purpose of horizontal grouping is to characterise the
association among SPEGs. Just like clustering does not guaran-
tee that every noise event will be excluded from all astrophysi-
cal pulses, horizontal grouping alone does not guarantee that all
SPEGs from the same source will be placed into the same group,
nor that all SPEGs placed in the same group originate from the
same source. Nevertheless, horizontal grouping of SPEGs provides
additional features from SPEG groups. These features, combined
with features extracted from individual SPEGs, are likely to im-
prove the automatic classification of SPEGs using supervised ma-
chine learning.
Fig. 16 is a diagnostic plot of the known pulsar J2003+29 de-
tected in the PALFA survey. Compared with the middle subplot
where all single-pulse events are shown, the bottom subplot demon-
strates again the denoising effect by only displaying SPEGs with
peaks identified (i.e., with peak score ≥ 2). We show how horizon-
tal grouping works on SPEGs in Fig. 17 using the three numbered
SPEGs from Fig. 16. The resultant SPEG groups are displayed in
Fig. 18, with each SPEG group plotted in a different color.
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Figure 17. S/N versus DM plots of numbered SPEGs 1, 4 and 52 from
Fig 16. The shaded area in each plot shows the central part of the SPEG. In
the bottom right plot, the central part of SPEG 1 is plotted as a transparent
region (its DM range is represented by the two black solid lines) to show its
overlap with that of SPEG 3 more clearly. Note that although the DMs of
the peak events differ, the central parts of SPEGs 4 and 52 overlap with that
of SPEG 1 and the DM of the peak event of SPEG 1 falls into the full DM
ranges of SPEGs 4 and 52. Therefore the three SPEGs are grouped together.
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Figure 18. Grouped SPEGs from Fig. 16. Different colors represent differ-
ent SPEG groups. The number in parentheses is the group number of each
SPEG group. For example, SPEG group 1 contains 17 SPEGs (including
SPEGs 1, 4, 52, etc.) plotted in black, and SPEG group 2 contains only
1 SPEG (SPEG 15) plotted in red, etc. Each group has at least one bright
SPEG, with a peak S/N ≥ 6.
3.3 Assessment of the effectiveness of SPEGID
By applying SPEGID on a beam, we removed isolated noise events
and identified pulse candidates as SPEGs through DBSCAN clus-
tering and merging of clusters; we also confirmed the peak-like
shape in the S/N versus DM curve of SPEGs and filtered out those
with peak score less than 2; furthermore, we considered the asso-
ciation between SPEGs by horizontally grouping SPEGs appearing
at a consistent DM into the same group. These procedures com-
bined together exhibited significant denoising effect in the DM and
time space and made astrophysical pulses more noticeable. As a re-
sult, the processed diagnostic plots could be examined with much
less effort. In fact, we manually inspected these plots for all the
beams in the benchmark data set (see Section 3.4.2) and were able
to recognise pulsars more easily than in the original diagnostic
plots. However, as mentioned earlier, manual inspection can be
both tedious and time consuming because of the large number of
diagnostic plots. Besides, with ever-increasing data in modern sur-
veys, manually inspecting all diagnostic plots becomes impractical.
Hence, automatic classification of the identified SPEGs is neces-
sary, as done in the second stage of our approach.
3.4 Automatic classification of SPEGs using supervised
machine learning
To achieve automatic classification of SPEGs using supervised ma-
chine learning, the algorithms are required to acquire the concept
of “pulsar” from training examples. This is an example of concept
learning (Mitchell 1997), which refers to the task of inferring the
general definition of a certain concept from training examples that
are labelled as members (i.e., pulsars) or nonmembers (i.e., non-
pulsars) of the concept. Generally speaking, the purpose of con-
cept learning is to find a target function (or target concept) that can
correctly map unseen instances to a boolean value based on their
features (or attributes). Given a set of training examples, learning
happens when the learner tries to estimate the target function with
a proper hypothesis. Hence concept learning can be viewed as the
exercise of searching through the hypothesis space (Mitchell 1997)
for one that best approximates the target concept.
In supervised machine learning, as stated in the “no free
lunch” (NFL) theorem, two supervised machine learning algo-
rithms (i.e., learners) on average exhibit equivalent performance
across all possible problems (Wolpert 1996; Gómez & Rojas 2016).
Recall that concept learning can be seen as searching for the hy-
pothesis that best approximates the target concept; yet, different
hypothesis representations (e.g., linear function, decision tree, rule,
artificial neural networks, etc) implicitly define different hypothesis
spaces. Therefore, it is necessary to test a wide range of different
learners, especially having in mind the lack of research on auto-
matic classification in single-pulse searches.
In the second stage of our approach, to carry out the automatic
classification of SPEGs, we first create a fully labelled benchmark
data set, which is used to find the best learner and train a classifier
with it thereafter. This trained classifier is then used to automati-
cally classify the SPEGs identified from the unlabelled full data set
using SPEGID. Next, we describe the second stage in detail.
3.4.1 Feature extraction
Before supervised learning techniques can be applied, we need to
extract features from SPEGs, which are listed in Table 1. These
features are obtained from three different sources: one feature of the
beam, twelve features of individual SPEGs, and five features of the
SPEG group. By doing so, our list of features reflect not only the
characteristics of individual SPEGs, but also possible association
among them. Although SPEG groups (from which five features are
extracted) include both bright and dim SPEGs, only bright SPEGs
(see Section 3.2.1) are further classified.
Note that χ2 of S/N versus DM is usually used to measure
how well the shape of the observed pulse in the S/N versus DM
MNRAS 000, 1–22 (2018)
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Table 1. Features extracted for each SPEG and used by machine learning
algorithms for classification.
Feature Description
1 ClusterDensity Density of clusters in the DM versus time space
of this particular beam, defined by equation (3)
2 PeakS/N Maximum S/N of the SPEG
3 PulseWidth Width of the brightest single-pulse event within
the SPEG, obtained from matched filtering
4 CenterDM For a regular SPEG, the DM of the peak S/N; for
a clipped SPEG, the determined central DM, as
described in Section 3.2.3
5 DMWidth SPEG’s width in DM (maximum DM of the
SPEG minus minimum DM)
6 TimeWidth SPEG’s width in time (maximum time of the
SPEG minus minimum time)
7 Clipped Boolean value representing whether the SPEG is
clipped, described in Section 3.2.3
8 SIDM Numerical value measuring the symmetry of the
SPEG by DM, defined by equation (6)
9 SIS/N Numerical value measuring the symmetry of the
SPEG by S/N, defined by equation (7)
10 PeakScore Peak score of the SPEG, defined by equation (11)
11 SPEGRank Rank of the SPEG by PeakS/N within the beam
12 WidthRatio Ratio of TimeWidth over PulseWidth
13 SizeRatio Ratio of number of single-pulse events in the
SPEG over number of DM channels in which
single-pulse events are detected
14 GroupMaxS/N Peak S/N of brightest SPEG in the group
15 GroupRank Rank of SPEG group by GroupMaxS/N within
the beam
16 GroupMedianS/N Median of the peak S/N of all SPEGs in the group
17 BrightRecurTimes Number of bright SPEGs in the group
18 RecurTimes Total number of SPEGs in the group
space fits the ideal, theoretical shape of a dedispersed pulse given
by equation (1). However, χ2 was not included in our feature list
due to the following two reasons: (i) The fitting may take a long
time and it does not converge for every SPEG, making it imprac-
tical for the large number of SPEGs identified in our data set; (ii)
Previous study showed that χ2 was not a distinguishing feature (i.e.,
a good predictor) (Devine et al. 2016).
3.4.2 Creating the benchmark data set
In supervised machine learning, the learners have to be trained on
a fully labelled training data set before they can be used to clas-
sify new (unseen) data. For that purpose, we carefully created a
fully labelled benchmark data set that consists of 90 beams that
included detections of 60 distinct pulsars or RRATs identified in
the PALFA survey. These pulsars or RRATs are recorded in either
the ATNF pulsar Catalog (Manchester et al. 2005) or the PALFA
New Pulsars List.5 Our selection criterion was to include as many
representative diagnostic plots as possible based on their appear-
ances. Because the appearance of a pulsar may vary in different
detections, for some pulsars, diagnostic plots of different detec-
tions were included. In addition to the 90 beams with known pul-
sars, our benchmark includes 900 beams with no known pulsars or
RRATs found in them. If counted by SPEG, our benchmark data set
includes 6,386 positively labelled SPEGs and 127,812 non-pulsar
SPEGs, all of which were manually labelled.
5 http://www.naic.edu/∼palfa/newpulsars/
Table 2. List of machine learning algorithms used for the classification of
SPEGs.
Learner Type
JRip (Cohen 1995) Rule
J48 (Quinlan 1993) Tree
PART (Frank & Witten 1998) Rule + Tree
RandomForest (Breiman 2001) Ensemble Tree
SMO (Platt 1999) Support Vector Machine
MLP (Murphy 2012) Artificial Neural Network
3.4.3 Description of the tested machine learning algorithms
With a goal to select the best performing learner, we test six learn-
ers (used in our prior work (Devine et al. 2016)) on the benchmark
data set: JRip, J48, PART, RandomForest, SMO (Sequential Min-
imal Optimization) and MLP (Multilayer perceptron), as listed in
Table 2. All six learners are implemented in Waikato Environment
for Knowledge Analysis (WEKA), which is a popular suite of ma-
chine learning software (Frank et al. 2016). The six learners repre-
sent knowledge in different forms and exhibit different degrees of
interpretability (Witten et al. 2011).
JRip, which is a JAVA implementation of the RIPPER (Re-
peated Incremental Pruning to Produce Error Reduction) algorithm
(Cohen 1995), is a direct rule learner that outputs learned knowl-
edge as rules. A rule is comprised of two parts, the antecedent (i.e.,
a series of tests) and the consequent (the class), following a ba-
sic “if antecedent then consequent” structure. JRip uses a separate-
and-conquer technique to identify rules covering instances from a
specific class, separate them out, and continue on the remaining
instances. To increase the overall accuracy of the learned rule set,
the RIPPER algorithm uses incremental reduced-error pruning to
generate rules and further revises them using a pruning data set to
achieve global optimization. The learned rules can then be used to
classify new instances. One advantage of a rule learner is that it
produces rules that usually can be easily interpreted.
J48, a JAVA implementation of the C4.5 decision tree algo-
rithm (Quinlan 1993), constructs a decision tree using the divide-
and-conquer technique. Specifically, attributes are tested sequen-
tially and the instances are split up into subsets based upon the
results of each test. These tests start from the attribute that results
in subsets with the least total information, and continues with the
attribute that results in subsets with the second least total informa-
tion, and so on. If all instances at a node have the same classification
(i.e., information is zero), the development of this part of the tree
will stop. Like rules, a decision tree can be interpreted by humans.
PART is a hybrid rule-and-tree learner (Frank & Witten 1998).
Like JRip, PART produces classification rules that are readily inter-
pretable. However, unlike JRip, PART generates each rule by first
building a partial decision tree, whose leaf with the largest coverage
is made into a rule. After that, these covered instances are removed
and more rules are created for the remaining instances, until all
instances are covered. Obtaining rules from partial decision trees
(instead of a fully explored one) avoids the problem of overpruning
in a basic rule induction learner and also saves computation time.
RandomForest is an ensemble learning method, which con-
structs a multitude of decision trees and outputs the average of
their classification as the final prediction (Breiman 2001). The key
point is to reduce the correlation among the base learners (decision
trees) by constructing each decision tree based on a randomly cho-
sen subset of features extracted from a randomly chosen subset of
instances. As a result, the variance of prediction would be greatly
reduced and thus RandomForest models usually have good predic-
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tive accuracy. However, using multiple trees generally causes the
loss of interpretability.
SMO is a type of support vector machine (SVM) that imple-
ments the sequential minimal optimization algorithm for the train-
ing of the support vector classifier (Platt 1999). SVM first trans-
forms the data into a higher dimensional space using non-linear
mapping. After that, the algorithm tries to identify the maximum-
margin hyperplane that separates different classes in the trans-
formed space and simultaneously has the largest distance from
the nearest data points (i.e., support vectors) on both sides. This
maximum-margin hyperplane corresponds to a non-linear decision
boundary in the original data space. Because SVMs are able to con-
struct complex decision boundaries, they often produce classifiers
with high accuracy. Generally speaking, SVM outputs weights of
the features, and the weight of a specific feature indicates its impor-
tance in classification. However, decisions made by SVM are usu-
ally difficult to interpret from a human perspective. Furthermore,
training SVM often takes a long time, especially when the data set
is large.
MLP is a class of feed forward Artificial Neural Network
(ANN) (Murphy 2012). ANNs identify non-linear decision bound-
aries of data by including many perceptrons (nodes) that are orga-
nized into multiple layers in the network. Each perceptron uses a
non-linear activation function. Such layering allows the building of
complex concept and makes MLP well suited for solving complex
learning problems. However, MLP models are usually difficult to
interpret and they usually require a large amount of training data.
We use five-fold cross-validation to evaluate these learners on
the benchmark data set. Specifically, the benchmark data set is first
divided into five folds using stratified sampling (i.e. each fold con-
tained an equal number of 18 beams with pulsars detected and 180
beams with no pulsar detected). Every time, different four folds are
used to train the learner to build a classifier and the fifth fold is
used to test the performance of the classifier. The aggregated re-
sults of the five folds (reported in Sections 4.1 and 4.2) are then
used to select the best learner, based on the F-Measure defined in
Section 3.4.5.
3.4.4 Imbalance consideration
In our benchmark data set, only 90 out of 990 beams contain astro-
physical pulses. Furthermore, these 90 beams contain 6,386 posi-
tively labelled SPEGs, which account for even smaller proportion
of the 134,198 SPEGs identified in the whole benchmark data set.
With a strongly imbalanced distribution of classes like this, many
learners can perform poorly regarding the classification of new
observations, especially for the minority class (i.e., pulsar class),
which is exactly the class of interest. Consequently, we used Syn-
thetic Minority Oversampling TEchnique (SMOTE) to generate a
balanced benchmark data set (Chawla et al. 2002) because our prior
work showed that it outperformed other approaches for imbalance
treatments (Devine et al. 2016). SMOTE increases the size of the
minority class by creating synthetic instances for each sample from
the minority class, and specifically, by adding small random per-
turbations toward its closest real instances (SPEGs) in the feature
space to avoid overfitting. When we tested the learners based on the
benchmark data set, we only applied SMOTE to SPEGs belonging
to the pulsar class in the four folds that were used for training, while
the fifth (i.e., testing) fold was used as it was.
Predicted class
      Pulsar    Non-pulsar
Actual 
Class
Pulsar True Positive False Negative
Non-pulsar False Positive True Negative
Figure 19. Confusion matrix for SPEG classification.
3.4.5 Metrics for evaluation of the classifications
To measure and compare the effectiveness of learners, we calcu-
lated several performance metrics that are derived from the confu-
sion matrix shown in Fig. 19 (Witten et al. 2011). The meanings
of the four terms in the confusion matrix are as follows: (i) True
Positives (TP): the number of SPEGs that are correctly classified
as pulsars; (ii) False Positives (FP): the number of SPEGs that are
incorrectly classified as pulsars; (iii) True Negatives (TN): the num-
ber of SPEGs that are correctly classified as non-pulsars; (iv) False
Negatives (FN): the number of SPEGs that are incorrectly classified
as non-pulsars.
A good learner produces classifiers with a high number of true
positives, i.e., a low number of false negatives. Moreover, a low
false positive number is also preferred as it reduces the effort re-
quired for manual inspection. For each classifier, we calculated the
following performance metrics.
(i) Recall: the number of positive training instances correctly clas-
sified over the total number of positive training instances. Recall is
also referred to as the true positive rate (TPR).
Recall =
TP
TP+FN
(12)
(ii) False negative rate (FNR): the percentage of positive training
instances misclassified as belonging to the negative class.
FNR =
FN
FN+TP
(13)
(iii) Precision: the number of positive training instances classified
correctly over the total number of instances classified as members
of the positive class.
Precision =
TP
TP+FP
(14)
(iv) False positive rate (FPR): the percentage of negative training
instances misclassified as belonging to the positive class.
FPR =
FP
FP+TN
(15)
(v) F-Measure (F-M): the harmonic mean of the precision and re-
call, also referred to as F1 Score.
F-M = 2× Precision×Recall
Precision+Recall
(16)
Because F-Measure is high only if both the precision and recall are
high, we used F-Measure to select the best learner.
3.4.6 Automatic classification of the unlabelled full data set
Once the best learner is identified using the benchmark data set, it
can be used to classify unlabelled instances. The automatic classi-
fication of unlabelled full data set is summarised as follows: (i) We
train the best learner on the whole benchmark data set to produce
the best classifier (i.e., model); (ii) We apply SPEGID on the full
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Figure 20. Known pulsar J1910+0728 detected on MJD 56663 in the
PALFA survey. The bottom subplot shows only SPEGs that have peak score
≥ 2 and belong to an SPEG group containing at least one SPEG with peak
S/N≥ 6. The red pulses are astrophysical pulses with an underlying period
of 0.325 s, which agrees with the period of this pulsar.
data set to identify SPEGs and extract features from them; (iii) We
use the best classifier to automatically classify these SPEGs; (iv)
The diagnostic plots of beams containing one or more positively
classified SPEGs (by the classifier) are manually inspected to con-
firm whether these SPEGs candidates are astrophysical.
3.5 Checking frequency-time signatures for bright SPEGs
The SPEG candidates automatically classified as belonging to pul-
sar class (i.e., TP and FP) must be examined manually. When multi-
ple bright SPEGs are detected at a consistent DM, their source can
be easily confirmed. However, it is not the case for sources with
a few dim SPEG candidates being detected. In practice, we found
that if the brightest SPEG candidate has a peak S/N ≥ 8, its as-
trophysical origin can be verified through inspecting its frequency-
time structure. For example, in Fig. 20 the brightest SPEG at 9.26
s has a peak S/N of 8.36. By examining its frequency-time sig-
nature shown in Fig. 21, we confirmed that this pulse was astro-
physical, and its attributes agreed with those of the known pulsar
J1910+0728.
3.6 Searching for periodicity among dim SPEGs
As mentioned in Section 3.2.4, previous single-pulse search ap-
proaches examined each pulse candidate individually without tak-
Figure 21. The pulse profile and dynamic spectrum of the pulse detected
at 9.26 s in Fig. 20 with maximum S/N = 8.36, dedispersed to DM = 283.9
pc cm−3 and summed to 32 frequency channels across the band. The total
time plotted is 300 ms.
Table 3. The probability of finding an underlying periodicity among ran-
dom single-pulse events. Tolerance level (α) reflects how consistent the
time differences (between any two neighboring events) are with the prede-
termined period. Lower α value indicates higher consistency (more details
can be found in Appendix A).
Tolerance level (α)
Number of events
3 4 5
0.01 0.955 0.113 0.00161
0.05 0.992 0.833 0.183
ing into account the association among the candidates (Karako-
Argaman et al. 2015; Devine et al. 2016). For dim SPEGs with S/N
< 8, it is difficult to verify whether they are astrophysical pulses or
not through the examination of their frequency-time signature. For
this reason, we developed an approach to search for an underlying
periodicity among a group of SPEGs by looking for a common di-
visor among the gaps of arrival times. The details of this approach
are presented in Appendix A. As can be seen in Table 3 (which
shows the probability of finding an underlying periodicity among
a group of random single-pulse events), when four or more SPEGs
are detected at a consistent DM, the probability of them being ran-
dom events decreases significantly if a periodicity among them is
found.
From the results listed in in Table 3, we can make the follow-
ing conclusions:
(i) A periodicity will almost certainly be found among three
single-pulse events;
(ii) When a highly accurate period is found among four or more
single-pulse events, or a less accurate period is found among five
or more single-pulse events, these events are more likely to be as-
trophysical signals than random noise.
An example of a pulsar with only a series of fairly dim pulses
being detected is shown in Fig. 22. Our approach identified ten
SPEGs in this diagnostic plot with an underlying periodicity (at
α = 0.02) at the DM of 181.1 pc cm−3. The brightest SPEG only
has a peak S/N of 6.58, which makes checking its frequency-
time signature to confirm its astrophysical nature difficult (see Sec-
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Figure 22. Detection of known pulsar J1935+2025 on MJD 56431 in the
PALFA survey. The top three and the middle subplots make up the standard
diagnostic plot, in which all single-pulse events within the DM range are
plotted. It can be seen that it is difficult, if not impossible, to identify the
astrophysical pulses (plotted in red in the bottom subplot) when this plot is
manually inspected. In contrast, the bottom subplot only shows SPEGs that
have peak score ≥ 2 and belong to SPEG groups containing at least one
SPEG with peak S/N ≥ 6, in which the astrophysical pulses can be more
easily identified. These pulses are plotted in red and they have an underlying
period of 0.080133 s, which is the same as the period of pulsar J1935+2025.
Although dim SPEGs are ignored in the classification step, when periodicity
is calculated, both bright and dim SPEGs within the group are considered.
Including dim SPEGs is necessary to avoid missing a series of pulses that
are mostly dim. Moreover, because the DM spacing increases from 0.1 to
0.3 pc cm−3 at DM = 213.1 pc cm−3, it can be seen that the overall density
of single-pulse events in the DM versus time space decreases significantly
in the upper half of the middle subplot.
tion 3.5). However, we found a period of 0.080133 s among these
ten SPEGs, and the position of the beam is close to the known
pulsar J1935+2025 at the DM of 182 pc cm−3 with a period of
0.080118 s. Therefore, we conclude that these ten pulses were from
the pulsar J1935+2025.
Note that we included recurrence times (instead of whether
the SPEG belonged to a periodic SPEG group or not) as a feature
for classification (see Table 1). This is because the probability of
finding periodicity among three or four single-pulse events is high,
and when the number of SPEGs within an SPEG group is large,
calculating periodicity becomes time consuming. Hence we only
searched for periodicity among SPEG groups that contained one
or more positively classified SPEGs. If an underlying periodicity
was identified, we then visually inspected the SPEGs and recorded
Table 4. The results based on the benchmark data set by SPEG.
Classifier Treatment TP FN FP TN
JRIP none 5787 599 216 127596
J48 none 5855 531 659 127153
PART none 6154 232 221 127591
RandomForest none 6029 357 54 127758
SMO none 3585 2801 327 127485
MLP none 5614 772 140 127672
JRIP SMOTE 6136 250 425 127387
J48 SMOTE 6107 279 561 27251
PART SMOTE 6142 244 399 127413
RandomForest SMOTE 6191 195 212 127600
SMO SMOTE 5842 544 4658 123154
MLP SMOTE 6057 329 772 127040
the most promising candidates for future follow-up observation. In
contrast, SPEG groups that consisted of mostly dim SPEGs with no
underlying periodicity found among them, were classified as RFI.
4 RESULTS
In this section, we first evaluate the performance of the six learn-
ers on the benchmark data set, using the metrics described in Sec-
tion 3.4.5, with the goal of finding the best learner. Then we present
the classification results of running the model (which is obtained
by training the best learner on the whole benchmark data set) on
the unlabelled full data set consisting of 47,042 independent beams
that are observations of 33,536 unique positions from the PALFA
survey.
Note that we measured the learners’ performance both by
SPEG/pulse and by beam. Typically, the confusion matrix (and the
corresponding performance metrics) based on SPEGs is likely to
differ from the confusion matrix based on beams. This is because
multiple pulses are often detected from the same pulsar, and these
pulses would be identified by SPEGID as separate SPEGs. Because
we manually inspected the beams that contained one or more pos-
itively classified SPEGs (by our trained model), as long as one of
these SPEGs was correctly classified, we could find the pulsar in the
beam. In other words, the misclassification of one or more SPEGs
during the automatic classification process does not necessarily re-
sult in missing the pulsar automatically. On the other hand, misclas-
sification of some SPEGs is inevitable in both automatic classifica-
tion and manual inspection. Therefore, we selected the best learner
based on the results by beam rather than by SPEG, as our goal was
to find as many pulsars (rather than SPEGs) as possible.
4.1 Results based on the benchmark data set by SPEG
Table 4 shows the confusion matrix of the six learners tested on the
benchmark data set, and Table 5 shows the corresponding perfor-
mance metrics. From these two tables, we can make the following
observations:
(i) Without imbalance treatment, five of the six learners per-
formed reasonably well. SMO was the worst classifier that missed
a large portion of SPEGs in the pulsar class;
(ii) With SMOTE treatment, the Recall of five of the six learners
increased, while that of PART showed little change;
(iii) When measured by F-Measure, RandomForest with
SMOTE treatment proved to be the best learner overall. This agrees
with our previous study (Devine et al. 2016).
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Table 5. The performance metrics based on the benchmark data set by
SPEG.
Classifier Treatment Recall FNR Precision FPR F-M
JRIP none 0.906 0.094 0.964 0.002 0.934
J48 none 0.917 0.083 0.899 0.005 0.908
PART none 0.964 0.036 0.965 0.002 0.965
RandomForest none 0.944 0.056 0.991 0.000 0.967
SMO none 0.561 0.439 0.916 0.003 0.696
MLP none 0.879 0.121 0.976 0.001 0.925
JRIP SMOTE 0.961 0.039 0.935 0.003 0.948
J48 SMOTE 0.956 0.044 0.916 0.020 0.936
PART SMOTE 0.962 0.038 0.939 0.003 0.950
RandomForest SMOTE 0.969 0.031 0.967 0.002 0.968
SMO SMOTE 0.915 0.085 0.556 0.036 0.692
MLP SMOTE 0.948 0.052 0.887 0.006 0.917
Table 6. The results based on the benchmark data set by beam.
Classifier Treatment TP FN FP TN
JRIP none 83 7 22 878
J48 none 82 8 32 868
PART none 84 6 38 862
RandomForest none 81 9 3 897
SMO none 41 49 27 873
MLP none 81 9 29 871
JRIP SMOTE 84 6 53 847
J48 SMOTE 86 4 98 802
PART SMOTE 88 2 84 816
RandomForest SMOTE 86 4 18 882
SMO SMOTE 88 2 687 213
MLP SMOTE 87 3 193 707
Table 7. The performance metrics based on the benchmark data set by
beam.
Classifier Treatment Recall FNR Precision FPR F-M
JRIP none 0.922 0.078 0.790 0.024 0.851
J48 none 0.911 0.089 0.719 0.036 0.804
PART none 0.933 0.067 0.689 0.042 0.792
RandomForest none 0.900 0.100 0.964 0.003 0.931
SMO none 0.456 0.544 0.603 0.030 0.519
MLP none 0.900 0.100 0.736 0.032 0.810
JRIP SMOTE 0.933 0.067 0.613 0.059 0.740
J48 SMOTE 0.956 0.044 0.467 0.109 0.628
PART SMOTE 0.978 0.022 0.512 0.093 0.672
RandomForest SMOTE 0.956 0.044 0.827 0.020 0.887
SMO SMOTE 0.978 0.022 0.114 0.763 0.203
MLP SMOTE 0.967 0.033 0.311 0.214 0.470
4.2 Results based on the benchmark data set by beam
As mentioned before, the confusion matrix (and the corresponding
performance metrics) based on beams may differ from that based
on SPEGs because multiple pulses are often detected from the same
pulsar. In order to investigate potential differences, we show the
confusion matrix and the performance metrics of the same experi-
ments based on beams in Tables 6 and 7, respectively. Compared
with the results by SPEGs, similar trends can be seen here. How-
ever, there are several different trends worth mentioning, which are
described next.
When measured by beam, the six learners showed comparable
Recall (hence the FNR) to the results based on SPEGs. However,
Table 8. The results based on the full data set by SPEG.
Classifier Treatment Total Positive
RandomForest SMOTE 7,255,112 24,426
the FPR of the six learners based on beams increased significantly.
Such increase in FPR indicates that SPEGs that were incorrectly
classified as pulsars were distributed among many beams.
With SMOTE treatment, the FNR of all six learners decreased
to below 5%, but the FPR increased more significantly. Conse-
quently, the F-Measure of all six learners with SMOTE treatment
decreased. We still used SMOTE because, in case of pulsar classi-
fication, the learner with a lower FNR is preferred (when they have
comparable FPR).
Among the six learners with SMOTE treatment, RandomFor-
est showed the highest F-Measure. Since all six learners had over
93% recall when SMOTE treatment was applied, the difference in
F-Measure mainly originated from the difference in precision. No-
tably, RandomForest had a 2.2% lower recall compared to PART
and SMO, but a significantly higher precision (i.e., 82.7% com-
pared to 51.2% and 11.4%). This means that with slightly lower
recall (i.e., slightly higher FNR), among the positively classified
instances RandomForest produced significantly more true positive
than false positive instances. RandomForest showed the highest
precision (82.7%) and the lowest FPR (2.0%) most likely because
it mitigated the problem of overfitting by building multiple decorre-
lated learning trees and outputting the average of their classification
as the final prediction. In contrast, overfitting is commonly seen in
decision tree methods and artificial neural networks as they tend
to fit the training data very well (Pham & Triantaphyllou 2008).
Using multiple trees makes the RandomForest classifier lose the
interpretability properties (compared to J48 and PART for exam-
ple), but this is not a problem since we are more concerned with
the predictive power of the classifiers.
If 9.3% FPR was considered acceptable, one could argue that
PART is the best classifier. As for SMO, the extremely high FPR
(76.3% when measured by beam) is likely due to the fact that some
dim RFI and/or noise look very similar to astrophysical pulses.
Consequently, not only it is hard to differentiate them through man-
ual inspection, the algorithm could also have difficulties identifying
effective support vectors that decide the maximum-margin hyper-
plane that separates the instances in the feature space.
Based on the highest F-Measure (i.e., both recall and preci-
sion being high) and lowest FPR, we selected RandomForest with
SMOTE as the best learner to be applied on the unlabelled full data
set. By examining the four pulsars that were misclassified by Ran-
domForest with SMOTE treatment, we found that three of them
were dim pulsars with less than five pulses detected, while the
fourth pulsar was detected at the lowest DM (8.0 pc cm−3) among
all known pulsars in the benchmark. In other words, these pulsars
were missed because they are different from the other pulsars in-
cluded in the benchmark data set.
4.3 Results based on the full data set
Before the trained model can be used to classify the unlabelled
full data set, we first processed the full data set using SPEGID de-
scribed in Section 3 to identify SPEGs and extract features from
them. Then, we used the best model (obtained by training the se-
lected best learner – RandomForest with SMOTE treatment – on
the whole benchmark data set) to classify the SPEGs identified in
the unlabelled full data set. The results are listed in Table 8.
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45,743 beams
 did not contain positively 
 classified SPEGs
1,299 beams contained one or more
positively classified SPEGs
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5
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Figure 23. A Venn diagram showing the results of automatic classifica-
tion and manual inspection of beams that contained positively classified
SPEG(s). Among these 47,042 beams, only 1,299 beams contained at least
one positively classified SPEG. Through quick-look manual inspection of
these 1,299 beams, we found all 90 known (60 distinct) pulsars included
in the benchmark data set correctly classified (CKs), 84 additional known
pulsars not included in the benchmark data set (AKs), 1031 false positives
(FPs), i.e., non-pulsars incorrectly classified as pulsars), 89 unlikely candi-
dates (UCs), and 5 possible discoveries (PDs).
From Table 8 it can be seen that in the SPEG identification
stage, from the 47,042 beams in the full data set, our proposed ap-
proach identified 7,255,112 SPEGs with peak score ≥ 2. Out of
these, 24,426 SPEGs (from 1,299 beams) were classified as pul-
sars.
Since it was impractical and unnecessary to examine all
24,426 positively classified SPEGs, we manually examined the di-
agnostic plots of the 1,299 beams from which these 24,426 SPEGs
were identified and only present the statistics based on beams here.
(Because the same pulsar can be detected in multiple beams, un-
less we point it out specifically, here we use “pulsar” to refer to
the detection of a pulsar within a beam.) Through quick-look man-
ual inspection, the 1299 beams that contained positively classified
SPEG candidates were distributed across four categories as fol-
lows: 90 known pulsars (60 distinct) included in the benchmark
data set were correctly classified (CKs); 81 additional known pul-
sars not included in the benchmark data set were correctly classified
(AKs); 1031 false positives, i.e., non-pulsars incorrectly classified
as pulsars (FPs); and 97 new candidates of interest (NCs).
The list of NCs mainly consisted of SPEG groups that were
made up of a few fairly dim SPEGs (see Figs. 22 and 24), which
is not surprising as bright pulsars are much easier to detect and
consequently it is more likely that they have already been discov-
ered. With the aid of techniques described in Sections 3.5 and 3.6,
out of the 97 NCs we confirmed 3 additional AKs (making the to-
tal number of AKs increase to 84). We also recorded 5 promising
candidates as Possible Discoveries (PDs) and classified the rest 89
beams as Unlikely Candidates (UCs). The results are presented in
a Venn diagram shown in Fig. 23.
From these results, the following conclusions can be made:
(i) Compared to the total number of 47,042 beams in our data
set, our approach reduced the number of beams that required man-
ual inspection to 1,299 (i.e., by over 97%);
(ii) Our classifier successfully found all 90 beams containing
(60 distinct) known pulsars in the benchmark data set;
(iii) Our classifier was able to find 84 additional beams contain-
ing 49 distinct known pulsars. Among these 49 pulsars, 17 were
already included in the benchmark data set. In other words, our
classifier found 32 additional distinct known pulsars that were not
included in the benchmark date set. Among these 84 beams, 3
beams contained dim detections of known pulsars that could easily
be missed by manual inspection. This would be really problematic
if these dim detections were the only observations of unknown pul-
sars. One such example was shown earlier in Fig 22;
(iv) By comparing our discovery list with the PALFA New Pul-
sars List, we concluded that our classifier was able to detect all
known pulsars (that were found by other single-pulse search ap-
proaches) in our data set;
(v) There were a number of dim periodic candidates that could
be pulsars. We included the best five of those as PDs for further
exploration. One such example is shown in Fig. 24. It can be dif-
ficult to find these dim candidates through manual inspection. Fur-
thermore, note that SPEGID identified over 4000 five-SPEG groups
from those 1120 beams. However, because none of these five-SPEG
groups contained any positively classified SPEG (by our trained
model), they were classified as UCs and FPs during manual inspec-
tion.
(vi) In total, we found that our single-pulse search approach was
able to find 92 out of the 284 (i.e., 32.4%) known pulsars (that were
discovered in both single-pulse search and periodicity search ap-
proaches) in beams that were positioned within 15′ of their known
locations;
(vii) During manual inspection, we also found 361 RRAT-like
candidates (SPEG groups with one or two good pulse candidates at
the same DM with maximum S/N > 7) from those 1120 beams that
were classified as UCs and FPs. It is known that RRATs usually
have few pulses detected within a short observation period. When
the RRAT-like candidates are neither bright enough nor can a pe-
riod be found among SPEGs, it becomes difficult to confirm their
astronomical origin through the two approaches described in Sec-
tions 3.5 and 3.6. Correspondingly, due to the lack of confirmed
examples in the benchmark data set, these RRAT-like candidates
were classified as non-pulsars by our classifier.
5 DISCUSSION OF THE CHALLENGES AND
IMPLICATIONS
The automatic approach to radio pulsar detection presented in
this paper showed much improvement compared with our previ-
ous work (Devine et al. 2016) if measured by predictive power.
More specifically, compared with the best classifier of DPGs, our
best classifier of SPEGs exhibited significant increase in F-Measure
(from 71.6% to 96.8%). (Here F-Measure by SPEG is used because
F-Measure by beam was not provided in Devine et al. 2016.) We
believe this is mainly because we correctly identified individual
pulses as separate SPEGs in the DM and time space using DB-
SCAN clustering and merging the clusters. Therefore, compared
with RAPID which identified DPGs in the composite S/N versus
DM subplot for an entire observation, we could extract more dis-
tinctive features of astrophysical pulses to separate them from RFI
and noise.
Applying DBSCAN clustering to identify related single-pulse
event groups in the DM versus time space seems natural and fairly
simple at first sight because single-pulse events appear to form
denser areas. However, in practice, simply applying DBSCAN clus-
tering could end up either grouping unrelated single-pulse events
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Figure 24. One possible discovery. The five SPEGs plotted in red in the
bottom subplot are “periodic” at the tolerance level of 0.03. The probability
of finding periodicity among five random events at such tolerance is 0.043.
Nevertheless, it is worth pointing out that the candidate SPEGs are made
up of many single-pulse events with a peak-like shape found in their S/N
versus DM curve, therefore, the probability of them being purely random
should be significantly lower.
together or splitting related single-pulse events into many clusters
because of the following two reasons: (i) Pulses have a wide range
of time and DM extents, depending on the pulse width, shape, and
DM. These different time and DM extents require different cluster
radii. On the one hand, for dim and/or narrow pulses which usu-
ally have a small time and DM extent, including any noise event
would have a more significant influence on the overall features of
the resultant SPEG, necessitating a smaller radius. Furthermore, a
small radius is also required to separate pulses that are detected
closely in time; on the other hand, because bright, wide pulses will
be detected over larger time and DM extents than their dim, narrow
counterparts, a larger radius is needed to overcome possible large
time difference between adjacent single-pulse events; (ii) Data pro-
cessing techniques can also change the distance between single-
pulse events. For example, clipping can lead to larger distances
between remaining single-pulse events; furthermore, the distance
likely varies with DM. To address these challenges, we used an ad-
equately small radius and introduced the merging of clusters there-
after.
Note that DBSCAN clustering allowed us to find the single-
pulse events that were used to calculate the expected DM and time
span in the merging step. Moreover, when we used equations (1)
and (2) to calculate the expected DM and time span, we faced the
discrepancy between the theoretical S/N decline and the observed
S/N decline, and the problem of clipped pulses as well. We solved
these two challenges by using empirical formulas (equations (4)
and (5)) to calculate Sth (instead of using a fixed value of 5) and
obtained satisfactory expected DM and time ranges. Thus both DB-
SCAN clustering and merging the resultant clusters are necessary
for the identification of SPEGs.
Furthermore, SPEGs may vary significantly in brightness,
width and shapes. In order to identify the peak-like shape within
SPEGs in the S/N versus DM space, we developed a new peak
scoring algorithm. Using a low, DM-spacing-dependent threshold
for the Fit-Line-Slope allowed us to detect wide and/or dim pulses,
as well as pulses of various shapes. However, this also increased
the number of non-astrophysical SPEGs.
On the computational side, although DBSCAN clustering,
merging the clusters, and peak scoring combined resulted in a sig-
nificant denoising effect in the DM versus time space, the number
of SPEGs that needed to be classified was still high. Therefore we
defined the noise level for each beam and only classified relatively
bright SPEGs. Furthermore, we excluded the χ2 of the S/N versus
DM from our feature list because the fitting takes a long time and
does not always converge for every pulse, making it impractical to
use on large data sets.
In this paper we selected RandomForest with SMOTE treat-
ment as the best learner because of its very high recall and preci-
sion, and very low FPR. It should be noted that all six classifiers had
over 93% recall when SMOTE treatment was applied, but the other
five classifiers had significantly lower precision and higher FPR.
RandomForest showed the highest precision and lowest FPR most
likely because, compared with other learners, it reduced the prob-
lem of overfitting. The fact that RandomForest with SMOTE was
also selected as the best learner for the classification stage in our
previous work (Devine et al. 2016) (which was based on the GBT
Drift-scan survey) provides some generalisability of the finding that
RandomForest in combination with SMOTE performs well for au-
tomatic pulsar classification. Testing the learners considered in this
work and other additional learners on different surveys would help
further exploring the generalisability this finding.
A close examination of our results based on the benchmark
data set provides some ideas for further improvement of the classifi-
cation performance. We found that three of the four pulsars missed
by RandomForest with SMOTE treatment had less than five fairly
dim pulses detected, and the fourth pulsar had a very low DM. The
inductive learning hypothesis states that “any hypothesis found to
approximate the target function well over a sufficiently large set
of training examples will also approximate the target function well
over other unobserved examples” (Mitchell 1997). This suggests
that our current benchmark data set does not contain enough dim
pulsars. In order to improve the classifier’s ability to discover dim
pulsars, more dim pulsars (once they are discovered), or marginal
detections of bright pulsars (once they are found, as those shown
in Figs. 22 and 24), should be included into the benchmark data
set and used for training. This agrees with the generally accepted
notion that machine learning is not one-shot process of building a
data set and applying a learner, but rather an iterative process that
includes applying the learner, analysing the results, modifying the
data and/or the learner, and repeating (Domingos 2012). Therefore,
we believe that the results can further be improved by creating a
more representative benchmark data set, constructing more distinc-
tive features, conducting more hyperparameter optimization, and
so on.
The fact that we used periodicity to confirm the astrophysical
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nature of pulses when three or more pulses were detected at the
same DM was helpful for detection of pulsar candidates consisting
of a series of fairly dim pulses. However, it remains challenging to
discriminate faint, isolated pulses from noise.
Finally, it is important to emphasize that SPEGID is applica-
ble to pulsar surveys of different observational setups, as long as the
survey-specific parameters (i.e., the central observing frequency (ν)
and the total bandwidth (∆ν)) are modified accordingly. For exam-
ple, although in this paper we only presented the results based on
data from the PALFA survey, we also tested SPEGID on data from
GBT Drift-scan survey (without changing any of the parameters
except for ν and ∆ν) and received similar performance. All one
needs is to run the procedures of stages 1 and 2 on the survey in
hand, preferably using a benchmark data set with pulsar examples
from the same survey to train the learner. However, as mentioned
earlier, the values of parameters to some degree depend on the re-
search goals. For that reason, parameters’ values may be slightly
modified, whereas changing the forms of equations (1), (2), (4) and
(5) is not necessary.
6 CONCLUSIONS
We developed a novel, automatic two stage single-pulse search ap-
proach in order to improve the speed and accuracy of single-pulse
search analysis. In the first stage, SPEGID identified astrophysi-
cal pulse candidates as SPEGs through clustering the single-pulse
events and merging the clusters. In addition, a new peak scoring al-
gorithm was applied to SPEGs to identify their associated peaks in
the S/N and DM space. SPEGs that showed up at a consistent DM
were then grouped together. In the second stage, we used super-
vised machine learning approach to classify SPEGs to pulsar and
non-pulsar classes. For that purpose, a benchmark data set con-
taining 60 representative pulsars (detected in 90 beams) was cre-
ated. Our machine learning experiments on the benchmark data set
showed that the classifier based on RandomForest with SMOTE
imbalance treatment had the best performance with respect to F-
Measure.
The unlabelled full data set consisting of 47,042 independent
beams that are observations of 33,536 unique positions from the
PALFA survey was processed using SPEGID to identify SPEGs.
Their features were then extracted, so these SPEGs could be au-
tomatically classified using the best learner trained on the whole
benchmark data set. 24,426 positively classified SPEGs that be-
longed to 1,299 beams were examined manually. The results
showed that our model detected all 60 known pulsars (in 90 beams)
included in the benchmark data set, as well as 32 additional known
pulsars (in 84 beams) not included in the benchmark data set,
among which several were fairly dim. Additionally, it also found
five dim pulsar candidates with multiple periodic signals that are
worth further exploration. Our future work will be focused on
building a larger benchmark data set that includes more dim pul-
sars and applying multi-class classification on it.
Developing methods for automatic classification of single-
pulse search output is necessary if astronomers are to cope with
the demands of sensitive surveys with CHIME, MeerKAT, and the
FAST telescope. CHIME is expected to result in the discovery of
dozens or more bright FRBs each day. Developing methods for au-
tomatic classification will be necessary to probe the low-intensity
end of this population to truly understand the FRB luminosity dis-
tribution. The FAST telescope is expected to operate in multi-beam
drift-scan mode for the first several years of operations, with ex-
tremely short (∼seconds) observation lengths. This means that a
large fraction of pulsars will only be detectable through their single
pulse emission, necessitating intelligent algorithms for single-pulse
searches to analyse the large amount of survey data produced. In
addition to discovering sporadic pulsars and FRBs, and placing lim-
its on the low-intensity members of those populations, intelligent
algorithms for single-pulse searches have the potential to recognize
completely new source classes. Future work will explore different
regimes of search space (i.e., broader pulses, very low DMs) in or-
der to perhaps discover other populations of radio-emitting objects.
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APPENDIX A: APPROACH TO SEARCHING FOR AN
UNDERLYING PERIODICITY AMONG SINGLE-PULSE
EVENTS
In Section 3.6 we mentioned that our approach to finding an under-
lying periodicity among a group of SPEGs was based on looking
for a common divisor among the gaps of their arrival times. Here
we describe this approach in detail. Given a group of SPEGs, we
search for an underlying periodicity among them in the following
way:
(i) The underlying periodicity is searched among single-pulse
events that belong to any of the SPEGs;
(ii) The underlying periodicity is searched in the DM channel
in which the S/N of the brightest SPEG (within the group) peaks;
(iii) The underlying periodicity is searched only when there
are n ≥ 3 single-pulse events that satisfy the previous two con-
straints;
(iv) Suppose these n single-pulse events are detected at t1, t2,
..., tn respectively, first, we find the time difference ∆ti, i+1 between
two neighboring single-pulse events as follows:
∆ti, i+1 = ti+1 − ti (1≤ i < n), (A1)
then we find the minimum time difference:
∆tmin = min(∆ti, i+1); (A2)
(v) Once ∆tmin is determined, a series of period candidates
(Tk) can be obtained by equation (A3):
Tk =
∆tmin
k
(k = 1,2,3, ...), (A3)
and all period candidates no less than 0.05 s are searched;
(vi) To determine whether a period candidate Tk is valid for
two neighboring single-pulse events, we introduce the concept of
the tolerance level (α) and compare it with β, the remainder of
∆ti, i+1 divided by Tk:
β =
((∆ti, i+1
Tk
)
mod 1
)
. (A4)
If β < α, or β > 1 - α, then this period candidate Tk between these
two events is considered valid. α is usually set between 0.01 and
0.05, and lower α value indicates more accurate periodicity;
(vii) If the period candidate Tk is valid for all two neighboring
event pairs, then an underlying periodicity (with a period of Tk) is
found among these n single-pulse events. The searching is contin-
ued until Tk is less than 0.05 s;
(viii) If none of the period candidates is valid for these n
events, then we search for an underlying periodicity in all subsets
with n− 1 events using the same procedure described from (iii) to
(vii);
(ix) The searching stops either when there are less than three
events within the group, or when a valid period is found among all
single-pulse events within the group.
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