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outperforms extant models in the field in terms of both the predictive power and optimization
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ABSTRACT

ESSAYS ON EMPIRICAL OPERATIONS MANAGEMENT IN RETAIL SALES AND
SERVICE
Youran Fu
Marshall L. Fisher
This dissertation studies empirical operational problems in retail sales and service systems
through three essays. We are in the middle of a remarkable rise in data analytics as
available data, as well as the capability of artificial intelligence grows exponentially. This
dissertation demonstrates how we can use traditional econometrics and cutting-edge
machine learning models to provide data analytics for retail operations management. The
first essay studies the value of unstructured social media text data in forecasting future
fashion demands several months out, at a granular style-color level. Using recent
advancement in natural language processing and machine learning techniques, we show
that unstructured social media text data, after proper processing, has significant predictive
in forecasting color demands, weeks or even months into the future. The predictive power
measured by the improvement of the out-of-sample mean absolute deviation ranges from
18% to 25% over different manufacturing lead times and is robust across different
geographic markets. Finally, we explore the mechanism and show that the predictive
power comes from social media data capturing the fashion retail cycle, fashion influence
theories, and marketing efforts. The second essay studies what factors and how they affect
workforce productivity in service systems. Using a detailed time-stamped data, a novel
framework, and a bivariate Probit model to contend econometric difficulties arising from
v

workers’ making endogenous discretionary decisions, we provide a complete picture on
how different factors affect instantaneous productivity collectively while explicitly
controlling for the endogenous discretionary decisions. We find that peer effects have a
negative impact on productivity with workers’ discretionary decisions serving as mediator.
Scheduled interruptions and workers’ decisions to multitasking also have negative impacts
while decisions to take breaks and task-switching improve productivity by 54% and 25%
respectively. The third essay proposes a novel methodology to contend a challenging task
– optimizing long-term cumulative reward in a partially observed high-order Markov
decision process. We combine machine learning and approximate dynamic programming
techniques to develop a tandem neural network structure. The methodology is applied to a
real-world customer relationship dataset and outperforms extant models in the field in
terms of both the predictive power and optimization performance.
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Introduction
This dissertation studies empirical operational problems in retail sales and service

systems through three essays.
We are in the middle of a remarkable rise in data analytics, as the volume of
available data grows exponentially, and our toolkits also expanded significantly, thanks
to the recent advancement in artificial intelligence. This dissertation demonstrates how
we can use traditional econometrics, cutting-edge machine learning models, and dynamic
programming techniques to provide data analytics for retail operations management.
The first essay studies the value of unstructured social media text data in
forecasting future fashion demands several months out, at a granular style-color level.
Using recent advancement in natural language processing and machine learning
techniques, we show that unstructured social media text data, after proper processing, has
significant predictive in forecasting color demands, weeks or even months into the future.
The predictive power measured by the improvement of the out-of-sample mean absolute
deviation ranges from 18% to 25% over different manufacturing lead times and is robust
across different geographic markets. Finally, we also explore the mechanism and show
that the predictive power comes from social media data capturing the fashion retail cycle,
fashion influence theories, and marketing efforts.
The second essay studies what factors and how they affect workforce productivity
in service systems. This is an active research area as several puzzles remain unsolved.
One of them is the endogeneity that arises from service providers’ discretionary
decisions. Without explicitly controlling for such decisions, it is hard to draw conference
1

relationship between any factor and productivity. To contend this difficulty, we apply a
novel framework, and a bivariate probit model, on a detailed time-stamped data. Our
framework models workers’ workflow, and put together all the factors that may affect
instantaneous productivity. The detailed time-stamped data, enables us to fully recover
workers’ workflow so that we can empirically estimate our model. Specifically, our
model is a bivariate probit model consisting of two parts – the first one a discrete choice
model that explicitly account for workers’ endogenous discretionary decisions, and the
second one a hazard rate model that captures instantaneous productivity. We find that
peer effects have a negative impact on productivity with workers’ discretionary decisions
serving as mediator. Scheduled interruptions and workers’ decisions to multitasking also
have negative impacts while decisions to take breaks and task-switching improve
productivity by 54% and 25% respectively. Based on our findings, we are able to
prescribe managerial recommendations to the management. Our recommendation
includes: not sharing coworker’s status if feasible, grouping scheduled meetings as much
as possible, scheduling group meeting before, not after lunch, trusting workers’
discretionary decisions on taking breaks and switching, but discouraging multitasking.
The third essay proposes a novel methodology to contend a challenging task –
optimizing long-term cumulative reward in a partially observed high-order Markov
decision process. The challenge is three-fold – curse of dimensionality in the state-space;
the underlying model that governs the whole environment and process is unknown; and
the true states are unobserved. To contend them, we combine machine learning and
approximate dynamic programming techniques and develop a tandem neural network
structure. The tandem neural network consists of two sub networks – the first one is a
2

gated recurrent neural network that learns and represents the unknown and partially
observed underlying model. And a second one directly takes the output layer of the first
neural network as its input and approximate the optimal long-term value function
directly. Note that the value function is the state-action pair value function. Our proposed
methodology does not have theoretical guarantee on the convergence but several studies
on neural network have shown that it usually works well in practice. The methodology is
applied to a real-world customer relationship dataset and outperforms extant models in
the field in terms of both the predictive power and optimization performance. We also
discuss how it can be generalized to other settings.

3

2

The Value of Social Media Data in Color Trends Forecasting

2.1 Introduction
Though many studies have been done on predicting future demands based on
historical sales data across a variety of industries, few have focused on the fashion
industry. Kök et al. (2007) provided a comprehensive literature review of demand
forecasting. Among demand forecasting studies, those that were applied to the fashion
industry failed to provide accurate and applicable predictions (Nenni et al., 2013).
Products in the fashion industry have short lifetimes, short selling seasons, and long
manufacturing lead times, all of which makes accurate demand forecasting difficult.
According to a Yale School of Management study (2012) on the US branded retail
apparel industry, both the industry average of days-of-inventory-held and inventory
levels in storage have been steadily increasing over the last 5 years, while the out-ofstock rates haven’t been reduced much. This indicates an increasingly difficult inventory
management decision problem that costs the merchants sales and revenue.
As social networks take up a greater share of consumers’ time spent online,
researchers are beginning to wonder if signals from social media could add value to the
current practices for predicting certain business outcomes. Indeed, recent increases in the
quality and quantity of available social media data have already enabled social networks
to be linked to user attributes and to business outcomes such as purchasing and response
to advertising (Clemons et al., 2006; Moe & Trusov, 2011). A recent Forbes article
(Ward, 2013) offer an anecdotal example that fashion retailers are increasingly using
predictive analysis and data from social media and other sources to drive planning: “Reza
Soudagar – Senior Director, Database and Technology Marketing at SAP … cites an
4

example of how sales personnel can make recommendations using predictive analytics
fueled by Twitter posts, fashion industry trend data, a customer’s individual buying
history, and even their fashion phobias.”
As social networks take up a greater share of consumers’ time spent online,
researchers are beginning to wonder if signals from social media could add value to the
current practices for predicting certain business outcomes. Indeed, recent increases in the
quality and quantity of available social media data have already enabled social networks
to be linked to user attributes and to business outcomes such as purchasing and response
to advertising (Clemons et al., 2006; Moe & Trusov, 2011). A recent Forbes article
(Ward, 2013) offer an anecdotal example that fashion retailers are increasingly using
predictive analysis and data from social media and other sources to drive planning: “Reza
Soudagar – Senior Director, Database and Technology Marketing at SAP … cites an
example of how sales personnel can make recommendations using predictive analytics
fueled by Twitter posts, fashion industry trend data, a customer’s individual buying
history, and even their fashion phobias.” What’s needed now is empirical evidence to
confirm anecdotal stories and to estimate the magnitude of the improvement.
As social networks take up a greater share of consumers’ time spent online,
researchers are beginning to wonder if signals from social media could add value to the
current practices for predicting certain business outcomes. Indeed, recent increases in the
quality and quantity of available social media data have already enabled social networks
to be linked to user attributes and to business outcomes such as purchasing and response
to advertising (Clemons et al., 2006; Moe & Trusov, 2011). A recent Forbes article
(Ward, 2013) offer an anecdotal example that fashion retailers are increasingly using
5

predictive analysis and data from social media and other sources to drive planning: “Reza
Soudagar – Senior Director, Database and Technology Marketing at SAP … cites an
example of how sales personnel can make recommendations using predictive analytics
fueled by Twitter posts, fashion industry trend data, a customer’s individual buying
history, and even their fashion phobias.” What’s needed now is empirical evidence to
confirm anecdotal stories and to estimate the magnitude of the improvement.
When the buying team is about to make the initial buy decision, they typically
consider season over season trends (by looking at last season’s sales), year over year
trends (by looking at last year’s same season’s sales), specific season characteristics,
specific class characteristics, and planned marketing events. We do not have data on the
retailers’ marketing plans/efforts, but we do observe their final actual buying quantity and
we will use that as a proxy.
We examine two streams of input data: social media data on fashion and color and
transaction level historical sales data from three multinational apparel/footwear
companies. The transaction level sales data includes style characteristics, product classes
or categories, full prices, transaction prices, promotion information, and inventory
information. For social media in this project, we focus on Twitter data and the Google
Search Volume Index (SVI). As of November 2016, Twitter is the second largest social
media site after Facebook1. We choose tweets as our data source because Twitter
emphasizes sharing ideas and information whereas Facebook emphasizes connecting.

1

Most popular social network websites in the United States in November 2016, based on share of visits.
Retrieved from https://www.statista.com/statistics/265773/market-share-of-the-most-popular-social-mediawebsites-in-the-us/
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Moreover, many industry surveys (Ward, 2013; Millward Brown, 2015) report that
shoppers rely on Twitter for information and advice, whether they are learning about a
new product or on the brink of buying. More specifically, as Crum (2015) summarized,
“Shoppers on Twitter are also engaged: they are 160% more likely to stay up-to-date on
brand news and promotions, 120% more likely to search for deals and sales and 240%
more likely to converse with a brand than retail shoppers on the average social network.”
Information on Twitter was obtained by web crawling techniques using Twitter’s APIs
(application program interface).
Figure 2-1 illustrates the retail cycle of a typical North America based fashion
retailer, as well as a schematic of our proposed solution where early social media is
incorporated as an input to the initial buy decision. We explain the details of the fashion
retail cycle and the theoretical foundation on which our proposed solution rests in section
2.3.
This study has three main contributions. First, we demonstrate that including
social media information significantly improves demand forecasting accuracy for fashion
retailers. Our proposed forecasting method is also practical for most fashion retailers as
we forecast months in advance of the target season to cope with their long supply chain
lead times. To achieve this, we apply natural language processing and machine learning
techniques to extract fine-grained information from high-dimensional, coarse social
media messages.
Second, we validate our findings at three (two apparel and one footwear)
multinational fashion retailers in multiple geographic markets and across different supply
chain lead times. We find significant heterogeneity across different geographic markets,
7

indicating that fashion trends may have different diffusion patterns in different markets
and that social media data is able to differentiate them. Finally, the forecasting results
also shed light on the mechanisms by which social media might improve forecast
accuracy. Overall, our results demonstrate the robustness and external validity of our
findings, and provide more insights to the management team on how to leverage social
media.
This paper is organized in the following way. We first provide a literature review
on related research. Section 2.3 describes details on the datasets used in the study while
Section 2.4 explains why they might be useful by introducing the theoretical foundation
of our approach and how we develop our hypotheses. Section 2.5 describes the
forecasting framework we developed based on theories and several forecasting models.
Forecasting results and robustness checks are included and discussed in Section 2.6. We
further validate our hypotheses and discuss the mechanisms in Section 2.7. Finally,
Section 2.8 concludes the paper with a summary of our results and potential areas for
future work.

2.2 Literature Review
Recent works in marketing and information systems (IS) have demonstrated the
predictive power of social media data on certain business outcomes. In the marketing
literature, it is well established that people in social networks can influence one another
(Christakis & Fowler, 2007; Trusov et al., 2009; Centola, 2010; Goldenberg et al., 2010).
Recently, Stephen and Galak (2012) found that social media (e.g., blog and online
community posts) affect sales but the impact is smaller than that of traditional media
8

(e.g., press mentions). Goel and Goldstein (2013) show that although social data are
informative in identifying individuals who are most likely to undertake various actions
beyond demographic and behavioral data, they do little to improve predictions when rich
transactional data are available. However, for most operational questions, it is usually too
late to make any change when transactional data are available. Therefore, prediction
power beyond current demand forecasting practices before transactional data is available
will be helpful for business.
In the IS literature, there is a major branch of literature that deals with the
predictive power of social media data and search trend data in domains such as house
sales and price (Wu & Brynjolfsson, 2009), private consumption (Vosen & Schmidt,
2011), automotive industry (Geva et al., 2013), and firm equity value (Luo et al., 2013).
However, their focus is still different from ours as their predictions are mostly at a coarse
industry/company level whereas we are targeting a more granular product level
prediction for hundreds of products at the same time.
In summary, although the marketing and IS literature have studied the use of
social media data to forecast future demand or sales, no one has taken account of
operational related issues such as long supply chain lead times, and the needs for granular
forecasting at the product level.
In the OM field, there is an extensive literature on analytical models for managing
inventory for short lifecycle products. Raman (1999) provides a thorough survey of the
literature. Recently, Allon and Zhang (2017) introduced a new modeling framework that
incorporates social networks, providing theoretical validation of the usage of social media
data. There are also empirical attempts in the OM literature trying to address the issue of
9

sales forecasting. For example, Fisher and Raman (1996) and Fisher et al. (2001) show
that historical and early sales data can significantly improve forecasting accuracy. Fisher
and Vaidyanathan (2014) proposed a consumer choice model in the attribute space to
forecast demand especially for new products and implemented it at various retailers. The
study conducted by Ferreira et al. (2015) is among the first to take a machine learning
approach for demand forecasting at a fashion retailer.
Our work is closely related to this stream of literature, but we take an empirical
approach and leverage a novel input: social media information. The recent work done by
Cui et al. (2017) is the closest to our work. They collect messages on an online apparel
retailer’s company Facebook page to predict daily sales up to seven days out.
Complementing their results, our findings further contribute to this field in several
respects. First, rather than focusing on a single company’s Facebook page (which by
nature is likely to have an impact on the particular retailer’s near future sales as a
majority of the posts are promotions (Lee et al. 2014)), our input dataset is generated
from a collection of thousands of fashion influencers. Second, in this study, we forecast
on estimating true demand instead of sales and thus our results are robust to operational
measurement errors resulting from lost sales and cannibalization effects. Third, we
extend the forecasting lead time from days to months, which is more practical for most
fashion retailers. Our forecasting results also shed light on why social media data might
have predictive power. Finally, we validate our findings at three (two apparel and one
footwear) multinational fashion retailers in multiple geographic markets and across
different supply chain lead times. Overall, our study demonstrates the robustness and
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external validity of the value of social media data, and provides more insights to the
management team on how to leverage social media data.

2.3 Data
This section details our two datasets: one crawled from the social media site
Twitter, and the other three proprietary transaction-level sales datasets from three
multinational fashion retailers. We introduce the theoretical foundation of our choice of
data and develop our hypotheses in Section 2.4.
2.3.1

The Social Media Data
We compile a list of the 1308 most influential Twitter accounts in the fashion

industry with an official language in English, using PeerIndex’s database and other
sources from traditional fashion magazines2. PeerIndex is a leading social media
analytical company that provides footprints of major social media services. They provide
databases of the most influential accounts (people, brands, media, etc.) on social media
sites in a variety of industries. Ideally, we would like to collect tweets from every single
Twitter account to capture the mass-market influence, but this is too massive to achieve
using Twitter’s publicly available APIs. A sample of those fashion influencers on Twitter
including celebrities, are listed in Table 1. We obtained their publicly available tweets
posted between May 2013 and November 2017. We also complement our Twitter dataset
with the Google Search Volume Index (SVI) under the “Apparel” category.

2

Top 50 fashion insiders on Twitter by Telegraph; The Ultimate Twitter Fashion Directory by Lucky
Magazine; The People Shaping the Global Fashion Industry by Business of Fashion; 10 Fashiony People
You Should Follow on Twitter by Glamour Magazine
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Extracting fine-grained information from text messages requires cognitive
functions and sometimes involves subjective judgements. Ideally, every single tweet
should be judged by multiple people and labelled by a majority-voting rule. This
approach, however, is not scalable and is therefore not applicable in our case as there are
millions of tweets that needs to be processed. To overcome this challenge, we apply
natural language processing (NLP) and machine learning techniques to train artificial
intelligence models that automatically filter and process each tweet into meaningful
numerical inputs. Typical steps for training such models include: 1) obtaining a training
set that is already tagged and processed; 2) breaking the sentence into words or lemmas
and identifying the sentence structure; 3) using statistical tools to infer which words and
sentence structures are correlated with label outcomes, thereby learning to filter and
process tweets.
The training set for the models is obtained via Amazon Mechanical Turk (AMT),
where each tweet is manually tagged by five different workers on a series of questions –
1) whether the tweet is fashion relevant or not; 2) which general category it refers to; 3)
the sentiment of the message; 4) whether the tweet advertises any product, and if so,
whether it is a currently available item or an item from a fashion show; 5) whether the
tweet offers any type of discounts; 6) the key words that enable them to make such
judgements. A majority vote is then conducted to obtain the final categorization for each
tweet. Appendix A documents the details of the AMT process. To fix ideas, consider a
typical message as shown in Figure 2-2. In this tweet, a qualified worker will tag
“relevant”, “general”, “positive attitude”, “yes and fashion show”, “no”, and key words

12

being “styled”, “model”, “Vogue”, “off-white”, “R14”, “Calvin Klein”. Each such tweet
is a unit of analysis in our social media dataset.
2.3.2

Natural Language Processing
Our natural language processing task is a supervised learning problem, where we

use tagged tweets 𝑥𝑖 to classify a new tweet 𝑦𝑖 . The model in supervised learning used to
solve such problems usually involves a mathematical structure of how to make the
prediction 𝑦𝑖 given 𝑥𝑖 . For example, a common model is a linear model, where the
prediction is given by 𝑦̂𝑖 = Σ𝑗 𝜃𝑗 𝑥𝑖𝑗 , a linear combination of weighted input features.
Models have parameters, which are the undetermined part that we need to learn from
data. In linear regression problems, the parameters are the coefficients 𝜃. In NLP tasks,
we also need a way to transform textual data to numerical inputs. This process is known
as feature extraction.
Feature extraction includes several steps such as tokenization, stop words
removal, stemming, creating n-grams, and TF-IDF (term frequency and inverse document
frequency). Tokenization is the process of breaking a sentence into words, phrases, and
symbols or “tokens”. Punctuation and words with low information such as the definition
article “the” are then removed. Inflected words are stemmed to their root form, e.g.,
“playing” to “play”. After the initial process, the input to the algorithm is a regular
sentence and the output is an ordered set of fundamental linguistic entities with semantic
values. Once the messages are broken down as above, an algorithm extracts sentencelevel attributes and sentence-structure rules that help identify the included content.
Creating n-grams is a common practice to obtain sentence structure – an n-gram is
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formed by n adjacent words. For example, “n-gram is”, “is formed” are bigrams. Treating
each n-gram in the whole training set as a feature, we can represent each tweet in the
corpus by a vector in the word space
𝑡𝑤𝑒𝑒𝑡𝑖 = {𝑡𝑓𝑖1 , … 𝑡𝑓𝑖𝑗 , 𝑡𝑓𝑖𝑀 }
where 𝑡𝑓𝑖𝑗 represents the term frequency of n-gram 𝑗 in tweet 𝑖, and 𝑀 is the number of
unique n-grams in the corpus. The TF-IDF process further considers the distinctive power
of n-grams
𝑡𝑤𝑒𝑒𝑡𝑖 = {𝑡𝑓𝑖1 ∙ 𝑖𝑑𝑓1 , … 𝑡𝑓𝑖𝑗 ∙ 𝑖𝑑𝑓𝑗 , 𝑡𝑓𝑖𝑀 ∙ 𝑖𝑑𝑓𝑀 }
where 𝑖𝑑𝑓𝑗 represents the inverse document frequency of n-gram 𝑗. At the end of feature
extraction, the training dataset consists of tweets represented in vector space (𝑥𝑖 ),
corresponding to a series of binary content labels generated from AMT (𝑦𝑖 ).
For each binary content label, we then train a variety of different classification
models including logistic regression with regularization (which penalizes the number of
attributes and is commonly used for attribute selection for problems with many attributes;
see (Hastie et al., 2009)), Naive Bayes (a probabilistic classifier that applies Bayes
theorem based on presence or absence of features), support vector machines with
regularization and radial basis function kernels (works well for high dimensional
problems). We use ensemble methods to train the ultimate predictive classifier. The idea
of ensemble methods is to build a prediction model by combining the strengths of a
collection of simpler base models, like the ones we mentioned above. Different classifiers
perform differently based on underlying characteristics of data and have varying
precision or recall in different locations of the feature vector space. Thus, combining
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them will achieve better classification output by reducing variance (e.g. Bagging) or
reducing bias (e.g. Boosting). Please refer to chapter 16 in Hastie et al. (2009) for a
complete overview. The method combines the prediction from either parallelly or
sequentially built individual classifiers by weighted majority voting or unweightedmajority voting and choosing the best performing method in terms of accuracy, precision
and recall for each binary content. In our case, we found that a boosting support vector
machine (Wang & Japkowicz, 2010) classifier delivers the best performance.
Finally, as documented in Table 2-1, we assess the performance of the overall
NLP algorithm on accuracy, precision, recall and F1 score (the harmonic average of
precision and recall) using 10-fold cross validation. These are the standard metrics used
in the field of NLP (Malik et al. 2011). The definitions for accuracy, precision, recall, and
F1 score are as follow:
Accuracy = correctly predicted observations / total number of observations
Precision = True Positives / (True Positives + False Positives)
Recall = True Positives / (True Positives + False Negatives)
F1 score = 2 * (Recall * Precision) / (Recall + Precision)
A 10-fold cross validation is one of the most common evaluation methods (Hastie
et al., 2009). In this evaluation process, we split the data randomly into 10 equal subsets.
One of the subsets is used as the validation sample, and the algorithm trained on the
remaining 9 sets. This is repeated 10 times, each time using a different subset as the
validation sample, and the performance measures averaged across the 10 runs. The use of
10-fold cross-validation reduces the risk of overfitting and increases the external validity
of the NLP algorithm we develop. A 10-fold cross-validation is computationally intensive
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and impacts performance measures negatively but it is necessary to increase external
validity. From Table 2-1, we see that the performance is satisfactory and is also
comparable to performance achieved by the leading financial information text mining
systems (Malik et al., 2011).
Once the model is trained, it is applied to the rest of the population of crawled
tweets to do the same classification tasks, and we keep the relevant tweets only at the
end. Each tagged relevant tweet then has the following attributes: the account who posted
it, sentiment, the color term mentioned, the category it refers to, the time when it is
posted, the number of retweets and favorites it received (by the time it is crawled). We
end up with 243,916 relevant tweets during the period of May 2013 and November 2017.
The results of the best performing model (an ensemble learning model: bagging of
multiclass support vector machine) can be found in Table 2-2. Table 2-3 summarizes the
statistics for those processed and relevant Twitter data.
When fitting the forecasting models for each of the three retail partners, we use
only a subset of the social media dataset. This is because we work with each retail partner
at different time periods, and thus only the subset that matches the time periods of the
sales data provided by the retailers is fed to the models.
2.3.3

Retail Sales Data
Our three retailer partners include two apparel retailers (referred to as retailer A1

and A2) and one footwear retailer (referred to as retailer F). All three retailers are major
players in the industry, with an average age of 47 years and average annual revenue of 7
billion. They are all based in North America and operate worldwide. We choose to limit
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our scope to the Women’s department only. This is because, on average, women are more
interested and engaged in fashion, both offline and online, than men (Freeman, 2014).
Women read style magazines, are active on social media platforms, and moreover,
responsive to social media engagement. According to a marketing report conducted by
Retail Touchpoints (2016), “86% of women shoppers are more likely to buy a brand
they’ve never purchased when they begin to interact with that brand on social media”,
and “87% are more likely to buy a brand more regularly that they check in or engage with
on social media”. Crum (2015) also reported that “49% of female Twitter shoppers say
Twitter content has influenced their purchase decisions, which makes the platform prime
real estate for brands”.
The three retailers have slightly different lead times, and their retail sales data
were collected at different time periods. A detailed overview of our retailer partners is
summarized in Table 4. Though the time periods are not consistent across the three retail
datasets, each dataset spans at least two consecutive seasons and fiscal years, making
validation possible within its own scope. With the three datasets from different fashion
retailers covering all four seasons over a three-year period, we believe that our results and
conclusions are relatively robust and have high external validity.
All three sales datasets consist of (i) transaction level sales data including the
transaction price of each product, its corresponding full price, and the degree of
markdown or promotion, (ii) style-color level3 characteristics including the color
attribute, style, and class, category, and (iii) inventory information including the initial

3

Note that the style-color level is not the SKU level because it aggregates across sizes. We do not forecast
at the size level and assume that the retailers use their existing size distribution.
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shipment quantity. We use the transaction level sales data to infer the true demand. For
the scope of this project, we focus on pure colors and therefore drop all patterns or mixes.
Estimating Lost Sales. One common challenge in the demand forecasting
literature is to recover actual demand from sales data by estimating lost sales. Sales data
underestimate the true demand when an item is stocked out due to lost sales during the
stockout period. Lost sales is common among retailers, and there has been considerable
work done in this area to properly estimate the quantity. Talluri and Van Ryzin (2006)
provided an overview of common methods, including 1) using within-week seasonality
factors to extrapolate sales based on observed sales on days when the item was known to
be in-stock; 2) using observed sales for other sizes of the same item. Garro (2011)
proposed a method that averaged the result from methods (1) and (2), and we employed it
on all three datasets to estimate the lost sales and obtained the estimated true demand.
2.3.4

Final Data Set
The last step is to merge the social media dataset and the retail sales dataset. They

are merged based on three keys: the color shade, the department, and time. The hardest
part is to match the color shade terms used in social media messages with the color shade
terms defined in the retailers’ systems. We end up with more than 200 color terms from
the messages, while all three retailers have about 100 color shades defined in their
systems.
We match the colors with the help of a text corpus of color terms and the buyers
at each retailer partner. The color corpus was created from a massive online color survey
conducted by Munroe (2010) where over five million colors were named across 222,500
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user sessions. It consists of 954 color terms with their corresponding RGB (red, green and
blue) values. With minimal subjective judgement, all the color terms extracted from
tweets and our retailers’ color terms can be mapped to one of the 954 color terms. For
each color term that is unique from tweets, we take the RGB vector (a 3-dimension
vector) of its corresponding mapping in the corpus, convert it to the CIE-LCH space,
calculate its Delta E distance metric to every (mapped) color term in the retailers’
systems, and match it with the term with the smallest distance. The CIE-LCH space and
the Delta E metric is developed by the international commission on illumination (CIE)
for a perceptually uniformed measurement of color similarity; please refer to Sharma et
al. (2004) for details. After our mapping in the RGB color space, we have the buying
team at each retailer double check the results and make adjustments as they deem proper.
When merging on the time variable, we align the social media features with the
retail features properly to account for each retailer’s initial shipment lead time. A
summary of all the features can be found in Table 2-5. In addition, we also analyze our
models with other lead times, ranging from 2 weeks to 16 weeks, and an in-season
forecast (i.e. no lead time), to explore the impact of the time dimension. The results are
provided and discussed in the last section.
Retailers’ Current Performance. We demonstrate here how color trends change
over time and appear to be hard to predict with two sample styles in the sales data. Figure
2-3 plots the percentage of unit sales split by color alternatives of two styles each offering
four different color shades over time. Both styles offer the color gold but in different
seasons, with the style on the top available from March to June 2014, and the style on the
bottom available from January to March 2015. Note that a continuum of zero percentage
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of unit sales near the end of the timeline indicates a stock-out, and sudden surges near the
end should not be interpreted as an increase in demand. The surges are simply caused by
other color alternatives being stocked-out. A remarkable finding is that gold appears to be
very popular in the bottom graph (2015) and sells out in less than two months. However,
the top graph suggests that gold was not the trend in 2014.
Figure 2-3 not only illustrates the existence of changing color trends, but also
demonstrates the difficulty of forecasting such demand. The beige alternative in the top
graph and the gold alternative in the bottom were probably understocked while some of
the other alternatives were probably overstocked. The difficulty of forecasting at the time
of the initial shipment quantity for fashion retailers is well documented in the literature.
For example, Fisher et al. (1994) reported that some women’s styles can outsell the
original forecast by 200%, and the average forecast error without early sales data can
range from 60% to 127% (Fisher & Raman, 1996). Recently Ferreira et al. (2015)
reported the median demand forecasting error at a fashion retailer is around 50%.

2.4 Fashion Retail Cycle, Theory, MEDIA, and Social Network Theory
Our proposed solution of incorporating early social media data as an input to the
initial buy decision has theoretical support. Combining domain knowledge of the fashion
retail cycle, established fashion theory, and social network theory, we hypothesize that
social media data posted several months ahead of the selling season has predictive power
for the season demand. In this section, we discuss the four components of our theoretical
foundation.
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2.4.1

The Fashion Retail Cycle
We grasped a solid understanding of how the fashion industry operates in the

North America region from practitioners at our partner retailers, industry leaders and
conferences4. The industry leaders included the global chief content officer and the
director of color at WGSN5, and a managing director at PlanetRetail6. They all mention
how they are constantly watching for signs and clues of future fashion trends, from the
runways, the fashion shows, the streets, the celebrities, and social media sites etc. These
practitioners confirmed that the lead times at our partner retailers are typical and match
the fashion industry retail cycle – from fashion shows held well in advance of the selling
season as a market survey and indicator, to ordering, manufacturing (mostly in Asia),
shipping, and hitting the stores.
According to Fashion Week Online (2016), the most renounced fashion weeks
happen twice per year (February for fall/winter collections, and September for
spring/summer collections) in the “Big Four” fashion capitals: New York, London,
Milan, and Paris. Originally, they were previews of collections that would hit stores six
months later to cope with the (then much slower) retail cycle. They, however, now serve
more for artistic purpose and designer showcasing pilot designs. Inter-seasonal fashion
shows have taken over the preview responsibility by showing commercial collections and
shorting the customer’s wait for new season clothes. The inter-seasonal collections are
Resort/Cruise (before Spring/Summer), and Pre-Fall/Winter (before Autumn/Winter).
4

At three conferences, consortium for operational excellence in retailing (COER), annual INFORMS
meeting, and annual national retail federation (NRF) meeting.
5
WGSN is the world’s leading online research, trend analysis and news service for the fashion and style
industries
6
PlanetRetail is the world’s leading provider of global retail intelligence
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There is no fixed schedule for these shows, but they typically happen about three months
before targeting seasons (Tzvetkova, 2017).
Given such timeline, it is not surprising that advertisement of upcoming season
styles and propaganda of upcoming fashion trends start as early as those fashion shows.
This leads us to believe that information from months ahead are related to the upcoming
season demand. Next, we explain why such information can be obtained on social media
platforms.
2.4.2

Fashion Theory and Media
In 2006, a movie named The Devil Wears Prada was released, with its storyline

set at a fashion magazine, reflected the fashion industry to a great extent, at that time.
One of the main characters Miranda Priestly (played by Meryl Streep) is the chief editor
of the number one fashion magazine, depicted how the fashion industry is dictated by a
few influencers. In an interview with real fashion insiders on the movie (Ross, 2017), all
practitioner confirmed that an important editor’s opinion can prompt a designer to
completely change their collection. These fashion influencers dictate the fashion trends
and determine what would be available in the retail stores, which would then filter down
through the department stores over time. The punchline is that supply dictates demand in
fashion industry. For example, a quote from Miranda in the movie illustrated how a color
shade (not just color) becomes the new trend as prompted by designers, and eventually
influences what the general public buy and wear.
“Miranda Priestly: This... stuff'? Oh. Okay. I see. You think this has nothing to do
with you. You go to your closet and you select ... that lumpy blue sweater ... But
what you don't know is that that sweater is not just blue, it's not turquoise. It's not
lapis. It's actually cerulean. And you're also blithely unaware of the fact that in
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2002, Oscar de la Renta did a collection of cerulean gowns. And then I think it
was Yves Saint Laurent... wasn't it who showed cerulean military jackets? … And
then cerulean quickly showed up in the collections of eight different designers.
And then it, uh, filtered down through the department stores and then trickled on
down into some tragic Casual Corner where you, no doubt, fished it out of some
clearance bin. However, that blue represents millions of dollars and countless jobs
and it's sort of comical how you think that you've made a choice that exempts you
from the fashion industry when, in fact, you're wearing the sweater that was
selected for you by the people in this room from a pile of stuff.”
This is not an exaggerated point and is well documented in Daniels (1953) and
Sproles (1981). Miller et al. (1993) provided an extensive review of the theoretical
framework of the fashion process. In fact, this is one of the two competing theories –
trickle-down influence – attempting to explain the fashion process. The other theory of
the fashion trends evolution is the mass-market influence. As their names suggest, the
trickle-down theory suggests that the supply determines the demand while the massmarket theory suggests that demand depends on the public acceptance of the given
supply. In reality, it is expected that both forces take place at the same time and what we
observe is a mixture of the two.
The media through which upper-class influencers dictate the fashion trends have
changed significantly since the movie was released. In 2006, the main character Andrea
Sachs (played by Anne Hathaway) in the movie landed a job “a million girls would kill
for” (Finerman, 2006) – an assistant for the chief editor of the number one fashion
magazine. Andrea’s role of a lifetime was the foundation for what most who aimed to
work in fashion wanted to achieve. Designers and fashion businesses were heavily
dependent on the magazine industry to help them reach customers and endorse their
collections. Back then, the internet was young, Facebook and Twitter were in their
infancy.
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Today, those forces have completely reshaped the way fashion influencers
communicate with their audiences – from print magazines to online social media
platforms. Market research firm Mintel released a report in 2015 in which they
discovered that more than 35 percent of millennial women in America say social media is
one of the top influencers when making clothing purchases (Mintel, 2015). Via social
media platforms, brands now can have direct relationship with their consumers.
Moreover, Google is launching a new program to allow brands themselves to control
what consumers see first in search results specifically around the time of prominent
events like Fashion Week (Fateh, 2017). Besides the brands, there is an army of bloggers
and social media celebrities who now wrest the control and influence that used to be
monopolized by upper-class fashion insiders. While bloggers are eroding the power of
the glossy monthly style bible, the magazines are moving fast to reclaim their power by
turning to the digital space to provide print content (Kay, 2017).
The rise of social media mirrors the interaction force between the trickle-down
influence versus the mass-market clearer than ever. Imran Amed, founder and editor in
chief of the Business of Fashion, an independent publication that has become to industry
insiders what the Financial Times is to the public, said in an interview with The
Guardian:
“In this new hierarchy, the consumer has the ability to amplify or negatively
impact on business, through sharing positive or negative responses. Once brands
and magazines dictated what we should buy, now consumers are telling us what
they like and want, and the power structure has been turned on its head.” (Kay,
2017)
Therefore, we believe messages on social media platforms posted weeks or even
months ago capture both forces that affect the fashion trends evolution, and thus are
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related to the demand in the upcoming season. More specifically, on the social media
platform Twitter, original tweets from upper-class fashion insiders such as editors and
brands represent their attempt to dictate fashion trends – a manifestation of the trickledown influence. On the other hand, voices and acceptance from the public are captured
via the tweets from individual bloggers and the retweets/favorites received by each tweet
(consumer’s positive or negative responses) – a manifestation of the mass-market
influence. Such early social media information, functions the same way as advance
purchase orders (Moe & Fader, 2002), customer surveys (Jones, 1975), and early sales
data (Fisher et al., 1994) – a proxy for the true demand. As Google collaborated with
brands on search results around fashion weeks and shows, the Google Search Volume
Index (SVI) may also captures a mixture of the two forces. Thereafter, we refer to tweets
from fashion insiders and individual bloggers, their associated retweets and favorites, and
the Google SVI collectively as our social media information. We explained our choice of
the platform Twitter in the introduction.
Finally, in the next section, we further justify the potential predictive power of our
social media information based on extant social network theory. We then state our
hypotheses.
2.4.3

Social Network Theory
As discussed in the literature review, existing IS literature has shown that social

media information can influence customers’ buying decisions by generating awareness,
signaling quality, or shifting preferences directly (see Cialdini, 2001; Berger, 2012 for
some representative overviews).
25

Following this evidence, we argue that other than the two fashion influence
forces, two additional effects may also contribute to the predictive power of fashion
information on social media platforms. A direct advertising effect caused by the
marketing efforts made by retailers and brands, and an indirect correlation effect as such
effect is likely to be correlated with other industry pushes. Given the fashion industry
timeline as illustrated in Figure 1, the effect from the two fashion influence forces is
likely to dominate when it is months before the selling season while the advertising effect
is likely to dominate as the selling season approaches. We now state our two hypotheses.
Hypothesis 1. As fashion weeks and shows take place months ahead of the selling season,
our social media information captures both the trickle-down and mass-market influences,
and is predictive for the true fashion demand in the upcoming season.
Hypothesis 2. As the selling season approaches, our social media information captures a
direct advertising effect and an indirect correlation effect, and is predictive for the true
fashion demand in the upcoming season.

2.5 Forecasting Methodology and Models
To evaluate the value of social media information, we use each retailer’s current
practice as the baseline, and compare it with two constructed forecasts. The first
constructed forecast takes advantage of statistical learning models but uses the same
information set as in the baseline. The second constructed forecast adds social media data
to the baseline information set, and implements statistical models as well. We call the
former the model-only forecast and the latter the model-with-social-media forecast.
Therefore, an improvement of our model-only forecast over the baseline would point to
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the value of using advanced statistical tools in forecasting. An improvement of our
model-with-social-media forecast over the model-only forecast indicates the value of
including social media data in the information set. Finally, an improvement of our modelwith-social-media forecast over the baseline gives the total value of having both
advanced models and social media information. Figure 2-4 provides a visualization of our
forecasting framework. We describe the details of the baseline and the two constructed
forecasts in the following.
Our goal is to predict full-price season demand at the style-color level, which can
be used by the retailers as an input to set the initial shipment quantity. However, since we
have much more granular data on hand, the approach we take that maximizes the
statistical power is to predict weekly sales for the full-price period (usually 8 to 12
weeks), and then aggregate the predictions to get the predicted total quantity. This
approach leverages the granularity of our dataset to generate many more data points (one
data point per style-color-week) than simply predicting the total quantity (one data point
per style-color). Moreover, in the aggregation process, prediction errors can cancel each
other out to some extent.
Baseline. We use each retailer’s internal forecasts as the baseline. None of the
current practices takes social media information into consideration. Nor did they
implement state-of-the-art machine-learning techniques for their forecasting models. In
general, the current practice is a weighting of historical data, season over season trends,
and year over year trends, adjusted to specific class and planned marketing budgets.
Baseline Info Forecast Model. In the baseline model without social media
information, we represent the total demand of a product-color during its full-price life
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cycle as a function of all the baseline information the retailer has on hand when making
the initial buy decision.
year−1

season−1
𝐷𝑒𝑚𝑎𝑛𝑑𝑖𝑡 = 𝑓 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 (𝐷𝑒𝑚𝑎𝑛𝑑𝑖𝑡
, 𝐷𝑒𝑚𝑎𝑛𝑑𝑖𝑡

, 𝐼𝑛𝑖𝑡𝐼𝑛𝑣𝑖 , 𝑋𝑖𝑡 ) + 𝜖𝑖𝑡

𝐷𝑒𝑚𝑎𝑛𝑑𝑖 = ∑ 𝐷𝑒𝑚𝑎𝑛𝑑 𝑖𝑡
𝑡

where season − 1 represents last season, year − 1 represents last year, 𝑋𝑖𝑡 are the
characteristics specific to the style-color item 𝑖 (e.g. color, class fixed effect) and its
selling season 𝑡 (e.g. seasonal fixed effect), and 𝜖𝑖 is the idiosyncratic demand shock. For
new styles that do not have historical data, demand of last season/year is approximated by
the class average. We use a general function form 𝑓(∙) because it can take many forms as
specified by the three forecasting models we apply.
Full Info Forecast Model. In the models that include social media data (i.e. using
the full information set as its input), we have the same structure as the baseline model,
with the addition of social media variables.
year−1

season−1
𝐷𝑒𝑚𝑎𝑛𝑑𝑖𝑡 = 𝑓 𝑓𝑢𝑙𝑙 (𝐷𝑒𝑚𝑎𝑛𝑑𝑖𝑡
, 𝐷𝑒𝑚𝑎𝑛𝑑𝑖𝑡

, 𝐼𝑛𝑖𝑡𝐼𝑛𝑣𝑖 , 𝑀𝑒𝑑𝑖𝑎𝑖,𝑡−𝑙 , 𝑋𝑖𝑡 )

+ 𝜖𝑖𝑡
𝐷𝑒𝑚𝑎𝑛𝑑𝑖 = ∑ 𝐷𝑒𝑚𝑎𝑛𝑑 𝑖𝑡
𝑡

where 𝑀𝑒𝑑𝑖𝑎𝑖,𝑡−𝑙 represents all the lagged social media features related to the style-color
item, aggregating over the item’s expected normal life cycle. Such social media features
include number of tweets posted by each influencer, number of retweets and favorites
received, average sentiment of tweets.
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Fitting and Evaluation. We use out of sample forecasting accuracy as our
evaluation metric. Recall that each dataset spans at least two consecutive seasons and
fiscal years. Therefore, we could fit all forecasting models over the first year, and
evaluate on the second year. An alternative is to use 10-fold cross-validations, where a
model is fit over nine-tenth of the data and evaluated on the left-out one-tenth of the data,
and the process is repeated ten times. We adopt the first approach so that we mimic the
actual forecasting practices taken by fashion retailers.
Denote 𝑇 𝐹 and 𝑇 𝐸 as the fitting time period and evaluating time period for all
retailers. Let 𝑓 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 (𝑇 𝐹 ) and 𝑓 𝑓𝑢𝑙𝑙 (𝑇 𝐹 ) denote the baseline and full information
models trained on the fitting data. When we construct forecasts for the out-of-sample
data, we apply the estimated parameters and hyperparameters from the two trained
models directly to the out-of-sample data, i.e. data set during time period 𝑇 𝐸 . None of the
models is re-estimated for the out-of-sample period so that we are guaranteed a true outof-sample forecast. Note that the depend variable we are predicting here is the total fullprice season demand, which is an aggregate level quantity.
Three Forecasting Models. We fit our datasets on three commonly used
forecasting models, a Lasso regression model with regularization, a Support Vector
Machine model with RBF kernel, and a Random Forest model. We choose the three
models because they are the most representative forecasting models (Hastie et al., 2009).
There is another popular class of forecasting model, the neural networks. However, we do
not consider neural network models here because they are known to perform poorly in
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small sample with high-dimensional features as they require enormous sample size to
avoid overfitting. Our sample size is too small to satisfy its requirement.
Linear Regression with Regularizations. A linear regression model is one of the
simplest and common model that predicts the target variable using a linear combination
of all input features. In the cases where input is high dimension, regularization is added to
the model. The regularization term controls the complexity of the model, which helps us
to avoid overfitting. The least absolute shrinkage and selection operator (LASSO) model
is a linear regression model with L1-norm regularization terms, which restricts the total
sum of all coefficients’ absolute values to be smaller than a constant. This enables the
model to select only the important features by penalizing the coefficients of insignificant
features to 0. Therefore, it is the most appropriate linear regression model for our case.
For an extensive literature overview on Lasso, see Hastie et al. (2009).
Random Forest (RF). A random forest model builds upon regression trees. A
regression tree model uses a tree-like structure to classify observations by recursively
splitting on the most informative feature (a node) among all features. A random forest
model uses cross-validation to determine the best number of splits in each tree. Each tree
in the forest is built from a sample drawn with replacement (i.e., a bootstrap sample) from
the training data set. In the end, the random forest gives a diver set of trees and averaging
across them typically yields a better (than regression tree) model. It is also well known
for its robustness to overfitting. On a higher level, one can think of regression trees as a
type of piecewise-linear model, where each split corresponds to a turning point, and a
random forest averages across a set of such piecewise-linear lines. For details, see Hastie
et al. (2009).
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Support Vector Machines (SVM). SVM is well known for its flexibility because
it maps data into a higher dimensional space and constructs an optimal separating
hyperplane. An SVM estimator with nonlinear radial basis function (RBF) kernel is one
of the most popular non-linear estimators. Therefore, we choose SVM with RBF kernel
to capture the potential non-linear relationship between sales and social media
information. For details on SVM, see Hastie et al. (2009).
We provide a graphical illustration of the three models on three oversimplified
binary classification examples in Figure 2-5. Since the input of the sample datasets are
low dimension, LASSO reduces to a simple linear model.

2.6

Forecasting Results
We implemented the three models described above to predict sales with and

without social media information. Figure 2-6 summarizes the out-of-sample MAD (mean
absolute deviation) of each model and information set for the three datasets. Among the
three forecasting models, random forest performs the best in terms of its overall forecast
accuracy. As discussed in Figure 2-4, we are also able to isolate the value of social media
information from the value of having a better fitted model. The improvement of modelsocial-media MAD over model-only MAD represents the value of social media
information. The improvement of model-only MAD over the retailers’ current practice
MAD represents the value of advanced statistic models. Finally, the improvement of
model-social-media MAD over the current practice MAD represents the total value.
All forecasts made by statistical models alone are more accurate than the retailer’s
internal forecasts, with the improvement from the best performing model being 23 units
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(or 19%) for retailer A1, 29 units (or 10%) for retailer A2, and 8 units (or 11%) for
retailer F. The improvement in MAD from using social media data, in addition to
advanced models, ranges from 11 units (or 11%) for retailer A1, to 38 units (or 15%) for
retailer A2, to 11 units (or 17%) for retailer F. Finally, the total improvement from both
advanced models and social media data ranges from 34 units (or 28%) for retailer A1, to
67 units (or 24%) for retailer A2, to 19 units (or 26%) for retailer F. The consistent
results across all three retailers offers a strong validation to our key message: publicly
available social media information adds value in the challenging task of predicting
fashion trends.
2.6.1

Robustness Across Markets
The retail sales data provided by apparel retailer A2 includes their EU and US

markets, which enables us to examine the heterogeneity across the two regions and check
the robustness of our forecasting results. Figure 2-7 shows the histograms with fitted
normal curve of the log of estimated demand for the retailer’s overall EU and US
markets, respectively. We clearly see two significantly different sales patterns. The
estimated demand is relatively normal in the left (overall) and middle (EU market) panel,
while the estimated demand is highly skewed to the right in the US market. All three
histograms have inflated low values, which is common with weekly demand. Figure 8
documents the forecasting results across markets for this retailer.
The results indicate that not only does heterogeneity exist across markets, but also
that the value of social media information is robust, and an advanced statistical model is
able to pick it out. The total improvement of MAD for the EU market is 21 units (or
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24%), and for the US market is 168 units (or 26%). The results however also display an
interesting pattern, presumably a result of the heterogeneity. From Figure 2-8, although
the total improvement in MAD in the two markets is close, the forecasting model
contributes significantly more than social media features in the EU market, and vice versa
for the US market. Intuitively, normally distributed demand in the EU market is easy to
predict using a statistical model alone, and social media features are simply icing on the
cake. To the contrary, predicting the right-skewed demand in the US market using a
model alone does not achieve the best performance, and adding social media features
brings significant value.
2.6.2

Robustness Across Forecasting Horizons
We repeat the forecasting process with other lead times, ranging from 2 weeks to

16 weeks, and an in-season forecast (i.e. no lead time), to test the robustness of our
results and explore potential heterogeneity on the time dimension. Technically, early
sales data should be available and used for an in-season forecast, but we decide to not
include them in this part. This is because we want the forecasting process consistent and
comparable across different lead times. We examine and discuss the results when early
sales data are included at the end of this section.
In this robustness check, we pull all three datasets together to maximize the
statistical power, and only report the results of the best performing forecasting model (i.e.
the random forest model). Since the earlier forecasting results are consistent across all
three datasets, pulling them together would not alter any results and only improves
statistical power. To examine the value of social media information across forecasting
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horizons, we plot the out-of-sample MAD of the three scenarios – baseline, random forest
model only, and model plus social media features, over lead times in Figure 2-9.
We see that the random forest model and social media information each
individually improve the forecasting results significantly. The total improvement in the
out-of-sample MAD ranges from 23.6 units (or 18%) to 32.4 units (or 25%) over
different prediction horizons. The results indicate that the value of social media data is
consistent and robust across all tested lead times. It is difficult to claim a clear pattern but
in general, excluding the in-season forecasts, it seems that the value is higher when the
lead time is longer, starting from an 8-wk lead time. This pattern may seem random, but
it coincides well with the fashion industry timeline, which is the lead time between
fashion shows and targeting seasons. By further examining the most predictive features in
the random forest model, we find evidence to support this hypothesis. Moreover,
evidence also shows that the predictive power for the in-season forecast comes from
social media information capturing real-time advertisement and discount effects that
drive demand.
Without early sales data, including social media features for the in-season forecast
has significant value. We are curious about the value of the social media features when
early sales data are included for the in-season forecast. We repeat the in-season
forecasting process, include available early sales data in both model-only and modelsocial-media setup, and compare their out-of-sample MAD. The improvement in MAD
from having social media features for an in-season forecast, when early sales data are
available, is marginal. Thus, we conclude that the value of social media information is
minimal when early sales data become available for an in-season forecast.
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2.7 Hypotheses Validation
The significant and robust forecasting improvement from including social media
information only partially validates our hypotheses. We have demonstrated the predictive
power but not the mechanism. Does the predictive power come from social media
information capturing the trickle-down and mass-market influences when fashion weeks
and shows take place? Does the predictive power come from social media data capturing
retailers’ marketing effort and consumer preference?
A feasible way to test the mechanism is to examine the most predictive features in
the random forest model. Our dataset includes social media features that capture whether
and how much designs from fashion shows are tweeted, retweeted, and favorited (see
Table 2-5). If these features turn out to be one of the most predictive features, then this is
the evidence of the trickle-down and mass-market influences, and thus supports our
Hypothesis 1. Similarly, if features such as the Google search volume index and
promotional tweets are most predictive around the selling season, then we have evidence
for Hypothesis 2.
Figure 2-10 shows the top 10 features of the random forest model when the lead
time is 14 weeks. Results from models with other lead times have similar patterns – count
of tweets (or generated retweets/favorites) that advertise designs from fashion shows Lweeks ago is among the top five most predictive features. Figure 2-11 ranks the top ten
features for in-season forecasts. We see that count of tweets (or generated
retweets/favorites) that advertise currently available designs, Google SVI, and number of
promotional retweets are among the top five most predictive features. Therefore, we have
evidence to support both hypotheses.
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2.8 Discussion and Conclusions
We have conducted a large-scale study involving three retail partners, about
500,000 tweets analyzed, and multiple years. Our analysis shows that incorporating finegrained social media information has significant predictive power in forecasting color
demands occuring weeks, or even months, later. This can help fashion retailers make
their initial shipment quantity decision, which is difficult, due to long manufacturing lead
times, and the elusive nature of fashion demand. Such forecasting accuracy improvement
holds for out-of-sample predictions for all three retailers, in both apparel and footwear
markets, across two geographic regions (EU and US), over a wide range of lead times
(in-season and from 2-week to 16-week). With this, we believe our results have external
validity and broad applicability.
For fashion retailers, making better initial shipment quantity decisions directly
lead to substantial operational benefits, such as reduced inventory cost, smooth delivery,
and consistent production planning. We also test the forecasting value of social media
information for in-season forecasts, when sales data are available. With social media data
analyzed at our current granularity (text only), they do not bring statistically significant
value for in-season forecasts. This is the major limitation of our study and it remains
possible for social media information to even help with in-season forecasts if attached
pictures of tweets can be properly utilized. Despite this limitation, our forecasting
framework could be generalized to apply to other types of forecasts. After all, in-season
forecasting essentially is just changing the forecasting horizon and adding sales data in
the model. If one is interested in forecasting at different levels of detail from our setting,
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such as regional or store level sales, the same framework still applies. It only requires
breaking down both sales and social media data by locations.
If social media data can be analyzed at more granular level (e.g. graphical pixels),
it might shed more light on the potential mechanism of its predictive power. Although we
provide some evidence that suggests that the predictive power comes from social media
data capturing the fashion retail cycle, it may not be the only reason.
Our conversations with our partner retailers and several industry practitioners at
leading fashion forecast companies confirm the important practical implications of our
results. The current forecasting process at those companies is highly artistic, heavily
relying on experienced fashion experts’ qualitative inputs. As a matter of fact, social
media information is one of the sources those experts keep an eye on, obtain implications,
and draw conclusions. This is also true for those responsible for deciding the initial
shipment quantity at our partner retailers. Therefore, this study provides a guideline for
them to quantitatively use social media information to improve fashion demand
forecasting systematically. After we shared our results, one of the retailers is actively
planning to adopt our method.
One may argue that the social media information may be capturing the
information on the supply side rather than the demand side – fashion insiders on Twitter
are dictating what will be available for the next season and therefore those styles are
selling. However, we do want to call out that we are using social media information to
forecast the true demand, estimated by sales and lost sales. The fact that fashion insiders
dictating styles on the supply side does not mean customers are simply going to buy
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them, otherwise we shall not see situations like markdown and stock-out so often in
fashion industry.
As literature on social media continues to proliferate in fields like economics and
information systems, there is a solid foundation and huge potential for researchers to
explore this data in novel ways that make firms operate more efficiently. We hope this
study contributes to the usage of social media data in tackling operational problems, and
inspires others to conduct further studies.
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Table 2-1 A Sample of Fashion Influencers on Twitter
Twitter Handler
@hm
@Burberry
@TOMS
@MichaelKors
@CalvinKlein
@Topshop
@TommyHilfiger
@Coach
@tyrabanks
@nicolerichie
@bryanboy
@AIMEESONG
@wendynguyen
@tuulavintage
@InStyle
@MirandaKerr
@NETAPORTER

Name
H&M
Burberry
TOMS
Michael Kors
Calvin Klein
Topshop
Tommy Hilfiger
Coach, Inc.
Tyra Banks
Nicole Richie
Bryanboy
Aimee Song
Wendy Nguyen
Jessica Stein
InStyle
Miranda Kerr
NET-A-PORTER.COM

Category
Brand
Brand
Brand
Brand
Brand
Brand
Brand
Brand
Celebrity
Designer
Fashion Blogger
Fashion Blogger
Fashion Blogger
Fashion Blogger
Fashion Magazine
Model
Online Fashion Media
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Location

# of followers
3423441
London, England
2877564
Los Angeles, CA
2173273
New York
1969214
New York City
1779172
London
847299
Global
549446
New York, NY
547402
11253515
4374202
New York, London, Milan, Paris
583980
LA
54649
Los Angeles, CA
48394
Sydney
34720
New York, NY
2701329
2785791
London
616682

Table 2-2 Performance of Text Classification Model on 15,000 Training Messages Using 10-Fold Cross
Validation.

Accuracy Precision
RELEVENCE
0.932
0.93
- Yes
0.92
- No
0.94
CATEGORY
0.954
0.95
- general
0.87
- clothes
0.99
- tops
0.99
- bottoms
0.99
- dresses
0.96
- outerwear
0.98
- shoes
0.99
- others
0.86
SENTIMENT
0.937
0.94
- positive
0.90
- neutral
0.91
- negative
1.00
AD
0.941
0.94
- available
0.94
- fashion show
0.96
- no
0.93
DISCOUNT
0.996
1.00
- Yes
1.00
- No
1.00

Recall F1-score
0.93
0.93
0.94
0.93
0.92
0.93
0.95
0.95
0.80
0.83
1.00
0.99
1.00
0.99
1.00
1.00
0.99
0.97
0.99
0.99
1.00
0.99
0.87
0.86
0.94
0.94
0.91
0.91
0.90
0.91
1.00
1.00
0.94
0.94
0.92
0.93
0.99
0.97
0.94
0.93
0.99
0.99
0.99
1.00
0.99
0.99
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Table 2-3 Summary Statistics of Five Twitter Data Features
Category

Variable
No. of relevant tweets per week
Volume Data No. of retweets from original tweets
No. of favorites from original tweets
No. of words per tweet
Valence Data
Sentiment of tweet

Mean
38.91
1866.61
862.70
15.38
0.67
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Median Std. Dev
16
49.27
151
16773.68
207
1530.54
15
4.26
1
0.47

Min
0
0
0
1
-1

Max
448
652709
47711
33
1

Table 2-4 Characteristics of the Three Retailers and Obtained Sales Datasets
Retail Partners

Apparel A1

Apparel A2

Footwear F Combined

Retailer Overview
Initial Shipment Lead Time
Retail Data Time Periods
Retailer Age (years)
Operating Region
Annual Revenue

10 weeks
14 weeks
12 weeks
Spring & Summer Fall & Winter Fall & Winter
2014, 2015
2014, 2015, 2016 2014, 2015
48
48
46
Worldwide
Worldwide
Worldwide
> 1 billion
> 10 billion
> 1 billion

-

Sales Data Overview
Total # of Analyzed Styles
Total # of Analyzed Style-Colors
Average Full Price ($)
Est. Demand (full-price season) per Style-Color
Avg Initial Order Quantity per Style-Color

1401
4520
55
206
160

2364
8351
52
1866
2416

2047
4859
90
179
265

* Each retailer manages a handful of brands and subsidiaries; the sales data we obtained is only a subset
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5812
17730
65
705
946

Table 2-5 Description of Features
Feature Name
Description
Non Social Media Features
InitialShipmentDecision
DemandLastSeason
DemandLastYear
MarketingBudget
LagSales*
Advertisement*
Promotion*
LastAd*
LastPromotion*
Season
WeekOfSeason Dummies
Holiday
Department Dummy
Style Character Dummies

Company's internal decision on the initial shipment quantity for each style-color
Estimated demand of previous season
Estimated demand of previous year
Company's internal decision on marketing budget
Early weekly sales data
A dummy indicating whether there is any advertisements during the week
A dummy indicating whether there is any promotions during the week
A dummy indicating whether there is any advertisements during last week
A dummy indicating whether there is any promotions during last week
A set of dummies indicating whether it is spring, summer, fall or winter
A set of dummies indicating whether it is the 1st, 2nd, 3rd, …, or 13th week of the season
A dummy indicating whether there is any holiday in a week
A set of dummies indicating the department a style belongs to
A set of dummies indicating a style's characteristics

Social Media Features
dept_tweets_count
Number of tweets relevant to the department
color_tweets_count
Number of tweets relevant to the color
dept_color_tweets_count
Number of tweets relevant to both the department and the color
dept_retweets_count
Number of retweets relevant to the department
color_retweets_count
Number of retweets relevant to the color
dept_color_retweets_count Number of retweets relevant to both the department and the color
dept_favorites_count
Number of favorites relevant to the department
color_favorites_count
Number of favorites relevant to the color
dept_color_favorites_count Number of favorites relevant to both the department and the color
dept_avg_sentiment
Average sentiment of tweets relevant to the department
color_avg_sentiment
Average sentiment of tweets relevant to the color
dept_color_avg_sentiment Average sentiment of tweets relevant to both the department and the color
photo_tweets
Number of relevant tweets with photos
photo_retweets
Number of relevant retweets with photos
photo_favorites
Number of relevant favorites with photos
link_tweets
Number of relevant tweets with links
link_retweets
Number of relevant retweets with links
link_favorites
Number of relevant favorites with links
ad_tweets_available
Number of relevant tweets advertising available products
ad_retweets_available
Number of relevant retweets advertising available products
ad_favoritets_available
Number of relevant favorites advertising available products
ad_tweets_fashion_show
Number of relevant tweets advertising products appeared in fashion shows
ad_retweets_fahion_show Number of relevant retweets advertising products appeared in fashion shows
ad_favorites_fashion_show Number of relevant favorites advertising products appeared in fashion shows
discount_tweets
Number of relevant tweets with discounts
discount_retweets
Number of relevant retweets with discounts
discount_favorites
Number of relevant favorites with discounts
SVI
Google Search Volumn Index
* Features only available for in-season forecasting
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Figure 2-1 Fashion Retail Cycle of a Typical North America Based Fashion Retailer and the Proposed
Forecasting Approach

44

Figure 2-2 Example of a Twitter Account (Brand)’s Posted Tweet, with Specific Color Shade Term “OffWhite”
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Figure 2-3 Percentage of Unit Sales of a 2014 Pullover Style (Top), and a 2015 Pullover Style (Bottom) by
Color Shades
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Note: Horizontal Comparison Gives the Value of Using Advanced Statistical Model. Vertical Comparison
Gives the Value of Social Media Data.
Figure 2-4 Forecasting Framework.
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Note: Left most panel shows the 3 raw data sets of binary classification examples. The task is to find a
model that separates the two classes (red versus blue) with most accuracy. The following panels show the
trained results from three models respectively. Darker shades indicate that the model has higher
confidence in its classification in those areas.
Figure 2-5 Illustration of the Three Forecasting Models on Three Toy Examples
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Figure 2-6 Out-of-Sample MAD of Three Forecasting Models for Retailer A1 (Top Left), A2 (Top Right),
and F (Bottom Left)

49

Figure 2-7 Histograms of Log of Estimated Demand of Apparel Retailer A2: Overall (Left), EU Market,
and US Market (Right)
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Figure 2-8 Comparison of Random Forest Forecasting Results (Out-of-Sample MAD) for Apparel Retailer
A2 EU Market and US Market
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Figure 2-9 Out-of-Sample MAD of Random Forest Model and Social Media Information Across Prediction
Horizons (i.e. Lead Times)
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Figure 2-10 Top Ten Features of the Random Forest Model with Lead Time L=14-wk
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Ginni Importance (normalized)

0.3

0.28
ad_tweets_available
Social Media Features

0.25

InitialShipmentDecision
Non Social Media Features
0.2
0.16
0.15

0.16
0.12

0.1
0.06

0.06
0.04

0.05

0.03

0

Figure 2-11 Top Ten Features of the Random Forest Model for In-Season Forecasting
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0.03

0.03

3

Productivity Analysis When Agents Have Discretionary Powers

3.1 Introduction
Other than selling consumer goods, services is also an important component in
retail. For example, delivery service has become a significant factor to both customers
and retailers. The service delivery system (SDS), a system with certain service capacity
which provides the customer with the required types of services, is a central aspect in
service industries such as retailers and call centers. The design of an SDS is a non-trivial
task which involves strategic decisions regarding resource capacity, labor staffing and
training, and other operational decisions. In this research, we focus on analyzing the
productivity of an SDS as characterized by the service rate of its server – trained
employees which constitute the main resources to handle the incoming service requests to
the system.
Productivity is a key performance metric of an operations function and a long line
of research has been done to analyzed it in many settings, including factories (Berman et
al., 1997), trucking (Roberti et al., 2014), healthcare (KC & Terwiesch, 2009), and
financial services (Staats & Gino, 2012). For a long time, the literature treated those who
provide services as homogeneous servers that are supposed to work in a prescribed way
and researchers aim to find the optimal prescribed way. However, in most settings, those
service providers have discretion over a few important decisions, such as switching,
multitasking, and self-initiated breaks. Some work (Buser & Peter, 2012; Staats & Gino,
2012) studied how switching and multitasking affect workers productivity, but little is
known about the drivers of workers discretionary decisions and whether those drivers can
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be managed to improve performance. A recent work by Ibanez et al. (2017) studied the
drivers and implications of workers’ discretion over the order in which to perform their
assigned tasks. We complement this study by expanding the discretion decisions set to
study all the important decisions collectively, and modeling productivity as hazard rate
instead of task duration. Our framework and estimated results provide a complete picture
of productivity analysis at extreme granularity to managers.
We investigate a time-stamped productivity dataset at a world leading IT service
delivery provider. It is a novel dataset that tracks the detailed time intervals each agent
spends on all business-related activities. The service delivery system consists of many
agents and is responsible for handling service requests brought up by its customers. The
SDS is managed centrally only at the first stage where a dispatcher receives requests and
assigns them to agents following established processing standards. Then each agent
independently controls the sequence and how (switching/multitasking/taking breaks) they
process the assigned requests. The management team also imposes regular group
meetings once every few days which may affect workers’ behaviors as well as
productivity before and after the meetings.
Our main objective is to examine what factors drive discretionary decisions, and
the subsequent impact on productivity collectively. We develop a novel framework that
organizes most factors studied in the literature, as well as two overlooked factors (selfinitiated breaks and scheduled compelled interruptions), under one structure. These
factors and sorts them into two categories, passive factors (e.g. workload, peer effect,
impromptu compelled interruptions) and active discretionary decisions (e.g. multi56

tasking, switching, self-initiated interruptions). A few studies have investigated the
impact of scheduled breaks (Beeftink & Rutte, 2008; Gans et al., 2010), and impromptu
interruptions (Schultz et al., 2003; and see Spira & Feintuch, 2005 for an overview) on
productivity. But the effect of self-initiated breaks and scheduled meetings remain
unexplored, probably due to the lack of data tracking those activities. We are able to
study the two factors by recovering workers’ complete timelines from the time-stamped
dataset. Figure 3-1 illustrates our proposed framework built upon existing literature.
The main challenge of our empirical estimation is the endogeneity of workers
discretionary decisions, where unobserved factors may affect both workers discretionary
decisions and their productivity. We resolve this issue by taking a novel two-step
econometric approach to estimate a bivariate probit model (a hazard model with probit
link function) with binary endogenous variables (discretionary decisions instrumented via
a choice model). In addition, as workers are not homogenous servers, we account for
workers individual heterogeneity (i.e. intrinsic productivity) in our model.
Our study makes theoretical and empirical contributions to the field. We develop
a novel framework that aims to put together individual factors in one content and study
their effects collectively. Such framework is desirable to account for the
interdependencies among the different SDS design characteristics and agent productivity
when we evalutate the performance of an SDS configuration. In addition, as workers are
not homogenous servers, our model also accounts for workers individual heterogeneity
(i.e. intrinsic productivity).
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Many of our results concur findings from prior studies while others shed new
lights on the mechanism of workers discretionary decisions and their roles in productivity
analysis. For example, we find that peer effects only affect productivity via the mediator,
workers’ discretionary decisions. In addition, scheduled interruptions such as group
meetings negatively affect productivity just like other impromptu interruptions, and can
be mitigated by scheduling meetings right before lunch breaks. Finally, we find that, after
controlling for the endogeneity in workers’ discretionary decisions, taking a break on
average makes the worker 54% more productive in the next hour. Similarly, switching on
average helps increase the worker’s instantaneous productivity by 25%, whereas
multitasking decreases the instantaneous productivity by 9%. We discuss reasonable
explanations and potential mechanisms in section 3.6. This provides valuable managerial
insights because it helps understand workers’ productivity based on which managers can
prescribe decisions related to the design of a broad set of service delivery systems.

3.2 Literature Review
We build our framework based on previous studies from operations management,
behavioral economics, and cognitive psychology. Many factors categorized in our two
groups passive and active discretionary factors have been studied in the literature, though
mostly isolated.
The passive factors we include in our model are workload, peer effect, impromptu
interruptions, scheduled meetings, and breaks. Extensive research has been done on the
effect of workload and the mechanisms by which workload affects productivity.
Evidences show that increased workload may cause agents to temporarily increase their
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processing speed to reduce the waiting time of the tasks in a long queue (KC &
Terwiesch, 2009; Hasija et al., 2010). Workload can also generate work accumulation
that can affect productivity through learning-by-doing (Pisano et al., 2001). On the other
hand, too much workload may generate fatigue/pressure and eventually has a negative
impact on agent productivity (Kuntz et al., 2011). An agent’s productivity may also be
affected by his co-workers’ workload level (Schultz et al., 1998; 1999) and sales ability
(Schultz et al., 2003; Tan & Netessine, 2015).
Impromptu interruptions may break the agent's working pace and therefore have a
negative impact on productivity (Schultz et al., 2003). In an empirical study of call center
agents, Gans et al. (2010) find that agents productivity dropped following a shift break or
an extended break. Froehle and White (2014) shows that unscheduled requests from other
coworkers lead to forgetting and re-work when resources resume preempted work. A
recent paper by Gurvich et al. (2017) develops a novel episodal workflow model using
granular time-stamped data to estimate the causal impact of collaboration and
interruptions on hospitalist processing times. Using a similar granular time-stamped
dataset from a different setting, our analysis further consider service providers’
endogenous decisions by modelling it via a discrete choice model. The way we discretize
time into exogenous decision epochs where the discrete choice model applies can be
viewed as a necessary extension to their episodal workflow model, where episodes are
determined endogenously. On the other hand, little is known about the effect of
scheduled meetings on productivity and this study contributes to the field by exploring it.
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The active discretionary factors in our model are switching, multitasking, and
self-initiated breaks. The negative effect of switching on productivity is captured via
simulation and experiments in Speier et al. (1999), Schultz et al. (2003), Bendoly et al.
(2014), and Bray et al. (2016). Staats and Gino (2012) empirically studied the tradeoff
between specialization (less switching) and multitasking (enhances knowledge). KC
(2013) shows that multitasking can negatively affect quality of care. Saghafian et al.
(2018) provides a novel theoretical perspective by modelling a knowledge-based service
system as a partially observable Markov decision process and derived heuristic for
making efficient discretionary decisions for service providers.
Another steam of literature has also studied discretion in the context of the speedquality tradeoff in service settings (Hopp et al. 2007; KC and Terwiesch 2009; Anand et
al. 2011; Powell et al. 2012; Tan and Netessine 2014; Berry et al. 2016). In our setting,
however, we do not focus on quality metrics. We analyze a service delivery environment
where quality is standardized, and agents do not have flexibility to control the quality
level with which requests are delivered. A request initially processed by an agent below
the established quality standard is not accepted by the customer, forcing the agent to
continue processing until the level of quality reaches the standard.
A recent paper by Ibanez et al. (2017) is closely related to our work. They
specifically study the implication of discretionary task ordering on workers’ productivity.
We complement and extend their study by expanding the discretion decisions set to study
all the important decisions collectively, which provides a comprehensive picture of
productivity analysis to managers. Moreover, they use task duration as the dependent
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variable, which limits their study granularity at task level, so they were not able to
incorporate any information during each task. We propose a framework that can leverage
a novel time-stamped dataset that tracks every single decision/activity of all workers, to
study productivity in depth, measured as an instantaneous rate rather than duration.
Having more than one endogenous decisions and modeling productivity as a hazard rate
also impose technical difficulties in the estimation process and we develop a novel
econometric methodology to address them.
Building upon the above-mentioned literature, our proposed framework is
designed to connect individual factors in one context and study their interdependencies
and their effects on productivity collectively. Moreover, our model is able to fully
account for individual heterogeneity at agent-task-type level. Service providers’ intrinsic
ability heterogeneity has been well documented, and it is important to incorporate it in
the model (Chan et al., 2014; Tan & Netessine, 2015; Fisher et al., 2017).

3.3 Setting and Model
In this section, we describe in detail our specific service delivery system (SDS),
how we model it, how it can be generalized to other settings, and its limitations.
3.3.1 Setup
The time stamped dataset comes from a service delivery center (SDC) of an IT
services delivery provider. The SDC provides IT infrastructure support and services to
customers, who outsources components of their IT infrastructure operations. Support is
provided by agents who may have different range of skills and levels of experience.
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Figure 2 illustrates the service delivery process. Requests may come from multiple
sources: customers experiencing a service interruption, customer inquiries that cannot be
resolved by front-line personnel, proactive monitoring or update operations, etc. Once a
request arrives, a record will be created in the system documenting the details of the
request including the customer, the work order ID, the creation date and time, the
affected system, the severity, and a description of the problem.
Requests are then classified into different classes based upon key attributes. There
are three major types of requests: an incident refers to an unplanned event that results in
service interruption, a change request involves modification or update to any IT
component, and a project request involves highly complex, multistage, and sometimes
cross-team operations. However, project requests are extremely rare (less than 1%) at this
SDC and is therefore dropped from our dataset. This minimizes the endogeneity concerns
that usually arise from interactions across agents and greatly simplifies the problem.
Despite few interactions, we still observe agents switching between tasks as certain tasks
involve running automated programs for tens of minutes, in which case switching to
another task that requires active attentions is encouraged.
Once classified, the requests are routed to an agent team at the SDC and they join
the teams’ central queue. The dispatcher (only one per team) is the only person who
reviews the central queue and subsequently assigns the request to agents in the team. The
request assignment process follows a standard procedure that considers several factors
such as request priority, agent’s skill and experience, and agent’s availability. Therefore,
we focus on the agents and not the dispatcher by treating each agent’s personal queue as
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exogenously created by the dispatcher. An assigned request is rarely rerouted to another
agent and such scenario is not observed during our data collection window. This
simplifies the problem as each request can be mapped to a single primary agent.
A critical factor in the assignment decision is the quality guarantee associated
with each request. Service quality guarantees, provided in the form of Service Level
Agreements (SLA), represent a contractual agreement between the provider and the
customer regarding the level of service that the customer will receive. The combination
of request type, priority, complexity, and customer determine the service quality
guarantees associated with the request. A provider usually has numerous SLAs in place
with each customer depending on the priority level. A typical SLA will specify a target
service level and a percentage attainment level for each customer and priority level. For
example, a customer may contract with the provider that 95% of all low priority tasks be
resolved within 72 hours.
It is typical for an agent to have more than one assigned request at any time.
Requests that have been assigned but not started yet are kept in the agent’s personal
queue. Agents have high discretionary powers in the sense that they get to choose the
order in which he processes his assigned requests. They are also allowed to process their
requests in their desired way as long as requests are finished before its deadline (which,
as observed in the dataset, is rarely a binding constraint). For example, agents need not to
work on request one by one, and they can change orders, switch tasks, multi-task, or
taking a break at their will. Such discretion is granted by the management team as a
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preferred approach since it enables the agent to make full use of the down time of the
current request.
3.3.2 Model
Given the background information, we now discuss how we model such SDS. We
believe one of the key factors that has not received enough attention is agents’
discretionary powers and that they should be explicitly accounted for in order to draw
causal inference. We therefore discretize the problem over time into exogenous equallydistributed intervals and model agents’ discretionary decisions as discrete choices at each
decision epochs. We assume that agents take a discretionary decision following a discrete
choice model that maximizes a latent utility. The utility can be anything as long as it is
the same throughout, i.e. this is the single objective function agents aim to maximize.
This is technically an optimization problem with SLA being the constraint. Given the
definition of SLA, we assume that it is fully captured by its customer, priority level, and
task complexity such that the constraint of the optimization problem can be modelled
with observed data. The utility maximization problem faced by the agents therefore
becomes:
max
𝑎∈𝐴

𝑢𝑖 (𝑡) = 𝑓(time varying environment factors)

subject to:

𝑔(SLA specifications)

where 𝑎 ∈ 𝐴 is the discretionary decision made by agent i at time t from a decision
choice set, u is the utility (a latent variable) which is determined by a linear function f of
a set of time varying environment factors, which we elaborate in section 3.4. The SLA
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constraint is also a linear function g of its specifications. Applying the theorem of
Lagrange, we can reduce the optimization problem to a single equation with Lagrangean
multipliers 𝜆, 𝑢𝑖 (𝑡) = 𝑓(time varying environment factors) + 𝜆 ∙
𝑔(SLA specifications), which can be easily translated to a multinomial discrete choice
model, and can be empirically estimated via maximum likelihood. We explain the
econometric model in detail in section 3.5.
Finally, with the discretized decision epochs, we assume that agents’ choice,
together with all the passive environment factors, then affect an agent’s instantaneous
productivity rate at the next epoch, which is modelled as a hazard rate. That is,
ℎ𝑖 (𝑡|𝒙𝑖 ) = ℎ0 (𝑡)exp(𝑔(environment factors, SLA specifications)), where ℎ𝑖 (𝑡|𝒙𝑖 ) is
the hazard at time 𝑡 for an obervation with covariate values 𝒙𝑖 , ℎ0 (𝑡) is the baseline
hazard at time 𝑡, 𝑔 is a linear function of environment factors and discretionary decisions,
and exp(𝑔(∙)) is the relative risk associated with covariate values 𝒙𝑖 . The underlying
assumption of our model is that there is no significant endogeneity issue in estimating
productivity after controlling for all the time-varying passive environment factors and
agents’ discretionary decisions, under our setting where interactions across agents are
minimized.
The assumptions made during our problem setup inevitably lead to limitations of
our analysis. The strongest assumption is the one on SLA. Our analysis therefore does not
apply to situations where there is high variation within the same level of SLA, that cannot
be captured by priority and complexity levels. Moreover, under this assumption, the
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effect of customer differentiation (or service standard change) can no longer be estimated
beyond the effect of complexity and priority.
3.3.3 Generalization to other service delivery systems
Our analysis framework can be easily mapped to three other service systems that
have been studied in productivity analysis, a call center, a hospital emergency department
(ED), and a restaurant. In a call center, requests are the inbound customer calls to the
system and are first handled by an interactive voice response unit which serves as the
dispatcher in our generic framework. The call is routed to a customer service
representative, the agent in our case, who handles the request. A standard process is used
to sort through and record characteristics of each customer request. This setting is simpler
than our generic framework as agents usually handle requests in real time and thus do not
have room for those discretionary decisions described in our setting. Gans et al. (2003)
provides detailed description of call center operations.
Service delivery at ED is another example where incoming patients represent the
service requests that are assigned to physicians, the agents. Requests are characterized by
each patient’s medical record, status, medical need, etc. The ED triage nurses serve as the
system dispatchers assigning patients to physicians. Physicians apparently face all the
discretionary decisions described in our framework. There are of course significantly
more interactions across physicians and nurses than those across agents in our scenario.
This imposes additional challenges and requires certain modification to our proposed
methodology. For example, one may assume that the primary physician has a belief on
how interactions with others might affect the patient and model them as another
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constraint of the utility maximization problem. Our empirical framework still applies as
long as proper observables exist in the dataset to capture such interactions. See KC
(2013) and Song et al. (2013) for productivity studies on ED.
The third system is a restaurant, where requests are represented by incoming
patrons. Requests are characterized based on categories such as table size and smoking
preferences. The waiters are the agents who serve the customers. The host/hostess acts as
the dispatcher assigning waiters to arriving customers and the set of tables assigned to
each waiter represent the agent’s personal queue. Thus, waiters also have all the
discretionary powers described in our framework. Tom and Netessine (2014) provide an
analysis of restaurant services based on a similar setting.
We highlight the diversity of service systems to which our proposed framework
may be applied. The three illustrative examples cover a range of service industries, yet all
can be mapped to our generic framework, and the methodology proposed in this study
may be used to analyze any system that maps to this framework. Next, we define the
performance metrics where we focus our analysis. A broad range of performance metrics
have been developed to measure many aspects of SDS including aspects of operational
metrics, quality of customer service, and workforce performance. The design and
operation of an SDS may involve trade-offs among some of these performance metrics
(Anand et al., 2011). In the context of our analysis and for the purposes of our study we
do not focus on quality metrics. We analyze a service delivery environment where quality
is standardized, and agents do not have flexibility to control the quality level with which
requests are delivered. A request initially processed by an agent below the established
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quality standard is not accepted by the customer, forcing the agent to continue processing
until the level of quality reaches the standard. As such, we analyze workforce
performance metrics focusing specifically on agent productivity, defined as the time
required by an agent to complete a request.

3.4 Data and Covariates
The final time-stamped dataset is combined from three component datasets
collected form the SDCs. The first is the work order dataset. Work order dataset is
created to monitor service progress at the request level, which includes several fields, the
request work order ID, the request type, complexity, priority, customer, request creation
date and time, and the agent to whom it is assigned. The second is the timing data,
gathered at the agent-level for the exact purpose of productivity management. The
collection of the timing data spans approximately one month as a pilot action. During the
data collection period, each agent’s activities are recorded with detailed time stamps.
Such activities include start time of requests, suspension of requests, switching between
requests, request related communication, completion of requests, lunch and breaks, and
group meetings imposed by the management team. With such detailed timing data, we
can also easily infer a.) whether an agent is working on a single task or multi-tasking at
any given time, b.) the sequence this agent chooses to work on assigned tasks, and c.) the
agent’s time allocations. To fix ideas, Table 3-1 Sample Record of an Incidence Requestlists a
sample record of an incident request an agent has worked on. The final dataset is the
agent attribute dataset, which contains agent-level information such as their skill level,
experience level, and shift schedule.
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Our empirical analysis is focused on a team located in India. The focal team has
62 agents of whom 59% have low experience, 27% have medium experience level, and
the remaining 14% are highly experienced agents. The timing data was collected during
September 2011 and a total of 19,089 activities were recorded. About 69% of the
workload served by the team are incident requests, 30% are change requests, and less
than 1% are project requests. Due to the extreme low occurrence and the nature of project
requests, we decide to drop this class altogether.
Our analysis of the Timing Data revealed that it is common for an agent to
interrupt service of a request for reasons such as agent waiting for a customer response,
lunch or break, attending a team meeting, encountering the end of a shift, or switch to
serve a different request. About 33% of the incident requests were interrupted at least
once prior to completion, and it took on average 1.69 sessions to complete an incident
request. The average time to process an incident request, excluding interruptions, was 62
minutes, with a standard deviation of 108 minutes. Consequently, it is common for
factors such as agent’s workload level to vary during the service time of a request. In fact,
we see that for 20% of the incident requests, the variation of the size of the agent’s
personal queue exceeds 3 during the service time of the request. We will discuss this
time-dependent feature of productivity later.
Before we fit the data to an econometric model, we need to discretize the timestamped records. By discretizing, it does not necessarily mean that the data will be fitted
on a discrete time model. The data can still be fitted on either a discrete or a continuous
time model because the discretization is a data processing procedure that transfer our
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time-stamped data (observations were only generated when an activity occurs) to a
sequence of equal-interval time nodes where each time node is an observation. By doing
this, we are able to capture time-varying factors/covariates (within each time-stamp pair)
that would otherwise not be seen explicitly in the time-stamped records. To give an
example, we go back to Table 3-1. The fifth column indicates a session of incident P001
lasts for about 5 hours. Lots of changes could happen during the 5-hour period such as
the change of the agent’s workload (more requests coming into their queue), the change
of status of the agent’s other requests, and the change of the agent’s working behavior
(e.g. he might start multitasking at some point).
We therefore discretize all the records into intervals of 10 minutes. We choose 10
minutes as the interval length because there are only 1% of the 10-minute intervals during
which more than 1 decision change occurred. As things are relatively stable within a 10minute interval, it is proper to discretize the dataset. And the estimation process of a
discrete-time model will be simpler as it does not involve integrals. For each new 10minute interval observation, we define the dependent variable as the cumulative working
time on the specific request (and if there are multiple requests being processed at the
same time, a corresponding number of observations will be generated, one for each). To
generate corresponding relevant covariates, we iterate over all time-stamped records that
span the 10-minute interval to capture all the time-varying factors.
3.4.1

Covariates and Instrumental Variables
We include more than 20 observable covariates and several fixed effects to

control for the unobservables. Table 3-2 provides a comprehensive list of variables with
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their summary statistics. Recall that our method is a two-step estimation, as will be
discussed shortly, the first stage serves as an instrumenting purpose for the endogenous
discretion decisions, and the second stage models productivity. Following the same
procedure as in a 2SLS estimation of a linear model, a set of instrumental variables are
exclusive for the first stage model to instrument the endogenous decisions (Wooldridge,
2010). Some notable important covariates that have theoretical support from literature are
workload related measurements, peer effect measurements (e.g. coworkers’ workload,
ability, and performance), interruption related features (e.g. time since last break/meeting,
time to next break/meeting), and control variables such as shift and time information, task
characteristics, skill/experience level. Our model also includes day-of-week dummies and
agent-task-type dummies as fixed effects to control for the unobservables and
heterogeneity, but they are omitted in Table 3-2.
For an instrumental variable (IV) to be valid, it should satisfy both relevance and
exclusion restriction assumptions (Angrist & Pischke, 2009). That is, an IV is correlated
with the endogenous variable (relevance) but is uncorrelated with the error (exclusion). In
other words, an IV affects the dependent variable (productivity) only through its
connection with the endogenous variable (discretionary decisions). We use two types of
instruments in the first stage model. The first type of instruments leverage queue and
workflow characteristics and they are 1. the opportunity to switch to a similar task
(SwitchOppty) and 2. the time to the next scheduled group meeting (Time2Meeting).
Both variables could affect agent’s decision but not directly affect performance. For the
second type, we follow extant literature (Griffiths et al., 1985; Tan & Netesine, 2015;
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Mani et al., 2015) to use lagged values of the endogenous independent variables as
instrument variables. Finding the proper lagged variables is not trivial in our setting since
our endogenous variable is discrete with only four values. We customize our lagged
variables by using the cumulative number of each type of discretionary decisions an
agent made during their last shift up to each time moment. The lagged cumulative count
of each decision serves as an appropriate instrument variable for each decision
respectively since they are correlated with the instantaneous decision but should be
uncorrelated with the performance.
In productivity analysis, it is important to control for worker’s intrinsic ability,
which directly affects worker performance (Chan et al., 2014; Tan & Netessine, 2015;
Fisher et al., 2017). In our model, worker’s ability heterogeneity is accounted for by the
agent-task-type fixed effects in both stages. That is, worker’s individual heterogenous
decision making process affects their discretionary decisions, and their intrinsic ability
affects their performance. More importantly, we choose fixed effects at agent-task-type
level to allow the same agent to have different intrinsic ability on different tasks. Finally,
the two dependent variables estimated in our two-step approach is closely related to our
econometric method and identification strategy. We explain them in the next session.

3.5 Econometric Methodology and Identification Strategy
3.5.1

Dependent Variables
We first describe our two dependent variables in our two-step estimation

approach. The second step is to estimate workers productivity and thus the dependent
variable is a proper measurement of productivity. As we explained in section 3.3, quality
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is not an issue in our setting, so we focus on a metric for efficiency. With our timestamped dataset, we know the specific activities that an agent is processing at any point in
time, maintaining all the information along the time dimension. On the contrary, prior
studies only have aggregated data over time, and thus measurements are only available at
the task level – total processing time of each task, or the throughput rate measured over
hours or days. The best way to fully leverage the time granularity is by using a hazard
rate model that estimates a worker’s hazard rate at each time epoch. A hazard rate model
is also known as a survival model, which is used to study time duration until a certain
event happens (see Kalbfleisch & Prentice, 2011 for a detailed review). In our case, it is
ideal as it can be used to study the time duration until a task is completed. Moreover, it
can also incorporate time-dependent factors that affects productivity.
The dependent variable for our second-stage hazard model is a binary variable
indicating failure or not (task completed or not) at each time epoch 𝑡. Such choice
enables more granular analysis and more precise estimation than using task duration. This
is because using task duration would miss all the information during task completion (i.e.
one observation per task) while our approach takes advantages of detailed time-stamped
activities along the workflow (i.e. multiple observations per task). Therefore, our work is
different from most prior studies and contributes to the field of productivity analysis. For
robustness check, we estimate another model where effective task duration is used as the
dependent variable in the second-stage. Our main results are consistent across the two
models, and the estimation of our model is indeed more precise.
Unlike the binary discretion variable in the related work by Ibanez et al. (2017),
we face an endogenous multinomial variable in a hazard rate model since agents can take
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a variety of discretionary choices. Therefore, agents’ discretionary choice at each time
epoch 𝑡 − 1 is the dependent variable in the first-stage multinomial choice model. This
implies that only a worker’s last discretionary decision affects their current productivity.
We tried including decisions from 𝑡 − 2 but those decisions are not jointly statistic
significant and thus we stick with the current model. We discuss more details on the two
dependent variables when we elaborate on the two models.
3.5.2

Method Overview
The causal path diagram of our framework can be found in Figure 3-3. It illustrates

our two-stage model, a multinomial choice model for discretionary decisions and a
hazard model for productivity. This model is designed to address the endogeneity of
agents’ discretionary decisions in affecting productivity and leverages our unique detailed
time-stamped data. The endogeneity comes from potential unobserved factors (𝜀1 and 𝜀2 )
that affect both the agent’s discretionary decision and their productivity. Our method
appears to mimic the 2SLS estimation of a linear model but is modified to be adapted to a
hazard rate model, a generalized linear model, with binary endogenous variables. This is
not the only technical difficulty. The fact that a worker’s discretionary decision in our
study is a multinomial variable instead of a continuous one imposes further identification
challenges. The technical difficulty here is that we cannot simply input the fitted
endogenous variable in the second stage regression as a traditional two stage least square
approach. Such approach is called forbidden regression by Jerry Hausman (1978). The
reason is that when the first stage regression is non-linear, there is no guarantee that the
second stage estimators would be unbiased. To avoid the forbidden regression, instead of
74

plugging in nonlinear fitted choices, correction factors are calculated (from estimated
parameters and choice probability of the choice model) to be used as additional
explanatory variables to estimate the hazard model (Wilde, 2000; Wooldridge, 2010). As
explained in section 3.4, the instrumental variables only enter the first stage model,
together with all the common variables. In addition, as workers are not homogenous
servers, we use agent-task-type fixed effects in both stages to account for workers
individual heterogeneity.
More specifically, we estimate a first-stage multinomial choice model and make
use of the estimated parameters as well as the estimated choice probability. The
endogenous multinomial variable is transformed to a set of endogenous binary discretions
(whether the agent takes each choice or not) in the second-stage hazard model. Then
correction factors are calculated (from the first-stage estimation results) for each binary
endogenous discretion. Therefore, we transform our problem to estimating and
identifying a simpler model with a binary dependent variable and binary endogenous
variables. Estimating a set of endogenous binary variables follows the same logic and
procedure as estimating just one. Thus, we focus on solving the following parametric
model with two binary variables 𝑦1 (the task is completed or not at time epoch 𝑡) and 𝑦2
(a discretion decision at time epoch 𝑡 − 1), where 𝑦2 may have a causal effect on 𝑦1 , but
are endogenous. Let 𝒙 denote the vector of exogenous covariables, and 𝒙1 is a strict
subvector of 𝑥. That is, the set difference, 𝑥2 = {𝑧 | 𝑧 ∈ 𝑥 & 𝑧 ∉ 𝑥1 }, is a vector of our
instrumental variables that only enter equation (2) to instrument the endogenous variable
𝑦2 . Please refer to Table 3-2 for the specific covariates in our model.
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𝑃(𝑦1 = 1|𝒙, 𝑦2 ) = Φ(𝛽1 𝒙1 + 𝛼𝑦2 + 𝜀1 )
𝑦2 = 1(𝛽2 𝒙 + 𝜀2 > 0)

(1)
(2)

(𝜀1 , 𝜀2 | 𝒙) ~ 𝑁(0, 0, 1, 1, 𝜌)
where Φ(∙) is the standard normal cumulative distribution function, 1(∙) is an
indicator function taking the value one if the condition in the parenthesis is true and zero
otherwise. and 𝛼, 𝛽1 , 𝛽2 are regression coefficients. Note that all the covariates 𝑥,
including both the instrumental variables 𝑥2 and all the other exogenous covariates 𝑥1 ,
enter equation (2) to instrument the endogenous variable 𝑦2 . This is the same requirement
and procedure as in a 2SLS estimation of a linear model (Wooldridge, 2010). The two
error terms are not independent (i.e. there is endogeneity), and instead follow a standard
bivariate normal distribution with correlation coefficients 𝜌. We leave the agent subscript
𝑘, task subscript 𝑗, and time subscript 𝑡 out of the equations as they do not affect the
identification strategy (they simply imply that we have panel data and they jointly
identify a unique observation). This is the bivariate probit model with binary endogenous
variables we aim to identify and estimate.
Equation (1) represents a hazard model with probit link function for studying
agent’s productivity rate (second-stage model). The dependent variable 𝑦1 represents the
completion or not of each task. Equation (2) is represented via an indicator function,
which is a generic specification for a choice model motivated via a latent-variable
framework (first-stage model). We elaborate both models in details shortly.
As studied by Wilde (2000) and Wooldridge (2010), consistent and
asymptotically efficient parameter estimates are obtained by maximum likelihood
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estimation (MLE) of the bivariate probit model. The likelihood function consisting of a
product of individual contributions:
𝐿𝑖 (𝛼, 𝛽1 , 𝛽2 | 𝑦𝑖1 , 𝑦𝑖2 , 𝑥𝑖1 , 𝑥𝑖2 ) = 𝑃(𝑦𝑖1 , 𝑦𝑖2 | 𝑥𝑖1 , 𝑥𝑖2 ) = 𝑃(𝑦𝑖1 | 𝑥𝑖1 , 𝑦𝑖2 )𝑃(𝑦𝑖2 | 𝑥𝑖2 )
Note that the subscript 𝑖 is each observation, not an agent. The second part of the
likelihood is simply a probit for 𝑦2 , which we obtain by fitting a multinomial probit
choice model with some adjustments. The first part is given as:
𝑃(𝑦𝑖1 = 1 | 𝑥𝑖1 , 𝑦𝑖2 = 1) = 𝑃(𝑎𝑦𝑖2 + 𝛽1 𝒙𝒊𝟏 + 𝜀𝑖1 > 0 | 𝜀2 > −𝛽2 𝒙𝟐 )
∞

=

𝑎𝑦𝑖2 + 𝛽1 𝒙𝒊𝟏 + 𝜌𝜀𝑖2
𝜙(𝜀2 )
∫ Φ(
)
𝑑𝜀
2
Φ(𝛽2 𝒙𝒊𝟐 ) 𝑖2
√1
−
𝜌
−𝑥 𝛽
2 2

𝜙(𝛽 𝒙 )

≈ Φ (𝑎𝑦𝑖2 + 𝛽1 𝒙𝒊𝟏 + 𝜌 Φ(𝛽2 𝒙𝒊𝟐 ))
2 𝒊𝟐

(3)

where the ratio 𝜙/Φ is the inverse Mill’s ratio. Similarly, 𝑃(𝑦𝑖1 = 0 | 𝑥𝑖1 , 𝑦𝑖2 = 1) can
be approximated by one minus this expression, and conditional probability on 𝑦𝑖2 = 0
can be approximated by replacing 𝜙/Φ by −𝜙/(1 − Φ). Detailed deduction of equation
(3) can be found in Appendix B. Arendt and Holm (2006) shows that the approximation
step in equation (3) is almost as precise as the exact form when the dimension of the
endogeneity problem increases. As we will show later, there are four decision categories
in our setting (i.e. dimension of our endogeneity problem is four) so the concern of taking
approximation in (3) is minimized. From (3), estimates of the parameters of interest can
be obtained by the following two-stage procedure. First, 𝛽2 can be estimated in a
multinomial probit choice model, and fitted multinomial 𝑦
̂2 is equivalent to a series of
binary 𝑦2 with equation (2). Coefficients 𝛽2 also have causal interpretations on what
drive agent’s discretionary decisions. Second, from the fitted probabilities and coefficient
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estimates, we can calculate the correction factors and estimate (𝛼, 𝛽1 , 𝜌) in a probit model
with the correction factors as additional explanatory variables. The calculation of the
correction factors is involved in the approximation step in (3) and can be found in
Appendix B. The probit model has an interpretation of a hazard rate model and we can
draw causal interpretations from the estimates.
3.5.3

First-stage Choice Model
We discuss two multinomial choice models in this section: a conventional logit

model and a probit model. In section 3.6, we estimate results from all three models for
comparison and robustness check.
Our choices follow the development of the consumer choice model commonly
found in economic and marketing literature. Conventionally, the choice model describes
how consumers make utility-based choices when facing a set of substitutable products
offered by retailers. In our setting, the agent’s choice model describes how agents make
utility-based choices when facing a set of substitutable decisions regarding how they
want to work.
As mentioned in the previous section, a generic specification for any choice
model can be motivated via a latent-variable framework. At any decision epoch 𝑡, an
agent 𝑖 obtains utility 𝑢𝑖𝑗𝑡 (a latent variable) from making decision 𝑗, or utility 𝑢𝑖0𝑡 (the
reference decision) by not deviating from what he is currently doing. The utility function
follows:
𝑢𝑖𝑗𝑡 = 𝛼𝑗𝑡 + 𝜷𝑗 𝑿𝑖𝑗𝑡 + 𝜖𝑖𝑗𝑡 , 𝑗 = 1,2, … , 𝐽
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(4)

𝑢𝑖0𝑡 = 𝜽𝑿𝑖0𝑡 + 𝜖𝑖0𝑡
where the intercept 𝛼𝑗𝑡 corresponds to the constant utility obtained from choosing
decision 𝑗 at time 𝑡, 𝑿𝑖𝑗𝑡 are agent and choice specific time-varying characteristics at time
𝑡, and a random utility shock term 𝜖𝑖𝑗𝑡 . The agent-task-type fixed effects, that capture
individual heterogenous propensity for making discretionary decisions when working on
certain task type, are included in 𝑿𝑖𝑗𝑡 , with corresponding coefficients set to 1 in 𝜷𝑗 and
𝜽. The two vectors of coefficients 𝜷𝒋 and 𝜽 are the coefficients of interest. An agent will
make decision 𝑘 at time 𝑡 if it generates the highest utility, i.e. 𝑢𝑖𝑘𝑡 = max {𝑢𝑖𝑘𝑡 , 𝑢𝑖𝑜𝑡 },
𝑘=1,2,…,𝐽

and will remain what he is currently doing if that gives the highest utility. That is, the
observed agent’s decision 𝑌𝑖𝑗𝑡 depends on the latent variable utility in the form of an
indicator function.

𝑌𝑖𝑗𝑡 = {

max {𝑢𝑖𝑘𝑡 , 𝑢𝑖𝑜𝑡 }
1 if 𝑢𝑖𝑘𝑡 = 𝑘=1,2,…,𝐽
0
Otherwise

Utility 𝑢𝑖𝑘𝑡 being the highest utility is equivalent to:
Pr(𝑖 chooses 𝑘 at time 𝑡) = Pr(𝑣𝑖1𝑘𝑡 ≤ 0, … , 𝑣𝑖,𝐽−1,𝑘𝑡 ≤ 0)
where 𝑣𝑖𝑗𝑘𝑡 = 𝑢𝑖𝑗𝑡 − 𝑢𝑖𝑘𝑡 = (𝛼𝑗𝑡 − 𝑎𝑘𝑡 ) + 𝑿𝑖𝑗𝑡 (𝜷𝑗 − 𝜷𝑘 ) + 𝜖𝑖𝑗𝑡 − 𝜖𝑖𝑘𝑡 = 𝛿𝑗′ 𝑡 +
𝑿𝑖𝑗𝑡 𝛾𝑗′ 𝑡 + 𝜀𝑖𝑗 ′ is the difference between the utility of decision 𝑘 and 𝑗, 𝑗 = 1, … , 𝐽 and 𝑗 ≠
𝑘, where 𝑗 ′ = 𝑗 if 𝑗 < 𝑘 and 𝑗 ′ = 𝑗 − 1 if 𝑗 > 𝑘.
The unobserved utility shock term 𝜖𝑖𝑗𝑡 in equation (4) is the most important
element that differentiates the three models. For a conventional logit model, 𝜖𝑖𝑗𝑡 are i.i.d.
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variables following a univariate extreme value distribution. The uncorrelation between
the unobserved shocks leads to the most criticized property, independence from irrelevant
alternatives (IIA). This restricts the substitute patterns between the decisions to be the
same – they are equally likely.
This is where a probit model has advantage over a logit model. A probit model
allows for a general pattern of dependence among the alternative because the random
shocks are assumed to have a multivariate normal distribution with nonzero covariances,
i.e. 𝜖𝑖𝑗𝑡 ~𝑀𝑉𝑁(0, Ω). Furthermore, differential competitive effects across decisions can
be studied as cross elasticities which are not constrained as in a logit model (see a
detailed overview in Chintagunta, 1992 and Train, 2009).
Before describing the estimation strategy, we first introduce the choice set in our
setting, we should keep in mind that the key factors that matter the most here are a).
agent’s discretionary task switching behavior, and b). whether agent’s is single-tasking or
multi-tasking. Following such principles, we categorize all possible decisions into four
decision groups (i.e. 𝐽 = 4), monotasking, switching, multitasking, and break. Note that a
switching is defined as suspending the current task and switching to another task for at
least 10 minutes, while multitasking is defined as keeping more than one tasks open (i.e.
none of the tasks is suspended) at the same time – allowing the agent to frequently switch
between these tasks within a 10-minute interval. Table 3 summarizes the main features of
the two models, the choice set, and the frequencies of each choice in the dataset after
discretizing into 10-minute intervals.
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Estimation and identification strategy for the two models are standard. As
summarized in Train (2009), the parameters of both models can be estimated by standard
maximum likelihood techniques. More specifically, the log likelihood function can be
expressed as 𝐿𝐿(𝜷𝑗 ) = ∑𝑡 ∑𝑖 ∑𝑗 𝑦𝑖𝑗𝑡 ln 𝑃𝑖𝑗𝑡 , where the choice probability in the standard
logit model is
𝑃𝑖𝑗𝑡 =

exp(𝛼𝑗𝑡 + 𝜷𝒋 𝑿𝑖𝑗𝑡 )
exp(𝜽𝑿𝑖𝑜𝑡 ) + ∑𝐽−1
𝑗=1 exp(𝛼𝑗𝑡 + 𝜷𝒋 𝑿𝑖𝑗𝑡 )

and the choice probability in the probit model is:
𝑃𝑖𝑗𝑡 = Pr(𝑦𝑖𝑗𝑡 = 𝑘)

=

1
√𝜋

∞

𝐽−1

𝐽−1
2

∫ {∏ Φ(−𝑧√2 − 𝛼𝑗𝑡 − 𝜷𝒋 𝑿𝑖𝑗𝑡 ) + ∏ Φ(𝑧√2 − 𝛼𝑗𝑡 − 𝜷𝒋 𝑿𝑖𝑗𝑡 )} 𝑒 −𝑧 𝑑𝑧
0

𝑗=1

𝑗=1

1

𝐽−1
𝐽−1
≈ 2 ∑𝐾
𝑘=1 𝜔𝑘 {∏𝑗=1 Φ(−√2𝜆𝑘 − 𝛼𝑗𝑡 − 𝜷𝒋 𝑿𝑖𝑗𝑡 ) + ∏𝑗=1 Φ(√2𝜆𝑘 − 𝛼𝑗𝑡 − 𝜷𝒋 𝑿𝑖𝑗𝑡 )} (5)

where 𝜔𝑘 and 𝜆𝑘 are the weights and roots of the Laguerre polynomial or order 𝐾. The
values of the parameters that maximize the likelihood function are consistent and
efficient.
3.5.4

Second-Stage Hazard Model
Since productivity is time-dependent, we propose using the hazard rate of the

request processing time as a measure of productivity. Hazard rate, a concept in survival
analysis, is defined as the failure rate at time t conditional on survival until time t. In our
setting, failure corresponds to the completion of a request. Intuitively, the hazard rate can
be interpreted as the instantaneous rate at which the request is being processed. Modeling
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productivity as a hazard rates allows productivity to fluctuate during the lifetime of a
request and the possibility to explore the impact of time-varying factors including
workload and interruptions.
As discussed in the previous section, we model worker’s productivity with a
discrete time hazard model with a probit link function, which can be easily incorporated
into our two-step estimation method. We present the estimation results in section 3.6, and
compare them with results from a simple linear model with a traditional continuous
dependent variable (task duration) in section 3.6.2. It is useful to think about real
phenomena and how their hazard functions might be shaped. For example, if 𝑇 denotes
the time it takes for an agent to complete a task, then one might expect the corresponding
hazard function ℎ(𝑡) = lim

𝑑𝑡→0

𝑃[𝑡≤𝑇<𝑡+𝑑𝑡 |𝑇≥𝑡]
𝑑𝑡

to be increasing in 𝑡. That is, the conditional

probability of finishing the task in the next moment, given task not completed so far, will
increase in time. Given the hazard rate, a request’s expected completion can also be
recovered by the formula:
∞

𝑡

𝐸[𝑇] = ∫0 exp (− ∫0 ℎ(𝑠)𝑑𝑠) 𝑑𝑡

(6)

Cox (1972) proposed a proportional hazard (PH) model focusing directly on the
instantaneous hazard rate function that fluctuate over time. Therefore, modeling
productivity as hazard rates allows productivity to fluctuate during a request, which then
allows time-varying factors entering the model. Imagine if we use traditional task
duration as our dependent variable, there would only be one observation for each task,
wasting the granular knowledge we have during the lifetime of that request. With our
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detailed time-stamped data and the hazard model, we can study the impact of timevarying factors including workload, task-switching and breaks on agent’s instantaneous
productivity.
We first discuss the PH model when there are no time-varying covariates. Under
the PH model, the hazard at time t for each observation with covariates 𝒙𝒊 (excluding the
constant) is assumed to be ℎ𝑖 (𝑡|𝒙𝑖 ) = ℎ0 (𝑡)exp(𝜷𝒙𝑖 + 𝑢), where ℎ𝑖 (𝑡|𝒙𝑖 ) is the hazard
at time 𝑡 for an obervation with covariate values 𝒙𝑖 , ℎ0 (𝑡) is the baseline hazard at time 𝑡,
exp(𝜷𝒙𝑖 + 𝑢) is the relative risk associated with covariate values 𝒙𝑖 , and 𝑢 is a random
variable. Taking logs, we obtain ln(ℎ𝑖 (𝑡|𝒙𝒊 )) = ln(ℎ0 (𝑡)) + 𝜷𝒙𝒊 + 𝑢. The random
variable 𝑢 summarizes the impact of omitted variables on the hazard rate. Recall that the
hazard rate is just the conditional probability of finishing the task at time 𝑡 given task not
completed yet, our hazard model with probit link function has the following
specification:
Probit[ 𝑝(𝑡, 𝒙𝒊 | 𝜷, 𝑢) ] = 𝛼(𝑡) + 𝜷𝒙𝒊 + 𝑢

(7)

where 𝛼(𝑡) = ln(ℎ0 (𝑡)) characterizes the baseline hazard function, 𝜷𝒙𝑖 is the effect of
the covariates on the probit of the hazard, and 𝑢 follows a normal distribution. The
estimated coefficients 𝜷 represent the change in the expected log of the hazard rate
relative to a one unit change in 𝒙𝒊 , holding all other covariates constant.
We then discuss how time-varying covariates, time-dependent effects, and fixed
effects can be included in equation (7) (see Wooldridge, 2010 for a review). Let 𝒙𝒊 (𝒕)
denote the value of a vector of covariates for agent-task-type 𝑖 at time 𝑡. We could also
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allow 𝒙𝒊 (𝒕) also include interaction terms between certain covariates and time dummies
for agent-task-type 𝑖 at time 𝑡. Then the final hazards model that includes both timevarying covariates and time-dependent effects becomes:
Probit[ 𝑝𝑖 (𝑡, 𝒙𝒊 (𝒕)| 𝜷(𝒕), 𝑢) ] = 𝛼𝑖 (𝑡) + 𝜷(𝒕)𝒙𝒊 (𝒕) + 𝑢
where 𝛼𝑖 (𝑡) captures the baseline hazard rate when there are fixed effects, and 𝛽(𝑡) is
now a function of time to capture the time-dependent effects from those interactions
terms in 𝑥𝑖 (𝑡). In our case, 𝒙𝒊 (𝒕) includes all the common covariates in Table 3-2, and
the correction terms from the first stage, but not the instrumental variables. Same as the
choice model, agent-task-type fixed effects are included here to capture workers intrinsic
productivity as well, captured by 𝛼𝑖 (𝑡) as each agent-task-type has its specific baseline.
This model can be estimated using maximum likelihood on a probit link function, and
interpretation of the parameters 𝜷 follow along the same lines as in a logistic regression.
Estimation and identification strategy for the hazard model is standard once we
construct a proper data structure. Essentially, we fit the hazard model by running a probit
regression on our discretized data, where the dependent variable is a binary one
indicating if the task finishes at the time epoch. Denote our discretized time interval as 𝑑
𝑇

(10 minutes), a request of duration 𝑇 generates 𝑇/𝑑 observations, where 𝑑 − 1 of them
having 𝑦 = 0 and the last time epoch having 𝑦 = 1. Covariates take different values at
different time epochs for different agent, task type, and decision across the 𝑇/𝑑
observations. The likelihood function follows equation (5) in section 3.5.3, and maximum
likelihood estimation gives consistent and efficient results.
84

We further provide an illustrative example in Figure 3-4, showing the hazard rates
of a request under different circumstances. The horizontal axis shows the effective
processing time, in minutes, of the request. The baseline completion time of these
𝑘 𝑥 𝑘−1

requests is characterized with a Weibull distribution with ℎ0 (𝑥) = ℎ (ℎ)

with ℎ = 1

and 𝑘 = 1.2. This baseline hazard rate, depicted with the red line in Figure 3-4,
represents the agent’s instantaneous productivity in processing this request given the
request is completed with no suspensions. Consider now the case of a request that is
paused for 30 minutes at the end of the 30th minute, and then resumed at the 60th minute.
The green line now represents the hazard rate at the 60th minute when the task resumes
from suspension type 1. Note however, it is still plotted at the 30th minute mark on the
horizontal axis since the 60th minute is the 30th minute effective time. The blue line
represents the hazard rate when resumed from suspension type 2. Both types of
suspension reduce the productivity of the task after resuming but the effect gradually
fades away after some time.

3.6

Results

3.6.1

First Stage Choice Models – The Determinants of Decisions
To investigate the drivers of discretionary decisions, probit maximum likelihood

estimates of Equation (1) are shown in Table 3-4. As noted in the introduction, it may be
of interest to compare the substantive implications for our variables of interest obtained
from the standard multinomial logit model and the multinomial probit model. Therefore,
we present estimation results, in average marginal effects (AME), for each of the four
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decisions, from both models side by side in Table 3-4. Unlike in a linear regression model,
coefficients of a logit or probit model do not have direct interpretation. For interpretation,
we are interested in the effect of changes in a regressor affecting the outcome variable
when everything else holding the same. This is the notion that marginal effects measure,
which mathematically is the partial derivative. In a linear regression, the marginal effect
of a regressor is just its coefficient,

𝜕𝐸(𝑌𝑖 |𝑋1𝑖 ,…,𝑋𝐾𝑖 ; 𝛽0 ,…,𝛽𝐾 )
𝜕𝑋𝑘𝑖

= 𝛽𝑘 . However, it is easy to see

that the marginal effect of a regressor in the probit regression,

𝜕𝐸(𝑌𝑖 =1|𝑋1𝑖 ,…,𝑋𝐾𝑖 ; 𝛽0 ,…,𝛽𝐾 )
𝜕𝑋𝑘𝑖

=

𝛽𝑘 𝜙(𝛽0 + ∑𝐾
𝑘=1 𝛽𝑘 𝑋𝑘𝑖 ), is not the same as the regression coefficient. A logit regression
follows the same argument, except that the standard normal probability density function
𝜙(∙) is replaced by a logit one. Therefore, we calculate and present the marginal effect of
the variables of interest, with significance level, in Table 3-4 for ease of interpretation.
More specifically, in our setting, the AME of a regressor on one of the four
decisions represents the percentage change in the likelihood of taking that decision with a
unit change in the regressor, holding everything the same. Note that for a multinomial
logit or probit model, one of the choices must be the baseline and thus the coefficients of
that choice are not identifiable. However, the AME of each regressor can be estimated for
every choice, and we can easily see that the summation of the AMEs of each regressor
across all four choices is always zero. Since the total probability of taking the four
choices is 1, any increase in the probability of some choices always causes the same
amount of probability decrease in the rest of the choices. Other than the AME estimates
of our variables of interest, control variables and all standard errors are omitted for a clear
view. A comprehensive table of both coefficients and AME and their standard errors can
86

be found in Appendix C. Both specifications include fixed effects for agent-task-type and
day of week.
We can see that in general, estimates from the logit and probit model point to the
same direction with evidence suggesting that our estimates are robust. Although some
variables are only statistically significant in the probit model, this demonstrates that the
probit model’s estimates are more precise than the logit one as they have smaller standard
errors. This is not surprising since the probit model is a better specification than the logit
as it relaxes the IIA assumption and allows for flexible correlation pattern. The
statistically significant improvement in the probit’s log likelihood also confirms this.
Note that we split the variables of interest into different sections of drivers as in
Table 3-4. Building upon extant literature, we include “workload-related” and “peer-

effect” factors in our specifications. A few variables in these two sections are not
significant but there is no hard to include them. Even if some of them have no effect on
the dependent variable at all, it only makes the estimation less efficient, by generating
larger standard error for all variables. But the fact that after controlling for all these
factors, our variables of interest are still significant indicates the robustness of our results.
The estimates of “workload_own_started” in the workload section,
“workload_team_started” and “team_perf” in the peer-effect section are mostly
significant across all four choices. They also confirm the findings in prior studies (KC &
Terwiesch, 2009; Tan & Netessine, 2015). For example, as a worker opens more tasks, he
is 9.2% less likely to monotask, and 5.2% more likely to multitask and switch between
tasks overall. Workers also react to peer-effect – as coworkers finish more tasks, the
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agent is less likely to take a break and more likely to multitask and switch, which can be
seen as an attempt to increase his own productivity to match the team performance.
We are more interested in the three variables related to interruptions. We find that
agents are 27% more likely to multitask and switch and 29% less likely to monotask,
after a scheduled group meeting. This is counter-intuitive at first but when we share the
results with the managers, they confirm that agents are encouraged to multitask to reduce
idle time. As we often encounter in real life ourselves, agents receive emails and updates
after meetings from other teams on suspended tasks, which encourages them to switch to
these tasks and multitask. Moreover, as the group meeting is pre-scheduled, agents are
likely to be mentally prepared for a suspension of their current task, minimizing the cost
of switching. Agents are also 2% more likely to take a break immediately after a group
meeting, presumably grabbing a coffee for refreshment. Tasks are often interrupted or
suspended by agents. We cannot tell whether the interruption is initiated by the worker or
unexpected forces, so we simply measure the number of interruptions of started but
incomplete tasks. The more interruptions of unfinished tasks, the more likely the worker
switches between tasks or takes a break but the magnitude is quite small (1.3%). Finally,
we are interested in the effect of a previous self-initiated break on worker’s following
choice. As expected, workers are 72% less likely to take another break within an hour of
the previous break, and are 49% more likely to monotask, 19% more likely to switch to
another task after a self-initiated break. This finding is in the same spirit of the warm-up
effect studied in Schulte et al. (2003) – workers resume on a single task after a break to
minimize the cognitive load.
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3.6.2

Second Stage Hazard Models – The Impact of Decisions on Performance
To study the impact of discretionary decisions and other variables of interest on

worker performance, we estimate the system of equation (1) and (2) using the maximum
likelihood method described by equation (3) in section 3.5. Table 3-5 presents the
estimation results, where column 1 shows the estimation results of our bivariate probit
model, and column 2 shows the estimation results when we do not address the
endogeneity issue. The model reduces to a standard hazard rate model when we ignore
the endogeneity issue and consider workers’ discretionary decisions as exogenous. In
both cases, the dependent variable is the same binary variable – whether the task is
completed at this time epoch or not. Thus, we present estimation results in AME, with
significance level, in column 1 following the same reasoning mentioned above. More
specifically, in this stage, the AME of a regressor on the outcome variable represents the
percentage change in the likelihood of completing the task with a unit change in the
regressor, holding everything the same. Under our setup, we refer this probability of
completing task as the worker’s productivity. Other than the AME estimates of our
variables of interest, control variables and all standard errors are omitted for a clear view.
A comprehensive table of both coefficients and AME and their standard errors can be
found in Appendix D. All specifications in Table 3-5 include fixed effects for agent-tasktype and day of week.
We first analyze the results of our proposed model in column 1. As explained
beforehand, all the variables except the instrumental variables enter the second-stage
model as well. For peer-effect factors, none of the four variables is statistically
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significant, and the only significant variable (“workload_team_unstarted”) has a
neglectable magnitude. This is not contrary to the peer effect finding in Schultz et al.
(1998) and Tan (2015). Recall that variables “workload_team_started” and “team_perf”
are significant in affecting agents’ decisions in the first-stage result. And we see that all
the discretionary decisions significantly affect productivity both statistically and in
magnitude. This evidence indicates that peer effect exists but affects worker performance
mostly via their impact on workers’ discretionary decisions. Therefore, our framework
and results unveil the mechanism of how peer effects affect worker performance – with
workers’ decisions serving as a mediator.
One of our main objectives is to study the impact of interruptions and differentiate
them into scheduled versus active ones. Scheduled interruptions such as group meetings,
unlike peer effects, affect performance on top of its impact on discretionary decisions
(see Table 5). After controlling for scheduled meetings’ impact on workers’ decisions,
workers’ productivity within an hour of the end of the meeting still suffers a 6.8% loss.
More specifically, compared to the 10-minute interval right before a scheduled meeting,
an agent on average works 6.8% slower during the first 10-minute interval after the
meeting. This indicates that the negative impact of a group meeting (interruption of work
flow) dominates the positive impact (sharing information or gaining knowledge from
others). In this sense, a group meeting is no better than an impromptu interruption by
others or environment, which are proved to have negative impact on productivity (Speier
et al. 1999; Schultz et al. 2003).
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To further understand the magnitude of such warm-up effects and them alone, we
conduct a counterfactual analysis that compares the average processing time for an
average request with and without a scheduled meeting while holding everything else the
same. Consider an average request which takes 60 minutes to complete without a
scheduled meeting interruption. Based on the empirical results, we now calculate the
average processing time for this request in the presence of a scheduled meeting using
equation (6). In the calculation, everything else is held constant over time at their sample
mean. As a result, the hazard rate is constant for the baseline case and becomes a
stepwise function after changes in the scheduled meeting interruption. The expected
request processing time increases to 61 minutes, a marginal 2% increase.
The impact of active interruptions can be further differentiated into two
categories, interrupting a task by taking a break, and task switching. To understand the
impact of task switching, we focus on three variables, “workload_own_started”,
“interruptions”, and “switch_task” is the number of started but unfinished tasks,
“interruptions” captures the total number of suspensions of all such tasks, and the other
two indicate whether the worker switched task or was multitasking in the previous time
epoch. These three variables are positive correlated since one must either switch task or
multitask to have task interruptions and more than one started workload. Say a worker
was working on task A and then switched to task B. Then we would observe that his
started workload is 2, interruption is 1, and switch being 1 as well. The average overall
impact of his switch action on his performance is 25.4% faster (−17.6% ∗ 2 + 6.4% +
54.2% = 25.4%). More specifically, the hazard rate of task A’s first 10-minute interval
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after switching back from task B is 1 + 25.4% = 1.25 times its hazard rate right before
switching to task B.
This may be counter-intuitive at first, but it actually makes sense in our context.
First, Leroy (2009) and Kuntz et al. (2011) have shown that higher workload can lead to
lower productivity due to cognitive burden and stress, which is consistent with the
estimate on the workload variable. We also learned from the managers that workers may
encounter an idle period during a task when they are waiting for input from others, in
which case switching to a different and potentially similar task can be highly efficient.
KC (2013) demonstrated the same pattern in a healthcare setting. From Table 2, we know
that the mean value for variable “workload_own_started” is 1.25 so our calculation
assuming workload being 2 should be close to the average overall impact of active
interruptions on workers’ performance.
A similar logic and calculation can be applied to interpret the self-initiated break
interruption and the multitasking decision. For break, if we ignore the fact that a break is
a worker’s discretionary decision (i.e. endogenous), then we could conclude that during
the first hour after a self-initiated break, the worker’s productivity is on average 40%
lower (the AME of the variable “after_own_break”). However, controlling for the
endogeneity of the break decision, we find that on average, the worker is 54.2% (=
94.3% − 40.1%) more productivity by taking a break at that moment than continuing
working. That is, the probability of finishing the task right after a self-initiated break is
1.54 times the probability of finishing the task right before the break. This indicates that
workers make right decisions given the current situation and his status to take a break and
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regain vigor to be more productive afterwards. This demonstrates the importance of
addressing the endogeneity issue in workers’ discretionary decisions as we did with our
framework. Similarly, we find that the average overall impact of multitasking on
workers’ performance is –9.3% (= −17.6% ∗ 2 + 25.9%), assuming the worker is
multitasking on 2 requests.
To further understand the magnitude of these effects and them alone, we conduct
a counterfactual analysis using equation (6). Consider an average request which takes 60
minutes to complete without any break nor task switching. Based on the empirical results,
the expected effective processing time will decrease to 57 minutes (5% decrease) if the
agent switches once to another task before task completion, to 51 minutes (14% decrease)
if the agent takes one break before task completion, but increases to 61.5 minutes (3%
increase) if the agent was multitasking on two tasks during one 10-minute interval.
As we described, most variables in the peer-effect section are not statistically
significant and so is the variable “workload_unstarted_total”. But there is no harm to
include them following the same argument in the previous section. Including irrelevant
variables in the specification only makes the estimation less efficient, by generating
larger standard error for all variables. But the fact that after controlling for all these
factors, our variables of interest are still significant indicates the robustness of our results.
3.6.3

Results If Ignoring Endogeneity
We now analyze the results in column 2, where we do not address the

endogeneity issue, and compare them to the results in column 1. First, the log likelihood
in column 2 is significantly worse than column 1 as expected since including valid
93

instrumental variables are supposed to explain the outcome variable better. We would
also have concluded the effect of a self-initiated break and task-switching wrong –
productivity decreases by 68.1% (= −54.8% − 40.1%) after a break, and 78.5%
(−66.2% ∗ 2 + 13.7% + 40.2% = −78.5%) after a task-switching. And even though
the directions of the impact of scheduled meeting and multitasking are correct, the
magnitudes are way off. Not controlling for the endogeneity issue in discretionary
decisions not only results in drawing the opposite conclusions regarding the break and
switching decision, but also biases the estimates for all the other covariates. These
observations demonstrate the importance of controlling for the endogeneity in
discretionary decisions. The discrete nature of the decision variables imposes technical
difficulties to address its endogeneity, especially when we also want to leverage the
granular time dimension of our dataset. Our proposed framework and novel econometric
methodology serve well in solving these problems and provide a new perspective for
productivity analysis.
3.6.4

Validity of Instrumental Variables.
Our estimation results rely on the validity and the asymptotic consistency of

instrumental variable estimators. Hence, we now check both the relevance condition and
the exclusion restriction condition. For relevance condition, we go back to the first-stage
choice model. Out of our six instrumental variables, four of them are highly statistically
significant across all four decisions, and two of them are statistically significant for two
decisions, proving that our six instrumental variables combined are not weak, satisfying
the relevance condition. For the exclusion restriction condition, we conduct Sargan tests
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of over-identifying restrictions after the second-stage to test the exclusion restriction
condition (Kennedy, 2003). The test results are not statistically significant, suggesting
that we fail to reject the null hypothesis that the error terms of the structural models are
uncorrelated with the instrumental variables. In section 3.7, we replace the second-stage
binary dependent variable with a continuous variable, effective task duration, and our
model reduces to a standard linear model with endogenous variables. The linear model
can be estimated via 2SLS, and we are also able to conduct the Cragg-Donald Wald test
after the first-stage for weak instruments. The F-statistics for the joint significance of our
instrumental variables is higher than ten, the suggested rule of thumb for weak
instruments (Staiger & Stock, 1997). The Sargan test result for the 2SLS estimation also
satisfies the exclusion restriction condition. These evidences suggest that the use of our
instrumental variables address the endogeneity issue between discretionary decisions and
worker’s productivity.

3.7

Robustness Check
We check the robustness of our model by comparing our results to a model where

the binary dependent variable (task completed or not) in the second stage is replaced by a
traditional continuous variable (effective task duration), the most common practice in
extant literature. With our new dependent variable task duration, we follow the standard
approach to take the natural logarithm of it as it displays a log-normal distribution. As we
mentioned, this choice of dependent variable limits the analysis granularity at task level,
and we are not able to incorporate any information during each task. To fully utilize our
time-stamped data under this constraint, we count the number of each discretionary
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decision made during task completion, and properly adjust the measurement for our timevarying variables. For example, we use the average for all workload-related and peer
effect variables. We collapse the time-varying indicator “after_meeting” at each time
epoch to an aggregate overlap duration in hours if the task was interrupted by scheduled
group meeting(s) during completion. We drop two variables “interruptions” and
“after_own_break” since the proper adjustment for them is by using the total count,
which is then not differentiable from the count of discretionary decisions. Since the
discretionary decisions now becomes the total count, they are now standard continuous
endogenous variables. Together with the continuous dependent variable task duration, our
framework reduces to a standard linear regression model with continuous endogenous
variables that can be estimated via 2SLS. We make all the adjustments to our
independent variables so that the traditional linear model is as consistent with our model
as possible.
Estimation results of the linear model (column 2) and our model (column 1) are
displayed in Table 3-6 for comparison. Note that with the log of task duration as the
dependent variable, the average marginal effects (AME) of covariates on the outcome is
not the coefficient itself, but 100 ∙ coefficient %. We present the AME in both columns
for consistency and ease of interpretation. To interpret the results of the linear model, for
example, if a worker’s started workload increases by 1 unit, we’d expect the task duration
to change by 19.5%. A comprehensive table of both coefficients and AME and their
standard errors can be found in Appendix E. All specifications in Table 3-6 account for
endogeneity, agent-task-type fixed effects and day of week fixed effects. With effective
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task duration being the dependent variable, a positive AME indicates lower productivity
and a negative one indicates higher productivity, which is the opposite of our model
results. When comparing the results in the two columns, we see that both the significance
and direction of the variables of interest are consistent across the two models. For the
linear model, some variables are not as significant as those in our model (e.g. break
decisions), which is not surprising as the better granularity of our model is expected to
have more precise estimations.
To interpret the magnitude of the effect of scheduled group meetings and active
interruptions in the linear model, we follow the same logic as with our model in section
3.6.2. For every hour a scheduled group meeting takes up during task completing, the
effective task duration increases by 7.43%, consistent at least in direction with our
finding from the hazard model (a 2% increase). To understand the impact of switching,
suppose that during the completion of task B, the worker’s average started workload is 2
because he switched from task A to finish task B first. Then the average overall impact of
his switch action on his task duration is a 3.68% decrease (1.95% ∗ 2 − 7.58% =
−3.68%), consistent with the 5% decrease we find from the hazard model. After
controlling for the endogeneity of the break decision, we find that on average, the worker
takes 3.25% less time to finish a task if he took a break during the completion, consistent
at least in direction with our finding from the hazard model (a 14% decrease). Similarly,
we find that the average overall impact of multitasking is increasing the task duration by
2.21% (1.95% ∗ 3 − 3.64% = 2.21%), assuming the worker is multitasking on 3
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requests. This is also consistent with a 3% increase we find from the hazard model. These
findings are all consistent with our model, suggesting the robustness of our results.

3.8

Discussion and Conclusion
We develop a novel framework and an econometric methodology to analyze

workforce productivity in service systems by leveraging a detailed time-stamped data that
recorded the activities performed by the employees processing service requests. Our
framework combines individual factors that have been studied in the literature to study
their impact on productivity collectively, as well as the mechanisms. More specifically,
we aim to examine what factors drive discretionary decisions, and the subsequent impact
on productivity. With our time-stamped data, we can recover the status of each worker’s
workflow at any time, thus allowing us to estimate the casual effect chain and the
instantaneous productivity rate. Under such framework, productivity rate is estimated by
a nonlinear model with discrete endogenous variables, which introduce estimation
challenges. To estimate and identify our model, we take a novel two-step econometric
approach to estimate a bivariate probit model (a hazard model with probit link function)
with binary endogenous variables (discretionary decisions instrumented via a choice
model). In addition, as workers are not homogenous servers, we account for individual
heterogeneity (i.e. intrinsic productivity) at worker and task type level in our model.
Our empirical analysis and results shed lights on several managerial questions
regarding the design of an SDS. First, does peer effects exist and if so is it better to share
coworkers’ status or not? We find, from the first-stage model results, that workers react
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to peer-effect – as coworkers finish more tasks, the agent is less likely to take a break and
more likely to multitask and switch, which seems to be an attempt to increase his own
productivity to match the team performance. Moreover, we find that peer effects in fact
only affect productivity via its impact on workers’ discretionary decisions (i.e.
discretionary decision is a mediator for peer effects).
This then leads to the second question -- how does a discretionary decision such
as break, switching, and multitasking affect productivity? We find that after controlling
for endogeneity, taking a break on average makes the worker 54.2% more productive
within the first hour of resumption. A worker’s productivity after switching to another
task also increases by 25.4% on average. On the contrary, a worker suffers a 9.3%
productivity loss when multitasking.
After sharing and discussing our findings with the managers, we believe our
results are reasonable. For this service provider, each request is subject to a service level
agreement (SLA), requiring the task to be solved within certain amount of time. Given
this constraint, we believe an agent takes calculated break decisions to maximize their
productivity rather than slacking, explaining the positive effect of a self-initiated break.
During task completion, agents often encounter idle periods when waiting for input from
others, in which case switching to a different and potentially similar task can be highly
efficient. Finally, many prior studies have found multitasking hurts productivity and our
result is consistent.
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With our results, we prescribe some managerial recommendations on whether to
share coworker’s status, whether to encourage certain kind of discretionary decisions, and
how to schedule team meetings, to the managers. First, since peer effect leads agents to
take fewer breaks (presumably due to competition and pressure) which at the end is less
efficient, it may be good to not share coworkers’ status if feasible. It is also beneficial to
encourage workers to take breaks as needed and discourage the multitasking behavior at
the same time. Finally, our results also unveil the effect of an unexplored factor –
scheduled team meeting on agents’ decisions and subsequent productivity. We find that
agents are 27% more likely to multitask and switch and 29% less likely to monotask,
after a scheduled group meeting. A few potential explanations on this seemingly counterintuitive result is discussed in section 3.6.2. Such behavior pattern leads to a further 6.8%
productivity loss after a scheduled team meeting, on top of the negative impact of
multitasking. Therefore, stacking scheduled meetings together as much as possible can
minimize the negative impact. For example, managers should schedule team meetings
right before, and not after, the lunch break such that the negative effect is minimized
while the positive effect from the break is saved.
As any study, ours has limitations. First, our analysis is drawn from a single
organization. Although we would expect our findings to generalize to many settings,
analyzing alternative settings would prove valuable. We do believe our results are robust
and apply to similar settings – service providers that are subject to service level
agreement, given our robustness checks and discussions with the managers. Second, our
estimation results may subject to measurement error caused by observer effect (a.k.a.
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Hawthorne Effect), which is first studied by Landsberger (1958). The Hawthorne Effect
is a type of reactivity in which individuals modify an aspect of their behavior in response
to their awareness of being observed. In our setting, since our time-stamped dataset is
collected under workers’ awareness, our observed discretionary decisions made by agents
during the collection may be different from what agents would do without the
monitoring. This is a valid concern, but we argue that the such impact should be minimal
for our study. Our research objective is to understand the average impact of
environmental factors on discretionary decisions and the subsequent productivity,
assuming workers are rational individuals as in most economic study. The observer
effect, if there is any, would incentivize workers to make rational decisions, which is
exactly what we want to estimate objectively. In practice, agents could make irrational
decisions but since they are bound by the service level agreement, we would not expect
them to make irrational decisions that would significantly harm their productivity.
Incentivizing workers to always make rational decisions would be a completely different
study and is out of our scope. Finally, the assumptions made during our model setup
inevitably lead to limitations. Our discrete choice model does not take into account
complex interactions across agents as it is rare in our setup. This limitation can be
mitigated as long as dataset is available to capture such interactions. For example, one
may assume that the primary physician has a belief on how interactions with others might
affect the patient and model them as another constraint of the utility maximization
problem. We also made assumptions that SLA is fully captured by the observables. Our
analysis therefore does not apply to situations where there is high variation within the
same SLA specification that cannot be captured by the observables. Moreover, under this
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assumption, the effect of customer differentiation (or service standard change) can no
longer be estimated beyond the effect of complexity and priority. Future research may
aim to contend this limitation either using dataset that better captures SLA variations or a
different modelling approach that focuses on customer differentiation.
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Table 3-1 Sample Record of an Incidence Request
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Table 3-2 List of Covariates and Instrumental Variables (Fixed Effects Excluded)
Variable Name
Workload-related
workload_own_started
workload_unstarted_total
Peer Effect
workload_team_started
workload_team_unstarted
staff_ability
team_perf
Scheduled Interruptions
after_meeting
Unscheduled Interruptions
Common interruptions
Covariables after_own_break
Other Controls
newshift
staff_level
WO_queued_priority
skill_level
avg_curr_task_complexity
avg_incomp_task_complexity
own_perf
cumu_working
curr_task_cumu_working
incomp_task_cumu_working
SimilarTask
BeforeMeeting
Instrumental LaggedBreakCount
Variables LaggedMonoCount
LaggedMultiCount
LaggedSwitchCount

Description

Min.

Mean

Max.

Std. Dev

the agent's started but unfinished workload that are assigned
the agent's total unstarted workload

1
1

1.25
4.9

8
14

0.73
2.98

the team's started but unfinished workload that are assigned
the team's total unstarted workload
the average skill level (0~3) of all agents in the current shift
the number of finished requests by the whole team so far

2
2
0
0

7.5
12.6
1.6
11

24
44
3
55

3.86
11.5
0.58
11.2

whether it is within an hour of the last scheduled group meeting

0

0.2

1

0.43

the # of unscheduled interruptions of current task (average if more than 1)
whether it is within an hour of a self-iniatied break

0
0

1.7
0.4

11
1

1.03
0.49

an indicator for whether the interval is within the first hour of a new shift
the staff level in the current shift
the average priority (0~4) of unstarted requests
the agent's skill level (0~3)
the average complexity (0~3) of the current request(s)
the average complexity (0~3) of all the open request(s)
the up-to-moment self performance (measured by number of finished tasks)
the agent's cumulative working time in this shift
the cumulative working time of the current task (average if more than 1)
the cumulative working time of suspended task (average if more than 1)

0
3
0
0
0
0
0
10
10
10

0
7.5
1.1
1.3
0.9
0.1
6.3
243
85
21

1
13
4
3
3
3
24
565
239
145

0.13
2.92
1.46
1.01
1.04
0.53
4.27
112
52
35

indicator for whether there is a task of the same type in the queue
whether the next scheduled group meeting is within an hour
Count of break decision made during last shift
Count of mono-tasking decision made during last shift
Count of multi-tasking decision made during last shift
Count of switch decision made during last shift

0
0
3
16
0
3

0.6
0.2
5.3
36.5
4.2
4.0

1
1
18
42
38
20

0.48
0.42
3.52
10.02
6.93
3.85
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Table 3-3 The Four General Decisions and Two Models

Discretionary
Decisions
Monotasking
Switching
Multitasking
Break

Frequency

1. Logit Model

2. Probit Model

73.9%
7.7%
8.2%
10.2%

Treated all the same;
IIA assumption:
substitute pattern all
same across all

Allow for a general
pattern of dependence
among the decisions
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(1b)
(1c)
(1d)
LOGIT Average Marginal Effects
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0.03%
0.14%*

0.07%
-0.49%***

LaggedMultiCount
LaggedSwitchCount

Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Other Control Variables
Observations
Log Likelihood
*** p<0.001, ** p<0.01, * p<0.05

0.13%**

-0.01%**

-0.02%*

YES
YES
YES
53,962
-29200.98

-0.07%**

0.17%***

LaggedBreakCount
Instrumental
Variables LaggedMonoCount

-0.05%

-20.32%*** 5.75%**
-0.13%*

8.59%*

0.22%***

-0.09%*

-0.08%***

-0.03%

5.99%**

19.69%*** -22.18%*** 19.08%*** -16.58%***

15.91%***

49.16%*** -68.70%*** 3.63%**

0.21%*

BeforeMeeting

SimilarTask

1.10%***

1.26%***

-2.01%***

0.05%

-0.57%

-0.03%*

-0.01%

-0.06%

2.70%***

10.21%*** 13.63%***

0.04%*

0.39%

-0.02%*

-0.13%

-0.02%

2.18%***

-0.35%*

2.47%*

-0.05%

0.34%

0.01%

-0.31%**

-0.01%

3.89%***

-26.30%***

-0.04%

team_perf

0.03%*

workload_team_unstarted
-0.16%

0.45%**

workload_team_started

staff_ability

0.10%*

-8.76%***

#1 "Mono" #2 "Break" #3 "Multi" #4 "Switch"

(1a)

workload_unstarted_total

workload_own_started

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break

Peer Effect

Workloadrelated

Dependent Variable
4 Discretion Choices:

1.35%***

1.79%*

-0.05%*

0.31%

0.02%

-0.32%**

-0.01%

3.98%***

0.05%*

-0.70%

-0.03%*

-0.01%

-0.07%*

2.95%***

-0.35%*

-0.53%***

0.08%

0.18%***

0.22%*

6.90%**

0.14%**

0.00%**

-0.02%*

-0.06%

YES
YES
YES
53,962
-28720.01

0.16%*

0.02%

-0.08%***

-0.14%*

-21.52%*** 7.11%***

0.24%***

-0.10%**

-0.09%***

-0.03%

7.51%*

19.25%*** -23.29%*** 22.95%*** -18.91%***

19.36%***

1.24%***

11.48%*** 15.91%***

0.05%**

0.53%

-0.02%*

-0.15%*

-0.02%

2.27%***

48.60%*** -72.09%*** 4.14%**

-2.25%***

-29.18%***

-0.05%

-0.14%

0.03%*

0.48%***

0.11%*

-9.20%***

#1 "Mono" #2 "Break" #3 "Multi" #4 "Switch"

(2a)
(2b)
(2c)
(2d)
PROBIT Average Marginal Effects

Table 3-4 Drivers of Discretionary Decisions

Table 3-5 Performance Implications of Discretionary Decisions and Variables of Interest

(1)
Hazard with IV (Probit)
Task_Complete (binary)
AME

(2)
Hazard Model (No IV)
Task_Complete (binary)
AME

-17.6%***

-66.2%***

workload_unstarted_total

-0.1%

0.1%

workload_team_started

0.6%

1.5%

-0.2%**

-0.1%

staff_ability

-0.5%

2.4%

team_perf

0.0%

-0.4%

-6.8%*

-14.0%**

6.4%**

13.7%***

-40.1%**

-54.8%**

94.3%***

-13.3%*

54.2%***

40.2%**

25.9%***

-50.7%***

YES

NO

YES
YES
YES
53,962
-5863.42

YES
YES
YES
53,962
-8567.83

Model:
Dependent Variable:

Workloadrelated

workload_own_started

workload_team_unstarted
Peer Effect

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break
take_break
Discretionary switch_task
Decisions
multitasking
Decisions Instrumented &
Correction Terms
Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Other Control Variables
Observations
Log Likelihood
*** p<0.001, ** p<0.01, * p<0.05
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Table 3-6 Comparison of Our Model and a Linear Model for Robustness Check
Model:
Dependent Variable:

Workloadrelated

(1)
Hazard with IV (Probit)
Task_Complete (binary)
AME

workload_own_started

avg_workload_started

1.95%***

workload_unstarted_total

-0.1%

avg_workload_unstarted

0.01%

workload_team_started

0.6%

avg_workload_team_start

-1.54%

avg_workload_team_queue

0.15%*

workload_team_unstarted
Peer Effect

-17.6%***

(2)
2SLS
Ln(Task_Duration)
AME

-0.2%**

staff_ability

-0.5%

staff_ability

0.57%

team_perf

0.0%

team_perf

0.25%

meeting_overlap_duration

7.43%*

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break
take_break
Discretionary switch_task
Decisions
multitasking
Decisions Instrumented &
Correction Terms
Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Other Control Variables
Observations
Log Likelihood/R Square
*** p<0.001, ** p<0.01, * p<0.05

-6.8%*
6.4%**

N/A

-40.1%**

N/A

94.3%***

total_breaks

-3.25%*

54.2%***

total_switches

-7.58%***

25.9%***

total_multitasks

-3.64%***

YES

YES

YES
YES
YES
53,962
-5863.42

YES
YES
YES
2,871
0.7034

108

Note: shaded factors are new factors explored in this study.
Figure 3-1 Proposed Framework (Bottom) Built Upon Existing Literature (Top)
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Figure 3-2 Flowchart of the Service Delivery Process
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Figure 3-3 Causal Path Diagram
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Figure 3-4 Examples of the Impact of Suspensions on Productivity
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4

Modeling and Optimizing Customer Relationship Dynamics as a
Partially Observed High-Order Markov Process

4.1 Introduction
In retailing and many other broad settings, customer relationship management lies
at the interface of marketing and operation as its core idea is to improve a firm’s
profitability with the “right” marketing. It is well established that the actions taken by the
firm can have a long-term effect on customer response in the future, implying that
myopic optimization of profit is usually sub-optimal and the true objective is the longterm total reward. Therefore, figuring out the “right” marketing strategy for each
considered target individual (current and potential customers) at each time epoch is a
pervasive challenge in marketing.
It is essentially an optimization problem that involves a series of operational
questions such as when, who, how, and how many times to contact for marketing
purposes. Tackling such questions relies on a solid understanding of the customer
relationship dynamics which, due to the nature of such dynamics, is a daunting challenge
itself. In retailing, the customer relationship dynamics usually contains three
characteristics, sequential interactions, partially observed, and long-term dependency.
Most retailers interact with customers over time, and receive interaction information one
by one sequentially, forming a growing interaction history of each customer until the end
of the relationship. More specifically, such interactions are almost always transactionbased (i.e., non-contractual) and thus retailers only partially observe the dynamics (e.g.
attrition, or a customer’s true state during no-transaction periods is not observed). Finally,
it is reasonable to believe such relationship dynamics has a long-term dependency – a
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customer’s current behavior could well depend on some long-ago good/poor interaction
experience. This also introduces the potential tradeoff between short-term versus longterm profitability – a marketing strategy might exert higher short-term profitability at the
cost of decreasing long-term reward. Retailers certainly care for the long-term reward
since this is the purpose of CRM but optimizing a long-term reward in a process with
abovementioned characteristics is extremely difficult, if not impossible. Many heuristics
developed from myopic or greedy algorithm exist but rarely achieve satisfactory
performance. Facing these challenges, it is not hard to understand why solutions to the
CRM optimization problem are rare, even with growing amounts of data available to
retailers.
The key to the CRM optimization problem is a good representation of the
partially observed underlying process dynamics, and an algorithm that optimizes the
long-term reward from such process. No optimization can be done without knowing the
dynamics between marketing actions, customers’ states, and the interaction outcomes.
Therefore, a good representation of the partially observed process is the foundation and
ought to have excellent predictive power for real-life outcomes. The optimization part of
our CRM problem relates to but is much harder than the well-studied Markov Decision
Process (MDP) formulation. Exact algorithm that maximizes long-term rewards can be
solved, however, only for completely known Markov processes with small state space,
while our CRM problem is a Partially Observed High-order Markov Decision Process
with large state space.
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Our CRM problem is a high-order MDP because we incorporate long history
dependency. History dependency makes a MDP lose its Markov-property, but one can
always concatenate past states/information onto current state when defining the state
variable, restoring the Markov-property at the cost of exponentially increasing the state
space. Dependency up to the nth previous state is an n-order MDP. Dependency up to the
𝑛th previous state is an 𝑛-order MDP. In our case, 𝑛 is large and we contend the curse of
dimensionality with our proposed methodology.
The partially observed characteristic leads to the well-studied Multi-Armed
Bandit (MAB) problem, or the more general Partially Observed Markov Decision Process
(POMDP). However, the MAB problem is formally equivalent to a one-state MDP and
does not help with our CRM problem. For a POMDP, near-optimal heuristics exist but
require ad-hoc selection of the hidden (unobserved) states of the Markov process, and
only apply when the state space is small (due to the curse of dimensionality). In a
nutshell, classic methodologies cannot be directly applied to our CRM problem.
Fueled by the recent advancement in computational power and successful
application of machine learning architectures – neural network models that map from
observables to outputs via multiple layers of latent representations, many researchers
have attempted to solve previously intractable complex problems such as variants of
POMDP. Some theoretical structure that models long-term dependency in many realworld problems such as long short-term memory (Hochreiter & Schmidhuber, 1997) was
developed decades ago regains lots of attentions recently because it, combined with deep
learning architectures displays impressive predictive power. We are inspired by these
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recent developments to bring wisdoms from machine learning literature to the marketing
CRM setting with a focus of optimizing CRM as a partially observed high-order Markov
decision process.
This inter-disciplinary study contributes to all three fields, machine learning,
marketing, and operations management by illustrating another successful application of
advanced machine learning techniques in the customer relationship management setting
that is formulated as a challenging analytically intractable POHOMDP with the model of
environment also unknown. More specifically, we develop a novel tandem neural
network structure whose first part is a gated recurrent neural network that learns and
represents the dynamics of a partially observed High-Order Markov process in a modelfree way. Since the model of the environment is unknown, dynamic programming
techniques do not apply. We borrow the idea of a state-action pair value function from
the field of reinforcement learning and use an approximate Q-function value iteration
heuristic implemented via a second neural network to achieve near-optimal performance.

4.2

Literature Review
Our study relates to multiple disciplines – marketing literature on CRM,

operations research literature on MDP and dynamic programming, and recent
advancement in the machine learning and reinforcement learning field.
In Marketing, Fader et al. (2005) proposed a well-accepted Recency-FrequencyMonetary (RFM) framework to summarize the state of a customer. Recency is the number
of periods since the client last transacted and frequency is the number of transactions
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associated with the client during the observation windows. Monetary value is the mean
monetary value of the client’s transactions. The RFM model assumes Markov state – a
user’s current state summarizes his entire interaction history with the firm and can be
represented by the 3-dimension vector Recency-Frequency-Monetary. In practice, the
RFM framework arguably captures only partial information of a user’s true state. The
problem of state inference therefore becomes critical in such Markov problems and
advanced machine learning techniques come handy. RFM model also builds the
foundation to latent attrition models and hidden Markov models that further aim at
studying the customer relationship dynamic.
Latent attrition models have been proposed to forecast future purchasing for both
new and existing customers (e.g. Schmittlein et al., 1987; Fader et al., 2010). These
models capture heterogeneity in customer behavior through a set of latent segments or
states. Schweidel and Knox (2013) further extends the latent model to incorporate direct
marketing activity and provides interesting managerial insights on managing customer
relationship through direct marketing. However, unlike the HMM, most LC models
cannot capture dynamics because customers cannot transit among segments. The
application of HMM in customer relationship management has been growing recently.
Netzer et al. (2008) and Montoya et al. (2010) use a nonhomogeneous hidden Markov
model to model the dynamics of customer relationships using typical transaction data.
Montoya et al. (2010) further formulates a partially observable Markov decision process
based on the learned dynamics to derive a dynamic marketing resource allocation policy.
However, these Markov models cannot account for any history dependency and are all
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constrained by a small state space (usually only 2 or 3 states) due to the curse of
dimensionality. Most of them also focus on providing qualitative insights on the
dynamics rather than offering the optimal strategy at decision level. Our method is also
very different from that of Montoya et al. (2010) as in our case the model of environment
is also unknown while their POMDP is model-based with ad-hoc selection of hidden
states.
MDP is a classic topic in operations research that can be solved by linear
programming or dynamic programming (see Puterman, 2014 for a complete review).
Classic MDPs follow a few unrealistic assumptions namely, fully observed true states,
completely known model of the environment, Markov property and are only tractable
when all three spaces are small (state, action, and outcome). Many approximate dynamic
programming techniques have been developed to solve the problem with some of the
assumptions relaxed but not all (see Powell, 2007 for a complete review). Successful
applications of such approximate DP techniques have been mostly applied on revenue
management (see Talluri & Van Ryzin, 2006; Ozer & Phillips, 2012 for reviews), and
settings that can be formulated as a multi-armed bandit problem (Bertsekas, 2007).
Customer relationship management as an optimization problem is less touched probably
due to the technical challenges brought by the nature of the customer relationship
dynamics. This study shows how advanced machine learning techniques can be used to
solve a complex POHOMDP with a real-world CRM problem as an example.
When the model of the environment is unknown, the MDP goes into the domain
of reinforcement learning, a concept in robotics and automatic control. Sutton and Barto
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(1998) provide a review on the reinforcement learning literature. The main difference is
that under this setting, it is useful to define a further function, which corresponds to
taking an action at a state and then continuing the current policy. This state-action pair
value function is referred to as the Q-function. While this function is also unknown, just
as the standard state value function, experience during learning is based on state-action
pairs and the outcome state. Thus, historical data provides one with a large number of
array Q and such past experience can be used to update the Q-function directly (Melo,
2001). In this sense, Q-learning is a model-free technique that can solve Markov decision
processes without explicit specification of the transition probabilities while the values of
the transition probabilities are necessary in standard value and policy iteration. It,
however, still suffers from the curse of dimensionality and the Q-learning is
computationally intensive. This is where recent advancement in machine learning is
helpful.
Recently advanced machine learning such as deep neural networks has seen
exciting successes in solving complex POMDP-like problems. The Q-learning algorithm,
combined with powerful function approximators such as deep neural networks, makes it
possible to solve complicated problems with large state/outcome space. Successful
applications have been demonstrated in control problems (Bakker, 2002), spoken
dialogue system (Deng et al., 2013), AI playing video games (Hausknecht & Stone, 2015;
Mnih et al., 2015), and text games (Narasimhan et al., 2015). More specifically, Mnih et
al. (2015) proposes the use of a deep Q-network (DQN) for the Q-learning algorithm and
the other works have developed variants of the network. Other than being used as
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function approximators, deep neural networks such as recurrent neural networks are
designed to model sequential events/data with long-term history dependency (Deng &
Yu, 2014). Most prominent is the gated recurrent unit (Cho et al., 2014) that possesses
the long short-term memory property (Hochreiter & Schmidhuber, 1997).
Closest to this work are two recent applications of DQN to CRM (Li et al., 2015;
Tkachenko, 2015). Our work differs from theirs in the following ways: first, Tkachenko
models the CRM problem as a POMDP and does not account for history dependency
while we use a tandem neural network structure that explicitly accounts for long-term
history dependency; second, we model the CRM as a POHOMDP that consists of two
different tasks – a prediction one and an optimization one. Therefore, we design a tandem
neural network structure that tackles the two tasks explicitly and the model performance
is also evaluated on both tasks separately. In contrast, the other works mingle the two
tasks together with a single evaluation process. The evaluation process in Li et al. (2015)
is also based on simulations.

4.3

Data
Our data come from a non-profit organization in the United States that uses direct

mail to solicit additional contributions from past donors. In the following, we use the
terms “donor” and “organization” instead of “customer” and “firm” and use the terms
“mailing” and “direct marketing” interchangeably. The data set contains the donation and
mailing history for 33,982 donors from March 1991 to June 1995, a total of 52 months.
For each donation record, we know how much they donated and if it was a response to a
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campaign. Apart from that, data is also given about some lifetime elements of the
relationship and donors demographics. We use the first 40 months (Mar 91 – Jun 94) for
model calibration and the remaining 12 months (Jul 94 – Jun 95) for model validation.
We model donation behavior on a monthly basis since the organization sends its
direct marketing at the start of each month. This results in a 40-period long training set,
and 12-period long validation set. Therefore, each donor’s interaction history can be
viewed as a time series of 52 steps. The type of mailing changed from period to period.
We observe 5 distinct marketing actions (4 mailing types and inaction). Overall, for each
donor, we observed 52 state transitions that can be expressed in a sequence { (𝑜1 , 𝑎1 , 𝑟1 ),
… , (𝑜52 , 𝑎52 , 𝑟52 ) }, where 𝑜𝑡 is the current observation of the donor following the classic
RFM framework, 𝑎𝑡 is the one of the 5 actions taken by the organization, and 𝑟𝑡 is the
immediate reward received after taken action 𝑎𝑡 . More specifically, in our setting, 𝑜𝑡 is a
3-dimensional vector consisting of (1) the number of periods since the donor’s last
donation, (2) how frequently they donate so far, and (3) their average donation amount.
The ward 𝑟𝑡 is the amount of donation in dollars associated with each action 𝑎𝑡 , ranging
from $0 to $1000. The dataset also contains minimal level of donor demographics and
characteristics such as gender, zip-code, and membership information. Since they are not
time-varying, we only include them in 𝑜𝑖1 .
Donors made, on average, 4.38 donations and spent $10.10 on each donation.
Table 4-1 provides the distribution of each donor’s total donation incidences during our

time frame. The average total donation level per month is $25,747, and the average
amount per donor making a contribution is $9.41. Figure 4-1 illustrates the observed
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donation behavior of the whole dataset aggregated at monthly level, while Figure 4-2
shows the solicitation pattern of the organization, measured by the proportion of donors
receiving solicitations at monthly level.
Note that solicitations and donations are not perfectly aligned in time since there
are time delays with direct mailings. For the cohort of donors in our dataset, their
monthly aggregate donation pattern appears to stay consistent over years in our dataset,
while we observe some variation over time with the direct marketing activities. For
example, the proportion of donors receiving solicitations in March varies from 42%, to
95%, to 40%, to 94%, and to 99% over the five years. This illustrates some model-free
evidence that a donor’s behavior may be correlated with his previous behaviors, and that
the organization’s direct mailing strategy during this time frame may not be optimal.

4.4

Setup and Methodology
In this section, we first theoretically formulate our CRM problem as a partially

observed high-order Markov decision process. A tandem neural network structure
consisting of two components is proposed to represent and optimize the POHOMDP. An
overview of the structure and its two components are briefly discussed following the
setup. Details of the two components are elaborated in sections 4.4.1 and 4.4.2.
Consider CRM of a firm that interacts with customers over time. Our setting is
general and only assumes that the firm can link each marketing action with a result. This
guarantees a clear definition of reward in our POHOMDP formulation. Note that this
does not imply a one-to-one mapping between all marketing actions and customers
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actions. Our assumption is much less restrictive than that – transactions can happen
without any marketing action. Moreover, our proposed methodology applies to all
customers, whether potential or existing, supporting a wide range of CRM needs. Finally,
for simplicity and data limitation, our analysis focus on firm-initiated efforts on
customers, and ignore any non-transactional customer-initiated interaction with firm,
such as leaving a review or feedback. This however, can be easily incorporated as long as
such information is available7.
Under our general setting, at each time epoch, the organization decides to take an
action on its donors, such as sending different types of direct mails or do nothing. In
response, a donor may ignore the action or make a contribution. The goal of the
organization is to take optimal actions to maximize total long-term donations from
donors. There are several challenges under this setting, a). the true states of customers at
each time epoch is not observed by the organization; b). the underlying process is
unknown; c). donors’ behaviors may have long-term dependency on their entire
interaction history; d). the state space and outcome space are expected to be large and the
transition operator can be stochastic.
We elaborate how we formulate such CRM problem as a finite horizon discrete
POHOMDP characterized by the tuple (𝑆, 𝑂, 𝐴, 𝐻, 𝑃, 𝑇, 𝑅). 𝑆 is the set of all possible
donor states and 𝑠𝑖𝑡 ∈ 𝑆 is the (unobserved) true state of customer 𝑖 at time epoch 𝑡, 𝑡 =
1,2,3, … , 𝑇. In our case, 𝑇 = 52. A state variable is the minimally dimensioned function

7

Customer-initiated interactions can simply become elements in the observation vectors 𝑜𝑖𝑡 . Our neural
network structure could automatically decide whether and how such information affects the black-box
underlying process
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of history that is necessary and sufficient to compute the decision function, transition
function and the reward function. As explained, to capture the long-history dependency
of the dynamics while still maintaining the Markov property, we concatenate past
states/information onto current state when defining the state variable. This is where the
high-order MDP comes from and we will need to contend the curse of dimensionality in
the state space in such high-order MDP.
The available observation 𝒐𝒊𝒕 ∈ 𝑂 is a vector of observables of customer 𝑖 at time
epoch 𝑡 related to his true state. As mentioned above, the vector 𝑜𝑡 , following the classic
RFM framework, is a 3-dimension vector consisting of (1) the number of periods since
the donor’s last donation, (2) how frequently they donate so far, and (3) their average
donation amount. Since our dataset also contains donor demographics (8 variables in
total), we also include them in 𝑜. We show later how including observable donor
demographics automatically enables our model to account for donor heterogeneity. 𝑎𝑖𝑡 ∈
𝐴 is one of the five actionable mailing choices the organization decides to take for
customer 𝑖 at time epoch 𝑡. For each donor, we obtain a growing sequence of interaction
histories that can be expressed 𝒉𝒊𝒕 = (𝑜𝑖1 , 𝑎𝑖1 , 𝑟𝑖1 , … , 𝑜𝑖,𝑡−1 , 𝑎𝑖,𝑡−1 , 𝑟𝑖,𝑡−1 , 𝑜𝑖𝑡 ) by time
epoch 𝑡.
The dynamics of the process are governed by 𝑃, the true state transition that
depends on the entire interaction history and current action 𝑃𝑗ℎ𝑘 = 𝕡(𝑠𝑖,𝑡+1 = 𝑗 |𝒔𝒊𝒕 =
𝒔, 𝑎𝑖𝑡 = 𝑘). Note that the state variable here, as defined above, includes past information
so the transition has history-dependency while keeping the Markov-property. We insist on
incorporating history-dependency explicitly rather than resorting to the RFM approach
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because we believe the 3-dimension vector alone is not a sufficient statistic for the
history-dependent true unobserved state variable. A sufficient statistic can be interpreted
as a compact summary of all available information that is as useful as the true unobserved
state for predicting the future.
Similarly, 𝑇 is the observation transition 𝑇𝑗ℎ𝑘 = 𝕡(𝑜𝑖,𝑡+1 = 𝑗 |𝒔𝒊,𝒕+𝟏 = 𝒔, 𝑎𝑖𝑡 =
𝑘). Moreover, as in many real-world problem, we are not oracle and do not know (at least
not completely) the model of the environment. That is, even the transition operators 𝑃
and 𝑇 are unknown and must be inferred from experience. Finally, 𝑟𝑖𝑡 ~ℛ(𝑠𝑖𝑡 , 𝑎𝑖𝑡 ) is the
immediate reward received by the firm from customer 𝑖 at time epoch 𝑡.
In sum, the POHOMDP possesses the following properties, a). unobserved true
state that is b). long-term history dependent, and therefore causes c). curse of
dimensionality in the state space, and d). unknown model/transition operators. Obviously,
it is analytically intractable to solve this POHOMDP exactly given its complexity. Our
goal is to learn the representation of the POHOMDP from historical data, and derive a
near-optimal algorithm that maximizes the expected discounted cumulative long-term
̃ 𝒕 , 𝑎𝑡 )], where 𝛾 ∈ (0,1] is a discount factor. We use 𝛾 =
reward 𝑅(𝜽) = ∑𝑡 𝔼[𝛾 𝑡−1 ∙ 𝑟𝑡 (𝒉
0.9 for this application. This study proposes a framework that tackles this complex task,
and implement it based on a historical dataset of CRM of a non-profit organization and
its donors.
We first describe how we contend the partially observed challenge by finding an
approximate sufficient statistic for the history-dependent high-order state variable. The
interaction history 𝒉𝒊𝒕 is a natural candidate but it increases in dimension with 𝑡 and will
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certainly become large and unwieldly up to a point. We introduce the idea of compact
history summary as our belief state for the true unobserved state. We assume that such
compact history is an approximate sufficient statistic for the true state variable.
Representing the state of the process in a RFM framework essentially follows the same
logic but our compact history summary is much more powerful and complicated than the
3-dimension RFM framework in capturing the long-term dependency. As we will see
later, representing the state using our compact history summary results in a more accurate
representation of the underlying process and a better overall performance than the RFM
̃ 𝒊𝒕 = 𝑓(𝒉𝒊𝒕 ) ∈ 𝐻
̃ ∈ ℜ𝑑 , 𝑑 ≫ 1 is a fixed-length
vector. Our compact history summary 𝒉
𝑑-dimension vector that is a strict subset of the actual history 𝒉𝒊𝒕 . As a result, the state
̃ 𝒊𝒕 = 𝒉, 𝑎𝑖𝑡 = 𝑘).
transition operator becomes, 𝑃𝑗ℎ𝑘 = 𝑝𝑠 (𝑠𝑖,𝑡+1 = 𝑗 |𝒉
There is an advantage of the way we use a neural network structure to derive the
̃ 𝒊𝒕 over the classic RFM framework or many other
described compact history 𝒉
representations. The nice property is that we do not use any domain knowledge to make
̃ 𝒊𝒕 = 𝑓(𝒉𝒊𝒕 ) (i.e. model-free), except for
any ad-hoc specification for the function 𝒉
̃ 𝒊𝒕 , which is the
deciding the length 𝑑. We now describe the neural network for deriving 𝒉
first part of our proposed methodology – a tandem neural network structure.
The tandem neural network structure consists two components, a first part gated
recurrent unit of neural network for process representation and prediction, and a second
part Q-function learning neural network for optimization. The function 𝑓(∙) is
approximately represented by a GRU neural network in the first part, and is stochastic in
the sense that the choice of subset elements can be different for each donor-time pair.
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This preferred property comes from the GRU design – the final output of subset elements
choice can be different for each observation even though the parameters of the GRU are
constant. Moreover, GRU in fact approximates the entire underlying process dynamics,
̃ 𝒊𝒕 are just parts of it.
where the function 𝑓(∙) and the resulting compact history vector 𝒉
As a deep neural network, GRU functions as a black box with many intermediate
hidden layers that approximates the function 𝑓(∙), tracks the true state for each donor at
each time epoch, and represents the entire underlying process. This enables outcome
predictions even for the state-action pair that is not visited in the sample dataset, and the
output layer of GRU is input to the second part optimization, which is another deep
neural network for learning the optimal Q value function.
Moreover, GRU as a function approximator is a model-free, fully flexible method
because as a deep neural network, it can approximate any function form by the universal
approximation theorem. GRU is known for its capability in capturing long-term
dependency in sequential models as it leverages a recurrent neural network and use gates
(as in a signal processing/system control setting) to update the compact history subset
dynamically in a flexible way. As the core of the first part of our methodology, a GRU
neural network tracks the hidden states and represents the underlying system, and its
output layer is then used as input to the second part of our model. Details of this first part
will be discussed in section 4.4.1.
Taking the output layer of the GRU as the input, the second part of our tandem
neural network structure is another network that approximates the state-action pair value
function (Q-function) and performs a value function iteration heuristic to solve for a near127

optimal long-term reward. Since the Q-function is approximated by another deep neural
network, we refer to the 2nd part as a deep Q-learning network (DQN). Figure 4-3 displays
the schematic setup of our model.
As indicated in the Figure 4-3, the organization takes actions according to a policy
𝜋𝜃 and the goal is to find an optimal policy that maximizes the expected discounted
̃ 𝒕 , 𝑎𝑡 )]. For a MDP with known model, there
cumulative reward 𝑅(𝜽) = ∑𝑡 𝔼[𝛾 𝑡−1 ∙ 𝑟𝑡 (𝒉
are two common approaches, policy iteration and value iteration. In our case, however,
the underlying process is unknown since it is only a partially observed process.
Moreover, although Monte Carlo (MC) methods can be used to find optimal policies in
policy iteration given only sample episodes, it would require an infinite number of
episodes. Even though this theoretical requirement can be relaxed in practice, it is still
likely to require far too many episodes to be useful in practice on any but the smallest
problems. We do not have the luxury of learning the unknown process “on-line” via an
interactive environment (i.e. the ability to continuing trying different policies and
collecting many samples), and have to infer and represent the process “off-line” with
limited historical sample episodes. Such constraints rule out policy iteration and leave us
the only option, value iteration.
In classic dynamic programming literature, a value function is referred to the state
value function, which is the expected total reward from a state, following some policy 𝜋.
In our setting, with state being equivalent to the compact history summary, the state value
̃ 𝒕 ) = ∑𝑇𝑡′ =𝑡 𝔼[𝛾 𝑡 ′ −1 ∙ 𝑟(𝒉
̃ 𝑡 ′ , 𝑎𝑡 ′ )|𝒉
̃ 𝒕 ]. Obviously 𝑅 ∗ (𝜽) = max 𝑉 ∗ (𝒔𝟏 ) is
function is 𝑉(𝒉
̃
𝒔𝟏 ∈𝐻

our target maximum expected total reward. State values alone are sufficient to determine
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a policy, however, only when the model is unknown as one simply looks ahead one step
and chooses whichever action leads to the best combination of reward and next state.
Without a model, state values alone are not sufficient. We must explicitly estimate the
value of each action for the values to be useful in suggesting a policy. In response to this,
we introduce the concept of Q-function, a state-action pair value function that is the
expected total reward from taking an action in a state and following some policy
̃ 𝒕 , 𝑎𝑡 ) = ∑𝑇𝑡′ =𝑡 𝔼[𝛾 𝑡
afterwards 𝑄(𝒉

′ −1

̃ 𝑡 ′ , 𝑎𝑡 ′ )|𝒉
̃ 𝒕 , 𝑎𝑡 ]. And the state value function
∙ 𝑟(𝒉

̃ 𝒕 ) = 𝔼[𝑄(𝒉
̃ 𝒕 , 𝑎𝑡 )]. Similarly, 𝑅 ∗ (𝜽) =
can be expressed as 𝑉(𝒉

max

̃ ×𝐴
(𝒔𝟏 ,𝑎1 )∈𝐻

𝑄 ∗ (𝒔𝟏 , 𝑎1 ) is

the target maximum expected total reward. The Bellman’s equation for the Q-function is
̃ 𝒕 , 𝑎𝑡 ) = 𝑟(𝒉
̃ 𝒕 , 𝑎𝑡 ) + 𝛾 max 𝑄𝝓 (𝒉
̃ 𝒕+𝟏 , 𝑎𝑡+1 )
𝑄𝝓 (𝒉
𝑎𝑡+1

Value iteration with Q-learning estimates the Q-function of the optimal policy but
there is no explicit policy. It also has a broad support for policy that generates the sample
episodes. In general, samples generated from any policy can be used in the estimation.
Implementing the Q-function value iteration in practice is also similar to the state
value iteration implementation as both methods are based on looking ahead to future
events, computing a backed-up value, and then using it as an update target for a value
function. For most real-world problems formulated as a POMDP, neither value function
is analytically tractable due to the unknown process dynamics and large state space (curse
of dimensionality). There are two ways to solve the problem. One is to make strong
assumptions on the process or specify ad-hoc specifications for the value function,
usually based on substantial domain knowledge. The other is to use a function
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approximator for the value function. Different algorithms and heuristics have been
developed in both ways or even a mix. The deep Q-learning network algorithm employs a
deep neural network parametrized by 𝝓 to approximate the Q-function. The main
advantage of DQN over other heuristics is that it requires no domain knowledge and is
model-free with full flexibility. It is proven to achieve near-optimal results in many other
settings such as control problems (Bakker, 2002), spoken dialogue system (Deng et al.,
2013), AI playing video games (Hausknecht & Stone, 2015; Mnih et al., 2015), and text
games (Narasimhan et al., 2015). Details of this second part will be discussed in section
4.4.2.
4.4.1

GRU for the Prediction Part
In this section, we elaborate on GRU as the first part of our tandem neural

network structure for representing the unknown underlying process and making
predictions. In summary, the gated recurrent unit explicitly accounts for the long-term
dependency via approximating the 𝑓(∙) function, and represents the underlying process in
a model-free way that does not attempt to learn the process dynamics 𝑃𝑗ℎ𝑘 =
̃ 𝒊𝒕 = 𝒉, 𝑎𝑖𝑡 = 𝑘) explicitly. As a model-free approach, it is less
𝑝𝑠 (𝑠𝑖,𝑡+1 = 𝑗 |𝒉
susceptible to misspecification and improves both the prediction performance, and the
overall performance of our tandem NN model since it serves as the input to the second
part DQN.
GRU builds upon the basic (deep) neural network and the recurrent neural
network. It also has the property of long short-term memory (LSTM). The central idea of
a neural network is to extract linear combinations of the inputs as derived features, and
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then model the target as a nonlinear function (aka. activation function) of these features.
It is a nonlinear statistical model, and some common non-linear activation functions used
in a NN include logit (aka. Sigmoid), hyperbolic tangent (a shifted and scaled version of
logit), and ReLU (a rectifier function 𝑓(𝑥) = 𝑥 + = max(0, 𝑥)). We refer the readers to
Goodfellow et al. (2016) for details. The linear extraction and non-linear activation
happen in an intermediate hidden layer and this process can be repeated for 𝑁 times,
forming a NN with 𝑁 layers. Fitting a (deep) neural network follows the same idea of
fitting any other statistical learning model – finding the parameters that minimize the loss
function/error term. For regression type of problems (continuous outcomes), the classic
sum-of-squared errors is used as the loss function. As always, regularization terms are
added into the loss function to prevent overfitting because a NN with many layers can be
too powerful to approximate any function form and thus leading to overfitting. The
generic approach to minimizing the final loss function is by gradient descent, called backpropagation in this setting. The gradient can be easily derived using the chain rule for
differentiation, which can be computed by a forward and backward sweep over the
network, keeping track only of quantities local to each unit (See Hastie et al., 2009 for a
complete review).
For sequential inputs and models, a recurrent neural network (RNN) is proven to
be appropriate with excellent performance. Sequential inputs are usually correlated and
have dependency. To capture such correlation and dependency, a RNN’s hidden layer
neurons has self-connections so that they possess memory. The input now becomes the
input data and the previous activation results. Goodfellow et al. (2016) offers a
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comprehensive review on RNN. Theoretically, RNN can capture any dependency, no
matter how far in the past it is. However, in practice, RNN often fails when long-term
dependency/memory is required.
To cope with this abovementioned problem, a gated recurrent unit (GRU) is
developed that incorporates memory cells inside the hidden layer neurons and controls
them using gates. Figure 4-4 is a schematic setup of the GRU, where 𝒉𝒕−𝟏 represents the
𝑑-dimension compact history summary vector from last time epoch (which is a hidden
internal state), 𝒙𝒕 represents the current observation (in our case, a 11-dimension vector:
RFM + 8 demographics), and 𝑪𝒕−𝟏 represents another internal state functioning as a
memory on top of 𝒉𝒕−𝟏 . The input comes into the unit from top left, which is the
concatenation of the actual inputs 𝒙𝒕 and the previous internal values 𝒉𝒕−𝟏 , just like in a
RNN, and thus is a vector of size 𝑑 + 11. The four orange circles in the unit are four
gates that each function as an individual neuron consisting of two processes – a linear
extraction of the input and a non-linear activation function. They are called gates because
they outcome values between 0 and 1 by which we can multiply another vector elementwise and gate the values in that vector. If an element in the vector corresponds to a 0 in
the gate outcome, then the element is essentially removed from the vector. Similarly, a 1
means that the element is maintained in the vector, and a value in between means that the
element is modified/updated. At each step, the new contents of the memory will be the
previous contents minus what the unit chooses to forget plus what the unit chooses to
remember from the new inputs. This is what happens in the unit conceptually.
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We now describe in detail how the four gates process the inputs, update the
internal memory, and obtain the new compact history summary vector. The forget gate
returns 𝒇𝒕 = 𝜎(𝑾𝒇 ∙ [𝒉𝒕−𝟏 , 𝒙𝒕 ] + 𝒃𝒇 ) decides what elements to forget by outputting their
corresponding coefficients vector, the input gate returns 𝒙′𝒕 = tanh(𝑾𝒓 ∙ [𝒉𝒕−𝟏 , 𝒙𝒕 ] + 𝒃𝒓 )
decides what would be the effective new information, and the update gate 𝒖𝒕 = 𝜎(𝑾𝒖 ∙
[𝒉𝒕−𝟏 , 𝒙𝒕 ] + 𝒃𝒖 ) decides what old information to update. Then the new internal memory
state 𝑪𝒕 is obtained by multiplying the previous state with the forget gate plus the
effective new inputs multiplied by the update gate. Finally, as 𝑪𝒕 is the sum of two
vectors, the hyperbolic tangent function is used to re-scale and bound its values before
multiplying it with the result gate returns 𝒓𝒕 = 𝜎(𝑾𝒓 ∙ [𝒉𝒕−𝟏 , 𝒙𝒕 ] + 𝒃𝒓 ) to decides what
would be the final result for the new compact history vector 𝒉𝒕 . Given how GRU
functions, we can see that including donor demographic variables in the observation 𝑜
automatically allows the neural network to account for donor heterogeneity – any
demographic variable that stays in 𝒉𝒕 captures heterogeneity on that character.
4.4.2

Evaluations and Results
As mentioned, a good representation of the partially observed process is the

foundation to solve the POHOMDP and it ought to have excellent predictive power for
real-life outcomes. Theoretically GRU can model long-term dependency in each donor’s
interaction history, and thus should improve the prediction performance if there exists
long-term dependency. If long-term dependency is mostly captured by the RFM vector,
other classic statistical models may perform just as well. We therefore need to evaluate
how well different methods represent the unknown underlying process.
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We evaluate the first part prediction performance by comparing the classic metric
root mean squared error (RMSE) of the actual and fitted immediate reward 𝑟𝑡 , on the
hold-out sample. More specifically, we measure two types (individual & aggregated
donation) of out-of-sample RMSE, for 6 models by 2 ways of splitting the insample/hold-out sample. Moreover, the choice of model also affects their corresponding
effective input as only a recurrent neural network can derive the compact history from
sequential inputs. For other models, their effective inputs are simply the vector of donor
characteristics and their current RFM values. Other than our proposed GRU network, the
5 benchmark models are, a count model, a hidden Markov model with three hidden
states, a random forest model, a standard neural network, and a standard recurrent neural
network.
Six Models. Classic count models have been used when the outcome variable (the
immediate reward in our case) only takes on nonnegative integer values. Common count
models include Poisson regression and negative binomial regression. We use the negative
binomial regression (NBR) as one of our benchmarks because NBR is a two-parameter
specification that can capture over-dispersion in the outcome variable, especially in the
case of unobserved heterogeneity. The NB distribution is a mixture of the Poisson
distribution and the Gamma distribution and is thus more flexible than the Poisson
regression. With our panel data structure (donor-month pair), we naturally use the NBR
with fixed effects for the donors and include monthly dummies to control for seasonality.
The covariates in the model include the RFM vector and donor demographics. The NBR
is a standard statistic model that can be easily estimated via maximum likelihood.
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The second benchmark is a hidden Markov model (HMM) similar to the one
documented in Netzer et al. (2008). In sum, the HMM contains two key components. The
first is a dynamic Markov chain transition matrix, whose transition probabilities depends
on time-varying covariates for each donor-time pair. This matrix governs the transitions
between different hidden states. The second component is accounting for heterogeneity.
The HMM incorporates heterogeneity by allowing one parameter in the transition matrix
to vary across individuals but such variation pattern is relatively strict for identification
and estimation purpose. It is technically equivalent to including random-effect parameters
in the transition matrix. The HMM can be estimated via a standard hierarchical Bayes
estimation procedure that employs the Markov chain Monte Carlo (MCMC) sampling
algorithm. Unlike the Markov setup of GRU, the HMM does not consider long-term
dependency. Although the RFM vector is time-varying which allows the transition
probabilities to be dynamic in time, the transition probabilities at each time epoch still
only depends on the current RFM vector, and the current hidden state.
Finally, to compare our GRU neural network with other common machine
learning models, we use a random forest model, a standard NN, and a standard RNN as
benchmarks. A random forest model is a good representation of machine learning models
as it is an ensemble model that is well known for its robustness to overfitting, and thus
often achieves the best performance in many prediction tasks. A random forest model
uses cross-validation to determine the best number of splits in each tree. Each tree in the
forest is built on a sample drawn with replacement (i.e., a bootstrap sample) from the
training data set. In the end, the random forest gives a diver set of trees and averaging
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across them typically yields a better (than regression tree) model. Hastie et al. (2009)
offers a comprehensive review on this model. Using a grid search, we use a model with
500 trees and a minimum node size of 8.
We covered the basic ideas of a standard NN and RNN when describing our GRU
NN. Another advantage of having these two benchmarks is that we can understand the
value of compact history over RFM alone by comparing the performance of the standard
NN and the standard RNN. Similarly, we can understand the value of explicitly
accounting for long-history dependency by comparing the performance of the RNN and
our GRU.
For the NNs, we want their common parameters to be as consistent as possible.
We set the common architecture to be a single hidden layer with 16 neurons with ReLU
activation function. A single hidden layer gives us the best performance as we do not
have high-dimension observation inputs. Recall that the history dependency and compact
belief state is derived within the network, not from the input. For RNN and GRU, we use
8 recurrent blocks/gated-units. In this sense, the RNN represents an 8-order MDP while
GRU can pass along any history it deems valuable thanks to the gated-unit structure.
Goodfellow et al. (2016) also explains the importance of several training parameters and
we follow the common practice to set the training epochs to 50, learning rate to 0.005
with a decay rate of 0.99. An epoch marks a point when each sample in the training set
has been sampled once and a training length of 50 epochs means that each observation
contributed to the gradient update of the neural network 50 times. Using an adaptive
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learning rate (learning rate is multiplied by the decay rate every epoch) is also known to
be helpful for convergence.
Splitting Methods. With our panel data structure, it is possible and interesting to
split the in-sample and hold-out sample in two different ways – by time and by donors.
Splitting by time is the most common practice as in most times, we learn from the past
and make adaptive decisions going forward. Results from splitting by time provide
evidence on how well our proposed neural network structure represent the underlying
process and if it is enough as a decision support tool for making future decisions. On the
other hand, splitting by donors provides us with a different perspective – the validation of
our model on different customer bases. Moreover, by comparing the results of the two
splitting methods with the same model, we can understand our model’s ability in
capturing customer behavior patterns over time versus capturing customers heterogeneity.
Estimation results are tabulated in Table 4-2. Two types of root mean squared
error (RMSE) of the actual and fitted immediate reward 𝑟𝑡 , on the hold-out sample is
measured and used for comparison. We measure both the RMSE of individual donormonth pair’s donation dollar amount, and the RMSE of aggregate monthly donation
dollar amount. The latter one is measured because it is an important performance
indicator for the organization and accurate forecasting on this aggregate level is
appreciated. Note that the individual performance and aggregate performance are not
perfectly correlated – a model with more accurate individual performance may not
necessarily perform the best on the aggregate level, especially in the case where
individual performances are close to each other. This can be seen by comparing the
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Random Forest model and the standard NN model, and is well illustrated in Schweidel
and Knox (2013), who compared the same two metrics in a similar organization-donor
setting. Figure 4-5 displays the observed and predicted aggregate monthly dollar amount
donations on the hold-out sample for all six models.
We can see that our proposed GRU network out-performs other models on both
individual metric and aggregate metric. Most improvements are statistically significant at
0.001 level, except for the difference between Random Forest and the standard NN. This
is not surprising as a simple neural network with a single hidden layer is not expected to
be more powerful than random forest. Comparing the results between the NN and RNN,
we see that the ability to use compact history indeed results in better performance than
using RFM alone. Comparing the results between the RNN and our GRU, we further
confirm that the underlying process has long-term dependency – explicitly account for
long-term dependency via gated units outperforms the standard RNN.
Figure 4-5 illustrates the excellent performance of GRU – the predicted line almost

overlaps with the observed line perfectly. The standard RNN also achieves decent
performance, followed by the random forest model that only under-predicts for December
1994. This is not surprising as it is well documented that machine learning models
usually out-performs traditional statistical models in prediction tasks, at the cost of
having black-box processes that offer little insights. We discuss this tradeoff in section
4.6.
De-correlate inputs & performance. We notice that the compact history inputs
are correlated as each current RFM values is already a summary of past events.
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Correlated inputs do not bias the estimates but increase variance which may negatively
impact the training process and convergence. A simple and classic way to de-correlate
inputs is principal component analysis (PCA), which essentially decomposes correlated
inputs to orthogonal components. We therefore further evaluate the results of our GRU
with inputs pre-processed via PCA first. Table 4-3 compares such result with the results
using GRU alone. The difference between either RMSE is not statistically significant,
confirming that the estimation of the underlying process is not biased with correlated
inputs. Figure 4-6 shows the convergence curve of the out-of-sample individual donation
RMSE over our training process with and without the PCA pre-processing. The two
trends clearly demonstrate that decorrelation improves the training process.
4.4.3

Optimization Problem
In this section, we describe in detail the second part of our tandem neural network

structure that optimizes the POHOMDP with a near-optimal heuristic deep Q-learning
network. In section 4.4, we explain why a state-action value function iteration is the
appropriate method in our POHOMDP setting. We elaborate how the heuristic works and
how it is implemented.
Let us review the notions and equations introduced in section 4.4. In our setting,
with state being equivalent to the compact history summary, the optimization target is the
̃ 𝒕 , 𝑎𝑡 )], achieved by
expected discounted cumulative reward 𝑅(𝜽) = ∑𝑡 𝔼[𝛾 𝑡−1 ∙ 𝑟𝑡 (𝒉
̃𝒕) =
following the optimal policy 𝜋𝜽 . The classic state value function is 𝑉(𝒉
∑𝑇𝑡′ =𝑡 𝔼[𝛾 𝑡

′ −1

̃ 𝑡 ′ , 𝑎𝑡 ′ )|𝒉
̃ 𝒕 ]. It is the expected total reward from a state when
∙ 𝑟(𝒉

following some policy 𝜋 with parameters 𝜃 afterwards. Obviously the optimal reward
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̃ 𝒕 , 𝑎𝑡 ) = ∑𝑇𝑡′ =𝑡 𝔼[𝛾 𝑡 ′ −1 ∙ 𝑟(𝒉
̃ 𝑡 ′ , 𝑎𝑡 ′ )|𝒉
̃ 𝒕 , 𝑎𝑡 ] is a state-action
𝑅(𝜽) = The Q-function 𝑄(𝒉
pair value function that is the expected total reward from taking an action in a state and
following some policy afterwards. The relationship between the state value function and
̃ 𝒕 ) = 𝔼[𝑄 𝜋 (𝒉
̃ 𝒕 , 𝑎𝑡 )]. The Bellman’s equation for the Q-function is
the Q-function is 𝑉(𝒉
̃ 𝒕 , 𝑎𝑡 ) = 𝑟(𝒉
̃ 𝒕 , 𝑎𝑡 ) + 𝛾 max 𝑄𝝓 (𝒉
̃ 𝒕+𝟏 , 𝑎𝑡+1 )
𝑄𝝓 (𝒉
𝑎𝑡+1

Value iteration with Q-learning estimates the Q-function of the optimal policy but
there is no explicit policy. It also has a broad support for policy that generates the sample
episodes. In general, samples generated from any policy can be used in the estimation.
Under the POHOMDP setting, even the Q-function is not analytically intractable,
and we use a deep neural network parametrized by 𝝓 as a function approximator for Q.
The key idea of the Q-learning heuristic is similar to approximate dynamic programming
(ADP) heuristics developed for solving complex MDP with large state/outcome space.
They both consists of several steps, looking ahead to future events, computing a backedup value, and then using it as an update target for a value function. Note that both
algorithms step forward in time, which is in contrast to the backward induction algorithm
used to solve exact small dynamic programming problems. We therefore first start with
the more familiar ADP heuristics for standard value iteration with the V-function. Say an
ADP heuristic approximates the V-function with a function approximator parametrized
by 𝝋. With historical dataset, the iteration process always starts with sampling, just as in
a Bayesian estimation process. We use the common practice Monte Carlo (MC) to
̃ 𝒊 , 𝑎𝑖 , 𝒉
̃ ′𝒊 , 𝑟𝑖 )} (aka. sample path)
sample a batch of size N state-action-next-state pair {(𝒉
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from the training dataset. Note that for notion simplicity, we refer to the next state as
̃ ′𝒊 ≔ 𝒉
̃ 𝒊,𝒕+𝟏. We then choose an optimal action based on the current approximation of the
𝒉
state value function (V), and update the target value function of that state with the
̃ 𝒊 , 𝑎𝑖 ) + 𝛾𝐸[𝑉(𝒉
̃ ′𝒊 )]). Finally, we update the parameters of
resulting value 𝑦𝑖 ← max(𝑟(𝒉
𝑎𝑖

1

̃ 𝒊 ) − 𝑦𝑖 ∥2 ). This
the function approximator for the V-function 𝝋 ← argmin𝝋 (2 ∑𝑖 ∥ 𝑉(𝒉
step involves a difficult minimization problem and is often solved using the stochastic
gradient descent (SGD). Powell (2007) offers a detailed overview on ADP and SGD.
In terms of our Q-learning heuristic, since V-function alone is not sufficient in our
̃ ′ )] with max 𝑄𝝓 (𝒉
̃ ′ , 𝑎′ ). It is an
case, the key idea is to approximate 𝐸[𝑉(𝒉
′
𝑎

approximation because the latter one should really be an expectation when the process is
allowed to be stochastic, but we approximate it with the max from the current sample. In
̃ 𝒊 , 𝑎𝑖 ) + 𝛾 max 𝑄𝝓 (𝒉
̃ ′𝒊 , 𝑎𝑖′ ), and we use SGD
this way, the target is updated as 𝑦𝑖 ← 𝑟(𝒉
′
𝑎

to update the parameters of our function approximator (a neural network) for the Q1
̃ 𝒊 , 𝑎𝑖 ) − 𝑦𝑖 ∥2 ). To see why this heuristic works, the
function 𝝓 ← argmin𝝓 (2 ∑𝑖 ∥ 𝑄𝝓 (𝒉
1

̃ 𝒊 , 𝑎𝑖 ) − 𝑦𝑖 ∥2 is
objective function of the last step minimization process 2 ∑𝑖 ∥ 𝑄𝝓 (𝒉
actually the loss function, denoted as 𝐿(𝝓). Therefore, when 𝐿 = 0, we achieve
̃ , 𝑎) = 𝑟(𝒉
̃ , 𝑎) + 𝛾(max 𝑄𝝓 (𝒉̃′ , 𝑎′ ) is our target optimal Qconvergence and 𝑄𝝓∗ (𝒉
′
𝑎

̃ 𝒕 ) = 1 if 𝑎𝑡 =
function, corresponding to the optimal policy 𝜋 ∗ , where 𝜋 ∗ (𝑎𝑡 |𝒉
̃ 𝑡 , 𝑎𝑡 ) and 0 otherwise. Therefore, the heuristic is repeated many times
argmax𝑎 𝑄𝝓 (𝒉
until certain convergence criteria is met. This is the basis of our Q-learning heuristic.
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There is one last technical modification on it that makes the SGD and the heuristic stable.
These technical details can be found in Appendix F. Heuristic 1 summarizes the final
approximate Q-function value iteration.
Heuristic 1. Approximate Q-function Value Iteration
1. Initiate (only once) or save target neural network parameters 𝜙 ′ ← 𝜙
2. Repeat M times:
̃ 𝒊 , 𝑎𝑖 , 𝒉
̃ ′𝒊 , 𝑟𝑖 )} from the training dataset
a. Sample a batch of size N {(𝒉
b. 𝝓𝒎+𝟏 ← 𝝓𝒎 + 𝛼 ∑𝑖

̃ 𝒊 ,𝑎𝑖 )
𝜕𝑄𝝓𝒎 (𝒉
𝜕𝝓𝒎

̃ 𝒊 , 𝑎𝑖 ) − (𝑟(𝒉
̃ 𝒊 , 𝑎𝑖 ) + 𝛾 max 𝑄𝝓′ (𝒉
̃ ′𝒊 , 𝑎𝑖′ )))
(𝑄𝝓𝒎 (𝒉
′
𝑎

̃ , 𝑎) = 𝑟(𝒉
̃ , 𝑎) +
c. If |𝜙𝑚+1 − 𝜙| < 𝜖, stop and set 𝜙 ∗ = 𝜙𝑚+1 , 𝑄𝝓∗ (𝒉
𝛾(max
𝑄𝝓 (𝒉̃′ , 𝑎′ ). Otherwise, continue.
′
𝑎

3. Return to step 1.

4.5

Results and Evaluations
Now that we have our tandem neural network ready, we can apply it to our CRM

problem and optimizes the expected total reward for the organization for the 33,982
donors over a total of 52 months. Unlike a prediction task, the ultimate purpose of our
tandem neural network structure is the optimization of the total reward. Therefore, the
idea of evaluating only on the hold-out sample does not apply to the evaluation of the
optimization performance. We therefore measure four different metrics for three different
scenarios on the entire sample.
To obtain a complete picture of a customer relationship management strategy in
our setting, we believe four metrics are important, the total donation dollar amount, the
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total solicitation times, the response rate, and the average reward. The latter two metrics
are defined as
response rate=

# of total donation incidences
# of total solicitations

average reward=

Total donation $
# of total solicitations

Besides our tandem neural network structure (GRU + Q-learning model), we use
two other benchmarks, the organization’s current performance, and a greedy/myopic
policy that picks the action maximizing the immediate reward at each decision epoch for
each donor. Recall that the model of the environment is unknown in our setting, which
differentiates our problem from most other POMDP studied in the dynamic programming
literature, and thus many sophisticated model-based approximate dynamic programming
heuristics cannot be applied here to be compared with our heuristic performance. Table
4-4 summarizes the performances of the three cases.

We see that our model significantly improvement the CRM performance by any
measurement. It elicits more donations with fewer solicitations than the other two cases.
This is achieved by the high response rate and average reward, suggesting that our model
sends direct mailings to the right donors at the right times. These results seem to indicate
that on average donors are more likely to donate and donate more if they receive regular
but less frequently mailings.
One concern on the results is the possibility that our heuristic might be simply
picking up and exploiting extreme cases in the dataset. For example, it may find most
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generous donors and keep solicitating them. We thus conduct robustness checks to
investigate if this concern is valid by looking at the distributions of monthly proportion of
donors solicitated, and the total number of solicitations at individual donor level. Table
4-5 gives the summary statistics.

From the first row of Table 4-5, we see that the maximum monthly solicitation
percentage of our model is 95%, comparable to the other cases, suggesting that our model
does not only solicitates to certain donors. Following the same logic, all the other
summary statistics in the upper half are comparable to the other cases and suggests there
is significant variation in the monthly solicitation percentage. The summary statistics of
the total number of solicitations per donor in the second row of Table 4-5 provides us with
more direct evidences on the solicitation patterns of our model than the monthly ones.
Given the consistent results across the aggregate level and individual level, we are
confidence to conclude that our heuristic indeed offers a better CRM strategy and
achieves better performance than the current performance and the greedy policy.
Incorporate cost of actions. Up to this point, we do not consider the cost of the
marketing actions. In most real-world setting, a firm incurs a cost for executing a
marketing action. In our application, the cost of each direct mailing is $0.68. We now
discuss a way to incorporate the cost of direct mailing in our proposed methodology.
Since our proposed tandem neural network structure is an end-to-end black-box, the only
way to incorporate cost is by feeding it with inputs that already incorporated cost. With
our dataset, we find that the minimal non-zero donation 𝑟 + = min(𝑟|𝑟 > 0) = $2 >
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$0.68. Therefore, the updated rewards in the sample are simply shrunk with no change of
sign or order:
𝑟′ = {

𝑟−𝑐 >0
0

if 𝑎 ≠ 𝑎0
if 𝑎 = 𝑎0

In this case, the optimization results from our tandem NN structure would simply
remain the same, except that the nominal predicted rewards would change. The scenario
would become interesting if 𝑐 > 𝑟 + . We could certainly manipulate the cost and assumes
it to be a random number that is greater than $2, say $2.5, and see how the optimization
results change. Note however, doing so shifts our setting from realistic business setting
towards simulation, and the results with 𝑐 = $2.5 should be interpreted with caution as
such cost is probably unrealistic. Table 6 compares the optimization results without cost,
with real cost 𝑐 = $0.68, and with made-up cost 𝑐 = $2.5.
Comparing the results without cost and with real cost, we confirm that the
optimization results indeed remain the same, with the only difference being the nominal
donation amount. The difference between the average donation dollar amount is $0.7.
The error of $0.02 probably comes from intermediate estimation errors in the predicted
state-action pair reward. The results with simulated cost seems to indicate that with the
cost in play, our model takes a conservative approach by solicitating less, and only
solicitates when the expected reward is large enough. This leads to the fewer
solicitations, higher response rate and higher average reward we see in the last column.
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4.6

Generalization to other applications
After describing our setup, methodology, implementation, and results, we discuss

in this section how our methodology may be generalized to other applications. In general,
any operational problem that can be formulated as a general POHOMDP
(𝑆, 𝑂, 𝐴, 𝑃, 𝑇, 𝑅), with unobserved 𝑆 having long-history dependency, and unknown
𝑃 & 𝑇 may benefit from our proposed methodology. We discuss two examples here.
We briefly mentioned how our CRM setup applies to both new and existing
customers in section 4.4, but our specific application is only on existing customers. Here
we describe how our methodology can be easily applied to a specific CRM task –
customer acquisition. As our neural network needs historical data to train on, we assume
that for the customer acquisition task, the firm already has some observations on a pool of
potential customers. The observation can be any interactions between a potential not-yetconverted customer and the firm. For example, the firm may have data on new customers
who visit/register on their website, save some items to a wish-list, but have not made a
purchase yet. It could also be new customers downloading a trial of the firm’s software,
attending a webinar, or sending an inquiry email.
With potential customers, we see that most of the interactions are customerinitiated. As the task is acquiring new customers, the firm will certainly respond to such
interaction with some action, such as assigning a sales representative to follow up with
the customer. That action will then lead to another response from the customer – a
conversation, more inquires, or no response. In this sense, the firm’s action is
automatically linked with a response from the customer, guaranteeing a clear definition of
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observed state variable, action, and reward. Similar to the CRM setting in this study, the
unobserved true state may be the customer’s willingness to buy, which may depend on
their entire interaction history with the firm. Our methodology clearly applies to solving
this type of customer acquisition problem.
Another example is inventory management. The unit analysis in this setting can
be product-store. The unobserved state is the true demand for the next time period that
may well depend on historical demand. For example, in the fashion industry, fashion
trends from years ago sometime circle back, but the difficulty is that the cycle length is
dynamic and hard to predict. The firm has information on product and store characters,
and the realized sales from last period. The firm needs to decide the inventory to purchase
for each product-store for the next period, and the realized profit would be the immediate
reward. Our methodology also applies to this type of problems.

4.7

Discussion and Conclusion
In this study, we leverage recent advancement in machine learning techniques to

optimizes customer relationship management, modelled as a partially observed highorder Markov decision process. We propose a novel tandem neural network structure that
can contend the challenging POHOMDP optimization problem computationally and
achieves great performance on a real-world business problem. Moreover, our
methodology requires minimal assumptions and therefore applies to many other business
settings that can be formulated as a POHOMDP problem.
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To summarize, our tandem NN first uses a gated recurrent unit to learns and
represents the partially observed unknown underlying process that outperforms extant
models in predictive power. This is the key foundation for the optimization problem when
the model of the environment is unknown.
The model-free gated recurrent neural network is directly used as the input to
another neural network that optimizes the expected long-term reward. It achieves this
using the approximate Q-function value iteration heuristic where the state-action pair
value function (Q-function) is approximated by a deep neural network. Our model is
applied on a real-world dataset containing CRM data between a non-profit organization
and their donor bases. The final results of our model suggest statistically significant
improvement over the organization’s current performance and a greedy heuristic. Our
model therefore provides an example of combining advanced machine learning
techniques with dynamic programming to solve difficult optimization problems like
POHOMDP where classic DP algorithms fall short due to the curse of dimensionality.
As any other studies, our model has certain limitations. The most significant one
is the long-criticized limitation of general machine learning techniques – lack of
interpretation. Indeed, our model gives only near-optimal action recommendations
without any managerial insights on the unknown customer relationship dynamics.
However, the interpretation of such dynamics is also constrained by its specific context
and the purpose of prediction. The purpose of the first part prediction problem is to have
a great foundation for the POHOMDP CRM problem and thus the prediction
performance is paramount, while interpretation is only secondary. In fact, extant literature
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has already studied and presented ways of interpreting and offering qualitative insights on
CRM dynamics as discussed in our literature review. The purpose of this study is to
provide a framework that is capable of optimizing the challenging customer relationship
management optimization problem formulated as an POHOMDP. Our model serves this
purpose and can offer customized direct decision recommendations for each customer at
each decision epoch.
As literature in artificial intelligence proliferates and starts to collaborate more
with fields like economics, information system, and operations research, there is a
potential for researchers to explore the interdisciplinary opportunities. We expect future
researches bring theoretical frameworks and applications from machine learning
techniques and operations research together to tackle currently intractable but practical
problems that scales to real-world applications, and make firms operate more efficiently.
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Table 4-1 Distribution of Each Donor’s Total Donation Incidences

# of Donations Freq. Percent Cum.
0
579
1.7%
1.7%
1
4,356 12.8% 14.5%
2
4,996 14.7% 29.2%
3
5,229 15.4% 44.6%
4
4,683 13.8% 58.4%
5
3,694 10.9% 69.3%
6
2,829
8.3% 77.6%
7
2,089
6.1% 83.7%
8
1,772
5.2% 89.0%
9
1,638
4.8% 93.8%
10
1,317
3.9% 97.6%
11
332
1.0% 98.6%
12
340
1.0% 99.6%
14
94
0.3% 99.9%
>=15
34
0.1%
100%
Total
33,982 100%
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Table 4-2 RMSE of Individual and Aggregate Donation Dollar Amount for All Six Models by Two
Splitting Methods on Hold-Out Sample
Metric \ Model

Split by Time

Split by Donor

Naïve Count
HMM Model
Model

Random
Forest

NN

RNN

GRU

Effective Input

RFM

RFM

RFM

RFM

compact
history

compact
history

Donation $ RMSE

6.25

4.68

3.85

3.62

2.73

1.67

Aggregate monthly
donation $ RMSE

21851

11240

7348

8282

1530

439

Donation $ RMSE

5.42

3.77

2.98

2.96

2.14

1.07

Aggregate monthly
donation $ RMSE

14152

8346

1947

1731

1202

173
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Table 4-3 Comparison of RMSE of GRU with PCA versus GRU alone

Metric \ Model
Compact history

GRU
Correlated

GRU + PCA
De-correlated

Donation $ RMSE

1.67

1.61

Aggregate monthly
donation $ RMSE

439

673
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Table 4-4 Four Performance Metrics of the Current Practice, the Greedy Policy and the GRU + Q-learning
Model on the Entire Sample

Metric \ Model
Total Donation
Total Solicitations
Response Rate
Average Reward

Current Performance Greedy Policy (Myopic)
$1,504,112
$1,701,791
456,551
586,824
32.6%
25.6%
3.3
2.6
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GRU + Q-learning
$1,916,841
391,192
41.2%
4.9

Table 4-5 Distributions of Monthly Solicitation Percentage and the Total Number of Solicitations per
Donor

Monthly
Solicitation %
Total # of
Solicitations
Per Donor

Metric \ Model Current Performance Greedy Policy (Myopic) GRU + Q-learning
Min
1.3%
8.8%
0.9%
Mean
27%
33%
22%
Max
99%
100%
95%
Std. Dev.
30%
29%
33%
Min
9
11
7
Mean
13.4
17.2
11.5
Max
15
21
15
Std. Dev.
1.62
1.59
1.74
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Table 4-6 Optimization Results without Cost, with Real Cost, and with Made-Up Cost
Metric \ Model
GRU+Q-learning No Cost
Total Donation Incidents
161171
Total Solicitations
391192
Response Rate
41.2%
Total Donation $
$1,916,841
Average Reward
4.9
Average Donation $
$11.89

With Actual Cost = $0.68
161171
391192
41.2%
$1,804,021
4.6
$11.19
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With Simulated Cost = $2.5
158531
304260
52.1%
$1,723,441
5.7
$10.87
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Figure 4-1 Observed Donation Behavior Aggregated at Monthly Level
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Figure 4-2 Observed Solicitation Pattern at Monthly Level
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Figure 4-3 A Tandem Neural Network Structure with a 1st Part GRU (in Blue) and a 2nd Part DQN (in
Orange)
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Figure 4-4 A Gated Recurrent Unit with a Forget Gate (f), an Update Gate (u), an Effective Input Gate
(x^'), and a Result Gate (r)
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Figure 4-5 Observed and Predicted Aggregate Monthly Donation Dollar Amount on Hold-Out Sample
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Figure 4-6 Convergence of Out-of-Sample Individual RMSE over Training Epochs with and without PCA
Pre-Processing
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5

Appendices

Appendix A. Robust Content Extraction with the Help of Amazon Mechanical Turk
Following best-practices in the literature, we employ the following strategies to improve
the quality of classification by the Turkers in our study.
For each message, at least 5 different Turkers’ inputs are recorded. We obtain the final
classification by a majority-voting rule.
We restrict the quality of Turkers included in our study to comprise only those with at
least 100 reported completed tasks and 97% or better reported task-approval rates.
In order to incentivize workers, we awarded additional bonuses of $2-$5 to the top 20
workers with exceptional accuracy and throughput.
On average, we found that message tagging took about 1 ½ minute and it typically took at
least 15 seconds or more to read the message and the questions. We defined less than 15
seconds to be too short and discarded any message tags with completion times shorter
than that duration to filter out inattentive Turkers and automated programs.
Once a Turker tags more than 100 messages, a couple of tagged samples are randomly
picked and manually examined for quality and performance. This process identified 14
high-volume Turkers who completed all surveys in less than 10 seconds and tagged
several hundreds of messages. We concluded these were unqualified workers (some are
automated programs). These results were dropped, and the Turkers “hard blocked” from
the survey, via the blocking option provided in AMT.
We believe our methodology for content-classification has strong external validity. The
classification task that we serve to the AMT Turkers in our study is relatively simpler
than the more complex tasks for which AMT-based data have been employed
successfully in the literature. The existing AMT literature (Snow et al. 2008; Ipeirotis et
al. 2010; Paolacci et al. 2010) shows that combining results from a few Turkers can
produce data equivalent in quality to that of expert labelers for a variety of text tagging
tasks. Finally, evaluating AMT based studies, Buhrmester et al. (2011) concludes that (1)
Turkers are demographically more diverse than regular psychometric studies samples,
and (2) the data obtained are at least as reliable as those obtained via traditional methods
as measured by psychometric standards such as Cronbach’s Alpha, a commonly used
inter-rater reliability measure.
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Survey Form Used on Amazon Mechanical Turk
We are interested in identifying and classifying social media messages based on their
contents. Please read the following short message posted on a social media site and
answer the following questions. Thank you.
{Message Content}
1: Does the message mention colors in a fashion context? (Yes/No)
2: What is the fashion context where the color is mentioned?
(Outerwear/Underwear/Shoes/Bags/Accessories/Others)
If others, please specify the context in the following box _____
3: What is the author's attitude towards the color mentioned in this message?
(Positive/Neutral/Negative)
4: Does the message advertises/advocates any product? (Yes/No)
If yes, is the product currently available or an item displayed in a fashion show?
(Available/Fashion Show)
5: Does the message offers any type of discounts e.g., deals, coupons, promotional offers,
rewards, free items, sweepstakes? (Yes/No)
6: Please type ALL the keywords that enable you to make all the above judgements,
separated by SPACE ______
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Appendix B. Deduction of Equation (3)
The likelihood function consisting of a product of individual contributions:
𝐿𝑖 (𝛼, 𝛽1 , 𝛽2 | 𝑦𝑖1 , 𝑦𝑖2 , 𝑥𝑖1 , 𝑥𝑖2 ) = 𝑃(𝑦𝑖1 , 𝑦𝑖2 | 𝑥𝑖1 , 𝑥𝑖2 ) = 𝑃(𝑦𝑖1 | 𝑥𝑖1 , 𝑦𝑖2 )𝑃(𝑦𝑖2 | 𝑥𝑖2 )
Note that the subscript 𝑖 is each observation, not an agent. The second part of the
likelihood is simply a probit for 𝑦2 , which we obtain by fitting a multinomial probit
choice model with some adjustments. The first part is given as:
𝑃(𝑦𝑖1 = 1 | 𝑥𝑖1 , 𝑦𝑖2 = 1) = 𝑃(𝑎𝑦𝑖2 + 𝒙𝒊𝟏 𝛽1 + 𝜀𝑖1 > 0 | 𝜀𝑖2 > −𝒙𝒊𝟐 𝛽2 )
∞

= ∫−𝑥

𝑎𝑦𝑖2 +𝒙𝒊𝟏 𝛽1 +𝜌𝜀𝑖2

2 𝛽2

Φ(

√1−𝜌2

𝜙(𝜀2 )

) Φ(𝒙

𝒊𝟐 𝛽2 )

𝑑𝜀𝑖2

(4)

Even though precise procedures for evaluation of (4) exist, they are often timeconsuming and computationally intensive, especially when 𝜌 approaches one. Both
drawbacks are mitigated by the approximation of equation (3):
𝜙(𝒙 𝛽 )

P(𝑎𝑦𝑖2 + 𝒙𝒊𝟏 𝛽1 + 𝜀𝑖1 > 0 | 𝜀2 > −𝒙𝟐 𝛽2 ) ≈ Φ (𝑎𝑦𝑖2 + 𝒙𝒊𝟏 𝛽1 + 𝜌 Φ(𝒙𝒊𝟐 𝛽2 ))

(3)

𝒊𝟐 2

This approximation comes from the properties of the normal model:
𝐸(𝑦1∗ | 𝑦2∗ > 0) = 𝛼𝑦𝑖2 + 𝑥𝑖1 𝛽1 + 𝜌𝐸(𝜀2 | 𝜀2 > −𝑥𝑖2 𝛽2 ) = 𝛼𝑦𝑖2 + 𝒙𝒊𝟏 𝛽1 + 𝜌

𝜙(𝒙𝒊𝟐 𝛽2 )
Φ(𝒙𝒊𝟐 𝛽2 )

where the two latent variables 𝑦1∗ = 𝛼𝑦𝑖2 + 𝒙𝒊𝟏 𝛽1 + 𝜀𝑖1 , 𝑦2∗ = 𝒙𝒊𝟐 𝛽2 + 𝜀𝑖2. The two
estimated latent variables are the heckit-correction terms in the economic literature, first
developed by Heckman (1976). This leverages the latent variable motivation of the probit
model, which we elaborated in section 5.1.
We provide some background on the probit model to supplement section 5.1. A probit
model is a popular specification for a binary, or multinomial response model. Suppose a
response variable Y is binary and its value depends on a vector of regressors X, the probit
model takes the form
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Pr(𝑌 = 1 | 𝑋) = Φ(𝛽𝑋)
where Φ is the cumulative distribution function (CDF) of the standard normal
distribution. The probit model can also be motivated as a latent variable model. Suppose
there exists an auxiliary random variable 𝑌 ∗ = 𝛽𝑋 + 𝜖, where 𝜖~𝑁(0, 1). Then Y can be
viewed as an indicator for whether this latent variable is positive:
𝑌={

𝑌∗ > 0
1
1 −𝜖 < 𝛽𝑋
={
0 Otherwise
0 Otherwise

The assumed error term distribution is the only different between a logit and a probit
model, and it is also the advantage that a probit model has over a logit one. The use of the
standard normal distribution causes no loss of generality compared with using an
arbitrary extreme value distribution as in a logit model. This property is also the key
reason why our bivariate probit model estimation is robust to model misspecification.
The two models are equivalent as
Pr(𝑌 = 1 | 𝑋) = Pr(𝑌 ∗ > 0) = Pr(𝛽𝑋 + 𝜖 > 0) = Pr(𝜖 > −𝛽𝑋) = Pr(𝜖 < 𝛽𝑋)
= Φ(𝛽𝑋)
In other words, 𝛽𝑋 = Φ−1 (𝑃), where Φ−1 is the inverse function of the CDF of the
standard normal distribution, representing the probit transformation of the probability,
also known as the probit link function.
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Appendix C. Estimated Coefficients and AME of the First-Stage Model
Logit Specification
(1a)
(1b)
Model
#1 "Monotasking"
Discretion Choices
(multinomial taking 4 values) Coefficients
AME
workload_own_started
Workloadrelated

Peer Effect

workload_unstarted_total

0.10%*

workload_team_started

0.45%**

workload_team_unstarted

0.03%*

staff_ability

-0.16%

team_perf

-0.04%

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break
SimilarTask

Instrumental
Variables

-8.76%***

-26.30%***
-2.01%***
49.16%***
19.69%***

BeforeMeeting

8.59%*

LaggedBreakCount

0.21%*

LaggedMonoCount

0.17%***

LaggedMultiCount

0.07%

LaggedSwitchCount

-0.49%***

Constant

(2a)
(2b)
(3a)
(3b)
LOGIT Average Marginal Effects (AME)
#2 "Break"
#3 "Multitasking"
Coefficients
AME
Coefficients
AME
0.715***
3.89%***
(0.0515)
-0.00413
-0.01%
(0.00507)
-0.0506** -0.31%**
(0.0159)
0.00110
0.01%
(0.00174)
0.0465
0.34%
(0.0721)
-0.00591
-0.05%
(0.00413)
0.967***
2.47%*
(0.173)
0.214***
1.26%***
(0.0405)
-10.02*** -68.70%***
(0.535)
-3.399*** -22.18%***
(0.169)
-2.825*** -20.32%***
(0.541)
-0.0216*
-0.13%*
(0.0102)
-0.0139*** -0.07%**
(0.00335)
0.00161
0.03%
(0.0065)
0.0298*
0.14%*
(0.0117)
-2.828**
(0.891)

Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Observations
Log Likelihood
*** p<0.001, ** p<0.01, * p<0.05

1.216*** 2.18%***
(0.0898)
-0.0140
-0.02%
(0.00853)
-0.0603*
-0.13%
(0.0277)
-0.00865** -0.02%*
(0.00306)
0.118
0.39%
(0.110)
0.0204**
0.04%*
(0.00670)
5.436*** 10.21%***
(0.151)
-0.0156
-0.35%*
(0.0637)
1.333*
3.63%**
(0.528)
5.836*** 19.08%***
(0.568)
2.418**
5.75%**
(0.801)
-0.0262
-0.05%
(0.0190)
-0.0162**
-0.02%*
(0.00504)
-0.0111** -0.01%**
(0.00498)
0.0752*** 0.13%**
(0.0154)
-19.63***
(1.587)

YES
YES
53,962
-29200.98
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(4a)

(4b)

#4 "Switching"
Coefficients
AME
0.825***
2.70%***
(0.0550)
-0.0143*
-0.06%
(0.00611)
-0.0213
-0.01%
(0.0178)
-0.00644**
-0.03%*
(0.00207)
-0.0696
-0.57%
(0.0778)
0.0116*
0.05%
(0.00474)
3.652*** 13.63%***
(0.138)
0.220***
1.10%***
(0.0429)
1.654*** 15.91%***
(0.337)
-2.166*** -16.58%***
(0.184)
1.154*
5.99%**
(0.576)
-0.0135
-0.03%
(0.0133)
-0.0187*** -0.08%***
(0.00356)
-0.0174**
-0.09%*
(0.00676)
0.0584*** 0.22%***
(0.0112)
-4.223***
(1.068)

Probit Specification
(1a)
(1b)
Model
#1 "Monotasking"
Discretion Choices
(multinomial taking 4 values) Coefficients
AME
workload_own_started
Workloadrelated

workload_unstarted_total
workload_team_started

Peer Effect

-9.20%***
0.11%*
0.48%***

workload_team_unstarted

0.03%*

staff_ability

-0.14%

team_perf

-0.05%

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break
SimilarTask
BeforeMeeting
LaggedBreakCount
Instrumental
Variables LaggedMonoCount

-29.18%***
-2.25%***
48.60%***
19.25%***
6.90%**
0.22%*
0.18%***

LaggedMultiCount

0.08%

LaggedSwitchCount

-0.53%***

Constant

(2a)
(2b)
(3a)
(3b)
PROBIT Average Marginal Effects (AME)
#2 "Break"
#3 "Multitasking"
Coefficients
AME
Coefficients
AME
0.565***
3.98%***
(0.0360)
-0.00356
-0.01%
(0.00378)
-0.0394*** -0.32%**
(0.0117)
0.000765
0.02%
(0.00127)
0.0300
0.31%
(0.0521)
-0.00402
-0.05%*
(0.00300)
0.787***
1.79%*
(0.107)
0.176***
1.35%***
(0.0298)
-7.707*** -72.09%***
(0.324)
-2.642*** -23.29%***
(0.119)
-2.148*** -21.52%***
(0.376)
-0.0174*
-0.14%*
(0.00817)
-0.0110*** -0.08%***
(0.00245)
0.000366
0.02%
(0.0047)
0.0258**
0.16%*
(0.00834)
-2.207***
(0.631)

Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Observations
Log Likelihood
*** p<0.001, ** p<0.01, * p<0.05

0.867***
(0.0565)
-0.0106
(0.00554)
-0.0476**
(0.0183)
-0.00665***
(0.00200)
0.107
(0.0720)
0.0163***
(0.00439)
4.091***
(0.0964)
0.00877
(0.0405)
0.894**
(0.341)
4.580***
(0.349)
1.954***
(0.479)
-0.0197
(0.0125)
-0.0110***
(0.00333)
-0.00574**
(0.00219)
0.0548***
(0.0105)
-15.24***
(1.046)

YES
YES
53,962
-28720.01
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2.27%***
-0.02%
-0.15%*
-0.02%*
0.53%
0.05%**
11.48%***
-0.35%*
4.14%**
22.95%***
7.11%***
-0.06%
-0.02%*
0.00%**
0.14%**

(4a)

(4b)

#4 "Switching"
Coefficients
AME
0.622***
2.95%***
(0.0360)
-0.0110**
-0.07%*
(0.00402)
-0.0173
-0.01%
(0.0121)
-0.00439**
-0.03%*
(0.00137)
-0.0542
-0.70%
(0.0521)
0.00891**
0.05%*
(0.00317)
2.863*** 15.91%***
(0.0897)
0.176***
1.24%***
(0.0303)
1.201*** 19.36%***
(0.232)
-1.661*** -18.91%***
(0.125)
0.947*
7.51%*
(0.379)
-0.0104
-0.03%
(0.00285)
-0.0145*** -0.09%***
(0.00241)
-0.0130** -0.10%**
(0.00459)
0.0437*** 0.24%***
(0.00777)
-3.294***
(0.691)

Appendix D. Estimated Coefficients and AME of the Second-Stage Model

Model:
Dependent Variable:
workload_own_started
Workloadrelated

workload_unstarted_total
workload_team_started
workload_team_unstarted

Peer Effect

staff_ability
team_perf

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break
take_break
Discretionary switch_task
Decisions
multitasking
Decisions Instrumented &
Correction Terms
Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Other Control Variables
Observations
Log Likelihood
*** p<0.001, ** p<0.01, * p<0.05

(1a)
(1b)
Hazard with IV (Probit)
Task_Complete (binary)
Coefficients
AME
-0.193***
(0.0272)
-0.00133
(0.00191)
0.00629
(0.00696)
-0.00182**
(0.000697)
-0.00476
(0.0298)
-0.000131
(0.00173)
-0.0700*
(0.0350)
0.0624**
(0.0192)
-0.513**
(0.157)
0.664***
(0.0433)
0.433***
(0.0651)
0.23***
(0.0451)

-17.6%***
-0.1%
0.6%
-0.2%**
-0.5%
0.0%
-6.8%*
6.4%**
-40.1%**
94.3%***
54.2%***
25.9%***

(2a)
(2b)
Hazard Model (No IV)
Task_Complete (binary)
Coefficients
AME
-1.084***
(0.0410)
0.00131
(0.00295)
0.0151
(0.00972)
-0.00108
(0.00105)
0.0237
(0.0432)
-0.00382
(0.00258)
-0.151**
(0.0509)
0.128***
(0.0331)
-0.794**
(0.258)
-0.143*
(0.0656)
0.338**
(0.115)
-0.708***
(0.116)

-66.2%***
0.1%
1.5%
-0.1%
2.4%
-0.4%
-14.0%**
13.7%***
-54.8%**
-13.3%*
40.2%**
-50.7%***

YES

NO

YES
YES
YES
53,962
-5863.42

YES
YES
YES
53,962
-8567.83
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Appendix E. Model Validation and Robustness Check
Model:
Dependent Variable:
workload_own_started
Workloadrelated

workload_unstarted_total
workload_team_started
workload_team_unstarted

Peer Effect

staff_ability
team_perf

Scheduled after_meeting
Interruptions
interruptions
Active
Interruptions after_own_break
take_break
Discretionary switch_task
Decisions
multitasking
Decisions Instrumented &
Correction Terms
Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Other Control Variables
Observations
Log Likelihood
*** p<0.001, ** p<0.01, * p<0.05

(1a)
(1b)
Hazard with IV (Probit)
Task_Complete (binary)
Coefficients
AME
-0.193***
(0.0272)
-0.00133
(0.00191)
0.00629
(0.00696)
-0.00182**
(0.000697)
-0.00476
(0.0298)
-0.000131
(0.00173)
-0.0700*
(0.0350)
0.0624**
(0.0192)
-0.513**
(0.157)
0.664***
(0.0433)
0.433***
(0.0651)
0.23***
(0.0451)

-17.6%***

(2a)

(2b)
2SLS
Ln(Task_Duration)
Coefficients
AME
avg_workload_started

19.5%***

6.4%**

0.195***
(0.0187)
7.68e-05
(0.00188)
-0.0154
(0.00790)
0.00147*
(0.000729)
0.00574
(0.00378)
0.00246
(0.00184)
0.0743*
(0.0305)
N/A

-40.1%**

N/A

N/A

-0.325*
(0.129)
-0.758***
(0.141)
-0.364***
(0.0768)

-32.5%*

-0.1%

avg_workload_unstarted

0.6%

avg_workload_team_start

-0.2%**

avg_workload_team_queue

-0.5%

staff_ability

0.0%

team_perf

-6.8%*

meeting_overlap_duration

94.3%***

total_breaks

54.2%***

total_switches

25.9%***

total_multitasks

YES

Decision Instrumented

YES
YES
YES
53,962
-5863.42

Agent-Task Fixed Effects
Day-of-Week Fixed Effects
Other Control Variables
Observations
R Square
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0.00768%
-1.54%
0.147%*
0.574%
0.246%
7.43%*
N/A

-75.8%***
-36.4%***

YES
YES
YES
YES
2,871
0.7034

Appendix F. Details on Heuristic 1
Here we first explains how to solve the minimization problem in step 3 of heuristic 1
solved by stochastic gradient descent. The objective function (also the loss function):
𝐿(𝜙) =

1
∑ ∥ 𝑄𝜙 (ℎ̃𝑖 , 𝑎𝑖 ) − 𝑦𝑖 ∥2
2 𝑖

1

= 2 ∑𝑖 ∥ 𝑄𝜙 (ℎ̃𝑖 , 𝑎𝑖 ) − (𝑟(ℎ̃𝑖 , 𝑎𝑖 ) + 𝛾 max
𝑄𝜙 (ℎ̃𝑖′ , 𝑎𝑖′ )) ∥2 .
′
𝑎

To find the parameters 𝜙 that minimizes 𝐿, the stochastic gradient descent updates 𝜙 as
follow:
𝜙 ← argmin𝜙 (L(𝜙))
⇒𝜙 ←𝜙+𝛼

⇒ 𝜙 ← 𝜙 +𝛼∑

𝜕𝐿(𝜙)
𝜕𝜙

𝜕𝑄𝜙 (ℎ̃𝑖 , 𝑎𝑖 )
(𝑄𝜙 (ℎ̃𝑖 , 𝑎𝑖 ) − (𝑟(ℎ̃𝑖 , 𝑎𝑖 ) + 𝛾 max
𝑄𝜙 (ℎ̃𝑖′ , 𝑎𝑖′ )))
′
𝑎
𝜕𝜙
𝑖

This, however creates an unstable problem in the gradient descent. As we update
the target parameters 𝜙 in each iteration, the repression (𝑟(ℎ̃𝑖 , 𝑎𝑖 ) + 𝛾 max
𝑄𝜙 (ℎ̃𝑖′ , 𝑎𝑖′ ))
′
𝑎

which is part of the function to which the SGD is applied is always changing as 𝜙 keeps
changing. We therefore add an additional outer-loop step to save the previous parameter
values of 𝜙, and only update this reserved value infrequently. In this way, the target of the
SGD don’t change in every inner loop iteration. This leads us to the final approximate Qlearning iteration heuristic.

170

6

BIBLIOGRAPHY

Allon, G., Federgruen, A., & Pierson, M. (2011). How much is a reduction of your
customers' wait worth? An empirical study of the fast-food drive-thru industry based
on structural estimation methods. Manufacturing & Service Operations
Management, 13(4), 489-507.
Allon, G., & Zhang, D. J. (2015). Managing service systems in the presence of social
networks. Working Paper
Anand, K. S., Paç, M. F., & Veeraraghavan, S. (2011). Quality–speed conundrum: Tradeoffs in customer-intensive services. Management Science, 57(1), 40-56.
Angrist, J. D., & Pischke, J. S. (2009). Mostly harmless econometrics: An empiricist’s
companion. Princeton Univ Pr.
Arendt, J. N., & Holm, A. (2006). Probit models with binary endogenous regressors
(working paper 4/2006).
Bakker, B. (2002). Reinforcement learning with long short-term memory. In Advances in
neural information processing systems (pp. 1475-1482).
Beeftink, F., Van Eerde, W., & Rutte, C. G. (2008). The effect of interruptions and
breaks on insight and impasses: do you need a break right now?. Creativity Research
Journal, 20(4), 358-364.
Bendoly, E., Swink, M., & Simpson, W. P. (2014). Prioritizing and monitoring
concurrent project work: Effects on switching behavior. Production and Operations
Management, 23(5), 847-860.
Berger, J. (2014). Word of mouth and interpersonal communication: A review and
directions for future research. Journal of Consumer Psychology, 24(4), 586-607.
Berman, O., Larson, R. C., & Pinker, E. (1997). Scheduling workforce and workflow in a
high volume factory. Management Science, 43(2), 158-172.
Berry Jaeker, J. A., & Tucker, A. L. (2016). Past the point of speeding up: The negative
effects of workload saturation on efficiency and patient severity. Management
Science, 63(4), 1042-1062.
Bertsekas, D. P. (2007). Dynamic programming and optimal control (Vol. 1, No. 2).
Belmont, MA: Athena scientific.
Bliese, P. D., & Ployhart, R. E. (2002). Growth modeling using random coefficient
models: Model building, testing, and illustrations. Organizational Research
Methods, 5(4), 362-387.
Bray, R. L., Coviello, D., Ichino, A., & Persico, N. (2016). Multitasking, Multiarmed
Bandits, and the Italian Judiciary. Manufacturing & Service Operations
Management, 18(4), 545-558.
Buhrmester, M., Kwang, T., & Gosling, S. D. (2011). Amazon's Mechanical Turk: A new
source of inexpensive, yet high-quality, data?. Perspectives on psychological
science, 6(1), 3-5.
Buser, T., & Peter, N. (2012). Multitasking. Experimental Economics, 15(4), 641-655.
Centola, D. (2010). The spread of behavior in an online social network experiment.
Science, 329(5996), 1194-1197.
Chan, T. Y., Li, J., & Pierce, L. (2014). Compensation and peer effects in competing
sales teams. Management Science, 60(8), 1965-1984.
171

Chintagunta, P. K. (1992). Estimating a multinomial probit model of brand choice using
the method of simulated moments. Marketing Science, 11(4), 386-407.
Cho, K., Van Merriënboer, B., Gulcehre, C., Bahdanau, D., Bougares, F., Schwenk, H.,
and Bengio, Y. (2014). Learning phrase representations using RNN encoderdecoder for statistical machine translation. arXiv preprint arXiv:1406.1078.
Christakis, N. A., & Fowler, J. H. (2007). The spread of obesity in a large social network
over 32 years. New England Journal of Medicine, 357(4), 370-379.
Cialdini, R. (2001), Influence: Science and Practice. Needham Heights, MA: Allyn and
Bacon
Clemons, E. K., Gao, G. G., & Hitt, L. M. (2006). When online reviews meet
hyperdifferentiation: A study of the craft beer industry. Journal of Management
Information Systems, 23(2), 149-171.
Cohen, M. A., Ho, T. H., Ren, Z. J., & Terwiesch, C. (2003). Measuring imputed cost in
the semiconductor equipment supply chain. Management Science, 49(12), 16531670.
Cox, D. R. (1992). Regression models and life-tables. In Breakthroughs in statistics (pp.
527-541). Springer, New York, NY.
Crum, C. (2015). How shoppers use twitter during the buying process. Retrieved from
http://www.webpronews.com/how-shoppers-use-twitter-during-the-buying-process2015-03
Cui, R., Gallino, S., Moreno, A., & Zhang, D. J. (2017). The operational value of social
media information. Production and Operations Management.
Deng, L., & Yu, D. (2014). Deep learning: methods and applications. Foundations and
Trends® in Signal Processing, 7(3–4), 197-387.
Daniels, A. H. (1951). Fashion merchandising. Harvard Business Review, 29(3), 51-60.
Fader, P. S., Hardie, B. G., & Lee, K. L. (2005). RFM and CLV: Using iso-value curves
for customer base analysis. Journal of Marketing Research, 42(4), 415-430.
Fader, P. S., Hardie, B. G., & Shang, J. (2010). Customer-base analysis in a discrete-time
noncontractual setting. Marketing Science, 29(6), 1086-1108.
Fashion Week Online. (2016). When Is Fashion Week? Retrieved from
http://fashionweekonline.com/when-is-fashion-week
Fateh, A. (2017). How Social Media Is Changing Fashion? Retrieved from
https://www.huffingtonpost.com/entry/how-social-media-is-changingfashion_us_587edd29e4b06a0baf64918f
Ferreira, K. J., Lee, B. H. A., & Simchi-Levi, D. (2015). Analytics for an online retailer:
Demand forecasting and price optimization. Manufacturing & Service Operations
Management, 18(1), 69-88.
Finerman, W. (Producer), & Frankel, D. (Director). (2006). The Devil Wears Prada
[Motion picture]. United States: Twentieth Century Fox Film Corporation.
Fisher, M. L., Hammond, J. H., Obermeyer, W. R., & Raman, A. (1994). Making supply
meet demand in an uncertain world. Harvard business review, 72, 83-83.
Fisher, M., & Raman, A. (1996). Reducing the cost of demand uncertainty through
accurate response to early sales. Operations Research, 44(1), 87-99.
172

Fisher, M., Rajaram, K., & Raman, A. (2001). Optimizing inventory replenishment of
retail fashion products. Manufacturing & service operations management, 3(3), 230241.
Fisher, M., & Vaidyanathan, R. (2014). A demand estimation procedure for retail
assortment optimization with results from implementations. Management
Science, 60(10), 2401-2415.
Fisher, M., Glaeser, C. K., and Su, X. (2016). Optimal Retail Location: Empirical
Methodology and Application to Practice.
Fisher, M., Gallino, S., and Netessine, S., Does Online Training Work in Retail? (October
21, 2017). INSEAD Working Paper No. 2015/76/TOM/ACGRE. Available at SSRN:
https://ssrn.com/abstract=2670618
Freeman, H. (2014). Why is so little space given to menswear? Too few men care.
Retrieved from https://www.theguardian.com/fashion/2014/sep/22/little-spacegiven-to-menswear-too-few-men-care
Froehle, C. M., & White, D. L. (2014). Interruption and forgetting in knowledge‐
intensive service environments. Production and Operations Management, 23(4),
704-722.
Gallien, J., Mersereau, A. J., Garro, A., Mora, A. D., & Vidal, M. N. (2015). Initial
shipment decisions for new products at Zara. Operations Research, 63(2), 269-286.
Gans, N., Koole, G., & Mandelbaum, A. (2003). Telephone call centers: Tutorial, review,
and research prospects. Manufacturing & Service Operations Management, 5(2), 79141.
Gans, N., Liu, N., Mandelbaum, A., Shen, H., & Ye, H. (2010). Service times in call
centers: Agent heterogeneity and learning with some operational consequences. In
Borrowing Strength: Theory Powering Applications–A Festschrift for Lawrence D.
Brown (pp. 99-123). Institute of Mathematical Statistics.
Garro, A. (2011). New product demand forecasting and distribution optimization: a case
study at Zara (Doctoral dissertation, Massachusetts Institute of Technology).
Geva, T., Oestreicher-Singer, G., Efron, N., & Shimshoni, Y. (2013). Do customers speak
their minds? using forums and search for predicting sales. International Conference
on Information Systems (ICIS): Knowledge Management and Business Intelligence
Goel, S., & Goldstein, D. G. (2013). Predicting individual behavior with social networks.
Marketing Science, 33(1), 82-93.
Goldenberg, J., Oestreicher-Singer, G., & Reichman, S. (2010). The quest for content:
The integration of product networks and social networks in online content
exploration.
Goodfellow, I., Bengio, Y., Courville, A., and Bengio, Y. (2016). Deep learning (Vol. 1).
Cambridge: MIT press.
Griffiths, W. E., Judge, G. G., Hill, R. C., Lütkepohl, H., & Lee, T. C. (1985). The
Theory and practice of econometrics. Wiley.
Gurvich, I., O'Leary, K., Wang, L., & Van Mieghem, J. A. (2017). Collaboration,
Interruptions and Changeover Times: Model and Empirical Study of Hospitalist
Processing Times.

173

Hann, I. H., & Terwiesch, C. (2003). Measuring the frictional costs of online
transactions: The case of a name-your-own-price channel. Management Science,
49(11), 1563-1579.
Hasija, S., Pinker, E., & Shumsky, R. A. (2010). OM practice—Work expands to fill the
time available: Capacity estimation and staffing under Parkinson's law.
Manufacturing & Service Operations Management, 12(1), 1-18.
Hastie, T., Tibshirani, R., & Friedman, J. (2009). The elements of statistical learning 2nd
Edition. New York: Springer series in statistics
Hausknecht, M., and Stone, P. (2015). Deep recurrent q-learning for partially observable
mdps. CoRR, abs/1507.06527.
Hausman, J. A. (1978). Specification tests in econometrics. Econometrica: Journal of the
Econometric Society, 1251-1271.
Hochreiter, S., and Schmidhuber, J. (1997). Long short-term memory. Neural
Computation, 9(8), 1735-1780.
Hofmann, D. A. (1997). An overview of the logic and rationale of hierarchical linear
models. Journal of Management, 23(6), 723-744.
Hopp, W. J., Iravani, S. M., & Yuen, G. Y. (2007). Operations systems with discretionary
task completion. Management Science, 53(1), 61-77.
Ibanez, M. R., Clark, J. R., Huckman, R. S., & Staats, B. R. (2017). Discretionary task
ordering: Queue management in radiological services. Management Science.
Ipeirotis, P. G., Provost, F., & Wang, J. (2010, July). Quality management on amazon
mechanical turk. In Proceedings of the ACM SIGKDD workshop on human
computation (pp. 64-67). ACM.
Jones, D. F. (1975). A survey technique to measure demand under various pricing
strategies. The Journal of Marketing, 75-77.
Kalbfleisch, J. D., & Prentice, R. L. (2011). The statistical analysis of failure time data
(Vol. 360). John Wiley & Sons.
Kay, K. (2017). Does the fashion industry still need Vogue in the age of social media?
Retrieved from https://www.theguardian.com/fashion/2017/jul/08/does-fashionindustry-need-vogue-in-instagram-age
Kc, D. S. (2013). Does multitasking improve performance? Evidence from the
emergency department. Manufacturing & Service Operations Management, 16(2),
168-183.
Kc, D. S., & Terwiesch, C. (2009). Impact of workload on service time and patient
safety: An econometric analysis of hospital operations. Management Science, 55(9),
1486-1498.
Kennedy, P. (2003). A guide to econometrics. MIT press.
Kim, J. G., Menzefricke, U., & Feinberg, F. M. (2004). Assessing heterogeneity in
discrete choice models using a Dirichlet process prior. Review of Marketing Science,
2(1).
Kök, A. G., & Fisher, M. L. (2007). Demand estimation and assortment optimization
under substitution: Methodology and application. Operations Research, 55(6), 10011021.

174

Kuntz, L., Mennicken, R., & Scholtes, S. (2011). Stress on the ward–An empirical study
of the nonlinear relationship between organizational workload and service quality
(No. 277). Ruhr Economic Papers.
Lee, D., Hosanagar, K., & Nair, H. (2014). The effect of social media marketing content
on consumer engagement: Evidence from facebook. Available at SSRN, 2290802.
Leroy, S. (2009). Why is it so hard to do my work? The challenge of attention residue
when switching between work tasks. Organizational Behavior and Human Decision
Processes, 109(2), 168-181.
Li, J., Granados, N., & Netessine, S. (2014). Are consumers strategic? Structural
estimation from the air-travel industry. Management Science, 60(9), 2114-2137.
Li, X., Li, L., Gao, J., He, X., Chen, J., Deng, L., and He, J. (2015). Recurrent
reinforcement learning: a hybrid approach. arXiv preprint arXiv:1509.03044.
Luo, X., Zhang, J., & Duan, W. (2013). Social media and firm equity value. Information
Systems Research, 24(1), 146-163.
Malik, H. H., Bhardwaj, V. S., & Fiorletta, H. (2011). Accurate information extraction
for quantitative financial events. In Proceedings of the 20th ACM international
conference on Information and knowledge management (pp. 2497-2500). ACM.
Mani, V., Kesavan, S., & Swaminathan, J. M. (2015). Estimating the impact of
understaffing on sales and profitability in retail stores. Production and Operations
Management, 24(2), 201-218.
Melo, F. S. (2001). Convergence of Q-learning: A simple proof. Institute of Systems and
Robotics, Tech. Rep, 1-4.
Miller, C. M., McIntyre, S. H., & Mantrala, M. K. (1993). Toward formalizing fashion
theory. Journal of Marketing Research, 142-157.
Millward Brown. (2015). Wireless Path to Purchase Research. Retrieved from
http://www.millwardbrown.com/docs/default-source/insight-documents/articles-andreports/Millward-Brown-Digital_Navigating_the_New_Path_to_Purchase.pdf
Mintel Press Team (2015). Over a third of US Millennial women say social media is a
top influencer for clothing purchases. Retrieved from http://www.mintel.com/presscentre/fashion/over-a-third-of-us-millennial-women-say-social-media-is-a-topinfluencer-for-clothing-purchases
Mnih, Volodymyr, Kavukcuoglu, Koray, Silver, David, Rusu, Andrei A., Veness, Joel,
Bellemare, Marc G., Graves, Alex, Riedmiller, Martin, Fidjeland, Andreas K.,
Ostrovski, Georg, Petersen, Stig, Beattie, Charles, Sadik, Amir, Antonoglou,
Ioannis, King, Helen, Kumaran, Dharshan,Wierstra, Daan, Legg, Shane, and
Hassabis, Demis. Human-level control through deep reinforcement learning.
Nature, 518(7540):529–533, 2015.
Moe, W. W., & Fader, P. S. (2002). Fast-track: Article using advance purchase orders to
forecast new product sales. Marketing science, 21(3), 347-364.
Moe, W. W., & Trusov, M. (2011). The value of social dynamics in online product
ratings forums. Journal of Marketing Research, 48(3), 444-456.
Montoya, R., Netzer, O., and Jedidi, K. (2010). Dynamic allocation of pharmaceutical
detailing and sampling for long-term profitability. Marketing Science, 29(5), 909924.
175

Munroe, R. (2010). Color Survey Results. Retrieved from
http://blog.xkcd.com/2010/05/03/color-survey-results/
Musalem, A., Olivares, M., Bradlow, E. T., Terwiesch, C., & Corsten, D. (2010).
Structural estimation of the effect of out-of-stocks. Management Science, 56(7),
1180-1197.
Narasimhan, K., Kulkarni, T., and Barzilay, R. (2015). Language understanding for textbased games using deep reinforcement learning. arXiv preprint
arXiv:1506.08941.
Nenni, M. E., Giustiniano, L., & Pirolo, L. (2013). Demand forecasting in the fashion
industry: A review. International Journal of Engineering Business Management,
5(37), 1-6.
Netzer, O., Lattin, J. M., and Srinivasan, V. (2008). A hidden Markov model of customer
relationship dynamics. Marketing Science, 27(2), 185-204.
Olivares, M., Terwiesch, C., & Cassorla, L. (2008). Structural estimation of the
newsvendor model: an application to reserving operating room time. Management
Science, 54(1), 41-55.
Özer, Ö., Ozer, O., and Phillips, R. (Eds.). (2012). The Oxford handbook of pricing
management. Oxford University Press.
Paolacci, G., Chandler, J., & Ipeirotis, P. G. (2010). Running experiments on amazon
mechanical turk.
Pfeifer, P. E., and Carraway, R. L. (2000). Modeling customer relationships as Markov
chains. Journal of Interactive Marketing, 14(2), 43.
Pil, F. K., & Leana, C. (2009). Applying organizational research to public school reform:
The effects of teacher human and social capital on student performance. Academy of
Management Journal, 52(6), 1101-1124.
Pisano, G. P., Bohmer, R. M., & Edmondson, A. C. (2001). Organizational differences in
rates of learning: Evidence from the adoption of minimally invasive cardiac surgery.
Management Science, 47(6), 752-768.
Powell, W. B. (2007). Approximate Dynamic Programming: Solving the curses of
dimensionality (Vol. 703). John Wiley and Sons.
Powell, A., Savin, S., & Savva, N. (2012). Physician workload and hospital
reimbursement: Overworked physicians generate less revenue per patient.
Manufacturing & Service Operations Management, 14(4), 512-528.
Puterman, M. L. (2014). Markov decision processes: discrete stochastic dynamic
programming. John Wiley and Sons.
Raman, A. (1999). Managing inventory for fashion products. In Quantitative Models for
Supply Chain Management (pp. 789-805). Springer US.
Ross, H. (2017). Fashion Insiders Confirm Almost Every Stereotype in ‘The Devil Wears
Prada’. Retrieved from https://www.manrepeller.com/2017/06/fashion-industrystereotypes-true-false.html
Roberti, R., Bartolini, E., & Mingozzi, A. (2014). The fixed charge transportation
problem: An exact algorithm based on a new integer programming formulation.
Management Science, 61(6), 1275-1291.

176

Saghafian, S., Hopp, W. J., Iravani, S. M., Cheng, Y., & Diermeier, D. (2018). Workload
Management in Telemedical Physician Triage and Other Knowledge-Based
Service Systems. Management Science.
Schmittlein, D. C., Morrison, D. G., and Colombo, R. (1987). Counting your customers:
Who-are they and what will they do next?. Management Science, 33(1), 1-24.
Schultz, K. L., Juran, D. C., Boudreau, J. W., McClain, J. O., & Thomas, L. J. (1998).
Modeling and worker motivation in JIT production systems. Management Science,
44(12-part-1), 1595-1607.
Schultz, K. L., Juran, D. C., & Boudreau, J. W. (1999). The effects of low inventory on
the development of productivity norms. Management Science, 45(12), 1664-1678.
Schultz, K. L., McClain, J. O., & Thomas, L. J. (2003). Overcoming the dark side of
worker flexibility. Journal of Operations Management, 21(1), 81-92.
Schweidel, D. A., Bradlow, E. T., and Fader, P. S. (2011). Portfolio dynamics for
customers of a multiservice provider. Management Science, 57(3), 471-486.
Schweidel, D. A., and Knox, G. (2013). Incorporating direct marketing activity into
latent
attrition models. Marketing Science, 32(3), 471-487.
Sharma, G., Wu, W., & Dalal, E. N. (2005). The CIEDE2000 color‐difference formula:
Implementation notes, supplementary test data, and mathematical observations.
Color Research & Application, 30(1), 21-30.
Short, J. C., Ketchen Jr, D. J., Bennett, N., & du Toit, M. (2006). An examination of firm,
industry, and time effects on performance using random coefficients modeling.
Organizational Research Methods, 9(3), 259-284.
Snow, R., O'Connor, B., Jurafsky, D., & Ng, A. Y. (2008, October). Cheap and fast---but
is it good?: evaluating non-expert annotations for natural language tasks. In
Proceedings of the conference on empirical methods in natural language processing
(pp. 254-263). Association for Computational Linguistics.
Song, H., Tucker, A. L., & Murrell, K. L. (2013). The Diseconomies of Queue Pooling in
a Discretionary Task Setting: An Empirical Investigation of Emergency Department
Length of Stay. Harvard Business School.
Speier, C., Valacich, J. S., & Vessey, I. (1999). The influence of task interruption on
individual decision making: An information overload perspective. Decision
Sciences, 30(2), 337-360.
Spira, J. B., & Feintuch, J. B. (2005). The cost of not paying attention: How interruptions
impact knowledge worker productivity. Report from Basex.
Sproles, G. B. (1981). Analyzing fashion life cycles: Principles and perspectives. The
Journal of Marketing, , 116-124.
Staats, B. R., & Gino, F. (2012). Specialization and variety in repetitive tasks: Evidence
from a Japanese bank. Management Science, 58(6), 1141-1159.
Staiger, D. O., & Stock, J. H. (1994). Instrumental variables regression with weak
instruments.
Stephen, A. T., & Galak, J. (2012). The effects of traditional and social earned media on
sales: A study of a microlending marketplace. Journal of Marketing Research, 49(5),
624-639.
177

Sutton, R. S., and Barto, A. G. (1998). Reinforcement learning: An introduction (Vol. 1,
No. 1). Cambridge: MIT press.
Talluri, K. T., & Van Ryzin, G. J. (2006). The theory and practice of revenue
management (Vol. 68). Springer Science & Business Media.
Tan, T. F., & Netessine, S. (2014). When does the devil make work? An empirical study
of the impact of workload on worker productivity. Management Science, 60(6),
1574-1593.
Tan, T., & Netessine, S. (2015). When You Work with a Super Man, Will You Also Fly?
An Empirical Study of the Impact of Coworkers on Performance. Working Paper.
Train, K. E. (2009). Discrete choice methods with simulation. Cambridge university
press.
Tkachenko, Y. (2015). Autonomous CRM control via CLV approximation with deep
reinforcement learning in discrete and continuous action space. arXiv preprint
arXiv:1504.01840.
Trusov, M., Bucklin, R. E., & Pauwels, K. (2009). Effects of word-of-mouth versus
traditional marketing: Findings from an internet social networking site. Journal of
Marketing, 73(5), 90-102.
Tzvetkova, J. (2017). Pop Culture in Europe. Westport, CT: ABC-CLIO
Vosen, S., & Schmidt, T. (2011). Forecasting private consumption: Survey‐based
indicators vs. google trends. Journal of Forecasting, 30(6), 565-578.
Wallace, Tracey. (2016, March 7). Fast Fashion Spurs Need for Change in Fashion
Industry. Retrieved from https://www.bigcommerce.com/blog/new-report-provesunanimous-agreement-time-ripe-change-fashion-industry/
Wang, B. X., & Japkowicz, N. (2010). Boosting support vector machines for imbalanced
data sets. Knowledge and Information Systems, 25(1), 1-20.
Ward, J. (2013, Nov 21). Can social sentiment predict the next fashion trend? Forbes
Wilde, J. (2000). Identification of multiple equation probit models with endogenous
dummy regressors. Economics Letters, 69(3), 309-312.
Wooldridge, J. M. (2010). Econometric analysis of cross section and panel data, 2nd
Edition. Cambridge, MA: MIT press.
Wu, L., & Brynjolfsson, E. (2009). The future of prediction: How google searches
foreshadow housing prices and quantities. 147.
Xkcd. (2010, May 3). Color survey results. Retrieved from
http://blog.xkcd.com/2010/05/03/color-survey-results/
Yale's School of Management. (2012). PEC research: US branded retail apparel
industry report. Unpublished manuscript.

178

