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1 INTRODUCTION 1
1 Introduction
\Brain: an apparatus with which I think I think."
Ambrose Bierce (1842 - 1914), The Devil's Dictionary
The human brain, with its approximately 100 billion neurons and 10:000 synap-
tic connections per neuron [119], is known to be the central controlling organ of
the human body. Studying the brain has led to numerous ndings concerning
important concepts, such as free will (e.g. [63] [145] [165]) and consciousness (for
example [92] [61] among many more).
Many studies in the elds of medicine, biology, and psychology have demon-
strated that our brain can be divided into functionally segregated regions with
dierent specialization. In the visual domain, for example, signals originating
from the retina of the eye accumulate in the primary visual cortex located at the
posterior end of the brain. Information is then passed to higher areas concerned
with integration and evaluation. Depending on its content the original signal can
cause responses and actions governed e.g. by the motor cortex.
Information processing in dierent brain areas heavily relies on their intercon-
nections and the properties of these connections. Understanding how brain areas
are connected does not only lead to a deeper knowledge of how such complex
human behavior arise, but can also be used to diagnose neuronal disorders and
injuries [3] [149]. Investigating neuronal connectivity between brain areas has
therefore become a very important interdisciplinary eld of neuroscience.
Aim of this thesis is to introduce, illustrate, and discuss a new way of investi-
gating connections between brain areas using non-invasive imaging techniques.
During the last century, many innovations in medicine, chemistry, and physics
allowed a deeper insight into organization and functionality of the brain. One
of the newest of these methods is functional magnetic resonance imaging (fMRI),
which, compared to other techniques, achieves a high spatial resolution of about
1mm3. Fig. 1.1 shows two images of the human brain obtained with MR imaging
techniques.
Figure 1.1: Dierent views of the human brain showing a) an anatomical T1-
weighted MR image, b) a functional T ?2 -weighted MR image (for details about T1-
and T ?2 -weighted images please see section 2.1.1).
Due to its physical nature, fMRI does not measure neuronal activity directly,
but only indirectly changes in the local oxygen concentration also called blood-
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oxygen-level-dependent response or short the BOLD response, which is caused by
neuronal activation. In a typical fMRI experiment, neural correlates of a given
task are evaluated by comparing associated activations and/or deactivations with
those elicited by a control task.
FMRI has been used to study connectivity between brain areas. Accordingly the
temporal behavior of a brain area is represented by the rst principal component
analysis (PCA) component of this region. This component is the time course
that explains most variance of the region's behavior. At present, this approach
is the standard way of extracting temporal information from a brain region [46]
[49] [144] [172]. During the last few years, some approaches have been developed
to study connectivity between brain areas on the basis of these time series and
yielded important insights, for example, into pathological patterns of prodromal
psychosis [3], schizophrenia [149], and aging [134].
Its high spatial resolution makes fMRI data also accessible to advanced statistical
approaches to data analysis, such as support vector machines (SVM), which were
developed in other research elds. Application of these techniques led to important
insights, such as, for example, about conscious and unconscious perception of
stimuli (e.g. [60] [61]). These methods take advantage of the fact that during
dierent tasks and stimuli, voxels (3D equivalent of a pixel) inside an area related
to the task or stimulus, form dierent spatial activation distributions (so-called
multi-variate or multi-voxel patterns (MVP)).
The key idea of this thesis is to replace the state of the art representation of
a brain region's temporal behavior by its rst PCA component with time series
associated to multi-variate patterns of a region. In the state of the art method
each region is represented by only one time course, reecting the area's overall
(over all voxels of the area) activation. Now each region is represented by several
time courses, each one associated with the activation of a multi-variate pattern of
the area. Fig. 1.2 illustrates this idea.
To identify multi-voxel patterns and their activation courses, independent com-
ponent analysis (ICA) was used to extract the patterns from regions of interest.
The ICA decomposition identies stochastically independent components underly-
ing a region's activation. Those components might be associated to artifacts such
as head motion, or represent the neuronally evoked patterns. After a suitable selec-
tion of independent components, which represent the patterns of interest for each
region, existing connectivity analysis methods can be applied to these components.
During my thesis, this concept is referred to as pattern connectivity, emphazising
that connectivity between patterns instead of brain areas is analyzed.
Pattern connectivity states not only a generalization of the existing method, but
also yields a more intuitive representation of brain regions and allows to map and
study more complex behaviors of brain regions, making the information of multi-
variate patterns of brain areas accessible to connectivity analysis techniques.
This thesis can be divided into two major parts. In chapter 2 existing concepts,
which were important for this work, are briey reviewed. Fundamental physics
behind magnetic resonance imaging (MRI) and functional MRI, together with the
used measurement protocol and preprocessing steps, are discussed in section 2.1.
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Section 2.2 reviews existing connectivity analysis techniques for fMRI data and
particularly describes the application of Pearson's correlation and dynamic causal
modeling to study neuronal connectivity. Finally, multi-voxel pattern analysis and
dierent matrix decompositions are described in section 2.3.
Figure 1.2: Standard method and key idea. (Left) Illustration of the standard
method. The rst component of a region's PCA decomposition is selected from each
region for further analysis. (Right) Each region is decomposed into independent
components. My key idea was to select paradigm-related components from these
decompositions for further connectivity analysis and thereby enabling connectivity
analysis between multi-variate patterns of fMRI data.
Chapter 3 introduces and illustrates the new concept of pattern connectivity.
Firstly, the idea is described in greater detail in section 3.1 and problems arising
with component selection are identied and solved. The analysis of two fMRI
experiments and synthetic fMRI data illustrates the proposed method. The rst
experiment, which is described in section 3.2, aims to validate pattern connectivity
by comparing it to the state of the art method. Here, a simple neuronal network
containing two regions, each, in the scope of the experiment, representable with
one time course, was chosen. In section 3.3, the second experiment in which the
behavior of one of the regions can not be represented by a single time course is
described. Hence, the state of the art method is not applicable for this experiment.
Because the results of the second experiment, although they are very intuitive,
can not be validated with the state of the art method, synthetic fMRI data was
generated for which the underlying connectivity structure is known and can be
compared to the one found with pattern connectivity. Aims of this second exper-
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iment are to highlight advantages of pattern connectivity over the standard PCA
method and to show that connectivity between multi-variate patterns of fMRI
data can be analyzed.
It is not a goal of this thesis to actually reveal new insights in neuronal connec-
tivity, but to introduce a new method, which has a great potential to lead to those
insights in future applications. Thus the methodical point of view is emphasized.
It is also not the aim of this work to introduce a new type of connectivity, but a
new basis on which existing methods can be utilized.
The major goal of the present work is to show that, for fMRI data, it is possible to
study neuronal connectivity between multi-voxel patterns instead of brain regions
by providing, validating, and illustrating the new concept of pattern connectivity,
and by identifying and solving problems arising with its implementation.
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2 Methods
This chapter aims to give a schematic overview of the present state of science
concerning neuronal connectivity studied on the basis of fMRI data and to briey
review already existing techniques and methods that are applied.
Firstly in chapter 2.1.1, a short introduction into the physical foundations of
MRI data acquisition is given, followed by a more detailed discussion of the BOLD
response, which is measured with functional MRI (chapter 2.1.2).
Chapter 2.2.1 gives a survey over the theory of neuronal connectivity, including
an outline of the most important techniques used to study it. Section 2.2.2 de-
scibes the sophisticated approach of dynamic causal modeling to analyse neuronal
connectivity.
Furthermore the usage of multi-variate patterns is motivated by giving some of
the most important examples from literature for the information MVPs hold and
which can not be obtained by studying brain areas as a whole (chapter 2.3.1). Fi-
nally in chapters 2.3.4 and 2.3.5, a review of principal and independent component
analysis together with the general linear model (PCA, ICA, and GLM) and their
applications onto fMRI data is given.
2.1 Functional magnetic resonance imaging
In the last forty years, magnetic resonance imaging has become one of the most
important medical imaging techniques. It delivers insights into the structure of
almost every part of the human body (see 1.1a)) down to below 1mm3 of spatial
resolution without the exposure of participants to destructive radiation like X-ray
tomography. During the last fteen years, besides MRI, functional MRI yielded
information about the structure and operational mode of the brain. MRI and
functional MRI are the result of ongoing research in various elds, all the way from
physics to chemistry to biology to medicine. MRI has its roots in the beginning
of the 20th century, when quantum mechanics was discovered.
2.1.1 MRI physics
The foundations for MR imaging techniques were laid with the experimental dis-
covery of the spin of electrons by Otto Stern and Walther Gerlach in 1922 [51],
followed by the theoretical work of Wolfgang Pauli [115] [116] and Paul Dirac [36].
They showed that elementary particles or atoms possess an intrinsic quantum state
similar to the angular momentum of classically spinning objects. This intrinsic an-
gular momentum is called spin ~I and causes a magnetic moment ~ proportional
to ~I:
~ = ~I; (1)
where  is the gyromagnetic ratio. The idea of MR techniques is to briey
stimulate the nuclear spins. After stimulation, the nuclei radiate the absorbed
energy back until they reach equilibrium again. This property is called nuclear
magnetic resonance (NMR) and was rst described and tested by Isidor Rabi in
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1938 [128] with molecular beams, and later independently generalized by Felix
Bloch [14] and Edward Mills Purcell [126] onto liquids and solids.
The spin has a quantized size I = ~
p
s(s+ 1), where ~ is the reduced Planck's
constant and s = 0; 1
2
; 1; 11
2
; ::: the spin quantum number. For each particle type,
the spin quantum number is xed and cannot change. A proton has a spin s = 1
2
,
a neutron s = 0, and an atomic nucleus s = 1
2
if the number of protons in the
nucleus is odd and s = 0 if it is even. From Form. 1 one sees that only nuclei with
s 6= 0 result in a detectable magnetic moment. Therefore only atomic nuclei with
an odd number of protons can be used for signal generation. The most important
nuclei of this type are hydrogen 1H and carbon-13 13C. Considering a small sample
tissue, the contained nuclei with non-vanishing spin can be thought of as randomly
aligned magnetic moments, so that the overall magnetic moment of the sample as
sum of the single moments is zero.
Considering a static homogeneous magnetic eld in z-direction ~B0 = (0; 0; B0)
t,
on the one hand this eld exerts a torque ~ ~B0, which leads to a precession of ~
around ~B0 with the so-called Larmor frequency !L:
!L =  B0 (2)
On the other hand, for spins s = 1
2
, the eld leads to a quantization of the
spin orientation Iz = ~2 . Those two states have dierent energy levels with
E = ~B0. Hence, changes between the two levels can be achieved by stimulation
or emission of ~!L. Due to local inhomogenities inside an ensemble of many nuclear
spins, the actual Larmor frequency of a single nuclear spin varies slightly from !L.
According to the Bolzmann statistic, these two energy levels are not equally
occupied. There are a few more up spins than down spins, which results in a
small macroscopic longitudinal magnetization ~M0 = (0; 0; M0)
t of the sample in
the direction of the magnetic eld. For example, at room temperature and with a
magnetic eld of 1T, there are only 6 ppm surplus up spins.
Using Ehrenfest's theorem [39], single spins can be integrated to macroscopic
spin ensembles. Nuclear magnetization as a function of time for these ensembles
is described by Bloch's equations [14].
To generate a measureable signal, nuclei are stimulated with an electro-magnetic,
circularly polarized, radio frequency pulse (RF-pulse)
~B1(t) = (B1 cos(!t); B1 sin(!t); 0); (3)
which is transverse to the homogeneous magnetic eld ~B0, lasting for a time  .
Due to the resonance condition, only nuclei with the Larmor frequency !L = ! are
resonant to the RF-pulse. So, by varying the frequency of the RF-pulse, dierent
types of nuclei can be focused on. Together with the static eld ~B0 the pulses
sum up to a magnetic eld ~B(t) = ~B0 + ~B1(t). Depending on the duration 
of the RF-pulse and its strength B1, the macroscopic longitudinal magnetization
is ipped about an angle  (called the ip angle) out of the z-direction into the
xy-plane:
 = B1: (4)
During and after the RF-pulse, nuclear spins perceive the eld ~B0 and therefore
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precess around the z-axis. For example, after a RF-pulse with  = 90, the longi-
tudinal magnetization Mz is zero and one can measure a transverse magnetizion
rotating around ~B0 with frequency !L, resulting from the phase-coherent spin en-
sembles. Because the RF-pulse has a limited duration, it contains not just one
frequency, but a small frequency band [41] around ! and can therefore stimulate
more nuclear spins with !L  !.
When considering a spin ensemble, one must account for interactions between
spins among themselves and with their environment, which lead to a relaxation
of the magnetization after the RF-pulse. This causes dierent eects in the z-
direction and the xy-plane.
Relaxation of the longitudinal magnetization ~M0 is caused by nuclei's energy,
gained from the RF-pulse, dissipating into the surrounding lattice, and is called
spin-lattice or longitudinal relaxation. Hence, the temperature of the ensemble
is slightly increased. The decay of measurable transverse magnetization is called
free induction decay (FID). In parallel, due to spin-spin interactions, the initial
phase-coherent rotating spin ensembles dephase over time. This is called spin-spin
or transverse relaxation.
Both relaxations are summarized by the Bloch equations [14], describing the
macroscopic magnetization ~M :
d
dt
~M(t) =  ~M(t) ~B(t) 
0@ Mx=T2My=T2
(Mz  M0)=T1
1A : (5)
T1 is called longitudinal or spin-lattice relaxation time, and is the time it takes
after the RF-pulse for the longitudinal magnetization to recover about 63% of its
initial value: Mz(t) = M0(1   exp( t=T1)). T1 depends on eld strength B0 and
investigated tissue. For example, due to its compact lattice, fat has a shorter T1
than water (for detailed T1 and T2 relaxation times of brain tissue see e.g. [146]).
Analog T2 is called transverse or spin-spin relaxation time and is the time after
which the transverse signal has decreased to about 37% of its initial value (after
the RF-pulse). In addition to the spin-spin relaxation, random inhomogenities
in the local magnetic susceptibility, for example, caused by the structure of the
ensemble, evoke small random variations of the precession frequency of dierent
spins, resulting in an additional loss of the initial phase coherence. The relaxation
time of this process T2;inh together with T2 gives the overall transverse relaxation
time T ?2 :
1
T ?2
=
1
T2
+
1
T2;inh
: (6)
It is always the case that: T ?2 < T2 < T1.
In 1950 Erwin Hahn invented the technique of spin echos (SE), which allow
measuring T2 [57]. Thereby, after a time  past an initial 90
 RF-pulse, an 180
RF-pulse reverses the spins orientation and the same local inhomogenities that led
to the dephasing of the spins lead to rephasing of the spins and to a measureable,
so-called, spin echo after an echo time TE=2 . In this way, one can estimate the
spin-spin relaxation time T2.
Another important echo-generating method is the gradient echo (GRE) [109].
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Here, with an additional gradient magnetic eld, dephasing of the spins is synthet-
ically accelerated and after a short time the magnetic gradient is reversed, which
results in a rephasing of spins and a gradient echo. Because the inuence of local
inhomogenities onto the spins is not inverted, the synthetic decay and rebuilding
of the FID occurs during T ?2 . This makes gradient echos a faster imaging technique
than spin echos.
In general, one has vastly more complex pulse sequences or gradient sequences
than those described for the spin or gradient echo. The time after which a pulse
sequence can be repeated is called repetition time (TR). This time can be rather
long (about a few seconds), because spins which are not entirely dephased can
alter the adjacent sequence.
Besides the MR imaging technique described so far, other NMR based tech-
niques such as, for example, NMR spectroscopy or Earth's magnetic eld NMR
are intensively used and under ongoing research.
Until 1973, NMR could only be used to derive information about a single point in
space having no spatial resolution. In 1973 Paul C. Lauterbur [85] [86] produced
the rst 2-dimensional MR image (MRI) of two tubes lled with normal water,
surrounded by heavy water, using a rotable magnetic gradient eld. Under the
supervision of Richard Ernst, Anil Kumar in 1975 published an approach using
Fourier transformation to generate 3-dimensional scans [83]. One year later Sir
Peter Manseld introduced echo planar imaging (EPI), which allowed fast imaging
[98] [97]. These discoveries led to Lauterbur and Manseld receiving the Nobel
prize in 2003.
These inventions led to the rst MR scan of a human wrist by Hinshaw and
colleagues in 1977 [69]. A more detailed description of the physical background
behind MR techniques is given in [24] [55] [148].
2.1.2 Functional MRI and the BOLD signal
The most striking discovery on MRI is that dierences in the metabolic state of
the brain alter the local MR signal [109] [110], enabling an indirect measurement
of neuronal activation. This technique is called functional MRI. The following
description of a model of this eect is taken from [18] and simplied, omitting the
role of cerebral blood volume (CBV) and the balloon model. The interested reader
can refer to [19] [18] [96] for further details.
The basic processing unit of the human brain is the neuron [78]. With its axon
each neuron forms up to 10:000 connections to other neurons. These connections
are called synapses . For a diagram of a neuron and its connection to another
neuron, see Fig. 2.1. Information between neurons is transmitted over the axon
via a short-lasting rapid rise and fall of electrical membrane potential of the neuron
called action potential [78]. This spike leads to chemical reactions causing the
release of neurotransmitters into the synaptic cleft between the two neurons. These
neurotransmitters have an inhibitory or excitatory eect on the target neuron.
As early as in 1890, Charles S. Roy and Charles S. Sherrington discovered that
neuronal activity in the means of spiking neurons and the chemical information
propagation over the synapses goes along with an alteration of blood ow and
oxygenation level [135] - the so-called hemodynamics - in the human brain. Dur-
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ing activation neurons and synapses gather energy, which they need, by consuming
oxygen from hemoglobin. The rate, at which oxygen is consumed, is called cerebral
metabolic rate of oxygen (CMRO2). In this process oxygenated hemoglobin (oxy-
hemoglobin or oxyHb), which is diamagnetic [117] and isomagnetic with respect
to the surrounding tissue, becomes deoxygenated hemoglobin (deoxyhemoglobin
or desHb), which is paramagnetic (also to surrounding tissue) [117] (see Fig. 2.2).
Figure 2.1: Schematic illustration of neurons and synapses. A neuron sends
action potentials to other neurons over its axon. At the synapse this signal triggers
chemical reactions which may lead to further activation and spiking of the target
neuron (image taken and modied from http://de.wikipedia.org/wiki/Nervenzelle).
Figure 2.2: Simplied BOLD model. During the presentation of a stimulus
(far left) neuronal activity rises in areas processing the stimulus (second from left).
On the one hand this leads to an increase in oxygen consumption (lower center,
CMRO2), which would normally cause an increase of deoxygenated hemoglobin. On
the other hand cerebral blood ow increases (upper center, CBF), which provides
new oxygenated blood and thereby overall leads to an increase in oxygenated blood
concentration, hence a decrease in deoxygenated hemoglobin concentration (second
from the right). This reduced amount of paramagnetic deoxygenated hemoglobin
leads to a measureable BOLD signal (far right).
Increased concentration of desoxygenated blood (desHb) would lead to a greater
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local distortion of the external magnetic eld through paramagnetic desHb result-
ing in a shorter spin-spin relaxation time T2 and therefore shorter T
?
2 [160]. But
parallel to the increase of CMRO2 the cerebral blood ow (CBF) also increases cov-
ering more than the actual oxygen consumption and therefore leading to an overall
decrease in desHb concentration, which leads to a longer T ?2 relaxation time than
during the resting state. This eect is called blood-oxygen-level-dependent or short
BOLD eect. The measured signal due to the hemodynamic changes is called
hemodynamic response function (HRF). As a measure of magnetic susceptibility
the BOLD has no unit.
In 1990 Seiji Ogawa and colleagues rst discovered the BOLD eect recognizing
its importance for functional brain imaging [109] using gradient echos. The rst
fMRI study successfully measuring stimulus correlated signals was reported by
John Belliveau and colleagues in 1991 [10] [84]. An example of a functional MR
image is given in Fig. 1.1 b).
Since then, numerous fMRI studies have been published. However, the exact
relation between neuronal activity and BOLD is still under active research (e.g.
[6] [47] [94] [93]), and the diculties and limitations arising using BOLD must be
carefully accounted for.
Important properties (width, onset-delay, and time-to-peak) of the HRF vary
over several parameters. BOLD studies showed intersubject and intersession vari-
ations for the shape of the HRF [101] [169] [1], implying one has to be careful
with the comparison of subjects with each other and over sessions and the aver-
aging of data. Furthermore, these parameters can vary between brain areas for
one participant [136] [104] [89]. For two brain areas with similar neuronal activ-
ity but dierent HRF onset-delays, an interregional correlation measure depends
largely on hemodynamic properties. This problem can be accounted for by using
so called block design stimuli, which means that the stimuli are presented for a
rather long time (above 8 s). This minimizes the eects of dierent HRF shapes.
Another method is to model an individual HRF for each region of interest and
correct further analyzing approaches with the estimated HRF parameters.
Despite this variability of the HRF's shape, a standardized HRF h gives an ad-
equate approximation of the mostly unknown real HRF and has proven useful for
many applications [50] (compare Fig. 2.3 left). In the present thesis the standard-
ized hemodynamic response function provided by the SPM5 toolbox (Welcome
Department of Imaging Neuroscience, London, UK) shown in Fig. 2.3 (far left)
was used.
Another question, concerning the interpretation of found BOLD activation, is
whether the energy consumption of spiking neurons, or of active synapses, causes
the BOLD. Many studies regarding this topic have been carried out and the major-
ity of them [4] [94] [93] [6] suggests synaptic activity and intracortical processing
as the source of the BOLD response rather than the spiking rate [64] [65].
A major limitation to fMRI is its temporal resolution. On the one hand even
with high magnetic elds a TR below 1 s can hardly be achieved without loss of
spatial resolution and on the other hand the BOLD response itself is slow to reach
its peak. This occurs about 6 s after neuronal activation [18] (compare Fig. 2.3)
and makes it hard to distinguish BOLD responses of dierent events occurring
within a short time window. FMRI paradigms must be designed accurately in
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order to account for this eect.
There exist several other functional imaging techniques besides fMRI. However,
all of these techniques either expose participants to radiation (e.g. positron emis-
sion tomography (PET) [158] [17] or single photon emission computed tomography
(SPECT) [75]), or do not achieve the high spatial resolution of fMRI (e.g. elec-
troencephalography (EEG) [125] or magnetoencephalography (MEG) [29]), which
is necessary for multi-variate pattern analysis. That is why I used functional MRI.
A standard fMRI study consists of a paradigm lasting about half an hour, during
which participants are stimulated (in most cases visually or auditorily) and perform
certain tasks. Dependent on the MR scanner and measurement parameters, a 3-
dimensional functional volume, covering the brain part which is of interest, is
measured every TR seconds. On the basis of this functional data and the stimulus
protocol, activated brain regions related to the stimulation can be identied and
studied.
In general such a region of interest (ROI) can consists of any given subset of vox-
els. After the experiment a high resolution anatomical T1-weighted scan is recorded
for improved localization (e.g. for group analyzes) and visualization purposes.
Often, experimental conditions are compared to a so-called baseline condition,
during which participants had no tasks to perform and perceived no stimulation.
For an fMRI experiment with P 2 N experimental conditions, so-called onset
functions up : R+0 ! f0;1g, for p = 1; :::; P , can be dened for each condition.
The rst scan of the experiment is assumed to be measured at time t = 0. These
functions contain information about whether, at a specic time t  0, a stimulus
is present up(t) = 1 or absent up(t) = 0, and build an important basis for further
analysis. I will refer to the onset function of the baseline condition as uB. This
onset function has value 0 during stimulation or task periods and value 1 during
rest periods. In general an onset function might also take values between 0 and 1
indicating, for example, the strength of a stimulus. In the scope of my thesis, this
was not necessary, and therefore onset functions only took the values 0 or 1.
The convolution of an onset function u and the standard HRF h was often used
and will from now on be referred to as the HRF onset function ~u := hu, associated
with the onset u (see Fig. 2.3).
Figure 2.3: HRF onset functions. Convolution (right) of the standard HRF h
(left) with an onset function u (middle) yield the HRF onset function ~u associated
with u. Crosses in the left graph mark measuring timepoints for TR = 2 s.
The operator  here denotes the convolution of two continuous functions, both
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set to 0 for t < 0:
(h  u)(t) :=
Z
R
h()u(t  )d (7)
For T measured scans, often the vector0BBBB@
(h  u)(0)
(h  u)(TR)
(h  u)(2 TR)
:::
(h  u)(T TR)
1CCCCA 2 R T (8)
is used which I also simply denote as h  u or ~u.
2.1.3 Measurement protocol and preprocessing of fMRI data
Both conducted fMRI experiments used visual stimulation. As shown in Fig. 2.4,
the visual stimuli were projected from a projector (JVC, DLA-G20, Yokohama,
Japan, 75 Hz, 800 x 600 resolution) standing outside the magnetic eld range of
the scanner, onto a translucent circular screen (about 16:4 21:7 of visual angle
and 65 cm viewing distance) inside the scanner and were seen by the participants
reected in a mirror located a few centimeters above their heads.
Figure 2.4: Presentation of visual stimuli inside an MR scanner. Stimuli were
presented with a projector onto a screen inside the scanner and were seen by partic-
ipants reected in a mirror above their heads.
Imaging was performed using a 3-Tesla MR head scanner (Siemens Allegra, Er-
langen, Germany) with a standard one-channel head coil. During the experiment,
functional scans (T ?2 -weighted EPI sequence; TE = 30 ms; ip angle = 90
) were
acquired using a TR of 2000 ms. Each volume consisted of 34 slices (gap 13%)
with 64 64 voxels of size 3 3 3 mm3. The slice order was interleaved, that is
the slices 1; 2; :::; 34 were measured in the order 2; 4; 6; :::; 34; 1; 3; :::; 33. After
the experiment a high-resolution sagittal T1-weighted scan was acquired using a
magnetization prepared rapid gradient echo sequence (MPRAGE; TR = 2250 ms;
TE = 2:6 ms; 1 mm isotropic voxel size), to obtain a high resolution 3D structural
scan.
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Before using the MRI data for further analysis, several well established prepro-
cessing steps had been performed. The major part of the preprocessing was done
using the SPM5 toolbox (Welcome Department of Imaging Neuroscience, London,
UK) running under MATLAB (2007a, The MathWorks, Natick, MA).
At rst, temporal artifacts were accounted for. Because two dierent slices of
a volume are measured at dierent times, a delayed BOLD response is measured
in dierent slices. A common method exists to correct these dierences in image
acquisition time between slices, called slice timing . This is done by temporally
interpolating [139] the slices onto a chosen reference slice and is implemented into
the SPM5 toolbox. Due to the interleaved slice order during the measurement,
slice 1 was chosen as the reference slice.
After this temporal alignment, head movements caused by muscle relaxation /
tension or swallowing or other motor actions aecting head position, like pressing
a button or eye-movements, have to be considered. I applied the standard realign
algorithm [50] implemented in SPM5 using a 6 parameter (rigid body) spatial trans-
formation and a least squares approach. All participants showed suciently small
head motion (below 3 mm and 3 respectively) for all 6 dimensions (3 translations
and 3 rotations). Hence, movement distances lay within voxel-size.
In the next step, the structural scan of each participant was transformed into
the coordinate space of the functional scans. This step is called coregistration, and
is also implemented into the SPM5 toolbox. It uses a rigid body transformation
maximizing normalized mutual information of a functional reference image and the
structural scan [30] [156]. After this procedure the mm voxel coordinates of the
functional and the structural images are in the same space, and functional voxels
can be mapped onto the structural image.
In most fMRI studies investigating a group of subjects, it is necessary to t
each individual's voxel coordinates onto a standardized brain template to account
for global and local anatomical dierences. This is called normalization. Again
the normalization algorithm implemented in SPM5 was used which uses the MNI
template (mean structural volume over 305 subjects obtained at the Montreal Neu-
rological Institute) also called MNI 305 template [43] [100]. By doing so, the data
undergoes a spatial smoothing, which might destroy spatial patterns of interest
(compare chapter 2.3.1). Hence, the raw, non-normalized data is used for connec-
tivity analysis, and the normalized data is only used for region of interest denition
in order to validate and compare the found regions to those of other fMRI studies.
The last two preprocessing steps consisted of the removal of the temporal mean
from each voxels time course and a bandpass lter using matlab's implemented
fast Fourier transformation [32] [37]. The frequency band of interest for fMRI
connectivity studies lays between 0:005 Hz and 0:15 Hz [138] [137], and was chosen
for ltering. Figure 2.5 shows the time course of a voxel before a) and after b)
these two last preprocessing steps.
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Figure 2.5: Voxel time course before and after nal preprocessing. A voxel inside the
visual cortex was chosen from subject 1 of the rst fMRI study (compare 3.2). Both graphs
show the temporal evolution of the BOLD signal of this voxel. Each point respresents the
BOLD activity (y-axis) of the voxel at a specic time (x-axis). The left graph shows the time
course after slice timing and realignment. Applying the nal mean-removal and bandpass
ltering leads to the time course shown in the right graph. The resulting time course is
slightly smoother and with less of a trend through the bandpass-lter.
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2.2 FMRI correlates of neuronal connectivity
When studying neuronal connectivity, one has to distinguish between two types
of connectivity - one that can be directly inferred from the data, and the other
underlying and causing the data. The rst is referred to as functional connectivity
and, due to Friston, reects the \temporal correlations between remote neurophysi-
ological events" [48] [46]. The second type is denoted as eective connectivity and
represents \the inuence one neural system exerts over another" [46]. Naturally
the analysis of eective connectivity is more dicult than the analysis of func-
tional connectivity. For example, using fMRI data one has to account for the HRF
function as a lter between the measured BOLD level, in which most aspects of
functional connectivity can be studied, and the underlying neuronal level, where
the most important properties of eective connectivity are found.
On the basis of fMRI data, neuronal connectivity can be analyzed on several
spatial levels. For example, one might be interested in the connectivity between
single voxels or larger parts of the brain, or even between patterns extending
across the whole brain. In my thesis I am interested in the connectivity between
brain regions. In most cases, and in particular in this thesis, ROIs are given as
compact (nearby voxels) sets containing about hundred voxels. But in general, a
ROI might be given through any (non-empty) set of voxels. Inside a connectivity
study, I assume all ROIs to be disjoint voxel sets.
This chapter is divided into two subchapters. In chapter 2.2.1 a brief overview of
dierent aspects of connectivity and the most common techniques to study them
is given. In chapter 2.2.2 an advanced technique called dynamic causal modeling
(DCM), which will be of interest for later analysis, will be discussed in greater
detail. As before, I limit methods to only those concerning fMRI data.
2.2.1 Neuronal connectivity
In general, a point of interest is the causal relationship between the considered
brain regions. Unfortunately, existing approaches to study connectivity only reect
- but are not identical to - underlying physiological causal interactions [144] [20].
One must be sure to make a distinction between the interactions for the levels
of measued BOLD signal and the underlying neuronal activations. When not
otherwise specied, I refer to the BOLD level.
Several questions about interactions and interdependencies between brain areas
can be of general interest. According to the particular area of interest, several
approaches have been developed for fMRI and other neuro-imaging techniques in
order. In the following passage, I will list the most important of these connectivity
properties.
Considering two time courses, associated, for example, with two voxels or two
brain areas, probably one question is whether these areas show related temporal
behavior or not. In most cases related means that the time courses show a cor-
relation [118] signicantly dierent from zero. Related behavior indicates that
two brain parts are involved in the processing of the same stimulus or task, and,
for example, process dierent features of the stimulus. By denition related time
courses are functionally connected.
The next question, for two brain areas, found to be related, is whether other
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regions cause the similar behavior. For example, if a newly discovered functional
connectivity between two areas is also eective or can be traced back to a common
source. Methods, which are capable of revealing common sources of investigated
signals, are called partial .
For any eective connection, the question arises as to which direction infor-
mation travels and if one area inhibits or excites the other. In particular, if an
activation increase (higher neuronal activation / BOLD) in one area goes along
with an increase or decrease inside another area and how strong these inuences
are. An increase in BOLD activity does not necessarily imply an increase in neu-
ronal activity (see section 2.1.2), and an excitation on the BOLD level may be
caused by an inhibition on the neuronal level. Almost all connectivity analysis
approaches give a measure of connection strength (compare Tab. 1).
method intens. direct. part. HRF
Pearson's correlation X
mutual information X
(PS) Granger causality (X) X (X)
(PD) coherency X (X) (X)
SEM X X X
DCM X X X X
RPC X X
Table 1: Common methods to study neuronal connectivity with fMRI data.
The table gives an overview of which technique (rst column) can be used to
investigate particular connectivity properties (intens.=intensity, direct.=direction,
part.=partial, HRF=HRF). The last column indicates which of the methods explic-
itly include a model for the HRF response. Marks in brackets (X) indicate that a
derivative of the method can be used to study this connectivity property.
During the last two decades, several techniques have been developed to study
these connection properties on the basis of fMRI data. Table 1 gives an overview
of the most prominent of these methods.
Some of these methods were originally developed in other scientic areas one of
which is Granger causality [53] [52], which is based on the predictability of one
time series from the previous behavior of another, and was rst used in nancial
economics. Coherency [112] and relative power contribution (RPC) [168] analysis
techniques, which compare the power spectra of time series and are related to
Granger causality, were successfully applied onto fMRI data [35] [144] [99] and
extended in order to cover more and more connectivity properties [7] [54] [157] [8].
Other methods were explicitly developed for fMRI data. The most prominent
of these approaches is dynamic causal modeling (DCM) [49], which is based on
structural equation modeling (SEM) [102]. Both algorithms compare estimated
a-priori models and allow inferences about eective connectivity. Whereas SEM
models the connection directly on the measured BOLD level, DCM distinguishes
between the neuronal level and the hemodynamic level [122]. SEM and dynamic
causal modeling have been applied onto fMRI [12] [40] [44] and EEG/MEG data
[34].
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In the scope of my thesis, values representing a connectivity property are denoted
as connectivity measurement . For example, the correlation between two voxels is
a connectivity measure of functional connectivity.
This thesis restricts to the methods of Pearson's correlation analysis [58] and
dynamic causal modeling [49]. Before a more detailed discussion of DCM, I explain
how correlation analyses was conducted.
In general, for two random variables X and Y , their correlation is dened as:
corr(X;Y ) =
cov(X;Y )p
var(X)
p
var(Y )
=
E((X   E(X))(Y   E(Y )))p
var(X)
p
var(Y )
: (9)
For two series x and y of the random variables X and Y , each containing T  2
samples, the correlation between X and Y can be approximated using empirical
correlation
rx;y =
TP
t=1
(xt   x)(yt   y)s
TP
t=1
(xt   x)2
TP
t=1
(yt   y)2
; (10)
where x and y are the empirical mean values:
x =
1
T
TX
t=1
xt; y =
1
T
TX
t=1
yt: (11)
In my case, x = (x1; :::; xT ) and y = (y1; :::; yT ) are time series for which each
coecient xt (or yt) represents BOLD activity at scan t. In addition to the empiri-
cal correlation over the entire experiment rx;y I will be interested in the correlation
between x and y only during a specic condition u : R+0 ! f0;1g (compare chapter
2.1.2). Let uB be the baseline or resting state condition during which participants
rested, then I dene the for u restricted correlation rx;yju between x and y as
rx;yju :=
P
t2Tu
(xt   xju)(yt   yju)rP
t2Tu
(xt   xju)2
P
t2Tu
(yt   yju)2
; (12)
where Tu = ft 2 f1; :::; Tgju(t   3) = 1 _ uB(t   3) = 1g is the index subset
containing all scans from conditions u and uB shifted by six seconds assuming
TR = 2 s. Mean values xju and yju are also calculated over Tu. The shift of
6 s compensates for the delayed BOLD response of the signals. Now rx;yju is the
correlation between x and y during conditions u and uB.
If x and y contain the measured BOLD time series of two dierent voxels, the
connectivity measure rx;yju 2 [ 1;1] can be interpreted as the strength of func-
tional connectivity between x and y during condition u.
2.2.2 Dynamic causal modeling
Dynamic causal modeling (DCM) was rst presented in 2003 by Friston [49] to
model eective connectivity from fMRI data. Since its original publication many
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studies have applied DCM (e.g. [130] [12] [153] [150] [44] [40] [88]). DCM dis-
tinguishes between two levels: neuronal and hemodynamic. Model parameters,
which represent the neuronal connectivity structure, are estimated so that simu-
lated BOLD responses, using these parameters, t measured signals. Each region
is represented with the rst component of the ROI's PCA decomposition.
Neuronal activity of each region of interest is modeled as a function zi : R+0 ! R
with zi(t) giving the neuronal activation of the i-th region at time t. For a model
of N regions, the state vector
z(t) = (z1(t); :::; zN(t))
t 2 RN (13)
represents the state of the system at time t. Via the balloon model [19] the
neuronal activation z(t) can be transformed into a BOLD response yi = (zi;Hi)
for each region separately. Here the vector Hi contains 5 parameters of the balloon
model. Paradigm-specic conditions u1; :::; uM : R+0 ! f0;1g forming the condi-
tion vector u(t) = (u1(t); :::; uM(t))
t activate the model and modulate eective
connectivity embedded at the neuronal level through a bilinear model:
_z(t) =
 
A+
MX
i=1
ui(t)B
i
!
z(t) + Cu(t) (14)
Matrices A;B1; :::; BM , and C are model dependent parameters. Together with
the 5N parameters H = (H1; :::; HN) of the balloon model, these parameters form
a vector  = (A; B1; :::; BM ; C; H), which denes the dynamic causal model.
The N  N dimensional matrix A = (aij)i;j=1::N in Eq. 14 represents intrinsic
connections between brain areas. Coecient aij gives the interaction from the
j-th region to the i-th region. A negative coecient represents an inhibitory and
a positive an excitatory interaction. To ensure system stability the self-connection
(diagonal elements of A) for each area is set to  1 and can neither be changed in
the a-priori model, nor does it vary during parameter estimation.
Matrix Bi = (bijk)j;k=1::N for stimulus ui represents the modulation associated
with this stimulus at the intrinsic connections. Coecient bijk gives the modulation
of connection from region zk to region zj by regressor ui.
Finally, the N M matrix C = (cij)i=1::N;j=1::M describes the way stimuli evoke
activation in the brain areas. If cij is positive (negative), condition uj excites
(inhibits) region zi. Fig. 2.6 illustrates the parameter matrices.
DCM parameters in A;B1; :::; BM , and C correspond to rate constants of the
modeled neurophysiological process and are given in Hertz [49]. They represent
connectivity measurements of eective connectivity obtained with DCM and yield
information about partial strengths and directions of the connections between
ROIs (compare Tab. 1).
To work with DCM, one needs to specify an a-priori model, which serves as a
starting point for the model estimation in the space of all models. Model parame-
ters are estimated using an EM-algorithm [49], in order to minimize the dierence
between measured BOLD response and the model prediction [49]. In the a-priori
model one only states if a connection is present (e.g. a23 = 1) or absent (e.g.
a23 = 0). Model parameters specied as zero are not varied during estimation and
stay zero.
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Figure 2.6: Parameters of a dynamic causal model. Example DCM with N = 3
regions andM = 2 conditions. External stimuli u1 and u2 excite area z1 (most right,
dotted bold arrows) with strengths c11 and c12. Via two connections with strengths
a21 and a31, area z1 impacts regions z2 and z3, which are also directly connected
with strengths a23 and a32. In addition condition u1 modulates the connection from
z1 to z2 with strength b121. Finally, the neuronal activations z1, z2, and z3 of the
three regions can be transformed into BOLD responses y1, y2, and y3 using the
balloon model and region specic HRF parameters H1, H2, and H3.
I used the algorithms provided by SPM5 (The Welcome Dept. of Imaging Neuro-
science, London, UK) for parameter estimation and comparison of dynamic causal
models.
Normally, one derives a basic a-priori model from literature and species more de-
tailed variations of this basic model representing dierent connectivity hypotheses.
Then these models are estimated and compared resulting in a favored model [121]
which conrms or contradicts the a-priori stated hypothesis about connectivity.
Models are compared pairwise based on the Akaike information criterion (AIC)
[2] and the Bayesian information criterion (BIC) [143]. Hereby BIC tends to favor
simple models and AIC complex models [79]. During the rest of this chapter I use
small indices i and j to denote dynamic causal models. For a model i I denote
these information criteria as AICi and BICj, and compute associated Bayes factors
for a model comparison of a model i and another model j as [79] [80]:
BAICij :=
eAICi
eAICj
; BBICij :=
eBICi
eBICj
(15)
Now if BAICij > 1 then the data favors model i over model j and vice versa for
BAICij < 1. With regard to the signicance level for p-values p < 0:05, a similar
criterion was given by Raftery [129] for Bayes factors. Accordingly model i is
weakly, positively, strongly, or very strongly favored over model j if (same for
BIC):
BAICij 2 [1;3]; (3;20]; (20;150]; or (150;1) (16)
The Bayes factor can also be interpreted as odds ratios. A Bayes factor BAICij =
20, for example, corresponds to odds of 20 : 1, which means that given hypothesis
i and j a Bayes factor BAICij = 20 corresponds to a belief of 95 % in the statement
hypothesis i is true. Following Raftery [129], this corresponds to strong evidence
in favor of model i above j.
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As in [121], I choos a conservative cuto value and favor model i above model j
only if both Bayes factors BAICij and B
BIC
ij are above 3. As in [151], this is regarded
as positive evidence for model i.
In most cases, one considers more than two models and is confronted with several
comparison results for dierent participants, which will agree or disagree to some
extend. For group studies with more than two models, advanced techniques of
model selection exist [152] [151]. Here, I want to follow the technique proposed
by Stephan and Penny [151] [150]. In this way a positive evidence ratio (PER) is
computed as the number of comparisons over subjects for which both criteria BAICij
and BBICij passed the threshold for positive evidence. Considering, for example, 20
subjects, then the PER of the model comparison i against j may be 12 : 5. Here,
both criteria showed consistent evidence for model i for 12 of the subjects and
model j was supported for 5 subjects. In the remaining 3 cases, criteria diered or
showed no consistent evidence. Comparing model i against j I say that the PER
is in favor of model i if the ratio is above 1, meaning that model i was favored for
more participants than model j.
Finally considering M models, I want to determine a hierarchy between models.
I begin by selecting a superior model to that model for which all PERs were in
favor. Note that this may not always determine a unique superior model. In cases
in which no superior model can be chosen because no model is favored by the
PER against all others, I choose that model(s) as superior for which all except one
(two, three, etc.) PERs are in favor. This model(s) will be noted as model(s) of
rst rank. Now I consider all except this superior model(s), and select the next
model out of the remaining ones for the second rank. Repeating this procedure
until no models are left provides a unique rank order on models, for which some
models may share the same rank. An outlined example for the determination of
the hierarchy on models is given in section 3.2.4 below Tab. 9 on page 65.
Depending on the DCM-model and on the time series the parameter estimation
requires long computational times. This makes estimation of a large number of
models, in the case of restricted information about an a-priori basic model, or the
hypothesis, a time-consuming undertaking.
With a growing number of regions the number of possible models also grows.
This is of particular interest for the present work because I plan to decompose re-
gions into patterns resulting in an even larger N . Due to strong a-priori knowledge
and simple models, this will not be a major problem for this thesis but might be-
come a time-consuming step for more complex studies. I close the chapter with a
citation from George E.P. Box that \all models are wrong, but some are useful" [16]
(p.424).
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2.3 Multi-variate pattern analysis and matrix decompositions
One of the most recent developments in neuroscience is the analysis of multi-
voxel patterns. Since its rst application onto fMRI data by James Haxby in
2001 [59] many other studies concerning multi-voxel patterns have been published
(e.g. [33] [27] [77] [60] [74]).
After the introduction of some general notations which will also be used later,
a short overview of multi-voxel pattern analysis (MVPA), its limitations, and its
potentials will be given in section 2.3.1. Then I will state the most prominent
matrix or data decompositions in sections 2.3.2, 2.3.3, 2.3.4, and 2.3.5, which will
all be of interest during this thesis.
2.3.1 Multi-variate patterns
Firstly, I introduce the general notations used during the rest of this thesis: The
number of scans of an fMRI experiment is denoted as T , where the time between
two consecutive scans is TR= 2 s. Each measured volume is of the same dimension
dimx dimy dimz and therefore consists of S = dimx dimy dimz voxels. For
simplicity each of these 3-dimensional volumes is rearranged into a S-dimensional
row vector Yt, where t = 1; :::; T . For a voxel index s = 1; :::; S the activity of the
corresponding voxel is denoted with yts. Now the whole fMRI measurement yields
a data-matrix Y of dimension T  S (compare Fig. 2.7)
Y =
0B@ y11 : : : y1S... ...
yT1 : : : yTS
1CA : (17)
For a subset of voxel indices I = fi1; :::; iNIg 2 }(f1; :::; Sg), where } is the
power set and NI the number of voxels in the set, I dene
Y I :=
0B@ y1i1 : : : y1iNI... ...
yTi1 : : : yTiNI
1CA (18)
as the data-matrix for the voxels with index in I (compare Fig. 2.7 red colored).
I may contain, for example, the indices of all voxels within a certain range from a
seed voxel.
For such a region I, I dene a multi-voxel or multi-variate pattern (MVP) to be
a vector C 2 RNI , thus representing a spatial activation pattern of the region I
(e.g. [77] [62]). Given a region I, for example, each row of Y I being nothing else
but a scan of the region represents a MVP.
Dierent stimuli may induce dierent multi-voxel patterns over the voxels of an
area. One can study the discrimination degree of the area for dierent stimuli by
analyzing how well spatial activation distributions (MVPs) can be used to predict
the presented stimulus, during a scan. Clustering techniques such as support vec-
tor machines (SVM) are applied to distinguish the dierent patterns [106]. An
informative introduction to MVPA for fMRI data is given in [62] or [108]. Figure
2.8 shows an hypothetic fMRI paradigm illustrating the principle of multi-variate
pattern analysis.
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Figure 2.7: Scheme of data-matrix Y . Each row yt? of Y (e.g. the gray row)
represents the measured brain volume at time t and each column y?s (e.g. the blue
column) the time series of voxel s. The data Y I of a ROI I and a MVP C inside I
is illustrated in red / dark red. The green dots represent the activation of voxel s
at time t.
Figure 2.8: Scheme for multi-voxel patterns. During fMRI measurement, par-
ticipants see faces, houses, or an empty gray screen (rst row). BOLD response
is measured for each stimulation. For simplicity, measured volumes are visualized
through a single slice. Now let I = fi1;i2g and J = fj1;j2g be two index sets repre-
senting two brain areas (red and blue region), consisting both of only two voxels. For
both areas, the activations of its two voxels are plotted in a graph. Dierent pattern
vectors represent dierent mental states (e.g. stimulus evoked activation patterns).
At rst I want to look at the mean (over voxels) activation of the two areas. This is
the distance between the crosses and the origin. Whereas the empty screen evokes
low activation, the houses and faces evoke high activation in both areas. So both
areas have information whether a stimulus (house, face) is presented or not (empty
screen) due to a high or a low mean activity. Additionally, the activation pattern
inside the red area can be used to distinguish faces and houses (bold dotted black
line) whereas in the blue area both stimuli evoke the same multi-voxel pattern.
Although the concept of MVPA seems very intuitive, I nevertheless want to de-
scribe the neurophysiological mechanisms that lead to dierent activation patterns
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for an important case in more detail, because they depict the limits of the method,
which also mark the boundaries of my thesis.
Probably the most prominent area showing dierent spatial activation distri-
butions is the visual cortex. Before functional imaging techniques were invented,
it was known from studies on cats and monkeys (e.g. [71] [113] [13] [124]) that
orientation selective columns of neurons exist in the visual cortex. These neurons
show stronger activation during the presentation of a specic orientation than
for other orientations. In monkeys these columns showed only a width of about
300 500m [166]. Although this size is too small for fMRI to map single columns,
the distribution of columns for dierent orientations varies between voxels (com-
pare Fig. 2.9 taken from [62] Fig. 2). In general, MVPs are subject specic [28].
Until the introduction of fMRI, functional non-invasive imaging techniques lacked
the necessary spatial resolution to probe into these feature representations.
Note that in Fig. 2.8 and all gures following, a 3-dimensional brain volume is
represented by a single slice for reasons of clarity.
Because the concept I propose makes explicit use of dierent spatial activation
patterns, it can only be applied onto brain areas which exhibit those. It has been
shown that MVPs can be distinguished for many dierent stimulus types and task
types, for example, dierent colors [114], auditory word stimuli [95], odors [70],
states of awareness [165], and touches [9]. Hence, pattern connectivity is applicable
to a variaty of stimulati and tasks.
Figure 2.9: Scheme for orientation-selective column distribution. a) The spatial
distribution of orientation selective columns is presented, color coded according to
c). Spatial resolution of fMRI indicated by the measurement grid in a) (nine black
squares) is too raw to map the single columns. However, the distribution of the
orientation selective components varies over the nine voxels b). This causes subtly
dierent response patterns in the early visual cortex for dierently oriented stimuli.
The images were taken from [62] Fig. 2.
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2.3.2 Matrix decompositions of fMRI data
For a data-matrix Y (as in Form. 17 or only for a region I) a linear matrix
decomposition into P components is given by
Y = XC + E (19)
Here, I want to denote the T P -dimensional matrix X as the temporal pattern
matrix and the PS-dimensional matrix C as spatial pattern matrix. E represents
a remaining error matrix, which must not necessarily be unequal to zero. For such
a matrix decomposition, I denote the p-th temporal pattern (p-th column of X)
as Xp and the p-th spatial pattern (p-th row of C) as Cp.
Each coecient of the data-matrix Y is the weighted sum of the patterns in C
with weights from X (compare blue colored row and column in Figure 2.10).
Figure 2.10: Scheme of a matrix decomposition. The columns Xp of X can be
interpreted as time series associated to the brain volume given as a row Cp of the
matrix C.
Of course, for a given data-matrix Y , many dierent matrices C, X, and E exist,
for which Eq. 19 holds.
2.3.3 The general linear model
A frequently used matrix decomposition for fMRI data is the general linear model
(GLM) [50]. Here, the data-matrix Y is modeled as a weighted superposition of
the hemodynamic response functions associated with the onsets (compare chapter
2.1.2), which are stored in the so called design matrix X:
Y = X + E; ys(t) =
PX
p=1
Xp(t)ps + Ets; Xp = ~up = h  up; (20)
where P is the number of used conditions u1; :::; uP given by the paradigm,
 is the weighting or parameter matrix of the linear model, and E the matrix
of normally distributed error terms. Each column Xp of the design matrix X
represents an experimental condition and is the HRF onset function associated to
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up (see Fig. 2.11 and compare chapter 2.1.2). Therefore the time course of each
voxel is modeled as a weighted superposition of all HRF onset functions.
Figure 2.11: Computation of GLM design matrixX. Convolution of the standard
HRF h (left) with the condition onsets (middle) yield a column of design matrix
X (right). For each voxel it is desirable to know for which weighting (parameter
matrix ) of these convolutions their superposition ts the voxel's measured time
course best.
If X has full rank, which can easily be achieved by accurate paradigm design
and denition of used conditions, an approximation b of the unknown  matrix
can be estimated using least squares [50] [140]:
b = (X tX) 1X tY: (21)
The matrix coecient bij can be thought of as an eect strength of the i-th ex-
perimental condition on the j-th voxel. The eects of conditions onto a voxel s can
be contrasted against each other with t-statistics, using contrasts c = (c1; :::; cP ) of
the parameter estimates bs = (b1s; :::; bPs)
t. The signicance of a specic contrast
c for a voxel s is tested with a t-test using
ts =
cbs
"s
; "2s =
(ys  Xbs)t(ys  Xbs)
T   rank(X) c(X
tX) 1ct: (22)
Now ts follows the Student's t-distribution with T  rank(X) degrees of freedom
(see [50] [68]) and is called the t-value of the voxel with respect to c.
If, for example, three conditions are modeled in the design matrix P = 3 and for
a voxel s onw wants to know wether the eect of the second condition is greater
than the one of the rst, one can examine the contrast c = ( 1; 1; 0) and compute
ts. A high ts points to a signicantly (corresponding to Student's t distribution)
higher eect of the second condition onto the voxel, as of the rst condition. From
the t-value one can compute the p-value [50]. Under the null hypothesis that a
voxel s shows no activation which is related to a contrast c (e.g. for c = ( 1; 1; 0)),
the p-value gives the probability of obtaining a t-value at least as extreme as the
actually observed. So for small p-values (normally below 0:05 or 0:001) one rejects
the null hypothesis because the probability for the actual observation is very low.
Hence, the alternative hypothesis - that the voxel was related to the contrast - is
accepted.
Because GLM deals with each voxel separately, it is called a univariate approach.
Due to the great number of voxels, one has to account for false positives [50]. For
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each contrast one gets a statistic parametric map (SPM) by assigning each voxel's
t-value to the voxel's position. For an example of a SPM, see Fig. 2.12.
Figure 2.12: SPM t-value image of a GLM contrast. Voxels with an associated
t-value above a threshold of 3 (approx. p < 0:001) are mapped color coded onto a
structural scan. The t-value increases from dark red to white whereas the p-value
decreases. Here one sees a strong activation of the visual cortex.
One way to dene a ROI would be to add all adjacent voxels, which exceed
a given t-value threshold, to a ROI's index set. The t-value threshold and the
minimum number of voxels can be varied and used as parameters for more liberal
or conservative ROI denition.
For GLM the temporal patterns can be seen in a similar way to optimal temporal
components, and the spatial patterns in  as corresponding spatial components.
2.3.4 Principal component analysis
Another important matrix decomposition used in various elds is principal com-
ponent analysis (PCA) which was rst described by Karl Pearson in 1901 [118].
Mathematically, PCA is an orthogonal coordinate transformation, such that the
projection of the transformed data on the rst coordinate (rst principal com-
ponent) yields the greatest variance over all projections, the projection onto the
second coordinate the second greatest, and so on [76].
Figure 2.13 shows an example PCA. The original data set (red) is rotated so that
the new rst coordinate (horizontal axis) lies in the direction of greatest variance.
The transformed data set is colored in blue. For fMRI the axes in Fig. 2.13 would
correspond to voxel activities ys.
For a T S data-matrix Y with zero temporal mean, a PCA decomposition can
be computed, using singular value decomposition of Y :
Y = XC =WV t; X = W; and C = V t; (23)
whereW and V are TT and SS orthogonal matrices and is a TS diagonal
matrix with real-valued non-negative coecients on the diagonal. C = V t can be
thought of as the inverse of the orthogonal transformation and X = W = Y Ct
as the transformed data.
It is easily seen that the orthogonal transformation V t diagonalizes the covari-
ance matrix Y tY of the data:
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V tY tY V = t: (24)
Figure 2.13: Illustration of principal component analysis. For a hypothetical
2-dimensional dataset (red circles) PCA determines the two orthogonal directions
(rotated coordinate axes), which explain the most variance. This means that the
projection of the original data set onto these directions provides distributions with
maximum variances. Application of the orthogonal transformation V t onto the
original data gives a now decorrelated dataset (blue circles).
Hence, the dimensions in the transformed data X are decorrelated. Using C =
V t instead of C = V t additionally leads to a normalization of the data, yielding
a variance of 1 along the new coordinates (compare Figure 2.14). This is called
whitening transformation. Now the diagonal matrix t of Eq. 24 becomes the
identity matrix.
The diagonal elements of  represent the variance of the data along correspond-
ing dimensions in V t [76]. A suitable permutation of , W , and V respectively
arranges the diagonal elements of  in decreasing order beginning with the largest
coecient in 11.
PCA is often applied for data compression using only the rst few most relevant
(in the sense of explaining most variance) components. Only the rst L < S
components c1; :::; cL (rows of C) are used to project the S-dimensional data Y
to a lower L-dimensional space XL = Y C
t
L with CL = (c
t
1; :::; c
t
L)
t. For my thesis,
this is of particular interest, because connectivity studies [144] [49] [172] normally
project the data Y I of a region I onto its rst principal component c1
x = Y Ict1: (25)
The time course x is called rst eigenvariate and can be thought of as the time
course associated to the spatial pattern c1 explaining most of the variance inside
the data relative to the other components. In the state of the art methods time
course x representing region I is used for further connectivity analysis.
Next, I will describe another matrix decomposition that embeds more natural
conditions than maximization of variance to components.
2.3.5 Independent component analysis
Due to the nature of most experimental data being a superposition of independent
signals (also called sources or components), a more natural matrix decomposition
called independent component analysis (ICA) [31] has been developed during the
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1980s and is still a subject of ongoing research. ICA approaches not only decorre-
late the signals as PCA does, but try to nd statistically independent components.
In general, two events A and B are said to be statistically independent if and only
if
P (A \B) = P (A)P (B): (26)
Figure 2.14 shows the dierence between PCA and ICA schematically. In a),
one sees the raw data matrix consisting of two signals, with each blue circle repre-
senting one measurement. After the PCA, one sees in b) the whitened data along
uncorrelated dimensions but the two signals (dimensions) are still statistically de-
pendent. Finally, one sees in c) the ICA result of two independent signals.
Figure 2.14: Illustration of PCA and ICA. In a) one sees the original data set (blue
circles) and its two PCA eigenvectors (bold lines). After the PCA transformation
and normalization (whitening) the transformed data set in b) is produced. Now both
dimensions (bold lines in b)) are uncorrelated but still stochastically dependent. For
example, one sees that small values in x-dimension are associated to larger variances
in y-dimension than larger values in x-dimension. c) After a rotation, dimensions
are also stochastically independent.
A general overview of ICA for both theory and applications is given in [73].
Using the previously introduced notation of a T  S dimensional data-matrix Y ,
an ICA approach gives a decomposition into P independent components
Y = tX tC; (27)
where tX is a T P matrix containing P independent time courses, correspond-
ing to the P spatial patterns in the P  S matrix tC. The upper left index t
indicates that the ICA decomposition maximized the independence between tem-
poral components in matrix tX. By using the transposed Y t instead of Y , one
gets a decomposition
Y t = sCsX; (28)
where again sX contains the temporal and sC the spatial patterns but now the
spatial patterns are independent from each other.
Many dierent numerical algorithms exist (e.g. [11] [25] [73]) for the estimation
of components as less dependent from each other as possible. I work with an
approach called joint approximate diagonalization of eigenmatrices (JADE) [25].
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A theoretical overview of this method is given in [73] or [25] [26]. I refer to the
JADE decomposition giving temporal independent components as tJADE and for
spatial independent components as sJADE.
Due to the fact that many experimental data sets (as fMRI data) consist of tem-
poral and spatial independent components, approaches were developed to jointly
maximize components temporal and spatial independence [155] [159]. I again use
the JADE variant called spatio-temporal JADE (stJADE) [159] for analysis later.
Because stJADE with  = 0 does not give exactly the same results as sJADE, I
explicitly used sJADE. tJADE is not replaced by stJADE with  = 1 respectively.
Even though ICA accounts better for the form of the data than PCA it has some
disadvantages: Independent component analysis cannot identify the actual num-
ber of source signals. All three ICA approaches have the number of independent
components P as a free parameter. In general, dierent P yield dierent decompo-
sitions and components. In addition to this free parameter, stJADE has another
free parameter  2 [0;1] weighting between a spatial  = 0 or temporal  = 1
decomposition. Principal component analysis has no free parameter, and one just
chooses the rst, most important component in the sense of explained variance.
So, for ICA, one has to determine for which P (and , or other free parameters)
the decomposition is optimal. The way in which a decomposition might be optimal
varies between applications. In section 3.1.3 I give a denition for optimal that
was used for the application of pattern connectivity.
Furthermore, independent component analysis does not give a canonical ordering
of the components, as PCA does. Hence, besides the lack of knowledge of how many
components to extract, one does not know which of the extracted components are
the most important or interesting ones. Some techniques (e.g. [91] [103]) have
been proposed to circumvent this problem. In section 3.1.3 I address this issue in
greater detail and present a solution for the application pattern connectivity.
Finally, ICA does not provide the proper scaling or sign of the source signals.
This problem may be overcome with a-priori knowledge about the shape of the
signals.
These problems and their impact on my thesis are addressed in greater detail
in the following chapter. I used the ICA algorithms implemented in the MFBOX
( [159]; http://mfbox.sourceforge.net/; Computational Intelligence and Machine
Learning Group at the Institute of Biophysics, University of Regensburg, Germany)
MATLAB toolbox for SPM5, to estimate ICA decompositions.
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3 Pattern Connectivity and its applications
3.1 Pattern connectivity
This section describes the main idea of my work. In section 3.1.1 the central
concept is introduced, followed by necessary assumptions about data and paradigm
design in 3.1.2. Sections 3.1.3 and 3.1.4 are concerned with problems arising with
this new concept and will present two solutions.
3.1.1 Introduction
As mentioned in the beginning, most fMRI studies concerning neuronal connectiv-
ity use ( [130] [12] [153] [150] [44] [40] [88]) and recommend ( [46] [144] [49] [172])
the rst eigenvariate of the PCA decomposition (compare section 2.3.4) of a brain
area for further connectivity analysis. Temporal behavior for each ROI is thereby
represented in a single time course. Depending on preprocessing and one's ability
to identify and eliminate artifacts in the data, this rst eigenvariate gives a good
approximation of the overall temporal behavior of a region of interest. However,
if one wants to study connectivity between ROIs containing several patterns (for
examples see section 2.3.1), the state of the art method is not applicable, because
it gives only one time course per region.
I now propose to decompose ROI data with more natural matrix decompositions
than PCA, in this case namely ICA (compare section 2.3.5), which, as I will show
with the help two fMRI paradigms, are able to identify the single patterns. The
methods for connectivity analysis after the component extraction stay the same
as for the standard PCA approach (e.g. correlation analysis or dynamic caudal
modeling). During my thesis, this method is referred to as pattern connectivity ,
emphasizing the fact that connectivity between patterns (instead of regions) is
analyzed (compare Fig. 3.1). Besides ICA, other methods exist to extract pattern
time courses. These are addressed in the discussion and future prospects sections
(4.1 and 4.3).
A major diculty of using ICA instead of PCA is the selection of suitable
components. While for PCA the components are sorted and it is clear that the rst
component is to be used, because this is the one explaining most variance, one has
no order for the ICA components. In the next section I give an algorithm describing
the pattern selection. After the selection, the same methods (see chapter 2.2) can
be applied which were developed for the standard method, to study connectivity
between these components.
In the following I want to state necessary general assumptions allowing ICA to
identify the MVPs and enabling a well-denied component selection.
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Figure 3.1: Scheme of PCA and ICA temporal components. A schematic example
for a connectivity study between two regions (red and blue) is presented. The left
side shows the standard state of the art PCA method. Each ROI is represented
by the rst principal component. The connectivity between these two principal
components is further analyzed (e.g. unsing DCM). In contrast, the right side of
the gure shows the newly proposed approach of pattern connectivity. Each ROI
is decomposed into several components (using for example ICA) from which time
courses associated to multi-variate patterns can be selected for further connectivity
analysis. For both decompositions, PCA left and ICA right, the spatial parts of the
shown components were omitted for better lucidity.
3.1.2 Assumptions
Same notations as introduced in section 2.3.2 are used. The T  S data-matrix Y
of an experiment consisting of T scans over S voxels is taken as basis.
First assumption: The number N of regions of interest I1; :::; IN , as well as, the
numbers Pn 2 N (n = 1; :::; N) of MVPs for each ROI must be known a-priori.
For each of these
PN
n=1 Pn patterns, a condition onset function u
In
p (p = 1; :::; Pn)
which evokes the pattern must adhere to the experiment.
The MVPs involved in the connectivity study are denoted as patterns of interest
or short POIs. The spatial activation distributions of the POIs for a ROI I with
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D voxels and P patterns of interest are denoted as ZIp 2 RD (p = 1; :::; P ). A
POI's time course is denoted as Ip (p = 1; :::; P ). The spatial (temporal) part of
the COI is a row (column) vector. If ROI I contains only one POI and noise and
artifact terms are ignored the ROI data Y I is given as:
Y I = I1Z
I
1 : (29)
For a region of interest I that is not involved in the processing of condition uIp, the
time course Ip(t) is zero. This assumption is similarly stated for dynamic causal
modeling for which the number of ROIs and an a-priori connectivity structure
must be known. The major dierence is that for DCM each region contains exactly
one POI, whose time course is assumed to represent the ROIs principal temporal
behavior and is estimated as the rst PCA component.
Second assumption: Considering a ROI I with P POIs then each pattern of
interest's time course Ip (p = 1; :::; P ) has to be positively correlated with the
associated HRF onset function ~uIp (p = 1; :::; P ).
Because condition uIp causes the p-th POI Z
I
p , this assumption states that the
evoked HRF of the p-th condition is positive. See Fig. 3.2) for the standard HRF
h which is positive in a), a positive, but slightly dierent, individual HRF in c),
and a negative HRF in b).
Figure 3.2: Pattern connectivity, second assumption. a) Time course of the
standard HRF h. b) Negative HRF, which is negatively correlated with the standard
HRF h and would not be allowed. c) Possible ROI-specic HRF response showing
positive correlation with h. Black crosses mark measurement timepoints.
As stated above, the HRF can vary between subjects, regions of interest, tasks,
and the presented stimuli ( [169] [1] [101] [136] [104] [89]), so this assumption
should be veried for each subject, region, and task separately. How well this
assumption is met also depends on the studied connectivity type. However, in
most cases the assumption is met [50] [19] [18].
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Third assumption: Activation of region I is given as a linear model of its patterns
of interest (compare also Fig. 3.3):
Y I = (I + "Itemporal)Z
I + EItemporo-spatial;
I = (I1; :::; 
I
P ); Z
I =
0B@ Z
I
1
...
ZIP
1CA : (30)
Here "Itemporal(t) and E
I
temporo-spatial(t) denote region-dependent temporal and
temporo-spatial error terms of dimensions T  P and T  S. This assumption
could also have been used to dene the term pattern of interest. As second as-
sumption, this assumption has also been stated for GLM [50] (compare section
2.3.3) and is necessary for the application of a linear model such as GLM or ICA.
Figure 3.3: Pattern connectivity, third assumption. Example of a ROI I contain-
ing 2 POIs I1 and 
I
2. Data matrix Y
I is the matrix product of the spatial activity
distributions ZI with their time courses I plus noise terms.
However, concerning the concept of voxel-patterns, the linear model may not
always be a sucient approximation. Because neither the neuronal activity nor
the measured BOLD response of a superposition of dierent stimuli (e.g. several
colors, orientations, or other features at the same time) has to be the superposition
of neuronal or BOLD activity of the single stimuli.
To circumvent this problem, conditions uI1; :::; u
I
P are additionally assumed to
have no temporal overlap. This means, if for time t the onset uIp(t) = 1 then u
I
q(t) =
0 for all p 6= q and p; q = 1; :::; P . For example, if there is a face presentation
stimulus and a house presentation stimulus, which both evoke a pattern inside a
ROI I, then there must not be a condition in which both stimuli are shown at
the same time, because the resulting activation pattern in I will not be the linear
superposition of the face and house patterns. This assumption can easily be met
by accurate paradigm design and assures that the linear model assumption is valid.
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Fourth assumption: For a ROI I, the spatial parts of all POIs ZI1 ; :::; Z
I
P are
linearly independent and have the same norm:
jZI1 j2 = ::: = jZIP j2 (31)
So two dierent POIs have to evoke indeed dierent spatial activation patterns
and do not only lead to a stronger activation of the whole region. This assumption
is necessary because ICA is scaling invariant and in general one can not be sure
how dierent components are scaled relative to each other. One can normalize all
spatial components to the same constant (I choose 1) and together with assumption
two, temporal components are no longer invariant in the terms of scaling. Now
the scaling factor (fourth assumption) and its sign (second assumption) are well-
dened.
The limitations of this assumption lie in the neurophysiological foundations of
the patterns of interest. In section 2.3.1 I gave examples of dierent spatial acti-
vation patterns which are linear independent and as small variations of patterns
of many voxels can be assumed to have approximately the same norm [59] [62]. A
higher spatial resolution of the functional MR images increases the distinguisha-
bility of the patterns.
3.1.3 Pattern selection
To obtain suitable pattern time courses for connectivity, one has three selection
steps. Firstly, a decomposition algorithm has to be chosen, which in the present
thesis is independent component analysis in the form of sJADE, tJADE, and
stJADE described in section 2.3.5. Secondly, parameters of the decomposition
method have to be adjusted to subject and ROI. For all three of the ICA algo-
rithms e.g. the number of extracted components P ICA is a free parameter. Thirdly,
after a ROI was decomposed using the selected algorithm with its adjusted param-
eters, the components associated to the desired pattern have to be selected. For
example, sJADE extracted 12 independent components, which was the optimal
adjusted number of components for this ROI, one has to identify e.g. two compo-
nents associated to two patterns desired for connectivity analysis. In this section
adjustment of decomposition parameters and component selection are introduced.
Let I be a ROI, known to contain PI patterns, whose temporal behaviors are
desired to be known for connectivity analysis. For each of these patterns, an onset
function uIp : R
+
0 ! f0;1g (p = 1; :::; PI) which is known to evoke the pattern ZIp
(p = 1; :::; PI) in I, was specied by the experimentator. Decomposing an area I
with ICA into P ICAI patterns gives a matrix decomposition
Y I = XICI ; (32)
where XI contains temporal and CI spatial components, which, depending on
the used ICA approach (see section 2.3.5), are stochastically independent from
each other.
Now the spatial and temporal parts ZIp ; 
I
p of the POIs can be approximated
with spatial CI(p) (row of C
I) and temporal components XI(p) (column of X
I)
respectively of the ICA decomposition in Eq. 32. These corresponding components
are denoted components of interest (COI). The map  between index sets
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 : f1; :::; PIg ! f1; :::; P ICAI g (33)
gives the column index of XI for each pattern of interest. Thereby  repre-
sents the mapping between POIs and COIs indices. For a better overview, region
dependencies of this transformation are omitted and I simply write  instead of
I .
The relation between patterns of interest and components of interest is as follows:
Patterns of interest are the unknown (real) patterns inside certain brain areas of
the measured fMRI data between which one wants to analyse connectivity evoked
by specic onsets. After the fMRI measurement and the denition of individual
ROIs, the components of interest are selected from ICA decompositions of these
ROIs and further used as approximations for the patterns of interest to study their
connectivity.
Linear independence of the patterns of interest (fourth assumption) and their
non-overlapping time courses (third assumption) guarantees a substantial degree
of spatial and temporal independence and hence are necessary conditions that ICA
can nd and distinguish the patterns. Fig. 3.4 shows an example illustrating POIs
and COIs with two regions of interest.
Figure 3.4: Scheme for POIs and COIs. Here, an example with two regions I and
J containing PI = 3 and PJ = 2 POIs is presented. Both were decomposed using
ICA, extracting P ICAI = 5 and P
ICA
J = 4 components (right side). The components
XIp and X
J
q with p = 1; :::; 5 and q = 1; :::; 4, on the right side of the gure, are
the independent components estimated with ICA and one hopes to nd components
(color coded on the right side) corresponding to the color coded POIs Ir on the left
side of Fig. 3.4. The black components on the right represent extracted noise or
artifact components. For example, here it is J1  XJ3=(1) with (1) = 3.
As already stated, the major diculty using ICA instead of PCA is the selection
of corresponding COIs and the adjustment of ICA parameters. At this point it
must be mentioned that some techniques to optimize ICA parameters, in particular
the number of extracted components (e.g. [91] [103]), have already been developed.
However, in general this is not the case for all parameters (e.g.  for stJADE) and
one has no optimization algorithm for an arbitrary parameter of a decomposition
method. Therefore I solved this problem in a more generic way.
In general, I expect the ICA algorithm to have A > 0 free parameters a =
(a1; :::; aA) with parameter spaces a 2  = 1  :::  A. Components given by
ICA decomposition using parameters a are denoted with:
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Y I = XI(a)CI(a): (34)
At rst, I explain in which way a particular realization a = (a1; :::; aA) 2  is
better than another, and how an optimal parameter set can be estimated.
Intuitively for ROI I, a parameter set is good if, for the temporal part of each
pattern of interest Ip (p = 1; :::; PI), the ICA decomposition of I yields a tem-
poral pattern XIq that is related to it. Using the correlation between extracted
components and HRF onset functions associated to the desired POIs, I can dene
the decomposition tness function F of a parameter set a 2  as
F : ! [0;1]; F (a) := PI
vuut PIY
p=1
max
q=1; :::; P ICAI
jrXIq ;~uIp j: (35)
The well known empirical correlation rx;y 2 [ 1;1] between equally sized samples
x and y was dened in section 2.2.1 Form. 10. One sees that F is maximal if for all
POIs Ip, a component X
I
q can be found, so that both are highly correlated. The
absolute value in Form. 35 of the correlation is used because ICA is sign invariant.
Due to the second assumption from section 3.1.2, I know that POIs and COIs have
to be positively correlated. This fact can now be used to determine a COI's sign.
The p-th root normalizes the product. This tness function was used to adjust
parameters a for each subject and region.
In the example of a ROI I with only one pattern, PI = 1, decomposed using
stJADE, Form. 35 simplies to
F : N[0;1]! [0;1]; F (P stJADEI ;) = max
q=1; :::; P stJADEI
jrXIq ;~uI1 j: (36)
Here, a parameter set a, providing the component with the maximum correlation
with the HRF onset function uI1 of the single POI, would be optimal.
The parameter space  was systematically sampled to see how F depends on
the single parameters. For stJADE, for example, I used a1 = P stJADEI = 2; 3; :::; 20
and a2 =  = 0:0; 0:05; :::; 1:0.
Due to dierent hemodynamic response functions and local artifacts for dierent
regions, I also expect the estimated adjusted parameters to vary between ROIs and
participants.
For a region I, let aI;opt = (a
1
I;opt; :::; a
A
I;opt) denote the estimated optimal set
of ICA parameters, where a1I;opt = P
ICA
I is the number of extracted independent
components.
Finally, the PI components representing patterns of interest (POIs) are selected
from the extracted P ICAI ICA components. Again Pearson's correlation between
components and HRF onset functions associated to POIs is used as a measure
for relatedness. For each p = 1; :::; PI , the component X
I
(p)(aI;opt) out of the
P ICAI independent components, having the highest correlation with the HRF onset
function ~uIp, is selected as COI, approximating 
I
p.
(p) := argmax
q=1;:::;P ICAI
rXIq (aI;opt);~uIp (37)
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As introduced above, I omitted the region dependency for the mapping between
POI and COI indices and simply wrote  instead of I .
The COI XI(p)(aI;opt) can be interpreted as the time course of the multi-voxel
pattern associated with condition uIp. The selected COIs
XI(1)(aI;opt); :::; X
I
(PI)
(aI;opt); (38)
replace the single rst PCA component and can be used for further connectivity
analysis.
Let I1; :::; IN be the regions of interest, each containing PIi (i = 1; :::; N) patterns
of interest. In general, a connectivity measure K (e.g. restricted correlation or a
parameter of a dynammic causal model) depends on all
PIN
i=1 PIi COIs:
K = K(XI1(1);:::;X
I1
(PI1 )
; ::: ;XIN(1);:::;X
IN
(PIN )
) 2 R : (39)
Here, dependence of the index mapping  on the region of interest was omitted,
and for a better overview also the dependence of a connectivity measure K on all
COIs is not written out.
Before discussing a major problem arising with the proposed method of compo-
nent selection, a summary of the method of pattern connectivity is given in Fig.
3.5 and in more detail here:
1. Step: Question / Hypothesis Firstly, one has to state a clear question or
hypothesis concerning the connectivity between specic brain areas during specic
experimental conditions. One has to know which ROIs are involved and how many
POIs each region contains and through which experimental condition these POIs
are evoked. For this purpose, previous ndings from literature are used.
Furthermore, the experimental design has to be specied. One has to implement
suitable stimuli for the POIs and the later localization of the ROIs. The number
of trials per condition has to be dened so that enough data is obtained for reli-
able analysis afterwards. However, the experiment must not be too long, because
participants will show exhaustion eects that limit the duration of one scanning
session to about one hour. Depending on the initial question, many other aspects
of paradigm design may be of interest.
The exclamation marks in the Fig. 3.5 denote information one has to know
a-priori. For this example, PI = 1 and PJ = 2 patterns of interest were chosen for
regions I and J respectively.
2. Step: Carry out experiment Now, it is possible to perform the experiment
with an fMRI scanner. Important issues arising for the measurement are a suitable
TR ( 3 s for connectivity studies, to cover the slope of the HRF), a sucient
spatial covering of the brain in particular of the regions of interest, a high spatial
resolution of the functional scans so that patterns can be distinguished, and that
each subject gets the same task instructions in the beginning reducing inter-subject
variations.
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Figure 3.5: Scheme of pattern connectivity.
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3. Step: Preprocessing Several preprocessing steps have to be carried out to
prepare the data for further analysis. For details, see chapter 2.1.3.
4. Step: ROI denition Individual positions for regions of interest have to be
dened for each subject. Therefore, I use GLM contrasts (compare chapter 2.3.3
for GLM theory and 3.2.2 and 3.3.4 for its application) combined with a-priori
knowledge of the raw position of each region. In addition, size and form of a ROI
have to be dened giving a voxel index set for each ROI.
5. Step: Pattern selection I Now it is possible to use ICA to decompose the
data-matrices Y I and Y J . As proposed above, one computes ICA for various
parameter sets a 2 , which sample the parameter space  in an accurate manner
and use the proposed tness function F to select the optimal parameter sets aI;opt
and aJ;opt for both regions separately.
6. Step: Pattern selection II Having the optimal ICA decompositions, one
selects components of interest taking the extracted component which shows the
highest correlation with the HRF onset function ~u associated with onset u as COI.
7. Step: Study connectivity The selected COIs can now be used for further
connectivity analysis from simple correlation analysis between the components to
the point of using them as time courses for dynamic causal models. In Fig. 3.5, two
connectivity measures, K and K 0, are shown, describing the connectivity between
the three COIs.
Only steps 4, 5, and 6 dier between the standard PCA and the pattern connec-
tivity method. In step 7, I then use the rst principal components or the selected
COIs for further connectivity analysis, for the state of the art method or pattern
connectivity respectively.
The details of all these steps dier for miscellaneous initial issues about connec-
tivity. For two fMRI studies, I will describe these details later, closely following the
steps above. But rst, a major problem arising with decomposition's parameter
adjustment and component selection must be addressed.
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3.1.4 Statistical connectivity baseline caused by component selection
Due to the relation of onsets to each other, the selection of components by their
correlation to conditions leads to a methodical artifact in the relation between
extracted components.
For example, if I consider two randomly positioned regions I, J and two condi-
tions uI1, u
J
1 correlated with each other (see Fig. 3.6). Now I hypothesize that u
I
1
evokes a pattern inside I and uJ1 in J respectively and that those two patterns are
connected with each other, meaning that their time courses are correlated. Because
the ROIs were positioned randomly, ICA decomposition will give independent but
in general not experimentally related components, which by accident may be cor-
related with conditions anyway. Now following the approach of pattern selection
proposed above and choosing (from all extracted independent components for I)
the component that shows the highest correlation with ~uI1 (respectively for J) I will
of course nd a correlation between the two selected components. In the extreme
case, where one is interested in the connectivity between two regions during one
particular condition uI1 = u
J
1 , one nds the two selected components with highest
correlation to ~uI1 also to be correlated with each other. So one nds connectiv-
ity between arbitrary-positioned ROIs for all experimental onsets u, which is not
desired.
Figure 3.6: Pattern selection gives correlated patterns. Example of two ROIs
each containing one COI related to an 45 Gabor patch stimulus. For both regions,
ICA decompositions are computed and one COI, which is highly correlated with the
presentation of the stimulus, is selected for each ROI. One also expects the extracted
COIs to be correlated with each other.
I will describe two approaches to circumvent this methodical artifact: The rst
aims to estimate a statistic connectivity baseline, which can be accounted for in
later analysis, whereas the second method uses only a part of the data for compo-
nent selection, and the remaining part for connectivity analysis, thus eliminating
the random eects causing the baseline.
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Estimation of the component selection connectivity baseline: For a connec-
tivity measure (e.g. correlation between two patterns or an estimated DCM pa-
rameter, also compare section 2.2), I will denote the statistically expected value of
the connectivity measure for selected components from randomly positioned ROIs
as component selection connectivity baseline (CSCB) of the connectivity measure.
Randomly positioned regions must have the same size (number of voxels) and form
as the regions of interest.
To estimate the CSCB, I compute the connectivity measure several times for ran-
domly positioned regions, extract and select COIs as proposed above, and build the
mean of the resulting connectivity measures, which by denition is the empirical
CSCB.
Considering, for example, the situation of Fig. 3.6 and the connectivity measure
K to be the correlation of two selected COIs XI(1) and X
J
(1):
K = rXI
(1)
;XJ
(1)
: (40)
Regions I and J shall be previously dened areas, which I think should be
functionally connected. Because COIs XI(1) and X
J
(1) could be components which
are accidently correlated with the corresponding HRFs, it is not sucient to nd
K > 0 to reason that I and J are funcionally connected. One has to show that
K > CSCBK .
In general, for a connectivity measure K, the component selection connectiv-
ity baseline CSCBK can be estimated by repeatedly computing K for randomly
positioned regions and taking the mean of these K. Decomposition's parameter
adjustment and COI selection have to be performed for each repetition separately.
Assuming N repetitions with computed connectivity measuresK1; :::; KN , CSCBK
is estimated as:
CSCBK  1
N
NX
i=1
Ki: (41)
The interpretation of the CSCB is very intuitive. Faced with a connectivity
result of any kind for dened ROIs and selected COIs, I can estimate the CSCB,
which states the connectivity result statistically to-be-expected for random areas,
and compare with the K obtained from ROIs. Only if K signicantly diers from
CSCBK one can interpret it as a considerable connectivity between ROIs.
Due to the fact that one has to compute many ICA decompositions for each
randomly positioned region, the number of repetitions N , is limited by computa-
tion time. For advanced connectivity analysis methods, such as dynamic causal
modeling (compare section 2.2.2) this computation may be a very time consuming
task.
Separately selected components: Besides estimating the CSCB, one can try to
separate the data that underlies component selection steps (steps 5 and 6 in gure
3.5) from the data used in connectivity analysis step (step 7). For this, I assume,
without loss of generality, that the number of measured scans T is even. After
step 4 of ROI denition (compare gure 3.5), I compute ICA decompositions on
the basis of the entire data but use only the rst 1; :::; T=2 scans for parameter
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and component selection steps 5 and 6 and the last T=2 + 1; :::; T scans of those
selected COIs for connectivity analysis or vice versa. Figure 3.7 illustrates an
ICA decomposition, and further usage of the data for component selection and
connectivity analysis.
An even more elegant way would be to use bootstrapping techniques [38] to
sample a training subset of scans and determine optimal ICA parameters and se-
lect COIs from this training set. This way, remaining test scans could be used for
connectivity analysis. Repeating those two steps and analyzing the distributions
of the single connectivity results over bootstrap iterations one would obtain more
reliable results. However, this may not be applicable for connectivity analysis
techniques, which explicitly model the HRF response, such as, for example, DCM.
Those methods need the temporal information and dependences between succeed-
ing scans, which is destroyed through bootstrapping. Because I will use DCM, I
will leave it at mentioning this possibility.
Figure 3.7: Illustration for separate component selection. After ICA decomposi-
tion of data Y I , only the rst half (xIij)i=1::T=2;j=1::P of matrixX
I is used to compute
the tness function F , determine optimal ICA parameters a 2 , and select COIs.
After this, the second half of these selected COIs is used for connectivity analysis.
Here, I will always use three separated analyses. For the rst one, I use the
whole data to select ICA components and analyze connectivity between COIs also
selected on the basis of all scans. For the second and third one, I use the proposed
data split: applying ICA on the whole, selecting COIs on the basis of the rst
(second) half of data, and analyze connectivity for the second (rst) half of scans.
So, if the found results for the rst analysis are from the same magnitude as
their CSCB, I can say that they are caused by component selection, and have no
neurophysiological meaning. In addition, results can be excluded where the three
analysis methods (using the whole data, the rst, or second part for COI selection)
signicantly dier from each other, because this would mean that COIs selected
on only one half of the data, lead to inconsistent connectivity results. Cases,
where results from the split data are consistent upon each other but dier from
results found with all data, might be caused by the insucient amount of scans
for the split data. I assume that temporal eects, which may change connectivity
between rst and second half of the experiment, such as for example learning or
exhaustion, are small compared to the connectivity under investigation. Both ap-
proaches, comparing connectivity measures of specic ROIs with their CSCB and
with connectivity measures obtained for the splitted data, can be used separately
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to determine if found connectivity results are caused by the methodical artifact
introduced through the pattern selection step or not.
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3.2 I. Paradigm: Validation of pattern connectivity
After introducing the idea of pattern connectivity and the basic theory behind,
I present the rst fMRI study, whose aim was to compare pattern connectivity
with the common PCA method, and to show that both methods yield the same
connectivity results.
In the following, I proceed as outlined in Fig. 3.5. I begin by stating the
connectivity hypothesis, including involved regions of interest, patterns of interest,
and their related conditions. Also the details of experimental setups, a description
of the used stimuli, and trial composition is explained in the following chapters.
3.2.1 Experimental setup and hypothesis
Because in the rst experiment I want to compare connectivity measures obtained
with the PCA method with those obtained with pattern connectivity, the experi-
ment had to be chosen to only evoke one pattern of interest in each ROI, so that
the PCA method was also applicable. Accordingly I chose to study connectivity
between two regions inside the visual cortex: the region around the primary visual
cortex (V1) and the visual area MT+ (middle temporal) also called V5, which
consists of the subareas MT and MST (see [72] Fig. 6 or [82] for detailed investiga-
tion of are MT/V5). Whereas area V1 and its adjacent areas V2, V3, and V4 are
involved in procession of almost all features of visual stimuli as ocular dominance,
orientation, spatial frequency, size, color, and shape [66] [67] [5], the visual area
MT+ mainly processes the motion attributes of stimuli.
Together, the areas V1, V2, V3, V4, and V5 form the visual cortex. Although
there are methods to separate V1 from the nearby areas V2 and V3 and to distin-
guish between MT and MST, this is not in the scope of this work. I will refer to
the union of V1, V2, and V3 as the visual area (VA) and to MT+ as the motion
area (MA). See Fig. 3.8 for a raw localization of ROIs VA and MA taken from [72]
Fig. 6 and [161] Fig. 1.
Figure 3.8: Regions of interest for the BMS paradigm. Regions of interest MA
(green) and VA (red) are framed black.
Many studies have been conducted to investigate functional properties of the
visual cortex (e.g. [170] [42] concerning the visual area MT in monkeys and [163]
in humans). Of interest for us is the connectivity between VA and MA (for de-
tailed information about those two areas and their connectivity see [90] [45]). Most
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importantly MA gets its major input from VA (in particular V1 [15]). The con-
nectivity between these areas has already been used to introduce dynamic causal
modeling [49], and I used this simple network of the two areas VA and MA both
containing only one POI, to compare pattern connectivity with the standard PCA
method.
To evoke neuronal activation in MA, participants have to perceive a moving
stimulus. Alternating expanding and contracting (1 Hz) ow elds of spheres
have shown [72] to generate strong responses in MA. I will call this condition
of a oweld (20 diameter) consisting of randomly distributed gray spheres the
motion condition (M). For more detailed information on the stimuli, refer to [72].
Because this stimulus will also lead to a strong response in VA one needs an
additional stimulus that excites VA in a similar way but not MA to distinguish
between VA and MA, and to determine individual positions. For this condition,
denoted as the stationary condition (S), I choose the same distribution of gray
(but now stationary) spheres. Finally, a baseline condition (B) was added, in
which no spheres were presented. To facilitate necessary xation during the whole
experiment a small xation cross was shown across all three conditions.
Due to the nature of its stimuli I will refer to this rst experiment as the blank-
motion-static paradigm (short BMS). The stimuli were presented in a block design
using pseudo-randomized blocks of 20s duration (compare Fig. 3.9). The whole
experiment took about 30 min and resulted in 910 functional MR scans per subject.
Participants had only to pay attention to the visual stimulation and maintain
xation.
Figure 3.9: Design of the BMS experiment and illustration of BMS stimuli. Blank,
motion, and static stimuli (from left to right) were presented ,pseudorandomized,
for intervals of 20 s.
For simplicity, the voxel index sets associated with the ROIs VA and MA are
denoted in the same way as VA and MA. The onsets of the blank, motion, and
static conditions will be denoted as u1, u2, and u3 respectively. I will denote
the combination of onsets u2 and u3 the visual or stimulus onset u4 := u2 +
u3. Region VA contains one POI (pattern of interest) 
VA
1 ; Z
VA
1 related to the
visual onset uVA1 = u4. I remind the reader that ~u
VA
1 was called the HRF onset
function associated with area VA. Finally, region MA contains the pattern of
interest MA1 ; Z
MA
1 associated to the HRF onset function ~u
MA
1 = ~u2 of the motion
stimulus.
For pattern connectivity, associated COIs (components of interest) XVA(1); C
VA
(1)
and XMA(1); C
VA
(1) were selected from ICA decomposotions using the adjusted ICA
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parameters and following sections 3.1.3 and 3.1.4. For the standard PCA method,
the PCA decomposition of the two regions was computed and the rst component
was selected as COI.
The hypothesis is that activation between VA and MA (in particular between
their COIs) increases during the motion condition, relative to the static condition.
As mentioned before, restricted correlation and dynamic causal modeling were
used to verify this hypothesis.
Measuring functional connectivity, I hypothesize that the two selected compo-
nents of interest show higher correlation during the motion condition than during
the static condition. In terms of restricted correlation this means that correla-
tion between XVA(1) and X
MA
(1) restricted to the motion condition u2 is higher than
correlation restricted to the static condition u3:
rXVA
(1)
;XMA
(1)

u2
> rXVA
(1)
;XMA
(1)

u3
: (42)
In terms of the component selection connectivity baseline (CSCB) introduced
in section 3.1.4, this hypothesis becomes:
 := rXVA
(1)
;XMA
(1)

u2
  rXVA
(1)
;XMA
(1)

u3
> CSCB; (43)
where CSCB is the mean dierence of restricted correlations computed for
randomly positioned regions. Same notations as introduced in sections 2.2.1 and
3.1.4 are used.
Similar as for the restricted empirical correlation, I hypothesize for DCM a con-
nection between COIs XVA(1) and X
MA
(1), which increases during motion stimulation
(compare Fig. 3.10).
Figure 3.10: A-priori hypothesized dynamic causal model. Here a scheme for the
hypothesized network is presented. ROIs are shown as circles and external inputs
and modulators as squares. The visual stimulation (union of motion and static
stimuli; MS) excites region VA, which transfers information to region MA. This
bottom-up connection is modulated (M) by the motion regressor.
To test this hypothesis, four additional DCM-models representing dierent con-
nectivity structures were estimated. All models were compared pairwise and the
hierarchy between models was determined as introduced in section 2.2.2. The
stated hypothesis is veried, if models which show a strong and positive motion
modulation from the VA COI to the MA COI achieve better rankings (lower rank)
in the model hierarchy than models that lack this modulation or show only weak
or negative modulation strengths.
Four healthy volunteers (3 male, 1 female, aged 21   28 years) participated in
the BMS experiment. All were familiarized with the experimental tasks before
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the fMRI scan session. All participants had normal or corrected-to-normal vision
and none had a history of neurological or psychiatric illness. FMRI data was
preprocessed using the algorithms previously described in chapter 2.1.3.
3.2.2 Region of interest denition
In this section I explain how the voxel index sets VA and MA of the regions were
chosen and localized for later analysis.
The SPM5 toolbox was used to specify and estimate a General Linear Model
(compare section 2.3.3) consisting of the three experimental onsets u1, u2, and
u3. For the localization of VA the contrast cVA = ( 1; 0:5; 0:5) was used. A high
t-value of a voxel in the resulting statistical map means that this voxel showed
a higher activation during visual stimulation (motion and static together) than
during the blank condition. To determine individual positions of MA contrast
vector cMA = (0; 1; 1) was used. In this case voxels showing a high activation
during the motion condition relative to the static condition had high t-values.
To improve visualization I estimated two GLMs for each participant. One was
computed using raw not normalizied and unsmoothed data, and a second using nor-
malized and smoothed data. Beside these two, I present the afterward normalized
results obtained from the raw data to demonstrate the spatial smoothing eects
of the normalization step. Fig.s 3.11 and 3.12 show t-value images in (a), (c), and
(d) for the two contrasts cVA and cMA respectively and the specied individual
ROIs in (b). Thereby voxels with p < 0:0001 (T > 3:7) are plottet, color coded,
over the associated structural scan (gray background). Spatial smoothing due to
normalization can be seen by comparing (a) and (c). Images for participants 1, 3,
and 4 can be found in the appendix 5.1 Fig. 5.1, 5.2, and 5.3.
ROI coordinates were determined for each subject separately. Individual posi-
tioned ROIs for VA and MA were dened based on the GLM peak activations
obtained from the contrasts cVA and cMA of the raw data. The positions were ad-
ditionally transformed to MNI space using the SPM5 implemented normalization
algorithm [100] for visualization and comparison purpose.
All voxels in a sphere with radius 8 mm around a ROI's position were taken to
form the index sets VA and MA (see Figs. 3.11 b) and 3.12 b)). Thereby the raw
non-normalized and spatially non-smoothed data was taken as a basis. For subject
2 Figs. 3.11 and 3.12 show GLM results and the dened ROI.
Table 2 shows t-values of peak voxels from the raw data and their normalized
location in MNI space. Areas' positions are comparable to those reported in other
studies as, for example, [162] [72] [161]. For all participants, peak voxels for both
regions show high signicance (p < 0:0001).
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Figure 3.11: SPM of GLM contrast cVA for subject 2. In all four images the
presented data was laid over the structural scan (not normalized for a) and b),
normalized for c) and d)). In a), c), and d) all voxels with p < 0:0001 (T > 3:7)
with respect to the GLM contrast cVA are shown color coded according to their
t-values. Thereby also voxels with negative t-values (below  3:7) are presented. In
a) the raw data after slicetiming and realignment preprocessing steps was taken as
a basis whereas in c) the data was also normalized to the MNI brain. d) shows the
result for the GLM of normalized and smoothed (gaussian kernel of 8 mm) data. In
b) voxels of the depicted slice belonging to the ROI VA are colored white.
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Figure 3.12: SPM of GLM contrast cMA for subject 2. Here the same images as
in Fig. 3.11 are presented for area MA.
ROI voxels t-value (raw) MNI coordinates
VA (S1) 251 44:38  10  91  3
VA (S2) 251 37:84 9  93 3
VA (S3) 253 53:81  4  82 0
VA (S4) 255 48:05  5  94  3
MA (S1) 251 23:96 49  67 2
MA (S2) 251 16:64 49  72 6
MA (S3) 253 21:93 45  64 0
MA (S4) 255 25:93 45  64  5
Table 2: ROI information for the BMS paradigm. The table presents the number
of voxels, t-value of central ROI voxel, and MNI coordinates of the two regions VA
and MA for all four subjects S1 to S4.
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3.2.3 Component selection
As stated earlier in chapter 2.3.5, I will use ICA methods sJADE, tJADE, and
stJADE for the estimation of the decomposition of data matrices Y VA and Y MA
(see Equation 44 below). Whereas the number of extracted components P is a
free parameter for all three algorithms, stJADE has the temporo-spatial weighting
parameter  as a second free parameter (compare chapter 2.3.5). As stated in sec-
tion 3.1.4, decompositions were computed for several free parameter sets sampling
the associated parameter space  for each ICA algorithm accurately. For sJADE
and tJADE decompositions for P = 2; :::; 20 components and for stJADE for
(P;) 2 f2; :::; 20g  f0:00; 0:05; 0:1; :::; 0:95; 1:00g were computed. In addition
the PCA decomposition (see section 2.3.4) was estimated for each region.
Y VA = XVA(a)CVA(a); Y MA = XMA(a)CMA(a) (44)
In Eq. 44 the dependence on the used ICA algorithm, sJADE, tJADE, or
stJADE, are omitted. For each extracted component of region VA, its correlation
with the visual stimulus onset HRF ~uVA1 = ~u4 was estimated. The same for region
MA and the motion onset HRF ~uMA1 = ~u2.
To nd the best parameter set aVA;opt and aMA;opt for each ICA method I used
the tness function introduced in Eq. 35. Because VA and MA have only one COI,
one gets
FVA(a) = max
p=1; :::; P
jrXVAp (a);~uVA1 j (45)
FMA(a) = max
p=1; :::; P
jrXMAp (a);~uMA1 j: (46)
For sJADE and tJADE it is a = P and for stJADE a = (P;) with P = 2; :::; 20
and  = 0:00; 0:05; :::; 1:00. Table 3 shows computed maximum correlations and
parameters aVA;opt and aMA;opt, for which this maximal correlation is achieved.
For PCA this is the component number in the single PCA decomposition with
maximum correlation.
One sees that for PCA, always the rst, most variance explaining component
also has the highest correlation with the onset HRF (compare also Fig. 3.13).
However, for ICA methods one always has to extract more components P to achieve
maximum correlation and therefore maximum tness. In addition, one sees that
correlations for ICA methods are almost always higher than for PCA.
Figs. 3.13 and 3.14 show the tness function F for ICA methods over their
parameter spaces  relative to the maximum correlation achieved with PCA. Be-
cause each region contains only one pattern, this maximum correlation is equal to
the tness function. One sees that for the two regions VA and MA decomposed
with sJADE or tJADE, always a parameter P was found, which yields a decom-
position containing a component that is equal or more highly correlated to ~uVA1
(~uMA1 ) than all PCA components. This implies that ICA nds components, which
show a more signicant, in the sense of correlation, relation to the paradigm than
PCA (compare [155]).
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ROI Decomp. Subject 1 Subject 2 Subject 3 Subject 4
VA
PCA 0:83(1) 0:80(1) 0:80(1) 0:89(1)
sJADE 0:84(12) 0:83(4) 0:84(9) 0:87(2)
tJADE 0:83(2) 0:83(5) 0:83(7) 0:89(2)
stJADE 0:84(2; 0:50) 0:83(6; 0:80) 0:83(9; 0:75) 0:85(2; 1:00)
MA
PCA 0:71(1) 0:78(1) 0:60(1) 0:81(1)
sJADE 0:81(8) 0:83(3) 0:73(5) 0:89(7)
tJADE 0:78(9) 0:79(2) 0:73(11) 0:87(3)
stJADE 0:82(10; 0:80) 0:87(7; 0:00) 0:74(5; 1:00) 0:89(3; 0:20)
Table 3: Maximum of the tness function. Maximum tnesses, FVA(aVA;opt)
and FMA(aMA;opt), and the optimal parameters, aVA;opt and aMA;opt (in brackets),
for which this maximum correlation is achieved are shown for the two ROIs and
the four decomposition algorithms. For PCA, the number in brackets indicates
the component yielding maximum correlation. For stJADE, the optimal parameter
contains also the weight . Correlations for region VA (MA) were computed between
components and HRF onset functions ~uVA1 (~u
MA
1 ).
Figure 3.13: Fitness function F over parameter space  for sJADE and tJADE.
For PCA (rst and forth row of graphs) correlations between single PCA components
and dependent on investigated ROI ~uVA1 or ~u
MA
1 for VA and MA respectively are
presented. This is the same as the tness function F for parameter a = P . The
other rows show tness functions (= maximal correlation) for sJADE and tJADE
relative to a baseline of PCA's tness, which was always realized for the rst PCA
component. The plotted value for a specic P in a graph, belonging to sJADE
or tJADE, represents the maximum correlation over all P extracted components
with the associated HRF onset functions ~uVA1 (~u
MA
1 ) for area VA (MA) minus the
tness of PCA. Therefore, positive values in the sJADE and tJADE graphs indicate
parameters P for which the ICA method yielded a component more highly correlated
to the associated HRF onset functions than the PCA method.
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Figure 3.14: Fitness function F over parameter space  for stJADE. Plots show
essentially the same for stJADE as Fig. 3.13 for sJADE and tJADE. For the now
2-dimensional parameter space  of stJADE, the tness function F is presented for
regions VA (upper half) and MA (lower half), color coded, according to colorbars.
Again, PCA tness (see Fig. 3.13) was used as a baseline and subtracted.
Using the decompositions obtained using the adjusted parameters from Tab.
3 the component of interest was selected for each ROI. For the two regions of
interest VA and MA, I obtain one COI for each of the decomposition methods
(PCA, sJADE, tJADE, and stJADE). Following chapter 3.1.3, for PCA I always
select the rst principal component, which was also the component achieving the
highest correlation with the HRF onset function (see Tab. 3, number in brackets
behind PCA tness). For ICA methods, again following chapter 3.1.3 (only one
COI per region), I selected that component of the decomposition realizing the
maximum correlation. So, for example, in region VA of subject 3 decomposed with
tJADE, correlation between patterns and ~u4 is maximized when P = 7 patterns
are extracted, and the highest correlation over these 7 patterns is 0:83 (compare
Tab. 3). Now I chose this pattern out of the 7 extracted, which realizes the
maximal correlation, to be the COI for VA obtained with tJADE.
This selection completes steps 5 and 6 of scheme 3.5 from chapter 3.1.2.
Until now, always all scans were used for correlation calculation and pattern
selection. Following chapter 3.1.4 I select patterns in parallel only using the rst
(last) half of the measured scans. Tables 4 and 5 are equivalents of Tab. 3 for
these two cases.
One sees a broad agreement between Tabs. 4 and 5 representing maximum t-
ness on the basis of the split data compared to Tab. 3 in which all information was
used. COIs were selected separately for these three scenarios. The unused tempo-
ral data of the COIs selected using split data will be used for further connectivity
analysis in the next chapter.
Finally, before beginning with connectivity analysis I will analyze how correla-
tions found between patterns and associated HRF onset functions for VA and MA
dier from correlations found for randomly positioned regions.
Besides the two ROIs, VA and MA, additionally 200 regions of the same size
(8 mm radius spheres) were dened randomly located inside the brain. For statis-
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tical analysis the rst 100 regions will be used representing VA and the last 100 of
the areas representing MA. These regions will be used to estimate the components
selection connectivity baseline (compare section 3.1.4) later. For each of the rst
100 areas, optimization of ICA parameters and COI selection was done in the same
way as for VA, and for the last 100 regions in the same way as for MA. This yielded
100 COIs of random regions associated to ~u4 and 100 COIs associated to ~u2. For
these COIs the mean correlation (= mean tness) over the 100 COIs with ~u4 and
~u2 respectively is shown in Tab. 6.
Comparing mean maximum tness values of the randomly positioned regions
from Tab. 6 with maxima of dened ROIs VA and MA, one sees that the tness
function for ROIs achieves signicantly higher values than the mean over the ran-
dom areas. This reects the relation between ROIs and onsets and conrms the
GLM ndings. But most importantly this indicates that ICA was able to identify
the POIs and yielded paradigm-relevant COIs for VA and MA which can now be
used for further connectivity analysis.
ROI Decomp. Subject 1 Subject 2 Subject 3 Subject 4
VA
PCA 0:82(1) 0:81(1) 0:84(1) 0:90(1)
sJADE 0:83(12) 0:84(4) 0:87(9) 0:89(2)
tJADE 0:82(2) 0:84(5) 0:86(7) 0:90(2)
stJADE 0:82(2) 0:83(6) 0:87(9) 0:88(2)
MA
PCA 0:81(1) 0:79(1) 0:70(1) 0:84(1)
sJADE 0:86(8) 0:84(3) 0:77(5) 0:90(17)
tJADE 0:83(15) 0:80(2) 0:77(5) 0:89(3)
stJADE 0:86(9) 0:85(7) 0:76(5) 0:90(3)
Table 4: Maximum of the tness function using rst half of the data only. As in
Tab. 3 but now only taking the rst half of all fMRI scans as basis.
ROI Decomp. Subject 1 Subject 2 Subject 3 Subject 4
VA
PCA 0:83(1) 0:79(1) 0:76(1) 0:89(1)
sJADE 0:86(12) 0:82(4) 0:81(9) 0:87(10)
tJADE 0:85(5) 0:84(6) 0:79(7) 0:89(4)
stJADE 0:85(2) 0:86(6) 0:80(9) 0:88(10)
MA
PCA 0:62(1) 0:78(1) 0:51(1) 0:78(1)
sJADE 0:77(8) 0:83(8) 0:70(5) 0:89(7)
tJADE 0:74(9) 0:78(2) 0:71(11) 0:86(3)
stJADE 0:79(10) 0:89(7) 0:73(6) 0:88(2)
Table 5: Maximum of the tness function using second half of the data only.
Compare Tables 4 and 3.
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ROI Decomp. Subject 1 Subject 2 Subject 3 Subject 4
VA
PCA 0:27(0:06) 0:14(0:03) 0:18(0:14) 0:19(0:11)
sJADE 0:31(0:09) 0:17(0:06) 0:21(0:17) 0:22(0:12)
tJADE 0:32(0:08) 0:18(0:06) 0:22(0:17) 0:21(0:11)
stJADE 0:33(0:08) 0:19(0:06) 0:23(0:19) 0:23(0:10)
MA
PCA 0:24(0:02) 0:17(0:05) 0:18(0:17) 0:22(0:20)
sJADE 0:29(0:11) 0:21(0:09) 0:21(0:18) 0:24(0:21)
tJADE 0:30(0:09) 0:21(0:08) 0:22(0:18) 0:24(0:19)
stJADE 0:31(0:12) 0:22(0:10) 0:22(0:18) 0:26(0:23)
Table 6: Mean of maximum tness function and extracted components for random
regions. As in Tab. 3 the maximum of the tness functions for the four decomposi-
tion algorithms, two regions, and four subjects were computed for the 100 randomly
chosen regions. The table shows the mean over the ten maxima. Numbers in brack-
ets denote the associated standard deviations.
3.2.4 Comparing connectivity of PCA and ICA components
Now connectivity between VA and MA was studied. As outlined in chapter 2.2.1,
Pearson's correlation was computed between selected COIs from the two areas, dur-
ing motion and static stimulation and compared to another. A higher correlation
during motion than during static stimulation is hypothesized, indicating increased
functional connectivity during motion. In addition ve DCM models including the
model in favor (compare section 3.2.1) were specied, estimated, and compared
using SPM5.
As introduced in section 2.2.1 Form. 12, restricted empirical correlations be-
tween COIs during static condition u3 were computed as
rXVA
(1)
;XMA
(1)

u3
:=
P
t2Tu3

XVAt(1)   X
VA
(1)

u3

XMAt(1)   X
MA
(1)

u3

s P
t2Tu3

XVAt(1)   X
VA
(1)

u3
2 P
t2Tu3

XMAt(1)   X
MA
(1)

u3
2 : (47)
Analog restricted empirical correlation was computed for the motion stimulus
rXVA
(1)
;XMA
(1)

u2
. Those two correlations were now determined for the four decompo-
sition methods PCA, sJADE, tJADE, and stJADE on the basis of the whole data,
then the rst, and nally the second half of the scans. Thereby COIs selected on
the whole, the second, and the rst half of data were used. Tables 7 and 8 show
the results of this analysis for each subject.
In addition, the 200 randomly positioned regions were used to estimate the
CSCB for restricted correlation (compare page 52). From the rst 100 models the
COI associated to the HRF onset function of the visual stimulation ~u4 was selected
(analog for the last 100 and ~u4). Analog to Form. 47, restricted correlations were
computed 100 times, replacing the COIs used in Form. 47 with the COIs of
the randomly located regions. The mean values for the CSCBs over these 100
computations is presented at the end of Tabs. 7 and 8. The CSCBs were only
3 PATTERN CONNECTIVITY AND ITS APPLICATIONS 55
computed on the basis of all scans.
In all cases, one sees a higher correlation during motion than during static stim-
ulation ( > 0) and, independent from the underlying data part, that connectivity
changes between areas VA and MA lie high above the estimated CSCB estimates
( > CSCB) which proofs the hypothesis. Figs. 3.15 and 3.16 summarize Tabs. 7
and 8 and show mean values and standard deviations for the dierent correlations.
One sees the higher correlation values between VA and MA during motion than
during static, for all decomposition methods (left blue is below right blue bar in
every graph) and that restricted correlations between VA and MA lie above the
estimated CSCB (red bars). Accordingly I can conclude that the initial hypothesis
for restricted correlation,  > CSCB, was conrmed by PCA and all of the three
ICA mehtods. This states that, so far, pattern connectivity can reproduce results
obtained with the state of the art PCA method.
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Figure 3.15: Restricted correlations between VA and MA on group level. Mean
values (over subjects) for restricted empirical correlation onto static and motion
conditions are presented (blue bars). The associated CSCB baseline is shown in
red. Standard deviations over subjects are presented for the restricted empirical
correlation and, for the CSCBs, additionally over the randomly positioned regions.
Figure 3.16: Functional connectivity changes between VA and MA on group level.
Dierences  between restricted empirical correlations during motion and static are
shown for the three types of underlying data and the four decomposition types. In
addition, in case all data was used, the component selection connectivity baselines
CSCB for the dierences are given (white bars in the left graph). Standard devia-
tions over subjects are presented for all dierences. For CSCB standard deviations
were computed over subjects and random regions.
For DCM connectivity analysis, ve models (see Fig. 3.17) were specied and
estimated using the SPM5 toolbox. Each model consisted of one COI for each
of the areas VA and MA, a bottom-up connection from the COI associated with
VA to the COI associated to MA, and the stimulus condition (MS with onsets u4)
exciting VA. For model II, for example, one obtains the following DCM parameter
matrices (compare section 2.2.2):
A =
  1 0
1  1

; B1 =

0 0
0 0

; B2 =

0 0
1 0

; C =

1 0
0 0

: (48)
Diagonal coecients of matrix A represent stabilizing self-connections of the two
areas and a21 = 1 the bottom-up connection from the VA COI to the MA COI.
Modulation matrices B1 and B2 indicate eects of the two conditions visual and
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motion respectively, onto the connections specied in A. Here, b221 = 1 represents
the hypothesized motion modulation onto the bottom-up connection. Finally, pa-
rameters in C reect external inputs into the system and c11 = 1 in particular
represents the eect of the visual stimulus (motion and static combined) onto the
VA COI.
Parameters of each model were estimated by tting the model prediction to mea-
sured data (see section 2.2.2). I remind the reader that a-priori parameters equal
to 1 (e.g. parameters in Form. 48) do not represent positive eects, but only one's
beliefe that this connection or eect in itself exists. After the estimation of these
a-priori models, positive values represent excitatory interactions whereas negative
represent inhibitory. The favored model would be model II or IV, which are the
simplest models including bottom-up motion modulation and thereby enabling an
increase of the bottom-up connection during the motion stimulation.
Figure 3.17: Five a-priori dynamic causal models. Regions are presented in
circles and conditional inputs and modulators in squares. Condition MS indicates
the stimulus condition u4 (motion and static) whereas M denotes only motion u2.
Models are ordered from simplest I to the most complex V one.
For all subjects, estimations of DCM models were conducted on the basis of all
scans and on the second or rst half of scans depending on whether the rst or sec-
ond data part was used for COI selection. For these ve models, Figs. 3.18 to 3.22
show estimated and averaged (over subjects) model parameters with associated
maximum deviations.
Firstly, one sees that averaged estimated model parameters are comparable for
the four decomposition methods and for the three types of underlying data (all
scans, 2. half, 1. half). Most importantly, results obtained with ICA meth-
ods are comparable to those obtained with PCA. In addition, one sees that the
bottom-up connection from VA to MA is strong, if no motion modulation onto
it is allowed, and weak otherwise, indicating the importance of this bottom-up
modulation, which was the hypothesis about the connectivity between VA and
MA.
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Figure 3.18: Averaged DCM model parameters (model I). The estimated and
then averaged (over subjects) model parameters for model I are shown with associ-
ated maximum deviations. All parameters are in hertz. The four vertically arranged
numbers represent the estimated bottom-up connection from VA to MA (a21) for
the four decomposition methods PCA, sJADE, tJADE, and stJADE (from top to
bottom). Parameters were estimated on the basis of the entire data (left), second
half (middle), and rst half (right) of the data. Thereby underlying COIs were
selected using the whole, rst, and second datapart respectively.
Figure 3.19: Averaged DCM model parameters (model II). As in 3.18 estimated
and then averaged DCM model parameters are presented. The upper left values are
associated with the motion (M) modulation onto the bottom-up connection from
VA to MA (lower numbers).
62 3 PATTERN CONNECTIVITY AND ITS APPLICATIONS
Figure 3.20: Averaged DCM model parameters (model III). As in 3.18 estimated
and then averaged DCM model parameters are presented. The upper values are
associated with the top-down connection from MA to VA.
Figure 3.21: Averaged DCM model parameters (model IV). As in 3.18 estimated
and then averaged DCM model parameters are presented. The upper right values
are associated with the motion (M) modulation onto the bottom-up connection from
VA to MA (lower left numbers) and the lower right values represent the estimated
and averaged top-down eects from MA to VA.
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Figure 3.22: Averaged DCM model parameters (model V). As in 3.18 estimated
and then averaged DCM model parameters are presented. The upper left and lower
right values are associated to motion modulations onto bottom-up and top-down
connections between VA and MA respectively.
After the estimation, all models were compared pairwise. Following section
2.2.2, the positive evidence ratios (PER) were computed for all model comparisons.
Results are shown in Tab. 9.
Using the rank order selection introduced in section 2.2.2, one sees that for all
decomposition methods and underlying data there is the same model hierarchy:
IV, V, II, I, III (from best to worst). This will be described briey for stJADE on
the basis of the rst datapart (lower right square of Tab. 9). Looking at model IV
the PERs for models I, II, III, and V are: 4 : 0, 3 : 1, 4 : 0, and 4 : 0. Therefore all
comparisons are in favor of model IV, which is not the case for any other model.
Therefore model IV has rank 1 and is excluded from further considerations. Now
looking at PERs of model V for comparison against models I, II, and III gives:
4 : 0, 3 : 1, and 4 : 0. So all PERs favor model III, which now is of rank 2 and
excluded. PERs for model II compared to I and III are: 4 : 0 and 4 : 0 giving
model II rank 3. Now only models I and III remain with a PER of 3 : 0 ranking
model II at position 4 and model III at the last rank 5.
Although model II which was hypothesized in section 3.2.1 has not rank 1,
the obtained rank order still implies the importance of the motion modulation,
because models containing this modulation (models II, IV, and IV) are ranked
better (lower) than models without it (model: III and V). The actual strength
of the motion modulation can be estimated by comparing the estimated model
parameters in Fig. 3.21 with their CSCBs.
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The CSCB DCM model was only estimated for model IV. On the basis of all
scans and the 200 randomly positioned regions, 100 dynamic causal models were
estimated using the 100 COIs associated to ~u4 and the 100 COIs associated to
~u2 to replace the VA and MA COI respectively. The estimated mean parameters
over the 100 DCMs are presented in Fig. 3.23. One sees that all mean parameters
show deviations comparable to their sizes which points to an unstable estimation
process of the DCM parameters, reecting the random localization of the used
regions which in most cases were not related to the paradigm. Most importantly
one sees that the found motion modulations in Fig. 3.21 are higher than their
CSCBs.
Figure 3.23: Mean CSCB DCM model parameters (model IV). As in 3.21 esti-
mated and then averaged DCM model parameters are presented in the same way.
The mean CSCB DCM parameters over the 100 dynamic causal models which were
additionally averaged over subjects are shown.
One sees that ICA methods show the same result as PCA, and looking at model
parameters, one sees that the motion modulation onto the bottom-up connection
from VA to MA has large eects because the rst three winner models contain it
and the last two do not. This points to a higher eective connectivity from VA
to MA during motion, which conrms the initial hypothesis about the underlying
connectivity structure. It also supports the change found in functional connectivity
by restricted empirical correlation between VA and MA during motion and static
stimulation.
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all scans 2. half 1. half
Decomp. M I II III IV V I II III IV V I II III IV V
PCA
I 4: 0 4 0 0 4: 0 4 0 0 4: 0 3 0 0
II 4 3: 4 0 0 4 3: 4 0 0 4 3: 4 0 0
III 0 0 5: 0 0 0 0 5: 0 0 0 0 5: 0 0
IV 4 4 4 1: 2 4 4 4 1: 4 4 4 4 1: 4
V 4 4 4 0 2: 4 4 4 0 2: 4 4 4 0 2:
sJADE
I 4: 0 3 0 0 4: 0 4 0 0 4: 1 3 1 1
II 4 3: 4 0 0 4 3: 4 0 0 3 3: 3 1 1
III 0 0 5: 0 0 0 0 5: 0 0 0 1 5: 1 1
IV 4 4 4 1: 3 4 4 4 1: 4 3 3 3 1: 4
V 4 4 4 0 2: 4 4 4 0 2: 3 3 3 0 2:
tJADE
I 4: 0 4 0 0 4: 0 4 0 0 4: 0 3 0 0
II 4 3: 4 0 0 4 3: 4 0 0 4 3: 4 0 0
III 0 0 5: 0 0 0 0 5: 0 0 0 0 5: 0 0
IV 4 4 4 1: 3 4 4 4 1: 3 4 4 4 1: 4
V 4 4 4 1 2: 4 4 4 0 2: 4 4 4 0 2:
stJADE
I 4: 0 3 0 0 4: 0 4 0 0 4: 0 3 0 0
II 4 3: 4 0 0 4 3: 4 0 0 4 3: 4 1 1
III 0 0 5: 0 0 0 0 5: 0 0 0 0 5: 0 0
IV 4 4 4 1: 2 4 4 4 1: 3 4 3 4 1: 4
V 4 4 4 1 2: 4 3 4 0 2: 4 3 4 0 2:
Table 9: Positive evidence ratios for DCM models. Each number gives the wins of
the row model against the column model over the four subjects. Only models using
the same dataparts and the same decomposition method were compared against
each other. For example, the PER for the comparison between model I and model
III for sJADE using all data would be 3 : 0 (bold and italic numbers).
3.2.5 Summary
With the help of the BMS paradigm, I illustrated how the proposed method of pat-
tern connectivity is applied to fMRI data and how arising problems such as nding
optimal ICA parameters, and selecting components of interest can be treated with
the methods proposed in sections 3.1.3 and 3.1.4.
For the results on basis of pattern connectivty one saw, that statistical eects
due to component selection had no signicant inuence and that the three applied
ICA approaches did not dier from each other.
Finally, I showed that connectivity analysis techniques (Pearson's correlation
and DCM) applied to suitable selected ICA components generated the same con-
nectivity measures as if applied to the rst PCA component. Hence, I was able
to reproduce ndings obtained with the standard PCA method, using pattern
connectivity which was the major goal of the BMS study.
66 3 PATTERN CONNECTIVITY AND ITS APPLICATIONS
3.3 II. Paradigm: Potentials of pattern connectivity
In the following an application for pattern connectivity is given, which lies out-
side the scope of the standard PCA method. The major goal of this study is
to show that the proposed method of pattern connectivity enables the analysis
of neuronal connectivity between multi-variate patterns of fMRI data in cases a
region of interest contains more than one MVP. In particular, I want to show that
ICA decomposition together with the introduced pattern selection algorithm (see
section 3.1.3) are able to extract the evoked patterns and that the computation
of connectivity measures on the basis of these pattern's temporal behaviors yields
meaningful results.
Therefore, I conducted an fMRI study to investigate neuronal connectivity in
a simple network consisting of two ROIs, the rst containing two and the second
containing one POI. The aim was to conrm intuitive hypotheses about the net-
work using pattern connectivity to compute the connectivity measures restricted
empirical correlation and DCM.
Additionally, I created synthetical fMRI data and will show that pattern connec-
tivity can reproduce the underlying network used for data generation. As underly-
ing network, the hypothesized connectivity structure for the real fMRI paradigm
was used.
As for the BMS experiment, I follow the outlined scheme of Fig. 3.5.
3.3.1 Experimental setup and hypothesis
Similar to the BMS experiment, a model consisting of two ROIs was chosen. In the
BMS paradigm, both regions of interest were represented by a single component
of interest. Now a paradigm is presented, for which two COIs for one of the ROIs
are needed, to capture its behavior.
As mentioned in chapter 2.3.1, the most popular brain area for multi-voxel pat-
tern analysis is the visual cortex, evoking dierent activation patterns for dierent
visual stimuli. Therefore I chose this area as the ROI with two COIs. Two dif-
ferently orientated Gabor patches were used to evoke dierent spatial activation
patterns. A Gabor patch is the pixelwise product of a sinusoidal and a gaussian
stimulus. Fig 3.24 shows one of the two Gabor stimuli used and a small xation
cross in the middle of the screen. Due to its stimuli nature I refer to this experiment
as the ORIENT experiment.
In addition to this stimulation, participants had to press a button dependent on
the stimulus. Connectivity was studied between visual area VA which was already
introduced in 3.2.1 and the motor area responsible for the button press, which is
denoted as FM.
The paradigm was divided into 150 trials of about 9 s duration (compare Fig.
3.25). Each trial began with an initial xation of 3; 4; 5 or 6 s followed by an
instruction display of 0:5 s duration. After a short pause of 0:5 s in which only
the small xation cross was shown, a 45 or 135 Gabor patch (phase 0, frequency
1, and Gauss constant 3) was presented for 1:5 s in the middle of the screen. I
want to refer to these two stimuli as S1 and S2.
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Figure 3.24: Gabor patch. A superposition of a 2-dimensional Gauss function
with a 2-dimensional sinusoidal function is called Gabor patch. For the presented
Gabor patch, the 2-dimensional Gauss distribution has equal variances in both di-
mensions and the sinusoidal function is rotated with an angle of 45.
Three instructions were possible: Two small black squares arranged in an angle
of 45 instructed the participants to press a button with the right index nger as
quickly as possible if and only if the 45 Gabor stimulus was shown. As before,
to the second instruction of two black squares arranged in 135 (compare Fig.
3.25, second image from left) the participants had to press the same button also
with the right index nger as fast as possible if and only if the 135 Gabor image
appeared. The third instruction consisted of a small black circle and indicated
the subjects just to xate and not to press the button. These three instructions
will be denoted as I1 (press if 45 Gabor patch), I2 (press if 135 Gabor patch),
and I0 (xation only). Each of the three instructions appeared in 50 trials, 25
times for each stimulus, resulting in 150 trials and about 675 functional scans.
Instructions, durations of intertrial intervals (ITI), and stimuli were randomized
over the experiment.
There are two reasons for using variable, random xation durations (here 3, 4, 5,
or 6 seconds) previous to each trial: At rst, this shifts the stimuli onset relative
to measurement time, so that over dierent trials the evoked HRF is sampled
at dierent time points. Here, this increased the experimental sampling rate of
0:5 Hz to a virtual sampling rate of 1:0 Hz (see [104] for more details). Secondly
and here more importantly, randomized onsets make it impossible for participants
to anticipate stimulus onsets, which is of particular importance when subjects have
to perform a task as fast as possible. Using randomized stimulus onsets is called
jittering.
Another aspect in which BMS and ORIENT paradigm designs dier is the dura-
tion of stimulus presentation. Whereas in the BMS paradigm a block design was
used, now a so-called event-related design is used, in which stimuli are presented
only for a short time (here 1:5 s) causing weaker and unsaturated BOLD responses.
To avoid large movement artifacts, participants' exhaustion and other eects,
which grow larger over time and cause temporal changes in the patterns, the overall
length of the experiment had to be kept relatively short. However, as many trials
per condition as possible had to be measured. The slow HRF after the stimulation
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made relative large (here from 5   8 s) intertrial intervals necessary, which also
increased overall time.
Figure 3.25: Design of an ORIENT trial. Each of the 150 trials of the ORIENT
paradigm had the same design. After a randomized 3   6 s lasting initial xation
period one out of three dierent instructions was shown for 0:5 s followed by a
short 0:5 s lasting xation. Then a Gabor patch with two possible orientations was
presented for 1:5 s and dependent on the previous instruction participants had to
press a button as fast as possible. Finally, a 2 s xation period ended the trial.
In the images, xation crosses and the 135 instruction are presented oversized for
better visualization.
Our hypothesis is that Gabor patches activate area VA and evoke two dierent
activation patterns for the two orientations. Depending on previous instructions
the interpretation of visual information in VA leads to an activation in a motor
area, which causes the reaction to press the button. Between VA and the motor
area information is processed by several other areas, which e.g. decide whether
to respond or not (e.g. [123] [105] [164]). However for simplicity I will only study
the visual area VA detecting the stimulus and the motor area FM executing the
button press.
The part of the motor cortex known as the primary motor cortex (M1), located
in the precentral gyrus integrates information from other cortical pre-motor and
sensory areas (e.g. [131] [154]). Over direct connections to the spinal cord, M1
innervates contralateral muscles [131]. The primary motor cortex comprises a
representation of dierent body parts (see Fig. 3.26 a) for a raw description)
called a motor homunculus (e.g. [120] [133] [81]). In the scope of this work I are
interested in the part representing the ngers only and will call this region FM
shown in Fig. 3.26 b) in green.
Similarly to the BMS paradigm, I will introduce some notations: Voxel index
sets of areas VA and FM will also be denoted as VA and FM. Together with the
instructions I1, I2, and I0 the stimuli S1 and S2 give six possible conditions I0S1,
I0S2, I1S1, I1S2, I2S1, and I2S2.
Figure 3.27 shows all subsequently used onsets. u1(t) denotes the motor onsets
I1S1 and I2S2. This is the union of the two conditions, in which participants
had to press the button. Analog u2(t) denotes the non-motor onsets of conditions
I0S1, I2S1, I0S2, and I1S2. In addition, u3(t) and u4(t) denote the onsets of all
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stimuli S1 and S2 respectively. For example, u3(t) contains onsets of all conditions
with stimulus S1 (I0S1, I1S1, and I2S1). Here the stimulus onset and not the
instruction onset time is used. Onset's duration was set to 1:5 s. In addition a
baseline regressor u0 = uB modeling the default activity of the brain was specied.
The onsets of this regressor start with the oset of the Gabor patch stimulus and
also last for 1:5 s. Finally, I need onsets of I1S1, I2S2, I1S2, and I2S1, which will
be denoted u5, u6, u7, and u8 respectively (compare Fig. 3.27).
Figure 3.26: Regions of interest for the ORIENT paradigm. a) Motor homunculus
b) Regions of interest, VA and FM, for the ORIENT paradigm.
Figure 3.27: Conditions of ORIENT paradigm. The gure shows a hypothetical
series of six trials including the six possible task and stimulus combinations I0S1,
I1S1, I2S1, I0S2, I1S2, and I2S2 (rst row). Below onset functions u0; :::; u8 are
presented. For example, one sees that onset function u2 represent trials for which
the participant was instructed just to xate. All onsets except u0, which is the
baseline onset and starts after the Gabor patch stimulus of each trail, begin with
the Gabor patch stimulation. Each onset has a duration of 1:5 s.
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The two COIs in VA are associated with onsets u3 (S1, 45
 stimulus) and u4
(S2, 135 stimulus). Their associated HRF onset functions are
~uV A1 = ~u3; ~u
V A
2 = ~u4: (49)
For the motor COI in FM the associated HRF onset function is
~uFM1 = ~u1: (50)
These HRF onset functions are used later to nd optimal ICA parameters and
to select COIs.
One now expects the connectivity between the two COIs of VA and the COI of
FM to change, depending on the given instruction and perceived stimulus. Con-
sidering, for example, the bottom-up connection from the 45 COI in VA to FM,
I expect to nd an increase of this connection during trials in which the previous
instruction agreed with the stimulus (here 45 instruction I1), relative to those tri-
als in which the instruction did not agree with the stimulus (here 135 instruction
I2).
For restricted empirical correlation, I now had two hypotheses, one for the COI
XVA(1) associated with ~u
V A
1 and one for the second COI X
VA
(2) associated with ~u
V A
2 .
ForXVA(1), for example, I hypothesized a higher correlation with the FM COI during
I1S1 trials than during I2S1 trials. Analog I hypothesized a higher correlation
between XVA(1) and the FM COI during I2S2 trials than during I1S2 trials:
rXVA
(1)
;XFM
(1)

u5
> rXVA
(1)
;XFM
(1)

u8
(51)
rXVA
(2)
;XFM
(1)

u6
> rXVA
(2)
;XFM
(1)

u7
(52)
For illustrative purpose, the COIs XVA(1) and X
VA
(2) of VA are denoted as VA1
and VA2 respectively, and also the COI XFM(1) is denoted as FM.
Besides functional connectivity using restricted empirical correlation also eec-
tive connectivity applying DCM was analyzed. The hypothesized DCM model
reects the restricted correlation hypotheses, and is presented in Fig. 3.28. I ex-
pected bidirectional connections between VA COIs and FM, which are modulated
on the bottom-up part through instructions . For example, I hypothesized a posi-
tive modulation of condition I1S1 onto the connection between VA1 and the motor
COI.
Figure 3.28: Expected DCM model for ORIENT paradigm. Gabor patch stimuli
S1 and S2 excite patterns in VA. I hypothesize bottom-up connections from VA1
and VA2 to COI FM, which are modulated by motor conditions I1S1 and I2S2
respectively and increase during these conditions.
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To test this hypothesis, four additional DCM-models representing dierent con-
nectivity structures were estimated. All models were compared pairwise and the
hierarchy between models was determined as introduced in section 2.2.2. The
stated hypothesis is veried, if models which show a strong and positive instruc-
tion modulation from the VA COIs to the FM COI achieve better rankings (lower
rank) in the model hierarchy than models that lack these modulations or show
only weak or negative modulation strengths.
FMRI acquisition protocol and performed preprocessing steps were exactly the
same as for the BMS experiment and were introduced in section 2.1.3. Three
righthanded subjects (2 male, 1 female, aged 21  24 years) participated in the ex-
periment. All were familiarized with experimental tasks before fMRI scan session.
All participants had normal or corrected-to-normal vision, and none had a history
of neurological or psychiatric illness.
3.3.2 Behavioral data
A necessary constraint to nd a motor component or even to locate area FM is that
participants were able to do the task, which means that they pressed the button
only when the instructed Gabor patch was presented. Hence the task was intended
to be solved easy for participants. To check this, behavioral data was analyzed by
computing hit rates h and false-alarm rates f for the three possible instructions.
The hit rate gives the percentage of actual button presses relative to the number
of trials in which the button had to be pressed. The false-alarm rate gives the
ratio of trials in which the button was pressed even though the participant was
instructed otherwise. Results are shown in Tab. 10.
One sees hit rates of almost 100% (h = 1) and a false-alarm rate of 0% for all
conditions and subjects. This means that participants performed very well. Scans
of trials in which subjects did not correctly respond were excluded from further
analysis.
subject h (45) h (135) f (45) f (135) false-alarm rate (G)
1 1:00 1:00 0:00 0:00 0:02
2 1:00 0:92 0:00 0:00 0:06
3 1:00 1:00 0:00 0:00 0:00
Table 10: Behavioral results for ORIENT paradigm. Hit rates h and false alarm
rates f are shown. For instruction G, where participants had only to xate, only a
false-alarm rate exists.
3.3.3 Synthetic data
Besides the ORIENT study, I give an additional validation for pattern connectivity
applied to regions with more than one pattern. Therefore a synthetic fMRI data
set was generated for which patterns, connections, and connectivity changes are
exactly known and can be compared to the results found with pattern connectivity.
For a better comparability, data dimension of 64  64  34 voxels and 675
scans was kept the same. A voxelwise baseline activation Z0 was dened as a
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uniformly distributed (between [ 1; 1]) random vector of dimension 64 64 34.
In addition three spatial activation patterns Z1, Z2, and Z3 were generated as
uniformly distributed random vectors of dimension 646434 and coecients in
[0; 1]. The rst two patterns Z1 and Z2 were located at voxel position (20; 42; 15) by
voxelwise multiplication with a 3D-gaussian kernel (2 = 20 voxels). Analogously
pattern Z3 was localized at (42; 20; 15). Patterns Z1 and Z2 can be seen as patterns
of interest of the 45 and the 135 stimulus respectively whereas Z3 will represent
the motor activation pattern.
The synthetic data set will be treated as a fourth participant during the ORIENT
experiment. Steps of ROI denition and component selection were carried out in
the same as for human subjects.
As a basis for the temporal behavior of the patterns, I took the paradigm onsets
from subject 3. To simulate a real underlying network of connected patterns DCM
was used to integrate (compare Form. 14 in section 2.2.2) these onsets, using
the hypothesized model of Fig. 3.28. Denoting the neuronal activity of the three
patterns as z1; z2; z3 : R+ ! R and dening used DCM onsets U1 = u3 (S1),
U2 = u4 (S2), U3 = u5 (I1S1), and U4 = u6 (I2S2), One obtains the following
parameters for the a-priori model of Fig. 3.28:
A =
0@  1 0 10  1 1
1 1  1
1A ; B1 =
0@ 0 0 00 0 0
0 0 0
1A ; B2 =
0@ 0 0 00 0 0
0 0 0
1A (53)
B3 =
0@ 0 0 00 0 0
1 0 0
1A ; B4 =
0@ 0 0 00 0 0
0 1 0
1A ; C =
0@ 1 0 0 00 1 0 0
0 0 0 0
1A (54)
Here now a31 = a32 = a13 = a23 = 1 represent the bottom-up and top-down
connections between the two visual patterns and the motor pattern. The four
B matrices give the modulations of the four onsets U1; :::; U4 onto the direct
connections. In particular, b331 = b
4
32 = 1 indicate the modulation of U3 and
U4 onto the corresponding bottom-up connection. Finally, c11 = c22 = 1 states
that the rst visual pattern gets its input from U1, which is the 45
 Gabor patch
condition, and that the second visual pattern is excited by U2, which is the 135

Gabor patch stimulus. The neuronal behavior of the system is now described by
the following equation (compare Eq. 14):
_z(t) =
 
A+
4X
i=1
Ui(t)B
i
!
z(t) + CU(t) (55)
Using the Balloon model implemented in SPM5, this yielded simulated BOLD
responses i = (zi) for the three patterns i = 1; 2; 3. An illustration of this
process is shown in Fig. 3.29.
Having the spatial (Z1, Z2, Z3) and temporal parts (1, 2, 3) for the three
patterns and assuming a linear model as in Eq. 30, simulated BOLD activation at
time t can now be generated as:
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Yt = Z0 +
3X
p=1
Zp(p(t) + "(t)) + Zrnd(t): (56)
Here " and Zrnd(t) are standard, normally distributed temporal and spatial noise
terms (2 = 0:04). The nal generation of the articial data is illustrated in Fig.
3.30.
Figure 3.29: Simulating COI's BOLD response by integration of onsets using
DCM. Onsets (a) are integrated using the hypothesized DCM a-priori model and the
bilinear DCM approximation for the neuronal level (b) of Eq. 14, to obtain simulated
neuronal pattern time courses, with which I can compute a BOLD response using
the Balloon model (c).
Figure 3.30: Simulated data as superposition of patterns of interest. Localized
random spatial activation patterns Zi (i = 1; 2; 3) are weighted with corresponding
time courses i (i = 1; 2; 3) and added to form the over datamatrix Y of the
synthetic data.
To validate pattern connectivity, it was not necessary to include artifacts such
as head motion. Therefore several of the preprocessing steps described in 2.1.3
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were not applied onto the synthetic data set. Only the temporal mean removal for
each voxel and the bandpass lter were applied.
3.3.4 Region of interest denition
To determine individual positions of the regions VA and FM I again used two GLM
contrasts. Baseline regressor u0 together with motor and non-motor conditions u1
and u2 were used for the GLM design matrix.
To locate visual area VA I searched for voxels activated during the presentation
of the Gabor patch. In this way, I compared stimulus regressors against baseline
using the contrast cVA = ( 1; 0:5; 0:5). For the motor area I compared motor
versus non-motor regressor using cFM = (0; 1; 1). For subject 3, Figs. 3.31 and
3.32 present the t-maps for cVA and cFM respectively. GLM t-value images for
participants 1 and 2 can be found in appendix section 5.1 Fig. 5.4, 5.5, and 5.6.
In the images, t-values were plotted color coded for voxels exceeding an threshold
of p < 0:001 (T > 3:1).
A GLM for the synthetic data set was also computed, using the same contrasts
and thresholds to localize areas VA and FM. Figure 3.33 presents results of this
analysis. As ROI's positions were arbitrary for the synthetic data set and no
structural MR scan was dened, only non-normalized images are shown.
In agreement with other studies examining nger movements (e.g. M1 coor-
dinates ( 46;  14; 50) in MNI space for discrete nger movements [56], see
also [133]) I nd area FM in the left hemisphere at the positions shown in Ta-
ble 11. For area VA, I nd approximately the same coordinates as in the BMS
study. Finally estimated ROI positions for synthetic data dier only by about a
few voxels from the positions used to generate the data (VA at (20; 42; 15) and
FM at (42; 20; 15)).
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Figure 3.31: SPM of GLM contrast cVA for subject 3 for ORIENT paradigm.
In all four images data presented is shown as an overlay over the structural scan
(not normalized for a) and b), normalized for c) and d)). In a), c), and d) voxels
with p < 0:001 (T > 3:1) with respect to GLM contrast cVA are shown color coded,
according to their t-values. Voxels with negative t-values (below  3:1) are also
presented. Those are negatively correlated voxels. the Activation clusters with
fewer than 5 voxels were excluded from the images. In a) the raw data after the
slicetiming and realignment preprocessing steps was taken as a basis, whereas in
c) the data was also normalized to MNI space. d) shows the result for the GLM
of normalized and smoothed (gaussian kernel of 8 mm) data. In b), voxels of the
depicted slice belonging to the ROI VA are colored white. The crosshair in all
images is located at the same position which for the t-maps is the location of the
peak voxel.
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Figure 3.32: SPM of GLM contrast cFM for subject 3 for ORIENT paradigm.
Here the same images as in Figure 3.31 are presented for area FM using GLM
contrast cFM.
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Figure 3.33: SPM of t-values for the GLM contrasts cVA and cFM on the basis
of synthetic data. As in Figs. 3.31 and 3.32 maps of t-values are shown now for
synthetic data. Images in the upper half, (a)-(c), show contrast cVA and images in
the lower half, (d)-(f), show contrast cFM. In (a) and (d) one sees the unsmoothed,
color coded t-values for region VA (a) and FM (d) using contrasts cVA and cFM
respectively. The coordinate cross is placed at the voxel with highest t-value. Next
in (b) and (e), one sees smoothed GLM results for the two contrasts. Finally, in
(c) and (f) one sees voxels of the specied ROIs in red, which are used for further
analysis. Due to the lack of a structural scan, the background image is a shematical
illustration. The two gray spheres of the background are located at the original
positions of regions VA and MA which were used to generate the data.
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ROI voxels t-value (raw) MNI coordinates
VA (S1) 251 9:24 14  89 13
VA (S2) 251 13:01 9  90 1
VA (S3) 255 20:89 4  84  7
VA (S4) 251 7:37 19 45 17
FM (S1) 251 6:04  33  10 62
FM (S2) 251 6:91  44  30 45
FM (S3) 255 8:72  41  14 58
FM (S4) 251 5:60 41 18 15
Table 11: ROI information for the ORIENT paradigm. The table presents the
number of voxels, t-value of central ROI voxel, and MNI coordinates of areas VA
and FM for all three human subjects S1, S2, and S3 and the synthetic data (S4).
Coordinates for synthetic data were not normalized.
As in the BMS paradigm all voxels inside a sphere of 8 mm around the peak
voxel were included into the voxel index sets VA and FM resulting in an almost
identical number of voxels for each ROI (see also Figures 3.31 b), 3.32 b), and 3.33
c) and f) for an illustration).
3.3.5 ICA parameters and component selection
Extracted data matrices Y VA and Y FM were decomposed using the three decom-
position methods sJADE, tJADE, and stJADE. ICA components were computed
with parameters a = P 2 f2; :::; 20g for sJADE and tJADE and a = (P;) 2
f2; :::; 20g  f0:00; 0:05; :::; 1:00g for stJADE:
Y VA = XVA(a)CVA(a); Y FM = XFM(a)CFM(a): (57)
Following section 3.1.3, tness function F was computed for each parameter.
Because FM consists only of the motor COI, the tness function given in Eq. 36
can be used:
FFM(a) = max
p=1; :::; P
jrXFMp (a);~uFM1 j; (58)
where ~uFM1 = ~u1 was the HRF onset function of the motion condition u1. Because
region VA consists of two COIs, the tness function for VA has to employ both
associated onset functions, ~uVA1 and ~u
VA
2 , for the two components. Using Eq. 35 I
get
FVA(a) =
q
max
p=1; :::; P
jrXVMp (a);~uVA1 j maxp=1; :::; P jrXVAp (a);~uVA2 j: (59)
So only parameter sets a, giving decompositions containing a component that
is highly correlated with ~uVA1 , which is the HRF onset function of S1 stimulus u3
(= 45), and a component that is highly correlated with ~uVA2 , which is the HRF
onset function of S2 stimulus u4 (= 135
) will have a high tness.
Decompositions of parameters which maximize tness functions, can be used
for COI selection (see chapter 3.1.3). In addition, the tness function was also
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computed using only the rst or second half of the data, for later connectivity
analysis on the basis of the unused data part. Optimal parameters a (in brackets)
and their maximal tness values are shown in Tab. 12.
As for the BMS paradigm (compare section 3.2.3 page 52), besides the two ROIs
VA and FM, additionally 200 regions of the same size (8 mm radius spheres) were
dened randomly located inside the brain. Again, for each of the rst 100 areas,
optimization of ICA parameters and COI selection was done in the same way as
it was done for VA (FM analog for the last 100 regions). The mean tness value
for both sets of regions is also presented in Tab. 12.
ROI Decomp. Subject 1 Subject 2 Subject 3 Subject 4
VA(0)
sJADE 0:22(18) 0:31(20) 0:25(19) 0:72(5)
tJADE 0:25(16) 0:25(14) 0:26(18) 0:62(13)
stJADE 0:24(11; 0:65) 0:23(15; 0:65) 0:29(11; 0:50) 0:70(2; 1:00)
VA(1)
sJADE 0:24(20) 0:27(20) 0:26(19) 0:73(5)
tJADE 0:28(10) 0:28(4) 0:28(12) 0:63(11)
stJADE 0:25(7; 0:30) 0:30(20; 1:00) 0:27(19; 0:80) 0:71(2; 1:00)
VA(2)
sJADE 0:28(15) 0:32(19) 0:25(16) 0:72(7)
tJADE 0:27(20) 0:30(10) 0:27(13) 0:62(13)
stJADE 0:26(13; 0:15) 0:26(12; 0:65) 0:28(20; 0:35) 0:69(2; 1:00)
RND
sJADE 0:19(0:04) 0:19(0:02) 0:20(0:03) 0:19(0:02)
tJADE 0:19(0:03) 0:20(0:03) 0:20(0:02) 0:19(0:01)
stJADE 0:20(0:03) 0:20(0:03) 0:21(0:02) 0:20(0:02)
FM(0)
sJADE 0:38(17) 0:37(3) 0:39(6) 0:54(4)
tJADE 0:27(12) 0:39(9) 0:37(3) 0:63(9)
stJADE 0:38(17; 0:95) 0:37(3; 1:00) 0:42(12; 0:35) 0:53(6; 0:65)
FM(1)
sJADE 0:41(17) 0:40(19) 0:43(6) 0:54(2)
tJADE 0:28(17) 0:37(9) 0:44(3) 0:66(4)
stJADE 0:42(18; 0:85) 0:40(20; 0:65) 0:45(11; 0:50) 0:54(6; 0:55)
FM(2)
sJADE 0:39(17) 0:39(4) 0:36(19) 0:55(4)
tJADE 0:32(11) 0:44(10) 0:39(10) 0:62(9)
stJADE 0:38(17; 0:95) 0:40(2; 0:30) 0:41(12; 0:00) 0:54(4; 0:75)
RND
sJADE 0:24(0:06) 0:21(0:03) 0:26(0:06) 0:23(0:05)
tJADE 0:23(0:06) 0:23(0:04) 0:25(0:05) 0:23(0:05)
stJADE 0:25(0:06) 0:23(0:04) 0:29(0:07) 0:25(0:05)
Table 12: Maximum and tness of ICA decompositions for regions VA and FM.
Maximal tness values, FVA(aVA;opt) and FFM(aFM;opt), for VA and MA respectively
on the basis of all scans (ROI(0)), rst (ROI(1)), and second (ROI(2)) data part with
associated parameters, aVA;opt and aFM;opt (in brackets), are presented for the three
subjects and the synthetic data (subject 4). Rows denoting RND show the mean
maximum tness of the 100 randomly positioned areas with standard deviations (in
brackets).
Comparing maximum tness of regions VA and FM with the expected maximum
tness estimated from the randomly localized areas, one sees that VA and FM
showed higher tness than randomly positioned regions. This indicates that ICA
was able to identify paradigm-relevant components in VA and FM. One sees a
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great dierence between ROIs and random regions maximum tness, for synthetic
data, and a smaller dierences for human data. This indicates that for the human
data, ICA was unable to identify spatial pattern and their time courses as accurate
as for the synthetic data.
As a test, I also computed the PCA decomposition of Y VA, which as expected
(see chapter 3.1) yielded only inconsistent results. The rst PCA component was
never paradigm-related (showing weak correlations with HRF onset functions) and
other paradigm-related PCA components always showed high correlations with
the stimulus onsets (union of 45 and 135 stimuli) associated HRF onset function,
and not with the single orientations associated HRF onset functions (45 or 135
stimulus alone). Hence, I will only discuss and show results further for the ICA
methods.
After the estimation of optimal parameters a, COIs (two for VA, one for FM)
were selected from optimal decompositions. Thereby following chapter 3.1.3 com-
ponents showing maximal correlation with associated HRF onset functions ~uVA1 ,
~uVA2 for VA and ~u
FM
1 for FM are chosen as COIs. For ICA decompositions, whose
parameter a was estimated on only one half of the data, only the same half was
used for COI selection, leaving the unused part for connectivity analysis.
3.3.6 Connectivity between VA and FM COIs
The hypothesis for connectivity between selected COIs stated that VA COIs show
higher connectivity to FM's COI if associated stimuli (S1 and S2 for VA COIs)
match the previous instruction (I1 and I2). To test the hypothesis I used restricted
empirical correlation and DCM (see chapters 2.2.1 and 2.2.2).
As introduced in section 2.2.1 Form. 12, I computed restricted empirical corre-
lations between the COIs of VA and the motor COI, and then took the dierences:
1 := rXVA
(1)
;XFM
(1)

u5
  rXVA
(1)
;XFM
(1)

u8
(60)
2 := rXVA
(2)
;XFM
(1)

u6
  rXVA
(2)
;XFM
(1)

u7
(61)
The hypothesis was that 1 and 2 are both greater than 0, meaning, for
example, that correlation between XVA(1), which is the COI in VA associated to
Gabor patch stimulus S1, and motor COI XFM(1) is higher during I1 instructed
trials, than for I2 instructed trials. In the terms of CSCB this hypothesis more
conservatively states: 1 > CSCB1 and 2 > CSCB2 .
Results for human participants were averaged and presented together with re-
sults for synthetic data in Figs. 3.34, 3.35, and 3.36. Dierences which were
computed using all scans are shown in Fig. 3.34, using only the rst half are
shown in Fig. 3.35, and using only the second half of scans are shown in Fig. 3.36.
Comparing only the right sides of Figs. 3.34, 3.35, and 3.36 one sees that
synthetic data showed large 1 and 2 (about 0:2 to 0:3) which conrms the
initial hypothesis. One also sees in Fig. 3.34 that statistical eects caused by
component selection had no major eect on the estimated functional connectivity
and that dierences, 1 and 2, lay highly above their CSCBs (only seen by their
deviation bars in Fig. 3.34, right).
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Figure 3.34: Functional connectivity estimates for ORIENT paradigm on the ba-
sis of all data. Restricted empirical correlation dierences 1 and 2 are computed
on the basis of all fMRI scans. Results for the three participants were averaged and
the average is presented together with standard deviations on the left side of the Fig-
ure (blue bars). Results for synthetic dataset are shown on the right side (blue bars).
The standard deviations right to each blue bar represent standard deviations from
CSCB, which was computed as the average over the randomly positioned regions.
Figure 3.35: Functional connectivity estimates for ORIENT paradigm on the
basis of the rst datapart. The same results as in Fig. 3.34, now obtained on the
basis of the rst half of data, are presented without the CSCBs. Because of this,
ICA parameter estimation and component selection was performed only using the
second half of the scans.
For participants (left parts of Figs. 3.34, 3.35, and 3.36), the situation is not so
clear. Only very small (about 0:05 to 0:1) correlation changes 1 and 2 which
are of the size fo the CSCB were obtained. In any case, a trend in the direction
of positive changes can be seen. None of the dierences are negative, which would
contradict the hypothesis.
For the DCM connectivity analysis, ve models (see Fig. 3.37) were specied
and estimated using the SPM5 toolbox. Each model consisted of the two COIs
XVA(1) and X
VA
(2) from area VA and motor COI X
FM
(1) of region FM and bottom-up
connections from VA COIs to FM. Stimulus conditions u3 and u4 of the two Gabor
stimuli, S1 and S2, excited the associated COIs in VA. The favored models were
models II and IV being the simplest models which include bottom-up instruction
modulations. For synthetic data model IV which was used to simulate the data is
favored.
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I would like to remind the reader that positive connectivity and modulation
strengths represent excitatory interactions, whereas negative represent inhibitory
eects. Estimated and averaged model parameters are presented for the ve models
in Figs. 3.38 - 3.42.
Figure 3.36: Functional connectivity estimates for ORIENT paradigm on the
basis of the second datapart. The same results as in Fig. 3.34, now obtained on the
basis of the second half of data, are presented without the CSCBs. Thereby ICA
parameter estimation and component selection was performed only using the rst
half of the scans.
Figure 3.37: Five a-priori dynamic causal models for the ORIENT paradigm.
Regions are presented in circles and conditional inputs and modulators in squares. S1
and S2 indicate conditions u3 (45) and u4 (135) whereas M denotes the associated
motor condition: u5 (I1S1) to the connection between VA1 and FM and u6 (I2S2)
to the connection between VA2 and FM. Models are ordered from simplest (I) to
the most complex (V) one.
In general, only weak (about 0:1) direct, bottom-up connections from VA1
to FM and VA2 to FM for all models were observed. This indicates that these
connections alone were not able to explain behavior of the COIs. Of greater interest
is the modulation of the bottom-up connections from VA1 and VA2 to FM. As
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for correlation analysis, dierences between DCM parameters of real fMRI and
synthetic data were obtained.
Examining only parameters from human data (upper models in Figs. 3.38 - 3.42)
and from models which include the instruction modulations (models II, IV, and V),
one sees large modulations (about 0:7) if the models were estimated on the basis
of all scans and in most cases very weak modulations if models were estimated on
only one half of the data. The inability of ICA decompositions to identify patterns
of interest on the basis of the split data might explain these results.
Synthetic data (lower model in Figs. 3.38 - 3.42) shows more consistent results
for the three underlying datasets. Models containing the instruction modulation
showed large modulation strengths (about 0:7) of the bottom-up connections, inde-
pendent of the underlying data. This reects the model used for data generation.
Figure 3.38: Estimated DCM (I) model parameters for ORIENT paradigm. All
parameters are in hertz. The estimated and averaged (over the three subjects) model
parameters and maximum deviations for model I are shown in the upper half of the
gure. Separated by a continuous line, the same estimated model parameters for
synthetic data are shown below. The three vertically arranged numbers represent
estimated bottom-up connections from VA1 to FM (upper three numbers) and from
VA2 to FM (lower three numbers in each model) for the three ICA decomposition
methods sJADE, tJADE, and stJADE (from top to bottom). Parameters were
estimated on the basis of the entire data (left), second half (middle), and rst half
(right) of the data. Underlying COIs were therefore selected using the whole, rst,
and second datapart respectively.
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Figure 3.39: Estimated DCM (II) model parameters for ORIENT paradigm.
As in 3.38, estimated and averaged DCM model parameters are presented for real
(upper half) and synthetic data (lower half). The upper and lower right values in
each model are associated with the modulation (M) onto the bottom-up connection
from VA1 and VA2 to FM (upper and lower left numbers).
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Figure 3.40: Estimated DCM (III) model parameters for ORIENT paradigm.
As in 3.38, estimated and averaged DCM model parameters are presented for real
(upper half) and synthetic data (lower half). The upper and lower right values for
each model are associated with top-down connection from FM to VA1 and VA2.
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Figure 3.41: Estimated DCM (IV) model parameters for ORIENT paradigm.
As in 3.38, estimated and averaged DCM model parameters are presented for real
(upper half) and synthetic data (lower half). For each model the two most left
number blocks represent bottom-up (left) and top-down (right) connections from
VA1 and VA2 to FM. The central blocks in each model represent modulation (M)
strengths.
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Figure 3.42: Estimated DCM (V) model parameters for ORIENT paradigm.
As in 3.38, estimated and averaged DCM model parameters are presented for real
(upper half) and synthetic data (lower half). For a better overview the connection
between VA1 and FM (upper half of the gure) was separated from connection
between VA2 and FM (lower half) divided by the dashed line. In each model upper
numbers represent bottom-up (left) and top-down (right) connectivity strengths.
The lower numbers represent modulation (M) eects onto bottom-up (left) and
onto top-down (right) connections.
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Subsequent to the estimation, all models were compared pairwise. Following
section 2.2.2 the positive evidence ratios were computed for all model comparisons.
Results for real and synthetic data are shown in Tab. 13.
all scans 2nd half 1st half
Decomp. M I II III IV V I II III IV V I II III IV V
sJADE
I 4: 0 2 0 0 2: 1 3 3 3 2: 0 3 3 3
II 3 1: 3 2 2 2 1: 2 3 3 2 1: 2 3 3
III 0 0 5: 0 0 0 1 3: 3 3 0 1 3: 3 3
IV 3 1 3 2: 3 0 0 0 4: 3 0 0 0 4: 3
V 3 0 3 0 3: 0 0 0 0 5: 0 0 0 0 5:
tJADE
I 4: 0 3 0 0 2: 0 3 3 3 2: 1 3 3 3
II 3 1: 3 3 3 2 1: 2 3 3 2 1: 3 3 3
III 0 0 5: 0 0 0 1 3: 3 3 0 0 3: 3 3
IV 2 0 3 2: 3 0 0 0 4: 3 0 0 0 4: 3
V 2 0 2 0 3: 0 0 0 0 5: 0 0 0 0 5:
stJADE
I 4: 0 3 0 0 1: 2 3 3 3 3: 1 3 1 1
II 3 1: 3 2 3 1 2: 3 3 3 1 3: 3 1 1
III 0 0 5: 0 0 0 0 3: 2 3 0 0 4: 1 1
IV 3 0 3 2: 3 0 0 0 4: 3 2 2 2 1: 3
V 3 0 3 0 3: 0 0 0 0 5: 2 2 2 0 2:
sJADE
I 4: 0 1 0 0 5: 0 0 0 0 4: 0 0 0 0
II 1 1: 1 1 1 1 1: 1 1 1 1 1: 1 1 1
III 0 0 5: 0 0 1 0 4: 0 0 0 0 4: 0 0
IV 1 0 1 2: 1 1 0 1 2: 1 1 0 1 2: 1
V 1 0 1 0 3: 1 0 1 0 3: 1 0 1 0 3:
tJADE
I 4: 0 1 0 0 4: 0 1 0 0 4: 0 1 0 0
II 1 1: 1 1 1 1 1: 1 1 1 1 1: 1 1 1
III 0 0 5: 0 0 0 0 5: 0 0 0 0 5: 0 0
IV 1 0 1 2: 1 1 0 1 2: 1 1 0 1 2: 1
V 1 0 1 0 3: 1 0 1 0 3: 1 0 1 0 3:
stJADE
I 4: 0 1 0 0 5: 0 0 0 0 4: 0 1 0 0
II 1 1: 1 1 1 1 1: 1 1 1 1 1: 1 1 1
III 0 0 5: 0 0 1 0 4: 0 0 0 0 5: 0 0
IV 1 0 1 2: 1 1 0 1 2: 1 1 0 1 2: 1
V 1 0 1 0 3: 1 0 1 0 3: 1 0 1 0 3:
Table 13: Positive evidence ratios for DCM models. DCM comparison results
for real fMRI (upper half) and for synthetic data (lower half) is presented. Each
number gives the wins of the row model against the column model over the three
subjects, for real fMRI data (wins range from 0 to 3) and the single comparison
for synthetic data (wins range from 0 to 1). Only models using the same part of
the data and the same decomposition method were compared against each other.
Bold numbers on the diagonals give the rank of a model in the model hierarchy
determined as described in section 2.2.2.
Although model hierarchy slightly varies over ICA methods and underlying data,
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by comparing the rank of the models (diagonal bold numbers in Tab. 13) one
clearly sees that models containing the instruction modulator onto the bottom-
up connections from VA1 and VA2 to FM (these are models II, IV, and V) are
favored over models without modulation of the bottom-up connections. This can
be seen for real and synthetic data, except for stJADE on the basis of the 2nd half
of the data, where the model I is slightly better as model II. This conrms the
initial DCM hypothesis for the human data that, for example, if participants were
instructed to press the button if stimulus S1 is shown (I1), eective connectivity
increases from VA1 to FM if the stimulus S1 was actually presented.
For synthetic data, model IV was favored (1st rank) if models had been estimated
on the basis of all or the 2nd half of scans. On the basis of the 1st half, model V was
favored. Due to the fact that model V diers from model IV only in the bottom-
down connections and modulations, and that these connections and modulations
in model V showed only very weak eect strengths (about 0:1) compared to the
bottom-up modulation (about 0:7), I conclude that the model used for creation
of the synthetic data could have been replicated and that ICA had been able to
identify the used patterns.
In the same way as for the BMS paradigm (compare section 3.2.4 on page 63),
CSCB DCM model parameters were estimated for model IV. On the basis of
all scans and the 200 randomly positioned regions, 100 dynamic causal models
were estimated. For each model now the three COIs obtained from randomized
located regions replace the three COIs of ROIs VA and FM. The estimated mean
parameters over the 100 DCMs are presented in Fig. 3.43.
Figure 3.43: Mean CSCB DCM (IV) model parameters for ORIENT paradigm.
As in 3.41, estimated and averaged DCM model parameters shown in the same way.
The left model shows averaged (over the 100 models and the three human subjects)
CSCB DCM model parameters. The right model presents the mean CSCB DCM
parameters over the 100 DCMs for synthetic data. For both models, standard
deviations are shown.
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One sees that parameter deviations are comparable to parameter sizes which
points, as for the BMS experiment, to an unstable estimation process of the DCM
parameters, reecting the random localization of the used regions. Most impor-
tantly one sees, for human data on the basis of all scans and for synthetic data
independent of the underlying data, that the found motion modulations of the
favored model IV from Fig. 3.21 are higher than their component selection con-
nectivity baselines.
3.3.7 Summary
With the help of the ORIENT paradigm, I illustrated how the concept of pattern
connectivity is applied, if a ROI's behavior can not be captured with a single time
course. For area VA, I demonstrated how the tness function for two COIs (see
Eq. 59) was used to identify optimal ICA parameters and how COIs were selected
from the optimal ICA decomposition.
The standard PCA method was not applicable to test the connectivity hypoth-
esis in this case. To validate results found with pattern connectivity, a simple
network of three patterns (VA1, VA2, and FM) with self-evident connectivity struc-
ture (see hypothesis for the ORIENT paradigm) was chosen. In addition, synthetic
fMRI data was genergated, using DCM's bilinear model (compare section 2.2.2) to
simulate BOLD responses on the basis of one of the real subject's onset functions.
Pattern connectivity revealed the initially used connectivity structure, used for
data generation.
Connectivity measures, restricted empirical correlation and dynamic causal mod-
eling, were used to analyze connectivity for real and synthetic data.
For the real fMRI data, restricted empirical correlations showed only weak re-
sults, which tend to support the initial hypothesis. In general, found correlation
changes were not above the estimated statistical baseline. Results for synthetically-
generated data were consistent with information used to create it, and showed large
correlation changes between VA1, VA2, and FM dependent on simulated instruc-
tions. All results lie well above statistically expected values for the synthetically
generated data set.
DCM analysis yielded unambiguous results for synthetic fMRI data. The ob-
tained model hierarchy and estimated model parameters revealed the used model
for data creation. This was conrmed by the comparison of the estimated CSCB
for model parameters with the actual obtained model parameters.
Weak results from DCM analysis of human data on the basis of the split data
suggest that here ICA was unable to identify POIs. Considering only the DCM
results from human data on the basis of all scans, strong instruction modulation
for all three ICA methods were obtained. Together with the found model hierarchy
and the low CSCB values of the favored model, the strong instruction modulations
support the initial DCM hypothesis and imply that the ICA algorithms were able
to identify patterns of interest if all data was used.
From the ORIENT paradigm, I conclude that ICA algorithms together with the
proposed selection steps were able to determine the two POIs in region VA and
that pattern connectivity was successfully used to analyze neuronal connectivity,
for several patterns contained inside one area, on the basis of fMRI data, which
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was the major goal of the ORIENT experiment stated at the beginning.
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4 Discussion, summary, and future prospects
4.1 Discussion
One question that probably arises when rst confronted with the concept of pat-
tern connectivity is why one uses ICA to decompose a ROI into several patterns,
although PCA itself provides more than one component. Concerning this topic, I
want to state that the key idea of pattern connectivity is not particularly to use
ICA instead of PCA, but to apply connectivity analysis methods onto patterns
instead of single time courses for each ROI. Independent component analysis was
chosen because it yields a more natural criterion (the stochastic independence of
the components) for data decomposition than PCA (orthogonal components ex-
plaining maximum remaining variance). Therefore connectivity studies of PCA
components can also be seen as pattern connectivity even if the method seems
inappropriate for extracting of more than one COI for a region.
On the one hand, if more than the rst eigenvariate of a PCA decomposition
is used one has to be careful with interpretation of the connectivity results of
these components. On the other hand, as one saw in the ORIENT paradigm,
PCA tends to merge the two patterns together into one pattern, representing the
overall stimulus and not the two orientations.
As well as using the same decomposition method (PCA, ICA, etc.) for all regions
of a connectivity study one can also use dierent methods for dierent regions.
For example, using the rst PCA eigenvariate for regions with only one POI and
ICA components to represent more complex behavior of other regions. However,
dierent scaling and other properties of the components such as, for example, the
independence of ICA components have to be considered and treated carefully, so
the same decomposition method should be used in general for all involved ROIs.
The application of ICA on fMRI data is not new. A common use of ICA is
to determine, and then eliminate, sources of noise and artifacts (e.g. [21] [147]).
Here, ICA is applied on the whole brain in a rst step. Known artifacts and
noise components are selected and discarded from extracted components. The
remaining components are used to form a new data matrix for further analysis.
Another frequent application is the study of the so-called default mode network
during resting state (e.g. [142] [141] [23] [167]). Hereby, ICA is applied onto the
whole brain again and one searches for dierences between healthy (or young)
participants and impaired (or old) participants (e.g. [171] [127]). Also correlations
between ICA components and HRF onset functions were used [103] [91] to separate
noise from paradigm-related components or to distinguish task-related from default
mode network components [22]. However, in no previous study, to the best of the
author's knowledge, has ICA been applied onto single brain areas to determine
time courses of multi-variate pattern and study their connectivity, nor has any
study, so far, addressed or solved the methodical problems, arising for neuronal
connectivity (compare section 3.1.4) through component selection.
As mentioned in section 3.1.3, some algorithms have been developed to deter-
mine the optimal number of components P for ICA decompositions, e.g. based on
minimum description length (MDL) [132]. An implementation of this MDL estima-
tor into the MFBOX toolbox (Computational Intelligence and Machine Learning
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Group at the Institute of Biophysics, University of Regensburg, Germany) has
been tested for the BMS data, but suggested a large number of about 70   80
components for all ROIs and subjects. These parameters also yielded only decom-
positions with very small tness values F so that they were ignored during further
analysis and ICA parameters were estimated in the proposed generic way.
In almost all cases the three dierent ICA methods sJADE, tJADE, and stJADE
yielded comparable results. In particular the temporal ICA variant tJADE, which
searches for stochastically independent COIs, shows almost the same results as the
spatial variant sJADE, which searches for independent spatial patterns. As stated
in section 3.1.2, I in fact assume temporal (third assumption about non-overlapping
time courses) and spatial independence (fourth assumption about independent
spatial patterns) between patterns. This might be the reason why all three ICA
variants yielded consistent results.
In section 3.1.3, Form. 35 on page 36, a tness function F for the estimation
of optimal ICA parameters was introduced. I will now discuss an alternative form
of this tness functions. A parameter a was said to be good if the ICA decom-
position it provided contained paradigm-related components. For the proposed
tness function, paradigm-related meant that one could nd independent compo-
nents which show high correlation with the associated HRF onset functions of a
ROI (compare section 3.1.3). Instead of correlation, I could have also used mutual
information [107], which would not only account for variance of the two distribu-
tions, but also for higher stochastic central moments [73]. However, tests, using
estimated mutual information approximated with an algorithm proposed in [107]
instead of correlation, provided self-inconsistent results. From the author's point
of view, the main reason for the poor approximation of mutual information lay in
the small number of data points (functional scans).
Besides the two used connectivity analysis methods - restricted correlation and
DCM - several other methods to study connectivity exist and were mentioned
in section 2.2.1. I want to discuss why these two methods were preferred above
the other ones. First of all, using correlation provides a very simple and intu-
itive measure of functional connectivity not stating any additional conditions for
underlying data. On the contrary, dynamic causal modeling is a very complex
method, comprehending a neuronal level and a sophisticated model for the BOLD
response, highlighting eective connectivity. So with these two, I have an example
of a simple and a complex technique to study functional and eective connectivity.
Secondly, the dierent stimulus to peak delays of HRF responses of dierent re-
gions (compare section 2.1.2) complicate the interpretation of results obtained by
methods not modeling a region-specic HRF. This is especially valid for methods
using Granger causality, which explicitly use temporal delays. After all, due to
strong a-priori knowledge of the underlying connectivities for the BMS and ORI-
ENT paradigms, and the stated goals, this thesis has a rather conrmatory than
exploratory nature, making DCM the preferred method over Granger causality or
coherency [144].
Finally, I will address the poor results of Pearson's correlation connectivity anal-
ysis of the real fMRI data from the ORIENT paradigm. Only very weak eects
near connectivity baseline were detected (compare Fig. 3.34, 3.35, and 3.36 on
page 81). The main reason for this may be the event-related design of the ORI-
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ENT paradigm. Due to the relatively short presentation time of 1:5 s for the Gabor
patches, the shape of the evoked HRF response plays an important role. For the
BMS experiment, where I had a block design and stimulations of 20 s, BOLD
responses in regions VA and MA reach a saturated level after several seconds.
The dierences between baseline activation and stimulus activation of the regions
now lead to the strong correlation dierences, during the dierent stimulations ob-
tained in the BMS experiment. In the ORIENT paradigm it is very unlikely that
BOLD responses caused by the Gabor patches did reach saturation. Therefore
the shape of the hemodynamic response function plays a major role and because
Pearson's correlation does not account for HRF's shape, but DCM does, I obtain
the hypothesized results for DCM, but Pearson's correlation is not able to identify
connectivity changes. The fact that for synthetic data these dierences dependent
on underlying data can not be observed, might be caused through additional noise
and artifact terms in the real fMRI data.
4.2 Summary
I was able to show that for fMRI data, it is possible to study neuronal connectivity
between multi-variate patterns instead of brain regions. The concept of pattern
connectivity, which allowed these analyses, was theoretically introduced and ap-
plied to two fMRI paradigms and synthetic fMRI data. This new approach enables
the application of neuronal connectivity analysis techniques to multi-voxel patterns
instead of brain regions, by replacing the single PCA eigenvariate representation
for each region with a representation of multiple paradigm-related components.
Solutions for arising problems - due to methodical artifacts, caused by compo-
nent selection - were introduced and illustrated during the analysis of the fMRI
paradigms.
With the help of the BMS paradigm I was able to compare connectivity results,
obtained using the standard PCA method with those results obtained using pat-
tern connectivity. Both methods showed comparable results for the two applied
connectivity analysis methods of correlation and dynamic causal modeling. Results
were in agreement with hypothesized neuronal connectivity structures. I conclude
that pattern connectivity can replicate connectivity analysis results obtained with
the standard PCA method. That was the major goal of the BMS study.
Aim of the ORIENT fMRI study was to illustrate potentials of pattern con-
nectivity, by investigating a more complex situation with more than one pattern
per brain area. Unfortunately, connectivity results for real fMRI data using em-
pirical correlation were weak, and did not dier signicantly from the estimated
connectivity baseline. The potential reasons for this were laid out in the discussion
section. For synthetic fMRI data, empirical correlation showed large connectivity
changes, which were in agreement with the information used for data creation. In
contrast to Pearson's correlation, DCM analysis of real fMRI data revealed the
hypothesized connectivity changes. This implies that for the ROI VA, which con-
tained two POIs, ICA methods were able to nd and separate the components
of interest. One saw a clear hierarchy for the DCM models, which supported the
connectivity hypothesis. This was the rst major goal of the ORIENT study. A
similar hierarchy was found for synthetic data, replicating the connectivity struc-
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ture which was used to simulate of articial data. This was the second major goal
of the ORIENT study (compare beginning of section 3.3).
I conclude that pattern connectivity, as a generalization of the state of the art
PCA method, is able to replicate results found with the standard method and
furthermore can be applied to study neuronal connectivity between multi-variate
patterns of fMRI data, revealing the underlying connectivity structure. Finally,
I state that the approach of pattern connectivity has proven a valid alternative
along side the PCA method, and opens the eld of multi-voxel pattern analysis
for neuronal connectivity studies.
4.3 Future Prospects
Although pattern connectivity has proven to be applicable onto fMRI data, and to
give interesting new insights into connectivity structures between MVP of brain
areas so far, there are still numerous ways in which the concept can be extended.
Besides restricted empirical correlation and dynamic causal modeling, dierent
techniques to study connectivity may be applied to analyze other connectivity
properties (see section 2.2.1). Also other neuronal networks comprising more com-
plex connectivity structures as the used ones can be analyzed. Limitations to those
two elds are only given by current state connectivity analysis methods, and the
ability to distinguish components of interest (compare section about MVPs 2.3.1).
A possible modication of the concept would be to use other ICA decompositions
than the ones used here or even decomposition techniques using other constraints
than stochastical independence of components such as, for example, non-negative
matrix factorization (NMF) [87] [111].
From the author's point of view, the most interesting next methodical step is to
use information time courses obtained with support vector machines (SVM) (com-
pare section 2.3.1) rather than components of matrix decompositions to represent
behavior of brain patterns. Thereby the COIs now selected from ICA decompo-
sition (or other model free matrix decompositions) are replaced by time courses
reecting the actual information content about a stimulus or task inside a brain
area. Considering one ROI and two stimuli u1 and u2, such as, for example, region
VA and Gabor stimuli S1 and S2 in the ORIENT paradigm, the information con-
tent of a specic scan can be represented as the probability that during this scan
stimulus u1 (or u2) was presented. These probabilities can be estimated for a scan
using support vector machines or similar classication methods, by determining
how often the scan was classied to belong to u1 or u2. One can therefore study
dependencies and interactions between those probability time courses.
One advantage of this approach would be that the selection of components,
which goes along with a statistical osets for neuronal connectivity, is avoided. But
the major advantage would be that one can allow overlapping onset functions for
dierent patterns of interest. This was forbidden in assumption three in section
3.1.2 in which I needed non-overlapping onsets of dierent POIs to assure the
linear structure a regions data Y I . This variant of pattern connectivity does not
use ICA or other matrix decompositions, which would need the linear structure.
However, new problems, for example, the applicability of current connectivity
analysis methods and interpretation of their results have to be handled, and the
96 4 DISCUSSION, SUMMARY, AND FUTURE PROSPECTS
role of the HRF also has to be revisited.
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5.1 GLM contrasts for BMS and ORIENT paradigms
Figure 5.1: ROIs for subjects 1, 3, and 4 for BMS paradigm.
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Figure 5.2: GLM visual and motion contrasts for BMS paradigm on raw data.
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Figure 5.3: GLM visual and motion contrasts for BMS paradigm on smoothed
data.
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Figure 5.4: ROIs for subjects 1 and 2 for ORIENT paradigm.
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Figure 5.5: GLM visual and motor contrasts ORIENT paradigm on raw data.
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Figure 5.6: GLM visual and motor contrasts ORIENT paradigm on smoothed
data.
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