Abstract -This paper presents Iterative Scalable Smoothing (ISS), a new iterative multi-scale method for multivariate interpolation of scattered data. Each iteration step in the process reduces the residues of the current interpolation result by application of a smoothing operator to a piecewise constant function that interpolates the residues of the current interpolant, and by adding the resulting function to the current approximation, which is initially set to zero. The convergence of the method is proved and conditions for the differentiability of the convergence result are given. For a uniform mesh an efficient algorithm is constructed, for which the numerical complexity is estimated. Several 2D numerical examples illustrate the theoretical results. By a 3D test with several test-functions and random nodes it is shown that the accuracy of the proposed method is comparable with the quadratic modification of Shepard's method, which is known to be more accurate than triangle-based methods. Then, in 1D tests, by stochastic simulation with random nodes and random functions the ISS method is compared with the Cubic Splines method, Shepard's method and the Kriging method. We also compare the stability of these methods with respect to noisy data. For the special case of regular nodes, properties of the method are verified by comparing its 1D response function with the response function of the cubic spline and the perfect interpolator (the sinc-function). Special attention is paid to the effect of the tuning parameter in the ISS algorithm, q, that controls the smoothness of the resulting approximation.
Introduction
In different fields of science and industry interpolation of multivariate functions in real arguments is often needed in the case of sparse and irregularly placed nodes. In this paper, based on the idea of multi-scale analysis, we propose a new fast iterative method for the interpolation of scattered data. It appears that the multi-scale approach [1] [2] [3] is most appropriate for this purpose.
In Section 2 our method of Iterative Scalable Smoothing (ISS) is formulated for functions in continuous arguments. Theorems about the convergence and the smoothness (differentiability) of the interpolant are proved in Section 3. For the case of a uniform mesh an efficient numerical implementation is developed in Section 4. Examples of bivariate interpolation illustrate the theoretical results in Section 5. Each interpolation method for scattered data should at least be verified in the particular case of regular interpolation nodes. Therefore, in Section 6 the response function of the ISS method is compared numerically with the response function of the Cubic Splines method and of sinc (which, in this case, is the perfect interpolator according to the Kotelnikov-Shennon theorem). In Section 7 the accuracy of the ISS method is verified in a 3D test suggested by Renka [4] . In this test with several given functions and random locations of the nodes the ISS method is compared with the quadratic modification of Shepard's method. In Section 8 we compare four methods (Shepard's method, Cubic Splines, Kriging and ISS) in the case of irregular nodes in tests with both randomly placed interpolation nodes and with the associated values taken from random functions. In this section also the stability of the methods with respect to noise in the interpolation data is numerically investigated. The main observations are summarized in the conclusion. 
The ISS interpolation algorithm
where τ k > 0 and
2)
The residues of the smoothed piecewise constant function at the interpolation nodes
are used as the input data for the next step in the ISS algorithm and the solution of the interpolation problem (the interpolant) is given by the series
Below we prove the convergence of (2.4). Let
It follows from the tessellation of D that r > 0. In particular we may use a Voronoi tessellation, characterized by:
In this case the function g (k) (x) gives the nearest-neighbor interpolation of the residues and r = working on the preceding vector u
where
Taking into account (2.2) and (2.5) we obtain
The assumptions (2.2) and τ k → 0 now lead to
Hence, we proved super-linear convergence (faster that any geometrical progression) of the values of the ISS interpolant at the interpolation nodes to the data. Since (2.1) and (2.2) lead to w
, the convergence of the series u k i implies uniform convergence of the interpolation series (2.4), and thus the theorem is completely proved. Remark 1. It follows from the theorem that the interpolating series reduces to a finite sum if the filter f has finite support. We also note that replacement of the normalization condition (2.2) by D f (x)d m x = 1 does not lead to any modification in the proof of the theorem.
Theorem 2 (Continuous differentiability of the ISS interpolant). If the partial derivatives
of the filter f in the equations (2.1), (2.2) are continuous and absolutely integrable:
and if, in addition, a certain constant C > 0 exists, such that 
Proof. It is obvious from Theorem 1 that the ISS interpolant is continuous and the series (2.4) is uniformly convergent. Thus the problem is reduced to the demonstration of the uniform convergence of the following series
From formula (2.1) and condition (3.3) it follows that
for all x and l. By using assumption (3.2) and condition (3.4), we have
Hence, for k large enough the absolute values of the terms in (3.6) are majorized by the terms of the interpolant itself. Thus due to Theorem 1 and condition (3.5) the theorem is proved completely.
Remark 2. It is obvious that the condition (3.4) is met for an exponentially decreasing function f , such that
In this case the infinite differentiability of the ISS interpolant is proved similarly.
Now consider the interpolation result of the ISS method for a given function u(x) in the case of unlimited concentration of interpolation points. Let us designate
Since the iterations of the ISS method are interrupted if the residues at the interpolation nodes are less than a certain given value (prescribed accuracy), we can estimate the truncation error of series (2.4) (finite sum) if h → 0. Let us consider the Fourier transform of the function f in the formulation of the ISS method (2.1)-(2.4) 
Moreover let the Fourier transform (3.7) be a real non-negative functionf (p) 0, and let condition (3.3) of Theorem 2 hold. Then
where the norm is the L 2 -norm and the functions
are the residues of the ISS method after k steps of the iterative procedure.
Proof. We suppose that v (0) (x) = u(x) and apply the theorem about average function value. Thus we obtain the following transformations:
Under condition (3.3) the last sum in (3.9) becomes infinitesimal as h → 0. Hence for all x and k we have
It follows from the convolution theorem (because we consider
According to the conditions of the theorem and the normalization condition (2.2) we obtain
Hence all the factors in (3.10) are non-negative and not larger than 1, which implies that
From here and by using the Parseval's identity one can easily obtain the statement of the theorem. , therefore the statement of Theorem 3 means that the residues of the ISS method for a function with a bounded spectrum become arbitrarily small as τ k → 0 (in the case of a sufficient concentration of interpolation nodes).
The efficient implementation of ISS interpolation on a uniform mesh
Let us consider the interpolation problem in the case of a uniform mesh and let us assume that all the given interpolation nodes coincide with the corresponding mesh points (here we intend rather fine meshes). In the theorems above there is a great deal of arbitrariness in the choice of the form of the smoothing operator in formula (2.1). But in the numerical implementation of the ISS method the choice of the filter plays an important role. In order to reduce the computational cost we suggest a very short recursive filter (implicit difference scheme). Let S τ is the following transformation of a mesh function a
Transformation S τ is a finite-difference approximation [5] of the smoothing filter
The numerical complexity of the smoothing operator S τ is O(r) and it is independent of the scale parameter τ . Specifically, it requires 5r multiply operations. Thus S τ may be considered as an efficient scalable smoothing.
i.e., the transformation meets normalization condition (2.2) (taking into account the remark after Theorem 1) if none of the interpolation nodes coincides with the boundary mesh points. By the double execution of algorithm (4.1) we obtain the finite-difference approximation of the following continuously differentiable filter (necessary condition of Theorem 2):
For multivariable functions we propose to use the scalable smoothing algorithm (4.1) for each variable (keeping the other variables fixed), which corresponds to the following continuously differentiable filter
. It should be noted that, the function f in (2.1) and (2.2) becomes not radial symmetric, but we did not use such an assumption in the proof of the theorems. It is clear that the numerical complexity of our smoothing, for any function in m variables in the cube of N mesh points, is O(mN ). Earlier, in paper [6] we used the scalable smoothing (4.1) for a regularization of division of one function by another while divisor is close to zero at some points. Now let us define more precisely the sequence of the scale parameters τ k . According to the idea of the multi-scale analysis we put
In this case there are only two tuning parameters (τ 0 and q) in the ISS method. It is obvious that if τ 0 becomes much larger than the diameter d of the interpolation domain, then the result of the ISS interpolation depends only on the parameter q. In practice one may put τ 0 = d. Further increasing of τ 0 does not significantly influence the interpolation result. It is evident that in the limit for q → 0 we obtain a discontinuous solution. It is intuitively clear that increasing q leads to more smooth interpolant, because the main part of the residues is removed by large scale smoothing. In fact, the parameter q implies the condition (3.5), which is the key condition for the Theorem 2. However, increasing the smoothness of the interpolant sometimes leads to also increasing of approximation errors far from interpolation nodes. For practical applications in the field of geophysical prediction we propose to choose the value of the parameter q in the range from 0.7 to 0.9.
In the case of interpolation on a uniform mesh the residues of the ISS interpolation reduce practically to zero if τ k becomes smaller than the mesh size h. Specifically, if the interpolation conditions are approximately satisfied with a prescribed accuracy after K iterations, and τ K = h, then for m-variable interpolation in the cube with edge hN 1/m the application of the ISS method needs sweeps at each iteration. Therefore the overall number of multiplications may be estimated as 10N log 1/q N . To emphasize the role of parameter q we may write this estimate as
because, as a rule, 0.7 q < 1. It is necessary to note that application of ISS also requires a preprocessing stage for the domain tessellation. In the case of a uniform mesh we use for this purpose the well known marching algorithm which requires less than N 1+1/m comparison operations. In our practice (N < 10 8 ) the multiplication count defined by (4.3) dominates the complexity of the preprocessing greatly. One can see that the computational cost of the ISS method does not depend on the number of interpolation nodes and depends only logarithmically on the total number of mesh points. Thus the ISS method may be considered as a fast iterative multivariate method for large meshes and large nodes sets.
Examples
For the purpose of illustrating the theoretical results proved above, we made the following numerical examples with bivariate functions (shown in figures as grey color coded images). The convergence of the ISS method in the case of an increasing number of interpolation nodes (Theorem 3) is demonstrated in Fig. 1 . The initial image of 600 by 850 points is shown in Fig. 1(a) . We used a uniform random number generator to generate the locations of the interpolation nodes. At first we used 1% of all mesh points as interpolation nodes and after interpolation we obtained the image presented in Fig. 1(b) . Then we used 5% and 15% of the all mesh points as the interpolation nodes to obtain respectively the pictures Fig. 1(c) and (d). One can see that Fig. 1(d) is in very good agreement to the initial image. It is clear that Fig. 1 illustrates the possibility of image compression but this problem requires a special choice of the interpolation nodes (here we used a random-number generator) and it is under investigation.
The ISS method is a global interpolation method (as opposed to local methods), in which each interpolated value is influenced by all of the data. Regarding the computation cost, we want to note that the measured times depend on the parameters τ 0 and q, in good agreement with our estimate (4.3). Also the computational time of preprocessing is less than Figure 1 . These pictures illustrate the convergence of the ISS method for an increasing number of interpolation nodes. Fig. 1(a) is the initial image (600 by 850 points) . Results of the ISS method are shown in the case where respectively 1% (b), 5% (c) and 15% (d) of all mesh points are used for the interpolation the time of the iterative procedure. First we used 15% (76500) of all mesh points (510000) as interpolation nodes (Fig. 1(d) ) and with τ 0 = 100 and q = 0.9 the computing time ∆T was about 14 seconds for a Pentium 4, 2.8 GHz. Then we reduced the initial scale factor and took τ 0 = 10 (with the same q) and obtained ∆T ∼ 7 sec. Finally, if we took τ 0 = 10 and q = 0.7 (reduced q) then the computational time was ∼ 2 sec. It is essential that the quality of the interpolation (the image reconstruction) does not change noticeably under decreasing of τ 0 and q (down to the values τ 0 = 10 and q = 0.7).
The convergence of the ISS iteration (Theorem 1) is illustrated in Fig. 2 . The initial image was the same as Fig. 1(a) . We used 15% of the all mesh points as interpolation nodes and took q = 0.9 (the scale factor sequence was taken in the form (4.2)) and τ 0 = 100. The results of 8, 15, 28 and 37 iterations of the ISS procedure are shown in Fig. 2(a)-(d) respectively. In other words, we show the results during the iteration procedure when the scale factor decreased to respectively 0.4τ 0 , 0.2τ 0 , 0.1τ 0 and 0.02τ 0 . As mentioned before, the interpolation results do hardly depend on the initial scale factor, but here we used τ 0 = 100 for the purpose of illustrating the reconstruction of low-frequency trends. Thus one can see that low-frequency trends are satisfactorily reconstructed by a few iterations (with a large scale factor) but the high-frequency trends are reconstructed by iterations with smaller scale factors. Fig. 1(a) . A uniform random-number generator was used to produce 76500 interpolation nodes (15% of the points). Results are shown after 8 (a), 15 (b), 28 (c) and 37 (d) iterations
The smoothness of the ISS interpolant (Theorem 2) can be seen from Fig. 1 and Fig. 2 . Let us examine the behavior of the ISS interpolant in detail in comparison with the Cubic Spline method in Fig. 3 . We see a good agreement between the ISS method and the Cubic Splines in the case of regular interpolation nodes (b), but on the other hand we see significant differences in the case of scattered data (a). We believe that Fig. 3(a) illustrates the advantage of the ISS method (as iterative multi-scale method), particularly for the detection of trends in the initial interpolation data. The role of the parameter q, which defines the scale factor sequence (4.2), is illustrated in Fig. 3 (c) and (d) . Increasing q leads to a more smooth result of the ISS method, but it increases the interpolant variation too.
In view of this we want to illustrate the idea of multi-scale methods by the following mental example which in some sense looks like Fig. 3 (a and d) . Let us have two (or more) groups of the interpolation nodes, far from each other. What result seems the more realistic, the more credible? From a very far observation point we would see only a single cluster, corresponding with all interpolation data (with its average value). So we observe no variation (the constant trend) in the initial data, which corresponds to the infinite scale factor. If we approach the data, then at a certain distance from the nodes we can't resolve the isolated nodes in the groups, but we may observe two points corresponding to the given two groups of nodes. Using this line of reasoning we observe a linear trend which corresponds with a certain scale factor τ i . Further approaching the data gives us the opportunity to resolve more and more details with smaller scale factors. Thus we can detect the different trends in the interpolation data automatically according to the idea of multi-scale analysis.
Interpolation in the particular case of regular nodes
We believe that each scattered data interpolation method must be verified in the particular case of regular interpolation nodes (known as resampling problem). As we saw in Fig. 3(b) , the ISS method agrees well with the Cubic Spline method in this case. Let us investigate this in detail by comparison of the response functions of these two methods. Consider the regular infinite mesh of interpolation nodes: x j = j∆, j = −∞ . . . ∞ . In this case, for each method its interpolant may be written in the following form: It is well known (Kotelnikov-Shennon theorem) that a perfect interpolant may be represented in the form
It means that frequencies beyond the Nyquist frequency cannot be restored in a proper way.
(the Nyquist half-period is equal to the mesh step). In Fig. 4-6 we compare numerically computed response functions of the ISS method and the Cubic Spline method with the perfect interpolant. It should be noted that the results represented in Fig. 4 and 6 are obtained by the ISS method with q = 0.95, which determines the smoothness of the interpolant. Decreasing of q leads for more stability in extrapolation but increasing q makes the results smoother. In the limit for q → 1 the spectrum of the ISS response function tends to the spectrum of the perfect interpolator response function (Fig. 5) . If q > 0.95 the ISS response function is closer to the perfect response function than the Cubic Spline response function (Fig. 6) . That means that the ISS method is better than Cubic Spline method in the case of regular interpolation nodes. In this context it should be reminded that in the case of irregular nodes ( Fig. 3(a) and (d) ) the behavior of Splines is fallacious because it depends strongly on the location of the nodes, in contrast to our method.
3D test results with given functions and random nodes
In order to examine the accuracy of the ISS method, we used the 3D test suggested by Renka [4] . We compare our method with the quadratic modification of Shepard's method (further referred to as QS) which was proposed in [7] and developed by J. Renka. It was also shown in [4] that QS is more accurate than triangle-based methods and it has the advantage of easy generalization to more than two independent variables. The ISS method has this advantage too. According to the paper [4] , we used a uniform random-number generator to produce 216 interpolation nodes in the unit cube. Results of interpolation were compared at the uniform grid of 20 by 20 by 20 points in the unit cube. We consider the following Renka's test functions in three variables: 
The results of comparison with the QS method are shown in the Table 1 , in which one can see maximum and mean interpolation errors (averaged over 100 different random locations of 216 interpolation nodes). For convenience, the quotients of ISS and QS errors are highlighted. For the ISS method we took q = 0.9 in this test. We need to note that one function was rejected (errors are not shown here) because it has a singularity near the boundary of the interpolation domain and global methods (as ISS), aimed to auto-detect trends, are worse than local methods (as QS) in that case. One can see in Table 1 that accuracy of the ISS method is comparable with accuracy of the QS method, which is more accurate than triangle-based methods [4] . Consequently we can conclude that the ISS method is not worse than the triangle-based methods too. In this context we notice that the QS method has artificial setup parameters (numbers of nearest nodes) and we presented in Table 1 the most accurate results for the QS method, taken from the paper [4] . This is in contrast with the ISS method, a global method and self-adjusting to the data, which has no artificial parameters at all. 
Tests with random functions and random nodes
As a matter of fact, comparison of different interpolation methods by tests with several specially chosen multivariate functions and a fixed number of interpolation nodes may not be completely convincing. One method may be better for one function and worse for another.
Moreover, the quality of interpolation depends also on the number of interpolation nodes chosen. In our opinion, experiments with different numbers of random nodes and associated values taken from functions which are random as well, seem to be more objective and informative. It should be noted, that ISS is a method of multivariate interpolation due to its construction. But for many other methods there are problems if we want to generalize them for the multidimensional case. Therefore, we describe here numerical experiments with a number of stochastic functions only for the one-dimensional case. We compare the following four interpolation methods 1) Cubic Splines method; 2) Shepard's method (Inverse Distance Method); 3) Kriging (Ordinary Kriging); 4) ISS method. The Cubic spline interpolation is one of the most recognized and perfectly investigated methods but there are some problems for its application in the multi-dimensional case (even triangulation of irregular points in two dimensions is ambiguous), and especially in the case of sparse and irregular interpolation points. Shepard's method is not smooth because there are singularities in its first derivative at the interpolation nodes, but it is still used in practice due to its remarkable stability. The Kriging method is often advertised as the most appropriate method for fitting in the geophysical prediction [8] .
In contrast to the other three competing methods, Kriging has several setup parameters which are recommended to assign by interactive adjustment. It was a problem to choose these parameters automatically in the thousands of tests which we performed. Therefore we decided to choose these parameters optimally in each test by minimization of the errors, taking in the account the given interpolation functions, which are unknown in practice. Thus advantageous conditions for Kriging were created.
In our tests we generated a number of random functions in one variable (on the uniform mesh of 256 points) and then for each of them, a number of random locations of interpolation nodes with a uniform distribution. In more detail, we successively (for m = 1, 2, . . . M ) used a uniform random-number generator to produce random values at the mesh points (white noise signal) I m (x i ), i = 1, . . . , 256. Then we applied a smoothing operator (low-pass filter) as the convolution of I m (x i ) (with respect to i) and the Gaussian function F = exp (−i 
m (x i ) is the average result for the given random function f m (x i ), i = 1, . . . , N , over random locations of the nodes (in our tests we took N = 256). We believe that the quantity σ A is very important because it indicates the systematic inaccuracy of an interpolation technique. The plots of the errors σ(n) and σ A (n) as functions of interpolation nodes n are shown in Fig. 8 . One can see that the Kriging behavior seems the best for this class of functions because it was specially developed for stationary data with a stationary auto-covariance function, which does not depend on the current point. The plot σ A (n) indicates the systematic errors of Shepard's method. Splines and ISS demonstrate similar results for large n and in σ A (n). It is necessary to point out that we create the following favorable conditions for the Kriging and Spline methods. We relocate the extreme interpolation nodes to the mesh boundary points for the Splines method. We apply the Kriging method with the optimal parameters defined by the minimization of errors
for each j and m. These favorable conditions for the Kriging and the Cubic Spline method in our tests are nor realizable in practical situations. For the ISS method we took a constant value for its tuning parameter: q = 0.75. We verified numerically that another choice of smoothing (δ varying from 3 to 12) does not significantly change the results. Moreover we investigated numerically the statistical significance of our results with respect J and M . Thus we conclude that J = 300 and M = 300 are sufficiently large values (further increasing of J or M practically does not change the errors estimates significantly). In the second test we considered another class of functions. We proceeded as above but added to the noise signal I(x i ) a step function before smoothing, namely a unit step at the point x = 128. Several random functions obtained in this way are shown in Fig. 9 . The plots of the errors σ(n) and σ A (n) are shown in Fig. 10 . Now the ISS behavior seems the best. The results of Kriging are worse than the results of Spline and ISS. Moreover, the plot σ(n) for the primitive Shepard's method is better than the Kriging results. As in the previous test (Fig. 8) , the ISS errors are smaller than the Cubic Splines errors if the interpolation nodes are sparse (small n). In fact, interpolation data are often obtained by inaccurate measurements, and sometimes it is very difficulty to estimate this inaccuracy and its distribution. Therefore we modified our tests for the purpose of investigating the stability of the interpolation methods in the case of noise in the interpolation data. Until now we got exact interpolating values from the date {x
k )}. Now we added random errors with a Gaussian distribution to the interpolation data (both to the coordinates of the interpolation nodes and to the data values). We used different types of noisy data. Typical test results with functions shown in Fig. 9 are presented in Fig. 11 . Naturally, Shepard's method seems sufficiently stable but nevertheless worse than the ISS method. We observe the instability of Kriging and of the Splines method in the case of noisy data (Fig. 11) , which is of great importance for many industrial applications. It is important that we varied the number of interpolation nodes from rather sparse to rather dense. Fig. 9 . Plots of the errors σ(n) and σ A (n) as a function of the number of interpolation nodes n 9. Conclusion 1. A new fast iterative method, ISS, was presented for multivariate interpolation of scattered data. The method is based on the idea of multi-scale analysis. The convergence of the ISS interpolating function to the data at the interpolation nodes was proved, and also the continuous differentiability of ISS interpolant was shown. Figure 11 . Plots of the errors σ(n) and σ A (n) as a function of the number of interpolation nodes n in the case of Gaussian noise in the interpolation data 2. On a uniform mesh an efficient implementation of the ISS interpolation was constructed for multivariate functions. The numerical complexity of ISS was shown to be O(N log N ), where N is the overall number of mesh points. One can see that the computational cost does not significantly depend on the number of interpolation points nor on the space dimension. 3. The accuracy of the ISS method was verified by the 3D Renka test [4] . It was shown that the accuracy of the ISS method is comparable with that of the Quadratic Shepard's method and, hence, at any rate its accuracy is not worse than that of any triangle-based method. 4. In the case of irregular and sparse interpolation nodes we compared the ISS method with Shepard's method, the Cubic Splines and the Kriging method by stochastic simulation in tests with both random nodes and various classes of random functions.
For a particular type of functions, Kriging shows the best results but for other types of functions it seems worse than ISS. Actually, in our test Kriging was given an advantage, because in our tests we optimized its tuning parameters for the given functions, that in practice have to be determined. 5. For the Kriging method and the Cubic Splines method tests with noise in the input data show their severe instability, whereas under these circumstances the ISS method compares very well. 6. In the case of regular interpolation nodes it was numerically shown that the response function of the ISS method is closer to the response function of the perfect interpolant (sinc) than to the Cubic Spline response function. By the tuning parameter of the ISS method, q, we can influence the smoothness and the variation of its interpolant.
In this way a highly effective method for the interpolation of multivariate scattered data was developed. The main idea of the ISS method is related with multi-scale analysis: in later iterations the influence of small-scale effects (high-frequency variations) is determined after the larger-scaled effects have been computed at an earlier stage. Implementation of this idea gives the opportunity to automatically detect the different frequency components in in the data. In this sense the ISS method adjusts itself to the interpolation data. This is of great importance for arbitrary, sparsely scattered data. The results of the comparison between different interpolation methods show the advantage of ISS. Further, the proposed method is successfully applied in different fields of science and industry [9] .
The ISS method has been implemented in the program CLUST+, which is now applied for geophysical prediction at the SlavNeft Oil and Gas Company for two years. In opinion of the experts of this company, the ISS method provides the more credible results compared to other geophysical software, based on Kriging.
