Considerable amounts of water can be saved by automating irrigation canals. The design of most of the practical automatic controllers rely on a simplified model of the irrigation canal. This model can be obtained from measured data (identification) or can be formulated (white box models) assuming simplifications in the physical concepts and using the canal geometry. Several models of this kind are presently available. Moreover, short canals reveal a resonance problem, due to the back and forth of waves. This paper is focused on how to choose a suitable model for short canal pools with the purpose of control design. Four simple models are applied to two different types (resonant and non-resonant) of short canals: First order transfer function based on the Hayami model, Muskingum model, Integrator Delay (ID), and Integrator Delay plus Zero (IDZ). Model predictive controllers are developed based on these models and they are tested numerically and experimentally in order to evaluate their contribution to the control effectiveness. The controllers based on the ID and IDZ model showed the best performance.
INTRODUCTION
Irrigation is one of the largest water users, and given the increasing water stress, there is demand for more efficient management. Automatic control of irrigation canals is one of the ways to achieve this efficiency, aiming to reduce water losses while increasing economical and ecological benefits. The goal of automatic canal operation is to deliver the right amount of irrigation water in the right time, allowing on-demand operation of irrigation canals. The control of the canals is implemented by means of programmable automatic controllers that are able to control from a single canal pool to a whole network of irrigation canals.
One of the control techniques applied for irrigation canals (Rodellar et 
THE CANAL MODELS
In this section, first we give a general introduction to an example canal pool, then each model is described, finally the calculated parameters for each model for both canals are given.
In this work, a single canal pool is considered as case study, as illustrated in Figure 1 . The canal is represented with two zones: transport and storage. The dynamics of the two parts are considerably different, and this distinction was first proposed by Schuurmans (). The main variables are Q in (m 3 /s) input discharge, Q t (m 3 /s) transport discharge (the discharge at the end of the transport zone), 
The control objective is to keep the downstream water depth as close as possible to its prescribed setpoint by manipulating the input discharge through the upstream gate.
Muskingum model
The Muskingum model (abbreviated MUS in the following)
is a frequently used linear model for flood routing (Cunge ). It has been also used for control purposes (Rodellar The model consists of two equations, describing water storage and continuity, respectively
where v sto is the relative storage volume, K is the storage 
In this paper, for simplicity reasons, the same notation is used to express a time function or its corresponding Laplace transform, for example q t (t) or q t (s). Details about the derivation of this transfer function can be found in Rodellar et al. () . This transfer function shows the relationship between the upstream discharge and the discharge at the end of the transport zone. In this work, the objective is to control the downstream water depth, hence there is a need for a transfer function between the upstream discharge and the downstream water depth. The storage zone can be modeled, if no offtake is present, as a tank in the form
where A e is the storage surface. It can be approximated as
where L is the length of the canal pool. Applying the Laplace transform, the following expression is obtained:
By combining Equations (4) and (7), the transfer function between the upstream discharge and downstream water depth is the following:
Hence, the downstream water depth can be expressed as
FO model based on the Hayami equation 
where q is the relative discharge (deviation from the steady state discharge Q 0 ), C 0 is the celerity coefficient, and D 0 is the diffusivity coefficient. For trapezoidal channels (see Figure 1 ) these coefficients are:
where S f0 is the friction slope which can be calculated from
Manning's equation
where R h0 is the hydraulic radius. Manning's coefficient is obtained from the literature (Chow ) . 
Category 1: If C L > 9/4 , the pool is relatively long, a second order function with delay can be defined.
Category 2: If 1 < C L 9/4 the pool is relatively small.
The second order transfer function with delay is unstable, therefore it is possible to define a FO or a second order transfer function. In this case it is possible to equate the first three moments.
Category 3: When C L 1 the pool is very short. FO transfer function can be defined by equating the first two moments.
An analysis about canals falling into each category with different length and discharge can be found in Alvarez Brotons (). Both canals studied in this paper fall into Category 3, therefore a FO transfer function without delay can be defined:
where
In the remainder of this paper, this model will be referred to as FO model.
Just as in the case of the Muskingum model, by combining Equations (7) and (15) the relationship between upstream discharge and downstream water depth can be given in the form
and the downstream water depth can be expressed as
The Integrator Delay model
The Therefore the water depth can be approximated as the integral of the flow. The model is then defined in the form
where τ id is the time delay, q in is the upstream discharge, q out is the downstream discharge, and 1/A eID is the gain of the integrator (backwater area). The first term of Equation (19) accounts for the effect of the upstream discharge to the downstream water level, the second term accounts for the effect of the downstream discharge (with negative sign because this is the discharge leaving the canal). The backwater area can be approximated using the surface of the canal pool
If the water surface is close to horizontal this approximation is close to the real backwater surface.
Integrator Delay Zero model
Similar to the ID model, the IDZ model ( 
where K IDZ1 and K IDZ2 are parameters related to the zero calculated from the canal properties, τ IDZ is the time delay, and A eIDZ is the integrator/backwater area approximation. The structure of this model is similar to Equation (19) com/jh/016/110.pdf). The detailed derivation of these transfer functions can be found in Litrico & Fromion (a, c) .
The parameters of the four models for both canals are given in Table 2 .
COMPARISON OF THE MODELS IN THE TIME AND FREQUENCY DOMAINS
In order to understand the behavior of different models they van Overloop ).
In the time domain, the response of the downstream discharge to a step input in the upstream discharge is analyzed.
In the frequency domain, the relation between the downstream depth and the upstream discharge is studied. The use of the downstream depth in modeling is particularly relevant for the automatic control problem.
Comparison of the transport part
The step response is calculated for the four models and compared to the numerical solution of the SV equations. The downstream boundary condition was the hydraulic structure: a weir for the UPC-PAC and gate for the Corning canal. is important to note that this model starts in the negative direction before increasing (Figure 2 ). This is due to the unstable zero in the transfer function in Equation (4). However, for controller design, it is better to approximate the frequency response of the system than its time response (Zhou & Doyle ) .
Comparison in the frequency domain
The frequency response shows the response In both canals, the phase plot starts at À90 degrees due to the integrator, and then it decreases due to the time delay.
All models are good in low frequencies: in the gain plot, they have the straight line with the same slope and in the phase plot they start at À90 degrees. As was seen in the step and discharges in the past instants, while the input variable is the change in discharge (Δq in ) 
The water depth error is defined as the difference between the water depth and the setpoint
The disturbance vector W(k) contains the known disturbances, which are offtake discharges (q off ) located close to the downstream end of the canal. Therefore they affect the downstream water depth without delay. The discharge q off can be expressed by any of the models considered in this paper, using the same expressions used to model q out .
The downstream boundary condition is implemented by linearizing the weir or the gate equation
where for a rectangular cross section, C dg is the gate discharge coefficient, B g is the gate width, L g is the gate opening, and H 2 is the water depth downstream of the gate. In this case the gate opening is constant and the downstream water depth is assumed to be constant, therefore the linearized equation has only one variable, the relative water depth (h) at the downstream end of the pool
where k hg is the gain of the gate discharge, which can be calculated as the derivative of the gate equation with respect to the water level upstream of the gate. The same procedure is valid if there is a weir at the downstream end of the canal.
The weir equation is the following:
where C dw is the weir discharge coefficient, L w is the weir width, and O is the weir height. This equation can be linearized and the constants can be joined in a single gain factor
where k hw is the gain of the weir discharge and can be calculated by differentiating the weir equation with respect to the water depth. The gate and weir equations were linearized when the model was constructed.
Linearizing at every control step would improve the procedure.
Therefore the output discharge can be modeled in the form
where k h is either k hw or k hg depending on whether there is a gate or weir at the downstream end of the canal. More details about the state space formulation are found in Horváth et al. () .
The predictive controller
A predictive controller has been developed based on the work carried out by Martín Sánchez & Rodellar () .
The objective of the predictive controller is to keep the downstream water depth at the setpoint. The control action variable is the discharge under the upstream gate.
As a first step, the optimization is carried out resulting in an upstream discharge value as solution.
In a second step, a gate inverse formula is used to calculate the gate opening as a function of the flow (calculated by the optimization) and the difference between the water depth at the upstream and downstream side of the gate (from the measured values). The controlled variable is the water depth downstream in the pool.
To obtain the control law, in order to keep the process output as close as possible to a predefined reference, an optimization process is carried out over a prediction interval [k, k þ λ], where k is the present time instant and λ is the prediction horizon. This optimization is defined by the minimization of the following cost function:
where superscript T means transpose of the matrix, P is the weighting matrix for the water depth error, R is the input The variable calculated from the predictive controller is the change in the input discharges. There are different possibilities to obtain the gate opening from the calculated discharge: use another controller (for example a PID) with a faster sampling rate, use the inverse gate equation with the current water levels, or use the inverse gate equation by using the predicted water levels for the following time step (Malaterre & Baume ) . In this work, the simplest approach is used, as it is commonly used in the literature (Deltour ; Schuurmans ); the new gate openings are calculated by using the inverse of the gate equation. It might also be beneficial to use the gate openings directly as control action variable. However, this problem is not investigated in this work, but is addressed in Horváth ().
The test cases
Two scenarios were tested for the canals: (1) a setpoint change; and (2) a known disturbance produced by opening an offtake weir. For the Corning canal, the scenario was 20 h long, and at 5 h a setpoint change (2.1 to 2.2 m) or a disturbance occurred (1 m 3 /s was pumped from the downstream end of the canal). This amount of offtake is less than 10% of the total discharge; it corresponds to the benchmark tests presented in Clemmens et al. () . In all cases, these changes were known beforehand for the controller. In the case of the laboratory canal, the two scenarios are 40 min long, and the setpoint change (from 65 to 70 cm) occurs at 10 min, as well as the disturbance: a gravity offtake was opened at 45 m distance from the downstream end of the canal and about 23 L/s discharge was taken, that is about 40% of the total discharge. The offtake discharges rep- The maximum absolute error (MAE) is the maximum difference in percentage between the observed and the target water level
where y measured is the measured water level and y target is the target water level. 
where y measured Ã is the average of the measured water level in the period when the controller has already reached the new setpoint. In the case of the Corning canal, the last 2 hours are considered and in the UPC-PAC the last 10 minutes.
TSS indicator is the time it takes for the water level to reach the steady state within 1.5% of maximum deviation from the target level
The SIC software ( 
RESULTS AND DISCUSSION
MPC is implemented based on the four above-mentioned models. The performance of these controllers is compared through test cases and the errors between the desired water levels and the actual water levels achieved by the con- suggested a solution for the extreme cases when C L < 1, that is the canal pool is extremely short, so the time constant can be forced to be zero and the system can be modeled as a pure time delay. This approach resulted in the ID model.
For canals of this type (Type 3 in the Cemagref benchmark, i.e., FO system without resonance), the MPC-ID and MPC-IDZ controllers can give good performances. This type of canal can be modeled with both of these simple linear models. As significant performance differences were not observed, the ID model is preferable since it is easier to build.
Numerical results for the UPC-PAC
The four controllers were implemented numerically on the UPC-PAC and the best ones were further tested experimentally. First the results of the numerical tests, and then the results of the experimental tests are discussed. Figure 8 shows MPC-ID has no oscillations at all, but it is the slowest taking 30 min to recover. Table 4 presents The difference between the two responses can also be seen in Figure 9 : while the response of the MPC-ID con- The measurement data from the water depths and the gate openings are processed by the SCADA system and the control actions are sent to the gates. The best performing controllers (MPC-ID and MPC-IDZ) were implemented in the laboratory and tested experimentally. The following results are the measured values of the water levels from the SCADA system of the laboratory canal. Figure 10 shows the results of the setpoint change test.
Both MPC-ID and MPC-IDZ were able to control the water level in the same manner. The water levels are within a range of 0.5 cm around the setpoint. Figure 11 shows the reaction to known disturbances. Both MPC-ID and MPC-IDZ were able to control the water level in the same manner. The water levels are within a range of 0.5 cm around the setpoint. Both MPC-ID and MPC-IDZ were implemented successfully in the UPC-PAC experimental facility. Table 5 shows that both MPC-ID and MPC-IDZ were able to control the UPC-PAC. The experiments showed Both canals examined were short, having FO behavior, and one of them being resonant. In the case of the resonant canal, the resonance should be taken into account. Here, only a less strict tuning was considered with respect to this problem. The control of this kind of canal pool can be more efficient using models especially developed for this specific kind of canal pool.
On computational efficiency
For the implementation of the predictive controllers, a linear quadratic optimization problem is solved at each discretetime control instant. The size of this problem has a direct influence on the execution time of the controller. In this case, the size of the matrices in the optimization problem is the model dimension multiplied by the length of the prediction horizon measured in number of time steps. For the ID and IDZ models, the system has a dimension 13, while in the case of the MUS and FO models the system has a dimension of 5. This difference is more than double, The range of validity of the conclusions drawn in this work can be extended to two of the canal families characterized by the Cemagref benchmark. One is the so-called Type 1, which exhibits a FO dynamics with resonance. The other is the so-called Type 3, which is a FO system without resonance. A similar procedure can be adopted to study different canal types.
