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1
Introduction

1.1. Functional imaging capabilities of positron emission tomography
1.1 Functional imaging capabilities of positron emis-
sion tomography
Positron emission tomography (PET) is a nuclear imaging modality that allows
for accurate non-invasive in vivo measurements of regional tissue function. The
technique makes use of so-called ‘radiotracers’, (biological) molecules labelled
with positron emitters such as 11C, 13N, 18F or 15O. These different radiotrac-
ers enable the measurement of a large variety of physiological, biochemical and
pharmacokinetic parameters, such as blood flow (perfusion), blood volume (vas-
cularity), oxygen utilization, glucose metabolism, pre-and postsynaptic receptor
density and affinity, neurotransmitter release, enzyme activity, drug delivery and
uptake, gene expression, etc. [1] This makes PET a valuable tool to study func-
tioning of complex organs including the human brain [2]. Although other nuclear
medicine imaging modalities, such as single photon emission computed tomog-
raphy (SPECT), can also measure molecular pathways and interactions in vivo,
they lack the quantitative characteristics and sensitivity of PET. While func-
tional magnetic resonance imaging (fMRI) is also known as a functional imaging
technique, it is only used for measuring flow and/or oxygenation changes.
Although PET accurately measures regional tissue concentrations of radioac-
tivity, appropriate tracer kinetic models are needed to translate these measure-
ments into quantitative values of the tissue function under investigation [3].
Quantification of PET studies depends on parameters and methods used during
PET acquisition, image reconstruction and data analysis. Validating all these
parameters and methods and assessing their impact on the quantification of
PET studies is of the utmost importance.
Quantification using tracer kinetic modelling usually requires dynamic PET
studies in which uptake, retention and wash-out of a radiotracer are measured
as function of time by repetitive scans following injection. By measuring such
tracer time-activity curves it is possible to extract quantitative values of phys-
iological parameters using non-linear regression together with an appropriate
tracer kinetic model that describes the fate of the tracer in the human body.
1.2 Basics of positron emission tomography
In PET, tracer amounts (pico- to nanomoles) of a compound labelled with a
positron emitter is administered to a subject, which subsequently distributes
throughout the body. A positron emitter is an unstable nuclide that decays by
emitting a positron, a particle with the same mass as an electron, but with a pos-
itive charge. In tissue, such a positron collides with neighbouring electrons and,
after travelling a distance of at most a few mm, combines with an electron. This
combination of positron and electron (positronium) is very unstable and decays
almost immediately (half life 100 ns) by emitting two gamma rays (photons),
each with a fixed energy of 511 keV, in opposite directions. These annihilation
photons can then be detected by coincidence detection (i.e. simultaneous de-
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Figure 1.1. Schematic representation of different coincidences: (a) true, (b) scattered and
(c) random coincidences.
tection by two opposing detectors). This identifies the line-of-response (LOR)
along which the annihilation took place. Such an event is also known as a ‘true’
coincidence (figure 1.1a). When millions of events have been detected, i.e. when
enough statistics have been gathered, counts recorded for all possible LORs can
be used to reconstruct an image visualizing the distribution of the radiotracer.
Unfortunately, not all counts detected along a LOR can be attributed to
true coincidences [4]. Figure 1.1 illustrates the differences between true, ran-
dom and scattered coincidences. Ideally, only true coincidences are detected.
However, up to 50% of the detected gamma rays originate from photons which
are scattered in the patient, and are therefore detected in a detector other than
the one that would be appropriate for a true coincidence. Such a scattered
coincidence produces a count in a LOR along which the annihilation did not
take place (figure 1.1b). Random coincidences (also known as accidental co-
incidences; figure 1.1c) occur when two unrelated annihilations take place at
the same time, but only one photon from each of annihilation is detected (with
the corresponding photon remaining undetected), also producing an event in an
incorrect LOR.
A PET scanner measures prompt coincidences. Prompt coincidences consist
of all coincidences, i.e. true, random and scattered coincidences (multiple coin-
cidences are discarded). After acquisition, these data need to be corrected for
4
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Figure 1.2. (a) Schematic diagram of the 8 HRRT detector heads and (b) photograph of
the commercial HRRT.
random and scattered coincidences to obtain the true coincidences. In addition,
PET data need to be corrected for attenuation. Soft tissue, bone or any other
object present within the PET scanner can absorb gamma rays, a process known
as (tissue) attenuation. The deeper the positron emission occurred within the
object, the higher the chance that the gamma rays are absorbed. Attenuation,
however, does not depend on the localization of the positron emission along the
LOR. Therefore, accurate correction for attenuation can be performed using a
separate transmission or a (coregistered) computed tomography (CT) scan.
As mentioned, most corrections that are required for quantification, such as
scatter, attenuation and randoms corrections, can indeed be performed. Never-
theless, there are two basic physical phenomena that cannot be easily corrected
for and that limit the final spatial resolution. These are (1) the small distance
a positron travels before it annihilates (up to 2 mm) and (2) the fact that the
two gamma rays are not emitted at exactly 180○ (± ∼0.25○) directions from each
other [5], known as the non-colinearity.
1.3 High-Resolution Research Tomograph
Most clinical whole-body PET scanners, such as the ECAT EXACT HR+
(CTI/Siemens, Knoxville, TN, USA) [6,7], are hampered by relatively low spa-
tial resolution, limiting identification and quantification of small brain struc-
tures such as the striatum. Dedicated high-resolution PET scanners show
promise for improved quantification as well as exploration of subtle neurobio-
logical changes [8]. A prerequisite for actually achieving high spatial resolution
is high sensitivity over a large range of activities [9]. The ECAT High Res-
olution Research Tomograph (HRRT; CTI/Siemens, Knoxville, TN, USA; see
figure 1.2) is such a dedicated 3D human brain PET scanner with design fea-
tures that enable high spatial resolution combined with high sensitivity [10,11].
This makes the scanner also suitable for small animal imaging.
5
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Figure 1.3. Example images (a, c) with their corresponding sinograms (b, d) of a mathe-
matical phantom (a, b) and a human brain (c, d), respectively.
The HRRT poses several challenges for quantitative reconstruction of images.
The commercial HRRT consists of eight panel detectors (detector heads), which
are arranged in an octagon (figure 1.2a). Due to this geometry, gaps are present
between detector heads, leading to missing data (approximately 10% of all data
are not measured due to these gaps [12]). It is necessary to correct for these
missing data in order to be able to reconstruct quantitative images. In addition,
the HRRT suffers from a high random fraction and a large number of scattered
events that both could affect proper quantification.
1.4 Image reconstruction
Data from an HRRT acquisition are stored in a list-mode file that contains,
amongst others, information about prompt and random events in order of oc-
currence [13]. This list-mode file can be histogrammed (sorted) into separate
prompts, randoms and trues sinograms for set time intervals. Such a sinogram
contains the projections over all angles during the corresponding time interval.
Figure 1.3 illustrates example images with corresponding trues sinograms. The
process of calculating an image of the activity distribution within a patient or
small animal from a measured sinogram, including corrections for attenuation,
scatter, randoms, normalization, decay and dead time, is called image recon-
struction. Because a PET scanner does not measure an image directly, but
rather its projections, image reconstruction is an inverse problem in mathe-
matical terms. Reconstruction algorithms can be divided into analytical and
iterative methods, as well as in 2D and 3D methods. The difference between
2D and 3D methods lies in the handling of oblique LORs, which are only mea-
sured in 3D, as shown in figure 1.4. In 2D algorithms, only non-oblique LORs
are used for reconstruction, while in 3D both non-oblique as oblique LORs are
used. 3D measured data can also be rebinned (resorted) into a 2D data set by
using rebinning methods such as Fourier rebinning (FORE) [14].
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Figure 1.4. Differences between 2D (a) and 3D (b) data sets, indicating all potential lines
of response between in coincidence detectors (grey). In 3D, both oblique and non-oblique lines
of response are measured, while in 2D only non-oblique lines of response are measured.
Figure 1.5. Reconstructed images of a mathematical phantom using (a) backprojection and
(b) filtered backprojection.
1.4.1 Analytical image reconstruction
A simple way to reconstruct a sinogram is by ray-tracing each element (also
known as bin) of each projection for several angles, a process known as backpro-
jection. The inverse process, to obtain a sinogram by measuring all projections
at different angles, is called forwardprojection. Just backprojecting sinogram
data, however, creates a blurred image (see figure 1.5). This blurring can be re-
moved by applying a filter prior to the backprojection step. This reconstruction
method is called filtered backprojection (FBP). FBP is a commonly used ana-
lytical reconstruction algorithm, because it is fast, linear and has been shown
to be quantitatively robust. However, FBP is sensitive to noise and streak arte-
facts can be present in the reconstructed images (figure 1.6). Furthermore, FBP
lacks the possibility to use a-priori information (from either CT or MRI) and no
additional corrections can be introduced in the algorithm. Finally, FBP requires
a complete data set, which means that all missing data need to be estimated
before the backprojection step. As there are gaps in HRRT data, accurate FBP
reconstructions are only possible after estimating the data missing within the
7
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Figure 1.6. Reconstructed images of a human brain phantom using (a) 3D-FBP, (b) 3D-
OP-OSEM and (c) 3D-OSWLS.
detector gaps using appropriate gap filling strategies. Nevertheless, as FBP (for
complete data sets) is quantitatively correct, it is often used as the benchmark
against which new reconstruction algorithms are validated.
1.4.2 Iterative image reconstruction
Because of the limitations of FBP, iterative reconstruction algorithms have
gained popularity. In iterative reconstruction algorithms, images are estimated
step by step (iterations) by comparing corresponding calculated sinograms with
measured ones until a good match has been obtained. Iterative reconstruction
algorithms are able to suppress noise. In addition, they are able to include scan-
ner information (such as the spatial resolution), use a-priori knowledge (such
tissue type derived from MRI) and do not require missing data to be estimated
prior to reconstruction. A drawback of iterative reconstruction methods, how-
ever, is that both quantitative accuracy and noise levels (signal-to-noise ratio)
depend on number of iterations. Using an insufficient number of iterations may
result in an image that has not fully converged, thereby compromising quantita-
tive accuracy. On the other hand, too many iterations may result in unaccept-
ably high noise levels. Optimal conditions for these methods often depend on
the actual type of study, and the scanner and radiotracer being used. Clearly,
quantitative accuracy needs to be assessed for these different conditions.
Iterative reconstruction methods have another drawback in that they all re-
quire much more computation time than FBP. In general, the more sophisticated
the algorithm, the more iterations are needed for it to converge and to provide
quantitatively correct values. Convergence properties of all reconstruction al-
gorithms need to be investigated in case of reconstructions of complex activity
distributions. In clinical practice, compromises need to be made to limit the
amount of computation time but, at the same time, get results with sufficient
accuracy. With the increasing speed of computer power, however, more complex
and sophisticated algorithms can be applied in the near future and therefore it
is worthwhile to investigate more complex iterative reconstruction algorithms.
The most popular iterative reconstruction algorithm is maximum likelihood
8
1.5. Aim of the thesis
expectation maximization (MLEM) [15]. MLEM can be speeded up by using
subsets, sets of angles that update the image one at a time, using all subsets
for each iteration. This procedure is called ordered subsets MLEM (OSEM)
[16], the most commonly used iterative reconstruction technique. Using OSEM
it is possible to weight the update step with attenuation and normalization
corrections. This scheme is known as attenuation and normalization weighted
OSEM (ANW-OSEM). In order to converge, however, ANW-OSEM requires a
positivity constraint that prohibits negative sinogram values. Negative sinogram
values can result from randoms and scatter corrections in case of low statistics,
which is generally the case in short frames at the beginning of a dynamic PET
study. As high levels of radioactive activity are present in the human body at the
beginning of a dynamic scan, high numbers of random and scattered events can
cause true sinogram values to become negative. The non-negativity constraint
can cause positive bias (overestimation of reconstructed values) in ANW-OSEM
reconstructions, as will be shown later. This bias can have a significant effect
on the outcome of tracer kinetic models.
A different OSEM scheme that does not suffer from bias due to the non-
negativity constraint in sinogram space is called ordinary Poisson OSEM (OP-
OSEM) [17]. OP-OSEM does not calculate the trues before reconstruction, but
uses measured prompts and estimated random and scatter events separately to
prevent negative sinogram values. Although in this case no bias can occur due to
the non-negativity constraint in sinogram space, bias is still possible because all
regular OSEM methods do not allow negative image values in the reconstructed
image. New OSEM methods that do not posses a non-negativity constraint
in both sinogram and image space are negative MLEM (NEG-ML) [18] and
AB-OSEM (having a lower bound A and an upperbound B) [19].
1.5 Aim of the thesis
The aim of the thesis was to assess quantitative accuracy of various 3D iter-
ative reconstruction and corresponding correction methods for the HRRT, a
PET scanner with unsurpassed spatial resolution for human brain studies. The
correction methods primarily concerned different random estimation techniques
and attenuation correction methods. The 3D iterative reconstruction methods
include both standard OSEM methods and other types of iterative reconstruc-
tion methods, such as ordered subsets weighted least squares techniques (OS-
WLS) [20,21] and methods that do not have a no non-negativity constraint. To
validate these 3D iterative reconstruction methods, a 3D filtered backprojec-
tion (3D-FBP) algorithm was implemented for the HRRT. As gaps are present
between detector heads, also techniques for estimating missing data were eval-
uated. Quantitative accuracy was assessed directly using both phantom and
patient data. In addition, impact on pharmacokinetic analyses was assessed.
9
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1.6 Outline of the thesis
In chapter 2, a detailed description and performance evaluation of the commer-
cial HRRT is given. Performance evaluation was performed using NEMA-1994
and NEMA-2001 standards.
Chapter 3 describes attenuation correction on the HRRT in more detail,
i.e. the different methods of attenuation correction that are available and their
performance. As overestimation of the skull is known to occur in HRRT trans-
mission scans, thereby decreasing radiotracer concentrations in structures such
as cerebellum, an attempt was made to reduce the size of the skull for attenua-
tion correction purposes.
Chapter 4 describes the implementation of an analytical 3D-FBP algorithm
on the HRRT. To enable 3D-FBP, first various missing data estimation methods
were implemented and evaluated.
In chapter 5 two methods for estimating random events are presented.
These methods were evaluated for both analytical and iterative reconstruction
methods. In addition, bias in iterative reconstruction methods was assessed
relative to analytical reconstructions. Finally, the impact of analytical and
iterative reconstruction methods with two randoms estimation techniques on
quantitative accuracy of kinetic modelling results was investigated for simple
simulation studies.
Chapter 6 describes image derived input functions for the HRRT and how
both scatter correction and bias in iterative reconstructions may hamper the
correctness of these input functions. Given the high resolution of the HRRT, it
was also investigated whether these image derived input functions still needed
to be corrected for partial volume effects.
In chapter 7 bias of various iterative reconstruction techniques for both
phantom and clinical studies is described. Various OSEM and OSWLS with
and without some degree of non-negativity constraint were evaluated and com-
pared with analytical 3D-FBP reconstructions. Effects on real patient data and
outcome of pharmacokinetic analyses were evaluated.
Chapter 8 provides a direct comparison of the quantitative accuracy of the
HRRT and that of a routinely used clinical (whole body) scanner using paired
[11C]flumazenil scans in healthy volunteers. In addition, effects of differences in
spatial resolution between both scanners were assessed.
Finally, in chapter 9, a summary of this thesis is given and results are
discussed.
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Chapter 2. Performance evaluation of the ECAT HRRT
Abstract
The ECAT high resolution research tomograph (HRRT) is a dedicated brain
and small animal PET scanner, with design features that enable high image
spatial resolution combined with high sensitivity. The HRRT is the first com-
mercially available scanner that utilizes a double layer of LSO/LYSO crystals to
achieve photon detection with depth-of-interaction information. In this study,
the performance of the commercial LSO/LYSO HRRT was characterized, using
the NEMA protocol as a guideline. Besides measurement of spatial resolution,
energy resolution, sensitivity, scatter fraction, count rate performance, correc-
tion for attenuation and scatter, hot spot recovery and image quality, a clinical
evaluation was performed by means of a HR+/HRRT human brain comparison
study. Point source resolution varied across the field of view from approximately
2.3 to 3.2 mm (FWHM) in the transaxial direction and from 2.5 to 3.4 mm in
the axial direction. Absolute line-source sensitivity ranged from 2.5 to 3.3% and
the NEMA-2001 scatter fraction equalled 45%. Maximum NECR was 45 kcps
and 148 kcps according to the NEMA-2001 and 1994 protocols, respectively.
Attenuation and scatter correction led to a volume uniformity of 6.3% and a
system uniformity of 3.1%. Reconstructed values deviated up to 15 and 8% in
regions with high and low densities, respectively, which can possibly be assigned
to inaccuracies in scatter estimation. Hot spot recovery ranged from 60 to 94%
for spheres with diameters of 1 to 2.2 cm. A high quantitative agreement was
met between HR+ and HRRT clinical data. In conclusion, the ECAT HRRT
has excellent resolution and sensitivity properties, which is a crucial advantage
in many research studies.
© 2007 IOP Publishing Ltd.
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2.1 Introduction
In the last decade PET has been recognized as an indispensable instrument
in measuring molecular pathways and interactions in vivo, both in clinical di-
agnostics and in clinical and pre-clinical research. PET can be used to study
processes such as metabolism, tissue perfusion or receptor occupancy, making
it a valuable tool in studying the functioning of complex organs including the
human brain [1, 2].
Recently, interest has arisen to study these processes in small laboratory
animals. This is a result not only from the ongoing restrictions on the use
of large quantities of research animals, but also coincides with the increasing
availability of animal models of several diseases [9, 22].
PET research of both human brain and small animals demands scanners fea-
turing high image resolution. A prerequisite for actually achieving high spatial
resolution is high sensitivity over a large range of activities [9]1.
Altogether, this has encouraged the development of dedicated research scan-
ners [23–28]. Coincidently, new developments in crystal technologies such as the
availability of LSO and the improvement of crystal cutting techniques have en-
abled the manufacturing of smaller crystal element sizes combined with higher
photon counting rates [25, 29]. Together with the advances in electronic signal
processing, this has paved the way for the production of scanners with lim-
ited dead time effects. The required high sensitivity can be achieved by using
thicker crystals combined with the omission of septa (3D PET). Unfortunately,
the use of thicker crystals tends only to degrade the resolution, especially at
the edge of the field of view (FOV). To oppose this so-called parallax effect, a
technique known as phoswich to measure the depth of interaction (DOI) has
been proposed [30,31].
The ECAT high resolution research tomograph (HRRT, CTI/Siemens, Knox-
ville, TN, USA) combines all the above-mentioned technological innovations in-
cluding DOI by means of two crystal layers. The scanner was especially designed
for human brain and small animal research. The purpose of this study was to
fully characterize the performance of the HRRT.
Development of the HRRT started in the late 1990s with the production of
two prototypes. The double layer prototype HRRT consisted of five detector
heads with two 7.5 mm thick LSO layers and three detector heads with an
LSO layer and a GSO layer, both 7.5 mm thick [10,32], whereas the single layer
prototype had only one layer of LSO crystals [33]. Apart from the crystals used,
both scanners were technically equivalent. The performance of both prototypes
has been published before.
Several years later, based on the practical experiences with these prototypes
a commercial version of the HRRT was taken into production. This HRRT
consisted of an LSO and an LYSO crystal layer, each 10 mm thick. Furthermore,
significant improvements were made to its electronics design, to its transmission
1High resolution images are represented by large image matrices. In order to maintain the
image element noise at a doubling matrix size, sensitivity has to be increased eight fold.
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system and in the area of the data acquisition hardware and reconstruction
methods.
The many technical innovations used in the scanner and the leading role it is
expected to play in future PET brain research justifies publication of the perfor-
mance of the commercial HRRT. Although specific elements of the performance
of mainly the prototype HRRTs have been reported previously [10, 33–36], no
study has yet described the complete performance of the commercial HRRT. In
order to make sure that all aspects in the scanner performance are included and
to make a comparison with other scanners possible, the standardized NEMA
protocols were taken as a basis.
2.2 Methods
Performance measurements and data analysis were performed according to the
procedures published in the NEMA report NU 2-2001 (NEMA-2001) [37]. This
report describes a series of phantom experiments to determine imaging charac-
teristics, including spatial resolution, scatter fraction, count rates, sensitivity,
accuracy of correction methods and general image quality. These experiments
were, however, designed with a primary focus on whole body imaging for onco-
logical applications. As such, these measurements may not accurately represent
the performance of a PET scanner for brain imaging applications. Therefore, in
addition to the NEMA-2001 tests, a part of the count rate and scatter fraction
tests, together with an assessment of the accuracy of subsequent corrections,
performed with the original NEMA report NU 2-1994 (NEMA-1994) phantom
was also included [38]. This smaller phantom tends to better predict the perfor-
mance of a brain study. For the same reason, the NEMA-2001 thorax-shape im-
age quality phantom was replaced by an anthropomorphic brain phantom and a
cylinder phantom with hot and cold spots, as suggested by Daube-Witherspoon
et al. [39]. Finally, some example images of applications in human brain and
small animal research are given.
2.3 Scanner description
In contrast to the detector rings used in the majority of PET scanners, the
HRRT consists of eight panel detectors (detector heads), which are arranged
in an octagon to allow for the use of quadrant sharing [40]; a detector head
contains 117 detector blocks arranged in a 9 × 13 array which are read out by
a 10 × 14 array of photomultiplier tubes (PMTs). Each detector block (19 × 19× 20 mm3) is cut into 8 × 8 crystal elements. Although the crystals are only
2.1 × 2.1 mm2, the quadrant sharing assures a good crystal separation in the
photon detection position. Each block consists of a 10 mm LSO and a 10 mm
LYSO crystal layer. DOI information can be retrieved by measuring the crystal
light decay time, which is slightly faster for LSO (40 ns) as compared to LYSO
(53 ns). Coincidence timing window is set at 6 ns. The scanner FOV is 312 mm
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Figure 2.1. (a) Commercial HRRT. (b) Example of a set-up for multi small animal scan-
ning.
in diameter and 250 mm in axial length, which allows for human whole-brain
studies and scans of rodents and primates (figure 2.1).
Although the set-up of the scanner, which includes adjustment of the PMT
gains, CFD (constant fraction discrimination) settings, mutual time alignment,
definition of crystal region maps and the 511 keV peaks of the detector blocks, is
automated, in practice it requires significant manual fine tuning and is therefore
time consuming.
By default, the acquired data are stored in a list with 64 bits per coinci-
dence event (prompt or random), referred to as a 64 bits list mode. At every
millisecond, a time tag is added to the list. For reconstruction, the list mode
data are binned into (time series of) prompts minus delays (trues plus scatters)
or separate randoms and prompts sinograms. The standard compression used
is span 9, resulting in 256 radial bins, 288 angles and 2209 planes, of which 207
are non-oblique. Span 3 sinograms are also supported, but are excessively large
in size (1 GB per frame) making data handling and reconstruction challenging
for most computer systems. Randoms are estimated by means of a delayed
window technique. In order to correct the sinograms for (geometric) inhomo-
geneities and variations in detector sensitivities, normalization data need to be
acquired using a rotating line source. For transmission measurements, a 740
MBq 2D fan-collimated 137Cs (single photon emitter) moving point source is
used. For reconstruction of the transmission data, several iterative algorithms
are available including NEC-TR [41] and a MAP-TR algorithm, the latter tak-
ing a priori information about the density of expected material (water, air,
tissue) into account [12]. Scatter correction is performed using an adapted ver-
sion of the single scatter simulation method of Watson [42]. Finally, dead time
correction is based on an empirical relation between the detected singles rate
and the trues rate dead time [43].
Supported image reconstruction methods are 2D FBP, 2D OSEM (both us-
ing Fourier rebinning [14]) and 3D OSEM. The latter algorithm is the method
preferred by most users, since it produces the highest quality images in terms
of signal to noise. Furthermore, the existence of gaps in HRRT sinograms com-
17
Chapter 2. Performance evaluation of the ECAT HRRT
plicates the use of 2D reconstruction algorithms [44].
Because 3D OSEM is a time-consuming reconstruction algorithm, especially
in the case of the large sinogram sizes generated by the HRRT, the manufacturer
supports a 16 node computer cluster [45]. Furthermore, several 3D OSEM
variants can be used, of which the OP-OSEM (ordinary Poisson) is currently
the method of choice, due to its capability to limit image bias at low count
statistics [17].
In conclusion, although the user has many options to his disposal, the stan-
dard acquisition and reconstruction methods on which the tests in this study
were based are lower and upper energy window settings of 400 and 650 keV,
acquisition in a 64 bits list mode, sinogram size in span 9 and reconstruction
of transmission maps using the NEC-TR algorithm and emission data using 3D
OP-OSEM (8 iterations and 16 subsets). All images were reconstructed with a
matrix of 256 × 256 × 207 and a pixel size of 1.218 × 1.218 × 1.218 mm3.
The L(Y)SO crystals used in the HRRT contain a small fraction of 176Lu.
This intrinsic radioactivity is known to generate background radiation causing
randoms in turn, as well as a small fraction of true coincidences due to cascading
gamma rays. Although this background is low enough to have no significant
influence on the acquired data in clinical practice (on average less than 1 ×
10−5 counts per second (cps) per LOR), it can have a slight influence on scanner
characteristics, especially when measured at very low activity levels. To counter
this, Watson et al. [46] suggested slight alterations to the NEMA protocol. To
this end a characteristic extrinsic activity threshold (aref ) is defined above which
the response of the scanner is determined more by the radiation originating
external to the detectors than by the internal activity [46]. For the HRRT, an
aref of 5MBq in a 70 cm phantom was found. This activity threshold was used
to define the used activities for the resolution and the sensitivity measurements.
2.4 Performance measurement
2.4.1 Spatial resolution
To determine the resolution of the scanner, a point source with an initial 18F
activity of 2 MBq was prepared as required: a glass capillary with an inner
diameter of 1 mm and an outer diameter of 2 mm was filled with a droplet
of activity with a length of 1 mm. According to NEMA-1994, the source was
positioned in the axial central plane and parallel to the tomographical axis and
measured in air at radial distances of 0, 1, 5, 10 and 14 cm with a minimum
of 105 counts for every position. Furthermore, additional point source locations
were chosen as described in NEMA-2001. Although both NEMA protocols
prescribe only the use of (2D) FBP for this measurement, the images were also
reconstructed with 3D OP-OSEM to comply with clinical practice.
The OSEM algorithm is, however, known to overestimate the resolution of
point sources in air. Therefore, in addition to the point source reconstructions a
series of acquisitions of a hot line source (inner diameter 1 mm, length 60 mm)
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placed in a warm cylinder (diameter 30 mm, length 60 mm) was performed.
The total activity in the line source plus cylinder was again approximately
2 MBq, while the line source to background ratio was circa 15:1. The line
source was measured at the locations as prescribed by the NEMA-2001 protocol,
placed axially for the tangential and radial resolution and in plane for axial
resolution. After reconstruction with 3D OP-OSEM and 2D FBP, resolutions
were determined taking the background of the warm cylinder into account.
All sinogram data were corrected for randoms. Furthermore, the used ac-
tivity is in concordance with the recommendations made by Watson et al. [46]
stating that an activity should be smaller than two times the characteristic ex-
trinsic activity aref in order to prevent pulse pileup influencing the widths of
the point or line source.
2.4.2 Scatter fraction, count losses and random measure-
ments
The 70 cm long, 20 cm diameter solid NEMA-2001 phantom with a line source
placed offcentre is especially designed to include the effects of the activity located
outside the FOV. The phantom is made of polyethylene with a density of 0.96 g
cm−3. At a radius of 4.5 cm, a hole is drilled with a diameter of 6.4 mm parallel
to the phantom’s axis in which a tube containing the activity is inserted. For
the count rate measurement, the starting activity was 650 MBq of 18F, which, as
the activity would be distributed uniformly over the phantom, can be regarded
as a concentration of 29.5 kBq ml−1. Data were acquired during 20 h, or over ten
decay times, and histogrammed into a series of 40 frames of 30 min each. For
every frame, the prompts rate (cps) and randoms rate (cps) were determined.
Scatter fraction was calculated by integrating the number of scattered counts
inside and outside a 40 mm strip, as described by the protocol. This protocol
also prescribes that for the scatter fraction data shall be used with randoms
rate at less than 1.0% of the trues rate. This, however, could not be realized
due to the natural activity of LSO [36,47,48]. Therefore, in accordance with the
suggestion of Watson et al. [46,49], the scatter fraction as a function of activity
in the FOV was measured using prompts minus delays sinograms. Furthermore,
the data were corrected for the intrinsic background. Whole gantry and slice-
by-slice scatter fractions were reported for 2.5 kBq ml−1.
The scatter fraction was also measured according to NEMA-1994 that pre-
scribes a 20 cm diameter, 20 cm long phantom inserted with a line source that
is measured at three positions. The NEMA-1994 scatter fraction, however, was
only measured at a low activity of 2.5 kBq ml−1.
Using these scatter fractions and the detected prompts and randoms rate in
an area of 240 mm around the line source, the NEC-2R rate could be calculated.
For the NEMA-1994 count rate experiment, the same phantom is uniformly filled
with a start activity of 43.3 kBq ml−1 of 18F. Data analysis was similar to the
NEMA-2001 data, except for the scatter fraction, which was based on a weighed
average of the three line-source measurements.
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2.4.3 Sensitivity
As defined in NEMA-2001, the sensitivity of a PET scanner is expressed in
counts per second per becquerel (cps Bq−1) and measured as suggested by Bai-
ley et al. [50]. The use of a range of aluminium sleeves enables measuring
the absolute sensitivity without the influence of photon attenuation, but with
enough material surrounding the source to ensure annihilation of the positrons.
The phantom consists of a line source of 3 mm inner diameter and a length
of 75 cm. It was filled with 2.87 MBq of 18F, resulting in dead time losses of
less than 2% and aligned with the centre of the transaxial field of view. The
recommendations made by Watson et al concerning the natural background of
L(Y)SO are met by keeping the activity below the extrinsic activity aref and
correcting the data for the intrinsic trues and randoms. Emission data were
acquired during 300 s. Five aluminium sleeves (length 70 cm) with increasing
inner diameter and a constant wall thickness of 0.95 mm were added to the line
source, and the acquisition was repeated for each additional sleeve. Decay, ran-
doms and intrinsic trues corrected count rates were plotted against cumulative
aluminium thickness on a logarithmic scale. The absolute sensitivity was then
obtained by extrapolating the data to zero thickness using linear regression.
Similar to the scatter fraction experiment, randoms subtraction was used prior
to data analysis. A sensitivity profile was plotted by analysing the data plane
by plane. To obtain absolute scanner sensitivity, the sensitivity obtained was
corrected for the natural abundance of positron decay in 18F and the fraction of
the line source in the field of view. Volume sensitivity was determined accord-
ing to NEMA-1994. To this end, the total counts within the central 17.0 cm of
the axial field of view from a uniform 20 cm diameter, 20 cm length phantom
were measured and corrected for acquisition time, activity in the phantom and
scatter fraction, and compared to the activity concentration as measured in a
dose calibrator.
2.4.4 Accuracy of corrections for count losses and ran-
doms
In order to assess the linearity of the scanner, data acquired for the count rate
experiment described in section 5.2 were used. After the activity was com-
pletely decayed, a transmission scan was acquired using the scanning 137Cs
point source, an energy window setting of 600 800 keV and a total scan time
of 6 min. The transmission data were reconstructed using the NEC-TR algo-
rithm. The NEMA protocols prescribe that for assessing the scanner linearity,
reconstructed data are to be corrected for randoms, dead time, attenuation
and scatter and compared to reconstructions acquired at a randoms rate be-
low 1.0% of the trues rate. Since the natural activity of LSO prevents this,
the reconstructed image values were compared with the image at the lowest
random/prompt ratio. All data were reconstructed with 2D FBP and 3D OP-
OSEM, including all corrections. The relative count rate error (per slice) was
plotted for both the NEMA-1994 and the NEMA-2001 data sets.
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2.4.5 Image quality, accuracy of attenuation and scatter
corrections
NEMA-2001 prescribes the use of a thorax-shaped phantom equipped with a
central cylinder with lower density to mimic lungs and hot and cold spheres.
Because this phantom is not very suitable to assess a brain scanner, it was re-
placed by the anthropomorphic Hoffman brain phantom (Data Spectrum, Hills-
borough, NC, USA) [51] and a cylinder filled with hot and cold spheres. In this
latter phantom, the two largest spheres (25 and 31 mm diameter) were filled
with water for cold lesion imaging, while the background compartment was filled
with 6 kBq ml−1 of 18F. The four smallest spheres (10 mm, 13 mm, 17 mm and
22 mm) were filled with 48 kBq ml−1 and 24 kBq ml−1, to achieve hot spot to
background ratios of 8:1 and 4:1, respectively. In order to simulate a clinical sit-
uation, the Hoffman phantom was filled with 18F activity concentration of 7 kBq
ml−1. Furthermore, in order to assess the accuracies of attenuation and scat-
ter correction, the NEMA-1994 non-uniform cylinder phantom with cylindrical
water, air and Teflon inserts, was added to this set. The starting background
activity in this phantom was 25 kBq ml−1.
All phantoms were acquired for 15 min where after span 9 sinograms were
reconstructed with 3D OP-OSEM including all corrections. Transmission acqui-
sitions were only started after ten half-lives of 18F. In accordance with the guide-
lines, circular 30 mm regions of interest (ROIs) were placed in the background
and on the inserts of the reconstructed non-uniform NEMA-1994 phantom for
image analysis. The reconstructed average activity and the sphere volumes of
the hot and cold spot phantom were calculated using a circular ROI with a
diameter equal to the sphere diameter. For every sphere size, 60 background
ROIs were drawn throughout the phantom.
2.4.6 Examples of human brain and small animal scans
For an example of human brain imaging performance, a volunteer was injected
with 370 MBq of [18F]-FP-β-CIT. First the volunteer was imaged on the ECAT
HR+, which has a reconstructed resolution (hence after post-filtering) of about
7 mm [6], using a dynamic acquisition protocol. In accordance with the clinical
protocol, the acquisition duration was 90 min to enable modelling of the slow
irreversible kinetics of the tracer. Following this scan, the patient was trans-
ferred to the HRRT scanner and an additional scan of 15 min was acquired,
starting approximately 120 min post-injection. After alignment of HRRT with
HR+ images, time-activity curves of the striatum, cerebellum and white matter
were generated from both data sets. Finally, an example of an [18F]-FDG rat
scan was included to illustrate the capabilities of the scanner to image not only
the human brain in high resolution, but also small laboratory animals.
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Table 2.1. Spatial resolution in three directions for different lateral locations according to
the NEMA-2001 protocol. The positions X and Y refer to the in-plane horizontal and vertical
positions respectively, Z is the axial position, all measured from the centre of the FOV. The
resolutions in brackets are based on measurements of the line source in a warm background.
Position in 3D OP-OSEM resolution 2D FBP resolution
FOV (cm) FHWM (mm) FHWM (mm)
(X, Y, Z) Radial Tangential Axial Radial Tangential Axial
(0, 1, 0) 2.3 (2.6) 2.3 (2.5) 2.5 (2.5) 2.6 (2.9) 2.7 (2.7) 3.0 (2.9)
(0, 10, 0) 2.6 (2.6) 3.2 (2.8) 3.4 (2.9) 3.0 (3.3) 3.1 (2.9) 5.7 (5.5)
(10, 0, 0) 3.2 (3.1) 2.7 (2.6) 3.4 (2.8) 3.0 (3.2) 3.1 (3.0) 5.1 (5.1)
(0, 1, 6) 2.4 (2.3) 2.3 (2.5) 2.5 (2.4) 2.5 (2.7) 2.9 (2.7) 2.9 (3.5)
(0, 10, 6) 2.6 (2.8) 3.2 (2.7) 3.4 (3.4) 2.9 (3.1) 3.0 (3.0) 5.4 (5.0)
(10, 0, 6) 3.2 (3.0) 2.5 (2.7) 3.3 (3.1) 3.0 (3.0) 3.2 (2.7) 5.3 (5.4)
2.5 Results
2.5.1 Spatial resolution
Table 2.1 shows the resolutions in mm measured at the locations prescribed by
NEMA-2001 reconstructed with 2D FBP and 3D OP-OSEM. For all locations,
in-plane resolution proved very uniform ranging between 2.3 mm in the centre
of the FOV and just over 3.2 mm towards the edge. The higher resolution at 10
cm off-axis is due to the parallax effect, which is still partly present despite the
DOI measurement. In the 2D FBP case, the axial blurring was significant, an
effect that was less present in the 3D OSEM images. This is a known effect of
the Fourier rebinning algorithm (see, e.g., Matej et al. [52]). Also included are
resolutions based on the line source in a warm background, which give some-
times a better representation of the actual image resolution, especially when
using an iterative algorithm (table 2.1). Although these line-source resolutions
are in general agreement with the results from the point sources in air, more
fluctuations are present in this data. These might be introduced by small in-
accuracies in background estimation at the level of the line source due to noise
and non-uniformities. Furthermore, small misalignments of the line source with
the image matrix can have more degrading consequences than in the case of
using small point sources.
Figure 2.2 shows the resolution in FWHM of the different point source lo-
cations in air according to NEMA-1994. As compared to 2D FBP, the 3D
OP-OSEM resolution is approximately 20% better in the image plane (radial
and tangential resolutions), while the axial 2D FPB resolution is almost two
times lower than the 3D OP-OSEM numbers. In general, the 3D OP-OSEM
resolution is fairly constant throughout the FOV (within 20%).
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Figure 2.2. Spatial resolution in three directions for different lateral locations in the FOV.
Resolutions are based on point sources measured in air and reconstructed with 2D FBP (a)
or 3D OSEM (b).
2.5.2 Scatter fraction, count losses and random measure-
ments
The scatter fraction and prompts and randoms count rates were measured with
the NEMA-1994 20 cm length, 20 cm diameter cylinder and the NEMA-2001 70
cm length, 20 cm diameter cylinder. For the scatter fraction the 20 cm cylinder
was equipped with a line source measured at three different positions (0, 4.5 and
9 cm off-centre), while for the 70 cm cylinder only a line source was placed at 4.5
cm off-centre. Using an identical processing scheme, the number of unscattered
and scattered trues was measured in the line-source sinograms for every plane.
Prior to this, the sinogram data were corrected for randoms and intrinsic trues.
In order to investigate potential count rate dependence, the NEMA-2001
scatter fraction is plotted as a function of activity in the FOV in figure 2.3.
Clearly, the scatter fraction increases slightly with increasing activity in the
FOV, possibly due to pulse pile-up.
Figure 2.3 also shows the scatter fractions from plane 30 to 170, which is
the central 17 cm of the FOV. The NEMA-1994 scatter fraction shows a depen-
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Figure 2.3. (a) NEMA 2001 scatter fraction as a function of activity in the FOV. (b)
Plane-by- plane scatter fraction measured using the 20 cm (NEMA-1994) and the 70 cm
(NEMA-2001) cylinders.
Table 2.2. Whole FOV (central 17 cm) scatter fraction measured per plane using the 20 cm
(NEMA- 1994) and the 70 cm (NEMA-2001) cylinders.
20 cm cylinder 70 cm cylinder
41.6% 45.2%
dence on the axial position in the cylinder and is overall lower as compared to
the NEMA-2001 scatter fraction. This is probably due to the longer phantom
generating more out-of-field scatter and the fact that this scatter fraction is
based on just one line-source measurement, which cause it to be slightly over-
estimated [39]. Whole gantry scatter fractions are given in table 2.2.
Figure 2.4 shows the count rate curves as a function of the activity concen-
tration in the total cylinder for the NEMA-1994 and the NEMA-2001 phantoms.
Using the smaller phantom, a maximum was reached at approximately 30 kBq
ml−1. The NEMA-2001 count rate curve has a similar maximum, but this is
reached at a lower activity concentration due to the higher fraction of FOV the
cylinder occupies (an equivalent activity concentration corresponds to a higher
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Figure 2.4. NEMA-1994 (a) and NEMA-2001 (b) count rates. Trues, corrected for dead
time and decay are also included.
total activity in the FOV) and because the out-of-FOV activity adds to the
randoms and thus total prompts rate. For activity concentrations lower than
22 and 12 kBq ml−1, the correction for decay and dead time results in dose-
independent trues rate for both phantoms. This indicates an accurate estimate
of the scanner dead time. The decay correction factor was arbitrarily set to 1 at
the highest activity level; hence, the resulting corrected trues rate in cps is also
arbitrary. In practice, calibration experiments are to be performed to enable
conversion from cps to Bq ml−1.
As can be seen in figure 2.5a the drop at higher activity levels (above 28 kBq
ml−1) was not present in the gantry count rates and, hence, could be attributed
to limitations of the acquisition computer. Overall, the gantry count rate is
higher as compared to the sinogram count rates. This is due to the loss of
counts when the list mode data are converted to sinogram, thereby omitting
line of responses that are outside the maximum ring difference of 67.
Figure 2.5 also shows the NEMA-1994 and NEMA-2001 NEC-2R rates. Peak
NEC rates are 148 kcps (NEMA-1994) and 45 kcps (NEMA-2001). The lower
NEMA-2001 NEC rate maximum is due to the scatter and randoms from activity
out of the FOV.
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Figure 2.5. (a) A comparison between prompts and random count rates as measured by the
gantry (coincidence controller) and as measured in the sinograms. (b) NEC-2R numbers for
the 20 cm (NEMA-1994) and 70 cm cylinders (NEMA-2001).
2.5.3 Sensitivity
Following NEMA-2001 the absolute scanner sensitivity was determined using
Bailey’s method [50]. Figure 2.6 gives the slice-sensitivity profiles for the centre
and off-centre positions. The plateau between planes 70 and 140 is due to
the introduction of a maximum ring difference during sinogram binning. Whole
gantry absolute sensitivities are given in table 2.3. In order to get a true absolute
sensitivity, only the activity located in the FOV was taken into account, as
suggested by Daube-Witherspoon et al. [39]. Also included are the sensitivities
as measured on the gantry, hence prior to sinogram binning (table 2.3). This
number corresponds to the highest possible sensitivity achievable, by including
all line of responses in the sinogram. The sensitivity slightly improves towards
the edge of the axial FOV. This is probably due to the fact that photons emitted
towards the edge of the FOV on average enter the crystal under a larger angle
as compared to photons coming from the centre of the FOV. The larger angle
results in a larger path through the crystal and, hence, a larger probability of
interacting and being detected.
The NEMA-1994 volume sensitivity of the central 17 cm of the axial FOV is
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Figure 2.6. NEMA-2001 absolute sensitivity in percentage as function of plane number.
Table 2.3. NEMA-2001 absolute sensitivities for the two line-source positions and the
NEMA-1994 volume sensitivity. The values in brackets are the sensitivities as measured
on the gantry, hence without the loss of sinogram data compression.
Sensitivity (NEMA-2001) Sensitivity (NEMA-1994)
Centre 10 cm off-centre 20 cm cylinder
2.5% (2.9%) 2.7% (3.1%) 31.0 cps kBq−1 ml−1
also included. This sensitivity is determined after corrections for randoms and
scatter. Given the volume of the central 17 cm of the phantom (5340 ml), one
could convert the volume sensitivity from cps kBq−1 ml−1 to cps Bq−1. This
results in an absolute sensitivity of approximately 0.5%, much lower than 2.5%,
as found using NEMA-2001, which is mainly due to attenuation effects only
found in the NEMA-1994 phantom.
2.5.4 Accuracy of corrections for count losses and ran-
doms
The count rate measurements of section 2.5.2 were also used to assess the accu-
racy of corrections for count losses and randoms during reconstruction. In figure
2.7, the residual errors in the reconstructed central 17 cm of the axial FOV are
shown for the 20 and 70 cm phantoms and for different reconstruction methods.
The error is expressed as a percentage difference in reconstructed activity as
compared to the reconstructed activity at 1 kBq ml−1. At high activities, large
errors are visible. As already noted in section 2.5.2, these deviations are due to
count losses at the level of the acquisition computer. At lower activities the 2D
FBP and 3D OP-OSEM with scatter correction reconstructions have a similar,
but significant, error. This error cannot be seen in the 2D FBP reconstructions
without scatter correction.
This finding is partly in agreement with scatter fraction results, as shown
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Figure 2.7. Residual errors in reconstructed images of the NEMA-1994 20 cm cylinder (a)
and the NEMA-2001 70 cm cylinder (b).
in figure 2.3. At the end of the scanner set-up process, the scatter correction
algorithm needs to be tuned. During this process the algorithm, however, is
optimized at a single activity or count rate instead for every situation anew.
Another source of the underestimation might be out-of-the-FOV activity, sug-
gested by the larger error in the NEMA-2001 phantom as compared to the
NEMA-1994 phantom.
2.5.5 Uniformity, image quality, accuracy of attenuation
and scatter corrections
Uniformity of the reconstructed images was assessed using the NEMA-1994
20 cm cylinder, homogeneously filled with activity. In every plane of the re-
constructed image, a total of 33 square ROIs were drawn to get an average
plane background value, plane non-uniformities and plane coefficients of vari-
ation between the ROI values. As can be seen from figure 2.8, the deviation
from the volume mean varied between −6% and 8%, with larger deviations to-
wards the back of the scanner (lower plane numbers). Maximum and minimum
non-uniformities, as well as the coefficients of variation, are relatively constant
throughout the axial FOV.
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Figure 2.8. Values of non-uniformities (max, min and deviation from the volume mean)
and coefficients of variation per plane.
Table 2.4. Maximum and minimum volume and system uniformities and coefficients of
variation according to the NEMA-1994 protocol.
Maximum Minimum
non-uniformity (%) non-uniformity (%) CV (%)
Volume uniformity 19.8 -18.9 6.3
System uniformity 8.3 -6.0 3.1
In a similar way, volume uniformity (between all ROIs in the volume) and
system uniformity (between averages in slices)were calculated (table 2.4). These
numbers are somewhat worse than those reported for the HR+ in a 3D mode,
where the coefficient of variation equalled 5.0% and 1.7% for the volume and
system uniformity, respectively [6].
In order to assess the performance of the normalization and attenuation and
scatter correction in the case of a non-homogeneous density distribution, the
cylinder was equipped with water, air and Teflon inserts containing no activity.
The acquired data were reconstructed using 3D OP-OSEM, including attenua-
tion and scatter correction and normalization. The background per slice in the
cylinder was determined by averaging nine ROIs. From these ROI values, the
non-uniformity per slice was calculated. Since the reconstructed activity in the
inserts is ideally zero, the ROI values can be normalized to these background
values to obtain the relative errors. Figure 2.9 shows these numbers expressed
as a percentage error. Whilst the water and air inserts show a uniform error
over all planes, the Teflon insert has increasing deviation towards the back of
the scanner. The values are comparable to the HR+, where reported errors
varied between −20% (Teflon insert) and over 10% for the air insert.
In figure 2.9, the non-uniformity of attenuation correction is also given for
every plane, expressed as the largest and smallest deviation from the plane
mean. Again, larger nonuniformities are seen at the back of the scanner.
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Figure 2.9. (a) Reconstructed values in the three inserts expressed as percentage of the
plane background. (b) Non-uniformity of attenuation correction for every plane. NU+ and
NU- are the maximum and minimum ROI values in each slice compared to the slice average.
For the image quality test, the 20 cm cylinder was equipped with hot and
cold spheres. Data sets were acquired with sphere to background ratios of 8:1
and 4:1. For every ratio, four measurements of 15 min each were acquired.
Reconstructions were performed using 3D OP-OSEM, including all corrections.
Figure 2.10 shows a slice of the images through the smallest sphere, but not
necessarily through the centre of the larger spheres. Hot sphere and cold sphere
contrast recovery coefficients are given in table 2.5. Clearly, even the smallest
sphere can be resolved without problem. For assessment of the brain image
quality, a 3D OP-OSEM reconstruction of the Hoffman brain phantom (scan
duration 1 h, activity 7 kBq ml−1 18F) is also included (figure 2.11). The
horizontal steps in the coronal view are due to the physical slab thickness of the
phantom.
2.5.6 Examples of human brain and small animal scans
Figure 2.12 shows an example of a whole body scan of a Whistar rat, injected
with 37 MBq [18F]-FDG. Since the rat can be imaged from top to toe in one
bed position and the myocardium can easily be outlined, use of image-derived
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Figure 2.10. Cylinder sphere to background ratios of 8:1 (a) and 4:1 (b).
Table 2.5. hot CRChot and cold sphere CRCcold contrast recovery coefficients for the two
contrast ratios. Standard deviations were calculated using the four acquired images per ratio.
Sphere diameter (cm) Contrast 8:1 Contrast 4:1
1.00 (CRChot) 0.58 ± 0.01 0.60 ± 0.06
1.25 (CRChot) 0.73 ± 0.01 0.69 ± 0.01
1.58 (CRChot) 0.81 ± 0.01 0.81 ± 0.02
2.22 (CRChot) 0.94 ± 0.01 0.94 ± 0.01
2.50 (CRCcold) 0.81 ± 0.01 0.82 ± 0.01
3.14 (CRCcold) 0.85 ± 0.00 0.84 ± 0.01
Figure 2.11. 3D OP-OSEM reconstructions of the Hoffman brain phantom: (a) axial view
and (b) coronal view. As a reference, the true activity distribution is also included (Data
Spectrum Corporation, USA): (c) axial view and (d) coronal view.
input functions should be possible. The total acquisition duration of the shown
frame was 15 min.
Evaluation of PET brain studies showed that ROI values of several regions
in the HRRT [18F]-FP-β-CIT images were within 8% of the values extrapolated
from HR+ time-activity curves. An example of time-activity curves taken from
the HR+ and HRRT data is given in figure 2.13. Furthermore, visual inspection
revealed that HRRT images were similar to HR+ images, but with superior
resolution (figure 2.14).
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Figure 2.12. 3D OP-OSEM reconstruction of an [18F]-FDG injected rat.
Figure 2.13. Time-of-activity curves of various brain locations taken from the HR+ (first
23 frames) and HRRT images (last frame).
2.6 Discussion
In this study, the commercial second generation HRRT PET scanner has been
characterized by means of phantom experiments and a concise clinical evalua-
tion. In order to ensure a complete description and to enable a direct comparison
with other scanners, the NEMA protocol was taken as a guideline. Although
recently NEMA NU-2 2001 replaced the NEMA NU-2 1994 protocol, some parts
of the latter were still included in this study, as it partially contains experiments
that are more appropriate for a brain scanner [38]. The NEMA NU-2 2001 is
more directed towards PET scanners that are primarily used for whole body
oncology studies. Hence, the NEMA-1994 homogeneous cylinder was used for
the measurement of the hot and cold sphere recovery, as its size is similar to
the human head. In contrast, the NEMA-2001 phantom used for the recovery
measurement is thorax-shaped and includes a compartment resembling a lung,
a situation less relevant for a brain scanner.
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Figure 2.14. Cross-sectional planes through an aligned HR+ frame and HRRT frames.
For a comparison, the HRRT frames are shown at different reconstructed resolutions. (a)
HR+ 85 min p.i., reconstructed resolution: 7 mm. (b) HRRT 130 min p.i., reconstructed
resolution: 7 mm. (c) HRRT 130 min p.i., reconstructed resolution: 2.5 mm.
An advantage of including both protocols is that a comparison can yield
extra information, such as the effect of out-of-FOV activity; the NEMA-1994
count rate test is performed using a 19 cm long cylinder, hence falling completely
within the large FOV of the HRRT, and results in a peak NEC rate of 148 kcps.
The NEMA-2001 prescribes a 70 cm cylinder, resembling a more realistic situa-
tion where an activity is also located outside the FOV. The increased randoms
rate degrades the peak NEC rate to 45 kcps. This difference, however, is much
smaller than that found in whole body PET scanners, such as the GE Advance
3D BGO scanner where the peak NEC rate drops from 146 kcps (NEMA-1994)
to 19.2 for the NEMA-2001 phantom [39]. Although the shorter coincidence
time window for the HRRT (6 ns instead of 12 ns for BGO) and corresponding
lower random rates play an important role as pointed out by Eriksson et al. [35],
also important are the smaller gantry opening and the tungsten shielding that
make the scanner less sensitive to activity out of the FOV. This effect of shield-
ing is corroborated by the scatter fractions that go from 41.6% (NEMA-1994) to
45.2% (NEMA-2001), a decline again much smaller as compared with numbers
for the GE Advance (34.7% to 47.1%) [39].
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Although the HRRT is in many ways technically superior to predecessors
such as the HR+ BGO scanner, its high sensitivity, large FOV and high resolu-
tion and the default acquisition in the list mode, demand powerful data process-
ing systems that verge on or are beyond current computer standards [45]. As an
example, the NEMA-2001 count rate study with 370 MBq (a clinical relevant
dose) in the 70 cm phantom generates in 1 h a list mode file of approximately
100 GB in size. This not only demands large data storage discs and backup
facilities, but also requires very fast data handling from the PET acquisition
computer, considering the rate at which the data stream comes in. Figure 2.7
shows that when more than 150 MBq is present in the FOV (NEMA-1994) or
250 MBq in the 70 cm phantom, activity is already grossly underestimated.
This is most likely due to a data rate exceeding the processing speed of the
PET acquisition computer, based on the comparison between the count rate
as measured in the gantry and as found in the final acquired sinograms (figure
2.5). While the latter shows large dead time effects with 150 MBq in the FOV,
the gantry count rate seems unaffected. Altogether, acquisitions such as blood
flow studies using 15O water, where injected dosages normally exceed 1 GBq,
will certainly put the system to the test. The high sensitivity of the HRRT,
however, possibly allows for the use of lower dose levels.
As already mentioned, the typical size of the acquired data files is consider-
able. The tens of GB of the list mode data produced during a typical patient
scan have to be converted to a series of dynamic prompts and randoms sino-
grams, 80 GB in size for 40 frames in span 3, originally the default sinogram
size. Although an HRRT installation typically includes a 16 CPU reconstruction
cluster, the 3D OP-OSEM reconstruction of such a large sinogram including all
corrections currently still takes about 1 h (per frame), which explains the choice
for this latter sinogram size [53]. A reasonable alternative to 3D OP-OSEM
would be the use of a 3D FBP algorithm, which hypothetically can resolve the
axial resolution and is not hampered by biases due to sparse sinograms [54,55].
Its less beneficial noise properties may not be so important for reconstructions
of dynamic scans, as quantification rather than image quality is the main aim
for these studies.
While the volume and system non-uniformities were comparable to values
for the ECAT HR+ [6], the slice uniformities show a significant decline towards
the back of the scanner (lower plane numbers in figures 2.8 and 2.9). The rel-
atively large deviation can be attributed to differences in reconstructed counts
per slice. Although this could be due to normalization errors, earlier published
results [56], revealed that this inter-plane uniformity significantly improves when
no scatter correction is performed. Despite the fact that great care was taken in
manually fine tuning the algorithm, it also showed underestimation in the ‘ac-
curacy of corrections for count losses and randoms’ (figure 2.7), where omission
of the scatter correction resulted in improved linearity. Part of this, however,
can be attributed to the fact that the correction algorithm does not incorpo-
rate the count rate dependent scatter fraction. Nevertheless, the hot and cold
sphere test did show high accuracy in the recovery of activity, and in the clinical
evaluation the HRRT images gave quantitative information that only deviated
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a few per cent from the HR+ data (after resolution matching of both data sets
and extrapolation of the HR+ data). None of these analysed regions, however,
were located near the back of the scanner.
Developments are also to be expected in the scanner set-up procedure. At
this time, manual fine tuning is still required, even though an automated adjust-
ment of the scanner is supported. As was illustrated by a recent multi-centre
comparison [57], this promotes operator-dependent performance. It has to be
mentioned here that no prior multicentre scanner performance study has been
published before, so it is unclear how the results of this comparison relate to
other scanners.
Compared to dedicated small animal PET scanners such as the microPET P4
(Primate 4-ring from Concorde Microsystems Inc, Knoxville, TN, performance
data from Tai et al. [58]) with a higher resolution (2.3 mm versus 1.75 mm), the
HRRT has the benefit of a higher (point source) sensitivity (approximately 6%
versus 2.25%) and a much larger axial (25 cm versus 7.8 cm) and transaxial FOV
(31 cm versus 19 cm), enabling the study of a multitude of rats or mice from head
to tail. The large FOV furthermore ensures that the whole brain, including the
brain stem, is imaged in one bed position. After two prototypes, the scanner has
been fully developed when it comes to gantry hardware. Ongoing improvements
to the software and data processing and correction algorithms will lead to a
scanner that can set the standard in PET brain research.
35

3
Impact of attenuation correction
strategies on the quantification of High
Resolution Research Tomograph PET
studies
Floris H. P. van Velden, Reina W. Kloet, Bart N. M. van Berckel, Carla F. M. Molthoff,
Hugo W. A. M. de Jong, Adriaan A. Lammertsma, and Ronald Boellaard
Published in:
Physics in Medicine and Biology 53 (2008), pp. 99–118
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Abstract
In this study, the quantitative accuracy of different attenuation correction stra-
tegies presently available for the High Resolution Research Tomograph (HRRT)
was investigated. These attenuation correction methods differ in reconstruction
and processing (segmentation) algorithms used for generating a µ-image from
measured 2D transmission scans, an intermediate step in the generation of 3D
attenuation correction factors. Available methods are maximum-a-posteriori re-
construction (MAP-TR), unweighted OSEM (UWOSEM) and NEC-TR, which
transforms sinogram values back to their noise equivalent counts (NEC) to re-
store Poisson distribution. All methods can be applied with or without µ-image
segmentation. However, for MAP-TR a µ-histogram is a prior during recon-
struction. All possible strategies were evaluated using phantoms of various sizes,
simulating preclinical and clinical situations. Furthermore, effects of emission
contamination of the transmission scan on the accuracy of various attenuation
correction strategies were studied. Finally, the accuracy of various attenuation
corrections strategies and its relative impact on the reconstructed activity con-
centration were evaluated using small animal and human brain studies. For
small structures, MAP-TR with human brain priors showed smaller differences
in µ-values for transmission scans with and without emission contamination
(<8%) than the other methods (<26%). In addition, it showed best agreement
with true activity concentration (deviation <4.5%). A specific prior designed to
take into account the presence of small animal fixation devices only very slightly
improved activity concentration precision to 4.3%. All methods scaled µ-values
of a large homogeneous phantom to within 4% of the water peak, but MAP-TR
provided most accurate activity concentration after reconstruction. However,
for clinical data MAP-TR using the default prior settings overestimated the
thickness of the skull, resulting in overestimations of µ-values in regions near
the skull and thus in incorrect activity concentration for cortical regions. Using
NEC-TR with segmentation or MAP-TR with an adjusted human brain prior
showed less overestimation in both skull thickness and activity concentration for
these structures and are therefore the recommended methods for human brain
studies.
© 2008 IOP Publishing Ltd.
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3.1 Introduction
The ECAT High Resolution Research Tomograph (HRRT, CTI/Siemens, Knox-
ville, TN, USA) is a dedicated human brain positron emission tomography
(PET) scanner, with design features that enable high spatial resolution com-
bined with high sensitivity [11], making it also suitable for small animal imaging.
The HRRT is the first commercially available scanner that utilizes a double layer
of LSO/LYSO crystals to achieve photon detection with depth-of-interaction in-
formation. The field-of-view (FOV) measures 31.2 and 25.5 cm in transaxial and
axial directions, respectively.
Attenuation correction factors for the HRRT are measured by obtaining a
2D transmission scan using an axially collimated 137Cs (662 keV gamma rays)
point source [59]. Estimating these attenuation correction factors from the 2D
transmission scan has several challenges, for which partial solutions have been
proposed. Firstly, the source trajectory does not produce uniform sampling in
sinogram space (rebinning dwells from line-of-response space to parallel projec-
tion space and gaps). The non-uniform sampling is taken care of by the iterative
µ-image reconstruction methods, provided by the manufacturer, through a sys-
tem matrix. Secondly, the transmission scan uses a 137Cs source producing
662 keV single photons. This means that µ-values need to be rescaled from
662 to 511 keV for which linear transformation is assumed. Thirdly, the sin-
gles method is sensitive to scatter. Moreover, for some clinical and preclinical
studies, the early kinetic behaviour of a tracer is of little interest. The trans-
mission scan is then acquired when activity is already present in the subject,
resulting in contamination of the transmission scan with emission counts. Al-
though the energy of the 137Cs is higher than 511 keV, the low energy resolution
in some LSO blocks results in emission photons being detected as transmission
data [12], the so-called emission contamination. Bias in the µ-distribution due
to scatter and emission contamination can be corrected by post-reconstruction
segmentation or using a build-in prior during MAP-TR reconstruction (as will
be explained in more detail later). Fourthly, post-injection transmission requires
the acquisition of a ‘mock’ transmission scan, i.e. an additional transmission
scan without the source exposed [60]. The point source is, however, not easily
removable/accessible. Therefore, Sibomana et al. [61] developed a shifted mock
scan method. This method simultaneously sorts the data into two transmission
scans: one of the true position of the source and other for a fictive source dis-
tant from the true one by half the axial FOV. This is the standard transmission
acquisition mode, even for the pre-injection case, since it eliminates most of
the scatter in the transmission. Fifthly, despite the high source activity (1110
MBq) of the transmission scan source, transmission scans are still limited in
statistics due to the high spatial resolution, and statistical methods should be
employed to estimate the µ-image. Higher statistics transmission scans can be
made by linearly adjusting scan duration by changing the speed of the source
translation. In this way, blank transmission acquisition time is generally longer.
Finally, problems might occur when using immobilization or fixation devices,
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which could influence the accuracy of attenuation correction strategies due to
the use of larger amounts of non-tissue materials. As these materials have dif-
ferent densities from those (i.e. tissue) expected by the attenuation correction
strategies, it may cause incorrect tissue segmentation and/or scaling of µ-values,
especially when using default (human) prior settings. This should be accounted
for by the user by providing the correct µ-distribution (prior) for the maximum-
a-posteriori (MAP) reconstructions [62,63], as will be explained later.
In this study, the accuracy of currently available attenuation correction pro-
cessing strategies for the HRRT was investigated for both clinical and preclinical
conditions. In addition, effects of ‘hot’ (suffering from emission contamina-
tion) transmission scans and the use of fixation devices in a preclinical setting
were studied. Finally, the impact of various attenuation correction strategies
on the quantitative parametric analysis of a clinical study was investigated.
To this end, phantoms of various sizes, a small animal study and a human
[11C]flumazenil brain study were used to assess effects of various attenuation
correction strategies on quantification.
3.2 Materials and methods
3.2.1 Scanner description
The commercial HRRT consists of eight panel detectors (detector heads), which
are arranged in an octagon [10]. A detector head consists of 117 detector blocks,
which are cut into 8 × 8 crystal elements. Each block consists of two LSO/LYSO
crystal layers. Each crystal is composed from a 10 mm front layer of LSO and
a 10 mm back layer of LYSO. The difference in scintillation time between the
two scintillators is used to determine the depth of interaction (DOI) using a
Phoswich. The spatial resolution of the scanner is between 2.3 and 3.2 mm full
width at half maximum (FWHM) in the transaxial and between 2.5 and 3.4 mm
FWHM in the axial direction [11]. The NEMA NU2-2001 line source sensitivity
equals 3.3% and the NEMA NU2-2001 scatter fraction equals 45%.
The default mode is to acquire data in the 64 bit listmode and to sort them
after acquisition into prompts sinogram and delayed coincidence histogram from
which expected randoms are estimated [64]. A trues sinogram is also produced
from the prompts and measured delays sinograms to speed up scatter estima-
tion. The sorting is performed with axial compression (the default is span 9 and
maximum ring difference 67, which produces sinograms with 256 bins, 288 views
and 2209 planes). The default reconstruction is 3D ordinary Poisson ordered
subsets expectation maximization (OP-OSEM) [17,65] from prompts, expected
randoms, normalization, attenuation and scatter sinograms. The reconstruction
code has been recently accelerated [66] and is using a rotated projector, sym-
metries in the image and projection space and vector processor instruction set
(single instruction, multiple data (SIMD)). A more detailed description of the
scanner, its reconstruction software and performance is given elsewhere [11].
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Figure 3.1. (a) Schematic view of the HRRT showing the eight detector heads (black boxes)
and the rotating/translating point source (dashed box) used for transmission scanning. The
grey area represents the area irradiated by the point source. (b) Photograph of a ‘rat hotel’
placed in the HRRT as an example of a small animal fixation device.
3.2.2 Transmission scanning
For transmission measurements, a 1110 MBq 2D fan-collimated 137Cs (single
photon emitter) point source is used, which translates continuously in the axial
direction through the FOV and rotates around the FOV over an arc of 280○ by
increments of one or two crystals to cover the whole FOV [61], as illustrated
schematically in figure 3.1a. Pseudo-coincidences are generated using a crystal
address (detection of a single gamma event) and the source location. Due to
limited statistics in transmission scans, the µ-image was reconstructed by default
from low-resolution projection data (128 × 128 × 69) on an image grid of the
same size. A higher resolution image (256 × 256 × 69) is available and was
the default for the present paper. This option is however independent from the
default projection rebinning, so the default transaxial/axial rebinning is 2/3
voxels.
In the present study, all transmission scans were acquired using a nominal
speed of 50% of the maximum speed and nominal duration of approximately 6
min, which is the default setting of the manufacturer. The blank transmission
scan acquisition time is generally longer (relative speed 10%) and requires about
30 min. In order to derive a 3D attenuation correction factor sinogram a number
of steps are performed:
1. Reconstruction of the 2D transmission scan generating an image of lin-
ear attenuation coefficients (µ-image). This step also includes additional
processing steps, such as scaling the image to match the attenuation co-
efficients of 511 keV photons. The various attenuation correction strate-
giesmainly differ in the reconstruction and processing algorithms used in
this first step, as will be discussed later.
2. Forward projection of the processed and scaled µ-image to generate a 3D
sinogram containing attenuation correction factors (3D acf).
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3.2.3 µ-image processing methods used for (3D) attenua-
tion correction
The various attenuation correction strategies differ in the way a µ-image is
generated. In all cases transmission scans are reconstructed using an image
matrix of 256 × 256 pixels and a zoom factor of 1.0. The following 2D re-
construction methods in combination with additional processing methods are
currently available. In the study the implementation provided by the manufac-
turer (CTI/Siemens, Knoxville, TN, USA) were used. All the algorithms have
been described in the literature. A short description of these algorithms and
their main characteristics are given below.
UW-OSEM
Unweighted ordered subsets expectation maximization (UW-OSEM) is an iter-
ative reconstruction method based on the maximum likelihood (ML) principle
and expectation maximization (EM) algorithm [15]. It can be accelerated by
using the ordered subsets (OS) method [16]. For reconstructing a µ-image, 4
iterations and 12 subsets with a median (width = 3 pixels) post filter were used
with no precorrections (unweighted). After reconstruction, the images were
linearly scaled from an expected soft tissue µ-value of 0.086 cm−1 at 662 keV
to 0.096 cm−1 at 511 keV. More information about the use of UW-OSEM for
transmission reconstruction, its limitations and possible solutions can be found
elsewhere [67].
NEC-TR
UW-OSEM reconstruction produces a suboptimal transmission image since
blank/transmission data are not Poisson distributed. The most noticeable effect
is the streak artefacts along the projection lines measured with low sensitivity.
NEC-TR [41], also known as NEC-scaling or ML-TR, overcomes this difficulty
by weighting the data with a pseudo-sensitivity calculated using the noise equiv-
alent counts (NEC) concept [68].
Segmentation
After µ-image reconstruction with UW-OSEM and NEC-TR, the µ-image val-
ues can be segmented with thresholds for bone, water and noise. Three different
thresholds are used, being 0.1200 cm−1, 0.0650 cm−1 and 0.0085 cm−1, respec-
tively, as supplied by the manufacturer. Any value below 0.0085 cm−1 is set to
0.000 cm−1 (air), any value between 0.0085 cm−1 and 0.0650 cm−1 (to accommo-
date for pixels located at the edge of the object, i.e. to allow for partial volume
effects) is left untouched, any value between 0.0650 cm−1 and 0.1200 cm−1 is set
to 0.0960 cm−1 (water) and all values above 0.1200 cm−1 are set to 0.1400 cm−1
(bone).
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MAP-TR
Instead of segmenting a reconstructed image to the a priori known attenuation
coefficients, this knowledge can also be taken into account during reconstruction.
MAP-TR is a maximum-a-posteriori reconstruction algorithm that combines
an a priori distribution of the absolute attenuation coefficients and a Gaussian
smoothing prior. This algorithm has been described in detail elsewhere [62,63].
Priors specify the centroid, sigma and boundaries of each class. A large sigma
means a weak attraction to the class centroid. Depending on the nature of
the scan, in the present study three different attenuation coefficient priors were
used: a human brain prior, a water phantom prior and a small animal fixation
table or ‘rat hotel’ prior. The first two priors are standard priors supplied by
the manufacturer. The ‘rat hotel’ prior was derived specifically to reduce the
effects of the small animal fixation device (see figure 3.1b). The human brain
prior has a four-modal distribution, with peaks at (centroid, sigma): 0.000,
0.005 cm−1 (for air); 0.030, 10.00 cm−1 (for pixels located at the edge of the
object, i.e. to allow for partial volume effects); 0.096, 0.020 cm−1 (for water or
soft tissue) and 0.110, 10.0 cm−1 (for bone). Thresholds are set to 0.030, 0.070
and 0.100 cm−1. The water prior is a two-modal distribution, with peaks at
(centroid, sigma): 0.000, 0.005 cm−1 (for air) and 0.096, 0.050 cm−1 (for water)
and a threshold at 0.050 cm−1. The ‘rat hotel’ prior is, like the human brain
prior, a four-modal distribution with the same peaks. Only the thresholds
are different, at 0.010, 0.070 and 0.100 cm−1. For the human brain study,
overestimations in the thickness of the skull were found when using MAP-TR
with the default human brain prior, as will be shown later. Therefore, a new
adjusted human prior was tested, having the same peaks as the human brain
prior, but a different bone peak at (centroid, sigma) 0.120, 10.0 cm−1 and a
threshold of 0.118 cm−1. We attempted to optimize these settings by visually
inspecting the generated µ-image with a coregistered MRI scan (as shown later)
and/or with a reconstructed transmission scan (of the same subject) acquired
on an HR+ scanner (CTI/Siemens, Knoxville, TN, USA), which uses three 68Ge
sources (511 keV). Although these prior settings may be still suboptimal, it is
included to demonstrate the opportunities to further improve MAP-TR, as will
be discussed later.
For all studies the auto-scaling MAP-TR variant was also used. This tries
to find the location of the water peak in the histogram of 662 keV µ-values (by
searching for the position of the most abundant µ-value in the histogram) and
then uses the location of this peak to derive a scaling factor towards 511 keV
(0.096 cm−1).
Modified small animal attenuation correction strategy
As will be shown later, the presence of a non-tissue material in the small animal
fixation table may cause problems in scaling the µ-image to 511 keV values. In
this specific case, this is probably due to difficulties in determining the position
of the water peak in the histogram of µ-values. To remove the effects of the
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small animal fixation device on the performance of this scaling, a new and
different approach to the procedures mentioned above was attempted, referred
to as fixation extraction attenuation correction method (FE-ACM). Instead of
performing a blank transmission scan without any objects in the scanner, this
blank scan was acquired with the fixation device still inserted in the FOV, as
shown in figure 3.1b. By reconstructing the µ-image using the transmission and
this ‘blank’ transmission scan, a µ-image of only the small animal is obtained
(without any fixation device visible in the µ-image). This µ-image only contains
tissue and the automatic scaling to 511 keV µ-values may then perform more
accurately. After reconstruction of the small animal µ-image, a high statistics
and prescaled µ-image of the small animal fixation device can be added to this
small animal µ-image. This high statistical µ-image is obtained by acquiring a
long transmission scan (∼30 min) of only the fixation device. This procedure
may be justified, as the small animal fixation device is always placed at the same
position in the scanner. Consequently, the high statistics transmission scan of
this fixation device needs to be acquired, reconstructed and set (manually) to
appropriate 511 keV µ-values only once. In practice, this modified procedure
requires an additional ‘blank’ scan with the fixation device still in the FOV
after each emission scan and after removing the animal from the scanner. A
prerequisite of this method is that positioning of the fixation device should be
extremely reproducible (<1 mm).
3.2.4 Validation studies
To validate the above attenuation correction strategies for preclinical settings,
30, 50 and 200 ml homogeneous phantoms with diameters of ∼2.3, 2.9 and 4.7
cm, respectively, were positioned in the ‘rat hotel’. In addition, a homogeneous
phantom of 20 cm ∅ was used for general verification and calibration. A 3D
anthropomorphic human brain phantom (Hoffman phantom, Data Spectrum,
Hillsborough, NC, USA) [51] was used to compare ‘realistic’ activity concen-
tration distributions for clinical settings. All phantoms were filled with an
[18F]FDG solution. To simulate preclinical conditions, all ‘preclinical’ phan-
toms (30 to 200 ml) were filled with a total of 10 MBq [18F]FDG. The Hoffman
brain phantom was filled with a solution of about 50 kBq ml−1. For all phan-
tom studies an emission scan of 60 min was acquired. ‘Hot’ transmission scans
of the preclinical phantoms were acquired just before the start of the emission
scans. Cold transmission scans were performed after activity had decayed to
background levels (i.e. the next day, after an interval at least 14 h).
As an example of a preclinical study, a 60 min emission scan of two rats
placed on the ‘rat hotel’, each injected with ∼20 MBq [18F]FLT, was used. Both
rats had one tumour per rat in the flank. Pathophysiological results are beyond
the scope of this study and will be described elsewhere. Cold transmission scans
were acquired just before injection. All animal experiments have been carried
out in accordance with the Dutch Law on Animal Experimentation and the
Institutional Committee on Animal Experimentation.
For the clinical study evaluation, a dynamic human brain PET study was
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used. A 60.5 min dynamic PET scan of a healthy volunteer was acquired directly
after administration of 370 MBq [11C]flumazenil. This dynamic scan consisted
of 17 time frames with variable frame lengths (1 × 30, 4 × 15, 4 × 60, 2 × 150, 2 ×
300 and 4 × 600 s). Prior to emission scanning and tracer administration, a 6min
transmission scan was performed. During emission scanning continuous on-
line blood sampling was performed using an automated blood sampling device
[69]. At set times (5, 10, 15, 20, 30, 40 and 60 min after injection) continuous
blood sampling was briefly interrupted to collect manual blood samples. After
each sample, the arterial line was flushed with heparinized, sterile and isotonic
saline. These sample data were used for calibrating the (on-line) blood sampler
curve, for measuring plasma/whole blood ratios, and for determining metabolite
fractions [70, 71]. The resulting metabolite corrected plasma input function
was used for kinetic analysis of the PET study, as will be described later. In
addition to the PET study a structural T1-weighted MRI scan was acquired
on a SONATA 1.5 Tesla MRI scanner (Siemens Medical Solutions, Erlangen,
Germany). This scan was used for defining regions of interest (ROIs). The
voxel size of the MRI images was 0.98 × 0.98 × 1.49 mm3. The study had been
approved by the medical ethics committee of the VU University Medical Centre
and the subject had given written informed consent prior to inclusion.
3.2.5 Reconstructions
All phantom studies, together with the small animal and clinical studies were re-
constructed using the various attenuation correction strategies mentioned above,
i.e. UW-OSEM with and without segmentation, NEC-TR with and without seg-
mentation, MAP-TR with appropriate priors or with auto-scaling and the new
FE-ACM (only applied to the 50 ml phantom to simulate small animals (mice) in
preclinical studies), providing a total of six or seven differentµ-images. Emission
scans were reconstructed in combination with these various attenuation correc-
tion strategies using 3D-OP-OSEM with 6 iterations and 16 subsets, and with
calculated randoms, as described in subsection 3.2.1. For the preclinical and
phantom studies this procedure resulted in six or seven different emission image
reconstructions, which differed in the attenuation correction strategy applied.
In addition, phantom data were reconstructed using both ‘cold’ and ‘hot’ trans-
mission scans, providing a total of 12 or 14 differently reconstructed emission
scan images. For the small animal and human brain studies, ‘hot’ transmission
scans were not available. Note that scatter correction sinograms were recal-
culated for each different µ-image prior to reconstruction, as in practice only
one attenuation correction strategy will be applied during image reconstruction
(and therefore also for calculating scatter correction sinograms). Consequently,
the attenuation processing strategies do not only affect the attenuation but the
scatter correction as well and may therefore affect the accuracy (and uniformity)
of reconstructed activity concentrations.
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3.2.6 Parametric analyses of the human brain study
For the human brain study parametric images were generated from the recon-
structed dynamic emission scans using Logan plot analysis with plasma in-
put [72], providing volume of distribution (VT ) images. In addition, a basis
function method (BFM) was used [73, 74] providing VT and K1 images. These
quantitative parametric methods were applied to all reconstructed dynamic im-
ages in order to assess the effects of different attenuation correction strategies
on the accuracy of kinetic analyses of PET brain studies. Parametric images
were generated using the in-house developed software package PPET [75].
3.2.7 Data analysis
ROI definition
For the 30, 50 and 200 ml phantoms, circular ROIs were drawn in the centre of
the phantom, ranging over multiple (20 or more) planes. In all cases, distance
between ROI and edge of the phantom was at least 3 mm. For the calibration
phantom, five different annular ROIs were drawn centred in the phantom, rang-
ing over multiple planes. The five annular ROIs had inner diameters of 0, 3.2,
7.4, 11.6 and 15.8 cm and outer diameters of 3.2, 7.4, 11.6, 15.8 and 20.0 cm,
respectively (see the legend of figure 3.4 for a schematic overview of the regions
used). For the Hoffman brain phantom, five 3D ROIs were identified manually,
corresponding to pons, thalamus, cerebral spinal fluid (CSF), and large grey
and white matter regions. For the preclinical studies, two tumours, i.e. one
tumour per rat, were identified manually.
For the human brain study, ROIs were defined manually for pons, thala-
mus (left and right), striatum (left and right), frontal lobe, temporal lobe and
a large region in the centre of the head ranging over multiple (15 or more)
planes. Using a grey and white matter segmentation of the coregistered struc-
tural MRI scan, these ROIs were divided into grey matter (GM), white matter
(WM) and total (grey plus white matter - GMWM) subregions. These ROIs
were then projected onto the parametric images to derive regional average ki-
netic parameters. Coregistration of the MRI scan was performed using the
software package VINCI, which was kindly provided by the Max Planck Insti-
tute for Neurological Research (Cologne, Germany, http://www.mpifnf.de/
vinci). The grey and white matter segmentation was performed using statis-
tical parametric mapping (SPM2; Wellcome Department of Cognitive Neurol-
ogy, University College London, UK, http://www.fil.ion.ucl.ac.uk/spm).
ROIs were drawn using the software package DISPLAY (Montreal Neurologi-
cal Institute, Montreal, Canada, http://www.bic.mni.mcgill.ca/software/
Display/Display.html).
Assessment of quantitative accuracy
In order to study the effects of different attenuation correction strategies the
accuracy of both the µ-values in the reconstructed and fully processed µ-images
46
3.3. Results
Table 3.1. Object sizes (in mm) seen in µ-images of different attenuation correction strate-
gies for various small homogeneous phantoms.
Phantom UW-OSEM NEC-TR MAP-TR FE-ACM
Type True ∅ Plain Segmentation Plain Segmentation Auto-scaling Brain prior Rat hotel prior
30 ml 26.1 21.1 21.1 26.0 26.0 24.9 25.4 26.0 ×
50 ml 31.7 30.9 27.7 28.1 28.2 28.1 27.8 29.0 28.9
200 ml 50.8 47.0 47.0 49.0 49.0 50.0 50.9 50.9 ×
themselves and the resulting activity concentrations in the emission images were
compared. To this end all µ-images of the phantom studies were divided by the
µ-value of water at 511 keV, i.e. 0.096 cm−1. For the rat and human brain stu-
dies the ‘true’ attenuation coefficients are not known. Therefore µ-ratio images
were generated by dividing the µ-image with the µ-image obtained using MAP-
TR with the ‘rat hotel’ prior and the adjusted human brain prior, respectively,
as MAP-TR is the default attenuation correction strategy recommended by the
supplier. Consequently, only relative differences in µ compared with those seen
in the MAP-TR µ-image can be evaluated. Secondly, the impact of different
attenuation correction strategies on the quantitative accuracy of reconstructed
emission scans was assessed as follows. Reconstructed data of all phantom stu-
dies, except the Hoffman brain phantom, were normalized by dividing it by the
true activity concentration. Reconstructed data of the Hoffman phantom were
normalized by the measured activity concentration per region as obtained by
MAP-TR and the human brain prior for attenuation correction. This procedure
was followed because the size of the slabs between compartments inside the slab
Hoffman phantom are of the same order as the axial resolution of the scanner,
creating partial volume effects in some regions. Consequently, normalization
with the true activity concentration would not be accurate. For the small an-
imal and human brain studies, true values of activity concentrations and/or
pharmacokinetic parameters are unknown as well. Again, for these studies, re-
constructed activity concentration and parametric images were normalized to
the values seen in the corresponding images based on MAP-TR attenuation
correction with appropriate priors.
3.3 Results
3.3.1 30, 50 and 200 ml phantoms
Figure 3.2 shows average regional µ-values (figures 3.2a, 3.2c and 3.2e) and re-
constructed activity concentrations (figures 3.2b, 3.2d and 3.2f) for the 30, 50
and 200 ml phantoms. When using MAP-TR, no significant differences in recon-
structed µ-values were observed between hot and cold transmission scans. Other
methods showed some small, but inconsistent, differences in µ-values between
hot and cold transmission scans. MAP-TR also produced the lowest variance in
µ-images (figure 3.2) and scaled the µ-values most accurately to that of water.
When segmentation was not used, frequently small structures were classified
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Figure 3.2. µ-image values of different attenuation correction strategies of the (a) 30 ml,
(c) 200 ml and (e) 50 ml phantom. Error bars illustrate the standard deviation in the regions.
Reconstructed data of different attenuation correction strategies of the (b) 30 ml, (d) 200 ml
and (f) 50 ml phantom.
incorrectly by UW-OSEM and NEC-TR. In general, segmentation reduced un-
derestimation in the µ-values, although reconstructed activity concentrations
hardly changed. Like MAP-TR, FE-ACM (blank transmission scan with a ‘rat
hotel’ in the FOV) improved under- and overestimations in both µ-values and
reconstructed images when compared to UW-OSEM and NEC-TR methods.
Figure 3.3 shows axial images of the 50 ml phantom and the fixation device.
FE-ACM seems to appear more sharply and does not show a merging of the
phantom and the fixation device. However, MAP-TR estimated true activity
more accurately than FE-ACM. In order to assess if inaccuracies in the activity
concentration could be caused by errors in the object size (in the µ-image), the
phantom diameter was derived from the µ-image. Table 3.1 shows the object
sizes of the µ-images for the 30, 50 and 200 ml phantoms. UW-OSEM showed
an underestimation of 4 mm in object size for the 30 ml phantom, but this was
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Figure 3.3. Axial images of the 50 ml phantom with ‘rat hotel’ (Perspex fixation) using
(a) UWOSEM (plain), (b) UW-OSEM (segmentation), (c) NEC-TR (plain), (d) NEC-TR
(segmentation), (e) MAP-TR (auto-scaling), (f) MAP-TR (brain prior), (g) MAP-TR (‘rat
hotel’ prior) and (h) FE-ACM.
Table 3.2. Non-uniformity in reconstructed images of the calibration phantom, calculated
as (see figure 3.4) inner region (3) divided by the outer region (1), expressed in percentages
(i.e. [ inner
outer
−1] × 100%).
UW-OSEM NEC-TR MAP-TR
Plain Segmentation Plain Segmentation Auto-scaling Water prior
-2.7% 3.0% -9.5% 1.7% 4.4% 5.8%
not observed for the other phantoms. In general, the object size was accurate
within 4 mm, depending on the phantom and the method used. Globally, the
occasional observed underestimation of the object size does not correspond with
the observed underestimations in the activity concentration seen in all methods.
For UW-OSEM some bias may be caused by underestimation of the object size;
this, however, was not the case for e.g. MAP-TR.
3.3.2 Calibration phantom
Figure 3.4a shows µ-values of the calibration phantom. Again, no significant
differences were observed between hot and cold transmission scans. Use of
segmentation and MAP-TR reduced variance in the µ-images.
Figure 3.4b demonstrates the impact of using different attenuation correction
strategies on the uniformity of reconstructed activity concentrations. It can be
seen that non-uniformity was different for different attenuation correction meth-
ods. In table 3.2 the relative difference in reconstructed activity concentration
between inner and outer annular regions is given. In general, uniformity was
better when segmentation was used during attenuation correction processing.
3.3.3 Hoffman phantom
Figure 3.5 shows µ-values and reconstructed activity concentrations of the Hoff-
man phantom. Compared with MAP-TR µ-data, only small (<5%) differences
in µ-values were seen in the other reconstructed µ-images. Somewhat larger
differences in reconstructed activity concentrations were observed, especially in
the case of UW-OSEM and NEC-TR without segmentation.
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Figure 3.4. (a) µ-image values and (b) reconstructed data of the calibration phantom for
different attenuation correction strategies. Error bars illustrate standard deviation within
regions for the µ-image values.
3.3.4 Preclinical example
Differences in µ-values and reconstructed activity concentrations of the tumours
in both (left and right) rats are illustrated in figure 3.6. In table 3.3 distances
between observed µ-values and the expected µ-value (0.096) for all pixels within
the drawn ROI are given. UW-OSEM without segmentation underestimated
the µ-value at 511 keV (0.096 cm−1), but other methods perform with similar
accuracy. The same observation can be made for the reconstructed emission
images, where UW-OSEM showed an approximately 6% underestimation in the
activity concentration compared to that obtained with MAP-TR. Segmentation
did affect the accuracy of the µ-images, but only slightly changed the accuracy
of reconstructed activity concentrations. Observed distances are consistent with
the data presented in figure 3.6a.
3.3.5 Clinical example
µ-values and reconstructed activity concentrations of grey and white matter
(top) regions are shown in figures 3.7a and 3.7b, respectively. For clarity, left
thalamus, right striatum and temporal lobe are not shown as they showed sim-
ilar results as right thalamus, left striatum and frontal lobe, respectively. For
MAP-TR with the default human brain prior, overestimation of µ-values was
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Figure 3.5. Hoffman phantom. (a) µ-image data of different attenuation correction stra-
tegies. Error bars illustrate the standard deviation in the regions. (b) Reconstructed data of
different attenuation correction strategies.
Figure 3.6. Example of a preclinical study. (a) µ-image data of different attenuation
correction strategies. Error bars illustrate the standard deviation in the regions. (b) Activity
concentrations obtained by reconstruction with different attenuation correction strategies.
Table 3.3. Distances in µ-image data of different attenuation correction strategies for the
preclinical example study, calculated as
√∑i=1(µi − 0.096)2, where µ is the reconstructed µ-
value.
ROI UW-OSEM NEC-TR MAP-TR
Plain Segmentation Plain Segmentation Auto-scaling Brain prior Rat hotel prior
Tumour (left) 0.557 0.320 0.303 0.140 0.112 0.099 0.075
Tumour (right) 0.483 0.162 0.284 0.190 0.000 0.171 0.094
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Figure 3.7. Clinical example of an [11C]flumazenil brain study. (a) Grey matter µ-image
data of different attenuation correction strategies. (b) White matter µ-image data of different
attenuation correction strategies. (c) Profiles of µ-image plane in the x-direction through the
centre of the brain, displaying differences in bone, tissue and fixation µ-image values. (d)
Standard deviation and average value of µ-image in a large tissue region (grey plus white
matter) inside the brain.
larger for structures located near the skull. Figure 3.7c shows horizontal profiles
through the midplane of the brain for all methods except UW-OSEM with seg-
mentation that closely resembled NEC-TR with segmentation. Quite different
values were observed for segmenting the head immobilization device (first and
last peaks) and skull (second and third peaks). UW-OSEM was much noisier
than NEC, whilst MAP-TR was almost noiseless. Figure 3.7d shows µ-values
and its standard deviation within a large region of the brain. UWOSEM and
NEC without segmentation provided higher variance than with segmentation
or MAP-TR. The difference in variance of µ-values can also be observed in
the ratio-images of the µ-images as illustrated in figure 3.8. Figures 3.9a and
3.9b show a fused µ-image (NEC-TR and MAP-TR, respectively) on top of the
structural MRI scan. It can clearly be seen that the skull in the µ-image was
overestimated such that it overlaps with brain tissue in some areas of the brain,
possibly explaining the observed overestimation of µ-values in some regions (fig-
ure 3.7a) when using MAP-TR with the default human brain prior.
Some parametric modelling results for various regions are shown in figure
3.10 (also illustrated in figure 3.9c), i.e. for Logan VT and K1 from BFM. VT re-
sults from BFM were very similar to those from Logan. Other structures showed
similar results and were left out of the figure for clarity reasons. MAP-TR with
auto-scaling generally provided lower values than most other methods. Fur-
thermore, in general, the use of segmentation also resulted in parametric values
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Figure 3.8. Clinical example of an [11C]flumazenil brain study. (a) µ-image of MAP-TR
with the adjusted human brain prior. (b)-(g) Ratio of µ-image of MAP-TR with the adjusted
human brain prior and µ-image of UW-OSEM (plain), UW-OSEM (segmentation), NEC-TR
(plain), NEC-TR (segmentation), MAP-TR (auto-scaling), MAP-TR (default human brain
prior), respectively.
Figure 3.9. Clinical example of an [11C]flumazenil brain study. (a) MRI fused with µ-
image of NEC-TR with segmentation, displaying segmentation of the bone. (b) MRI fused
with µ-image of MAP-TR with the default human brain prior. (c) MRI fused with Logan
VT .
corresponding to MAP-TR with the adjusted human brain prior for structures
close to the skull, i.e. frontal and temporal lobes, while MAP-TR with the de-
fault human brain prior shows overestimations in these structures. Figure 3.11
shows ratio images of Logan VT normalized to that obtained with MAP-TR.
This figure clearly illustrates differences in variance due to attenuation correc-
tion strategy used. In addition, differences near the skull are more prominently
visible. From figure 3.9b and data presented in figure 3.7 it may be deduced
that MAP-TR with the default human brain prior may have overestimated the
extent of the skull, possibly explaining the differences seen in figure 3.10. Figure
3.10 illustrates that the attenuation correction strategy used affects quantitative
outcome of kinetic analyses. Differences up to 14% were observed depending on
parameter of interest and the attenuation correction method used.
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Figure 3.10. Parametric (a) Logan VT and (b) BFM K1 of grey matter for an
[11C]flumazenil brain study.
3.4 Discussion
In this study the effects of various attenuation correction strategies, available
for the HRRT PET scanner, on the quantitative accuracy of PET data were
investigated. In addition, the method used to correct transmission scans for
emission contamination [61] was further validated, especially for small animal
studies. To this end various phantom studies, a small animal study and a
dynamic human brain study were used to investigate the impact of using various
attenuation correction strategies on the quantification of the HRRT.
3.4.1 Phantom studies
‘Hot’ versus ‘cold’ transmission scans
In 2003, Knoess et al. [59] showed that, for the HRRT, good quality µ-images
could be obtained with the newly implemented NEC-TR and MAP-TR using
‘cold’ transmission scans. For ‘hot’ transmission scans, the lower level dis-
criminator of the energy window could be increased to lower the effects of the
emission contamination. However, when the emission contamination became
too pronounced, correct µ-images could not be calculated. Recently, de Jong et
al. [12] showed that the emission contamination into the transmission scan may
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Figure 3.11. Clinical example of an [11C]flumazenil brain study. (a) Logan VT of MAP-
TR with the adjusted human brain prior. (b)-(g) Ratio of Logan VT of MAP-TR with the
adjusted human brain prior and Logan VT of UW-OSEM (plain), UW-OSEM (segmentation),
NEC-TR (plain), NEC-TR (segmentation), MAP-TR (auto-scaling) and MAP-TR (default
human brain prior), respectively.
lead to serious artefacts in the reconstructed µ-images and consequently to in-
correct 3D attenuation correction factors. In that study various methods, such
as uniform and non-uniform background subtraction, were attempted, which im-
proved the accuracy of attenuation correction factors and that of reconstructed
PET images. Approximately at the same time, Sibomana et al. [61] developed
a shifted mock scan method. This method simultaneously sorts the data into
two transmission scans: one of the true position of the source and one for a
fictive source distant from the true one by half the axial FOV. With this tech-
nique, most emission contamination and scatter contributions are eliminated
from the transmission scan. To date, this method is incorporated into the scan-
ner firmware and is automatically applied during all transmission scans (even
the cold ones). Sibomana et al. [61] showed that this method is able to accu-
rately take into account the effects of emission contamination. However, just as
for the study of Knoess et al. [59], the method was tested for human brain scans
only. In the present study, the accuracy of the latter method was also evalu-
ated for preclinical conditions by performing both ‘cold’ and ‘hot’ transmission
scans of small animal experimental setups and by comparing the impact of the
emission contamination on both reconstructed µ-image data and PET emission
images. The present results suggest that effects of emission contamination are
accurately taken into account by the default-implemented method, as differences
in µ-values and reconstructed activity concentrations were very small between
‘cold’ and ‘hot’ transmission scans. Moreover, the actual attenuation correc-
tion strategies used had a larger impact on the quantitative accuracy of HRRT
studies (figures 3.1–3.4) than any residual effects of the emission contamination.
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Effects of various attenuation correction strategies on µ-values
For small structures, incorrect estimation of µ-values was observed when us-
ing UW-OSEM or NEC-TR (figure 3.2). In the case of the 50 ml phantom,
UW-OSEM without segmentation possibly misinterprets the water peak in the
histogram of µ-values as ‘bone’ peak, resulting in an incorrect (under-) scaling
of the µ-image. Segmentation reduces this underestimation, as has been shown
previously [12]. However, this improvement is rather small. When using MAP-
TR the µ-value of water was assessed more accurately. The prior implemented
specifically for the ‘rat hotel’ classified the water peak with slightly more ac-
curacy than the human brain prior, whilst MAP-TR with auto-scaling seemed
most accurate. However, in real preclinical studies the subjects do not consist
of mere water (tissue), but also of, amongst others, bone. More importantly,
fixation devices will be present in the FOV. Consequently, MAP-TR with auto-
scaling might not work for real (pre-) clinical situations. The newly proposed
FE-ACM classified the water peak better than MAP-TR with priors. How-
ever, FE-ACM showed large variation in µ-values within the homogeneously
filled phantoms, suggesting that classification or scaling to 511 keV works well
on average, but at the cost of reduced precision. For larger phantoms, when
most of the objects within the FOV consist of water or tissue, all methods were
able to provide accurate µ-values within 5.2% and without the need for, e.g.
segmentation.
Effects of attenuation correction strategies on activity concentrations
The large effects of using various different attenuation corrections on µ-values in
the case of small phantoms (<200 ml) had only a minor effect on reconstructed
activity concentrations. This can easily be understood from the equation eµ⋅d,
where d is the distance through a structure. For the 30 ml phantom having
a diameter of ∼2.3 cm, a 10% change in µ-value has only a maximal effect of
2.2% on the reconstructed activity concentration. For larger phantoms such as
the 200 ml phantom (diameter of 4.7 cm), a 10% change in µ-value affects the
reconstructed activity concentration by at most 4.4%. Fortunately, for larger
phantoms (>200 ml), the difference in observed versus theoretical µ-value (of
water) for different attenuation correction strategies is much smaller (<6%) and
observed activity concentrations were equal within 5% for most attenuation cor-
rection strategies used. For small objects, the object size could be under- or
overestimated due to, e.g. use of segmentation. In this study, µ-images had
pixel sizes of 1.2 × 1.2 × 1.2 mm3 to minimize partial volume effects and seg-
mentation errors. When a rim of pixels near the edge of the object would have
been misclassified, it could result in a 2.4 mm under- or overestimation of the
object size. Again, using a linear attenuation coefficient of 0.096 cm−1, this
would imply an error in the attenuation correction and in the reconstructed
activity concentration of at most 2.4%. Inspection of profiles through the small
phantoms did not reveal a difference in the object size larger than 1 pixel (1.2
mm) between use of or no use of segmentation. Furthermore, no systematic
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changes in object diameters were observed in the reconstructed µ-image for var-
ious methods and smoothing priors, although occasionally underestimations up
to 4 mm were observed (table 3.1). Yet these occasional differences cannot ex-
plain the systematic small (<5%) underestimation of the reconstructed activity
concentration seen formost other methods as well.
For the calibration phantom, NEC-TR with segmentation gave more accu-
rate and uniform estimations in the activity concentration than MAP-TR with
water prior. The difference in average activity concentrations between inner
and outer annular ROIs was only 1.7% with segmentation and deteriorated to
5.8% for MAP-TR. In addition, observed activity concentrations corresponded
best with true activity concentrations when attenuation segmentation was used.
NEC-TR and MAP-TR do not provide identical µ-images (figure 3.4a). As the
calculation of the scatter sinogram also depends on these images, use of different
µ-image reconstruction and processing methods can also affect the uniformity
of the reconstructed activity concentration.
3.4.2 Small animal study
In line with results from the phantom studies, UW-OSEM can also not be
recommended in a preclinical setting, as µ-values of tissue are not equal to that
of water or soft tissue. Segmentation slightly reduced this effect, but use of
MAP-TR with an appropriate prior provided most accurate results. However,
using MAP-TR with priors can still cause a small overestimation in the activity
concentration due to incorrect segmentation of the fixation devices (figure 3.7c).
Changing the prior to a specific ‘rat hotel’ prior is therefore required to improve
the accuracy of MAP-TR.
To illustrate a different statistical metric commonly used in reconstruction
studies, distances were calculated for the µ-images, shown in table 3.3. The
distances show a similar pattern as the data shown in figure 3.6 and distance
seems to be mostly affected by bias in µ-values.
Based on results from both the small animal study and the ‘preclinical’
phantom studies, use of MAP-TR with the specific ‘rat hotel’ prior seems to
be the method of choice for attenuation correction, showing high accuracy and
good precision for both µ-values and reconstructed activity concentrations, as
can be seen from figures 3.2 and 3.3.
3.4.3 Human brain study
The clinical example showed overestimations in µ-values when structures were
located near the skull. Fusing µ-image with MRI image showed that the µ-image
obtained using MAP-TR with the default human brain prior overestimated the
amount of bone, so that it overlapped with brain tissue near the skull. Although
ROIs were defined using MRI images and therefore should contain grey matter
only, the average µ-values obtained from these regions were occasionally higher
than that of soft tissue. Furthermore, as can be observed from the µ- image
profiles shown in figure 3.7c, largely different values were seen near the location
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of the head immobilization device (fixation). MAP-TR overestimates this effect
by classifying it as bone (line integral: 1.24–1.40). UW-OSEM and NEC-TR
without segmentation provided larger variance in observed µ-values than those
with segmentation. Both MAPTR and NEC-TR with segmentation classified
tissue correctly within 1%. More importantly, both NEC-TR with segmentation
as MAP-TR with an adjusted human brain prior did not seem to overestimate
the spatial extent of the skull, as can be deduced from the profiles in figure
3.7c. In addition, NEC-TR with segmentation did not overestimate the µ-
values of the head fixation device (line integral: 0.89). As both NEC-TR and
UW-OSEM with segmentation also showed most uniform activity concentration
distributions in a 20 cm diameter phantom, use of segmentation might be the
preferred method for attenuation correction of human brain studies. However,
clinical data suggests that use of MAP-TR with an adjusted human brain prior
provided results similar or equal to that of NEC-TR with segmentation.
Parametric analyses of the dynamic [11C]flumazenil study reconstructed with
the various attenuation correction methods also showed large variability in out-
come of these parameters, depending on the attenuation correction method
being used. A limitation of using clinical data is that the true pharmacokinetic
parameter values are not known. Therefore, only relative differences with re-
spect to data obtained using MAP-TR with an adjusted human brain prior can
be assessed. Parametric images showed underestimations in VT and K1 when
the skull was not taken into account, which is the case with MAP-TR with
auto-scaling. Consequently, ignoring the skull seems not a good solution. In
order to further explore the effects of omitting the skull from the µ-image and
to assess the effects of differences in µ-image resolution a simulation study was
performed. The results of this study were consistent with the clinical findings,
i.e. it demonstrated that ignoring the skull could lead to an underestimation of
the frontal lobe of 11% in the reconstructed activity concentration and 9% in
the reconstructed white matter activity concentration. Moreover, overestima-
tions in reconstructed activity concentrations were not caused by the smoothing
prior. The simulation study also showed that smoothing a (high resolution seg-
mented) µ-image with an 8 mm FWHM Gaussian smoothing kernel resulted in
only a 0.4% overestimation of GM and a 0.3% underestimation of frontal lobe
reconstructed activity concentration compared with values obtained using the
high-resolution segmented µ-image during reconstruction. However, this spe-
cific region used was located at several mm from the edge of the skull due to
the cerebrospinal fluid. For other cortical ROIs, which were located closer to
the skull, differences up to 10% in GM activity were seen due to 8 mm FWHM
Gaussian smoothing of the µ-image. The latter illustrates the importance to
use a high-resolution µ-image.
Use of segmentation with UW-OSEM or NEC-TR, provided data which
generally corresponded well (<9%) with those obtained using default MAP-
TR with the human brain prior. Both NEC-TR with segmentation as well as
MAP-TR with the adjusted human brain prior did not seem to overestimate
the spatial extent of the skull as much as MAP-TR with the default human
brain prior. Consequently when using NEC-TR with segmentation or MAP-TR
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with the adjusted human brain prior most of the observed kinetic parameters
of various regions were 3–9% lower, compared to those observed with MAP-TR
with the default human brain prior. Due to less overestimation of the skull
and more accurate and uniform estimations in the activity concentration, both
NEC-TR with segmentation and MAP-TR with the adjusted human brain prior
are the recommended attenuation correction strategies for clinical brain studies
for the HRRT. So far, MAP-TR with the default human brain prior has been
the preferred method for attenuation correction of HRRT studies. However,
the MAP-TR method and/or its prior needs to be further improved to better
derive the spatial extent of the skull, as this may result in an overestimation of
activity concentrations and/or kinetic parameter values. The adjusted human
brain prior was validated using a reconstructed transmission scan of the HR+
scanner and the MRI data. Ideally, the prior could be improved by using a
CT scan. Unfortunately, this data was not available for this study. Further
improvement of the accuracy of the attenuation correction can be obtained by
using, e.g. anatomical information from a coregistered MRI or CT scan. Use of
an anatomical prior might augment MAP-TR by iteratively eroding the skull in
the µ-image to restore its thickness using the empty cavity in MRI or CT image
and is suggested as future research for MAP-TR based attenuation correction
on the HRRT.
3.5 Conclusion
The quantitative accuracy of different attenuation correction strategies currently
available for the HRRT was investigated in this study. The effect between
transmission scans with and without emission contamination (∼3% on average)
is smaller than the effect between different attenuation correction strategies
(∼8% on average). Especially for preclinical studies, a change in µ-value has
only a small effect on the reconstructed activity concentration (a change of
10% in µ-value has an effect of ∼2.2% in the activity concentration). Using
MAP-TR with a specific prior customized to cope with the presence of small
animal fixation devices slightly improves the activity concentration to 4.3% and
is therefore recommended strategy for preclinical HRRT studies. Using NEC-TR
with segmentation or MAP-TR with a new adjusted human brain prior shows
less overestimation of µ-values at regions close to the skull and are therefore
the recommended methods for clinical human brain studies. Performance of
MAP-TR could be further improved by including anatomical information from,
e.g. a coregistered MRI or CT scan.
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Chapter 4. Gap filling strategies for 3D-FBP reconstructions of HRRT scans
Abstract
The High Resolution Research Tomograph (HRRT) is a dedicated human brain
positron emission tomography scanner. Currently available iterative reconstruc-
tion algorithms show bias due to nonnegativity constraints. Consequently, im-
plementation of 3D filtered backprojection (3D-FBP) is of interest. To apply
3D-FBP all missing data including those due to gaps between detector heads
need to be estimated. The aim of this study was to evaluate various gap fill-
ing strategies for 3D-FBP reconstructions of HRRT data, such as linear and
bilinear interpolation or constraint Fourier space gap filling (confosp). Further-
more, missing planes were estimated using segment 0 image data only (nonitera-
tive) or by using reconstructed images based on all previous segments (iterative
method). Use of bilinear interpolation showed worst correspondence between
reconstructed and true activity concentration, especially for small structures.
Moreover, phantom data indicated that use of linear interpolation resulted in
artifacts in planes located near the edge of the field-of-view. Use of confosp
did not show these artifacts. Iterative estimations of the missing planes for∣ segments ∣ > 0 improved image quality at the cost of more computation time.
Therefore, use of confosp for filling sinogram gaps with both iterative and nonit-
erative estimation of missing planes are recommended for quantitative 3D-FBP
of HRRT studies.
© 2008 IEEE. Reprinted, with permission, from IEEE Transactions on Medical Imaging, volume
27, issue 7, pp. 934-942, July 2008.
This material is posted here with permission of the IEEE. Such permission of the IEEE
does not in any way imply IEEE endorsement of any of VU University Medical Center’s products
or services. Internal or personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new
collective works for resale or redistribution must be obtained from the IEEE by writing to
pubs-permissions@ieee.org.
By choosing to view this material, you agree to all provisions of the copyright laws protecting it.
62
4.1. Introduction
4.1 Introduction
The ECAT High Resolution Research Tomograph (HRRT, CTI/Siemens, Knox-
ville, TN) is a dedicated human brain positron emission tomography (PET)
scanner, with design features that enable high image spatial resolution com-
bined with high sensitivity [11], making it suitable for small animal imaging
as well. The HRRT is the first commercially available scanner that utilizes a
double layer of LSO/LYSO crystals to achieve photon detection with depth-of-
interaction information.
Due to the scanner geometry, gaps between the detector heads are present,
leading to missing data in sinograms. Therefore, the use of 3D iterative recon-
struction methods are preferred, since these techniques allow to preserve the
high intrinsic spatial resolution of the PET scanner and avoid the need to com-
pensate for the missing data in the gaps prior to reconstruction [17,76]. However,
the currently available iterative reconstruction algorithms for the HRRT show
bias in short frames [77], hampering quantitative kinetic analysis of dynamic
scans. For this reason, it is of interest to implement analytical 3D filtered back-
projection (3D-FBP) [78] for the HRRT. In order to apply 3D-FBP, the missing
data due to the gaps between the detector heads need to be estimated by gap
filling strategies to avoid image artifacts and quantification errors, as 3D-FBP
requires a complete sinogram. Apart from the missing data caused by gaps,
missing (plane) data are also introduced on segments (oblique lines of responses
in the sinogram), which also need to be estimated to apply 3D-FBP. Recent
work by Ben Boualle`gue et al. [79] showed an improvement in the quality of
missing (plane) data when using an iterative missing data estimation method
for a 3D iterative reprojection algorithm in the Fourier space. The study was
performed mainly on simulated data and suggests that further investigations
of clinical studies with more realistic measurement data are needed in order to
determine its relevance.
In this study, we implement and evaluate various gap filling strategies and
two missing planes data estimation methods (both iterative and noniterative)
within a newly (inhouse implemented) 3D-FBP for quantitative reconstruction
of HRRT studies for both clinical and preclinical conditions. Finally, impact of
these various missing data estimation strategies on the quantification of para-
metric analysis of a clinical study will be investigated. To this end, simulations
with and without realistic noise-levels, variously sized phantoms, a preclinical
small animal study, and a clinical human brain [11C]flumazenil PET study are
used to assess effects of gap filling and missing planes correction strategies on
HRRT PET study quantification.
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4.2 Materials and methods
4.2.1 Scanner description
The commercial HRRT consists of eight panel detectors (detector heads), which
are arranged in an octagon [10]. A detector head consists of 117 detector blocks,
which is cut into 8 × 8 crystal elements. Each block consists of two LSO/LYSO
crystal layers. The spatial resolution is between 2.3 and 3.2 mm full-width at
half-maximum (FWHM) in the transaxial and between 2.5 and 3.4 mm FWHM
in the axial direction. The NEMA NU2-2001 line source sensitivity equals 3.3%
and the NEMA NU2-2001 scatter fraction equals 45% [11].
By default, the scanner acquires data in 64 bits list mode. For reconstruction,
the list mode data are binned into prompts minus delays (true plus scattered
events) or separate randoms and prompts sinograms (288 angles, 256 bins, and
2209 planes). As recommended by the supplier, the data are histogrammed
with the default span 9 (axial compression mode). In order to correct the
sinograms for (geometric) inhomogeneities and variations in detector sensitivi-
ties, normalization data need to be acquired using a rotating line source. For
attenuation and scatter correction purposes, transmission scans are acquired
using a 740 MBq 2D fan-collimated 137Cs (single photon emitter) moving point
source [59,63]. In the present study, all reconstructed images were corrected for
normalization, attenuation, scatter, randoms, decay, and dead time. A detailed
description of the scanner, its reconstruction software and its performance is
given by de Jong et al. [11].
4.2.2 Implementation of 3D-FBP
Various variants occur of the 3D-FBP algorithm, e.g., fast volume reconstruction
(Favor) [80] and 3D reprojection (3DRP) algorithm [78], each with different
noise properties. For the HRRT, the commonly used 3DRP algorithm was
chosen. 3DRP requires all missing data to be estimated before the filtering (in
sinogram space) step. Missing data are due to gaps between the HRRT detector
blocks. In addition, missing planes are caused by the use of oblique sinogram
segments (3D mode). Strategies to handle these two sources of missing data
will be described later. A detailed implementation of 3DRP has been described
previously [78].
Gap filling strategies
In this study, the missing data in the sinogram gaps were estimated by the
following gap filling algorithms, which are summarized in table 4.1 (except for
bilinear interpolation, which was not further investigated, based on poor results
during simulations, as will be discussed later).
1. Linear interpolation in azimuth direction, currently the default method
for noniterative 2D HRRT reconstructions [81].
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Table 4.1. Overview of the various missing data correction strategies. Gap filling strategies
are based either on linear interpolation, confosp or a forward projection of an image estimate
of either segment 0 or previous segment. Missing planes are estimated either by a forward
projection of an image estimate of segment 0 or iteratively using an image estimate based on
all previous segments.
Missing data Gap filling Missing planes estimation
correction strategy Segment 0 Segment ±1 to ±7 Segment ±1 to ±7
Linear linear linear segment 0
Linear FP0 linear segment 0 segment 0
Linear FPi linear previous segments previous segments
Confosp confosp confosp segment 0
Confosp FP0 confosp segment 0 segment 0
Confosp FPi confosp previous segments previous segments
2. Bilinear interpolation (on bins and angles), which previously had been
shown to have similar accuracy and faster computation time than model-
based methods [44].
3. Constraint Fourier space (confosp), which iteratively estimates the missing
sinogram data by applying constraints in the Fourier domain [82].
4. Using the above gap filling methods for segment 0 (nonoblique lines of
responses in the sinogram) to create an image estimate, then forward
projecting this image to an estimated 3D sinogram and finally using this
estimated 3D sinogram to fill the missing data in the gaps of the other
segments. The latter method will be referred to as “FP0.”
5. Using the gap filling methods 1-3 for segment 0 to create an image esti-
mate, then forward projecting this image to an estimated 3D sinogram for
a subsequent segment, using this estimated sinogram for gap filling of the
next segment, and so on. This process is used iteratively to “gap”-fill each
following segment by using the estimates of all previous segments. This
method will be referred to as “FPi” and is similar to the iterative missing
planes estimation method as proposed by Ben Boualle`gue et al. [79].
Implementation of confosp
Confosp requires fast Fourier transformations. The algorithm for these trans-
formations is most efficient for sinograms with dimensions corresponding to a
power of 2 [83]. A typical HRRT sinogram consists of 256 bins and 288 angles.
Hence, in the present study, the size was expanded to 256 × 512 using mirror
padding, where the sinogram is reversely repeated, thereby creating a fluent
continuous sinogram. This implementation does not fully extend the sinogram
to a valid 360○ sinogram. However, simulations of various padding, rebinning,
and extrapolation methods (data not shown) did not show any further improve-
ments in estimation of the missing data.
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Figure 4.1. Simulated brain sinogram gap filled with confosp. (a) Projection view illustrating
line artifacts, indicated by arrows. (b) Projection view of confosp with linear interpolation of
the edges, removing the artifacts, indicated by arrows. (c) Sinogram view showing artifacts,
illustrated by the arrows. Horizontal arrows illustrate some small point artifacts near the
edges between real data and estimated data, vertical arrows illustrates two edges with artifacts
along these edges.
It is known that confosp may show some small artifacts near the edges be-
tween real and estimated data, as shown in figure 4.1. This problem was over-
come by using azimuth linear interpolation between estimated and real data,
both near these edges (horizontal arrows in figure 4.1c) and at positions where
a gaps cross each other (vertical arrows in figure 4.1c), within each iteration
step [82].
Missing planes
3D-FBP requires all the segment sinograms to be of the same size. However,
some lines of response cannot be measured because they fall outside the FOV,
resulting in missing planes for segments with oblique lines of responses. These
missing planes (for sinogram ∣ segments ∣ > 0) can be estimated by forward
projecting a quick image estimate such that all segments have the same size as
segment 0. This estimate can either be an image reconstructed with ∣ segment∣ > 0 data only [78] or reconstructed iteratively using intermediate reconstruc-
tions based on all previous segments, which is similar to the iterative method
proposed by Ben Boualle`gue et al. [79]. The first method was used in the plain
and FP0 implementation of 3D-FBP. The second method was used in the FPi
implementation of 3D-FBP.
Various combinations of gap filling and missing plane correction methods
are summarized in table 4.1.
4.2.3 Simulations
Various gap filling strategies were simulated in 2D (segment 0) with a 2D-FBP
algorithm. Simulations were performed in 2D and without any corrections (e.g.,
scatter and attenuation) for computational reasons only, such that repeat sim-
ulations could be carried out in a reasonable time. The following gap filling
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strategies were tested: linear and bilinear interpolation, and constraint Fourier
space with three different numbers of iterations (5i, 10i, and 15i). Simulations
were performed 100 times with added Poisson noise and 1 time without. To sim-
ulate realistic conditions, Poisson noise levels were set so that images of small
(0.5 and 1 cm ∅) and 20 cm ∅ phantoms contained ∼5 and ∼20% noise, respec-
tively. These three diameters were chosen to simulate small animal (mouse, rat)
and human brain studies. Finally, simulations were performed using a mathe-
matical brain phantom derived from a medical resonance imaging (MRI) image
of the human brain.
4.2.4 Phantoms and studies
To validate the gap filling strategies for preclinical settings, a 30 cm3 phantom
with a diameter of ∼2.3 cm was positioned on a rat fixation device. In addition, a
homogeneous 20 cm ∅ calibration phantom was used for general verification and
calibration. A 3D anthropomorphic human brain phantom (Hoffman phantom,
Data Spectrum, Hillsborough, NC) [51] was used to compare “realistic” activity
concentration distributions for clinical settings. All phantoms were filled with
[18F]FDG solutions. To simulate preclinical conditions, the 30 cm3 phantom
was filled with 10 MBq [18F]FDG in total. The 20 cm ∅ calibration phantom
was filled with a solution of about 8 kBq/cm3 and the Hoffman brain phantom
with one of about 50 kBq/cm3. For all phantom studies, a list mode emission
scan of 60 min was acquired. The scans of the 20 cm ∅ calibration and the 30
cm3 phantom study were histogrammed into one 3600 s frame, and the Hoffman
phantom into 5, 10, 30, 60, 300, 1800, and 3600 s frames to obtain various noise
equivalent counts (NEC) [68] In addition, the scan of the Hoffman phantom
study was histogrammed twice into 20 random frames (with durations of either
10 or 30 s) to study reproducibility of observed activity concentration. Trans-
mission scans were acquired after activity had decayed to background levels (i.e.,
the next day after an interval of 14 or more hours).
As an example of an actual preclinical study, a 60 min list mode emission
scan of two rats, placed on the rat fixation device and each injected with ∼20
MBq [18F]FLT was used. This scan was histogrammed into one 3600 s frame.
Each rat suffered from a tumor at a lateral position. Transmission scans were
acquired just before injection. All animal experiments were carried out in accor-
dance with the Dutch Law on Animal Experimentation and the committee on
animal experimentation of the VU University Medical Center. Pathophysiolog-
ical results are beyond the scope of this paper and will be presented elsewhere.
For evaluation in a clinical setting, a dynamic human brain scan was used. A
60.5 min list mode scan of a healthy volunteer was acquired immediately follow-
ing administration of 370 MBq [11C]flumazenil. This scan was histogrammed
in 17 time frames with variable frame lengths (1 × 30, 4 × 15, 4 × 60, 2 × 150,
2 × 300 and 4 × 600 s). Prior to emission scanning and tracer administration
a 6 min transmission scan was acquired. During emission scanning continuous
blood sampling was performed using an online blood sampling device [69]. At
set times (5, 10, 15, 20, 30, 40, and 60 min after injection) continuous blood
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sampling was interrupted briefly to collect manual blood samples. After each
sample, the arterial line was flushed with heparinised, sterile, and isotonic saline.
These data were used for calibrating the (online) blood sampler, for measuring
plasma to whole blood ratios, and for determining metabolite fractions [84].
The resulting metabolite corrected plasma input function was used for kinetic
analysis of the PET study, as will be described later. In addition to the PET
study, a structural T1-weighted MRI scan was acquired on a SONATA 1.5-T
MRI scanner (Siemens Medical Solutions, Erlangen, Germany), which was used
for defining regions of interest. The voxel size of these MRI images was 0.98
mm × 0.98 mm × 1.49 mm. The study was approved by the medical ethics com-
mittee of the VU University Medical Center and the subject had given written
informed consent prior to inclusion. Again, clinical results are beyond the scope
of this paper and will be presented elsewhere.
4.2.5 Reconstructions
All phantom and the small animal and human studies were reconstructed using
all necessary corrections, as described in section 4.2.1, [11]. The emission scans
were reconstructed using the newly implemented 3D-FBP with six of the above
mentioned gap filling strategies. These six are summarized in table 4.1, i.e.,
linear interpolation (plain, FP0 and FPi) and confosp (plain, FP0 and FPi),
providing a total of six different reconstructed images. Bilinear interpolation was
not investigated, based on poor results during simulations, as will be discussed
later. Confosp was only used with 15 iterations, as 15 iterations provided the
best results during simulations.
4.2.6 Parametric analysis of human brain study
For the human brain study parametric volume of distribution (VT ) images were
generated from the reconstructed dynamic PET images using Logan plot anal-
ysis with plasma input [72]. In addition, a basis function method [73, 74] was
used to generate both VT and K1 images. Finally, reference tissue parametric
analysis using the Logan plot analysis with reference tissue (RLogan), (pons)
input function was performed to provide distribution volume ratios (DVR) im-
ages [85]. These parametric methods were applied to all reconstructed image
sets to assess the effects of different gap filling strategies on the accuracy of
pharmacokinetic analysis. Parametric images were generated using the inhouse
developed software package PPET [75].
4.2.7 Data analysis
ROI definition
For the 30 cm3, the 20 cm ∅ calibration and simulation phantoms, circular
region of interests (ROIs) were positioned in the center of the phantom over a
range of planes (20 or more) and staying away from the edges by at least 3 mm.
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For the 20 cm ∅ calibration phantom, an additional inner region was drawn
with a diameter of 3.2 cm over a range of planes (20 or more). For the brain
simulation phantom, two ROIs were defined manually, being large grey (GM)
and white matter (WM) regions. For the Hoffman brain phantom, three 3D
ROIs were defined manually, i.e., large GM and WM regions and the thalamus.
For the preclinical studies, two ROIs, one for each tumor, were defined manually.
For the clinical human brain study, ROIs were defined using grey and white
matter segmentation of the coregistered structural MRI scan to derive GM or
GM plus WM subregions of four manually defined ROIs: striatum (GM), frontal
lobe (GM), pons (GM plus WM, used as a reference for the RLogan) and tem-
poral lobe (GM). Coregistration of the MRI scan was performed using the soft-
ware package VINCI (Max Planck Institute for Neurological Research, Cologne,
Germany, http://www.mpifnf.de/vinci). The grey and white matter segmen-
tation was performed using Statistical Parametric Mapping (SPM2; Wellcome
Department of Cognitive Neurology, University College London, U.K., http://
www.fil.ion.ucl.ac.uk/spm). All ROIs were drawn manually using DISPLAY
software (Montreal Neurological Institute, Montreal, QC, Canada, http://www.
bic.mni.mcgill.ca/software/Display/Display.html). The ROIs were then
projected onto the parametric images to derive regional pharmacokinetic pa-
rameters.
Assessment of quantitative accuracy
In order to study the effects of using different gap filling strategies on the quan-
titative accuracy of PET emission images, the reconstructed images using 3D-
FBP with different gap filling algorithms were compared. All reconstructed
phantom data, except for the Hoffman brain phantom, were normalized by di-
viding results by the true activity concentration. “True” activity concentrations
were derived by measuring three 0.5 ml samples in a calibrated well counter.
The reconstructed data of the Hoffman phantom were normalized to the recon-
structed activity concentration per region obtained with “plain confosp.” This
procedure was followed because the slabs inside the Hoffman phantom were of
similar size as the scanner resolution and slice thickness. Consequently, shift-
ing the Hoffman phantom axially with detector width will result in a different
image. Therefore, normalization to true activity concentration is not possible
with this phantom.
For the preclinical and human brain study “true” activity concentrations
and/or pharmacokinetic parameters were not known. Therefore, data were nor-
malized to the data obtained by the 3D-FBP reconstruction with “plain con-
fosp,” in order to illustrate possible differences between the various methods.
Consequently, only the relative difference in activity concentration with respect
to those seen in the data obtained with “plain confosp” could be evaluated.
Difference-images of the parametric images were generated by subtracting Lo-
gan VT image derived with “plain confosp” from each Logan VT image.
For the 2D simulations, the reconstructed 2D-FBP images from sinograms
without introduced gaps were compared to those reconstructed 2D-FBP im-
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ages from sinograms with introduced gaps, filled with the different gap filling
strategies.
4.3 Results
4.3.1 Simulations
Simulations of 5 mm, 1 cm, and 20 cm ∅ phantoms
All methods performed similarly for the 20 cm ∅ phantom (figure 4.2a). Lin-
ear interpolation provided most accurate activity concentration when the small
5 mm ∅ phantom was located exactly at the center of the FOV. In contrast,
confosp was more accurate when this phantom was located at off-center posi-
tions (also illustrated by figure 4.3). Similar results were found for the 1 cm∅ phantom. Adding Poisson noise did not change accuracy of activity concen-
tration. Without noise, confosp shows for the 20 cm ∅ phantom a coefficients
of variation (COV) (the ratio of the standard deviation of the reconstructed
activity concentration of a sinogram with gap filled gaps to the reconstructed
activity concentration of the original sinogram without gaps) of 4%-8% com-
pared to the interpolation methods (<1%) due to small artifacts, as shown in
figure 4.2b. With realistically added Poisson noise levels, however, COV was
similar (difference amongst methods was <2%) for all methods tested.
Simulations of a brain study
Compared with other gap filling algorithms, bilinear interpolation resulted in
slightly more overestimations and underestimations of reconstructed activity
concentration in GM and WM, respectively (figure 4.2c). For all methods,
COV was equal to 15 ± 1% for WM and to 46 ± 1% for GM, except for linear
interpolation where COV was 53% for GM.
4.3.2 Preclinical situations
For the 30 cm3 phantom, all gap filling methods provided equal average activity
concentration (<0.8%) and the same COV (the ratio of the standard deviation
of the reconstructed activity concentration to the true activity concentration)
of about 3.7 ± 0.4%. Similar results were obtained for the preclinical rat study
where all gap filling methods provided equal activity concentration (<2%).
4.3.3 20 cm ∅ calibration phantom
The measured activity concentration in the large 20 cm ∅ calibration phantom
corresponded to the true activity concentration within 0.5% for all the methods
tested (figure 4.4a). Linear interpolation, however, showed a large difference in
noise (COV 86%) of more than 24% compared with confosp for the inner region
in planes near the edge of the axial FOV (figure 4.4b). In addition, it showed
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Figure 4.2. (a) Results for simulated 5 mm and 20 cm ∅ phantom: observed over true
activity concentration ratio (equal with and without added Poisson noise). (b) COV of a
simulated 5 mm and 20 cm diameter phantom (noise free). Value of COV without any
gap filling strategy was 46%. (c) Simulated brain study results: observed over true activity
concentration ratio.
circular artifacts in these planes that were not seen with confosp or the FPi
methods (figure 4.5c and 4.5f). Finally, in midplanes, line artifacts were present
when using linear interpolation (figure 4.5b and 4.5e).
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Figure 4.3. Various gap filling strategies used on a simulated 1 cm phantom sinogram
without Poisson noise. (a) Linear interpolation. (b) Bilinear interpolation. (c) Confosp
with 15 iterations. (d) Missing data in the sinogram (gaps, depicted in black).
Figure 4.4. 20 cm ∅ calibration phantom. (a) Observed over true activity concentration
ratio. (b) COV (%).
4.3.4 Hoffman phantom
For all methods, GM activity concentration agreed within 4% for all frame
durations (figure 4.6a). Linear interpolation, however, showed over- and under-
estimations of up to 11% in structures such as thalamus (figure 4.6c) and up to
24% in WM (figure 4.6b), while confosp (both FPi and plain methods) showed
almost no bias (<8%) in these structures (with respect to the reconstructed ac-
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Figure 4.5. 20 cm ∅ calibration phantom. (a)-(c) Linear interpolation. (d)-(f) Confosp.
From left to right: coronal, transaxial midplane, and transaxial plane 167 located near the
edge of the FOV (illustrated by horizontal line in coronal view in (a) and (d)).
Figure 4.6. Hoffman phantom. Activity concentration bias (ratio between observed and the
reconstructed activity concentration obtained with “plain confosp” in a long duration frame)
for different noise levels expressed as NEC of (a) GM, (b) WM, and (c) thalamus. (d) COV
(%) for GM and WM over 20 random 10 s duration frames.
tivity concentration obtained with “plain confosp” in a long duration frame).
Confosp FP0 showed bias of up to 11% in thalamus and 9% in WM. Linear
FP0 showed high overestimations and underestimations (up to 30% in thala-
mus at low frame rates) and is not shown in the line figures for clarity reasons.
Compared to the plain methods, COV (standard deviation relative to the mean
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Figure 4.7. Example of a human [11C]flumazenil brain study. Parametric data of grey
matter regions, expressed as a ratio with confosp. (a) Logan VT . (b) BFM VT . (c) BFM
K1. (d) RLogan DVR.
Figure 4.8. Example of human [11C]flumazenil brain study. Logan VT images derived from
a scan reconstructed using the following missing data correction methods: (a) linear, (b)
linear FP0, (c) linear FPi, (d) confosp, (e) confosp FP0, (f) confosp FPi. Difference image
using confosp versus (g) linear, (h) linear FP0, (i) linear FPi, (j) confosp FP0, (k) confosp
FPi.
observed activity concentrations over the 20 random instances/frames) of WM
data is slightly improved with at least 0.9% for 20 random 10 s frame durations
when applying the FPi method for either linear interpolation or confosp (shown
in figure 4.6d for 10 s frame durations, 30 s frame duration data showed similar
results).
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Table 4.2. Total computation time of current implementation of 3D-FBP for a single frame.
Missing data correction strategy Time (min)
Linear 30
Linear FP0 33
Linear FPi 47
Confosp 38
Confosp FP0 34
Confosp FPi 48
4.3.5 Clinical example
Some results of the parametric analyses are shown in figure 4.7, i.e., Logan
VT , VT of BFM, K1 of BFM and reference Logan DVR for frontal lobe and
striatum. Temporal lobe gave similar results. In case of Logan VT all structures
showed similar results within 3%, except for right striatum. Methods FP0 and
FPi showed higher values for this structure (11%-15%) than plain confosp and
linear interpolation. Other parametric methods, especially BFM K1, showed
similar, but inconsistent, differences between the plain methods and FP0 and
FPi of up to 16% in both frontal lobe and striatum. Difference images of Logan
VT are shown in figure 4.8. Small line artifacts can be seen in FP0 and FPi
images. Average computation times for a single frame are given in table 4.2.
Reconstruction times apply to 3D-FBP reconstructions only and do not include
steps as histogramming and scatter and attenuation correction processing. All
3D-FBP reconstructions were performed on a PC with an Intel Pentium D 2.80-
GHz processor and 4 GB of RAM running 32 bit Windows XP Professional.
4.4 Discussion
4.4.1 Simulations
All gap filling methods were able to estimate true activity concentration for the
20 cm ∅ simulated phantom with a high degree of accuracy, i.e., to within 0.1%.
Under noise free conditions, confosp suffered a little more from small artifacts
than linear or bilinear interpolations. However, in case of noise conditions, all
methods showed similar COV and artifacts were not visible. These results are
consistent with the study by Karp et al. [82] that showed that confosp is accurate
and practically artifact-free. All methods, except bilinear interpolation, showed
comparable results for simulations of the human brain phantom.
For smaller simulated phantoms, i.e., the 5 mm and 1 cm ∅ phantoms, con-
fosp showed better correspondence to true activity concentration when struc-
tures were positioned off center. When an object is moved away from the center
of the FOV, the sine representing this object in sinogram space becomes more
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curved and as a result it is more difficult to estimate gaps correctly by linear
interpolation. Confosp does not suffer from this increased curvature. Bilinear in-
terpolation showed the poorest correspondence with true activity concentration
for all phantoms and conditions. This is to be expected, as using information
in bins direction contains no information on the sinogram curve that need to be
estimated, which leads to wrong estimations of missing data.
A study by Buchert et al. [86] showed that confosp with more than three
iterations yielded minor improvements in 2D for the ECAT EXACT scanner.
In the present study, activity concentration improved up to 1.2% for small sim-
ulated phantoms when the number of iterations was increased from 5 to 10,
and 0.6% when the number of iterations was increased from 10 to 15. Buchert
et al. [86] also showed that for real patient data, the results gained from gap
filling by confosp were optimal between 10-30 iterations and worsens after 10-30
iterations. Given the present results (figure 4.2) and those presented by Buchert
et al. [86], it is concluded that 15 iterations are optimal for confosp. More iter-
ations yield to more computation time with only slight improvement in activity
concentration.
Apart from confosp, two other gap fill methods that iteratively estimate the
missing data in the sinogram have been proposed in the past, namely iterative
reconstruction-reprojection (IRR) [87] and projection space-IRR (PSIRR) [88].
Both have been evaluated for CT and compared to confosp, where they showed
only slight improvements over confosp [89]. Unlike confosp, IRR and PSIRR re-
quire forwardprojection and backprojection steps at each iteration of estimating
the missing data due to gaps. The estimation is done by FBP of the sinogram
to create an image estimate, which is forwardprojected and used to fill the gaps.
This procedure is performed iteratively until convergence is reached. In the
present study, a similar attempt was made by using FP0 and FPi for estimat-
ing missing data in gaps. In agreement with results reported by Ollinger et
al. [89], use of confosp alone already appeared to provide accurate results and
improvements due to iterative approaches were only minor.
4.4.2 Phantom studies
In phantom studies, all gap filling methods provided activity concentration that
were in good agreement with true activity concentration, as was already ob-
served for 2D by Buchert et al. [86]. However, in planes near the edges of the
FOV, linear interpolation showed artifacts (figure 4.5). The use of either iter-
ative methods or confosp reduced these artifacts. The COV in these regions
are generally higher due to lower statistics in these planes. Confosp also agreed
better with the “true” activity concentration (reconstructed activity concen-
tration obtained with “plain confosp” in a long duration frame) for WM and
thalamus at low count rates for the Hoffman phantom. Confosp FPi slightly
improved correspondence with true activity concentration at low count rates,
while confosp FP0 had the opposite effect. Furthermore, FPi in general slightly
improved the quality of the images (when compared to FP0) showing better
COV for WM data in the Hoffman phantom, which is consistent with the find-
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ings by Ben Boualle`gue et al. [79]. The use of confosp (either plain or with
iterative missing planes estimation) seems to be the optimal strategy.
4.4.3 Small animal study
As with the phantom studies, the gap filling methods showed no differences in
activity concentration for the preclinical study. The tumors, although not posi-
tioned in the center of the FOV, were large enough for all methods to perform
equally well. Based on the simulation studies, however, it cannot be excluded
that problems may still occur for very small structures. In particular, without
further validation, linear interpolation should not be used for structures less
than 1 cm3 when located at off center positions.
4.4.4 Human brain study
For Logan VT all structures showed similar results within 3%. From the clinical
results, it is hard to predict which method is most accurate. The 20 cm ∅
calibration phantom results indicate that use of linear interpolation may result
in artifacts in planes that correspond to the location of reference regions and
therefore it should not be used. Differences can also be observed between the
various methods that are based on confosp. Figure 4.8 illustrates line artifacts
in the parametric images for FP0 and to a lesser extent for FPi, which are not
present for plain confosp. In addition, iterative methods are computationally
expensive (table 4.2, also observed by Ben Boualle`gue et al. [79] for Fourier
rebinning methods) and therefore plain confosp is the recommended method,
even though FPi improved the COV in the images as was found in phantom
studies.
4.5 Conclusion
Amongst all gap filling methods tested, bilinear interpolation showed the poorest
performance, especially for small structures. Although all other methods showed
similar accuracy, linear interpolation resulted in artifacts in planes located near
the edge of the FOV, i.e., in those planes that often are occupied by reference
regions. Iterative missing data estimation methods improved the quality of the
images, but show small line artifacts and are computationally very expensive.
As these described artifacts were not seen with confosp and confosp in general
showed good results, use of confosp for filling sinogram gaps together with (non)-
iterative estimation of missing planes are recommended for correcting missing
data (gaps and planes) in quantitative 3D-FBP reconstructions of HRRT scans.
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Chapter 5. Comparison of 3D-OP-OSEM and 3D-FBP on HRRT studies: Effects of randoms
Abstract
The High Resolution Research Tomograph (HRRT) is a dedicated human brain
positron emission tomography (PET) scanner. Recently, a 3D filtered backpro-
jection (3D-FBP) reconstruction method has been implemented to reduce bias
in short duration frames, currently observed in 3D ordinary Poisson OSEM (3D-
OP-OSEM) reconstructions. Further improvements might be expected using a
new method of variance reduction on randoms (VRR) based on coincidence
histograms instead of using the delayed window technique (DW) to estimate
randoms. The goal of this study was to evaluate VRR in combination with
3D-OP-OSEM and 3D-FBP reconstruction techniques. To this end, several
phantom studies and a human brain study were performed. For most phantom
studies, 3D-OP-OSEM showed higher accuracy of observed activity concentra-
tions with VRR than with DW. However, both positive and negative deviations
in reconstructed activity concentrations and large biases of grey to white matter
contrast ratio (up to 88%) were still observed as a function of scan statistics.
Moreover 3D-OP-OSEM+VRR also showed bias up to 64% in clinical data,
i.e. in some pharmacokinetic parameters as compared with those obtained with
3D-FBP+VRR. In the case of 3D-FBP, VRR showed similar results as DW for
both phantom and clinical data, except that VRR showed a better standard
deviation of 6-10%. Therefore, VRR should be used to correct for randoms in
HRRT PET studies.
© 2008 IOP Publishing Ltd.
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5.1 Introduction
The ECAT High Resolution Research Tomograph (HRRT, CTI/Siemens, Knox-
ville, TN, USA) is a dedicated human brain positron emission tomography
(PET) scanner, with design features that enable high image spatial resolution
combined with high sensitivity [11]. The HRRT is the first commercially avail-
able scanner that utilizes a double layer of LSO/LYSO crystals to achieve photon
detection with depth-of-interaction information.
Recently, a fully 3D ordinary Poisson ordered subsets expectation maxi-
mization (3D-OP-OSEM) reconstruction method has been implemented and its
quantitative accuracy assessed [17]. Using 3D-OP-OSEM, a bias of 10% or more
is present for homogeneous phantom data and scan durations of 10 s [17], which
are not uncommon in dynamic studies. Potentially, this bias might be reduced
by a new algorithm, variance reduction on randoms (VRR), in which the random
distribution is derived using delayed coincidence histograms in order to reduce
variance of the randoms estimation [64]. The impact of this new algorithm on
quantitative accuracy of 3D-OP-OSEM reconstructed HRRT data has only been
evaluated in a limited way [77, 90]. In order to fully validate VRR against the
frequently used delayed coincidence window technique for estimating randoms,
it is of interest to compare the performance of these methods in combination
with both an iterative as well as an analytical reconstruction method, such as 3D
filtered backprojection (3D-FBP). The latter algorithm is linear and may thus
reveal bias, if any, in the VRR method itself. By comparing the performance of
VRR for both reconstruction methods it is possible to assess whether any bias
or change in bias is caused either by VRR or by nonlinearity (non-negativity)
of the iterative reconstruction method. Therefore, in the present study, the
use of VRR was not only evaluated with 3D-OP-OSEM, but also with a recent
implementation of the 3D-FBP algorithm [91], which was optimized specifically
for the HRRT.
In the recent past, Badawi et al. [92] showed that methods that reduce the
variance on randoms improved image signal-to-noise ratio (SNR). It was pointed
out that larger gains were to be expected if these techniques would be employed
on PET cameras with greater axial extent and smaller ring diameter than those
used in that study (a PET scanner with BGO crystals with a ring diameter of
102 cm and an axial extent of 10.8 cm). Badawi et al. [92] also indicated that
improvements in SNR may be obtained when using fast scintillation detectors
based on LSO instead of BGO. Since the HRRT has LSO/LYSO crystals, a
larger axial extent of 25.0 cm and a smaller ring diameter of 31.2 cm, evaluating
VRR for HRRT reconstructions for both 3D-FBP (3D-FBP was the method
used by Badawi et al. [92]) and for 3D-OP-OSEM, are of interest.
The purpose of the present study was to further evaluate the impact of VRR
on quantitative accuracy of 3D-OP-OSEM and 3D-FBP reconstructed HRRT
data using both phantoms and a human brain study, including possible effects
on the final outcome of pharmacokinetic analyses.
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5.2 Materials and methods
5.2.1 Scanner description
The commercial HRRT consists of eight panel detectors (detector heads), which
are arranged in an octagon [10]. The spatial resolution is between 2.3 and 3.2
mm full width at half maximum (FWHM) in the transaxial and between 2.5 and
3.4 mm FWHM in the axial direction. A detailed description of the scanner, its
reconstruction software and its performance is given by de Jong et al. [11].
5.2.2 Randoms estimation
The default scan mode of the HRRT is to acquire data in 64 bit list mode and to
sort them afterwards into a prompts and a randoms sinogram. Originally, ran-
doms were estimated using a delayed coincidence window technique (DW) [93].
Randoms can also be estimated by using a randoms estimation algorithm [92,94]
that reduces variance. For the HRRT, a similar but slightly different algorithm,
VRR [64], reduces variance on randoms by estimating the expected randoms (de-
layed coincidences) per crystal from the measured delayed coincidences. This
estimation is performed iteratively by finding the crystal singles rates compat-
ible with the delayed coincidence events. A more detailed description of the
VRR algorithm for the HRRT can be found elsewhere [64].
5.2.3 Phantoms and studies
Homogeneous 20 cm ∅ phantom
A homogeneous cylindrical phantom of 20 cm diameter was used for general
verification. It was filled with an 18F solution of ∼8 kBq ml−1. A list mode
emission scan of 60 min was acquired. The list mode scan was histogrammed
into 5, 10, 30, 60, 300, 1800 and 3600 s frames. Transmission scans, used for
attenuation and scatter correction purposes, were acquired after activity had
decayed to background levels (i.e. the next day after an interval of at least 14
h).
Hoffman phantom studies
A 3D anthropomorphic human brain phantom (Hoffman phantom, Data Spec-
trum, Hillsborough, NC, USA) [51] was used and filled with either an 11C solu-
tion of ∼66 kBq ml−1 for a decay/linearity study or a ∼50 kBq ml−1 18F solution
to study the effects of noise equivalent counts (NEC) [68] on reconstructed ac-
tivity concentrations for various frame durations. For both phantom studies, a
list mode emission scan of 60 min was acquired. The list mode scan was his-
togrammed into either eight 300 s frames for the 11C decay study or 5, 10, 30,
60, 300, 1800 and 3600 s frames for the 18F study with various frame durations.
In addition, the 18F study was used to generate twenty 10, 30 and 60 s replicates
(frames) and twelve 300 s replicates, which were subsequently used to generate
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mean and ‘true’ variance images in order to assess differences in bias and SNR
between reconstruction and randoms correction methods. Transmission scans,
used for attenuation and scatter correction purposes, were acquired after activ-
ity had decayed to background levels (i.e. the next day after an interval of at
least 14 h).
Clinical example
As an example of a clinical study, a dynamic human brain scan was used. A
60.5 min emission scan of a healthy volunteer was acquired in list mode, imme-
diately following the administration of 370 MBq [11C]flumazenil. This scan was
histogrammed in 17 time frames with variable frame lengths (1 × 30, 4 × 15, 4× 60, 2 × 150, 2 × 300 and 4 × 600 s). Prior to emission scanning and tracer ad-
ministration, a 6 min transmission scan was acquired (used for attenuation and
scatter correction purposes). During emission scanning continuous online arte-
rial blood sampling was performed using an automated blood sampling device
( [69]. At set times (5, 10, 15, 20, 30, 40 and 60 min after injection) contin-
uous blood sampling was interrupted briefly to collect manual blood samples,
which were used to determine whole blood and plasma activity concentrations
and metabolite fractions. After each sample, the arterial line was flushed with
heparinized, sterile and isotonic saline. These sample data were used for cali-
brating the (online) blood sampler, measuring plasma/whole blood ratios and
determining metabolite fractions [70,71]. The resulting metabolite-corrected ar-
terial plasma input function was used for kinetic analysis of the PET study, as
will be described later. In addition to the PET study, a structural T1-weighted
MRI was acquired on a 1.5 T SONATA MRI scanner (Siemens Medical Solu-
tions, Erlangen, Germany). This scan was used for coregistration and definition
of regions of interest. The study was part of a clinical protocol that had been
approved by the medical ethics committee of the VU University Medical Centre
and the subject had given written informed consent prior to inclusion.
5.2.4 Reconstructions
All phantom studies and the human brain study were reconstructed using nor-
malization and attenuation, scatter, decay and dead time corrections, which
were consistent for each study amongst all different reconstruction strategies
used. All emission scans were reconstructed using 3D-OP-OSEM [66] and 3D-
FBP either with DW or with VRR, all with consistent reconstruction settings.
3D-FBP requires a trues sinogram prior to reconstruction. This trues sinogram
was obtained by subtracting the estimated randoms (obtained by using either
DW or VRR) sinogram from the prompts sinogram prior to 3D-FBP recon-
structions. Due to the scanner geometry, gaps are present between the detector
heads. For 3D-FBP, the gaps were estimated using the constraint Fourier space
method [82]. Additional missing (oblique planes) data were estimated in the
same way as for the 3D reprojection (3DRP) algorithm [78]. To ensure suffi-
cient convergence of 3D-OP-OSEM algorithm, the 3600 s frame of the Hoffman
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Figure 5.1. Region of interest definition: (a) circular ROI in homogenous phantom, (b)
GM and WM in Hoffman phantom, (c) striatum, frontal and temporal lobe and (d) pons for
the human brain study.
brain phantom was reconstructed with various iterations. After eight iterations,
white matter (WM) regions within the reconstructed images had converged to
within 1% of the values obtained with the 3D-FBP reconstruction of the same
3600 s frame. Therefore, 8 iterations and 16 subsets were used in the remainder
of this study for all 3D-OP-OSEM reconstructions [17, 90]. All reconstruction
strategies were used in a consistent manner between the various randoms esti-
mation methods and all other corrections (e.g. attenuation, normalization and
scatter) were performed identically amongst all methods tested.
5.2.5 Parametric analysis of the human brain study
For the human brain study parametric images were generated from the recon-
structed dynamic emission frames using Logan plot analysis with plasma in-
put [72], providing volume of distribution (VT ) images. In addition, a basis
function method (BFM) of a single tissue compartment model was used [74],
providing VT and K1 images. Furthermore, reference tissue parametric analysis
was performed using Logan plot analysis with a reference tissue input func-
tion (pons) providing distribution volume ratios (DVR) [85] and with a re-
ceptor parametric mapping (RPM) method providing R1 and BPND images.
RPM [73] is a basis function implementation of the simplified reference tissue
model (SRTM) [95]. These parametric methods were applied to all reconstructed
dynamic image sets in order to assess the effects of different reconstruction stra-
tegies on accuracy of pharmacokinetic analyses of human brain studies. All
parametric images were generated using the in-house-developed software pack-
age PPET [75].
5.2.6 Data analysis
ROI definition
For the homogeneous 20 cm ∅ phantom, a circular region of interest (ROI, figure
5.1a) was positioned in the centre of the phantom, ranging over 38 planes and
staying away from the edges by at least 3 mm, having a volume of ∼0.96 l.
For the Hoffman brain phantom studies, two 3D ROIs (figure 5.1b) were
identified manually, i.e. large grey matter (GM; volume: 43.4 ml) and WM
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(volume: 37.2 ml) regions, to study bias in GM, WM and the contrast between
GM and WM.
For the human brain study, ROIs were defined manually using a coregis-
tered structural MRI scan for the following structures (figures 5.1c and 5.1d):
pons (volume: 0.62 ml), striatum (volume: 0.28 ml), frontal lobe (volume: 1.85
ml) and temporal lobe (volume: 1.76 ml). Coregistration of the MRI scan
was performed using the software package VINCI, which was kindly provided
by the Max Planck Institute for Neurological Research (Cologne, Germany,
http://www.mpifnf.de/vinci). All ROIs were drawn by hand using DIS-
PLAY software (Montreal Neurological Institute, Montreal, Canada, http://
www.bic.mni.mcgill.ca/software/Display/Display.html). ROIs were then
projected onto the parametric images to derive regional average kinetic param-
eters.
Assessment of quantitative accuracy
In order to study the effects of VRR on quantitative accuracy of HRRT images,
reconstructed activity concentrations using 3D-FBP and 3D-OP-OSEM with
both DW and VRR were compared.
The reconstructed activity concentration of the homogeneous 20 cm ∅ phan-
tom was normalized to the true activity concentration (well counter). The co-
efficient of variation (COV, expressed in %) was calculated as the ratio of the
standard deviation (SD) of pixel values of the reconstructed activity concen-
tration within a ROI to the ‘true’ average activity concentration. The ‘true’
activity concentration was derived by measuring three 0.5 ml samples in a cali-
brated well counter.
The reconstructed activity concentration of the Hoffman phantom was nor-
malized to the measured activity concentration per region obtained by recon-
structing a 3D-FBP frame with the highest NEC rate. This procedure was fol-
lowed because the slaps inside the Hoffman phantom have a size similar to the
scanner resolution, creating plane-wise partial volume effects in some regions.
Consequently, normalization to true activity concentration was not accurate.
For the replicates study regional average values in GM and WM regions were
derived from the mean images to assess accuracy (or bias) and from the variance
images to assess precision (COV).
For the human brain study ‘true’ kinetic parameters are not known. There-
fore data were normalized to 3D-FBP+VRR, as phantom data showed most
accurate results using this reconstruction method. Consequently, only rela-
tive differences in kinetic parameters with respect to those obtained with 3D-
FBP+VRR can be evaluated.
5.2.7 Simulations
A simulation study was performed to further assess the effects of using 3D-FBP
and 3D-OP-OSEM either with DW or VRR on pharmacokinetic analyses of
dynamic [11C]flumazenil PET studies. First, a noiseless [11C]flumazenil TAC
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was generated using the measured plasma input curve (see subsection 5.2.3),
and assuming VT = 7.0 and K1 = 0.35 min−1. Second, 16,384 (128 × 128)
noisy TACs were generated, applying biases and noise levels as seen in the GM
region of the replicates Hoffman brain phantom study (see results in subsection
5.3.2). As, in this replicates study, 3D-FBP showed an approximately two-fold
higher noise level than 3D-OP-OSEM, an 18% noise level was applied to 3D-FBP
simulations and a 9% noise level to 3D-OP-OSEM simulations. The temporal
distribution of noise was derived from the number of observed counts per frame
and the frame duration, as described in Yaqub et al. [96]. The percentage noise
is specified as the average COV over all frames from 3 to 60 min post-injection
(i.e. excluding background frames and the early peak). Note, however, that
noise was applied to all frames. Moreover, a frame (NEC) dependent bias was
applied to TACs based on biases observed with the Hoffman brain phantom
replicate study. The latter was performed for biases seen per reconstruction
method. Finally, all simulated TACs were fitted using Logan plot analysis with
plasma input (providing VT ), a plasma input single tissue compartment model
BFM (also providing VT ) and RPM using a simulated pons TAC as a reference
input (providing BPND). The pons TAC was simulated assuming a VT of
1.0. Bias and noise were applied to the pons TAC based on the results of the
replicate study for the WM region (i.e. a region with low counts and activity
concentration similar to the pons). Bias was assessed by comparing observed
VT and BPND values with corresponding simulated values.
5.3 Results
5.3.1 Homogeneous 20 cm ∅ phantom: varying NEC by
varying frame durations
3D-OP-OSEM+DW showed large bias in reconstructed activity concentrations,
amounting to 18–29% for short frame durations (5–60 s) or low NEC (figure 5.2).
The use of VRR decreased this effect to 1–6% and improved SD by 5–8% at
the cost of a slightly poorer COV (from 200–500% with DW to 210–550% with
VRR). 3D-FBP showed almost no bias (<1%) for all NEC or frame durations
tested (5–3600 s), but very high COV (up to 460–1540% for short (5–60 s)
frames). For 3D-FBP, the use of VRR hardly showed differences in activity
concentration (within 1%), although both COV (from 460–1540 to 430–1460%
for short (5–60 s) frames) and SD (with 10% for short (5–60 s) frames) improved.
5.3.2 Hoffman phantom studies
Varying NEC by varying frame durations
In figure 5.3, results obtained for the anthropomorphic brain phantom are
shown. This figure illustrates that the performance of OP-OSEM reconstruc-
tions depends on NEC (i.e. on the frame length). 3D-OP-OSEM with VRR
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Figure 5.2. Homogeneous phantom: (a) reconstructed activity concentration over true
activity concentration for various reconstruction methods at different NEC (frame durations
of 5–3600 s) and corresponding (b) SD and (c) COV. Note that 3D-FBP+DW and 3D-
FBP+VRR overlap in (a) and that the 3600 s frame point has been omitted for clarity
reasons.
showed less bias in WM activity concentration than with DW (bias in 5 s frame
improved from +40 to +28%). However, it showed an increase of bias in GM
activity concentration (from -9 to -14% in 5 s frame). Moreover, it still showed
differences in the activity concentration distribution as a function of NEC with
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Figure 5.3. Hoffman phantom: reconstructed over true activity concentration for various
reconstruction methods at different NEC (frame durations of 5 to 3600 s with randoms frac-
tion of 17.7 to 15.6%, respectively) for the (a) GM, (b) WM and (c) GM to WM contrast
ratio.
an 88% change in the GM to WM contrast ratio between long and short dura-
tion frames. In all cases, 3D-FBP provided more accurate results independent
of underlying noise level (with a maximum deviation of 22% of the observed
GM to WM contrast ratio relative to the expected GM to WM contrast ratio).
Again, for 3D-FBP, only minor differences (<3%) were observed between VRR
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and DW.
11C-decay study
Figure 5.4 shows results obtained from the 11C-decay study (300 s frames).
Whilst GM shows trends similar to those seen in figure 5.3, there is little im-
provement in WM bias with increasing NEC for 3D-OP-OSEM+VRR. The GM
to WM contrast ratio was, in this case, more constant for 3D-OP-OSEM+DW
(within 34%). 3D-FBP provided accurate activity concentrations (within 2%)
for high NEC, but showed a small increase in noise when NEC decreased. How-
ever, the GM to WM contrast ratio was more constant (within 16%) as a func-
tion of NEC than for OP-OSEM+VRR (within 54%).
Replicates study
Figure 5.5 shows mean and variance images (axial slice) obtained using the
various methods. In figure 5.6 bias and COV values are presented. From this
figure it can be seen that 3D-FBP had a two- to three-fold poorer SNR and that
3D-OP-OSEM showed considerable NEC-dependent bias in low count (WM)
regions. This bias was somewhat reduced by using VRR instead of DW.
5.3.3 Clinical example
The first 1000 s of the striatum TACs of the human [11C]flumazenil brain study
are shown in figure 5.7. Only data for striatum are shown, as other regions
showed similar results. TACs showed similar trends as those seen in the phan-
tom studies. Results from several parametric analyses, as applied to the human
[11C]flumazenil brain study, are shown in figure 5.8. All results are normalized
to 3D-FBP+VRR and only data for striatum are shown, as other regions again
showed similar results, except that amplitudes of over and underestimations
were less for those structures. In general, 3D-OP-OSEM+DW performed sim-
ilarly to 3D-OP-OSEM+VRR, except for the reference tissue methods, where
VRR was more accurate than DW. Nevertheless, both showed considerable bias
(up to 64%) compared with 3D-FBP+VRR for some of the kinetic parameters
(i.e. BPND and R1). 3D-FBP+DW showed similar results as 3D-FBP+VRR
(within 5%), except for R1 of striatum, which showed an overestimation of 16%.
5.3.4 Simulation study
Figure 5.9 shows results for the pharmacokinetic simulation study (with a noise
level of 18% for 3D-FBP, 9% for 3D-OP-OSEM). From this figure it can be
deduced that 3D-FBP provides an approximate two-fold poorer precision, i.e. a
two-fold higher SD than that seen with 3D-OP-OSEM reconstructions. Using
Logan plot analysis a small positive bias in VT of about 5% was seen for all
reconstruction methods, which can be explained by the presence of a small
blood volume fraction (5%) that is not taken into account by this method.
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Figure 5.4. Hoffman phantom: Hoffman phantom: reconstructed over true activity con-
centration for various reconstruction methods at different NEC (decaying 11C-activity with
a fixed frame duration of 300 s with randoms fraction from 13.6 to 63.8% with decreasing
NEC) for the (a) GM, (b) WM and (c) GM to WM contrast ratio.
When using BFM, a minor negative biases in VT was seen for all methods,
e.g. an underestimation of only 2.2% in the case of 3D-OP-OSEM+VRR. In
the case of the reference tissue model, however, substantial negative biases in
BPND of -16% and -14% were for 3D-OP-OSEM simulations with DW and
VRR, respectively. 3D-OP-OSEM+VRR provided somewhat smaller negative
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Figure 5.5. Hoffman phantom replicates study: mean and SD images of the 10 s replicates
for various reconstructions methods.
Figure 5.6. Hoffman phantom replicates study: reconstructed over true activity concentra-
tion for various reconstruction methods at different NEC (frame durations of 10, 30, 60 and
300 s) for (a) GM and (b) WM with corresponding COV (in %) for (c) GM and (d) WM.
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Figure 5.7. Human [11C]flumazenil brain study: reconstructed activities (first 1000 s) of
the striatum region for various reconstructions methods. Note that 3D-FBP+DW and 3D-
FBP+VRR overlap.
Figure 5.8. Human [11C]flumazenil brain study: ratios of parametric data for a striatum
region from different reconstructions normalized to corresponding 3D-FBP+VRR results.
bias than 3D-OP-OSEM+DW, while 3D-FBP simulations did not show any bias
at all.
5.4 Discussion
In this study, the effects of variance reduction on randoms (VVR) on quanti-
tative accuracy of 3D-FBP and 3D-OP-OSEM reconstructed HRRT data were
investigated.
3D-OP-OSEM+VRR performed better than 3D-OP-OSEM+DW. This was
true for both phantom studies and the human brain example. In compari-
son with 3D-FBP, however, 3D-OP-OSEM+VRR still resulted in both positive
(WM) and slightly increased negative (GM) biases in reconstructed activity
concentrations, depending on the actual level of noise. These biases were seen
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Figure 5.9. Ratio of fitted to ‘true’ (simulated) kinetic parameters (with 18% noise level for
3D-FBP and 9% noise level for 3D-OP-OSEM) for VT obtained using Logan with plasma
input, VT obtained using plasma input BFM and BPND obtained using RPM with pons as
a reference tissue input. Error bars indicate SD.
in most phantom studies and were confirmed by the Hoffman brain phantom
replicates study. In addition, there was still bias in the extracted TACs and
some of the parameters derived from kinetic analyses. Clinical data revealed a
potential negative bias in BPND using reference-tissue-based kinetic modelling
in the case of 3D-OP-OSEM reconstructions. This negative bias probably is
due to the positive bias seen in low count regions (such as WM). As the pons
is used as a reference region for RPM analysis of [11C]flumazenil studies, a pos-
itive bias in the pons TAC may have caused the negative bias in BPND. The
outcome of the simulation study confirmed this hypothesis, i.e. 3D-OP-OSEM
reconstructions may potentially provide a negative bias in BPND values. The
use of VRR during 3D-OP-OSEM reconstructions reduced this bias to some
extent. No significant differences between VRR and DW were observed for 3D-
FBP in the case of the phantom studies and the human brain example, except
that VRR slightly improved COV in the homogeneous 20 cm ∅ phantom study.
In the same phantom study, COV did not improve when applying VRR to 3D-
OP-OSEM reconstructions. However, COV is sensitive to high positive bias due
to an increasing observed mean activity concentration. SD values did improve
(6–10%) for both reconstruction algorithms when applying VRR. In addition,
the ‘true’ COV improved (2.9–3.9% for GM, 7.3–7.5% for WM) in the Hoffman
brain phantom replicates study. These results are consistent with the findings
by Badawi et al. [92], where an improvement in SNR was found ranging from
-5 to -15%.
Comtat et al. [17] showed that the use of smoothed delayed coincidences
prior to 3D-ANW-OSEM did not provide reduction in bias. Both 3D-ANW-
OSEM and 3D-FBP require precorrected sinograms before reconstruction. In
the present study, a reduction of COV was shown when using calculated delayed
coincidences (with VRR) prior to 3D-FBP. Unfortunately, the over- and under-
estimations in 3D-FBP at low NEC rates were not removed by precorrecting
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the data using randoms obtained with VRR. However, in the decay study a
reduction in bias was observed for 3D-ANW-OSEM (data not shown), where a
maximum deviation of the observed GM to WM contrast ratio relative to the
expected GM to WM contrast ratio between low and high NEC rates improved
from 44 to 19% when using VRR prior to 3D attenuation and normalization
weighted OSEM (3D-ANW-OSEM). This corresponds to the results found by
Hogg et al. [97], who reported that reconstruction methods benefited from the
use of calculated (e.g. VRR) rather than measured (e.g. DW) delayed coinci-
dences.
5.5 Conclusion
3D-OP-OSEM reconstructions with or without the ‘variance reduction on ran-
doms’ method may suffer from bias in low count regions with subsequent bias
in some pharmacokinetic parameters. Clearly, more work is needed to further
improve the accuracy of iterative reconstruction strategies for the HRRT. The
use of the ‘variance reduction on randoms’ method did, however, improve the
accuracy of iterative and precision of analytical reconstruction algorithms and
is therefore recommended for (clinical) dynamic studies on the HRRT.
94


6
Image derived input functions for
dynamic High Resolution Research
Tomograph PET brain studies
Jurgen E. M. Mourik, Floris H. P. van Velden, Mark Lubberink, Reina W. Kloet, Bart N. M.
van Berckel, Adriaan A. Lammertsma, and Ronald Boellaard
Published in:
NeuroImage 43 (2008), pp. 676-686
Chapter 6. Image derived input functions for dynamic HRRT PET brain studies
Abstract
The High Resolution Research Tomograph (HRRT) is a dedicated human brain
positron emission tomography (PET) scanner. The aim of the present study was
to validate the use of image derived input functions (IDIF) as an alternative for
arterial sampling for HRRT human brain studies. To this end, IDIFs were
extracted from 3D ordinary Poisson ordered subsets expectation maximization
(OP-OSEM) and reconstruction based partial volume corrected (PVC) OP-
OSEM images.
IDIFs, either derived directly from regions of interest or further calibrated us-
ing manual samples taken during scans, were evaluated for dynamic [11C]fluma-
zenil data (n = 6). Results obtained with IDIFs were compared with those ob-
tained using blood sampler input functions (BSIF). These comparisons included
areas under the curve (AUC) for peak (0–3.3 min) and tail (3.3–55.0 min). In
addition, slope, intercept and Pearson’s correlation coefficient of tracer kinetic
analysis results based on IDIF and BSIF were calculated for each subject.
Good peak AUC ratios (0.83 ± 0.21) between IDIF and BSIF were found for
calibrated IDIFs extracted from OP-OSEM images. This combination of IDIFs
and images also provided good slope values (1.07 ± 0.11). Improved resolution,
as obtained with PVC OP-OSEM, changed AUC ratios to 1.14 ± 0.35 and, for
tracer kinetic analysis, slopes changed to 0.95 ± 0.13. For all reconstructions,
non-calibrated IDIFs gave poorer results (>61 ± 34% higher slopes) compared
with calibrated IDIFs.
The results of this study indicate that the use of IDIFs, extracted from OP-
OSEM or PVC OP-OSEM images, is feasible for dynamic HRRT data, thereby
obviating the need for online arterial sampling.
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6.1 Introduction
The ECAT High Resolution Research Tomograph (HRRT, CTI/Siemens, Knox-
ville, TN, USA) is a dedicated human brain positron emission tomography
(PET) scanner. It is the first commercially available scanner that uses a double
layer of LSO/LYSO crystals thereby enabling the use of depth-of-interaction
information. The spatial resolution of the HRRT is between 2.3 and 3.4 mm
full width at half maximum (FWHM), which is higher than that of standard
whole-body PET scanners, such as the ECAT EXACT HR+ (CTI/Siemens,
Knoxville, TN, USA) scanner (4.1 to 7.8 mm FWHM in 3D mode; [6]). High
spatial resolution combined with high sensitivity [10, 11] makes the HRRT an
ideal scanner for human brain studies.
In general, PET is used to study tissue function in vivo by imaging and
measuring regional concentrations of tracers labelled with positron emitters.
Following these measurements, a tracer kinetic model is needed to derive the
specific tissue function under study. Tracer kinetic modelling also requires mea-
surements of the time course of the tracer in plasma, unless a reference tis-
sue [95,98] can be found in which non-specific tracer uptake is identical to that
in the tissue of interest. To date, continuous or frequent arterial sampling is
considered to be the gold standard for obtaining the arterial input function.
In a previous study [99] it was shown that, for the HR+ scanner, image
derived input functions (IDIF) might be an accurate alternative for arterial
blood sampling. For the HRRT, [100] have shown that, in cats, an accurate
IDIF can be obtained using a manually defined mask over the right ventricle.
Clearly, this cannot be extended to human brain studies, as the heart is not in
the field-of-view. The purpose of the present study was therefore to validate the
use of IDIFs as an alternative for arterial sampling in human brain studies on
the HRRT.
6.2 Materials and methods
6.2.1 Phantom studies
To extract IDIF, an ordered subsets expectation maximization (OSEM) recon-
struction algorithm without and with recovery correction was used. In order to
determine optimal reconstruction settings for this algorithm, phantom studies
were performed.
First, a 3D anthropomorphic human brain phantom (Hoffman phantom,
Data Spectrum, Hillsborough, NC, USA; [51]) was filled with a solution of ∼50
kBq/ml 18F and scanned for 60 min on the HRRT. This phantom represents
the activity concentration distribution in later frames (20 min and later) of a
dynamic [11C]flumazenil scan. Note, however, that the grey to white matter
contrast (4:1) with the Hoffman phantom is smaller than that generally seen in
patients (∼ 7:1). Data were histogrammed in a 1 h frame and reconstructed with
various numbers of iterations (8–18). To obtain optimal reconstruction settings
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of the partial volume corrected (PVC) 3D ordinary Poisson (OP) OSEM recon-
struction [17, 101] for the anthropomorphic brain phantom study the average
activity concentrations in large grey and white matter ROIs were investigated
as function of number of iterations. Convergence was assessed by comparing
white matter activity concentration seen in PVC OP-OSEM with those ob-
tained using the default OP-OSEM reconstructions. The white matter ROI was
chosen because cold spot recovery shows slower convergence than regions with
higher uptake.
Second, an additional phantom study was performed to determine the recov-
ery of the PVC OP-OSEM reconstruction as function of number of iterations.
To this end, a 20 cm ∅ cylindrical phantom with six hot spheres of varying inter-
nal diameters (4.0, 5.0, 6.2, 7.9, 12.4 and 15.4 mm) was scanned for 90 min on
the HRRT. The cylindrical phantom was filled with a solution of ∼5 kBq/ml and
the spheres with ∼380 kBq/ml 18F. These concentrations were similar to those
seen in and near carotid arteries, in early frames of dynamic [11C]flumazenil
scans. For the hot spot recovery phantom, activity concentrations in the hot
spheres were determined using the four hottest pixels in two adjacent planes of
each sphere. Next, recovery was calculated as measured divided by true activity
concentration, the latter as obtained with a well counter cross-calibrated against
the HRRT.
6.2.2 Clinical scan procedure
[11C]flumazenil data of six healthy volunteers with age ranging from 21 to 85
years (55 ± 23) were included. The study was approved by the medical ethics
committee of VU University Medical Center and all subjects gave written in-
formed consent prior to inclusion.
Dynamic scans were acquired on the HRRT. Before tracer administration, a
6 min transmission scan was acquired for scatter and attenuation correction pur-
poses using a 740 MBq 2D fan-collimated 137Cs (single photon emitter) moving
point source [59]. Acquisition of a dynamic 64 bit list-mode emission scan with
a duration of 60.5 min was started 30 s before an intravenous bolus injection
of 353 ± 43 (mean ± SD) MBq [11C]flumazenil using an injector (Medrad Inc.,
Indianola, MS, USA). After acquisition, scans were histogrammed in 22 time
frames with variable frame lengths (1×30, 1×10, 7×5, 1×15, 4×60, 2×150, 2×300
and 4×600 s), with the first frame (30 s) being a background frame. During
the entire emission scan the arterial whole blood curve was measured using a
continuous flow-through automatic blood sampling device [69]. At set times
(5, 10, 15, 20, 30, 40 and 60 min after injection), continuous withdrawal was
interrupted briefly for the collection of manual samples and, after each sample
(except the first), the arterial line was flushed with heparinised saline. Flush-
ing was performed as fast as possible and the blood sampler input curve was
corrected for the effect of flushes before using it. These manual samples were
used for calibrating the (online) blood sampler, for measuring plasma to whole
blood ratios, and for determining plasma metabolite fractions.
Finally, for each subject, a structural T1-weighted MRI scan was acquired
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Figure 6.1. Example of one plane for the axial, coronal and sagittal direction of a pseudo
blood volume image, consisting of a summed image of frames 3 till 5. The carotid arteries
are clearly visible.
on a SONATA 1.5 Tesla MRI scanner (Siemens Medical Solutions, Erlangen,
Germany), which had a voxel size of 0.98×0.98×1.49 mm3. PET and MRI scans
were acquired within the same week.
6.2.3 Reconstruction settings
All clinical PET data were normalised, corrected for attenuation, random co-
incidences (VRR algorithm; [64]), scattered radiation, dead time and decay,
and reconstructed using the OP-OSEM reconstruction algorithm with 8 itera-
tions and 16 subsets. In addition, after reconstruction, OP-OSEM images were
smoothed with a 6 mm Gaussian kernel (OP-OSEM 6 mm) to approximate
the spatial resolution of the HR+ scanner in order to allow comparison with a
previous study [99].
To correct for partial volume a reconstruction based PVC algorithm [99,101]
was used. The point spread function (PSF) for the PVC OP-OSEM reconstruc-
tion was defined as PSF = G1 + 0.05 × G2, where G1 represents a Gaussian
function with a FWHM of 2.1 mm and G2 with a FWHM of 5.9 mm [101].
PVC OP-OSEM images were reconstructed using various numbers of iter-
ations (8, 10, 12, 14, 16 and 18) and the default number of 16 subsets. The
optimal number of iterations was investigated using both phantom and clini-
cal studies as described above. Data were reconstructed using PVC OP-OSEM
(with optimal number of iterations) and the standard OP-OSEM. All recon-
structed images consisted of 207 planes of 256×256 voxels with a voxel size of
1.22×1.22×1.22 mm3.
6.2.4 Extraction of image derived whole blood time activ-
ity curves
Regions of interests (ROIs) for extracting image derived whole blood time activ-
ity curves (TAC) were defined on 16 successive planes, starting 3 planes below
the circle of Willis. This volume corresponds to the position of the carotid ar-
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teries (figure 6.1) outside the skull to avoid spill-in of activity from the brain.
ROIs were defined (semi)-automatically on pseudo blood volume images, de-
rived from the summation of very early time frames of the OP-OSEM 6 mm
images (frames ranging from 30 to 75 s post injection), using the four hottest
pixels per plane method [99].
Once ROIs were defined, they were projected onto all frames of the OP-
OSEM, OP-OSEM 6 mm and PVC OP-OSEM dynamic scans. Whole blood
TACs were generated as the time sequence of average ROI values. ROI definition
and whole blood TAC extraction were all performed using dedicated in-house
developed software within Matlab 7.1 (The Mathworks, Natick, MA, USA).
6.2.5 Corrections and Calibration
Blood sampler whole blood curves were corrected for delay and calibrated using
the manual samples. Delay of the online measured input function was obtained
by fitting a plasma input single tissue compartment model including a blood
volume fraction to the total grey matter time activity curve. In this way, delay
values are not affected by dispersion of the input function because the blood
volume fraction parameter accounts for dispersion as well. Image derived whole
blood TACs were used both without and with calibration to the manual samples.
Calibration was performed using a multi-exponential function that is first fitted
through the IDIF from 1000 to 3600 s. Next this function is multiplied with a
‘calibration factor’ such that it fits through the manual sample data using resid-
ual squared error as optimization parameters. The ‘calibration factor’ is then
applied to the IDIF. In this way statistical errors in the IDIF at corresponding
manual blood sample withdrawal times are avoided. Both blood sampler whole
blood curves and image derived whole blood TACs were corrected for plasma
to whole blood ratios and metabolites. Metabolite correction was performed by
multiplying the plasma curve with a Hill-type function, obtained from a fit to
the measured parent fraction, resulting in blood sampler input functions (BSIF)
and image derived input functions (IDIF). This Hill-type function is given by
P (t) = αtβ
tβ+γ where P (t) is the metabolite fraction in plasma as function of time
t, and α, β and γ are fit parameters [71,102].
6.2.6 Analysis of clinical data
For each BSIF and various corresponding IDIFs, areas under the curve (AUC)
for peak (0–3.3 min) and tail (3.3–55.0 min) were calculated. In addition, peak-
to-tail ratios (peak AUC ratio / tail AUC ratio) were calculated. Furthermore,
for each input function (BSIF and IDIFs), parametric volume of distribution
(VT ) images were derived using Logan analysis [72]. Finally, VT and K1 images
were generated using a basis function method (BFM) [73,74] based on the single
tissue compartment model. All parametric images were generated using the in-
house developed software package PPET [75].
Using the software package DISPLAY (Montreal Neurological Institute, http:
//www.bic.mni.mcgill.ca/software/Display/Display.html), a total of fif-
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teen ROIs were drawn manually on the individually co-registered T1-weighted
MRI image in anatomical areas with varying levels of [11C]flumazenil uptake
(frontal, temporal, occipital and parietal cortex, thalamus, caudate, putamen,
and pons). Co-registration of the MRI scan was performed using the software
package VINCI (Max Planck Institute for Neurological Research, Cologne, Ger-
many, http://www.mpifnf.de/vinci/). ROIs were projected onto Logan VT ,
and BFM VT and K1 images. Mean Logan VT , and BFM VT and K1 for all
individual anatomical regions were calculated for both BSIF and IDIFs. Mean
parametric values (VT or K1) of BSIF were plotted against corresponding IDIF
values. Furthermore, slope, intercept and squared Pearson’s correlation coeffi-
cient (R2) between IDIF and BSIF were calculated for each subject.
6.2.7 Effect of ROI size
A cluster of four pixels showing the highest pixel values, which will be referred
to as the ‘four hottest pixels per plane’ method, was chosen because it provided
the most accurate results for the HR+ [99]. Because of differences in resolution
between HR+ and HRRT, however, it is by no means certain that this approach
is also optimal for the HRRT. Therefore, the effect of including more or less
pixels was evaluated by generating image derived whole blood TACs using the
two and six hottest pixels per plane method. All other conditions (e.g. number
of planes) were kept the same and the same analysis was performed as for the
four hottest pixels per plane method.
6.3 Results
6.3.1 Reconstruction settings
White matter regions in PVC OP-OSEM phantom images, reconstructed using
16 iterations, converged to within 1% of corresponding regions in standard OP-
OSEM images using 8 iterations. This suggests that, for PVC OP-OSEM, at
least 16 iterations are necessary to reach comparable convergence. Differences
in peak AUC for clinical [11C]flumazenil data between various iterations of PVC
OP-OSEM reconstruction were small (< 5%; figure 6.2a). However, differences
in tail AUCs between BSIF and IDIFs (not calibrated) were much larger, ranging
from 6% for 8 iterations to 21% for 18 iterations (figure 6.2b). Again, stability
was reached when using 16 or more iterations.
Results of the recovery experiment, measurement using the cylindrical phan-
tom with 6 hot spheres, are shown in figure 6.3. For PVC OP-OSEM, recovery
of the 5.0, 6.2 and 7.9 mm hot spheres was on average 1.03 ± 0.01. Recovery of
the same spheres using OP-OSEM was much lower (0.80 ± 0.15). Recovery was
underestimated for the 4.0 mm hot sphere (OP-OSEM: 0.42; PVC OP-OSEM:
0.74) and overestimated for the 12.4 and 15.4 mm hot spheres (1.25 ± 0.05 for
both reconstruction methods).
Based on these results and the fact that computational time increases with
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Figure 6.2. AUCs of (a) peaks and (b) tails of BSIF and non-calibrated IDIFs extracted
from OP-OSEM, OP-OSEM 6 mm and PVC OP-OSEM reconstructed images. The latter
were reconstructed using different numbers of iterations. Error bars represent SD values.
increasing number of iterations, in the remainder of this study only PVC OP-
OSEM reconstructions with 16 iterations and 16 subsets were used.
6.3.2 Calibration
A representative example of a BSIF, together with corresponding non-calibrated
and calibrated IDIFs, extracted from OP-OSEM, OP-OSEM 6 mm and PVC
OP-OSEM reconstructed images, is shown in figure 6.4. For all subjects, the
peak of an IDIF curve was reached slightly earlier and was much sharper than
that of the corresponding BSIF. As can be seen in figure 6.4a, however, compa-
rable or lower peaks and lower tails were found for non-calibrated IDIFs than for
BSIF. In contrast, peaks of calibrated OP-OSEM and PVC OP-OSEM IDIFs
were much higher than that of BSIF, whilst, as expected, tails were very similar
(figure 6.4b).
Mean (± SD) AUC ratios between IDIFs and BSIF are given in figure 6.5a.
Low peak and tail AUC ratios (figure 6.5a, left side) were found for non-
calibrated IDIFs extracted from OP-OSEM (peak: 0.44 ± 0.19; tail: 0.57 ± 0.22)
and OP-OSEM 6 mm (peak: 0.26 ± 0.15; tail: 0.51 ± 0.21). Better peak (0.64 ±
0.27) and tail (0.62 ± 0.21) AUC ratios were found using non-calibrated PVC-
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Figure 6.3. Recovery (measured / true activity) measured for hot spheres of different sizes.
Spheres were reconstructed using OP-OSEM (grey line) and PVC OP-OSEM (dark line).
Black triangle represents recovery of 4.0 mm sphere when only one rather than two planes
were used to calculate recovery.
OSEM IDIFs. AUC ratios improved for all reconstruction methods when IDIFs
were calibrated using the manual samples (figure 6.5a, right side). Peak AUC,
however, was still underestimated substantially when using IDIFs extracted
from OP-OSEM and OP-OSEM 6 mm reconstructed images. The opposite was
true for IDIFs extracted from PVC OP-OSEM reconstructed images. Here,
peak AUC was 5 ± 38% higher than those of BSIF. By definition, tail AUC
ratios were close to one for all reconstruction methods when calibration was
applied.
To detect outliers, peak-to-tail ratio analysis was used [99]. One subject
had a conspicuously low peak-to-tail ratio (OP-OSEM: 0.46) compared with
the other 5 subjects (OP-OSEM: 0.82 ± 0.18). In addition, in contrast to the
other subjects, in this subject peak AUC was lower for IDIF than for BSIF,
indicating problems with this particular IDIF. This may be explained by the
fact that, for this subject, one of the carotid arteries was not fully visible in
the reconstructed images, possibly prohibiting accurate IDIF definition. Peak
and tail AUC ratios without this particular subject are shown in figure 6.5b.
Especially peak AUC of IDIFs extracted from OP-OSEM improved (from 0.77± 0.25 to 0.83 ± 0.21). Therefore, data from this subject were excluded from all
further analyses.
6.3.3 Data analysis
Correlations between BSIF and IDIF (non-calibrated and calibrated) derived
Logan VT values are shown in figure 6.6. Mean slope, intercept and R2 of linear
regression analyses between IDIF and BSIF for Logan derived VT , and BFM
derived VT and K1 over the remaining five subjects are shown in figure 6.7. As
can be seen from figure 6.6, for all reconstruction methods, best correlations
between BSIF and IDIFs were found for calibrated IDIFs (figures 6.6b, 6.6d
and 6.6f). Nearly perfect R2 values were obtained for Logan derived VT , and
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Figure 6.4. Representative example of a whole blood BSIF and corresponding (a) non-
calibrated and (b) calibrated IDIFs extracted from OP-OSEM, OP-OSEM 6 mm and PVC
OP-OSEM.
BFM derived VT and K1 irrespective of reconstruction method. Slopes between
BSIF and non-calibrated IDIFs, however, were in general much higher than one,
with best results for PVC OP-OSEM (figures 6.7a, 6.7c and 6.7e). In general,
best slope and intercept values were found between BSIF and calibrated IDIFs
extracted from standard OP-OSEM images for Logan VT , BFM VT and K1
(figures 6.7b, 6.7d and 6.7f).
6.3.4 Effect of ROI size
For the standard ROIs with the four hottest pixels per plane results for cali-
brated IDIFs were superior to those from non-calibrated IDIFs. Similar results
were seen for the other ROI sizes and therefore, for assessing other ROI sizes,
only calibrated IDIFs were used.
Peak and tail AUC ratios between IDIF extracted using different hottest
pixels per plane and BSIF are shown in figures 6.8a and 6.8b, respectively.
For OP-OSEM, only small differences (< 3%) in peak AUC ratios between the
various ROI methods were found. For PVC OP-OSEM, the best peak AUC
ratios were found using the six hottest pixels per plane method, but they were
still significantly higher than one (figure 6.8a). As shown in figure 6.8b, the
use of different numbers of hottest pixels resulted in only small differences (<
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Figure 6.5. Peak and tail AUC ratios between non-calibrated (left panels) and calibrated
(right panels) IDIFs extracted from OP-OSEM, OP-OSEM 6 mm and PVC OP-OSEM re-
constructed images and BSIF for (a) all subjects and (b) excluding one outlier. Error bars
represent SD values.
4%) in tail AUC ratios for all reconstructions. Slope and intercept values of
the linear regression lines between BSIF and IDIFs for Logan derived VT , and
BFM derived VT and K1 are shown in figures 6.9a, 6.9b and 6.9c, respectively.
For Logan derived VT , best slope and intercept values were found for the six
hottest pixels per plane in combination with PVC OP-OSEM reconstructions
(slope: 0.99 ± 0.11; intercept: 0.01 ± 0.02). No differences in R2 between ROI
size and reconstructions were found (data not shown). For BFM derived VT
and K1, best slope values were found using either the four or six hottest pixels
per plane in combination with OP-OSEM (figures 6.9b and 6.9c). In general,
for BFM derived VT and K1, lower slope values were found when using PVC
OP-OSEM (figures 6.9b and 6.9c).
6.4 Discussion
6.4.1 Reconstruction settings
In the present study, OP-OSEM images were reconstructed using 8 iterations
and 16 subsets. This number of iterations is consistent with the study of Johans-
son et al. [90] where brain regions were said to have converged sufficiently after
3 to 11 iterations. Van Velden et al. [103] recently showed that for OP-OSEM 8
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Figure 6.6. Correlation between Logan derived VT values from BSIF and (a, c, e) non-
calibrated and (b, d, f) calibrated IDIFs, extracted from (a, b) OP-OSEM, (c, d) OP-
OSEM 6 mm, and (e, f) PVC OP-OSEM reconstructed images. Dashed lines represent lines
of identity. Every symbol represents a single subject with multiple anatomical regions per
subject.
iterations were sufficient to obtain accurate grey and white matter convergence.
For PVC OP-OSEM, the phantom study showed that at least 16 iterations
were necessary to gain comparable convergence as for standard OP-OSEM re-
constructions with 8 iterations. For clinical data (figure 6.2a), differences in
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Figure 6.7. Mean slope, intercept and R2 for linear regression between BSIF and (a, c,
e) non-calibrated and (b, d, f) calibrated IDIF results for (A, B) Logan derived VT , (c, d)
BFM derived VT , and (e, f) BFM derived K1. Error bars represents SD values.
Figure 6.8. AUC ratios between calibrated IDIFs, extracted from OP-OSEM 6 mm, OP-
OSEM and PVC OP-OSEM using different hottest pixels per plane methods, and BSIF for
(a) peak and (b) tail. Error bars represents SD values.
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Figure 6.9. Mean slope and intercept of linear regression between BSIF and calibrated IDIFs
based (a) Logan derived VT , (b) BFM derived VT , and (c) BFM derived K1 values. IDIFs
were extracted using the two, four and six hottest pixels per plane (hppp) ROI method from
OP-OSEM (filled bars) and PVC OP-OSEM (dashed bars). Error bars represents SD values.
peak AUC between different numbers of iterations were small (< 5%). However,
it appears that a stable situation was reached at 16 iterations. Conversely, dif-
ferences in tail AUC for the different iterations were rather large (up to 21%)
and again a stable situation was reached at iteration 16. Based on the phantom
study and the AUC analysis, the optimal number of iterations for PVC OP-
OSEM reconstructions was set to 16. This is consistent with a previous HR+
study [99] where PVC-OSEM converged two times slower than plain OSEM and
corresponds to the findings of Sureau et al. [101].
The recovery phantom study showed that for PVC OP-OSEM using 16 itera-
tions, very good recovery was obtained for the 5.0, 6.2 and 7.9 mm spheres (1.03± 0.01). However, for the other spheres, recovery was either underestimated (4.0
mm sphere) or overestimated (12.4 and 15.4 mm spheres). A comparable overes-
timation of recovery of the largest two spheres was found when using OP-OSEM
reconstructions. This indicates that the correction for partial volume effects, be-
ing an integral part of PVC OP-OSEM, had no or only a small effect on large
objects (> 10 mm). The observed overestimation of recovery could be expected
as a result of noise, especially in large objects, as shown previously [104]. In
that study it was observed that for larger objects use of maximum pixel value
(or similarly for the four hottest ones) resulted in an upward bias. For larger
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objects there is an increasing chance for selecting values which are at the up-
ward ‘edges’ of the (normal) noise distribution explaining the upward bias. This
was previously observed using both simulations and phantom studies [104]. As
pixel variance is high for the HRRT, because of the high resolution, this effect
becomes even more pronounced. The low recovery for the 4.0 mm sphere was
due to sampling errors. With a voxel size of 1.22×1.22×1.22 mm3 and a ROI of
the four hottest pixels per plane in two planes (8 voxels), it was not possible to
position the ROI exactly over the center of the smallest sphere. As shown in
figure 6.3 (black triangle) the recovery of the 4.0 mm sphere improved when only
one plane was used. It is expected that the effect of sampling is much smaller for
the carotid arteries, as their shape corresponds to an axially orientated tube.
In addition, the average diameter of a carotid artery is larger [105] than the
smallest sphere used in this study. Therefore, it is expected that recovery of the
carotid arteries will be comparable to those of the 5.0, 6.2 and 7.9 mm spheres.
Results of this phantom study indicated that for small objects, such as the
carotid arteries with diameters of 4.66 ± 0.78 to 5.11 ± 0.87 mm for women
and men respectively [105], PVC OP-OSEM in combination with the used ROI
strategy provide accurate recoveries. These results were in line with previous
studies [99, 101]. Thus PVC OP-OSEM may be used to improve the accuracy
of IDIFs.
6.4.2 Calibration
For both AUC and kinetic analyses large differences were found between non-
calibrated and calibrated IDIFs. In general, for both OP-OSEM and PVC
OP-OSEM, best results were found using calibrated IDIFs. This is in contrast
to a previous study using [11C]flumazenil data acquired on an HR+ scanner,
where accurate results were found using non-calibrated IDIFs extracted from
PVC-OSEM [99]. This discrepancy between both scanners probably is due to
differences in scatter and scatter correction. As the scatter gives a larger contri-
bution to the HRRT (∼45%, [11]) compared to the HR+ (∼33%, 3D mode, [6]),
it requires an even more accurate scatter correction. As indicated by van Velden
et al. [77], measured remnant scatter fraction (measured according to NEMA
NU 2-1994 standards) was 0.05 and 0.10 for the HRRT and HR+, respectively.
In the current situation, two facts amplify the scatter correction problems.
Firstly, radioactivity in the tail of an IDIF is lower than that in grey mat-
ter. Secondly, carotid arteries are positioned near the edge of the field of view
of the HRRT, making estimation of their concentration very sensitive to the
performance of the scatter correction algorithm with respect to outside field
of view activity and low sensitivity of the scanner in those planes. A small
overestimation of scatter will result in an underestimation of observed activity
concentration, which is in line with the present finding of low tail AUCs for
non-calibrated IDIFs (figure 6.5).
Compared to OP-OSEM, peak AUC of non-calibrated IDIFs extracted from
PVC OP-OSEM reconstruction images were closer to that of BSIF. Further-
more, for IDIFs extracted from PVC OP-OSEM, both peak and tail were un-
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derestimated similarly and by calibrating the IDIF, both peak and tail AUC get
closer to the BSIF. The underestimation of tail AUC of both OP-OSEM and
PVC OP-OSEM may illustrate an inaccuracy of the HRRT in quantifying low
count regions. In conclusion, differences in scatter correction performance [77]
may explain the discrepancy between results from IDIFs derived from HR+ [99]
and HRRT images.
6.4.3 Data analysis
For calibrated IDIFs extracted from OP-OSEM 6 mm reconstructed images,
higher Logan and BFM derived VT and BFM derivedK1 values were found. This
overestimation results in high values for the slope, especially in the case of BFM
K1 (figure 6.7f). Results for OP-OSEM 6 mm correspond with the results found
previously for normalisation and attenuation weighted OSEM as reconstructed
on a typical clinical whole-body PET scanner, such as the HR+ [99], for which
PVC-OSEM was necessary to derive an accurate IDIF.
In general, excellent correlations between calibrated IDIF, extracted from
OP-OSEM, and BSIF derived Logan VT and BFM VT values were obtained. As
the resolution after reconstruction using OP-OSEM approximates the resolution
obtained by using PVC-OSEM reconstruction on the HR+ scanner, these results
correspond to the results previously found by Mourik et al. [99].
For PVC OP-OSEM, lower slope values were found between calibrated IDIF
and BSIF derived Logan VT , BFM VT and especially BFM K1 values (figures
6.7b, 6.7d and 6.7f). These results show that there is, for the HRRT, little
addition value of using PVC OP-OSEM instead of OP-OSEM and therefore
OP-OSEM is the recommended reconstruction method for deriving accurate
IDIFs on the HRRT.
6.4.4 Effect of ROI size
Best AUC ratios (1.08 ± 0.29) and Logan VT values were found when IDIFs were
extracted from PVC OP-OSEM images using the six hottest pixels per plane
ROI method. In contrast, best BFM VT and K1 values were found using OP-
OSEM in combination with four hottest pixels per plane. In general, however,
no large differences between the various numbers of hottest pixels per plane ROI
methods were found, i.e. results were insensitive to the actual number of pixels
used. It appears that for [11C]flumazenil HRRT scans the use of four hottest
pixels per plane is an optimal ROI method as well. In addition, ROI diameter
defined with the four hottest pixels per plane did not overestimate the diameter
of the carotid arteries [105].
6.4.5 Limitations
A generally known limitation of any IDIF method is its vulnerability to patient
motion. Patient motion at later time points can easily lead to under- or over-
estimation of measured radioactivity. As mentioned previously by Baudrexel
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et al. [100] and Mourik et al. [99], for routine applications, an (online) motion
correction system must be implemented to safeguard against patient motion.
Another limitation of using IDIFs for HRRT is the need for arterial sam-
ples. However, these arterial samples were also necessary for calculating plasma
to whole blood ratios and metabolite fractions. The use of venous samples in-
stead of arterial samples would increase patient comfort of PET procedure and
thereby facilitate clinical use of quantitative PET studies. Although arterial
blood samples were still necessary, the use of IDIFs may be a good alternative
in HRRT studies where withdrawal of large amounts of arterial blood volume
is not possible such as in case of multiple scans within a shorter period (e.g.
test-retest, response monitoring or displacement studies).
Furthermore, the ratio between BSIF and IDIF is dependent on time, on
how spill-in and spill-out effects are present and how these are handled by the
iterative reconstruction algorithm. If the tails of IDIF and BSIF are system-
atically different such that the tail of the IDIF declines more rapidly then the
BSIF, it would have resulted in higher input function values for calibrated IDIF.
Consequently, using IDIFs would systematically show lower VT values. How-
ever, figure 6.6d shows that there is no systematic difference between calibrated
IDIF and BSIF when using OP-OSEM. Although the results of the present
study illustrated that the calibration procedure is accurate and precise, it needs
to be validated for other tracers to allow further applicability of the presented
method.
The accuracy of the HRRT PET study may be further improved by new
iterative reconstruction algorithms, which allow for negative pixel values [18], as
these algorithms reduce bias in low count regions in case of poor scan statistics.
It is likely that the use of these new reconstruction algorithms will further
improve the accuracy of IDIFs, although this needs to be validated in future
studies. Nevertheless, the present study shows that IDIF extracted from OP-
OSEM or PVC-OSEM reconstructed dynamic scans can already be used for
generating accurate parametric Logan VT images.
6.5 Conclusion
Accurate (calibrated) IDIFs were obtained using the four hottest pixels per
plane, together with OP-OSEM. AUC, Logan VT and BFM VT correlated well
between IDIF and blood sampler derived data. IDIFs extracted from OP-OSEM
provided accurate results, showing the advantage of the high resolution of the
HRRT scanner itself, with little additional value for PVC OP-OSEM. For all
reconstruction methods, non-calibrated IDIFs gave poor results, indicating that
calibration is necessary for IDIFs derived from HRRT scans to compensate for
quantification errors in low count regions. Although manual samples were still
necessary, these were also necessary for calculating plasma to whole blood ratios
and metabolite correction. The present study shows the feasibility of deriving
accurate IDIFs from dynamic HRRT PET studies.
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Abstract
The high-resolution research tomograph (HRRT) is a dedicated human brain
PET scanner. At present, iterative reconstruction methods are preferred for re-
constructing HRRT studies. However, these iterative reconstruction algorithms
show bias in short-duration frames. New algorithms such as the shifted Pois-
son ordered-subsets expectation maximization (SP-OSEM) and ordered-subsets
weighted least squares (OSWLS) showed promising results in bias reduction,
compared with the recommended ordinary Poisson OSEM (OP-OSEM). The
goal of this study was to evaluate quantitative accuracy of these iterative recon-
struction algorithms, compared with 3-dimensional filtered backprojection (3D-
FBP). Methods: The 3 above-mentioned 3D iterative reconstruction methods
were implemented for the HRRT. To evaluate the various 3D iterative recon-
struction techniques quantitatively, several phantom studies and a human brain
study (n = 5) were performed. Results: OSWLS showed a low and almost lin-
early increasing coefficient of variation (SD over average activity concentration),
with decreasing noise-equivalent count rates. In decay studies, OSWLS showed
good agreement with the 3D-FBP gray matter (GM)-to-white matter (WM)
contrast ratio (< 4%), and OP-OSEM and SP-OSEM showed agreement within
6% and 7%, respectively. For various frame durations, both SP-OSEM and OP-
OSEM showed the fewest errors in GM-to-WM contrast ratios, varying 75%
between different noise-equivalent count rates; this variability was much higher
for other iterative methods (> 92%). 3D-FBP showed the least variability (34
%). Visually, OSWLS hardly showed any artifacts in parametric images and
showed good agreement with 3D-FBP data for parametric images, especially
in the case of reference-tissue kinetic methods (slope, 1.02; Pearson correlation
coefficient, 0.99). Conclusion: OP-OSEM, SP-OSEM, and OSWLS showed
good performance for phantom studies. In addition, OSWLS showed better re-
sults for parametric analysis of clinical studies and is therefore recommended
for quantitative HRRT brain PET studies.
Reprinted by permission of the Society of Nuclear Medicine from:
Floris H.P. van Velden, Reina W. Kloet, Bart N.M. van Berckel, Adriaan A. Lammertsma,
and Ronald Boellaard. Accuracy of 3-Dimensional Reconstruction Algorithms for the High-
Resolution Research Tomograph. J Nucl Med. 2009 50(1): 72–80.
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7.1 Introduction
The high-resolution research tomograph (HRRT; CTI/Siemens) is a dedicated
human brain PET scanner using high spatial resolution combined with high
sensitivity [10, 11]. The scanner has 8 detector heads that are arranged in
an octagon. Because of this geometry, gaps are present between the detec-
tor heads, leading to missing data. This is one of the main reasons that it-
erative reconstruction algorithms, which do not require these missing data to
be estimated, are preferred for HRRT reconstructions [76]. A 3-dimensional
(3D) attenuation and normalization weighted ordered-subsets expectation max-
imization (ANW-OSEM) reconstruction method showed considerable bias for
a homogeneous phantom [17]. Therefore, a 3D ordinary Poisson OSEM (OP-
OSEM) reconstruction method was implemented that showed considerably less
bias, especially when randoms were estimated by the variance reduction on a
randoms (VRR) algorithm [64]. However, bias was still encountered for short-
duration (5-60 s) frames [77, 90]. These frames suffer from low statistics, with
high random fractions and scatter events, requiring an iterative reconstruction
method without non-negativity constraint. However, this constraint is needed
in some iterative reconstruction algorithms to enable proper convergence. The
non-negativity constraint causes bias in short-duration frames.
Recently, we implemented a 3D filtered backprojection (3D-FBP) algorithm
optimized for the HRRT [91] to validate new iterative reconstruction techniques.
Missing data were estimated by gap-filling strategies, which will be described in
more detail later in this article. 3D-FBP showed a higher precision when used
in combination with the VRR algorithm [103].
Yavuz and Fessler [106] showed that shifted Poisson OSEM (SP-OSEM) re-
construction, compared with OP-OSEM reconstruction, reduced bias and pro-
vided better precision. Boellaard et al. [107] showed that an ordered-subsets
weighted least-squares (OSWLS) reconstruction algorithm was a promising can-
didate for 3D brain PET studies performed on the HR+ scanner (CTI/Siemens),
demonstrating lower variance and bias. Least-squares (LS) reconstruction does
not apply a non-negativity constraint on a sinogram level and may therefore
show performance similar to that exhibited by FBP. Moreover, LS poses sev-
eral other advantages over FBP. First, by applying attenuation correction as
weights during LS reconstruction (i.e., weighted LS) [21], images have a better
signal-to-noise ratio when obtained with LS than with FBP. Second, weighted
LS does not require the correction for missing plane data in segments other
than segment 0 (oblique lines of responses) or due to gaps between the detector
heads [91]. As a consequence, OSWLS might be a good alternative to 3D-FBP
reconstructions. Therefore, implementation of these algorithms in the attempt
to further reduce bias and improve signal-to-noise ratio in HRRT studies is of
interest.
The purpose of the present study was to evaluate the above-mentioned 3D
iterative reconstruction techniques for the HRRT in terms of quantitative ac-
curacy under clinically relevant conditions and to assess whether and to what
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extent these algorithms suffer from bias as a function of noise-equivalent counts
(NECs) [68]. Results were compared with in-housedeveloped analytic 3D-FBP.
Several phantom studies and a human brain study using [11C]flumazenil (n =
5) were performed to evaluate the performance of the various 3D reconstruction
algorithms. To our knowledge, this study was the first to assess all of these
3D reconstruction methods in terms of quantitative accuracy for the HRRT on
human brain studies.
7.2 Materials and methods
7.2.1 Reconstruction algorithms
All implementations of the reconstruction algorithms were developed in-house.
At the time of writing, commercial implementations exist for only OP-OSEM
and ANW-OSEM, as provided by the manufacturer of the scanner.
OSEM
3D-OSEM is an iterative reconstruction method based on the maximum-likeli-
hood principle and expectation maximization algorithm [15]. It can be accel-
erated by using ordered subsets [16]. Recently, the reconstruction code has
been further optimized [66] by using a rotated projector, symmetries in image
and projection space, and a vector-processor instruction set. Pseudotrue co-
incidences (t) can be corrected for scattered coincidences (s), attenuation (A),
and normalization (N), an algorithm called ANW-OSEM, which is described
mathematically as follows [17,108]:
λk+1j = λkj∑i Mi,jAi⋅Ni ⋅∑i Mi,j ⋅
[Ai⋅(Ni⋅ti−si)
Ai⋅Ni ]+∑lMi,l ⋅ λkl  7.1
where λj is the value for image voxel j, Mi,j the system matrix element for
voxel j and sinogram element i and where [...]+ denotes that all negative values
are truncated to zero.
To avoid bias, an alternative approach, current default OP-OSEM [17, 109,
110] scheme, was attempted, reconstructing raw prompt coincidences (p) and
including all correction terms (as well as correcting for delayed coincidences (d))
in the iteration:
λk+1j = λkj∑i Mi,jAi⋅Ni ⋅∑i Mi,j ⋅
pi[∑lMi,l ⋅ λkl + (di ⋅Ni + si) ⋅Ai]+  7.2
To our knowledge no SP-OSEM [109] has been implemented for the HRRT.
Therefore, a 3D-SP-OSEM algorithm was implemented to study its effects on
quantitative accuracy as follows [97,108]:
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λk+1j = λkj∑i Mi,jAi⋅Ni ⋅∑i Mi,j ⋅
ti + 2 ⋅ di[∑lMi,l ⋅ λkl + (2 ⋅ di ⋅Ni + si) ⋅Ai]+  7.3
Further improvements were expected by using the VRR algorithm [64] that
estimates expected randoms (vi) from measured delayed coincidences [103]. The
mathematical formulae are the same, except that vi is used instead of di and
the trues (ti) are calculated by pi − vi.
OSLS
LS can also be applied to the EM algorithm and accelerated using OS (OSLS)
[21]. OSLS can also be weighted by attenuation (OSWLS) and is written math-
ematically as:
λk+1j = [λkj + ∑iMi,j ⋅ (Ai ⋅ (Ni ⋅ ti − si) −∑lMi,l ⋅ λkl )∑iMi,j ⋅∑lMi,l ⋅ (Ai ⋅Ni)2 ]+  7.4
Again, in the latter method the pseudo trues (ti) are calculated by pi − vi.
To speed up convergence, starting images were initiated with a 5.7 mm full-
width-at-half-maximum Gaussian smoothed 2D-FBP image estimate of segment
0 data [111].
3D-FBP
3D-FBP requires all missing data to be estimated before the 3D backprojection
step. As previously reported [91], it is recommended to estimate the missing
data caused by the scanner geometry using the constraint Fourier space method,
which iteratively estimates these missing sinogram data by applying constraints
in the Fourier domain [82]. Additional missing (oblique planes) data were es-
timated as for 3D reprojection (3DRP) [78]. The sinogram data were filtered
using a Colsher filter [112] (cut-off at the Nyquist frequency) without additional
smoothing. 3D-FBP should be used in combination with the VRR algorithm to
improve precision [103]. A detailed description of 3D-FBP for the HRRT has
been described previously [91].
7.2.2 Phantoms and studies
For calibration of the various reconstruction techniques, a homogeneous phan-
tom of 20-cm ∅ was used and filled with an [18F]FDG solution of 8 kBq/mL. In
addition, this phantom was used with two 5-cm ∅ and 20-cm long inserts and
filled with [18F]FDG solutions of 36 and 3 kBq/mL. The background compart-
ment was filled with a solution of 8 kBq/mL. A 3D anthropomorphic human
brain phantom (Hoffman phantom, Data Spectrum) [51] was used to compare
‘realistic’ activity concentration distributions in clinical situations. It was filled
with an [11C] solution of 66 kBq/mL for a decay/linearity study or with an
[18F]FDG solution of 50 kBq/mL to study the effects of noise equivalent counts
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on reconstructed activity concentrations for various frame durations. For all
phantom studies an emission listmode scan of one hour was acquired. Listmode
scans of the homogeneous phantom were histogrammed in multiple frames with
different durations, i.e. 5, 10, 30, 60, 300, 1,800 and 3,600 s. The listmode scan
of the Hoffman phantom was histogrammed in 300 s frames ([11C] decay ex-
periment) or in multiple replicates (frames) with different durations ([18F]FDG
experiment), i.e. twenty frames of 5, 10, 30 and 60 s, twelve frames of 300 s
and one of 1,800 and 3,600 s frames. Transmission scans were performed after
activity had decayed to background level.
For clinical evaluation, dynamic human [11C]flumazenil studies were used.
In five healthy volunteers a 60.5 min listmode scan was acquired immediately
following administration of 363 ± 42 MBq [11C]flumazenil. Each emission scan
was histogrammed in 17 time frames with variable frame lengths (1 × 30, 4× 15, 4 × 60, 2 × 150, 2 × 300 and 4 × 600 s). Prior to emission scanning
and tracer administration a 6 min transmission scan was acquired. During
emission scanning continuous online arterial blood sampling was performed [69].
At set times (5, 10, 15, 20, 30, 40 and 60 minutes after injection) continuous
blood sampling was interrupted to collect manual blood samples. These manual
sample data were used for calibrating the (online) blood sampler, for measuring
plasma/whole blood ratios, and for determining metabolite fractions [84]. The
metabolite corrected arterial plasma time-acitivity curve (TAC) was used as
input function for kinetic analysis. A structural T1-weighted MRI scan was
acquired on a SONATA 1.5 Tesla MRI scanner (Siemens Medical Solutions,
Erlangen, Germany), used for region of interest (ROI) definition purposes. The
medical ethics committee of the VU University medical center had approved the
study and the subjects had given written informed consent.
7.2.3 Reconstructions
All studies were normalized and corrected for scatter, randoms, attenuation,
decay and dead time. Emission scans were reconstructed using the various 3D
iterative reconstruction techniques mentioned above. To assess convergence of
all algorithms, the 10 and 3,600 s frames of the inserts phantom experiment
and the 3,600 s frame of the [18F]-FDG Hoffman phantom experiment were
reconstructed with increasing number of iterations (up to 30) and 16 subsets.
The human brain study was reconstructed with different numbers of iterations,
however with a smaller range, to investigate the effects on dynamic human brain
studies. All other experiments were analyzed at the optimal number of iterations
as found with the convergence studies (as will be shown later in this article).).
In addition, all studies were reconstructed using 3D-FBP algorithm [91], which
was used as a reference for iterative reconstructions.
7.2.4 Parametric analysis of human brain study
Parametric images were generated using a basis function method (BFM) imple-
mentation of a plasma input single tissue compartment model [73,74] providing
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volume of distribution (VT ) and delivery (K1) images. Furthermore, reference
tissue parametric analysis was performed using receptor parametric mapping
(RPM) with pons as reference region, providing relative delivery (R1) and bind-
ing potential (BPND) images. RPM is a BFM implementation of the simplified
reference tissue model [95]. These parametric methods were applied to assess the
effects of different reconstruction strategies on the (overall) accuracy of kinetic
analyses of PET data. Parametric images were generated using PPET [75].
7.2.5 Data analysis
ROI definition
For the homogeneous phantom study without inserts, a circular ROI was posi-
tioned in the center of the phantom, ranging over 38 planes and staying away
from the edges by least 3 mm, having a volume of ∼1 L. For the phantom with
two inserts, three ROIs were positioned in the background and within the in-
serts, ranging over 100 planes and staying away from the edges by at least 6
mm, having a volume of ∼1.3 L and ∼60 mL, respectively. For the Hoffman
phantom, two 3D ROIs were identified manually, i.e. gray (GM; volume: 43.4
mL) and white (WM; volume: 37.2 mL) matter regions, to study bias in GM,
WM and contrast between GM and WM.
For the human brain study, ROIs were defined using a GM and WM segmen-
tation of the coregistered structural MRI scan to derive GM and WM subregions
of fifteen different manually defined ROIs, i.e. pons (reference region) and left
and right regions of: thalamus, frontal lobe, temporal lobe, parietal lobe, oc-
cipital lobe, caudate and putamen. For all regions, GM data were used except
for pons, for which all data were used. Coregistration of the MRI scan was per-
formed using VINCI (Max Planck Institute for Neurological Research, Cologne,
Germany). GM/WM segmentation was performed using Statistical Parametric
Mapping (SPM5; Wellcome Department of Cognitive Neurology, University Col-
lege London, UK). All ROIs were drawn manually using DISPLAY (Montreal
Neurological Institute, Montreal, Canada). These ROIs were projected onto the
parametric images to derive regional average pharmacokinetic parameters.
Assessment of quantitative accuracy
To study the various 3D iterative reconstruction techniques quantitatively, all
images were compared with those using 3D-FBP, except for the homogeneous
phantom studies that were normalized by dividing the reconstructed activity
concentration by the true activity concentration. ‘True’ activity concentrations
were derived by measuring three 0.5 mL samples in a calibrated well counter.
Coefficient of variation (COV, percentage %) was calculated as the ratio of
standard deviation (SD) of the reconstructed activity concentration over all
replicates to the observed average activity concentration. The average activity
concentration was calculated as the average over all replicates.
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Figure 7.1. Homogeneous phantom with inserts: effects of increasing number of iterations
of various reconstruction algorithms on cold insert with low (10 s) and high (3,600 s) NEC,
and on hot insert with low and high NEC. Note that OP-OSEM and SP-OSEM overlap.
The Hoffman phantom data were normalized to the measured activity con-
centration per region using the 3D-FBP image with the highest scan statistics.
This procedure was followed because the slabs separating the compartments
of the Hoffman phantom have about the same size as the scanner resolution
and slice thickness, resulting in a variable partial volume effect. Consequently,
shifting the Hoffman phantom axially with 1
2
detector width will result in a dif-
ferent image. Therefore, normalization to true activity concentration was not
accurate.
For the human brain study ‘true’ kinetic parameters are not known. There-
fore, data were normalized by dividing with the data obtained by 3D-FBP recon-
structions. Consequently, only the relative difference in activity concentration
with respect to those seen in the data obtained with 3D-FBP can be evaluated.
7.3 Results
7.3.1 Convergence of different algorithms
Figure 7.1 shows convergence rates of various iterative reconstruction algorithms
for the homogeneous phantom with hot and cold inserts at low (10 s) and high
(3,600 s) NEC. All reconstruction algorithms had converged using 10, 16, 7 and
16 iterations for ANW-OSEM, OP-OSEM, OSWLS and SP-OSEM, respectively.
At low NEC, ANW-OSEM showed bias of 29% for the hot and 370% for the cold
122
7.3. Results
Figure 7.2. Homogeneous phantom with inserts: effects of increasing number of iterations
of various reconstruction algorithms on bias and COV in background and cold and hot insert
with low (10 s) and high (3,600 s) NEC. Arrows indicate the suggested optimal number of
iterations for the various iterative reconstruction algorithms.
Figure 7.3. Effects of increasing number of iterations of various reconstruction algorithms
on (a) GM and (b) GM/WM contrast ratio of the Hoffman phantom. Note that OP-OSEM
and SP-OSEM overlap.
insert. All other iterative reconstruction algorithms showed bias (21 to 47%)
in cold regions after convergence, but hardly any bias (< 2%) in the hot insert.
3D-FBP showed bias of -24% in the cold and 7% in the hot insert. At high NEC,
all reconstruction algorithms showed only limited bias after convergence (∼5%
for hot, ∼ -10% for cold). For cold regions, however, OSWLS hardly showed any
bias (< 3%) after convergence was reached.
Figure 7.2 shows bias versus COV for various iterative reconstruction algo-
rithms in case of the homogeneous phantom with hot and cold inserts at low
(10 s) and high (3,600 s) NEC. After convergence (at a minimal or constant
bias level), increasing the number of iterations increased COV at high NEC and
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Figure 7.4. Results of various reconstruction methods for the homogeneous phantom: (a)
reconstructed over true activity concentration at different NEC with corresponding (b) COV
and (c) SD. Note that OP-OSEM and SP-OSEM overlap.
increased both bias and COV at low NEC.
Convergence rates of various iterative reconstruction algorithms for the Hoff-
man phantom are shown in figure 7.3. Every reconstruction algorithm converged
within 16 iterations to an acceptable GM/WM contrast ratio (comparable or
better than that of 3D-FBP). The numbers of iterations required to obtain a
resolution similar to 3D-FBP were equal to those seen in the inserts phantom
study, i.e. consistent with the number of iterations described above. All re-
construction algorithms showed hardly any bias (< 1%) in GM and WM after
convergence.
7.3.2 Homogeneous phantom: varying NEC
Figure 7.4 shows results obtained from the homogeneous phantom study without
inserts. ANW-OSEM showed large bias in reconstructed activity concentration,
amounting to 66 to 96% for short frame durations (5 to 60 s) or low NEC.
OSWLS decreased this effect to 2 to 19%. SP-OSEM showed bias of 0 to
9% for these frames. Similarly, OP-OSEM showed only 0 to 8% bias. 3D-
FBP showed almost no bias (< 2%) for all NEC or frame durations tested (5
to 3,600 s), but showed very high COV (4.4⋅102 to 1.5⋅103 %) and SD (32 to
110 kBq/mL) for short duration (5 to 60 s) frames. OSWLS showed the least,
almost linear, increase in COV, COV (1.3⋅102 to 2.2⋅102%) with decreasing NEC
(shorter frames).
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Figure 7.5. Reconstructed over true activity concentration for various reconstructions of
the Hoffman phantom at different NEC (randoms fraction of 17.6%) for (a) GM, (b) WM
and (c) GM/WM contrast ratio. Note that OP-OSEM and SP-OSEM overlap. Error bars
indicate SD.
7.3.3 Homogeneous phantom with hot and cold inserts:
varying NEC
Background activity concentrations showed similar trends for all reconstruction
algorithms as those seen in figure 7.4a. The hot and cold inserts showed similar
trends as those shown later for the Hoffman phantom in figures 7.5a and 7.5b.
However, all reconstruction algorithms overestimated activity concentration of
the hot insert by 5% at high NEC (300 to 3,600 s). 3D-FBP underestimated
the activity concentration of the cold insert by 14 to 19% at high NEC.
7.3.4 Hoffman phantom: varying NEC by varying frame
durations
All reconstruction algorithms showed no bias (< 1%) in activity concentration
distribution at high frame lengths (1,800 and 3,600 s, NEC > 3.6⋅108 counts).
In figure 7.5 results obtained for the brain phantom ([18F]-FDG experiment)
are shown for all other frame durations (NEC). Performance of all iterative re-
constructions depends on NEC (i.e. on frame length). Both OP-OSEM and
SP-OSEM showed less bias in activity concentration than other iterative meth-
ods. However, they still showed differences in activity concentration distribution
as function of NEC with a 75% change in GM/WM contrast ratio between long
and short duration frames (p < 0.001). This is similar for most iterative meth-
ods with changes of 92% (OSWLS, p < 0.001) up to 105% (ANW-OSEM, p <
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Figure 7.6. Reconstructed over true activity concentration for various reconstructions of
the Hoffman phantom at different NEC (decaying [11C]-activity with fixed frame duration of
300 s with randoms fraction from 13.6 to 63.8% with decreasing NEC) for GM/WM contrast
ratio.
0.001). In all cases 3D-FBP provided most accurate results independent of the
underlying noise level (with a maximum GM/WM contrast ratio error of 9%
which was not statistically significant, p > 0.5, except 30 s: p > 0.05). However,
3D-FBP showed a large SD in GM/WM contrast ratio up to 41% at low NEC,
whereas iterative reconstruction methods showed less SD at low NEC (< 10%).
7.3.5 Hoffman phantom: decay study
Figure 7.6 shows results obtained from the [11C]-decay study. Most recon-
struction methods had constant GM/WM contrast ratio with decreasing NEC
(between 8 and 10% maximum error in GM/WM contrast ratio), except for
ANW-OSEM that showed a considerable change in GM/WM contrast ratio of
20%. OSWLS (0 to 4% difference), OP-OSEM (1 to 6% difference) and SP-
OSEM (3 to 7% difference) showed good agreement with first observed 3D-FBP
GM/WM contrast ratio (2.34).
7.3.6 Clinical example
Reconstructed TACs of a single patient reconstructed with various reconstruc-
tion techniques are shown in figure 7.7. ANW-OSEM showed bias of 10 to 61%
in GM, 24 to 109% in WM and 26 to 100% in pons for short duration frames (15
to 60 s). Other iterative reconstruction techniques reduced bias in GM, WM
and pons to within 3.9, 15 and 11%, respectively. OSWLS showed best corre-
spondence with 3D-FBP pons TAC (< 8%). Axial parametric images are shown
in figure 7.8. Images of 3D-FBP are very noisy, especially for K1 parametric
data (and R1 data, data not shown). Therefore, no good comparison could be
made between 3D-FBP and 3D iterative reconstruction techniques for K1 and
R1. Visually, ANW-OSEM showed a clear underestimation in BPND compared
to the other reconstruction methods. OSWLS showed least artefacts. Correla-
tion between several parametric analyses are summarised in tables 7.1 and 7.2.
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Figure 7.7. Human [11C]flumazenil brain study: reconstructed time-activity curves for
various reconstruction methods for (a) GM, (b) WM and (c) pons. Note that 3D-FBP,
OP-OSEM, SP-OSEM and OSWLS overlap.
Figure 7.8. Parametric VT , K1 and BPND (top, middle and bottom row, respectively)
images for a human [11C]flumazenil study. Each column represents a different reconstruction
method. BFM = basis function method; RPM = receptor parametric mapping.
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Table 7.1. Human [11C]flumazenil brain study: parametric VT .
Reconstruction No. of Slope (fixed
method iterations Slope Intercept r intercept to origin)
ANW-OSEM
5 0.93 0.37 0.95 0.99
10 0.97 0.42 0.97 1.03
16 0.83 1.29 0.96 1.03
OP-OSEM
8 0.96 -0.45 0.95 0.89
16 0.98 -0.44 0.97 0.92
20 0.89 0.15 0.96 0.91
SP-OSEM
8 0.96 -0.49 0.95 0.88
16 0.98 -0.33 0.97 0.93
20 0.89 0.12 0.96 0.91
OSWLS
3 0.92 -0.07 0.96 0.91
7 1.00 -0.47 0.97 0.93
16 0.90 0.18 0.96 0.92
All results are compared to 3D-FBP parametric data. VT (table 7.1) showed
a slight positive bias for ANW-OSEM with respect to 3D-FBP (slope with in-
tercept fixed at origin: 1.03), whereas other iterative reconstruction methods
showed slight negative bias (slope with fixed intercept at origin: 0.92 to 0.93).
Using more than the recommended number of iterations did not show signifi-
cant improvement (p > 0.05), whilst a lower number of iterations showed poorer
performance (p < 0.05). For BPND (table 7.2), ANW-OSEM showed a consider-
able negative bias with respect to 3D-FBP (slope with intercept fixed at origin:
0.48) and low correlation (Pearson’s correlation coefficient (r): 0.91). Both OP-
OSEM and SP-OSEM showed less bias with respect to 3D-FBP (slope with
fixed intercept: 1.12 to 1.14) and a higher correlation (r: 0.96). OSWLS showed
best correspondence with 3D-FBP (slope with intercept fixed at origin: 1.02)
and highest correlation (r: 0.99). Using a higher than recommended number
of iterations for OSWLS showed only a slight improvement relative to 3D-FBP
(slope with fixed intercept: 1.00, r: 0.98, p < 0.001).
7.4 Discussion
7.4.1 Convergence
A comparable GM/WM contrast ratio to 3D-FBP was found as an acceptable
compromise between computation time, GM and WM convergence, resolution
effects (due to partial volume effects) and noise. Further increase in GM/WM
contrast ratio would imply an increase in bias in GM and WM, in number of
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Table 7.2. Human [11C]flumazenil brain study: parametric BPND.
Reconstruction No. of Slope (fixed
method iterations Slope Intercept r intercept to origin)
ANW-OSEM
5 0.50 0.09 0.85 0.52
10 0.48 0.15 0.91 0.51
16 0.44 0.27 0.93 0.50
OP-OSEM
8 1.23 -0.58 0.90 1.09
16 1.23 -0.45 0.96 1.12
20 1.12 -0.14 0.94 1.08
SP-OSEM
8 1.22 -0.60 0.89 1.08
16 1.23 -0.39 0.96 1.14
20 1.18 -0.29 0.96 1.11
OSWLS
3 1.14 -0.37 0.98 1.05
7 1.13 -0.46 0.99 1.02
16 1.06 -0.27 0.98 1.00
iterations (computation time) and in noise. Results from the inserts phantom
experiment indicated that convergence was reached at the same number of it-
erations (figures 7.1 and 7.2) as was observed using the Hoffman phantom data
(figure 7.3). Using 10 iterations, both ANW-OSEM GM and WM converged
to within 1% compared with 3D-FBP. The convergence rate of OP-OSEM was
about 1.6 times slower than that of ANW-OSEM, which is slightly better as
has been reported in a previous study using the manufacturer’s OP-OSEM [17],
where OP-OSEM was said to converge about two times slower than ANW-
OSEM. Using 16 iterations, convergence was reached for OP-OSEM. This is
two times slower than the version used by the manufacturer, which converges
after 3–11 iterations [90], where 8 iterations were found to be optimal when
using the same criteria as used in this study [103]. SP-OSEM also requires
1.6 to 1.7 times more iterations as ANW-OSEM, which also is slightly faster
than reported previously [108], where for 3D studies on an ECAT EXACT HR+
scanner 15 iterations were used for SP-OSEM and 4 for ANW-OSEM. OSWLS
converged to an acceptable GM and WM activity concentration after 7 itera-
tions. Although the numbers of iterations required for sufficient convergence
were similar for both Hoffman and inserts phantom studies, clinical data were
analysed for various numbers of iterations to further study and demonstrate
convergence properties.
7.4.2 Phantom studies
3D-FBP showed good correspondence to the ‘true’ activity concentration in
short duration frames of the homogeneous phantom (< 2%). Although 3D-FBP
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showed some bias in cold and hot inserts, observed biases were less dependent
on NEC than seen with iterative methods (figures 7.3, 7.6, 7.4 and 7.5). How-
ever, these biases disappeared using the same phantom with contrasts similar
to the Hoffman phantom (1:2, data not shown). Moreover, 3D-FBP provided
a GM/WM contrast independent of NEC (figures 7.5c and 7.6) in the Hoffman
phantom studies, which resemble clinically relevant activity concentration dis-
tributions. Deviations in GM/WM contrast were not statistically significant (p> 0.5). 3D-FBP was therefore chosen as a reference reconstruction method for
further evaluations of Hoffman phantom and clinical studies.
OP-OSEM showed lowest positive bias (< 8%), but COV (< 5.1⋅102%) was
twice as high as that for OSWLS (< 2.2⋅102%). In addition, OSWLS showed
almost linearly increasing COV at low frame durations, whereas this variation
was larger for all other methods. However, OSWLS showed a higher positive
bias (< 15%) than OP-OSEM. The performance of SP-OSEM was very similar
to that of OP-OSEM, as can be seen from figure 7.4. This is consistent with
data from Ahn et al. [109], where SP-OSEM only slightly improved bias over
OP-OSEM in 2D simulations. However, as also observed previously [110, 113]
for simulated 2D transmission and emission scans, SP-OSEM reduced SD up to
11% compared to OP-OSEM.
All methods showed similar performance for the Hoffman phantom with
various frame durations, although both OP-OSEM and SP-OSEM showed a
lower bias (< 75%, p < 0.001) in GM/WM contrast ratio between short and
long duration frames. For the Hoffman phantom decay study, ANW-OSEM
performed poorly with a change in GM/WM contrast ratio of 20%. In a pre-
vious study [103], we reported a high contrast change in GM/WM contrast
ratio (54%) using the manufacturer’s implementation of OP-OSEM. Using the
in-house implemented OP-OSEM with the same convergence criteria, the same
ROI definitions and the same scan of the Hoffman phantom, a good (and stable)
GM/WM contrast ratio (10%) was obtained, as did most other reconstruction
methods (between 8 and 10%). SP-OSEM, OP-OSEM and especially OSWLS
showed good agreement with 3D-FBP GM/WM contrast ratios (< 7% differ-
ence).
7.4.3 Human brain study
ANW-OSEM showed considerable bias (< 109% in WM) for short duration
frames (15 to 60 s) or low NEC. Other iterative reconstruction techniques re-
duced bias (< 15%), which is consistent with the phantom studies (figures 7.1,
7.2, 7.4, 7.5 and 7.3).
Parametric images, reconstructed with 3D-FBP, were very noisy, consistent
with the phantom data where a high COV (< 1.5⋅103%) was observed in the
short duration frames of the homogeneous phantom. Therefore, 3D-FBP is not
recommended routinely for quantitative brain studies and should only be used
to validate iterative reconstruction methods.
Parametric data derived from ANW-OSEM showed that bias had a large
effect on parametric results, especially for reference tissue models where large
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underestimations were observed. This is primarily due to bias in the pons
TAC (figure 7.7c). Consequently, reducing bias, currently observed in iterative
reconstruction techniques at low frame durations, is essential for quantitative
brain studies.
Visually, OSWLS showed least artefacts in the parametric images. In gen-
eral, OSWLS showed better correspondence to parametric results obtained with
3D-FBP, especially for reference tissue models (table 7.2, slope with intercept
fixed at origin: 1.02, r: 0.99). This is also consistent with phantom data and
Boellaard et al. [107]. Based on the correspondence between GM/WM contrast
ratios (within 4% when compared to 3D-FBP) over different NEC, low bias in
GM regions (< 11%, p < 0.001), linear increasing COV and good correspondence
with the 3D-FBP parametric data (slope with intercept fixed at origin: 1.02 (ref-
erence tissue) and 0.93 (plasma input), r: 0.97-0.99), OSWLS is recommended
for 3D HRRT brain scans.
7.4.4 Additional remarks
[11C]flumazenil has the advantage of high extraction and therefore good scan
statistics. Use of other tracers with lower extraction, e.g. [11C]PK11195, most
likely will result in higher bias due to poorer scan statistics. Some bias is
still observed for iterative reconstruction methods in short duration frames that
could influence parametric data analysis and could be worse for tracers with low
extraction, especially for reference tissue models where reference tissue has a low
uptake (no specific binding). Also, bias related to contrast, as is still observed for
all iterative reconstruction methods, could cause problems with image-derived
input functions [114]. Therefore, future research should be directed at removing
systematic bias, e.g. by using iterative reconstructions that allow negative image
values, such as NEG-ML [18].
The resolution of clinical scanners will be improved over the next years.
These scanners will therefore likely contain large and sparse sinograms as a
result of using smaller crystals and, consequently, may suffer from bias when
using iterative reconstructions with non-negativity constraints. This work may
therefore be important for other future high-resolution PET scanners as well.
7.5 Conclusion
ANW-OSEM showed high bias in reconstructed activity concentration and para-
metric images, especially in case of reference tissue models. OP-OSEM, SP-
OSEM and OSWLS showed good performance for phantom studies. In addition,
OSWLS showed better results for clinical parametric data and it is therefore
recommended for HRRT brain studies. Future improvements are expected by
allowing negative image values in iterative reconstructions.
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Abstract
The high-resolution research tomograph (HRRT) is a dedicated human brain
PET scanner. The purpose of this study was to compare the quantitative ac-
curacy of the HRRT with that of the clinical HR+ PET scanner and to assess
effects of differences in spatial resolution between both scanners (∼2.7 mm and∼7.0 mm for HRRT and HR+, respectively). Methods: Paired 11C-flumazenil
scans of 7 healthy volunteers were assessed. For each volunteer, dynamic scans
(including arterial sampling) were acquired on both scanners on the same day,
thereby minimizing intersubject variability. Volume of distribution was gener-
ated using Logan plot analysis with plasma input. In addition, other plasma
input, reference tissue (with pons as the reference tissue input), and paramet-
ric methods were included in the interscanner comparison. Results: Logan
volume-of-distribution analysis of HRRT data showed higher values than that
of HR+ data (slope with the intercept fixed at the origin of 1.14 ± 0.10 to
1.19 ± 0.10, depending on the HRRT reconstruction method used). Smoothing
HRRT reconstructions with a 6-mm full width at half maximum gaussian kernel
reduced this slope toward the line of identity (1.04 ± 0.11 to 1.07 ± 0.11), retain-
ing good correlation between HR+ and HRRT data (r, ∼0.98). Similar trends
were observed for other plasma input, reference tissue, and parametric meth-
ods. However, after reference matching the reference tissue models showed lower
HRRT kinetic parameter values than HR+ values (slope with fixed intercept,
0.90 ± 0.10 to 0.94 ± 0.13). Conclusion: Higher values of pharmacokinetic
parameter values, obtained from HRRT versus HR+ PET studies, indicate im-
proved HRRT PET quantification primarily due to a reduction in partial-volume
effects.
Reprinted by permission of the Society of Nuclear Medicine from:
van Velden FHP, Kloet RW, van Berckel BNM, et al. HRRT Versus HR+ Human Brain
PET Studies: An Interscanner TestRetest Study. J Nucl Med. 2009; 50(5): 693–702.
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8.1 Introduction
The availability of lutetium oxyorthosilicate/lutetiumyttrium oxyorthosilicate
(LSO/LYSO) crystals has generated interest in new PET scanners that have
higher spatial image resolution. The ECAT High-Resolution Research Tomo-
graph (HRRT) (CTI/Siemens) is a dedicated human brain scanner with design
features that enable high spatial image resolution combined with high sensi-
tivity [11]. The HRRT is the first commercially available PET scanner that
uses a double layer of LSO/LYSO crystals to achieve photon detection with
depth-of-interaction information.
To date, only a limited number of human brain studies have been performed
using the HRRT [8, 10, 32, 115–117]. Most human brain studies have been ac-
quired with clinical (whole-body) PET scanners, such as the ECAT EXACT
HR+ (CTI/Siemens). Therefore, it is worthwhile to compare the accuracy of
quantitative human HRRT studies with that of HR+ studies. The HR+ scanner
has a single layer of bismuth germinate crystals. Over the years, its quantitative
accuracy has been studied extensively [6, 7, 114].
A direct quantitative comparison between HRRT and HR+ has been per-
formed in a limited way, using only phantoms [77]. Recently, Leroy et al. [8]
performed a comparative study between similar patient groups, matched in age,
acquired on either an HR+ or an HRRT. Although this study showed good
agreement between studies performed on HRRT and HR+ scanners, results
may have suffered from intersubject variability, as no paired scans in the same
subjects were performed. Moreover, as suggested in the study of Leroy et al. [8],
further studies for a variety of other PET tracers would be needed to fully val-
idate the quantitative potential of the HRRT.
The purpose of the present study was to compare the quantitative accuracy
of the HRRT scanner with that of the HR+ scanner and to assess the effects of
differences in spatial resolution between both scanners. Paired 11C-flumazenil
brain scans in 7 healthy volunteers were assessed; that is, for each volunteer,
images were acquired on both scanners on the same day, enabling a direct com-
parison between both PET scanners.
8.2 Materials and methods
8.2.1 Scanner descriptions
The commercial HRRT, a dedicated high-resolution 3-dimensional (3D) human
brain PET scanner, consists of 8 panel detectors (detector heads), which are
arranged in an octagon [10]. A detector head comprises 117 detector blocks,
each cut into 8 × 8 crystal elements. Each block consists of 2 LSO/LYSO crys-
tal layers to achieve photon detection with depth-of-interaction information.
The spatial resolution is between 2.3- and 3.4-mm full width at half maximum
(FWHM). The National Electrical Manufacturers Association NU 2-2001 sensi-
tivity equals 39.8 kcps⋅kBq−1⋅mL−1 [57]. The field of view measures 312 mm in
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diameter and 250 mm in the axial direction. For attenuation and scatter cor-
rection, transmission scans were acquired using a 740-MBq 2-dimensional (2D)
fan-collimated 137Cs (662 keV) moving point source [59]. A detailed descrip-
tion of the scanner, its reconstruction software, and its performance has been
reported previously [11].
The HR+ consists of 4 rings of 72 bismuth germinate block detectors, ar-
ranged in a circle, and each detector block (as for the HRRT) is cut into 8 × 8
elements. The axial field of view measures 155 mm, with a patient port of 562
mm. The spatial resolution is between 4.3- and 8.3-mm FWHM, depending on
the position in the scanner. The National Electrical Manufacturers Association
NU 2-2001 sensitivity equals 21.9 kcps⋅kBq−1⋅mL−1 [118]. For attenuation and
scatter correction, transmission scans were acquired using three 220-MBq 68Ge
rod (511 keV) sources. A detailed description of the scanner and its performance
can be found elsewhere [6].
8.2.2 Test-retest study
Two 60-min dynamic scans (one on each scanner, in random order) were ac-
quired for 7 healthy volunteers (age ± SD, 53 ± 16 y) immediately after admin-
istration of 11C-flumazenil (365 ± 34 MBq) with a specific activity of 54 ± 24
GBq µmol−1. Administered doses and specific activities were not statistically
significantly different between both scans (2-sided paired t test, P = 0.45 and P
= 0.46, respectively). For the HRRT scanner, each emission scan was acquired
in list mode and subsequently histogrammed into 16 time frames, with variable
frame lengths (4 × 15, 4 × 60, 2 × 150, 2 × 300, and 4 × 600 s). For the HR+
scanner, emission scans were acquired in 3D mode and histogrammed online
into 16 time frames according to the same scheme as for the HRRT. Before each
emission scan (and tracer administration), a transmission scan was acquired for
attenuation and scatter correction. In general, the attenuation-correction maps
corresponded visually between the HR+ and the HRRT. However, as previously
reported [119] the attenuation correction of the HRRT is reasonably accurate
and corresponds well to that of the HR+. During the emission scan, contin-
uous online arterial blood was sampled, using an automated blood-sampling
device [69]. At set times (5, 10, 15, 20, 30, 40, and 60 min after injection),
continuous sampling was interrupted briefly to collect manual blood samples.
After each sample was collected, the arterial line was flushed with heparinized
sterile and isotonic saline. These manual sample data were used for calibrating
the (online) blood-sampling device, measuring plasma and whole-blood ratios,
and determining metabolite fractions [71,84]. The fractions of metabolized and
unchanged 11C-flumazenil corresponded with a previous report [120], and devi-
ations between metabolite fractions on the HR+ and HRRT scanners were not
statistically different (2-sided paired t test, P > 0.1). The metabolite corrected
arterial plasma timeactivity curve was used as the input function for analyzing
kinetic data. A head-immobilization device was used to limit head movement.
To ensure that head positions were the same during each scan and keep head
motion to a minimum, several points were marked with ink on each subject’s
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skin and the alignment of each point was checked with projected laser lines ev-
ery 5-10 min. In addition to the PET scan, a structural T1-weighted MRI scan
for each subject, used to define regions of interest (ROIs), was acquired on a
1.5-T scanner (SONATA; Siemens Medical Solutions). The study was approved
by the medical ethics committee of the VU University medical center, and all
subjects gave written informed consent before scanning started.
8.2.3 Reconstructions
All reconstructed data were normalized and corrected for scatter, randoms,
attenuation, decay, and dead time. For the HRRT scanner, all studies were re-
constructed using both the newly implemented analytic 3D filtered backprojec-
tion (3D-FBP) algorithm, specifically customized and optimized for the HRRT
[91], and the iterative 3D ordered-subsets weighted least-squares (3D-OSWLS)
method, with 7 iterations and 16 subsets [121]. 3D-FBP reconstructions are lin-
ear and therefore preferred for dynamic studies because these algorithms show
no bias in frames with low noise-equivalent counts (NEC) [68, 103, 121]. At
present, this bias is still observed in some iteratively reconstructed HRRT im-
ages and depends on the methods and settings being used [77, 90, 103, 121].
However, as 3D-FBP reconstructions are noisier, 3D-OSWLS was also used in
this study. 3D-OSWLS showed accuracy in patient studies similar to that of
3D-FBP [121] but resulted in a much lower pixel variance. For all HRRT re-
constructions, randoms were estimated by the variance reduction on randoms
algorithm [64, 103]. All HRRT reconstructed images were also postsmoothed
with a 6-mm FWHM gaussian kernel to match image resolution with that of
the HR+ scanner.
For the HR+ scanner, 3D emission scans were rebinned using Fourier re-
binning (FORE) and reconstructed using 2D-FBP. Again, 2D-FBP reconstruc-
tions are linear and are, therefore, preferred for quantitative dynamic PET
studies [107].
8.2.4 Data analysis
ROI definition
ROIs were defined using gray-matter (GM) and white-matter (WM) segmenta-
tion of the coregistered structural MRI scan to derive GM and WM subregions
of 15 different manually defined ROIs, namely the pons (used only as a reference
region) and the left and right regions of the thalamus; frontal, temporal, pari-
etal, and occipital lobes; caudate; and putamen (figure 8.1). GM data were used
for all regions except the pons, in which total (GM plus WM) data were used.
MRI scans were coregistered using the software package VINCI (Max Planck
Institute for Neurologic Research). In addition, the VINCI software was used to
coregister the HR+ scan onto the HRRT scan, using the HRRT image matrix
dimensions to minimize loss in resolution. In this way, exactly the same ROIs
can be projected on both scans. GM and WM segmentation was performed us-
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Figure 8.1. Transaxial (left), coronal (middle) and sagittal (right) view of fifteen regions of
interest definitions of a typical subject, shown on a coregistered structural MRI scan: pons
(1), and left and right regions of part of frontal lobe (2, 3), temporal lobe (4, 5), parietal lobe
(6, 7), occipital lobe (8, 9), thalamus (10, 11), caudate (12, 13) and putamen (14, 15).
ing Statistical Parametric Mapping (SPM5; Wellcome Department of Cognitive
Neurology, University College London). Other ROIs were drawn by hand using
DISPLAY software (Montreal Neurologic Institute). ROIs were then projected
either onto parametric images to derive regional pharmacokinetic parameters or
onto reconstructed images to derive timeactivity curves for the various regions,
which subsequently were used for pharmacokinetic modeling.
Pharmacokinetic parameter analysis
Pharmacokinetic parameters were generated either from the various timeactiv-
ity curves obtained using the ROI approach mentioned above or from para-
metric images generated using a parametric method. Parametric volume-of-
distribution (VT ) images were generated using Logan plot analysis with plasma
input [72]. In addition, VT images were generated using a basis function method
(BFM) of a single-tissue-compartment model [74]. Furthermore, reference tissue
parametric distribution volume ratio (DVR) images were generated using Lo-
gan plot analysis (RLogan) with the reference tissue input function (pons) [85],
and parametric binding potential (BPND) images were generated with recep-
tor parametric mapping (RPM), again with the pons as the reference tissue.
RPM [73] is a basis-function implementation of the simplified reference tissue
model [95]. The same kinetic methods were used on various timeactivity curves
obtained using the ROI approach mentioned earlier. All parametric images and
kinetic data from timeactivity curves were generated using the software package
PPET [75].
Assessment of quantitative accuracy
HRRT-reconstructed images using various 3D reconstruction algorithms were
compared with corresponding HR+ images reconstructed with 2D-FBP + FORE.
From these images, regional and parametric pharmacokinetic parameters were
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derived and compared. The Pearson correlation coefficient (r), intercept (indi-
cates possible bias), slope (indicates interscanner differences in quantification),
slope with the intercept fixed at the origin, and r with the intercept fixed at
the origin, calculated per subject, are reported as mean ± SD. In addition, the
standardized uptake value (SUV) was calculated as the measured activity con-
centration divided by injected activity divided by body weight of the subject.
8.2.5 Overview of interscanner test-retest study
HR+ and HRRT scanners were compared. HRRT data were reconstructed us-
ing both 3D-FBP and 3D-OSWLS. For the HRRT scanner, data were used as
without and with (6-mm FWHM gaussian kernel) resolution matching. HR+
data were reconstructed using FORE + 2D-FBP. All reconstructed data were
analyzed using the following kinetic modeling methods (either based on timeac-
tivity curves or based on pixel-by-pixel [parametric] images): Logan VT , BFM
VT , RLogan DVR, and RPM BPND. In addition, SUV curves, metabolite
fractions, and subject motion were analyzed to provide quality control.
8.3 Results
8.3.1 Outliers
One subject showed poor correspondence between HR+ and HRRT data in all
analyses. One of this subject’s carotid arteries was not visible on the HRRT
scans, and this subject showed motion (at least 5 mm) on the HR+ scans.
Therefore, this subject was excluded from comparisons. For another subject,
no metabolite data were available and therefore no metabolite-corrected plasma
input function could be generated. This subject was used only for comparison
of data obtained with reference tissue models.
8.3.2 Plasma input models
Time-activity curve analysis
Figure 8.2 shows the correlation between Logan-derived VT obtained with vari-
ous HRRT reconstruction methods and the corresponding Logan-derived VT ob-
tained with the HR+ for analyses based on timeactivity curves. Table 8.1 shows
mean Logan-derived VT values and absolute variability for each brain region and
illustrates that the application of resolution matching improves testretest val-
ues. Figure 8.2 and Table 8.2 illustrate that smoothing HRRT reconstructions
with a 6-mm FWHM gaussian kernel improved slopes (with the intercept fixed
at the origin) from 1.19 ± 0.10 to 1.07 ± 0.11 (3D-FBP) and from 1.14 ± 0.10
to 1.04 ± 0.11 (3D-OSWLS), retaining a high correlation between HR+ and
HRRT (r, ∼0.98). Table 8.2 illustrates this effect for BFM-derived VT , in which
slopes with the intercept fixed at the origin improved from 1.29 ± 0.23 to 1.04 ±
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Figure 8.2. Correlation between Logan-derived VT obtained with various HRRT reconstruc-
tion methods and corresponding Logan-derived VT obtained with HR+ 2D-FBP + FORE: (a)
3D-FBP, (b) 3D-FBP G6, (c) 3D-OSWLS, (d) 3D-OSWLS G6. Every symbol represents
single subject (straight line is the line of identity). G6 = 6-mm FWHM gaussian kernel.
0.22 (3D-FBP) and from 1.11 ± 0.22 to 1.00 ± 0.21 (3D-OSWLS), with r values
between 0.88 ± 0.05 and 0.98 ± 0.01.
Parametric image analysis
Correlation analyses of VT obtained with HRRT and corresponding HR+ Logan-
derived parametric images are shown in Table 8.3. Smoothing HRRT data to
approximate HR+ resolution improved the r from 0.91 ± 0.08 to 0.98 ± 0.01
(3D-FBP) and from 0.97 ± 0.01 to 0.98 ± 0.00 (3D-OSWLS). For parametric
data, the slope with fixed intercept changed from 0.99 ± 0.12 to 1.07 ± 0.11 for
3D-FBP and from 1.07 ± 0.11 to 1.01 ± 0.10 for 3D-OSWLS when smoothing
was applied. For BFM-derived VT , correlations improved in a way similar to
those obtained with analyses based on timeactivity curves. For 3D-FBP, the
slope with the intercept fixed at the origin changed from 1.29 ± 0.20 to 1.09 ±
0.15, and r improved from 0.89 ± 0.12 to 0.98 ± 0.01. For 3D-OSWLS, a change
from 1.16 ± 0.14 to 1.00 ± 0.10 was observed (r, ∼0.97).
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Table 8.1. Plasma input kinetic data using time-activity curve analysis. Logan VT and
absolute variability values (mean±SD for all values) using HRRT- versus HR+-reconstructed
scans of 5 subjects for various ROIs. Absolute variability (test-retest) is calculated as∣HRRT−HR+∣ ÷((HRRT+HR+) ⋅ 0.5) ⋅ 100%. G6 = 6-mm FWHM gaussian kernel.
ROI HR+ HRRT (OSWLS) HRRT G6 (OSWLS)
Brain area Side VT VT
Absolute
VT
Absolute
Volume variability variability
(mL) (%) (%)
Frontal Left 12.1±2.6 5.3±0.6 6.2±0.4 15.0±7.1 5.5±0.4 7.8±6.6
lobe Right 14.8±2.4 6.0±0.5 6.7±0.5 11.6±7.2 6.0±0.5 7.2±3.5
Temporal Left 22.5±4.9 5.5±0.3 6.0±0.6 11.7±3.6 5.5±0.6 8.7±6.5
lobe Right 21.3±5.8 5.9±0.3 6.2±0.7 9.0±5.0 5.7±0.7 8.1±7.0
Parietal Left 12.8±3.4 5.5±0.3 6.8±0.6 20.1±7.7 6.2±0.7 10.4±9.3
lobe Right 12.6±3.5 5.5±0.5 6.2±0.5 12.3±7.6 5.7±0.6 6.8±6.6
Occipital Left 18.7±8.6 5.9±0.4 6.9±0.9 15.8±7.2 6.2±1.0 9.2±4.7
lobe Right 13.7±4.5 6.1±0.5 7.2±1.1 15.6±8.8 6.5±1.1 10.3±4.5
Thalamus Left 2.0±0.9 3.3±0.2 4.2±0.7 21.1±12.2 3.7±0.6 11.6±10.8
Right 2.3±0.6 3.5±0.2 4.4±0.6 20.1±14.3 3.8±0.6 13.6±7.3
Caudate Left 2.2±0.3 2.6±0.3 2.8±0.3 19.8±23.0 2.5±0.3 19.1±12.5
Right 2.1±0.3 2.8±0.2 3.1±0.4 17.2±10.9 2.8±0.4 16.0±12.0
Putamen Left 1.6±0.9 3.7±0.1 4.1±0.5 14.6±12.5 4.0±0.6 13.9±6.2
Right 1.9±0.7 3.5±0.3 3.9±0.5 10.7±9.6 3.7±0.5 10.2±9.7
Pons - 5.5±0.6 0.9±0.0 0.9±0.2 13.7±7.3 1.0±0.2 13.3±3.8
Table 8.2. Plasma input kinetic data using time-activity curve analysis. Slope, inter-
cept and r (all data are mean±SD) of plasma input kinetic data using HRRT- versus HR+-
reconstructed scans of 5 subjects, over various ROIs. G6 = 6-mm FWHM gaussian kernel.
HRRT Fixed intercept
reconstruction Unfixed intercept to origin
method Slope Intercept r Slope r
3D-FBP 1.15±0.05 0.19±0.43 0.97±0.01 1.19±0.10 0.97±0.01
Logan 3D-FBP G6 1.03±0.07 0.20±0.34 0.98±0.00 1.07±0.11 0.98±0.01
VT 3D-OSWLS 1.15±0.05 -0.03±0.32 0.98±0.00 1.14±0.10 0.98±0.00
3D-OSWLS G6 1.02±0.07 0.09±0.27 0.98±0.00 1.04±0.11 0.98±0.00
3D-FBP 0.99±0.21 1.21±0.35 0.93±0.03 1.29±0.23 0.88±0.05
BFM 3D-FBP G6 1.08±0.17 -0.16±0.32 0.98±0.01 1.04±0.22 0.98±0.01
VT 3D-OSWLS 1.14±0.17 -0.13±0.45 0.98±0.01 1.11±0.22 0.97±0.00
3D-OSWLS G6 1.08±0.18 -0.28±0.28 0.98±0.00 1.00±0.21 0.98±0.00
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Table 8.3. Plasma input parametric image data. Slope, intercept and r (all data are
mean±SD) of plasma input kinetic data using HRRT- versus HR+-reconstructed scans of
5 subjects, over various ROIs. G6 = 6-mm FWHM gaussian kernel.
HRRT Fixed intercept
reconstruction Unfixed intercept to origin
method Slope Intercept r Slope r
3D-FBP 0.83±0.13 0.78±0.54 0.94±0.03 0.99±0.12 0.91±0.08
Logan 3D-FBP G6 1.03±0.05 0.21±0.40 0.98±0.00 1.07±0.11 0.98±0.01
VT 3D-OSWLS 1.04±0.07 0.17±0.38 0.97±0.01 1.07±0.11 0.97±0.01
3D-OSWLS G6 0.98±0.06 0.15±0.30 0.99±0.00 1.01±0.10 0.98±0.00
3D-FBP 1.00±0.14 1.44±0.80 0.96±0.01 1.29±0.20 0.89±0.12
BFM 3D-FBP G6 1.05±0.11 0.18±0.41 0.98±0.01 1.09±0.15 0.98±0.01
VT 3D-OSWLS 1.10±0.12 0.29±0.41 0.97±0.01 1.16±0.14 0.97±0.01
3D-OSWLS G6 0.98±0.06 0.11±0.32 0.98±0.00 1.00±0.10 0.98±0.00
8.3.3 Reference tissue models
In figure 8.3, correlations are shown for timeactivity curvebased, RLogan-derived
DVR between various HRRT reconstructions and the corresponding HR+ data.
One subject (indicated by the symbol × in figure 8.3) showed poor performance
for all reference tissue methods (using analyses based either on timeactivity
curves or on parametric images), and another subject (indicated by symbol ○ in
figure 8.3) showed poor correspondence between HRRT 3D-FBP only (again for
analyses based either on timeactivity curves or on parametric images). These
outliers resulted in high SD on slopes with a fixed intercept (0.18-0.54, Table
8.4), especially for 3D-FBP (0.37-0.54). The same trends were observed for
RPM-derived BPND (Table 8.4) and for all results from the comparison of
parametric reference tissue data (Table 8.5). However, trends similar to those
observed in Tables 8.4 and 8.5 were observed for plasma input models (Tables
8.2 and 8.3), in which significant reductions in slopes with the intercept fixed at
the origin were found by smoothing HRRT reconstructions with a 6-mm FWHM
gaussian kernel (P < 0.05, 2-sided paired t test).
SUV curves
Figure 8.4 shows SUV curves of a typical subject with a standard dose (382± 28 MBq), subject × (with lower SUV and a lower dose of about 311 ± 13
MBq), and subject ○ (with a lower HRRT dose of 305 MBq) for reference tissue
(pons) and a typical cortical region (temporal lobe). The first (typical) subject
showed hardly any differences between HR+- and HRRT-reconstructed SUVs.
Similar results were found for 3 other subjects; for another 2 subjects, the pons
SUV curves deviated either for HRRT 3D-FBP (subject ○) or for both HRRT
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Figure 8.3. Correlation between RLogan-derived DVR obtained with various HRRT recon-
struction methods and corresponding RLogan-derived DVR obtained with HR+ 2D-FBP +
FORE: (a) 3D-FBP, (b) 3D-FBP G6, (c) 3D-OSWLS, (d) 3D-OSWLS G6. Every symbol
represents a single subject (straight line is the line of identity). G6 = 6-mm FWHM gaussian
kernel.
3D-FBP and 3D-OSWLS (subject ×).
Time-activity curve analysis
After the outliers were removed (subject × for HR+ versus HRRT 3D-OSWLS
and subjects × and ○ for HR+ versus HRRT 3D-FBP), reductions in slope
with the intercept fixed at the origin were found for RLogan-derived DVR from
timeactivity curves (Table 8.6) by smoothing HRRT reconstructions with a 6-
mm FWHM gaussian kernel, again retaining a lower SD on slopes with fixed
intercept (0.100.15). Slopes with the intercept fixed at the origin lowered from
1.03 ± 0.12 to 0.94 ± 0.10 (3D-FBP) and from 1.04 ± 0.13 to 0.92 ± 0.10 (3D-
OSWLS), with an r of 0.93 ± 0.02 to 0.96 ± 0.01. This effect was also observed
for RPM-derived BPND, in which slopes with the intercept fixed at the origin
decreased from 1.04 ± 0.14 to 0.92 ± 0.11 (3D-FBP) and from 1.04 ± 0.14 to
0.90 ± 0.10 (3D-OSWLS), with an r of 0.91 ± 0.10 to 0.96 ± 0.01. Table 8.7 also
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Table 8.4. Reference tissue kinetic data using time-activity curve analysis (with outliers).
Slope, intercept and r (all data are mean±SD) of reference tissue (pons) kinetic data us-
ing HRRT- versus HR+-reconstructed scans of 6 subjects, over various ROIs. G6 = 6-mm
FWHM gaussian kernel.
HRRT Fixed intercept
reconstruction Unfixed intercept to origin
method Slope Intercept r Slope r
3D-FBP 1.10±0.51 0.02±0.51 0.97±0.01 1.10±0.44 0.97±0.01
RLogan 3D-FBP G6 0.99±0.43 0.06±0.44 0.98±0.00 1.00±0.37 0.98±0.01
DVR 3D-OSWLS 0.98±0.24 0.01±0.27 0.98±0.01 0.98±0.22 0.98±0.01
3D-OSWLS G6 0.85±0.20 0.10±0.21 0.98±0.00 0.87±0.18 0.98±0.00
3D-FBP 1.11±0.56 0.11±0.23 0.97±0.01 1.14±0.54 0.97±0.01
RPM 3D-FBP G6 0.96±0.45 0.16±0.38 0.97±0.02 1.00±0.44 0.96±0.05
BPND 3D-OSWLS 1.00±0.25 -0.05±0.46 0.98±0.01 0.99±0.25 0.97±0.01
3D-OSWLS G6 0.86±0.20 -0.05±0.29 0.98±0.00 0.85±0.20 0.98±0.01
Table 8.5. Reference tissue parametric image data (with outliers). Slope, intercept and r
(all data are mean±SD) of reference tissue (pons) kinetic data using HRRT- versus HR+-
reconstructed scans of 6 subjects, over various ROIs. G6 = 6-mm FWHM gaussian kernel.
HRRT Fixed intercept
reconstruction Unfixed intercept to origin
method Slope Intercept r Slope r
3D-FBP 0.74±0.25 0.94±0.40 0.94±0.02 0.93±0.27 0.88±0.11
RLogan 3D-FBP G6 0.97±0.41 0.10±0.46 0.98±0.00 0.99±0.34 0.98±0.01
DVR 3D-OSWLS 1.04±0.07 0.17±0.38 0.97±0.01 1.07±0.11 0.97±0.01
3D-OSWLS G6 0.87±0.18 0.18±0.27 0.98±0.00 0.91±0.16 0.98±0.00
3D-FBP 0.89±0.35 0.94±0.44 0.97±0.01 1.10±0.43 0.92±0.07
RPM 3D-FBP G6 0.97±0.38 0.10±0.26 0.98±0.00 1.00±0.40 0.98±0.01
BPND 3D-OSWLS 1.10±0.12 0.29±0.41 0.97±0.01 1.16±0.14 0.97±0.01
3D-OSWLS G6 0.91±0.23 0.02±0.22 0.98±0.00 0.91±0.20 0.98±0.00
shows mean RPM-derived BPND values and absolute variability for each brain
region. This table illustrates that, by applying resolution matching, testretest
values in general improve, except for in regions close to the skull (i.e., temporal
and frontal lobes).
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Table 8.6. Reference tissue kinetic data using time-activity curve analysis (without outliers).
Slope, intercept and r (given in mean±SD) of reference tissue (pons) kinetic data using HRRT-
versus HR+-reconstructed scans of 4 subjects for 3D-FBP and 5 subjects for 3D-OSWLS, over
various ROIs. G6 = 6-mm FWHM gaussian kernel.
HRRT Fixed intercept
reconstruction Unfixed intercept to origin
method Slope Intercept r Slope r
3D-FBP 0.99±0.18 0.17±0.40 0.97±0.01 1.03±0.12 0.93±0.02
RLogan 3D-FBP G6 0.91±0.13 0.18±0.32 0.98±0.01 0.94±0.10 0.95±0.01
DVR 3D-OSWLS 1.03±0.17 0.00±0.34 0.98±0.00 1.04±0.13 0.96±0.01
3D-OSWLS G6 0.89±0.12 0.12±0.24 0.98±0.00 0.92±0.10 0.96±0.01
3D-FBP 0.99±0.17 0.22±0.20 0.97±0.01 1.04±0.14 0.94±0.03
RPM 3D-FBP G6 0.86±0.18 0.27±0.42 0.97±0.03 0.92±0.11 0.91±0.10
BPND 3D-OSWLS 1.05±0.21 -0.05±0.57 0.98±0.01 1.04±0.15 0.95±0.02
3D-OSWLS G6 0.89±0.12 0.00±0.36 0.98±0.00 0.90±0.10 0.96±0.01
Table 8.7. Reference tissue kinetic data using time-activity curve analysis. RPM BPND and
absolute variability values (all data are mean±SD) using HRRT- versus HR+-reconstructed
scans of 5 subjects for various ROIs. Absolute variability (test-retest) is calculated as∣HRRT−HR+∣ ÷((HRRT+HR+) ⋅ 0.5) ⋅ 100%. G6 = 6-mm FWHM gaussian kernel.
ROIs HR+ HRRT (OSWLS) HRRT G6 (OSWLS)
Brain area Side BPND BPND
Absolute
BPND
Absolute
Volume variability variability
(mL) (%) (%)
Frontal Left 12.1±2.6 4.8±0.9 5.4±1.5 12.7±8.6 4.6±1.2 10.0±10.8
lobe Right 14.8±2.4 5.4±0.7 5.7±1.2 10.6±8.2 4.8±1.0 13.3±14.0
Temporal Left 22.5±4.9 5.0±0.4 5.0±0.8 9.1±4.5 4.3±0.5 15.3±8.3
lobe Right 21.3±5.8 5.3±0.4 5.0±0.8 11.6±6.0 4.4±0.5 17.7±10.1
Parietal Left 12.8±3.4 5.0±0.4 5.8±1.0 17.0±11.5 5.0±0.8 11.3±8.2
lobe Right 12.6±3.5 4.9±0.6 5.5±1.4 15.4±13.5 4.8±1.0 13.6±7.4
Occipital Left 18.7±8.6 5.2±0.2 5.6±0.8 13.4±8.4 4.9±0.5 11.1±4.9
lobe Right 13.7±4.5 5.3±0.7 5.8±0.6 14.0±11.9 4.9±0.3 11.9±5.6
Thalamus Left 2.0±0.9 2.6±0.3 3.3±0.7 23.7±13.7 2.8±0.5 12.0±8.0
Right 2.3±0.6 2.8±0.2 3.4±0.4 18.1±11.2 2.8±0.3 8.1±5.0
Caudate Left 2.2±0.3 1.9±0.5 2.1±0.8 25.6±6.0 1.7±0.6 20.0±23.0
Right 2.1±0.3 2.0±0.3 2.4±0.4 17.4±10.6 1.9±0.3 10.4±12.7
Putamen Left 1.6±0.9 3.1±0.3 3.2±0.7 11.4±9.6 3.0±0.5 7.6±12.0
Right 1.9±0.7 2.9±0.6 3.1±0.7 9.0±7.5 2.8±0.6 9.9±9.8
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Figure 8.4. Reconstructed pons (a-c) and temporal lobe (d-f) SUV curves for HR+ and
HRRT reconstruction methods for (a, d) typical subject with a high dose (382 ± 28 MBq),
(b, e) subject ○ with a low SUV and a low dose for HRRT (305 MBq) and (c, f) subject ×
with a low dose in general (311 ± 13 MBq).
Parametric image analysis
Table 8.8 shows RLogan data (excluding the outliers mentioned above) similar
to those in Table 8.6, but with parametric data. Smoothing the HRRT data
to approximate the HR+ resolution provided a good SD on slopes with a fixed
intercept of 0.070.11. Slopes with the intercept fixed at the origin, however,
were lower than those with analyses based on timeactivity curves (parametric
slopes changed from 0.89 ± 0.07 to 0.94 ± 0.10 for 3D-FBP and from 1.01 ± 0.11
to 0.93 ± 0.11 for 3D-OSWLS). For RPM-derived BPND, slopes and correlation
always showed reduction (improvement) in slope. Slopes with the intercept fixed
at the origin decreased from 1.04 ± 0.14 to 0.94 ± 0.13, with an r of 0.83 ± 0.15
to 0.96 ± 0.01 (3D-FBP), and from 1.08 ± 0.19 to 0.93 ± 0.15, with an r of 0.94± 0.03 to 0.97 ± 0.01 (3D-OSWLS).
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Table 8.8. Reference tissue parametric image data (without outliers). Slope, intercept and
Pearson’s correlation coefficient (r) (given in mean±SD) of reference tissue (pons) kinetic
data using HRRT versus HR+ reconstructed scans of four subjects for 3D-FBP and five
subjects for 3D-OSWLS, over various regions of interest.
HRRT Fixed intercept
reconstruction Unfixed intercept to origin
method Slope Intercept r Slope r
3D-FBP 0.71±0.15 0.90±0.48 0.94±0.02 0.89±0.07 0.76±0.22
RLogan 3D-FBP G6 0.90±0.13 0.20±0.39 0.98±0.01 0.94±0.10 0.95±0.02
DVR 3D-OSWLS 0.96±0.15 0.23±0.38 0.97±0.01 1.01±0.11 0.93±0.04
3D-OSWLS G6 0.90±0.13 0.17±0.29 0.98±0.00 0.93±0.11 0.96±0.01
3D-FBP 0.84±0.18 0.85±0.35 0.97±0.01 1.04±0.14 0.83±0.15
RPM 3D-FBP G6 0.92±0.14 0.09±0.28 0.98±0.00 0.94±0.13 0.96±0.01
BPND 3D-OSWLS 1.01±0.23 0.29±0.28 0.98±0.01 1.08±0.19 0.94±0.03
3D-OSWLS G6 0.92±0.19 0.04±0.25 0.98±0.00 0.93±0.15 0.97±0.01
8.4 Discussion
8.4.1 Plasma input models
Smoothing HRRT-reconstructed images to obtain approximately the same res-
olution as that of the HR+ images resulted in quantitatively similar kinetic
parameter values for both scanners, when using ROI-derived timeactivity curve
and plasma input (figure 8.2; table 8.2), and an improvement in testretest values
(table 8.1). This result is consistent with a previous phantom study [77] and
a study by Leroy et al. [8]. In the latter study, it was shown that the HRRT
scanner, compared with the HR+ scanner, allowed for the recovery of higher
kinetic parameter values (reference tissue BPND values) in the case of 11C-PE2I
and an age-matched population. As suggested in that study, however, further
studies for a variety of PET tracers would be needed to fully validate the quan-
titative potential of the HRRT. In the present study, an attempt was made to
minimize intersubject variability by acquiring paired scans (i.e., using both the
HR+ and the HRRT) in the same subjects. This study further substantiates
the findings of Leroy et al. [8], validating the HRRT for a different radiotracer
using a different tracer kinetic plasma input model.
When using parametric image data, Logan VT values obtained with the
HRRT were lower than those obtained with the HR+ (table 8.3). This was due
to noise-induced bias when using the graphical Logan VT method [122]. BFM
does not suffer from noise-induced bias and, therefore, showed the same VT
pattern for both ROI and parametric data.
The data presented in table 8.1 showed poorer absolute variability values
than did data described in a previous report [120] (6.8%–19.1% instead of 4.6%–
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8.4%). This might be caused by the smaller population used in this study.
Consistent with the study of Leroy et al. [8], the present study illustrates
that, on the basis of the higher resolution, higher kinetic parameter values can
be obtained with the HRRT. Because these differences disappear after resolution
matching, they are primarily a result of different partial-volume effects.
8.4.2 Reference tissue models
The data presented in table 8.7 showed only slightly poorer absolute-variability
values than did data in a previous report [120] (7.6%–20.0% instead of 6.5%–
17.0%). One subject (subject ○) with a low administered HRRT dose (305 MBq,
figure 8.4b) showed a noisier pons timeactivity curve for 3D-FBP than for 3D-
OSWLS. This subject appeared to be an outlier for all HRRT 3D-FBPrelated
kinetic reference tissue analyses (figures 8.3a and 8.3b), with substantially higher
parameter values than for the corresponding HR+ data, especially after reso-
lution matching. For example, RLogan DVR values for this particular subject,
when compared with average RLogan DVR values for the other 4 subjects, were
higher for HRRT 3D-FBP (4.6 ± 1.6 vs. 4.0 ± 1.4, respectively). This effect is
likely explained by the lower SUV (2.7 ± 0.3 in pons timeactivity curve peak)
for all reconstructions and all scanners when compared with other subjects (4.2± 1.3 in pons timeactivity curve peak). Iterative HRRT 3D-OSWLS, which is
less sensitive to noise, provided better correspondence between HR+ and HRRT
data than did HRRT 3D-FBP, indicating that noise may affect reference tissue
curves (low uptake curves) and care should be taken to administer sufficient
activity in clinical HRRT studies.
In addition to the 3D-FBP outlier above, there was another subject (subject×) who showed consistently higher parameter values for reference tissue analyses
applied to HR+ reconstructions. For example, RLogan DVR values for this
particular subject were higher for HR+ (6.1 ± 2.5) than were normal values for
either HR+ 2D-FBP + FORE (4.3 ± 1.6) or HRRT (4.0 ± 1.4). This subject
showed a slightly lower SUV tail (last 3 time frames; 0.16) than did other
subjects scanned on the HR+ (0.30 ± 0.09). However, noise-equivalent count
rates were not lower for this particular subject (2.97⋅107) than for the other
subjects (3.27⋅107 ± 0.5⋅107). In addition, random fractions were not higher for
this particular subject (9.5% vs. 8.8% ± 1.6% for the others). Therefore, the
reason for the abnormal reference tissue parameters remains unknown.
After resolution matching, the reference tissue models showed lower HRRT
parameter values than HR+ values (figure 8.4; tables 8.4 and 8.5). This might be
due to some bias in the HRRT reconstructions. In particular, reference tissue
tracer concentrations are low (no specific binding) and are, therefore, more
prone to bias (e.g., because of imperfections in the attenuation correction [119],
scatter correction [77, 123], or reconstruction [77, 90, 91, 103, 121] algorithms).
Attenuation and scatter correction might also explain the somewhat poorer
testretest values for structures close to the skull, such as the frontal and temporal
lobes. In addition, 2D simulations have shown that gap-filling strategies for the
HRRT could cause a small negative bias in WM regions (such as pons) for 3D-
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FBP reconstructions [91]. Furthermore, bias in HRRT 3D-FBP reconstructions
might occur in cold regions when the contrast between background and cold
region becomes too large [121].
However, as can be seen in figures 8.3c and 8.3d and tables 8.6 and 8.8, for
most subjects a good correlation of DVR and BPND values was observed. Thus,
the present study illustrates that higher values of kinetic reference tissue mod-
eling data can be obtained using the HRRT as a result of the higher resolution
(tables 8.6 and 8.8), which is consistent with the findings of Leroy et al. [8].
8.4.3 Additional remarks
Future improvements in (small) residual differences between the HR+ and the
HRRT scanners can be expected when systematic bias, currently observed in
short-duration HRRT frames for 3D iterative reconstruction algorithms [77,90,
103, 121], can be removed (e.g., using iterative reconstruction algorithms that
allow for negative image values, such as the new NEG-ML algorithm) [18]. In
addition, new attenuation-correction strategies that show less overestimation of
the size of the skull and a fully 3D iterative scatter correction algorithm might
improve the quantitative accuracy of reference tissue models for the HRRT,
because reference regions generally have a lower uptake and are, therefore, more
sensitive for (small) inaccuracies in scatter corrections.
8.5 Conclusion
Higher parameter values were obtained with the HRRT than with the HR+
scanner using either plasma input or reference tissue models. However, the out-
come of reference tissue model analysis may be affected by low counts in the
reference region causing bias in reconstruction methods of the HRRT or by in-
accuracies in the attenuation and scatter corrections. The improvement of these
methods is currently one of the primary goals of the HRRT community. How-
ever, the higher pharmacokinetic parameter values observed in most subjects
are primarily a result of the higher resolution of the HRRT, as differences of the
HRRT, compared with HR+, disappear after resolution matching. Therefore,
this study provides further evidence that the HRRT can be used for quantitative
studies with a higher spatial resolution in a clinical setting.
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9.1 Summary
The ECAT High Resolution Research Tomograph (HRRT) is a dedicated hu-
man brain positron emission tomography (PET) scanner, with design features
that enable high image spatial resolution combined with high sensitivity. The
HRRT is the first commercially available scanner that utilizes a double layer
of LSO/LYSO crystals to achieve photon detection with depth-of-interaction
information. At present, iterative reconstruction methods are the method of
choice for reconstructing HRRT studies. However, the currently available 3D
iterative reconstruction algorithms, i.e. ordinary Poisson ordered subsets expec-
tation maximization (OP-OSEM) and attenuation and normalization weighted
OSEM (ANW-OSEM), show bias in short time frames due to non-negativity
constraints. Consequently, implementation of analytical 3D filtered backpro-
jection (3D-FBP) is of interest. To apply 3D-FBP, however, all missing data
due to gaps between detector heads need to be estimated. Further improve-
ments in HRRT image reconstruction might be expected using a new method of
variance reduction on randoms (VRR), in which random events are estimated
based on coincidence histograms instead of a delayed window technique (DW).
In previous studies, new iterative reconstruction algorithms such as shifted Pois-
son OSEM (SP-OSEM) and ordered subsets weighted least squares (OSWLS)
showed promising results in bias reduction compared with OP-OSEM recon-
struction, which is currently recommended by the supplier of the scanner. In
this thesis, quantitative accuracy of various 3D iterative reconstruction and cor-
rection methods for the HRRT were assessed. The correction methods primarily
concerned different random estimation techniques and attenuation correction
methods. Quantitative accuracy was assessed directly using both phantom and
patient data. In addition, impact on pharmacokinetic analyses was assessed.
Finally, performance of the HRRT was compared directly to that of a standard
clinical whole body PET scanner (ECAT EXACT HR+).
In chapter 2, performance of the commercial LSO/LYSO HRRT was char-
acterised, using the NEMA NU-2 2001 and 1994 protocols as guidelines. Apart
from measuring spatial resolution, energy resolution, sensitivity, scatter fraction,
count rate performance, attenuation and scatter corrections, hot spot recovery
and image quality, a clinical evaluation was performed by comparing brain scans
with those acquired on a standard clinical scanner (ECAT EXACT HR+). Point
source resolution varied across the FOV from approximately 2.3 to 3.2 mm (full
width at half maximum, FWHM) in trans-axial direction and from 2.5 to 3.4
mm in axial direction. Absolute line source sensitivity ranged from 2.5 to 3.3%
and the NEMA-2001 scatter fraction was 45%. Maximum NECR was 45 kcps
and 148 kcps according the NEMA NU-2 2001 and 1994 protocols, respectively.
Attenuation and scatter correction led to a volume uniformity of 6.3% and a
system uniformity of 3.1%. Reconstructed values deviated up to 15 and 8% in
regions with high and low count densities, respectively, which possibly can be
attributed to inaccuracies in scatter estimation. Hot spot recovery ranged from
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60 to 94% for spheres with diameters of 1 to 2.2 cm. High quantitative agree-
ment was met between HR+ and HRRT clinical data. In conclusion, the ECAT
HRRT has excellent resolution and sensitivity properties, which is an important
advantage in many research studies involving smaller brain structures.
In chapter 3, quantitative accuracy of different attenuation correction stra-
tegies, presently available for the HRRT, was investigated. These attenuation
correction methods differ in reconstruction and processing (segmentation) al-
gorithms used for generating µ-images from measured 2D transmission scans,
an intermediate step in the generation of 3D attenuation correction factors.
Available methods are maximum-a-posteriori reconstruction (MAP-TR), un-
weighted OSEM (UW-OSEM) and NEC-TR, which transforms sinogram values
back to their noise equivalent counts to restore Poisson distribution. All meth-
ods can be applied with or without µ-image segmentation. However, for MAP-
TR a µ-histogram is a prior during reconstruction. All possible strategies were
evaluated using phantoms of various sizes, simulating preclinical and clinical
situations. Furthermore, accuracy of various attenuation correction strategies
was studied in case the transmission scan was contaminated contamination by
residual (emission) activity. Finally, accuracy of various attenuation corrections
strategies and its relative impact on reconstructed activity concentrations were
evaluated using small animal and human brain studies. For small structures,
MAP-TR with human brain priors showed smaller differences in µ-values for
transmission scans with and without emission contamination (< 8%) than the
other methods (< 26%). In addition, it showed the best agreement with true
activity concentrations (deviation < 4.5%). A specific prior designed to take
into account the presence of small animal fixation devices improved activity
concentration slightly to 4.3%. All methods scaled µ-values of a large homoge-
neous phantom to within 4% of the water peak, but MAP-TR provided most
accurate activity concentration after reconstruction. However, for clinical data
MAP-TR overestimated the thickness of the skull when using default prior set-
tings, resulting in overestimations of µ-values in regions near the skull and thus
in incorrect activity concentrations. NEC-TR with segmentation or MAP-TR
with an adjusted human brain prior showed less overestimation in both skull
thickness and activity concentrations for these structures and are therefore the
recommended methods for human brain studies.
In chapter 4, various gap filling strategies for 3D-FBP reconstructions of
HRRT data were investigated, such as linear and bilinear interpolation or con-
straint Fourier space gap filling (confosp). Furthermore, missing planes were
estimated using segment 0 image data only (non-iterative) or by using recon-
structed images based on all previous segments (iterative method). Use of bilin-
ear interpolation showed the worst correspondence between reconstructed and
true activity concentrations, especially for small structures. Moreover, phantom
data indicated that linear interpolation resulted in artifacts in planes located
near the edge of the field-of-view. Use of confosp did not show these artifacts.
Iterative estimations of missing planes for all segments except segment 0 im-
proved image quality at the cost of more computation time. Therefore, use of
confosp for filling sinogram gaps with both iterative and non-iterative estimation
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of missing planes are recommended for quantitative 3D-FBP reconstructions of
HRRT studies.
In chapter 5, a new randoms estimation method, called VRR, in combina-
tion with 3D-OP-OSEM and 3D-FBP reconstruction techniques was evaluated.
Obtained results were compared with reconstructions in which randoms were
estimated using the routinely used DW method. For most phantom studies,
3D-OP-OSEM showed higher accuracy of observed activity concentrations with
VRR than with DW. However, both positive and negative deviations in recon-
structed activity concentrations and large bias in grey to white matter contrast
ratios (up to 88%) were still observed as function of scan statistics. Moreover,
compared with 3D-FBP+VRR, 3D-OP-OSEM+VRR also showed bias up to
64% in some pharmacokinetic parameters derived from clinical data. In case of
3D-FBP, VRR showed similar results as DW for both phantom and clinical data,
except that VRR resulted in better standard deviations of 6–10%. Therefore,
VRR should be used to correct for randoms in HRRT studies.
In chapter 6, the use of image derived input functions (IDIF) as an alter-
native for arterial sampling for HRRT human brain studies was validated. To
this end, IDIFs were extracted from 3D OP-OSEM and reconstruction based
partial volume corrected (PVC) OP-OSEM images. IDIFs, either derived di-
rectly from regions of interest or further calibrated using manual samples taken
during scans, were evaluated for dynamic [11C]flumazenil data (n = 6). Re-
sults obtained with IDIFs were compared with those obtained using blood sam-
pler input functions (BSIF). These comparisons included areas under the curve
(AUC) for peak (0–3.3 min) and tail (3.3–55.0 min). In addition, slope, in-
tercept and Pearson’s correlation coefficient of tracer kinetic analysis results
based on IDIF and BSIF were calculated for each subject. Good peak AUC
ratios (0.83±0.21) between IDIF and BSIF were found for calibrated IDIFs ex-
tracted from OP-OSEM images. This combination of IDIFs and images also
provided good slope values (1.07±0.11). Improved resolution, as obtained with
PVC OP-OSEM, changed AUC ratios to 1.14±0.35 and, for tracer kinetic anal-
ysis, slopes changed to 0.95±0.13, showing the advantage of the high resolution
of the HRRT scanner itself, with little additional value of PVC OP-OSEM. For
all reconstructions, non-calibrated IDIFs gave poorer results (>61±34% higher
slopes) compared with calibrated IDIFs, indicating that calibration is necessary
for IDIFs derived from HRRT scans to compensate for quantification errors in
low count regions due to inaccuracies of the scatter correction algorithm. Bias
in iterative reconstruction techniques might also be of influence in obtaining
correct IDIFs. Although manual samples were still necessary, these are needed
anyway for calculating plasma to whole blood ratios and metabolite fractions.
In summary, the feasibility of deriving accurate IDIFs from dynamic HRRT
studies was demonstrated.
In chapter 7, quantitative accuracy of various 3D iterative reconstruction
algorithms in comparison with 3D filtered backprojection (3D-FBP) was eval-
uated. ANW-OSEM, OP-OSEM, SP-OSEM and OSWLS methods were imple-
mented on the HRRT. In order to study the various 3D iterative reconstruction
techniques quantitatively, several phantoms and a human brain study (n = 5)
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were performed and analysed. OSWLS showed low and almost linearly increas-
ing coefficients of variation (SD divided by average activity concentration) with
decreasing noise equivalent count (NEC) rates. In decay studies, OSWLS also
showed good agreement with 3D-FBP grey (GM) to white (WM) matter con-
trast ratios (within 4%), while OP-OSEM and SP-OSEM showed agreement
within 6 and 7%, respectively. For various frame durations, both SP-OSEM
and OP-OSEM showed the smallest errors in GM to WM contrast ratios, vary-
ing 75% between different NEC rates. This variability was much higher for the
other iterative methods (>92%). 3D-FBP showed least variability (34%). Visu-
ally, OSWLS hardly showed any artefacts in parametric images and agreement
well with 3D-FBP data for parametric images, especially in case of reference
tissue kinetic methods (slope: 1.02, Pearson’s correlation coefficient: 0.99). OP-
OSEM, SP-OSEM and OSWLS showed good performance for phantom studies.
In addition, OSWLS showed better results for parametric analyses of clinical
studies and it is therefore recommended for quantitative HRRT brain studies.
In chapter 8, quantitative accuracy of the HRRT was compared with that
of a clinical HR+ scanner. In addition, effects of differences in spatial resolution
between both scanners (∼2.7 mm and 7 mm for HRRT and HR+, respectively)
were assessed. This assessment was performed by paired [11C]flumazenil scans
in 7 healthy volunteers. For each volunteer, dynamic scans (including arterial
sampling) were acquired on both scanners on the same day, thereby minimising
intersubject variability. Volume of distribution (VT ) was generated using Logan
plot analysis with plasma input. In addition, other plasma input, reference
tissue (with pons as reference tissue) and parametric methods were included in
this interscanner comparison. Logan VT analysis of HRRT data showed higher
values than those of HR+ data (slope with intercept fixed at origin of 1.14±0.10
to 1.19±0.10, depending on the HRRT reconstruction method used). Smoothing
HRRT reconstructions with a 6 mm full width at half maximum Gaussian kernel
reduced this slope towards the line of identity (1.04±0.11 to 1.07±0.11), retaining
good correlation between HR+ and HRRT data (r: ∼0.98). Similar trends
were observed for other plasma input, reference tissue and parametric methods.
However, the reference tissue models showed lower HRRT kinetic parameter
values after resolution matching than for the HR+ (slope with fixed intercept:
0.90±0.10 to 0.94±0.13). The higher values of pharmacokinetic parameter values
with the HRRT scanner indicate improved quantification primarily because of
a reduction in partial volume effects.
In conclusion, attenuation and randoms correction methods for the HRRT
are very accurate. Analytical 3D-FBP reconstructions in combination with con-
straint Fourier space gap filling can accurately predict activity concentrations
in HRRT studies, but still show high noise levels. In contrast, 3D iterative
reconstruction techniques for the HRRT result in bias in short frames, which
are typical for the early phase of a dynamic scan. Nevertheless, accurate im-
age derived input functions can be obtained, which can be attributed to the
high spatial resolution of the HRRT. In summary, even with presently available
software, the HRRT has excellent spatial resolution, sensitivity and reconstruc-
tion properties, with clinical results that are similar to those obtained with the
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HR+ scanner when resolution is matched. As the HRRT can be operated at a
much higher spatial resolution, results for smaller structures will be more accu-
rate and, therefore, the HRRT should be the scanner of choice for human brain
studies.
9.2 Future perspectives
Although dynamic HRRT brain studies were reasonably accurate, as compared
with HR+ brain studies, further improvements are still needed to obtain accu-
rate reference tissue values and to obviate the need for calibrating image de-
rived plasma input functions. Systematic bias is still observed in short frames
reconstructed with 3D iterative reconstruction algorithms. This systematic
bias might be removed by using iterative reconstruction algorithms that allow
both negative sinogram and image values, such as OP-OSEM in combination
with either the NEG-ML algorithm (NEG-OP) [18, 124] or the lower bounded
AB-OSEM (AB-OP) [19]. For some studies, additional anatomical informa-
tion is known from MRI or CT scans (ideally from a hybrid scanner). Using
this a-priori anatomical information, maximum a-posteriori (MAP) reconstruc-
tions [125] could be used to reduce partial volume effects and/or reduce the
level of noise. Third, OSEM and OSWLS reconstruction algorithms can incor-
porate information about the spatial image resolution of the scanner to reduce
partial volume effects [101], which may be important for correct estimation of
IDIFs [99], especially in small animal imaging. Although already characterised
for clinical studies, the use of different OSEM and OSWLS strategies, either
with or without partial volume corrections, should also be investigated and
validated for small animal studies. Finally, kinetic modelling typically is per-
formed after image reconstruction. Application of kinetic models during image
reconstruction (using intermediate smoothing) might also benefit quantitative
accuracy of high-resolution PET imaging. These models could either be used as
update functions in OSEM-based reconstructions or they could be used on the
raw data to create parameter sinograms that can be used for image reconstruc-
tion [126,127]. Although previously some studies were performed using mainly
linear models, most of these methods need further improvement and validation,
especially for the HRRT.
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Samenvatting: optimale reconstructie
algoritmen voor hoge resolutie positron
emissie tomografie

10.1. Introductie
10.1 Introductie
Positron emissie tomografie (PET) is een beeldvormende techniek die wordt
gebruikt in de nucleaire geneeskunde. PET maakt gebruik van radioactieve
stoffen, zogenoemde ‘radiotracers’. Dit zijn (biologische) moleculen die een
positron uitzendend isotoop bevatten. De meest gebruikte positron emitters
zijn 11C, 13N, 18F en 15O. De radiotracers maken het meten van een verschei-
denheid aan fysiologische, biochemische en farmacokinetische processen mo-
gelijk. Voorbeelden hiervan zijn perfusie, vasculariteit, zuurstof gebruik, glucose
metabolisme, neurotransmitter afgifte, enzym activiteit, medicijn opname, gen-
expressie, etc. Deze mogelijkheden maken PET bij uitstek een goede techniek
om de functies van complexe organen, zoals de menselijke hersenen, te meten.
Hoewel PET nauwkeurig de concentraties van de radioactiviteit in het weef-
sel kan meten, moeten na de PET scan deze waarden met behulp van kinetische
modellen worden omgezet in kwantitatieve waarden van de te bestuderen pro-
cessen, voordat deze kunnen worden ge¨ınterpreteerd. De kwantificatie van PET
studies is afhankelijk van de methoden en parameters die gebruikt worden tij-
dens PET acquisitie (het verkrijgen van de PET scan), beeldreconstructie (het
reconstrueren van de PET data) en de data analyse. Het valideren van deze
parameters en methoden is zeer belangrijk.
Kwantificatie wat gebruik maakt van radiotracer kinetische modellering ver-
eist doorgaans dynamische PET studies waarbinnen de opname, het verblijf en
het verdwijnen van een radiotracer gemeten wordt als een functie van de tijd.
Dit wordt gemeten door herhaaldelijke scans (tijdsopnames) uit te voeren na
injectie. Door het meten van zulke radiotracer tijdsactiviteits curves is het mo-
gelijk om kwantitatieve waardes van fysiologische parameters te extraheren. Dit
wordt gedaan door gebruik te maken van non-lineaire regressie in combinatie
met een geschikt radiotracer kinetisch model wat het verloop van de radiotracer
in het menselijk lichaam nauwkeurig omschrijft.
De meeste klinische PET scanners, zoals de ECAT EXACT HR+ (gepro-
duceerd door CTI/Siemens, Knoxville, VS), worden beperkt door een lage spa-
tie¨le resolutie wat de identificatie van kleine structuren in de hersenen zeer lastig
maakt. Toegewijde hoge resolutie PET scanners lijken veelbelovend te zijn voor
het verbeterd kwantificeren en identificeren van subtiele neurobiologische veran-
deringen. Echter, een PET scanner met een hoge sensitiviteit is een voorwaarde
om de hoge spatie¨le resolutie ook te benutten. De ECAT High Resolution Re-
search Tomograph (HRRT; geproduceerd door CTI/Siemens, Knoxville, VS) is
een dergelijke toegewijde 3D humane hersenscanner die naast een hoge spatie¨le
resolutie ook een hoge sensitiviteit heeft. Dit maakt de scanner tevens geschikt
voor het scannen van kleine proefdieren, zoals muizen en ratten.
Rond de HRRT zijn er echter een aantal uitdagingen wanneer het aankomt
op het kwantitatief correct reconstrueren van de PET data. De scanner bestaat
uit 8 detectoren die als een octagon gepositioneerd zijn. Door deze geometrie
ontstaan er open ruimtes tussen de detectoren, dat zorgt dat niet alle data geme-
ten kunnen worden (ongeveer 10% wordt gemist). Deze data moeten worden
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ge¨ınterpoleerd om juiste PET beelden te verkrijgen. Daarnaast meet de HRRT
veel niet-bestaande data, zoals grote hoeveelheden verstrooide (afgebogen) stra-
ling (ook wel ‘scatter’ genoemd) en toevallige co¨ıncidenties (zogenaamde ‘ran-
doms’). Hoe en of de kwantitatieve nauwkeurigheid van de HRRT wordt bepaald
door de open ruimtes tussen de detectoren en de niet-bestaande data dient dan
ook te worden onderzocht.
Op dit moment zijn vooral iteratieve beeldreconstructie methoden de stan-
daard keuze voor reconstructies van HRRT studies. Deze reconstructie me-
thoden schatten het beeld in een aantal herhalingen van het algoritme (itera-
ties) totdat de juiste beeldkwaliteit is verkregen, dat wil zeggen het beeld met
de minste ruis en de beste kwantitatieve nauwkeurigheid. Een van de meest
gebruikte methoden is ‘ordered subsets expectation maximization’ (OSEM).
Echter, de beschikbare varianten van de 3D OSEM methode, zoals het ‘ordinary-
Poisson’ gewogen OSEM (OP-OSEM) en absorptie en normalisatie gewogen
OSEM (ANW-OSEM) algoritme, laten vertekening (onder- en overschattingen
van de werkelijke radioactiviteit ten opzichte van de gemeten radioactiviteit,
ook wel bekend onder de term ‘bias’) zien in de korte tijdsopnames (lage scan-
statistieken) van de PET scanner. Deze bias wordt veroorzaakt door de beper-
king van de reconstructie methoden om negatieve waardes op zowel sinogram
niveau (een manier om de gemeten data per hoek en positie op te slaan) als
op het beeldniveau te kunnen toepassen. Om deze reden, alsmede om zo de
iteratieve reconstructie methoden te kunnen valideren, is het interessant om
een meer kwantitatief accuraat maar ruiziger analytisch 3D gefilterde terug-
projectie (3D-FBP) algoritme te implementeren. Echter, dit algoritme vereist
dat de niet-gemeten data (veroorzaakt door de open ruimtes tussen de detec-
toren) vooraf worden geschat. Om deze reden zijn de meest optimale dataschat-
tingsmethoden voor de HRRT bepaald in dit proefschrift. Verdere verbeteringen
in beeldreconstructie van de HRRT worden verwacht indien een nieuwe ran-
doms correctie methode (VRR) op basis van co¨ıncidentie histogrammen wordt
toegepast in plaats van de huidig gebruikte ‘delayed window’ techniek (DW). In
voorgaande studies bleken iteratieve beeldreconstructie methoden zoals ‘shifted
Poisson’ OSEM (SP-OSEM) en de kleinste kwadraten methode (OSWLS) goede
kandidaten te zijn om de bias te kunnen reduceren ten opzichte van de op dit
moment veelgebruikte beeldreconstructie methode OP-OSEM.
Het doel van dit proefschrift was het onderzoeken van de kwantitatieve
nauwkeurigheid van verscheidene beeldreconstructie en correctie methoden voor
de HRRT scanner. De correctie methoden waren vooral gericht op het corrigeren
voor willekeurige (randoms) data als mede het corrigeren van de absorptie van
de radioactiviteit door het weefsel (ook wel attenuatie genoemd). Alle studies in
dit proefschrift waren getest op hun kwantitatieve nauwkeurigheid door middel
van zowel fantoom (model van een lichaamsdeel) als patie¨nten data. Daar-
naast was de impact op de kinetische analyses bepaald. Als laatste werden de
prestaties van de HRRT vergeleken met die van de veelgebruikte klinische HR+
PET scanner.
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In hoofdstuk 2 werden de prestaties van de HRRT bepaald naar aanleiding van
het National Electrical Manufacturers Association (NEMA, een Amerikaanse
organisatie van producenten die zich inzet voor het actief bevorderen van ge-
standaardiseerde productspecificaties voor elektrische apparatuur) protocol. De
resolutie van een puntbron varieerde over het veld binnen de scanner van onge-
veer 2.3 tot 3.2 millimeter ‘full width at half maximum’ (FWHM) in transaxiale
richting en van 2.5 tot 3.4 millimeter in axiale richting. De absolute lijnbron
sensitiviteit (gevoeligheid van de scanner) varieerde tussen de 2.5 en 3.3%. De
NEMA-2001 scatterfractie was 45%. De maximale ‘noise equivalent count rate’
(NECR) was 45 en 148 kcps volgens respectievelijk NEMA NU-2 2001 en 1994
protocollen. Attenuatie en scatter correctie leidden tot een volume uniformiteit
van 6.3% en een systeem uniformiteit van 3.1%. Gereconstrueerde waardes
verschilden maximaal 15 en 8% in gebieden met respectievelijk hoge en lage
dichtheden, hetgeen waarschijnlijk het gevolg is van kleine onnauwkeurigheden
in het scatter correctie algoritme. ‘Hot spot recovery’ varieerde van 60 tot 94%
voor bolletjes met een diameter van 1 tot 2.2 centimeter. Verder werd een
hoge kwantitatieve overeenkomst tussen de klinische data van HR+ en HRRT
gevonden. Concluderend kan worden gesteld dat de ECAT HRRT uitstekende
resolutie en sensitiviteit eigenschappen heeft, wat een belangrijk voordeel kan
zijn in vele onderzoeken naar kleine hersenstructuren.
In hoofdstuk 3 werd de kwantitatieve nauwkeurigheid van verscheidene at-
tenuatie correctie strategiee¨n onderzocht die op dit moment beschikbaar zijn
voor de HRRT. Deze attenuatie correctie methoden verschillen in beeldrecon-
structie en segmentatie algoritmes welke een µ-beeld genereren op basis van
gemeten 2D transmissie data. Een µ-beeld wordt ook wel een attenuatiemap
genoemd en geeft de kans weer (in µ-waardes) dat de radioactiviteit door het
weefsel wordt geabsorbeerd. De beschikbare methoden zijn maximum-a-posteri-
ori beeldreconstructie (MAP-TR), ongewogen OSEM (UW-OSEM) and NEC-
TR, wat de Poisson distributie weer herstelt. Alle methoden kunnen met en
zonder µ-beeld segmentatie worden toegepast. Echter, voor MAP-TR is een
µ-histogram a-priori kennisinput tijdens de beeldreconstructie. Alle strategiee¨n
werden gee¨valueerd met fantomen van verschillende groottes, die zowel pre-
klinische als klinische situaties simuleerden. Bovendien werden de effecten van
emissie verontreiniging tijdens een transmissie scan onderzocht voor de verschei-
dene attenuatie correctie strategiee¨n. Als laatste werden de nauwkeurigheid
en de relatieve impact van de verscheidene strategiee¨n getest op zowel pre-
klinische als klinische studies. Voor kleine structuren liet MAP-TR met de
humane brein a-priori kennisinput kleinere verschillen zien in µ-waardes voor
transmissie scans zowel met als zonder emissie verontreiniging (< 8%) dan de
andere methoden (< 26 %). Tevens liet het de beste overeenkomst zien met
de werkelijke activiteitsconcentratie (afwijking < 4.5%). Een specifieke a-priori
kennisinput die rekening houdt met de aanwezigheid van een proefdierfixatie
apparaat verbeterde de activiteitsconcentratie nauwelijks (< 4.3%). Hoewel alle
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methoden de µ-waardes van een groot homogeen fantoom binnen 4% van de
waterpiek schaalden, liet MAP-TR de meest accurate activiteitsconcentratie na
reconstructie zien. Echter, MAP-TR overschatte wel de dikte van de schedel in
klinische data, hetgeen resulteerde in overschatting van µ-waardes (en dus in on-
juiste activiteitsconcentraties) in de regio’s dichtbij de schedel. Wanneer echter
gebruik werd gemaakt van MAP-TR met een aangepaste a-priori kennisinput of
NEC-TR met segmentatie werd minder overschatting van de schedel gevonden
en dus zijn deze methoden de aanbevolen attenuatie correctie methoden voor
humane hersenstudies op de HRRT.
In hoofdstuk 4 werden verscheidene schattingstechnieken voor open ruimtes
tussen de detectoren voor 3D-FBP beeldreconstructies van HRRT data onder-
zocht, waaronder lineaire en bilineaire interpolatie of de beperkende Fourier
ruimte schattingstechniek (ook wel bekend als confosp). Bovendien werden
twee verschillende schattingstechnieken van missende plakken toegepast op ba-
sis van een beeld van datasegment 0 (non-iteratief) of op basis van alle voor-
gaande datasegmenten (iteratief). Het gebruik van bilineaire interpolatie liet de
slechtste overeenkomsten zien tussen gereconstrueerde en echte activiteitscon-
centraties, voornamelijk bij kleine structuren. Daarnaast lieten fantoomdata
zien dat lineaire interpolatie artefacten gaf in die plakken die zich aan de rand
van de scanner bevinden. Het gebruik van confosp liet deze artefacten niet zien.
Iteratieve schattingen van de missende plakken voor de datasegmenten groter
dan 0 liet een betere beeldkwaliteit zien ten kostte van meer (computer) reken-
tijd. Concluderend kan worden gesteld dat confosp met of zonder de iteratieve
schattingstechnieken van de missende plakken het beste werken voor kwantita-
tieve 3D-FBP reconstructies van HRRT data.
In hoofdstuk 5 werd de nieuwe randoms schattings techniek VRR in com-
binatie met iteratieve 3D OP-OSEM en analytische 3D-FBP beeldreconstruc-
tie technieken onderzocht. Deze resultaten werden vervolgens vergeleken met
beeldreconstructies waarbij de randoms werden verkregen met de veelgebruikte
DW techniek. Voor de meeste fantoomstudies liet 3D-OP-OSEM de hoogste
nauwkeurigheid van de gereconstrueerde activiteitsconcentratie zien wanneer
VRR werd gebruikt in plaats van DW. Daarentegen werden zowel positieve als
negatieve afwijkingen in de gereconstrueerde activiteitsconcentraties, alsmede
een grote bias in de grijze over witte stof ratio (tot maar liefst 88%), geob-
serveerd bij lage scanstatistieken. Daarbij liet OP-OSEM in combinatie met
VRR ook bias zien in klinische data tot wel 64%, dat wil zeggen in sommige
farmacokinetische parameters zoals vergeleken met de waardes die verkregen
waren met 3D-FBP beeldreconstructies in combinatie met VRR. Bij 3D-FBP
beeldreconstructies maakte de gebruikte randoms schattingsmethode nauwelijks
verschil, behalve dat VRR een betere standaard afwijking liet zien van 6 tot 10%.
Concluderend kan worden gesteld dat VRR gebruikt zou moeten worden om te
corrigeren voor randoms bij HRRT studies.
In hoofdstuk 6 werd het gebruik van de uit de beelden zelf afgeleide input
functies (IDIF) als een alternatief voor arterie¨le sampling gevalideerd voor hoge
resolutie humane hersenstudies. Hiertoe werden IDIFs gee¨xtraheerd uit beelden
verkregen met o`f gewone 3D OP-OSEM o`f reconstructie-gebaseerde ‘partial vol-
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ume’ gecorrigeerde (PVC) 3D OP-OSEM. IDIFs, direct afkomstig uit te onder-
zoeken regio’s of verder gekalibreerd met handmatige samples die tijdens de
scan werden afgenomen, werden gee¨valueerd voor dynamische [11C]flumazenil
data (n = 6). De resultaten verkregen met IDIFs werden vergeleken met de
resultaten die werden verkregen met bloed sampler input functies (BSIF). Deze
vergelijkingen bevatten de oppervlakte onder de curve (AUC) voor de piek
(0 tot 3.3 minuten van de scan) en de staart (3.3 tot 55 minuten van de
scan). Bovendien werden de richtingscoe¨fficie¨nt, het snijpunt met de y-as en
de Pearson’s correlatie coe¨fficie¨nt van de resultaten van de kinetische analyse
tussen IDIF en BSIF berekend voor ieder subject. Voor gekalibreerde IDIFs,
die uit OP-OSEM beelden werden gehaald, werden goede piek AUC ratio’s
(0.83 ± 0.21) tussen IDIF en BSIF gevonden, alsmede goede richtingscoe¨fficie¨nt
waardes (1.07±0.11). De verbeterde resolutie, zoals verkregen met PVC OP-
OSEM beeldreconstructies, veranderde de AUC ratio’s in 1.14±0.35 en de richt-
ingscoe¨fficie¨nt in 0.95±0.13. Dit toonde aan dat de hoge resolutie van de HRRT
scanner zelf al voldoende is om goede IDIFs te verkrijgen en dat weinig tot
geen verbetering te halen valt met PVC OP-OSEM beeldreconstructies. Voor
alle beeldreconstructie technieken gaven niet-gekalibreerde IDIFs slechtere resul-
taten (>61 ± 34% hogere richtingscoe¨fficie¨nten) wanneer deze vergeleken werden
met gekalibreerde IDIFs. Dit toonde aan dat kalibratie nodig is voor IDIFs
om zo te compenseren voor kwantificatie fouten in de lage statistiekregionen,
veroorzaakt door de onnauwkeurigheid van het scatter correctie algoritme. Bias
in de iteratieve beeldreconstructie technieken kan echter ook van invloed zijn op
het verkrijgen van juiste IDIFs. Hoewel manuele samples dus nog steeds nodig
zijn, zijn deze toch al noodzakelijk voor het berekenen van volbloed ratio’s en
metabolieten facties. Concluderend kan worden gesteld dat accurate IDIFs uit
dynamische HRRT studies kunnen worden gee¨xtraheerd.
In hoofdstuk 7 werd de kwantiatieve nauwkeurigheid van verschillende
3D iteratieve beeldreconstructie technieken bepaald en vergeleken met de ana-
lytische 3D-FBP beeldreconstructie techniek. De ANW-OSEM, OP-OSEM,
SP-OSEM en OSWLS beeldreconstructie technieken werden voor de HRRT
ge¨ımplementeerd. Om de nauwkeurigheid van alle methoden te bepalen wer-
den verscheidene fantoomstudies en een humane hersenstudie (n = 5) uitge-
voerd en geanalyseerd. OSWLS liet een lage en bijna lineair oplopende variantie
coe¨fficie¨nt (standaard deviatie gedeeld door gemiddelde activiteitsconcentratie)
zien wanneer de scanstatistiek af nam. In vervalstudies liet OSWLS ook goede
overeenkomsten zien met de grijze tot witte stof ratio’s van 3D-FBP (binnen
4%), terwijl OP-OSEM en SP-OSEM binnen respectievelijk 6 en 7% vielen.
Voor verschillende scanstatistieken, gerealiseerd door middel van verschillende
tijdsintervallen, lieten zowel SP- als OP-OSEM de minste fouten zien in grijze
over witte stof ratio’s (maximaal 75% variatie). Deze variabiliteit was veel
hoger voor andere iteratieve methoden (meer dan 92%). 3D-FBP liet de min-
ste variabiliteit zien (34%). Visueel gezien liet OSWLS de minste artefacten
zien in de parametrische beelden en liet het goede overeenkomsten zien met 3D-
FBP parametrische beelden, voornamelijk bij de kinetische modellen die gebruik
maken van een referentie gebied (richtingscoe¨fficie¨nt: 1.02, Pearson’s correlatie
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coe¨fficie¨nt: 0.99). OP-OSEM, SP-OSEM en OSWLS lieten een goede eigen-
schappen zien in fatoomstudies. Daarnaast liet OSWLS betere resultaten zien
in parametrische analyses van klinische studies en het is daarom de aanbevolen
methode voor kwantitatieve HRRT hersenstudies.
In hoofdstuk 8 werd de kwantitatieve nauwkeurigheid van de HRRT ver-
geleken met die van de klinische HR+ scanner. Bovendien werden de effecten
gee¨valueerd van de verschillende spatie¨le resoluties tussen beide scanners (∼2.7
en 7 millimeter voor respectievelijk de HRRT en HR+). Deze evaluatie werd uit-
gevoerd door gekoppelde [11C]flumazenil hersenstudies in 7 gezonde vrijwilligers,
dat wil zeggen dat voor iedere vrijwilliger op dezelfde dag een scan werd uitge-
voerd op beide scanners, inclusief arterie¨le bloedsampling, waardoor verschillen
tussen de subjecten werden geminimaliseerd. Verscheidene parametrische me-
thoden werden gebruikt, waaronder parametrisch distributievolume (VT ) en dis-
tributievolume ratio (DVR) met Logan plot analyse, waarbij voor de laatste de
pons werd gebruikt als referentie regio. Logan VT analyse van HRRT data liet
hogere waardes zien dan HR+ data (lineaire regressie richtingscoe¨fficie¨nt met
vast snijpunt met de y-as varieerde van 1.14±0.10 tot 1.19±0.10, afhankelijk van
het gebruikte HRRT beeldreconstructie algoritme). Het verslechteren van de
resolutie van de HRRT data met een 6 millimeter FWHM Gausscurve stuurde
deze richtingscoe¨fficie¨nt richting 1 (de lijn ‘y = x’, 1.04±0.11 tot 1.07±0.11),
waarbij een goede correlatie tussen de HR+ en HRRT data behouden bleef (r:∼0.98). Vergelijkbare trends werden gevonden voor de andere kinetische metho-
den. Echter, kinetische methoden die gebruik maken van een referentie gebied
lieten na het verslechteren van de resolutie lagere waardes zien ten opzichte van
HR+ data (0.90±0.10 tot 0.94±0.13). De resultaten laten zien dat de hogere
farmacokinetische waardes die worden gevonden met HRRT data primair toe te
wijzen zijn aan een reductie in partieel volume effecten.
Concluderend kan worden gesteld dat de attenuatie en randoms correctie
methoden van de HRRT accurate resultaten geven. Analytische 3D-FBP beeld-
reconstructies in combinatie met de ‘beperkte Fourier ruimte’ schattingstech-
niek, waarbij de ontbrekende data tussen de detectoren worden ge¨ınterpoleerd,
kan op een accurate wijze de activiteitsconcentraties voorspellen, maar laat
nog steeds een hoog ruisgehalte zien. Daarentegen laten de huidige iteratieve
beeldreconstructie methoden voor de HRRT bias zien bij lage scanstatistiek die
typerend is voor dynamische hersenstudies. Desondanks kunnen voor de HRRT
accurate uit een beeld afkomstige input functies worden gee¨xtraheerd, hetgeen
kan worden toegerekend aan de hoge resolutie van de HRRT. Samengevat is in
dit proefschrift aangetoond dat, zelfs met de huidige beschikbare software, de
HRRT uitstekende resolutie, sensitiviteit en reconstructie eigenschappen heeft,
met klinische resultaten die, na resolutie matching, vergelijkbaar zijn met die
van de HR+. Aangezien de HRRT kan worden gebruikt met een veel hogere
resolutie, zullen de resultaten voor kleine hersenstructuren veel nauwkeuriger
zijn en zou daarom de HRRT de aanbevolen scanner moeten zijn voor humane
hersenstudies.
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Vergeleken met de HR+ hersenstudies zijn de HRRT hersenstudies al vrij nauw-
keurig. Echter, verdere verbeteringen zijn nog steeds nodig om (1) nauwkeurige
waardes te kunnen bepalen van referentie gebieden met lage telstatistiek en (2)
de noodzaak van kalibratie voor IDIFs ongedaan te maken. Na reconstructie
met de huidige 3D iteratieve reconstructie methoden is nog steeds bias zicht-
baar in de korte tijdsopnames, met name in de referentie gebieden. Deze bias
zou mogelijk gereduceerd kunnen worden door gebruik te maken van iteratieve
reconstructie methoden die zowel op sinogram niveau als beeldniveau negatieve
waardes toestaan. Voorbeelden van dergelijke reconstructie methoden zijn een
OP-OSEM algoritme gecombineerd met het negatieve MLEM (NEG-ML) algo-
ritme en een reconstructie algoritme wat een vooraf bepaalde ondergrens be-
vat (AB-OSEM). Bij sommige PET studies worden voorafgaand aan of soms
zelfs tijdens een bepaalde PET onderzoek CT of MRI scans gemaakt van de
patie¨nten. Door gebruik te maken van deze a-priori anatomische informatie
zouden maximum a-posteriori (MAP) reconstructies de ‘partial volume’ effecten
en/of de ruisniveaus kunnen verminderen. Ten derde kunnen de OSEM en OS-
WLS methoden informatie over de resolutie van de scanner meenemen tijdens
de reconstructie om zo ‘partial volume’ effecten te verkleinen. Dit kan belang-
rijk zijn voor een nauwkeurige bepaling van IDIFs, in het bijzonder bij studies
met kleine proefdieren. Hoewel voor klinische studies de nauwkeurigheid van
verschillende OSEM en OSWLS strategiee¨n al is bepaald, dient voor studies met
kleine proefdieren deze alsnog onderzocht en gevalideerd te worden. Als laatste
worden de kinetische modellen veelal na reconstructie toegepast. Gebruik maken
van kinetische modellen tijdens de reconstructie zou ook de nauwkeurigheid van
hoge resolutie PET positief kunnen be¨ınvloeden. Deze modellen zouden ener-
zijds gebruikt kunnen worden als update functie tijdens OSEM reconstructies
of anderzijds toegepast kunnen worden op de ruwe data om zo kinetische sino-
grammen te cree¨ren die gebruikt kunnen worden voor de beeldreconstructie.
Hoewel al eerder een aantal studies zijn gedaan naar reconstructie methodes
met lineaire modellen, dienen deze reconstrucie methodes verder onderzocht en
gevalideerd te worden, met name voor HRRT reconstructies.
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List of abbreviations
Symbols
2D 2 dimensional
3D 3 dimensional
3DRP 3D reprojection
4D 4 dimensional
A
AB-OP ordinary Poisson AB-OSEM
AB-OSEM OSEM, having a lower bound A and an upperbound B
acf attenuation correction factors
ANW-OSEM attenuation and normalization weighted OSEM
AUC area under the curve
B
BFM basis function method
BGO bismuth germinate
BPND binding potential
Bq becquerel
BSIF blood sampler input function
C
C carbon
CFD constant fraction discrimination
confosp constrained Fourier space gap filling method
COV coefficient of variation
cps counts per second
Cs cesium
CSF cerebral spinal fluid
CT computed tomography
D
DOI depth of interaction
DVR distribution volume ratios
DW delayed window technique
E
EM expectation maximization
F
F fluorine
FBP filtered backprojection
FDG fluorodeoxyglucose
FE-ACM fixation extraction attenuation correction method
FLT 3’-fluoro-3’-deoxy-L-thymidine
fMRI functional MRI
FORE Fourier rebinning
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List of abbreviations
FOV field of view
FP0 forwardprojection of estimate based on segment 0
FPi forwardprojection of estimate based on subsequent segment(s)
FP-β-CIT N -(3-fluoropropyl)-2β-carbomethoxy-3β-(4-iodophenyl)nortropane
FWHM full width at half maximum
G
G6 6-mm FWHM gaussian kernel
GB gigabyte
GBq gigabecquerel
Ge germanium
GM grey matter
GMWM total (grey plus white) matter
H
HRRT High Resolution Research Tomograph
I
IDIF image derived input function
IRR iterative reconstruction-reprojection
K
K1 delivery
kBq kilobecquerel
keV kiloelectron volt
L
LOR line-of-response
LS least squares
LSO-LYSO lutetium oxyorthosilicate/lutetiumyttrium oxyorthosilicate
M
MAP maximum-a-posteriori
MB megabyte
MBq megabecquerel
ML maximum likelihood
MLEM maximum likelihood expectation maximization
MRI magnetic resonance imaging
N
N nitrogen
NEC noise equivalent count
NEG-ML negative MLEM
NEG-OP ordinary Poisson NEG-ML
NEMA National Electrical Manufacturers Association
O
O oxygen
OP-OSEM ordinary Poisson OSEM
OS ordered subsets
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List of abbreviations
OSEM ordered subsets MLEM
OSLS ordered subsets LS
OSWLS ordered subsets WLS
P
p.i. post injection
PET positron emission tomography
PK11195 peripheral benzodiazepine receptor ligand
PMT photomultiplier tube
PSF point spread function
PSIRR projection space-IRR
PVC partial volume corrected
R
r Pearson’s correlation coefficient
R2 Squared Pearson’s correlation coefficient
R1 relative delivery
RAM random-access memory
RLogan Logan plot analysis with reference tissue
ROI region of interest
RPM receptor parametric mapping
S
SD standard deviation
SIMD single instruction, multiple data
SNR signal-to-noise ratio
SP-OSEM shifted Poisson OSEM
SPECT single photon emission computed tomography
SPM statistical parametric mapping
SRTM simplified reference tissue model
SUV standardized uptake value
T
TAC time-activity curve
TR transmission
U
UW-OSEM unweighted OSEM
V
VT volume of distribution
VINCI Volume Imaging in Neurological Research, Co-Registration and ROIs
included
VRR variance reduction on randoms
W
WLS weighted least squares
WM white matter
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