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ABSTRACT
This paper shows that an optimal selection of the initial
state and the input valuation of clocks can significantly re-
duce test lengths. An efficient method to perform this opti-
mization is presented. Two examples are presented to illus-
trate our method.
Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Verifi-
cation—Formal methods, Validation; D.2.5 [Software En-
gineering]: Testing and Debugging—Error handling and
recovery, Symbolic execution
General Terms
Verification, Reliability
Keywords
conformance testing, timed systems, optimization, symbolic
analysis and control
1. INTRODUCTION
L’e´volution technologique a conduit au de´veloppement de
syste`mes informatiques complexes, dont l’impact socio-e´con-
omique est devenu tre`s fort, dans la mesure ou` ils occu-
pent des places de plus en plus strate´giques au sein des or-
ganisations. De tels syste`mes inte`grent de nombreux com-
posants logiciels et mate´riels et interagissent avec des en-
vironnements complexes. Ces syste`mes sont devenus cri-
tiques tant par les conse´quences de leur utilisation que par
la complexite´ de leur de´veloppement et de leur e´volution.
Une classe importante des syste`mes critiques est celle des
syste`mes re´actifs, syste`mes interagissant de fac¸on continue
avec un environnement.
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Les me´thodes formelles fournissent un cadre mathe´matiq-
ue permettant de de´crire de manie`re pre´cise et stricte les
syste`mes et les programmes conc¸us. Elles ont prouve´ leur ef-
ficacite´ dans la validation des syste`mes. Parmi les me´thodes
formelles, nous pouvons citer : la ve´rification, la preuve, et
la ge´ne´ration de cas de test. La preuve et la ve´rification ne
visent pas a` certifier n’importe quel syste`me ou programme.
Elles s’appliquent a` des mode`les et non a` des syste`mes re´els.
Les techniques de ge´ne´ration des se´quences de test, quant
a` elles, s’appliquent au syste`me re´el. Elles consistent a`
extraire, a` partir d’une spe´cification formelle du syste`me
sous test (IUT) et un crite`re de se´lection, un ensemble de
”sce´narios” a` appliquer sur le syste`me re´el en vue de sa val-
idation [21, 5].
Proble´matique.
Dans cet article, nous nous inte´ressons au test de confor-
mite´ des syste`mes temps re´el. La particularite´ principale de
ces syste`mes vient du fait que la correction du syste`me ne
de´pend pas exclusivement des occurrences des e´ve´nements
(actions) mais aussi des instants d’occurrences de ces derniers.
La nature dense du temps physique implique que les syste`mes
temps re´el soient souvent repre´sente´s par des mode`les dont
la se´mantique est infinie. En conse´quence, et en vue du test,
des abstractions et des crite`res de se´lection sont exige´s afin
de ge´ne´rer un nombre raisonnable et applicable de cas test.
Le contexte actuel du test de conformite´ des syste`mes temps
re´el, offre une diversite´ tant au niveau du mode`le de base
pour la description des syste`mes temps re´el, qu’au niveau
des techniques de de´rivation. De notre point de vue, le test
de conformite´ des syste`mes temps re´el a atteint une matu-
rite´ au niveau des techniques de de´rivation, et que l’effort
aujourd’hui doit porter sur l’optimisation de la ge´ne´ration
des cas de test couple´e a` la prise en compte des donne´es dans
le mode`le du syste`me (ce dernier point n’est pas aborde´ dans
cet article).
Contributions.
Dans l’optique d’optimiser la ge´ne´ration de cas de test, nous
proposons un cadre d’optimisation base´ sur l’identification
et la couverture des comportements identifie´s comme cri-
tiques dans l’IUT. Notre cadre conside`re les e´le´ments suiv-
ants :
• Identification des comportements critiques de l’IUT.
Cette identification est re´alise´e a` travers des obser-
vateurs mode´lisant les informations quantitatives et
qualitatives des comportements critiques.
• Guidage du syste`me vers l’exe´cution des comporte-
ments critiques. Dans un premier temps, nous identi-
fions les configurations qui peuvent amener le syste`me
a` exe´cuter des comportements non critiques. Ensuite,
par la modification des contraintes temporelles inspire´e
de la the´orie de la commande par supervision des syste`-
mes a` e´ve´nements discrets temporise´s, nous forc¸ons
l’exe´cution du syste`me vers les configurations critiques.
• Concre´tisation de cas de test. Elle est re´alise´e en
propageant les configurations temporelles suspectes le
long d’une trajectoire dans l’automate d’accessibilite´.
Cette concre´tisation peut eˆtre faite d’une fac¸on dy-
namique lors de l’exe´cution du cas de test ou d’une
fac¸on statique dans le cas ou` les actions de sortie sont
urgentes.
Travaux similaires.
Le principe de se´lection de tests par des proprie´te´s, ex-
prime´es sous forme d’observateurs permettant de filtrer les
tests les plus pertinents, ou par la de´finition de crite`res de
couverture a e´te´ applique´ avec succe`s aux syste`mes non tem-
porise´s [11].
Ces techniques ont e´te´ applique´es aussi au test des syste`mes
temps re´el. En-Nouaary et al [9] e´tendent la me´thode WP
pour le test des TIOA en utilisant l’automate de grilles con-
struit a` partir du graphe des re´gions [1]. Cardell-Oliver [6]
utilise les automates temporise´s d’Uppaall et la se´lection par
vue (observateur) pour re´duire le nombre de tests ge´ne´re´s.
Khoumsi [13] transforme l’automate temporise´ en un au-
tomate non temporise´ avec deux e´ve´nements sur les hor-
loges : set et expire. La se´lection des tests est base´e sur
l’utilisation d’un objectif de test qui mode´lise les comporte-
ments a` tester. Springintveld et al [20] discre´tise le graphe
des re´gions pour obtenir un automate de grilles a` partir
duquel les tests sont ge´ne´re´s. Dans leur article, les auteurs
admettent que leur approche n’est pas utilisable pour des
spe´cifications de taille importante. Dans Higashino et al
[12] transforme l’automate temporise´ en un FSM et utilise
la me´thode UIOv pour de´river des tests. Krichen et al [14]
e´tendent la relation de conformite´ ioco [21] aux syste`mes
temporise´s. Pour la ge´ne´ration des tests, les auteurs dis-
tinguent entre le test off-line et le test on-line. Ils proposent
pour chaque cas une me´thode pour les de´river. Larsen et
al [15] propose une approche de test on-line similaire a` [14].
Lors de la ge´ne´ration de tests, les hypothe`ses sur l’environne-
ment sont mode´lise´es d’une manie`re explicite afin d’ame´liorer
la qualite´ des tests.
La se´lection de cas de test temporise´ par l’utilisation des
observateurs n’est malheureusement pas suffisante pour ge´ne´-
rer un nombre raisonnable de cas de test pour les syste`mes
temps re´el. En effet, a` cause de la nature dense du temps
physique, l’exe´cution de ces tests ne permet pas toujours de
de´cider de la conformite´ de l’IUT par rapport a` sa spe´cificati-
on (verdict inconclusif lors de l’exe´cution). Le choix na¨ıf des
instants d’e´mission des actions par le testeur risque de ne pas
pouvoir couvrir l’objectif pour lequel le sce´nario de test est
construit (proble`me d’accessibilite´ des e´tats d’acceptation
de l’observateur). Afin de reme´dier a` ce proble`me, nous
proposons dans ce papier une approche qui exploite les tech-
niques de controˆle temporise´ pour forc¸er l’exe´cution de l’IUT
vers les comportements qui favorisent la couverture du crite`re
de se´lection.
Organisation de l’article.
Le reste de l’article est organise´ comme suit. La section 2 est
consacre´e au mode`le des automates temporise´s. La section 3
traite des notions relatives a` l’observateur temps re´el. Dans
la section 4, nous pre´sentons des strate´gies d’optimisation
et de ge´ne´ration de cas de test. L’e´tude du protocole RTEP
est pre´sente´e dans la section 5. La conclusion est pre´sente´e
dans la section 6.
2. MOD ´ELISATION ET NOTATIONS
Par la suite, N (resp. R+) est l’ensemble des naturels
(resp. des re´els positifs). Une horloge est une variable dans
R
+ qui me´morise le passage du temps. Soit un ensemble X
d’horloges. G(X) est l’ensemble des contraintes d’horloges
de´fini par la grammaire g := x ⊲⊳ n |x − y ⊲⊳ m | g ∧ g,
avec n,m ∈ N et ⊲⊳∈ {≤, <,>,≥}. Par la suite, true est la
conjonction des contraintes x ≥ 0 pour tout x ∈ X. Une
valuation d’horloge est une fonction ν : X 7→ R+ associant
une valeur positive a` chaque horloge x de X. Pour d ∈
R
+, r ⊆ X, et ν une valuation, ν + d et ν[r := 0] sont les
valuations de´finies par :
• Pour tout x ∈ X, (ν + d)(x) = ν(x) + d.
• Pour tout x ∈ X \ r, ν[r := 0](x) = ν(x), et pour tout
x ∈ r, ν[r := 0](x) = 0.
Pour g ∈ G(X) et ν ∈ R+, on note par ν |= g ssi ν satisfait
g et 〈g〉 repre´sente l’ensemble {ν ∈ R+ | ν |= g}.
Une se´quence temporise´e w = (a1, d1)(a2, d2) . . . (an, dn)
est un e´le´ment de (Σ × R+)∗ avec d1 ≤ d2 ≤ · · · ≤ dn et Σ
un alphabet d’actions.
Nous utilisons les automates temporise´s a` entre´e/sortie in-
spire´ de [1] pour mode´liser un syste`me temps re´el.
De´finition 1. Un automate temporise´ a` entre´e/sortie (TIOA)
est un 6-uplet A = (L, l0,Σ, X, Inv,→), avec :
• L un ensemble de localite´s,
• l0 la localite´ initiale,
• Σ = Σo ∪Σi un alphabet fini d’actions d’entre´e (ou de
re´ception)et de sortie (ou d’e´mission),
• X un ensemble d’horlges,
• Inv : L 7→ G une fonction qui associe un invariant a`
chaque localite´
• →⊆ L×G(X) × Σ× 2X × L un ensemble des transi-
tions. Une transition t est de´finie par un quintuplet de
la forme (l, g, a, r, l′) note´e l
g,a,r
−−−→ l′ : les localite´s l et
l′ sont les localite´s source et destination respectivement
de la transition, g est la garde que doivent satisfaire les
valuations des horloges pour pouvoir franchir la tran-
sition, a ∈ Σo ∪ Σi est l’action qui peut eˆtre rec¸u ou
ge´ne´re´ lors du franchissement, r ∈ X est l’ensemble
des horloges a` re´initialiser lors du franchissement de
la transition.
Soit A un TIOA. Un chemin de A est une se´quence finie de
transitions conse´cutives de l’e´tat initial de A. La se´mantique
de A est de´finie par un syste`me de transitions e´tiquete´es
S(A). Un e´tat (ou encore une configuration) s ∈ S est un
couple (l, ν), avec l une localite´ et ν une valuation. On
distingue deux types de transitions :
• Transitions temporise´es : Pour un e´tat (l, ν) et d ∈ R+,
(l, ν)
d
−→ (l, ν+d) si pour tout 0 ≤ d′ ≤ d, ν+d′ |= I(l).
• Transitions discre`tes : Pour un e´tat (l, ν) et une tran-
sition l
g,a,r
−−−→ l′, (l, ν)
a
−→ (l′, ν[r := 0]) si ν |= g et
ν[r := 0] |= I(l′).
Soit A un TIOA et S(A) sa se´mantique. A est dit :
• De´terministe si S(A) est de´terministe.
• Complet en entre´e, s’il accepte toute entre´e a` tout in-
stant.
• Urgent s’il ne laisse pas le temps s’e´couler dans un e´tat
lorsqu’une action est possible1
Soit lf un e´tat de A. Une exe´cution ρ de A de destination
lf est une se´quence de transitions de S(A) de la forme ρ =
(l0, ν0)
a0−→ (l1, ν1) · · ·
an−−→ (lf , νn) tel que ai ∈ Σ ∪ R
+ pour
tout i ∈ [1, n]. On de´finit time(ρ) =
P
j∈J
aj tel que J =
{j | aj ∈ R
+, j ∈ [1, n]}.
Une exe´cution ρ d’un chemin p = l0
g1,a1,r1−−−−−→ l1 · · ·
gn,an,rn−−−−−−→
ln de A, est dite :
• au plus toˆt si ρ est une exe´cution de Ap de destination
ln tel que pour toute exe´cution ρ
′ de p :
time(ρ) ≤ time(ρ′)
• au plus tard si ρ est une exe´cution de Ap de destination
ln tel que pour toute exe´cution ρ
′ de p :
time(ρ) ≥ time(ρ′)
Avec Ap, l’automate de´fini par le chemin ρ (le sous auto-
mate de A restreint aux transitions de p).
Exemple 1. La Figure 1 illustre un exemple d’un TIOA
mode´lisant le comportement d’un processus de controˆle/com-
mande de tempe´rature d’un four. Le controˆleur rec¸oit la
valeur de la tempe´rature t au plus tard apre`s 4 unite´s de
temps (horloge x), suivie de la valeur de la pression p au
plus tard 5 unite´s de temps apre`s la re´initialisation. Il envoie
le signal de commande dans les 5 premie`res unite´s de temps
apre`s la re´initialisation. Les politiques de suˆrete´ de fonction-
nement suivantes ont e´te´ de´finies : un signal d’avertissement
e1 peut eˆtre envoye´ a` l’environnement si le controˆleur ne
rec¸oit pas le signal de la pression apre`s 3 unite´s de temps.
Un deuxie`me signal d’avertissement e2 peut eˆtre envoye´ si
le calcul de la valeur de la commande est effectue´ dans un
temps infe´rieur a` 2 unite´s de temps apre`s re´initialisation
(comportement inde´terministe).
1Ceci implique que dans S(A), les transitions sortant d’un
e´tat donne´e sont soit toutes temporise´es soit toutes discre`tes
?p
l1 l2
l3
l4
l5
0<x<4
!c
0<x<5
0<x<5
x>3, !e1
x<2, !e2
x<=4, ?t
x:=0
Figure 1: Exemple d’un TIOA.
3. OBSERVATEUR TEMPORIS ´E
Un observateur mode´lise les comportements critiques a`
tester de l’IUT. Il est exprime´ sous forme d’un automate
temporise´ a` entre´e/sortie avec deux localite´s puits : Accept
et Reject. Les chemins partant de l’e´tat initial vers l’e´tat
Accept repre´sentent des comportements a` tester. Si cette
localite´ est atteinte lors de l’exe´cution du test, nous con-
cluons que la fonctionnalite´ mode´lise´e par l’observateur est
satisfaite. Reject est la localite´ finale des chemins que le
testeur ne souhaite pas tester. Ces chemins devraient eˆtre
e´vite´s lors de l’exe´cution de tests.
Dans notre exemple de syste`me de controˆle/commande de
tempe´rature (Figure 1), une fonctionnalite´ que nous voulons
ve´rifier sur l’IUT peut eˆtre la suivante : dans les conditions
normales de fonctionnement, un cycle de calcul de la com-
mande dure entre 2 et 5 unite´ de temps. En conse´quence,
seuls les instants d’e´mission et de re´ception des trois signaux
t, p, et c sont mis en jeu et les signaux d’avertissement e1 et
e2 doivent eˆtre e´carte´s lors de la ge´ne´ration de tests.
Afin d’automatiser la construction de l’observateur, on
peut l’exprimer par une formule MITL et puis la traduire
en un automate temporise´ [17]. Notre proprie´te´ peut eˆtre
exprime´e comme suit :
(31≤x≤5?c) ∧2¬(?e1∨?e2)
Dans notre approche, nous supposons que l’observateur
rend explicite tous les comportements possibles de l’IUT
(comple´tude des comportements) lors de son test. A partir
d’un simple automate mode´lisant un comportement partiel
(appele´ objectif de test) de l’IUT, la proce´dure suivante peut
eˆtre applique´e pour obtenir l’observateur complet : Pour
chaque localite´ l de l’automate et chaque action a ∈ Σ :
1. Les transitions Accept
true,a,−
−−−−−→ Accept, Reject
true,a,−
−−−−−→
Reject sont ajoute´es.
2. Si a est spe´cifie´e dans l’une des transitions sortantes
de l, la transition l
¬g,a,−
−−−−→ Reject est ajoute´e, tel
que g =
W
i
gi, avec l
gi,a,ri−−−−→ l′ est une transition de
l’objectif de test 2.
3. Si a n’est pas spe´cifie´e dans les transitions sortantes
de l, la boucle l
true,a,−
−−−−−→ l est ajoute´e.
2¬g est la ne´gation de la contrainte g. Cette ne´gation
peut eˆtre une disjonction d’une conjonction de contraintes
e´le´mentaires et dans ce cas, un ensemble de transitions
est ajoute´, une transition par conjonction de contraintes
e´le´mentaires.
Afin de marquer les comportements (de´sirables et inde´sirables)
de l’observateur dans la spe´cification, le produit synchrone
entre les deux automates doit eˆtre effectue´ :
De´finition 2. Soient AS(LS , l0S ,XS ,Σ, IS,→S) une spe´-
cification et AO(LO, l0O ,XO ,Σ, IO,→O) un observateur. Le
produit synchrone entre AS et AO est l’automate temporise´
ASP (LSP , l0SP ,XSP ,Σ, ISP ,→SP ) de´fini par:
• LSP = LS × LO est l’ensemble des localite´s. Les e´tats
Accept et Reject sont de´finis par :
– AcceptSP = LS × {Accept},
– RejectSP = LS × {Reject}.
• l0SP = l0S × l0O est la localite´ initiale
• XSP = XS ∪XO est l’ensemble des horloges ;
• →SP est l’ensemble des transitions de´fini par : si lS
gS ,a,rS−−−−−→
l′S et lO
gO ,a,rO−−−−−→ l′O alors (lS, lO)
gS∧gO,a,rS∪rO−−−−−−−−−−−→ (l′S, l
′
O)
et I((lS, lO)) = I(lS) ∧ I(lO).
4. OPTIMISATION DE LA G ´EN ´ERATION
DE CAS DE TEST
La se´lection de cas de test par l’utilisation des observa-
teurs n’est malheureusement pas suffisante pour ge´ne´rer un
nombre convenable de cas de test. Cette technique doit eˆtre
comple´te´e par le choix des instants d’occurrence des actions.
Le testeur doit choisir, parmi les configurations atteignables,
celles qui favorisent l’apparition d’erreurs (i.e. les configura-
tions suspectes). Une possibilite´ (qui est raisonnable a` notre
avis) est de prendre toutes les traces d’exe´cution au plus toˆt
et au plus tard. Cependant, ces dernie`res peuvent amener
l’IUT vers des situations non souhaitables (e´tats Reject de
l’observateur), ce qui conduit a` la ge´ne´ration de tests qui
n’ont aucune chance a` re´ve´ler les erreurs. Dans cette sec-
tion, nous montrons qu’une se´lection optimal de l’e´tat initial
et des instants d’e´mission des actions d’entre´e peut re´duire
conside´rablement le nombre de cas de test ge´ne´re´es pour
couvrir un objectif de test donne´e.
De´finition 3. Soit SP le produit synchrone construit a`
partir de l’automate temporise´ A et de l’observateur O. Un
graphe de test complet GT est un automate temporise´ con-
struit a´ partir de SP en transformant toute localite´ Acceptsp
dans SP en localite´ PASS,et toute localite´ RejetSP en lo-
calite´ Inconclusif . Il est important de noter que, dans
ce graphe, l’ensemble des actions sont inverse´s : les ac-
tions d’e´mission de l’IUT doivent eˆtre conside´re´es comme
des actions de re´ception du graphe de test, et les actions de
re´ception de l’IUT doivent eˆtre interpre´te´es comme des ac-
tions d’e´mission du graphe de test. Une localite´ FAIL et
un ensemble de transitions {l
a,¬g,−
−−−−→ FAIL} sont ajoute´s
, avec l, une localite´ de GT , a, une action de re´ception de
GT , g =
W
i∈Ψ
gi et {l
gi,a,ri−−−−→ l′ | i ∈ Ψ} repre´sentant
l’ensemble des transitions sortantes de l par l’action a du
produit synchrone SP . Si a n’est pas spcifie´e dans les tran-
sitions sortantes de l, la transition l
a,true,−
−−−−−→ FAIL est
ajoute´e au graphe de test.
L’introduction des transitions qui ame`nent vers la localite´
FAIL rend le graphe de test complet en entre´e.
Une transition est dite controˆlable ssi elle est e´tiquete´e par
une action d’e´mission dans le graphe de test. Les contraintes
temporelles associe´es a` ce type de transitions de´finissent
l’intervalle de temps dans lequel cette transition doit eˆtre
tire´e . Une transition est dite incontroˆlable si elle est e´tiquete´e
par une action de re´ception dans le graphe de test. Les con-
traintes temporelles associe´es a` une transition incontroˆlable
mode´lisent l’incertitude sur l’instant d’arriver de son action.
Exemple 2. La Figure 2 illustre un testeur du comporte-
ment de notre syste`me de controˆle/commande dans les con-
ditions normales de fonctionnement3. Dans ces conditions,
il n’est pas ne´cessaire de tester les politiques de suˆrete´ de
fonctionnement et on doit alors e´viter l’occurrence des sig-
naux d’avertissements e1 et e2 lors de la ge´ne´ration et de
l’exe´cution de cas de test.
Pour couvrir cet objectif de test, conside´rons les exe´cutions
au plus toˆt et au plus tard du chemin qui ame`nent vers
PASS. Due a` la non controˆlabilite´ de la transition l1
e1,x>3,−−−−−−−→
Inconclusif , au lieu d’avoir l’exe´cution au plus tard, on
risque d’avoir l’exe´cution suivante :
Tcmax = (l0, x = 0)
4
−→ (l0, x = 4)
!t
−→ (l1, x = 4)
0.9
−−→ (l1, x = 4.9)
?e1
−−→
De la meˆme fac¸on, au lieu d’avoir l’exe´cution au plus toˆt,
on risque d’avoir l’exe´cution suivante :
Tcmin = (l0, x = 0)
!t
−→ (l1, x = 0)
!p
−→ (l2, x = 0)
?e2
−−→
On remarque qu’aucun des deux tests pre´ce´dents ne peut
couvrir le comportement de l’observateur. Ainsi, dans les
localite´s l1 et l2, selon ce qu’on rec¸oit de l’IUT l’e´tat peut
eˆtre Inconclusif ou PASS (proble`me de controˆlabilite´ des
transitions ).
L’exemple pre´ce´dent montre que le proble`me d’identification
des traces suspectes est un de´fi re´el. Par la suite, nous pro-
posons une approche d’identification de ces traces. Cette
approche est base´e principalement sur la the´orie de la com-
mande par supervision des syste`mes a` e´ve´nements discrets
temporise´s [4, 19] et qui permet de :
• Forcer l’IUT (lorsque c’est possible) vers les exe´cutions
souhaite´es.
• Ecarter la ge´ne´ration de cas de test non pertinents.
Le forc¸age temporel d’exe´cution
Le forc¸age temporel consiste a` calculer de nouveaux inter-
valles temporels dans lesquels le testeur doit envoyer les ac-
tions d’entre´es de fac¸on a` ce que les exe´cutions non de´sirables
soient e´carte´es. Ces changements sont effectue´s sur le graphe
de test. Pour effectuer ce calcul, nous identifions dans un
premier temps l’ensemble M des localite´s du graphe de test
qui ame`nent vers la localite´ Inconclusif : M = {l | l
g,a,r
−−−→
Inconlusif est une transition du graphe de test}. Nous ef-
fectuons ensuite, selon le type de transitions sortantes de
chaque localite´ l ∈M , l’une des deux ope´rations suivantes :
3Pour ne pas surcharger la figure, les transitions qui ame`nent
vers FAIL n’ont pas e´te´ repre´sente´es.
0<x<4 0<x<5
0<x<5
PASS l2
l0 l1
x<=4, !t
!p
?c
x>3, ?e1
x<2, ?e2
Inconclusif
Figure 2: Graphe de test
Ope´ration 1.
Cette ope´ration est utilise´e ssi il existe au moins une transi-
tion controˆlable sortante de la localite´ l de M . Nous calcu-
lons dans une premier temps les nouvelles contraintes tem-
porelles des transitions controˆlables, qui favorisent leur fran-
chissement avant qu’une transition qui ame`ne l’IUT vers la
localite´ inconclusif soit franchissable. Nous ve´rifions ensuite
l’accessibilite´ a` ces nouvelles contraintes a` partir de l.
Nous utilisons les techniques symboliques de re´solution de
contraintes pour effectuer ces calculs. Les ensembles des val-
uations d’horloges sont repre´sente´s d’une manie`re compacte
par ce qu’on appelle les zones.
Une zone sur un ensemble d’horloge X est une conjonc-
tion de contraintes sur les horloges de la forme xi − xj ≺
xi,j , xi ≺ ciu, et cil ≺ xi, ou` ≺∈ {<,≤}, xi, xj ∈ X, et
ci,j , cli, cui des entiers. Un e´tat symbolique est une paire
(l, Z) avec l, une localite´ de l’automate temporise´ et Z, une
zone. Z repre´sente un ensemble de valuation d’horloges, i.e.,
un e´tat symbolique repre´sente un ensemble d’e´tats concrets
: (l, Z) = {(l, v) | v ∈ Z}.
Pour un e´tat symbolique S = {(l, v) | v |= Inv(l)} nous
dfinissons les oprateurs suivants :
• dsucc(S, a) = {(l′, v′) | ∃(l, v) ∈ S · (l, v)
a
−→ (l′, v′) ∧
v′ ∈ 〈Inv(l′)〉}.
• dpred(S, a) = {(l′, v′) | ∃(l, v) ∈ S · (l′, v′)
a
−→ (l, v)}
• tsucc(S) = {(l, v′) | ∃δ ∈ R+ · v′ = v + δ ∧ v′ ∈
〈Inv(l)〉}.
• tpred(S) = {(l, v′) | ∃δ ∈ R+ ·v = v′+δ∧v′ ∈ 〈Inv(l)〉}
ou` a ∈ Σ. dsucc(S, a) contient tous les e´tats accessibles par
un ensemble d’e´tats de S en exe´cutant l’action a. dpred(S,a)
contient les e´tats a` partir desquelles on peut atteindre S on
franchissant la transition e´tiquete´ par l’action a. tsucc(S)
contient tous les e´tats accessibles par un ensemble d’e´tats de
S en laissant passer δ unite´s de temps. Et enfin, tpred(S)
contient tous les e´tats concrets a` partir desquelles S peut
eˆtre atteint apre`s δ unite´s de temps.
Soit l ∈M et Sl = {(l, v) | v |= Inv(l)} l’ensemble des e´tats
concrets accessibles associe´ a` l. Soit t = l
G,!b,r
−−−−→ n une tran-
sition e´tiquete´e par une action d’e´mission et t′ = l
G′,?a,r′
−−−−−→ q
une transition qui peut amener le syste`me vers une localite´
inde´sirable (e´tat Inconclusif du graphe de test ). La nouvelle
contrainte d’e´mission Gn qui garantit le franchissement de t
avant que t′ ne soit franchissable est donne´e par l’expression
suivante
Gn = G ∧ ¬G
′
Ce changement de contraintes ne peut eˆtre valide´ que si
〈Gn〉 est atteignable a` partir de l :
tpred(l, 〈Gn〉) ∩ Sl 6= ∅
L’espace d’e´tat initial a` l’entre´e de l, qui garantit le fran-
chissement de la transition t = l
Gn,!b,r−−−−−→ n avant que la
transition t′ = l
G′,?a′,r′
−−−−−−→ q ne soit franchissable est:
Int
r
l = dsucc(Sm, ?c) ∩ tpred(tpred(l, 〈Gn〉) ∩ Sl)
ou` Sm est l’espace d’e´tats atteignable dans la localite´ m
et ?c, l’action de la transition qui me`ne vers l. On distingue
trois cas :
• Intrl = ∅, dans ce cas les nouvelles contraintes pour
franchir la transition t = l
G,!b,r
−−−−→ n ne sont pas at-
teignables et on ne peut donc pas forcer l’exe´cution
du syste`me sous test vers les e´tats qui favorisent la
de´tection des erreurs(les e´tats qui couvrent l’objectif
de test). La ge´ne´ration de test inconclusif est ine´vitable
dans ce cas.
• Intrl = dpred(Sl, c), dans ce cas les nouvelles con-
traintes calcule´es garantissent que les e´volutions inde´si-
rables ne sont plus atteignable depuis l. Pour e´viter
les test inconclusifs, le testeur doit donc forcer l’envoie
des actions d’e´mission dans ces nouvelles contraintes.
• Intrl 6= ∅ ∧ Int
r
l 6= dpred(Sl, c), dans ce cas les nou-
velles contraintes calcule´es ne peuvent pas garantir la
non ge´ne´ration des tests inconclusifs. Afin d’e´viter ce
risque, il faut remonter les transitions de l’automate et
calculer des nouvelles contraints des actions d’e´mission
de sorte que Intl soit restreint a` Int
r
l . Ce calcul est
effectue´ par l’analyse en arrie`re de l’atteignabilite´ en
utilisant les deux ope´rateur tpred(·) et dpred(·, ·). Le
forc¸age d’exe´cution est possible si et seulement si Intrl ⊆
tsucc(Slo) ou` l0 est la localite´ initiale.
La Figure 3 illustre ce calcul. Initialement l’action !b peut
eˆtre envoye´e dans l’intervalle temporel G = [α, β]. A` partir
du point temporel (γ ∈ [α, β]) le syste`me peut e´voluer vers
l’e´tat q (e´volution inde´sirable) par la re´ception de ?a. Le
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Figure 3: Nouvelles contraintes de franchissement
d’une action d’e´mission
changement des conditions d’envoi de !b en Gn = [α, γ] re-
streint l’espace d’e´tat atteignable dans l en un sous espace
de´sire´ Srl dans lequel, l’e´volution vers q est impossible.
Remarque. Dans le cas ge´ne´ral (le cas ou` il existe plusieurs
transitions de sortie a` partir de l et qui me`nent vers des e´tats
souhaitables) l’espace initial de´sire´ de l est l’union de tout les
espaces initiaux de´sire´s pour les franchissements des transi-
tions de sortie.
Ope´ration 2. Cette ope´ration est utilise´e dans le cas ou`
toutes les transitions sortantes de l sont incontroˆlables (i.e.
e´tiquete´es par des actions de re´ceptions dans le graphe de
test). Dans ce cas le testeur ne peut pas forc¸er l’exe´cution de
ces actions. Une restriction de l’espace atteignable dans la
localite´ l doit eˆtre effectue´e. L’objectif est d’e´viter l’e´volution
du syste`me vers la localite´ inconclusif pendant le passage par
la localite´ l. La restriction de l’espace atteignable de l ne
peut s’effectuer que par le changement de l’espace d’entre´e
dans cette localite´.
Soit l ∈ M et Sl = {(l, v) | v |= Inv(l)} l’ensemble des
e´tats concrets accessibles associe´ a` l
• t1 = m
g1,!a,r1−−−−−→ l, une transition qui me`ne vers l.
• t2 = l
g2,?b,r2−−−−−→ n une transition e´tiquete´e par une ac-
tion de re´ception (une action de´sirable mais pas controˆ-
lable.).
• t2 = l
g3,?c,r3−−−−−→ q une transition qui peut amener le
syste`me vers la localite´ inconclusif (action non de´sirable
et non controˆlable).
L’espace d’e´tats de l qui favorise l’exe´cution de ?b sans
que la transition l
g3,?c,r3−−−−−→ q soit tirable est :
L’espace d’e´tats de l qui permet de franchir la transition
e´tiquete´e par ?b sans que la transition l
g3,?c,r3−−−−−→ q soit tirable
est 4 :
S
f
l = (Sl ∩ 〈g2〉) ∩ ¬(tpred(Sl ∩ 〈g3〉)
L’e´vitement de la localite´ inconclusif est possible ssi cet es-
pace (Sfl ) est atteignable a` partir de l’espace d’e´tats initial
de l. Dans la suite on ve´rifie cette atteignabilite´.
On note par Intfl l’espace d’e´tat initial qui favorise l’exe´cution
de ?b et non c?, alors :
4L’espace d’e´tats de l qui favorise l’exe´cution de ?b et non
?c est : S′l = tpred(Sl ∩ 〈g2〉) ∩ ¬(tpred(Sl ∩ 〈g3〉)
Int
f
l = dsucc(Sm, !a) ∩ tpred(S
f
l )
Une exe´cution qui e´vite la localite´ inconclusif est possible ssi
Int
f
l 6= ∅. Dans ce cas le testeur doit forcer l’exe´cution des
actions controˆlables amonts de l dans les conditions tem-
porelles qui restreignent l’espace d’entre´e de l a` l’espace
Intrl . Le forc¸age est effectue´ en changeant les conditions
d’envoi des actions controˆlables. 〈g1〉 se restreint alors en :
〈g1〉 = 〈g1〉 ∩ dpred(Int
f
l , !a)
Ces changements doivent eˆtre propage´s jusqu’a` la localite´
initiale.
La Figure 4 illustre un exemple de ce calcul. L’espace
d’e´tats initial a` l’entre´e de l est Intl = [α, β]. A` partir du
point temporel k ∈ [a, b], les successeurs temporels de cet
espace peuvent conduire le syste`me sous test vers la localite´
q. L’espace d’e´tat de l qui permet de franchir la transition
e´tiquete´e par ?b et non ?c est Sfl = {(l, v) | v |= (j − x ≤
i′ − y)}. Le changement de Intl en un sous espace Int
f
l =
[α, γ] restreint l’espace d’e´tat de l en un espace de´sire´ Sl =
tpred(Sfl ) dans lequel aucun e´tat concret ne peut conduire
l’exe´cution de l’IUT a` l’e´tat inconclusif.
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Figure 4: Nouvelles contraintes d’entre´es dans une
localite´ suspecte
Exemple 3. Prenons le syste`me de controˆle/commande
de la Figure 2. Pour cet exemple, l’ensemble des e´tats ou` le
syste`me peut diverger estM = {l1, l2}. Pour e´viter l’occurre-
nce de l’action e1, nous calculons les nouveaux intervalles
d’e´mission de l’action t (premie`re ope´ration de la Figure 3):
L’action !t doit eˆtre envoye´e dans les 3 premie`res unite´s de
temps apre`s re´initialisation au lieu de 4 unite´s de temps.
Pour e´viter l’occurrence de l’action e2, nous changeons les
conditions temporelles d’entre´e dans la localite´ l2 (deuxie`me
ope´ration faite dans la Figure 4): Le testeur ne doit pas en-
voyer l’action !p dans les deux premie`res unite´s de temps
apre`s re´initialisation.
La Figure 5 montre le testeur optimal de notre syste`me de
controˆle/commande. Les cas de test concrets extraits a` par-
tir de ce testeur sont efficaces dans le sens ou` l’exe´cution de
chacun d’eux ne peut mener le syste`me a` re´aliser les actions
e1 et e2.
Nous avons effectue´ et imple´mente´ le calcul des zones
forc¸able 5 d’une manie`re symbolique en utilisant les matrices
de bornes DBM (Difference Bound Matrix) [8]. On note que
l’ope´rateur (¬) sur les DBM est un ope´rateur qui peut don-
ner un ensemble non convexe de valuations d’horloges non
5les nouvelles contraintes temporelles dans lesquelles le tes-
teur doit forcer l’exe´cution des actions controˆlables
0<x<4
PASS l2
l0 l1
?c
2<=x<5
x<=3, !t
0<x<=3
x>=2, !p
Figure 5: Le testeur optimal
repre´sentable comme une conjonction de contraintes sim-
ples. La repre´sentation de ce type d’ensemble exige un en-
semble de DBM, ce qui rend le calcul des zones forc¸ables
couˆteux.
4.1 Ge´ne´ration de cas de test concrets
Pour ge´ne´rer des cas de test sous forme de se´quences, le
testeur doit connaˆıtre les instants pre´cis des actions de sortie
de l’IUT pour pouvoir calculer les instants des prochaines
e´missions. Ce calcul n’est possible que dans deux cas : Le
cas ou` toutes les actions de sortie sont urgentes, et le cas ou
le test est ge´ne´re´ dynamiquement lors de l’exe´cution. Dans
les autres cas, un cas de test concret peut eˆtre repre´sente´
par un arbre.
Cas de test sous forme de se´quence. Les actions
urgentes sont re´alise´es de`s que les conditions temporelles
sont satisfaites. La concre´tisation de cas de test est ef-
fectue´e en choisissant des points temporels suspects dans les
nouveaux intervalles temporels d’e´missions, et en calculant
leurs propagations dans le graphe optimal de test (graphe
d’accessibilite´).
Exemple 4. A` partir du testeur de la figure 5, si on sup-
pose que l’action ?c est urgente, les deux cas de test qui cor-
respondent aux exe´cutions au plus toˆt et au plus tard sont
• tcmin = l0
0
−→ l′0
!t
−→ l1
2
−→ l′1
!p
−→ l2
0
−→ l′2
?c
−→ PASS.
• tcmax = l0
3
−→ l′0
!t
−→ l1
0
−→ l′1
!p
−→ l2
2
−→ l′2
?c
−→ PASS.
Cas de test sous forme d’arbres. Dans ce cas, un cas
de test est construit par un calcul d’atteignabilite´ borne´e
pour chaque localite´. Dans ce type d’analyse, le calcul des
successeurs temporels est limite´ par un de´lai ∆ de´pendant
de la rapidite´ de re´action de l’IUT. L’automate re´sultant est
un graphe non temporise´ dans lequel le de´lai ∆ est conside´re´
comme une action de sortie et chaque localite´ est un ensem-
ble d’e´tats de la spe´cification. Le noeud initial est l0. Pour
chaque noeud l et pour chaque action α ∈ Σ ∪∆, un noeud
l′ | l
α
−→ l′ est ge´ne´re´ et une transition l
α
−→ l′ est ajoute´e. Les
techniques d’extrapolation [2] sont applique´es pour assurer
la terminaison du calcul.
L’algorithme de ge´ne´ration de l’arbre de test est le suivant
: a` partir du noeud final PASS (Accept), nous cherchons
une trajectoire jusqu’au noeud initial. Cette trajectoire doit
eˆtre e´tendue en un arbre comme suit : pour chaque noeud
dans la trajectoire, et pour chaque action de sortie (y com-
pris ∆), des transitions sortantes sont ajoute´es. Par exem-
ple, s’il existe une transition l
α
−→ l′ dans la trajectoire ou`
α ∈ ΣO ∩ ∆, alors la transition l
β
−→ l′′ est ajoute´e pour
chaque action β ∈ ΣO ∪ ∆. Les feuilles de l’arbre sont
e´tiquete´es par PASS sauf si la feuille est vide, dans ce cas
elle est e´tiquete´e par FAIL.
Exemple 5. La Figure 6 montre un cas de test ge´ne´re´ a
partir du testeur optimal de la Figure 5. Pour ne pas sur-
charger la figure, nous n’avons pas repre´sente´ les transitions
qui ame`nent vers le noeud FAIL
∆
∆
∆
∆
∆
!P!Τ
!Τ
!Τ
!P
∆
PASS
?C
?C
Figure 6: un exemple de cas de test sous forme
d’arbre
5. ETUDE DE CAS DU PROTOCOLE ETH-
ERNET TEMPS R ´EEL
RTEP (Real Time Ethernet Protocol) [18] est une me´thode
d’acce`s au me´dia conc¸ue pour e´viter les collisions dans les
re´seaux Ethernet par l’utilisation des jetons (token). Pour
ge´rer les collisions, chaque station du re´seau posse`de une file
d’attente d’e´mission, dans laquelle les paquets a` transmet-
tre sont stocke´s par ordre de priorite´, et un ensemble de files
d’attente de re´ception. Chaque application posse`de sa pro-
pre file d’attente de re´ception. L’application doit assigner
un nume´ro et un canal ID a` chaque taˆche qui demande une
communication par le protocole.
Le re´seau est organise´ en anneau logique. Il y a deux
phases : La phase d’attribution des priorite´s et la phase de
transmission du message d’une application. Pour la trans-
mission d’un message, une station arbitraire est de´signe´e
comme le master token. Pendant la phase d’attribution de
priorite´, le jeton traverse tout l’anneau en visitant toutes les
stations. Chaque station ve´rifie les informations contenues
dans le jeton afin de de´terminer si un de ses propres pa-
quets a une priorite´ supe´rieure a` celle porte´e par le jeton. Si
c’est le cas, le jeton est change´ avec l’adresse de la station la
plus prioritaire et la valeur de sa priorite´, sinon il continue
a` circuler de proche en proche.
Dans la phase de transmission de message, la station mas-
ter token envoie un message a` la station qui posse`de le mes-
sage le plus prioritaire afin de lui donner la permission d’env-
oyer son message. La station re´ceptrice devient dans ce cas
le master token.
5.1 Politiques de tole´rance aux fautes
Trois types de fautes sont conside´re´s :
• La de´faillance d’une station : une reconfiguration de
l’anneau est exige´e.
• La perte d’un paquet : une retransmission est exige´e.
• Station occupe´e (temps de re´ponse long) : les paquets
duplique´s sont de´truits.
Le comportement temps re´el est assure´ dans le cas de
perte des paquets. Les autres fautes sont la conse´quence
d’une mauvaise configuration ou d’une erreur mate´rielle dans
le syste`me. La me´thode de recouvrement d’erreurs est base´e
sur l’e´coute simultane´e du re´seau par toutes les stations.
Chaque station apre`s la transmission d’un paquet, doit re-
cevoir un acquittement (ack) qui est le prochain signal de
sortie de la station re´ceptrice. Si aucun acquittement n’est
rec¸u apre`s un de´lai timeout, la station e´mettrice suppose
que le message est perdu et le retransmet. La station re´pe`te
cette proce´dure jusqu’a` la re´ception d’un acquittement ou
l’atteinte du nombre maximal de retransmission. Dans ce
cas la station re´ceptrice est conside´re´e comme de´faillante
et doit eˆtre exclue de l’anneau. La Figure 7 montre les
diffe´rentes actions d’entre´es et de sorties dans le re´seau.
5.2 Mode´lisation formelle
Nous mode´lisons formellement les aspects temporels du
protocole RTEP en utilisant les automates temporise´s a` entr-
e´es sorties. En se basant sur les re´sultats expe´rimentaux de
[18], le temps minimal αmin et maximal αmax pour envoyer
un jeton initial (mode´lise´ par l’action !Initoken) est de 30.85
µs et 41.16 µs respectivement. Une station doit rester dans
la localite´ de transmission au minimum βmin = 24.30 µs
avant de transmettre le jeton re´gulier!RegToken. Ce temps
d’attente ne doit pas de´passer les βmax = 41.39 µs. Le
temps λ pour envoyer une permission de la station mas-
ter token vers la station qui posse`de l’action la plus priori-
taire (mode´lise´ par l’action !transToken) est entre 24.40 µs
et 25.93 µs. Le temps d’exe´cution d’une action d’envoi d’un
message complet note´ par γ est entre 37.44 µs et 41.63 µs, et
le temps d’exe´cution d’une action de recouvrement d’erreur
δ est entre 10.8ms et 11.16 µs. Enfin le temps de ve´rification
d’un jeton ε est entre 9.32 et 18.51 µs. La Figure 8 montre
le module de transmission du protocole RTEP.
5.3 Test de comportements critiques
Dans le protocole RTEP, une station est conside´re´e comme
de´faillante, si elle ne re´pond pas apre`s 4 retransmissions
d’un paquet. Si le paquet retransmis est une information, le
temps ne´cessaire pour faire 4 retransmissions est t = 4·γmin.
Ce temps correspond a` l’occurrence de l’action !dk qui signi-
fie que la station de destination est de´faillante. On note que
cette hypothe`se n’est valable que si xmin ≤ (xmax − xmin)
ou` x est le temps d’exe´cution d’une action.
Si on s’inte´resse aux politiques de recouvrement d’erreurs,
on peut conside´rer les exemples suivants :
• Une station ne doit eˆtre exclue du re´seau que si elle ne
re´pond pas apre`s 4 retransmissions.
• Quand une station rec¸oit un paquet de type informa-
tion, elle doit envoyer un acquittement dans les pre-
miers 18.51 ms apre`s la re´ception.
Les Figure 9 et Figure 10 montrent les comportements basi-
noindent ques de ces proprie´te´s et leurs observateurs.
Si on suppose que toutes les actions de sortie du RTEP
sont urgentes, nous pouvons ge´ne´rer a` partir des modules
de transmission et de re´ception du protocole et des deux
observateurs, les se´quences de test suivantes :
Tc1 = (S1, L1)
!Init
−−−→
y:=0
(S3, L1)
y=18.51,!Tr−Token
−−−−−−−−−−−−−→
y:=0
(S6, L1)
y=37.44,?Infos
−−−−−−−−−−−→
x:=0,w:=0,m:=0
(S9, L2) · · ·
· · · (S9, L2)
w:=11374,m:=11374,?dk
−−−−−−−−−−−−−−−→ PASS.
T c2 = (N1, F1)
!Init
−−−→
m:=0
(N2, F1)
y=21.19,!Infos
−−−−−−−−−−→
m:=0
(N2, F2)
k<18.51,m<18.51,?ack
−−−−−−−−−−−−−−−→ Accept.
Le premier cas de test est ge´ne´re´ pour tester les fonction-
nalite´s de l’observateur de la Figure 9. Nous avons choisi
les valuations maximales des horloges dans les zones at-
teignables des localite´s de transmission. Ce test signifie
qu’apre`s l’initialisation, le testeur envoie l’action tr-Token
a` l’IUT a` l’instant 9.30 µs, et devrait observer le paquet
d’information a` exactement 37.44 µs apre`s la transmission
de l’action tr-token. Il attend 113.74µs et doit observer
l’action dk. Pour recevoir cette dernie`re action, le testeur
ne doit pas envoyer l’action ack. Le deuxie`me cas de test
est ge´ne´re´ a` partir du module de re´ception du protocole (qui
n’a pas e´te´ pre´sente´ dans cet article) et de l’observateur de
la Figure 10.
6. DISCUSSION
Nous avons pre´sente´ une me´thode de ge´ne´ration et d’opti-
misation de cas de test pour les protocoles temps re´el. Les
strate´gies d’optimisation, en termes de temps et de nombre
de tests ge´ne´re´s, sont inspire´es des techniques de controˆle des
syste`mes temps re´el mode´lise´s par les automates temporise´s.
Nous avons de´fini les cas ou` les tests peuvent tre repre´sente´s
par des se´quences ou par des arbres. Deux algorithmes de
concre´tisation de cas de test sont pre´sente´s. Le premier dans
le cas ou` le syste`me sous test est urgent et le deuxie`me, plus
pratique, dans le cas ge´ne´ral.
Les re´sultats pre´sente´s dans cet article n’ont pas la pre´t-
ention d’eˆtre applicables a` tous les syste`mes temporise´s. En
effet, selon l’inde´terminisme pre´sent dans le syste`me, il n’est
pas toujours possible de construire un testeur qui forcera
l’exe´cution du syste`me vers les comportements critiques.
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