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Language learning requires learners to balance the productive power of language with its 
many constraints (e.g., Bowerman, 1988). One of these constraints is verb bias. Verb bias refers 
to the likelihood of a verb to appear in one of the multiple structures that the verb is allowed to 
appear in. Adults and children as young as three years of age are guided by verb bias in language 
comprehension and production. In this dissertation, I explore the effect of direct experience with 
verbs and sentences on verb bias learning. Specifically, I focus on the adaptation of dative verbs 
that adults and children are familiar with (e.g., give, show, throw). In six production experiments 
and two comprehension experiments, I exposed adults and children to new experiences with 
familiar dative verbs in dative structures. Experiments 1 and 2 showed that adults and children 
can change the biases of familiar verbs after being constrained to produce some verbs in one 
dative structure (Dora gave the apple to Boots) and other verbs in the other dative structure 
(Mickey showed Minnie the block). They then use the updated biases in making production 
choices at test. Experiments 3, 4 and 5 investigated the mechanisms underlying this verb bias 
learning. Specifically, I asked whether verb bias learning, like abstract syntactic priming, could 
be driven by error-based implicit learning. All three experiments showed that the magnitude of 
the training effect varied with the likelihood of sentence structure and with pre-existing verb 
bias. Unexpected structure and verb-structure combinations resulted in larger training effects, 
suggesting the operation of error-based implicit learning. Experiment 6 examined multi-level 
syntax learning in children, asking if verb bias adaptation is influenced by the distribution of 
biased versus alternating verbs in the language. I found verb bias training effects when most 
verbs in children’s new experience were biased and not when most-verbs-alternated between the 
two dative structures. Finally, Experiments 7 and 8 found that adults and children can also 
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change the biases of familiar verbs by listening to one verb in one dative structure and another 
verb in the other dative structure. When listening to new dative sentences at test, they used their 
modified biases to generate expectations in online comprehension. My data offer converging 
evidence that verb bias learning is continuous from childhood to adulthood, and is driven by 
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CHAPTER 1: INTRODUCTION 
 
Proficient language use requires balancing the immense productive power of language 
with its many constraints (e.g., Clark & Clark, 1979; Bowerman, 1988; Pinker et al., 1987; 
Goldberg, 2016). On the one hand, learners need to identify regular patterns in the language that 
they are learning and make generalizations that allow them to understand and produce sentences 
that they have not encountered before. The productive power of language can be clearly seen in 
innovations in the usage of known words. For example, listeners readily understand “He wristed 
the ball over the net” even though wrist is not ordinarily used as a verb (Clark & Clark, 1979). 
Young children produce similar innovative uses, interpretable in context even though they may 
sound like errors to adults (e.g., “Don’t broom my mess” when a child did not want his mother to 
sweep his room; Clark, 1982). On the other hand, learners also need to acquire the constraints 
imposed by their language. Verbs constrain the kinds of syntactic structures that they readily 
occur in; this is syntactic licensing: Verbs with two arguments, but not verbs with only one 
argument, can occur in transitive sentences, with two noun-phrase arguments (She saw Sue; 
*She slept Sue). Certain verbs permit dative structures, with three arguments (She showed the 
book to Sue; *She saw the book to Sue).  
In addition to what sometimes appear to be all-or-none syntactic licensing restrictions, 
syntactic choices are also influenced by more probabilistic constraints, such as the discourse 
context (e.g., Bresnan et al., 2007; de Marneff et al., 2012; Stephens, 2015). For example, dative 
verbs, like give and show, can appear in two structural alternations to describe the same transfer 
event (e.g., a book being transferred from a woman to a man). The prepositional-dative structure 
places the theme before the recipient (She gave the book to the man) whereas the double-object 
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structure places the recipient before the theme (She gave the man the book). The prepositional 
dative is the canonical structure that virtually all dative verbs can appear in. In contrast, the 
double-object structure is non-canonical (not all dative verbs can appear in this structure), less 
frequent (see norming data in Chapter 2; though the double-object dative seems to be more 
frequent in some corpora, e.g., Campbell & Tomasello, 2001; Snyder & Stromwald, 1997), and 
more context dependent. Speakers are more likely to produce the double-object structure when 
the recipient is given in the discourse, when the recipient is pronominalized, or when the 
recipient is shorter in length than the theme, etc. (e.g., Bresnan et al., 2007; Stephens, 2015). 
Some probabilistic constraints, however, are less context dependent. Verbs, for example, license 
multiple structures, but individual verbs may be choosy about which licensed structure(s) they 
are more likely to occur in. Many dative verbs (e.g., pass, give and show), for instance, can occur 
in both forms of the dative alternation. Despite allowing both structures, individual dative verbs 
vary widely in whether they are more likely to occur in the double-object dative or the 
prepositional-dative structure (e.g., Campbell & Tomasello, 2001). On one end of the spectrum, 
throw is much more likely to occur in the canonical prepositional-dative than in the double-
object dative (see norming data in Chapter 2). On the other end, show biases more towards the 
non-canonical double-object dative. The likelihood of a verb to appear in the structures that it is 
licensed to appear in is referred to as verb bias. Other examples of verb bias include how likely a 
verb is to appear with a direct object (She believed him) as opposed to a sentence complement 
(She believed that he was innocent; e.g., Wilson & Garnsey, 2009), and how likely a verb is to 
specify an instrument (She fed the baby with a spoon) or not (She looked at the baby with a 
spoon; e.g., Snedeker & Trueswell, 2004).    
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Verb bias guides production and comprehension 
Verb bias plays an important role in guiding our comprehension and production, affecting 
what listeners expect to hear (e.g., Altmann & Kamide, 1999; Snedeker & Trueswell, 2004; for 
verb bias effects in reading comprehension see e.g., Garnsey et al., 1997; MacDonald et al., 
1994; Osterhout et al., 1994; Trueswell et al., 1993; Wilson & Garnsey, 2009) as well as what 
and how speakers are likely to produce (e.g., Gahl & Garnsey, 2006; Gahl et al., 2006; Peter et 
al., 2015; Rowland et al., 2012; Tomasello, 2000a; 2000b). In production, verb bias affects not 
only what speakers choose to say but also how they produce their sentences (e.g., Gahl & 
Garnsey, 2006; Gahl et al., 2006). Gahl and Garnsey (2006) assessed adults’ probabilistic 
pronunciation variations by asking adults to read sentences out loud. In these sentences, the fit of 
the biases of the verbs and the sentence structure in which they appeared was manipulated. Verbs 
that were biased toward taking direct objects appeared in sentences that contained a direct object 
(1a) and in sentences that contained a sentence complement (1b). The same was done for verbs 
that were biased toward taken on sentence complements (2). Adults’ pronunciation patterns 
reflected the prior likelihood of the verb to appear in each of these structures. They were more 
likely to omit verb-final /t,d/ stops when producing verbs in bias-matching sentences (1a and 2a) 
compared to bias-violating sentences (1b and 2b). Also, the durations of verbs and post-verbal 
silences were longer with bias-violating sentences. In other words, speakers were more likely to 
shorten words when the words appear in expected contexts compared to when they appear in 
unexpected contexts. 
(1) Direct-object biased verb 
a. Bias-matching: The CIA director confirmed the rumor once it had spread widely.  
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b. Bias-violating: The CIA direction confirmed the rumor should have been stopped 
sooner. 
(2) Sentence-complement biased verb 
a. Bias-matching: The job applicant believed the interviewer had been dishonest 
with her. 
b. Bias-violating: The job applicant believed the interviewer when she discussed 
things with her. 
In comprehension, verb bias affects what upcoming words we expect to encounter and 
how we resolve syntactic ambiguities (e.g., Snedeker & Trueswell, 2004; Snedeker & Yuan, 
2008; Trueswell et al., 1993; Wilson & Garnsey, 2009). Trueswell et al. (1993) found that adults 
have more difficulty reading temporarily ambiguous sentences (3a) relative to unambiguous 
sentences (3b), but only when the main verb is biased towards the direct-object completion (3) 
and not when the main verb is biased towards having an embedded clause (4). That is, sentence 
comprehension tend to be easier when verbs appear in expected contexts compared to when they 
appear in unexpected contexts.  
(3) Direct-object biased verb 
a. The student forgot the solution was in the back of the book. 
b. The student forgot that the solution was in the back of the book. 
(4) Embedded-clause biased verb 
a. The student hoped the solution was in the back of the book. 
b. The student hoped that the solution was in the back of the book. 
Furthermore, Wilson and Garnsey (2009) found that even though sentences with direct 
objects are typically easier to understand than sentences with embedded clauses, the bias of the 
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verb can reverse this pattern. Direct-object sentences that contain a sentence-complement biased 
verb (5a) are actually harder to understand compared to direct-object sentences that contain a 
direct-object biased verb (5b), leading adults to spend longer reading the disambiguating phrase 
because she in (5a) than the disambiguating phrase when he in (5b). Adults spent a little longer 
reading the disambiguating phrase in (5a) than the disambiguating phrase in sentences with 
embedded clauses (6) even though the latter tend to be longer and more complex. Thus, in 
comprehending sentences, the bias of the verb affects what we expect to encounter next and may 
lead to difficulties if the bias is violated, making typically easy sentences hard.      
(5) Direct-object sentences 
a. The ticket agent admitted the mistake because she had been caught. 
b. The CIA director confirmed the rumor when he testified before Congress. 
(6) Embedded clause sentence: The CIA director confirmed the rumor could mean a security 
risk. 
Verb bias can also help listeners resolve permanent ambiguities as well (Snedeker & 
Trueswell, 2004; Snedeker & Yuan, 2008). For example, Snedeker and Trueswell (2004) 
presented listeners with permanently ambiguous sentences like “Feel the frog with the feather”. 
Unlike the temporarily ambiguous sentences in (1-6) where the ambiguities were eventually 
resolved later in the sentences, the ambiguities in permanently ambiguous sentences are never 
explicitly resolved. The permanent ambiguity in “Feel the frog with the feather” leads to two 
plausible interpretations. The ambiguity of the prepositional-phrase with the feather could be 
resolved by attaching the phrase to the verb (feel [the frog] [with the feather]), and thus refer to 
an instrument that is used to carry out the action of feeling, or by attaching the phrase to the 
direct object the frog (feel [the frog with the feather]), and thus refer to a property that describes 
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the frog. Adults’ and children’s interpretation of these sentences was heavily influenced by the 
verbs in the sentences. They were more likely to act out the sentence with instruments for 
instrument-biased verbs (e.g., Tickle the frog with the feather) than for modifier-biased verbs 
(e.g., Choose the frog with the feather). More impressively, they looked more to potential 
instruments when they heard instrument-biased verbs compared to when they heard modifier-
biased verbs, and they started to do so even before hearing the noun in the prepositional-phrase 
(e.g., feather). This result suggests that preschoolers as well as adults rapidly use verb bias 
information to generate expectations about what they might hear next.  
Snedeker and Trueswell’s (2004) findings converged with others (e.g., Peter et al., 2015; 
Snedeker & Yuan, 2008; Tomasello, 2000a; 2000b) in showing that verb bias emerges early in 
development. Tomasello (2000a; 2000b) summarized a number of experimental studies looking 
at children’s productive use of verbs in various structures, with children as young as two years of 
age. Two- to three-year-old children’s production patterns revealed that they tended to use verbs 
in only structures that they had witnessed the verbs in, whereas three- to four-year-olds can also 
extend the verbs to structures that are unattested for the verbs. Tomasello used these data to 
argue that early syntax learning is item-based. That is, early in acquisition, children learn about 
the syntactic patterns of individual words only, and abstract knowledge that generalizes across 
verbs is acquired later. The data that I present in this dissertation actually provide some evidence 
for syntax learning that is simultaneously verb-specific and abstract in children as young as four 
years of age. I will return to this point in the final chapter.  
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Verb bias and acquisition 
The predictive power that we have seen with verb bias might be especially valuable for 
early learners, whose comprehension skills are still developing and thus dealing with the fleeting 
and noisy linguistic input might be even more challenging. The noise in our linguistic input 
could come from a number of sources, including errors made by the speaker, characteristics of 
the producer (e.g., individuals with language disorders), difficulty with identifying words on the 
part of the listener (such as young children!), or noise in the physical environment. To make 
matters worse, sentences that children hear could be missing arguments. Most languages allow 
some arguments to be dropped in appropriate contexts, and argument omissions do in fact 
happen often (e.g., Rispoli, 1989). Sentences could also include nouns and phrases that are not 
arguments of the verb. For example, in the sentence “I’m going to read this paper for class”, for 
class is not typically seen as an argument of the verb read. In fact, children do not seem to 
assume that their input is noise- and error-free (e.g., Lidz et al., 2017; Shatz, 1978; Yurovsky et 
al., 2017). Children can, for instance, use plausibility to interpret the sentences they hear (e.g., 
Shatz, 1979; Yurovsky et al., 2017). When 4- and 5-year-old children heard sentences like “I had 
carrots and bees for dinner”, they used the implausibility of bees as a food item for a human 
speaker to reason that the speaker must have meant peas (Yurovsky et al., 2017). When asked to 
choose between a picture showing a plate of carrots and peas and a plate of carrots and bees, 
children were more likely to choose the plate of carrots and peas, and their tendency to choose 
the semantically plausible meaning depended on the rate at which the speaker produced plausible 
versus implausible sentences. Thus, top-down information about the reliability of a speaker can 
affect children’s interpretation of the sentences that they hear.  
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Similar top-down information can be used by even 19-month-old infants. When 
interpreting sentences that contain a novel noun, infants sometimes rely on the frequency of the 
syntactic structures, rather than bottom up information in the sentences that they hear, to interpret 
the novel noun (Lidz et al., 2017). In Lidz et al., 19-month-olds heard familiar verbs in sentences 
that contained a preposition, like “wiping with the tig”. The infants were just as likely to interpret 
the novel noun tig as the direct object of wiping (that is the object that is being wiped) in this 
sentence as they were when they heard “wiping the tig”, in which the tig was actually the direct 
object of wiping. Sixteen-month-old infants who had sizable verb knowledge also seemed to 
show the same pattern of interpretation. These results could be explained in two ways. One 
possibility is that as soon as infants know about what sentence structures tend to be frequent 
(e.g., sentences with direct objects), they sometimes use this information to guide their 
comprehension, even though in doing so they can end up erroneously discarding correct bottom-
up information. Another possibility is that the 19-month-olds and the 16-month-olds with better 
verb knowledge used verb bias to guide their interpretations, and the biases of the verbs used in 
the study led children to misinterpret the with sentences. Even though the second possibility 
needs to be explored in follow-up studies that manipulate the biases of the verbs, Lidz et al. at 
provides at least tentative evidence that verb bias emerges early in language comprehension. The 
noise in our linguistic input thus seem to have many potential sources, including mistakes that 
young children could make based on their top-down knowledge and their knowledge about 
sentence structures and verb bias.     
Furthermore, as Christiansen and Chater (2016) argue, learners have to rapidly process 
and learn as much as they can from the sentences that they hear in the very moment of 
processing the sentences. Otherwise, the sentences are lost in memory as new sentences rapidly 
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come in. This pressure to process and learn at the same time means that learners have to use all 
the information that is available. Fernald et al. (2008) showed one vivid example of the 
importance of rapid language processing for word learning in context. In this study, 3-year-old 
children listened to sentences, like “There’s a blue cup on the deebo!”. While they listened, they 
also viewed two pictures. One picture was of a blue cup on top of a novel object. The other 
picture was of a red cup on top of a different novel object. In later test trials, children were tested 
on how well they had learned the novel word deebo. Fernald et al. found that 3-year-olds who 
were faster at identifying the blue cup using the color adjective blue were better at identifying the 
novel object at test, compared to children who were slower at using the color adjective. In other 
words, efficient processing of the input, using all available sources of information, seems 
essential for language learning. For this, verb bias and its predictive power may prove to be 
especially useful role in early learning.  
 
Learning verb bias 
Having seen that the important role that verb bias plays in production and 
comprehension, and its potential value in early acquisition, I ask how verb bias is learned. In this 
dissertation, I investigate this question by focusing on the adaptation of verbs that adults and 
children are already familiar with. In doing so, I bypass the initial learning stage, and instead 
narrowly focus on continuous adaptation. This would allow me to ask whether verb bias learning 
only takes place when one first learns the meaning and use of each verb, or whether verb biases 
undergo continuous adaptation even after the verbs' meaning and uses are well known.  
Specifically, I ask: 1) Does verb bias remain malleable? Can linguistic distributional 
learning, independently of learning about events, change the biases of verbs that adults and 
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children are already familiar with, leading to changes in both the sentences that they produce and 
expectations of what they would hear? 2) Does previous experience with verbs and structures 
affect verb bias adaptation? If so, what might the patterns that emerge tell us about the 
mechanisms that underlie verb bias learning? 3) Do children track verbs and syntax at multiple 
levels of their linguistic input, and use the relative reliabilities of these input statistics to decide 
when to adapt their verb biases?  
Recent studies suggest that verb biases remain malleable, and provide intriguing evidence 
that children and adults adapt to new linguistic experience (Coyle & Kaschak, 2008; Perek & 
Goldberg, 2015; 2017; Qi et al, 2011; Ryskin et al., 2017; Thothathiri & Braiuca, in press; 
Thothathiri et al., 2017; Thothathiri & Rattinger, 2015, 2016; Twomey et al., 2016; Wonnacott et 
al., 2008; though see Ryskin et al., 2018 for results showing that patients with amnesia and 
healthy age-matched older adults do not seem to show verb bias adaptation). These studies are 
mostly conducted in two domains.  
One of these domains is artificial language learning. A number of artificial language 
learning experiments showed that adults can learn the biases of novel verbs (Perek & Goldberg, 
2015, 2017; Thothathiri & Rattinger, 2015; 2016; Wonnacott et al., 2008). In seminal work by 
Wonnacott et al. (2008), English-speaking adults learned an artificial language with two non-
English structures (verb-agent-patient vs. verb-agent-patient ka) that described the same two-
participant actions (e.g., hug, ram, kiss). Adult showed that they successfully tracked and learned 
the new verbs’ biases in comprehension, production, and acceptability judgment tasks. Twomey 
et al. (2016) used novel verbs in familiar English locative sentences to look at verb bias learning. 
In training, adults and children saw locative events (e.g., a robot filling a box with oil) and heard 
some events being described using novel verbs in L-transitive sentences (e.g., The robot was 
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pabbing the box) and some verbs being described using novel verbs in T-transitive sentences 
(e.g., The robot was zopping the oil). At test, participants were asked to describe new events with 
these novel verbs by producing full locative sentences that include both the theme and the 
location. An important feature of this study is that adults and children only heard the post-verbal 
noun-phrase in training. This pattern is commonly observed with the locative alternation in the 
English language, and is particularly telling about the issue of learning with missing arguments. 
At test, adults and 9-year-old children produced more location-theme structures for novel verbs 
that received L-transitive training compared to novel verbs that received T-transitive training. In 
other words, adults and older children can learn the biases of novel locative verbs with new 
experience, and to generalize the learning from transitive sentences to full locative structures. 
The 5-year-old children, however, did not show learning at test. Twomey et al. suggested that 
they observed no learning with the younger children because learners might start with only one 
class of locative verbs that are tracked together, instead of individual verbs that can be 
individually tracked. Also, young children showed a high theme-location bias that led them to 
overgeneralize this structure to other verbs.  
Overall, studies with novel verbs in novel structures (e.g., Wonnacott et al., 2008) and 
studies with novel verbs in familiar English structures (e.g., Twomey et al., 2016) provide 
evidence that verb biases can be learned from tracking the patterns of verbs and structures in the 
linguistic input. These studies, however, confounded initial verb bias learning with ongoing 
adaptation. Even though early verb learning is likely to involve simultaneously establishing new 
lexical entries and attaching syntactic preferences to each verb, modification studies with real 
verbs can narrowly focus on the continual adaptation by taking advantage of the fact that the 
initial verb learning has already taken place.  
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Several verb bias modification studies provide initial evidence that verb bias remains 
malleable and can be modified given new linguistic experience (comprehension: Qi et al., 2011; 
Ryski et al., 2017; production: Coyle & Kaschak, 2008; Thothathiri & Braiuca, in press ; 
Thothathiri & Rattinger, 2016). However, verb bias studies looking at comprehension have so far 
used verbs and structures that make it difficult to disentangle learning from experiences with 
sentences versus learning from experiences with events. Studies looking at production using 
another class of verbs and structures have only tested adults. I discuss these studies in detail 
below. 
Verb bias modification studies, looking at comprehension, found that adults and children 
can modify the biases of verbs like tickle that appear in permanently ambiguous sentences, such 
as “Tickle the frog with the feather” (Qi et al., 2011; Ryskin et al., 2017). In these sentences, the 
prepositional-phrase “with the feather” could attach to the verb, resulting in an instrument 
interpretation (i.e., the feather is an instrument to carry out the action), or the direct object, 
resulting in a modifier interpretation (i.e., the feather is a property that describes the frog). Qi et 
al.’s (2011), for instance, changed adults’ and children’s interpretations for a set of verbs like 
tickle by providing disambiguating discourse contexts and varying the characteristics of the 
prepositional-phrase object. In the training trials, the ambiguous target sentence, “He pointed at 
the tiger with the red pencil”, was preceded by one of two questions. “What did Tim use to point 
at the tiger?” biased point towards an instrument interpretation. For each participant, half of the 
verbs were biased toward instrument interpretations and half toward modifier interpretations. At 
test, participants listened to new ambiguous instruction sentences. Their eye movements showed 
effects of verb bias adaptation; they looked more to animals when they heard modifier-trained 
compared to instrument-trained verbs, and more to instruments when they heard instrument-
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trained compared to modifier-trained verbs. These results were observed with both adults and 
children. Ryskin et al. (2017) provided further evidence of verb bias adaptation with the same 
syntactic contrast with adults.  
Notice, though, the instrument and modifier interpretations of these permanently 
ambiguous sentences described two different events. The instrument interpretations referred to 
events with three participants, an agent (Tim), a patient (the tiger) and an instrument (the red 
pencil). The modifier interpretation, in contrast, referred to events with only two participants, an 
agent (Tim) and a patient (the tiger). Participants could have learned that instrument-trained 
verbs are more likely to describe 3-participant events while modifier-trained verbs are more 
likely to describe 2-participant events. In test, participants then used their updated event 
knowledge to interpret new ambiguous sentences with the same verbs. Thus, in these studies, just 
as in real life, it is difficult to disentangle the effects of experience with sentences from 
experience with events.  
Event knowledge and linguistic distributional information are not mutually exclusive, of 
course. In fact, they are strongly confounded in natural language. Instrument-biased verbs, for 
example, likely occur more often with instrument phrases because they tend to be used to 
describe events that involve an instrument. The difficulty with learning verbs from events, 
however, is that verbs refer to construal of events and not the events themselves. Also, the same 
event can often be described using multiple verbs with different meanings (e.g., Rappaport-
Hovav & Levin, 2008). Given the opaqueness in mapping verbs to events, many have argued that 
verb learning benefits from the linguistic contexts (e.g., Gleitman, 1990; Trueswell & Gleitman, 
2004). Because of this, I focus on isolating the effects of linguistic distributional learning on verb 
bias adaptation, using dative verbs. 
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Dative verbs have three arguments, and they can appear in the dative alternation. 
Crucially, both forms of the dative alternation – the double-object dative and the prepositional-
dative – can describe the same event. If adults and children can adapt the biases of familiar 
dative verbs when given new linguistic experience, controlling for the events that they see, this 
would provide stronger evidence that experience with sentences can uniquely contribute to verb 
bias learning.  
Verb bias modification studies looking at production have in fact used dative verbs, but 
all tested adults (e.g., Coyle & Kaschak, 2008; Thothathiri & Braiuca; in press; Thothathiri et al., 
2017). Coyle and Kaschak (2008), for instance, trained and tested adults with two familiar dative 
verbs (i.e., give and loan, or send and hand) in a sentence completion task. In training, sentence 
stems induced participants to produce double-object dative (DO) structures for one verb (e.g., 
The teacher sent the student ___) and prepositional-dative (PD) structures for another verb (e.g., 
The man handed the book ___). In test, sentence stems ended at the main verb (e.g., The 
mechanic sent ___), allowing participants to choose either structure. Adults produced 
significantly more double-object structures for the DO-trained verbs than for the PD-trained 
verbs, showing that brief training altered the biases of familiar verbs and affected adults’ 
syntactic choices at test. Thothathiri and colleagues founds similar verb bias adaptation in adults’ 
production with a larger set of 10 verbs and using a video description task.  
I build on these existing verb bias adaptation studies with adults and ask whether the 
biases of familiar verbs can also be modified in young children with new linguistic experience, in 
production (Experiments 1 and 2) and in comprehension (Experiments 7 and 8). I test production 
and comprehension separately because the learning in production and comprehension are often 
distinct for many domains of language (for a summary see Clark & Hecht, 1983). In acquisition, 
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children typically show production abilities that lag behind in their comprehension abilities. 
Even adults can show the same asymmetry, such as being able to understand an accent or dialect 
that they do not produce.  
 
 
Mechanisms of verb bias learning 
In investigating the role of direct experience with sentences in verb bias adaptation, I also 
ask whether prior experience with verbs affects the magnitude of verb bias training. To do so, I 
look to the syntactic priming literature for potential mechanisms that drive syntax learning, both 
across verbs and for individual verbs.  
Syntactic priming reflects adults’ and children’s tendency to reuse syntactic structures 
that they have recently encountered (e.g., Bock, 1986; Rowland et al., 2012; Thothathiri & 
Snedeker, 2008), and has been suggested to reflect long-term implicit learning about abstract 
syntax (e.g., Chang et al., 2000; Chang et al., 2006). Effects of syntactic priming are long lasting; 
priming has been observed with up to 10 sentences between prime and target sentence (e.g., 
Bock & Griffin, 2000; Jaeger & Snider, 2013), and effects of cumulative syntactic priming have 
been seen with a week-long delay (e.g., Kaschak et al., 2011; Savage et al., 2006). Syntactic 
priming effects are modulated by past experience with sentences as well as verb-sentence 
combinations, leading to inverse frequency or surprisal effects. Sentences that are less expected, 
both across verbs and given a particular verb, lead to more learning (e.g., Bernolet & Hartsuiker, 
2010; Peter et al., 2015). Because the effect of syntactic priming is long lasting and is influenced 
by past experience, some argue that syntactic priming reflects long-term learning (e.g., Chang et 
al., 2006).  
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Several models have been proposed to provide mechanistic details of the learning that 
takes place in syntactic priming (e.g. Chang et al., 2006; Reitter et al., 2011). The Dual-Path 
model proposed by Chang et al. (2006) has features that make it intuitive for modeling syntax 
learning. This connectionist model yokes a syntactic sequencing system to a separate message 
system that represents the meaning of input sentences. A key feature of the model is that the 
syntactic sequencing system is linked to abstract event-role slots in the message system, but not 
to the word-meanings bound to those event roles. This “Dual-Path” architecture keeps lexical 
semantics out of the syntax, ensuring that the model creates abstract syntactic representations. 
Accordingly, the model creates syntactic representations that support abstract syntactic priming, 
but the model can also learn about the syntactic biases of particular verbs under some 
circumstances (Chang et al., 2012; Twomey et al., 2014). Because the model learns via error-
based learning, it learns the most from input sentences that are unexpected given the model’s 
prior experience. In Reitter et al.’s (2011) ACT-R model, in contrast, surprisal effects are the 
results of a base-level learning function that leads to diminishing activation with high-frequency 
items. This means that the more frequent a sentence structure is, the less activation it will 
generate, leading to a smaller priming effect.  
In Experiments 3-5, I explore the possibility that the same experience with sentences that 
contribute to learning about abstract syntax also leads to learning about individual verbs. If so, 
verb bias learning should also exhibit the same surprisal effects, where less expected sentences 




If the same experience with sentences can lead to learning about abstract syntax and 
learning about verb bias, as argued by Chang and colleagues, this would be one example of 
learners tracking statistics at multiple levels of their linguistic input. Starting with Wonnacott et 
al. (2008), a number of recent studies provide converging evidence that adults (and older 
children) engage in multi-level learning when they learn verbs and syntax (Perek & Goldberg, 
2015; 2017; Thothathiri & Braiuca, in press; Thothathiri & Rattinger, 2016; Twomey et al., 
2016). Furthermore, which input statistics they ultimately use depends on the relative reliabilities 
of the various input statistics. In Wonnacott et al. (2008), adults learned one of two artificial 
languages in which transitive events could be described using two alternative structures, verb-
agent-patient (VAP) or verb-patient-agent-particle (VPA-ka). In the lexicalist language, all verbs 
were strongly biased, occurring in only one of the two structures. Thus, in the lexicalist 
language, individual verbs were strong predictors of sentence structure. In the generalist 
language, on the contrary, all verbs occurred in both structures. Thus, individual verbs were not 
very predictive of sentence structure. In both languages, at test, adults received a small amount of 
experience with a group of minimal-exposure verbs in the comprehension and grammatical 
judgment tasks. All verbs had a bias toward one of the two structures; each verb appeared twice 
with each structure in the grammaticality judgment task and four times with only one structure in 
the comprehension task. Adults were then asked to use these verbs as well the trained verbs in 
production. The question was whether adults’ experience with the other verbs in the lexicalist 
and generalist languages affected how they interpreted what little they knew about the biases of 
these minimal-exposure verbs.  The key result is that participants who learned the lexicalist 
language, and not those who learned the generalist language, learned the biases of the minimal-
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exposure verbs and reproduced them at test. Thus, the distribution of biased versus alternating 
verbs in the language as a whole influenced whether adults assumed that minimal exposure was 
informative about the behavior of specific verbs. Later artificial language learning studies 
expanded on this work and found adults similarly tracked other input statistics, such as discourse 
functions (Perek & Goldberg, 2015) and event semantics (Perek & Goldberg, 2017; Thothathiri 
& Rattinger, 2016), and they used the statistics that were more reliable in the input.  
Recently, Thothathiri and Braiuca (in press) found that adults’ adaptation of familiar 
dative verbs was also influenced by the distribution of biased versus alternating verbs in the 
input, just as adults’ learning of novel verbs in Wonnacott et al. (2008). Adults who were 
exposed to new input in which most verbs were biased, and not adults who were exposed to new 
input in which most verbs alternated, modified the biases of familiar dative verbs in production. 
In Experiment 6, I adapt this study to ask whether preschool-aged also show the same kind of 
multi-level verb and syntax learning. Across the 8 experiments, I hope to investigate and 
highlight the role of linguistic distributional learning in helping learners balance linguistic 






CHAPTER 2: VERB BIAS ADAPTATION IN PRODUCTION 
 The goal of this chapter is to replicate previous findings of verb bias adaptation in adults’ 
production (Coyle & Kaschak, 2008; Thothathiri & Braiuca, in press; Thothathiri et al., 2017), 
and to extend the findings to preschool-aged children. I predict that new experience with 
sentences will change the biases of familiar dative verbs in both adults and children, and the 
modified biases will guide their productions at a later time. That is, they would produce sentence 
structures at test that are consistent with how each verb is used in training, producing more 
double-object sentences for verbs that are trained in the double-object compared to verbs that are 
trained in the prepositional-dative. I also expect adults’ and children’s production patterns to 
reflect the biases of the verbs that participants bring with them into the experiments. To assess 
verb bias adaptation using verbs that range in pre-existing double-object biases, I first collected 
norming data about the baseline double-object biases of 10 dative verbs that children are likely to 
be familiar with. The norming data also allowed me to pick verbs for examining the effect of pre-
existing bias on the magnitude of verb bias adaptation in Chapter 3.  
 
Verb bias norming 
I conducted two norming tasks and a corpus analysis before the experiment to assess the 
pre-existing biases of 10 dative verbs. I picked dative verbs that have been used in previous 
production studies with children (e.g., Huttenlocher et al., 2004; Peter et al., 2015; Rowland et 
al., 2012). The list of verbs and the proportion of double-object sentences obtained from the 
norming tasks are summarized in Table 1. All proportions of double-object sentences reported in 
this dissertation are calculated out of only prepositional-dative and double-object dative 
sentences that do not include pronominalized themes (e.g., it, that) or pronominalized recipients 
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(e.g., me, you, somebody). The proportions were calculated out of only dative sentences because 
most of the verbs in Table 1 can be used in other ways. For example, throw was more likely to be 
used in a simple transitive sentence (e.g., Boots threw the ball) to describe only one part of the 
event. The data reported in Table 1 were meant to capture the likelihood of a verb to be used in 
the double-object structure given that it was used to fully describe a transfer event. Sentences 
with pronominalized themes and recipients were excluded because pronominalization has been 
found to correlate with discourse givenness, and both were correlated with double-object 
production in corpus analyses (e.g., Bresnan et al., 2007; de Marneff et al., 2012). Excluding 
sentences with pronominalization meant that the reported data reflected verbs’ biases, and not 
other factors like length and discourse givenness, as much as possible. 
In the Video-Description Task, adult participants were instructed to describe a series of 
videos that were made for children, and to do so by using sentence stems that they would see on 
the screen. Forty adults watched 20 short videos of simple transfer events and described them 
using the 10 dative verbs in Table 1. Each 5-s video depicted an agent, a recipient and a theme 
object. The agent and the recipient always stood on either side of the screen, but the distance 
between them varied from event to event. For example, they are next to each other in handing 
events but far apart in sending events. At the beginning of each video, the theme object was 
either in the agent’s hands or closer to the agent than to the recipient. The agent then transfers the 
object to the recipient, and the recipient nods their head to thank the agent. In showing events, 
the agent raises the object to show the recipient, and the recipient nods their head in response. 
After each video ended, adults read out loud a sentence stem that appeared in written form above 
the video at the top of the screen (e.g., “Dora showed ___”) and completed it to describe the 
video. Adults also watched 24 filler videos that were unlikely to elicit dative completions (e.g., a 
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video showing Dora swinging on a swing, with the sentence stem “Dora was ___”). The dative 
and filler trials were intermixed and presented in a fixed randomized order with the constraints 
that 1) dative trials could not appear twice in a row, 2) ignoring the filler trials, the same dative 
verb could not appear more than twice in a row, and 3) the same characters could not appear 
twice in a row.  
Forty children completed a similar video-description task with the same video stimuli and 
sentence stems. A priming manipulation was added to increase children’s rate of double-object 
completion. The task was presented as a Bingo game in which children took turns describing 
videos with an experimenter. The goal was to describe the videos to a racoon puppet, who had a 
set of cards that matched some of the videos. The person who described the video that matched 
one of the cards received that card for their Bingo board. The first person to collect 10 cards won 
the game, and children always won. The same 20 simple transfer events that adults watched were 
grouped into 10 dative trials. Each trial contained 2 videos that depicted the same transfer event 
(e.g., two giving events) involving two different sets of characters and objects. The experimenter 
always described the first video, producing either a prepositional-dative or a double-object dative 
prime sentence. For the second video, the experimenter provided the sentence stem which 
children repeated and completed.  
Experimenter (E): Boots gave Dora. 
Child (C): Boots gave Dora an apple. 
Each child received 5 prepositional-dative prime trials, 5 double-object dative prime 
trials, and 14 filler trials that were unlikely to elicit dative completions. Each child saw only one 
trial for each of the 10 dative verbs. Children were randomly assigned to two lists that 
counterbalanced the pairing of the verb and prime structure (e.g., half of the children received 
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give with prepositional-dative prime sentences, and half of the children received give with 
double-object dative prime sentences). All sessions were video recorded, and participants’ 
completions were transcribed and coded offline by trained coders. The completions of 25% of 
the participants were randomly selected and transcribed and coded by a second coder. Inter-rater 
agreement for adult participants’ completions was 96%, and agreement for children’s 
completions was 100%. Coding criteria were the same as in Experiments 1-6.  
In the Sentence-Completion Task, 207 adults participated via Amazon’s Mechanical Turk 
website. Each participant read and completed 40 sentence stems for the 10 target dative verbs in 
Table 1, 10 non-target dative verbs, and 20 non-dative verbs that were unlikely to elicit dative 
completions. Each stem started with a proper name and ended with a main verb (e.g., “Mary 
gave …”). Participants were told to complete the sentence stems, and their completions could be 
as short or as long as they want. A trained coder and I coded each completion for the target 
dative verbs, and inter-rater agreement was 99%.  
For the Corpus Analysis, I analyzed the frequency of double-object utterances in the Pearl 
Sprouse Corpus (a corpus derived from a selection of American English corpora in the 
CHILDES database that includes Penn TreeBank style parses; Pearl & Sprouse, 2013). I first 
used Stanford Tregex (Levy & Andrew, 2006) to search for all utterances in which one of the 10 
verbs in Table 1 was used as a verb. A trained coder and I then coded each utterance. Inter-rater 
agreement was 96%.  
Table 1 shows the proportion of double-object sentences obtained in the four norming 
tasks. In the parenthesis next to each proportion, the number of double-object sentences is shown 
on the left, the number of dative sentences (the sum of double-object and prepositional-dative 
sentences) is shown in the middle, and the number of non-dative sentences is shown on the right. 
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These numbers revealed that the opportunities to produce a dative sentence to begin with varied 
drastically across tasks and across verbs. The video-description task strongly constrained adults 
and children to fully describe the transfer events shown in the videos. As a result, fewer non-
dative sentences (e.g., The prince sent the baby on a stroller) were produced. The sentence-
completion task, with less constraining sentence stems, yielded many more non-dative 
completions. In fact, get and find were never used in dative sentences at all. The corpus analysis 
yielded numbers that varied even more because it was the least controlled with respect to the 
number of observations per verb (verb uses of these verbs naturally varied). Thus, across the 
three tasks, the video-description task provided data that were the best matched across verbs in 
terms of overall dative use, and it used a context that was the most similar to the training 
experiments reported later. For this reason, the selection of verbs in the training experiments 
were based mostly on the video-description norming data.  
Even though the two norming tasks differed in overall dative use, they did reveal similar 
patterns of double-object biases: Adults and children produced low rates of double-object 
sentences for pass, get, send, toss, throw and find, and higher rates of double-object completions 
for show, give and hand. Children, unlike adults, produced a very low rate of double-object 
completion for bring. The sentence-completion task yielded a similar pattern: show, hand, and 
give were more biased toward the double-object dative structure whereas the other verbs were 
more biased toward the prepositional-dative structure. The bias of bring could not be reliably 
estimated in this task because it was used in a dative structure only once. The data from the 
corpus analysis differed more from the data obtained with the other tasks. The rate of double-
object production was much higher, even for send and get, verbs that were biased toward the 
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prepositional-dative in the other tasks. This could reflect factors other than verb bias that affect 
choices in production. 
The correlations among the four measures were analyzed using spearman’s rank 
correlations. The proportion of double-object sentences produced by adults and by children in the 
video-description task were marginally positively correlated, ρ(8) = 0.69, p = 0.056. Children’s 
production on the video-description task was positively correlated with the proportion of double-
object sentences produced by caregivers in the corpus analysis, ρ(8) = 0.63, p = 0.091. No other 
correlations were significant, all ps > 0.160. The full correlation table is shown in the Appendix.   
Table 1 
 
Proportion of double-object completions produced by participants in the three norming tasks 
and the proportion of double-object sentences produced by caregivers in the Pearl-Sprouse 
Corpus. The verbs are arranged by the proportion of double-object sentences in the adult video-
description task, from highest to lowest. The number of double-object sentences, the number of 
dative sentences (both double-object and prepositional-dative), and the number of non-dative 







Completion Corpus Analysis 
Show 0.51 (40/79/1) 0.36 (14/39/1) 0.64 (35/55/128) 0.94 (157/168/524) 
Hand 0.44 (35/80/0) 0.21 (8/39/1) 0.46 (37/80/70) 1.00 (1/1/3) 
Bring 0.37 (28/75/5) 0.05 (2/38/2) 1.00 (1/1/206) 0.66 (21/32/567) 
Give 0.35 (28/80/0) 0.33 (13/40/0) 0.55 (39/71/107) 0.71 (172/244/529) 
Pass 0.19 (15/78/2) 0.03 (1/38/2) 0.00 (0/13/193) 0.00 (0/1/8) 
Send 0.15 (11/75/5) 0.00 (0/40/0) 0.23 (15/65/131) 0.57 (17/30/49) 
Get 0.14 (7/50/30) 0.09 (3/32/8) NA (0/0/207) 0.52 (34/66/5382) 
Toss 0.09 (7/80/0) 0.06 (2/35/5) 0.06 (1/17/188) NA (0/0/0) 
Throw 0.05 (4/73/7) 0.00 (0/38/2) 0.00 (0/13/194) 0.00 (0/1/337) 
Find 0.04 (2/50/30) 0.00 (0/33/7) NA (0/0/207) 0.13 (2/16/797) 
 
Experiment 1 
Experiment 1 replicated previous findings of verb-bias adaptation in adults (Coyle and 
Kaschak, 2008; Thothathiri & Braiuca, in press; Thothathiri et al., 2017) using a more child-
friendly video-description task. The video-description task was adapted from Rowland et al.’s 
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(2012) syntactic priming study. Adults watched and described short videos that depicted simple 
transfer events. Each participant was trained and tested with two familiar dative verbs. In 
training, they repeated and completed sentence stems that constrained them to produce double-
object completions for one dative verb (e.g., “Dora gave Boots ___”) and prepositional-dative for 
another dative verb (e.g., “Mickey showed the block ___”). In test, the sentence stems ended at 
the main verb for both verbs (e.g, “The clown gave ___”, “Goody showed ___”), allowing them 
to choose either structure. The question was whether they would change the biases of the two 
verbs after being constrained to produce different sentence structures for the verbs, and use the 
updated biases to guide their production choices at test. The goal of Experiment 1 is to validate 
the adapted procedures and materials with adults before using the same design to examine verb-
bias adaptation in children. 
Methods 
Participants. 48 college-aged adults participated in the experiment for partial course 
credit. All participants were native speakers of English.  
Design and Materials. Participants were trained and tested with six dative verbs – pass, 
send, bring, hand, give and show – that were less likely to be completed with the for-preposition 
in the prepositional-dative form. The verbs also varied widely in pre-existing verb bias based on 
the norming data discussed above. Verbs with similar pre-existing double-object bias (based on 
the video-description norming data) were paired to create 3 verb sets – give-show, bring-hand, 
send-pass. Each verb set was then crossed with training structure (double-object vs. 
prepositional-dative) to create two counterbalanced lists (e.g., give with prepositional-dative 
training and show with double-object dative training; give with double-object training and show 
with prepositional-dative training). The goal of pairing together verbs with similar double-object 
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bias was to avoid potential effects of list. Doing so allows me to ask whether there would be 
verb-bias learning at all, on average, for verbs at different degrees of double-object bias. Each 
list was presented in two orders, by reversing the order of the trials separately for the training 
trials and for the test trials. Participants were randomly assigned to one of the counterbalanced 
lists.  
For each verb, I created 10 training items and 4 test items. Each training item consisted of 
a 5-s video that could be described by the target verb. Each video was paired with a double-
object biasing stem for DO-training (e.g., “Dora gave Boots …”) and a prepositional-dative 
biasing stem for PD-training (e.g., “Dora gave the apple …”). These sentence stems constrained 
participants to complete the double-object biasing stems with the theme object (“Dora gave 
Boots the apple”) and to complete the prepositional-dative biasing stems with the recipient (“DO 
gave the apple to Boots”). Each test item consisted of a 5-s video and a short sentence stem that 
ended at the main verb (e.g., “Dora gave …”), allowing participants to choose either structure. 
Fig-1 shows an example training video and an example test video. Sentences were always 
modeled in the past tense (e.g., gave and showed).  
  
Figure 1. Example videos used in Experiments 1-5. (a) Example training video. Participants saw 
a transfer event, and repeated and completed a DO-trained or a PD-trained stem (DO: Boots gave 
Dora …; PD: Boots gave the banana …). (b) Example test video. Participants saw a transfer 
event, and repeated and completed a short stem that ended at the main verb (The clown gave …). 
b.   The clown gave … 
  
a. DO-train: Boots gave Dora … 
PD-train: Boots gave the banana … 
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The 5-s videos were adapted from materials used in Rowland et al. (2012) and generously 
shared with me. Similar videos were used in the video-description tasks to collect the norming 
data. Each video depicted two characters playing out a simple transfer action with one object. 
The videos were made up of five different pairs of characters (Dora and Boots, Mickey and 
Minnie, Goofy and Donald, a doctor and a teacher, and a clown and a robot) and twenty-eight 
different objects (apple, ball, banana, basket, block, book, box, bread, brush, bucket, bus, cake, 
camera, candy, car, clock, cookie, corn, cup, fish, flower, ice cream, muffin, plane, present, 
pumpkin, shoe, and truck). The characters always occurred as pairs and repeated across training 
and test items. Each object, however, only appeared once across training and test items such that 
all events had a novel combination of characters and objects.  
I created an additional 38 practice and filler items. Each item consisted of a 5-s video that 
depicted a simple non-transfer event (i.e., fly, jump, rock, skate, slide, sweep, swing and wave) 
with one or two characters from the same set of characters used in critical items, and a sentence 
stem that ended with the auxiliary verbs was or were (e.g., “Dora was ___”). The practice and 
filler items were unlikely to be described with dative verbs.   
Procedure. I used a stem completion technique similar to the one used by Coyle and 
Kaschak (2008) to bias the participant’s production in training and to ensure that the target 
sentence contained the target verb in test (see Fig-1). Participants sat in front of a computer 
screen, and all trials were presented in a PowerPoint presentation. Participants controlled the 
pace of the study themselves and advanced through the trials by pressing the space bar on the 
keyboard. At the start of the experiment, participants named pictures of the characters and 
objects out loud in 9 picture-naming trials. On the first 2 trials, participants viewed 4 to 6 
pictures of the characters on each trial, for a total of 5 character pairs. On the other 7 trials, 
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participants view 4 pictures of the objects on each trial, for a total of 28 objects. An experimenter 
corrected participants if the names were different from the intended names. After the naming 
phase concluded, participants heard instructions from the experimenter and saw the same 
instructions in writing on their computer screen. Participants were instructed to watch each 
video, wait for a written stem to appear above the video, and then to describe the video by 
repeating the stem out loud and finishing it in a single sentence. Participants completed the first 
two practice trials with feedback from the experimenter. After the practice trials, the 
experimenter only gave feedback when participants failed to include both the theme and the 
recipient in their completions.  
Participant (P): The clown tossed the car.  
Experimenter (E): to? 
P: to the robot. 
I adopted the continuous training and test design used by Coyle and Kaschak (2008). 
Each participant completed a total of 68 trials. These included 2 practice trials, 38 filler trials, 
and 28 restricted-verb trials, for a total of 68 trials. Restricted-verb trials included 10 training 
trials and 4 test trials for each of the two dative verbs. All trials occurred in a single session with 
all training trials taking place before the test trials began. The last restricted-verb training trial 
and the first restricted-verb test trial were separated by three filler trials. The order of the trials 
was randomized with the constraints that 1) the same target verb (and thus the same training 
structure) never occurred twice in a row, 2) restricted-verb trials never occurred more than twice 
in a row, and 3) the same character sets never occurred twice in a row. 
The entire procedure was video- and audio-recorded for transcription and coding offline.   
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Coding. After the experiment, trained coders transcribed the recorded videos and coded 
the participants’ completions. Reliability was assessed for all participants; coders agreed on 94% 
of all trials. I resolved all discrepancies by checking the recorded videos.  
Participants’ completions were coded as prepositional-dative, double-object dative, or 
non-target completions. Double-object datives were completions in which the participant 
produced the post-verbal phrases in the order Recipient-Theme (e.g., The doctor gave the teacher 
a clock). Prepositional-datives were completions in which the participant produced the post-
verbal phrases in the order Theme-to-Recipient (The doctor gave a clock to the teacher). 
Responses in which the participant used the wrong noun (e.g., the guy instead of the doctor) 
were rare but were included as target completions. 
The adult participants produced only two non-target completions. In one training trial, a 
participant was confused by the double-object stem and could not produce a dative response after 
multiple attempts. In one test trial, a participant used the particle verb send over instead of the 
target dative verb send. Both completions were excluded from analysis. The main analyses 
concerned the completions in the 8 test trials. Of the 384 test completions, one response was the 
non-target response just described, leaving 383 for the main analysis.  
Results 
Participants, whose data were included in the analysis, were highly compliant during 
training; as just noted, they only produced 1 completion that did not match the intended training 
structure. Fig-2a shows adults’ proportion of double-object completions in the test trials by 
training structure (PD- vs. DO-Trained). Recall that in test, the sentence stems were short and 
ended at the main verb (e.g., “The clown gave ___”), thus allowing participants to choose either 
structure. As in Coyle and Kaschak (2008), adults showed a training effect, producing more 
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double-object completions for their DO-trained verb (M = 0.48, SD = 0.40) than for the PD-
trained verb (M = 0.32, SD = 0.36). Fig-2b shows that the same training pattern holds for all 8 
verbs (4 pairs of 2 verbs each). With respect to individual participants, 20 showed a training 
effect in the predicted direction, producing more double-object completions for their DO-trained 
verb than for their PD-trained verb, 25 participants showed a null effect, and 3 participants 
showed an effect in the direction opposite to what was predicted. 18 participants produced only 
one structure in test trials. Of these, 10 produced only prepositional-dative completions and 8 
produced only double-object completions. Adults' test-sentence completions also showed an 
effect of syntactic priming. Even though this experiment was not designed to look for effects of 
syntactic priming (all prime sentences were participants’ own completions on the previous 
restricted-verb test trial and thus were not under my control), the data still revealed that 
participants produced more double-object structures after having produced a double-object on 
the preceding restricted-verb test trial (M = 0.50, SD = 0.37) than after having produced a 
prepositional-dative on the preceding restricted-verb test trial (M = 0.38, SD = 0.38). (The test 
trials were ordered with the constraints that restricted-verb test trials were separated at least one 
and up to three filler trials and the same verb could not appear more than twice in a row, ignoring 
the filler trials.) 
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Figure 2. Mean proportion of double-object completions produced at test for PD-trained and 
DO-trained verbs. (a) shows mean proportions collapsed across verbs. (b) shows mean 
proportions for each verb. (Error bars reflect standard errors of the mean). 
The observed pattern of training was analyzed in a mixed-effects logistic regression using 
the glmer() function of the lme4 package (Bates et al., 2015) in R (R version 3.6.2; R Core 
Team, 2013). The dependent measure was whether the participant produced a double-object 
completion or a prepositional-dative completion. The maximal converged model justified by the 
design included random intercepts for participants and items1. The predictor variable was the 
within-participant factor training (PD-trained, DO-trained). Training structure was weighted 
deviation coded2 (PD-trained: -0.50, DO-trained: 0.50). This analysis revealed that adults 
produced significantly more double-object completions for DO-trained verbs than for PD-trained 
verbs (b = 1.37, SE = 0.33, z = 4.17, p < 0.001). Full model results are reported in the Appendix.   
 
1 Items in Experiments 1-6 refer to the videos used in the test phase of the experiments. The videos reflected a 
combination of the verb used to describe the depicted event, the characters and the objects.  
2 All coding used in this dissertation were weighted by the number of trials in each condition. Due to missing trials 
(e.g., Experiments 1-6: if a participant produced non-target completions; Experiments 7 & 9: if a participant looked 
away from the screen for a significant portion of the trial) the contrasts are not equal across conditions (e.g., 1/3, -





























































Because the mixed-effects regression included only crossed random intercepts, I also 
conducted two repeated-measures Analysis of Variance (ANOVA) to confirm the results. The 
by-subjects ANOVA included training as a within-participant factor. This analysis yielded a 
significant effect of training, F(1, 79) = 27.73, p < 0.001. Similarly, the by-items ANOVA, with 
items referring to videos, included training as a within-item factor. The analysis also yielded a 
significant effect of training, F(1, 23) = 44.78, p < 0.001. 
A follow-up analysis was conducted using another mixed-effects logistic regression with 
the same random effects structure, and predictor variables included training (PD-trained, DO-
trained), prime structure (PD-prime, DO-prime), and their interaction. Prime structure referred to 
the structure that the participant produced on the previous test trial. Each participant’s first test 
trial was excluded from the follow-up analysis because the previous trial was the last training 
trial in which the participant was constrained to produce either a double-object dative or a 
prepositional-dative completion. Thus, this follow-up analysis included fewer test trials than in 
the main analysis. Priming structure was weighted deviation coded (PD-prime: -0.43, DO-prime: 
0.57). (The weighted contrasts for prime structure deviated noticeably from -.5 and .5 because 
adults were overall more likely to produce prepositional-dative completions than double-object 
completions. This pattern was consistent with the rates of double-object completions that adults 
produced in the video-description and sentence completion norming tasks.) This follow-up 
analysis revealed a significant main effect of training as before (b = 1.83, SE = 0.39, z = 4.74, p 
< 0.001), a main effect of prime structure (b = 1.30, SE = 0.43, z = 2.99, p = 0.003), as well as a 
significant training × prime structure interaction (b = -1.53, SE = 0.76, z = -2.02, p = 0.043). This 
confirms the syntactic priming that was observed earlier. Participants produced more double-
object structures after having produced a double-object on the preceding restricted-verb test trial 
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than after having produced a prepositional-dative on the preceding restricted-verb test trial. (The 
previous restricted trials could have been the immediately preceding trial with a different verb, 
with the same verb, or a filler trial.) The observed syntactic priming effect was larger in the PD-
training condition (DO-prime: M = 0.51, SD = 0.41; PD-prime: M = 0.07, SD = 0.17) than in the 
DO-training condition (DO-prime: M = 0.66, SD = 0.42; PD-prime: M = 0.44, SD = 0.41).  
Discussion 
Experiment 1 reproduced the verb-bias modification effect in adults’ language production 
documented in prior work (Coyle & Kaschak, 2008; Thothathiri & Braiuca, in press; Thothathiri 
et al., 2017). Experience producing a verb repeatedly in one syntactic structure modified the 
structural bias of that particular verb, leading adults to choose the trained structure more often 
when given a choice in later test trials. This verb-bias modification effect was observed for verbs 
with a wide range of pre-existing double-object bias, showing that verb-bias adaptation is not 
restricted to particular verbs.  
In addition to the effect of training structure, I also found effects of syntactic priming, 
even though this was not a variable that was directly manipulated. Adults were more likely to 
reuse the syntactic structure that they had previously produced. Finding both effects of verb bias 
training and syntactic priming suggest that adults were tracking and learning about syntax at two 
levels: Adults learned the likelihood of a structure across all verbs, as reflected in syntactic 
priming. The order of the trials was constrained such that the same verb never appeared twice in 
a row, even if separated by one or more filler trials. This ordering constraint ensured that the 
observed priming effect spanned across the two dative verbs. Adults also learned the likelihood 
of a structure given a particular verb, as reflected in verb bias adaptation. Even as mature 
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language users, adults remain flexible when it comes to verb knowledge. They continuously 
track the statistics of their input, at multiple levels, and adapt their own productions accordingly. 
 
Experiment 2 
In Experiment 2, I sought to find the same verb-bias adaptation effect in preschool-aged 
children, asking whether young learners are also sensitive to the changing structural biases of 
individual verbs and adapt their own production accordingly. I picked two dative verbs that 
preschool-aged children were more likely to produce double-object sentences with, in order to 
keep the rate of double-object completions off the floor. This was important because children at 
this age have more trouble with the double-object sentence structure, compared to the 
prepositional-dative structure, as reflected in the overall lower rate of double-object production 
in the norming data. I also made some changes to the procedure to make the experiment easier 
and enjoyable for children.  
Methods 
Participants. 48 four-year-old children (25 female, M = 4 years, 4 months, range = 4 
years, 0 months to 4 years, 11 months) participated in the experiment. All children were native 
speakers of English who were exposed to English at least 85% of the time. Six additional 
participants were excluded for low compliance in training (i.e., Producing the appropriate dative 
sentence structure in fewer than 8 out of 10 training trials for each verb. This criterion was 
adapted from Coyle & Kaschak, 2008). Children’s receptive vocabularies, measured by the 
standardized score on the Peabody Picture Vocabulary Test (PPVT), ranged from 101 to 142 (M 
= 122, SD = 12). One PPVT score was excluded from analysis for being an outlier3.  
 
3 PPVT scores that were more than 3 standard deviations below the mean PPVT score were considered outliers in all 
experiments with children, and excluded from analysis. 
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Design and materials.  Design and materials were the same as in Experiment 1, except 
that I chose only two dative verbs, give and show. Children were more likely to be familiar with 
these verbs, and they produced the highest rates of double-object completions with these verbs in 
the video-description norming task.  
Procedure. The procedure was as described for adults in Experiment 1; children named 
all the characters and objects before moving on to the video description task. We implemented a 
series of changes intended to make the task fun for children. At the beginning of the experiment, 
children played a naming game with the experimenter. The experimenter pointed to pictures of 
the characters and objects (that later appeared in the videos) and asked children to name the 
pictures out loud. The experimenter provided the correct names whenever children produced an 
alternative name (e.g., bear for teacher), and asked children to repeat the correct name. Children 
received a sticker for finishing the naming game.  
The experimenter next introduced a scavenger hunt game in which children collected 
stamps for a scavenger hunt sheet. The experimenter explained that they would watch some short 
videos and work together to describe what happened in each video. The experimenter knew how 
to start the description for each video but needed the child’s help to finish it. After each video 
finished, the experimenter would say what she knew, and the child should repeat out loud what 
the experimenter said and then finish the sentence to describe what happened in the video. After 
a pre-determined number of trials, the child found a prize, indicated by a star on the screen. The 
experimenter then brought out a box with stamps for the child to choose a stamp for the 
scavenger hunt sheet. The order of trials with a prize was the same across all children and were 
randomly selected with zero to nine intervening trials. The last prize occurred after the last trial. 
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Like the adults in Experiment 1, children completed a total of 68 trials. Each child started 
with 2 practice trials in which the experimenter familiarized the child with repeating the prompt 
and completing the description. The experimenter also provided feedback if the child did not 
describe all participants in the videos. Each child then proceeded to complete 28 restricted-verb 
trials and 38 filler trials. Restricted-verb trials included 10 training trials and 4 test trials for each 
of the two dative verbs. On the restricted-verb training trials, the experimenter also repeated out-
loud the intended sentence, after the child produced their completion, as additional training. The 
experimenters repeated in a way that was natural as a part of the game, such as transitioning to 
the next trial. For example, the experimenter may say “Alright! Dora gave the apple to Boots. 
Let’s see the next one!” Experimenters were instructed to give neutral and positive feedback that 
focused on the task in general (“Good job copying and completing the sentence!”) but not the 
particular structures that children provided (“Good sentence!”).  
The order of the trials was as in Experiment 1: All trials occurred in a single session with 
all training trials taking place before any test trials. The last restricted-verb training trial and the 
first restricted-verb test trial were separated by three filler trials. The order of the trials was 
randomized with the constraints that 1) the same target verb (and thus the same training 
structure) never occurred more than twice in a row, 2) restricted-verb trials never occurred more 
than twice in a row, and 3) the same character set never occurred twice in a row. 
The entire procedure was video- and audio-recorded for transcription and coding offline.   
Coding. After the experiment, trained coders transcribed the videos of the experiment and 
coded the children’s completions. Reliability was assessed for all participants; coders agreed on 
94% of all trials. I resolved all discrepancies by checking the recorded videos.  
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Coding criteria were identical to those used in Experiment 1 but also included incomplete 
prepositional-datives and incomplete double-object datives because children sometimes used 
incomplete descriptions to describe the videos. Incomplete prepositional-datives were 
completions in which the child produced the object as the only post-verbal noun phrase and the 
experimenter prompted the child to provide the recipient:  
Child (C): The robot showed the box.  
Experimenter (E): to? 
C: the clown. 
Children produced 15 incomplete prepositional-dative completions, 9 in training and 6 in 
test. Incomplete double-object datives were completions in which the child produced the 
recipient as the only post-verbal noun phrase and the experimenter prompted the child to provide 
the object: 
E: Mickey gave … 
C: Mickey gave Minnie a …  
E: Do you know what that is? Is it a basket? 
C: a picnic basket. 
Children produced 5 incomplete double-object completions, 4 in training and 1 in test. 
Two coding schemes were used: With the lax coding scheme, these incomplete completions were 
treated as target completions (incomplete double-objects are treated as double-objects and 
incomplete prepositional-datives are treated as prepositional-datives) and included in the 
analysis. With the strict coding scheme, incomplete completions were treated as non-target 
completions and excluded from the analysis. Analyses with lax and strict coding yielded very 
similar results and thus only the results with the lax coding are reported in this dissertation.  
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Children could also produce non-target completions. They did so on a total of 13 trials, 9 
in training and 4 in test. The experimenter made an error in 1 training trial and 2 test trials: The 
child only produced the direct object and the experimenter did not prompt the child for the 
recipient (e.g., The clown showed the car). In the other 10 trials, the child failed to produce a 
dative response (e.g., The robot showed the book bouncing). These non-target completions were 
excluded from analysis. The main analyses concerned the completions in the 8 test trials. Of the 
384 test completions, one did not have a response (i.e., child refused to complete the trial), and 4 
were non-target completions, leaving 379 in the final analyses.  
Results  
Children, whose data were included in the analysis, were highly compliant during 
training; of the 960 training trials, they produced 8 completions that did not match the intended 
training structure. Fig-3a shows children’s rate of double-object completions in the 8 test trials 
by training structure. As Fig-3a shows, children produced more double-object completions for 
DO-trained verbs (M = 0.59, SD = 0.34) than for PD-trained verbs (M = 0.38, SD = 0.35). This 
training effect was observed for both verbs, though the effect seems larger for give than for show. 
With respect to individual children, 29 of the 48 children showed a training effect in the 
predicted direction, 14 showed a null effect, and 5 showed a training effect in the direction 
opposite to what was predicted. Of the 14 children who showed a null training effect, 8 children 
produced only one structure in test. Of these 8 children, 4 children produced only double-object 
completions and 4 children produced only prepositional-dative completions. I also looked for 
potential effects of syntactic priming. Quite unexpectedly, however, children produced more 
double-object completions after producing a prepositional-dative on the preceding restricted-verb 
trial (M = 0.56, SD = 0.38) than after producing a double-object on the preceding restricted-verb 
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trial (M = 0.45, SD = 0.34), in stark contrast to the syntactic priming that we saw for the adults in 
Experiment as well as for children in prior syntactic priming studies with dative verbs (e.g., 
Rowland et al., 2012, Peter et al., 2015).  
   
Figure 3. Mean proportion of double-object completions produced in test for PD-trained and 
DO-trained verbs. (a) shows mean proportions collapsed across verbs. (b) shows mean 
proportions for each verb. (Error bars reflect standard errors of the mean). 
The training pattern described above was analyzed using a mixed effects logistic 
regression, as in Experiment 1. Again, the dependent measure was whether the participant 
produced a double-object completion or a prepositional-dative completion. The maximal 
converged model justified by the design included random intercepts for participants and items, 
and no random slopes. The predictor variable was the within-participant factor training (PD-
trained, DO-trained). Training structure was weighted deviation coded (PD-trained: -0.5, DO-
trained: 0.5). This analysis revealed a significant main effect of training structure (b = 1.45, SE = 
0.37, z = 3.88, p < 0.001). Full model results are reported in the Appendix. Two repeated-
measures ANOVA confirmed this result. The by-subjects ANOVA included training structure as 





























































p < 0.001. The by-items ANOVA, with items referring to videos, included training structure as a 
within-item factor. The analysis also yielded a significant effect of training structure, F(1, 7) = 
9.13, p = 0.019.  
Follow-up analyses were attempted for potential effects of syntactic priming, gender, age 
and vocabulary on the magnitude of training. I did not have a priori hypotheses about the effects 
of gender, age or vocabulary on verb bias training, however, these are customarily included for 
analyzing data with children. Syntactic priming and vocabulary could not be analyzed 
systematically. Because syntactic priming was not manipulated, the interaction of syntactic 
priming with training structure yielded highly unbalanced numbers of observations per cell of the 
interaction. This imbalance was especially pronounced when participants and items were taken 
into account in a mixed effects analysis. Vocabulary, as assessed by standardized PPVT scores, 
fell in a narrow range, limiting the ability to correlate it with other variables. As a result, I 
conducted only two additional mixed effects logistic regressions with the same random effects 
structure as above to look at gender (male, female) and age as between-participants factors, as 
well as their interactions with training structure. Gender was weighted deviation coded (male: -
0.52, female: 0.48). Age was centered on the grand mean. These analyses yielded a marginally 
significant effect of age (b = 0.13, SE = 0.08, z = 1.73, p = 0.083), no effect of gender, and no 
interactions of training structure with either gender or age, all ps > 0.708. Thus, in this group of 
4-year-olds, the rate of double-object completions showed signs of increasing with age (though 
this effect was marginal), consistent with the pattern seen in the norming data in which adults 
were more likely to produce double-object sentences than children.  
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Discussion 
In Experiment 2, 4-year-old children changed the biases of give and show after the same 
number of constrained training trials as in Experiment 1, and produced, in test, more double-
object completions for verbs that were trained in double-object dative than for verbs that were 
trained in prepositional-dative. This is the first evidence that the biases of familiar verbs can be 
altered in the production of children, just like in adults. Thus, over the course of a short 
experiment, young children were able to track how structures were used with particular verbs in 
and integrate the newly learned information with their past experience to produce new patterns of 
verb-structure combinations.  
Unlike with the adults, however, I did not find reliable effects of syntactic priming. The 
numerical pattern suggested a reversal of the syntactic priming effect, but could not be 
interpreted because of the strongly imbalance in the “design” that was not manipulated. Children 
produced more double-object completions following trials in which they had produced a 
prepositional-dative completion on the previous test trial compared to trials in which they had 
produced a double-object completion. This numerical pattern is difficult to interpret because this 
experiment was not designed to look for syntactic priming and the number of observations for 
the interaction of priming structure and training structure were strongly unbalanced. 
 
General Discussion 
Together, the results of Experiment 1 and 2 show that both adults and preschoolers can 
and do learn the biases of verbs that they already know when given new linguistic input, 
reflecting continuous learning about how verbs and syntax combine. Experience with sentences, 
independently of experience with events, led adults and children to change their existing verb 
 42 
biases. They then use the updated biases to guide their production choices with the same verbs at 
test. This result suggests that young and mature learners remain flexible about their verb 
knowledge and can readily adapt to ongoing changes in their linguistic input. Verb bias learning 
seems to take place continuously from early childhood to adulthood. 
It is important to note that this effect of verb bias training cannot be described as a form 
of cumulative syntactic priming. Double-object and prepositional-dative trials were intermixed in 
training, meaning that the priming effect of one structure was annulled or at least lessened by the 
priming effect of the other structure as soon as the trial with the other training structure was 
encountered. In test, even though the two verbs were still intermixed (as well as potential 
memory for the structures that each verb was trained in), the shorter sentence stems that ended at 
the main verb allowed participants to freely choose either structure. Thus, test trials could be 
used to look at effects of syntactic priming, even though this was not a variable that was directly 
manipulated. Adults in fact showed effects of syntactic priming, suggesting that they were 
learning both abstract syntax and verb-specific syntactic patterns from the same linguistic 
experience. That is, they were tracking the likelihood of using the double-object structure to 
describe a transfer event, as well as the likelihood of using the double-object structure once a 
particular verb had been chosen to describe a transfer event. Children, on the other hand, did not 
show effects of syntactic priming. One possibility is that children do not track syntax at multiple 
levels the way that adults do. Another, more likely, possibility is that the current design did not 
allow for patterns of multi-level learning to emerge.  
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CHAPTER 3: SURPRISAL IN VERB BIAS LEARNING 
 
In Chapter 2, I found that new experience with sentences can modify the biases of verbs 
that adults and preschoolers are familiar with. In this chapter, I ask what mechanisms might drive 
this verb bias learning. Could the same expectation-based implicit learning mechanisms that has 
been argued to underlie abstract syntax learning also drive learning about individual verbs’ 
syntactic patterns? That is would we see the same kind of surprisal effects we see in syntactic 
priming studies, where the magnitude of learning is larger when a syntactic structure is 
unexpected given a verb? To test for a surprisal effect in verb bias learning, I paired verbs that 
differ strongly on pre-existing double-object bias in Experiment 3, 4 and 5.  
As in Experiments 1 and 2, each participant received training trials that induced them to 
produce double-object structures with one verb and prepositional-dative structures with a second 
verb. Crucially though, one of the restricted verbs was chosen to be already double-object biased 
(e.g., show), while the other was prepositional-dative biased (e.g., pass). The assignment of verbs 
to training structures varied between participants, resulting in two list conditions: In the with-bias 
condition, both verbs were trained in the structure that matched their pre-existing biases (e.g., 
PD-training for PD-biased pass, DO-training for DO-biased show). In the contra-bias condition, 
both verbs were trained in the structure that mismatched their pre-existing biases (e.g., PD-
training for DO-biased show, DO-training for PD-biased pass). The within-participant training 
structure and between-participant list condition allowed us to find potential surprisal effects.  
I lay out the predictions for test-trial performance in Fig-4. Each panel shows the 
expected rate of double-object completions under different experimental outcomes, plotted by 
within-participants training structure (DO-trained vs. PD-trained) and between-participants list 
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condition (with-bias vs. contra-bias). Based on the results of Experiments 1 and 2, I expected 
pre-existing verb bias to affect the overall rate of double-object completions at test. Fig-4a shows 
the data pattern that would result from baseline verb bias alone: double-object completions 
should be much more common for DO-biased than for PD-biased verbs. Assuming no training 
effect, the difference between the two verbs (indicated by the equal-sized arrows in Fig-4a) 
would not vary with training structure. 
 
Figure 4. Predicted rate of double-object completions, by training structure (PD- vs. DO-
training) and list condition (with-bias vs. contra-bias). Show is an example of a DO-biased verb, 
and pass is an example of a PD-biased verb. (a) shows an effect of baseline verb bias only; (b) 
shows the influence of both pre-existing verb bias and a uniform training effect; (c) shows the 
influence of both pre-existing verb bias and a structure-level surprisal; (d) shows the key 
surprisal predictions. In (d), the rate of double-object responses reflects pre-existing verb bias, 
and an effect of training that is influenced by both structural surprisal and verb-structural 
surprisal. 
I also expected to find a training effect. Fig-4b shows the data pattern that would result if 
a uniform verb-bias training effect, one that does not vary with structure-level or verb-structure 
surprisal, were added to the effect of pre-existing verb bias. As Fig-4b shows, PD-training would 
decrease the rate of double-object completions (relative to baseline) and DO-training would 
increase the rate of double-object completions. Given a uniform training effect, the difference 
between the two verbs, reflecting pre-existing verb bias, would again remain unchanged. 
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Fig-4c shows the predicted data pattern if verb bias training effects vary with structure-
level surprisal only. Structure-level surprisal should reflect the likelihood of the training 
structure, irrespective of the accompanying verb. I expected DO-training to exert a larger effect 
than PD-training, because the double-object structure is a non-canonical structure. For example, 
the double-object structure imposes discourse constraints on its use: It is typically used to place 
discourse-given recipients in the immediately post-verbal position (Show her the picture; Brown 
et al., 2012; Stephens, 2015). The prepositional-dative structure, in contrast, is a canonical 
structure and has no strong discourse constraints. In my experiments, without a discourse set-up 
establishing the recipient as given, the double-object structure should be an unexpected choice. 
In fact, the double-object structure has a lower baseline rate of production, compared to the 
prepositional-dative structure, in the video-description and sentence-completion norming tasks 
reported in Chapter 2. With only structure-level surprisal, DO-training would increase the rate of 
double-object completions on a larger magnitude than the decrease in the rate of double-object 
completions with PD-training, relative baseline, for all verbs. Fig-4c does not show the 
comparison of the two training structures to a baseline, however, the important pattern is that the 
difference between the two verbs still remain unchanged. 
Finally, Fig-4d shows the predicted data pattern if verb bias training effects vary with 
both structural and verb-structure surprisal. The effect of DO-training should exert a strong effect 
on PD-biased verbs and have a relatively small effect on already DO-biased verbs. As shown in 
Fig-4d, DO-training should considerably increase the rate of double-object completions for the 
PD-biased verb, but should have relatively little effect on the rate of double-object completions 
for an already DO-biased verb. In the PD-training structure, we should see relatively little change 
due to training for either verb, preserving the large difference between verbs that reflects their 
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baseline biases. Notice the key difference between Fig-4b-c and Fig-4d: A training effect that 
varies with joint structure and verb-structure surprisal should reduce the difference between the 
two verbs in the DO-training structure relative to the PD-training structure. I test these 




In Experiment 3, I examined the joint structural and verb-structure surprisal effects in 
verb bias training with adults, asking whether adults are affected by less-expected structures and 
the fit between structures and verbs when they learn verb bias. I trained and tested adults using 
the same video-description task but used verbs that varied greatly on pre-existing verb bias. Two 
verbs were more PD-biased, and two verbs were more DO-biased. I expected the use of PD-
biased verbs to lower the overall rate of double-object completion, and it might be difficult to see 
effects of training with baseline rates that are close to zero (especially with the children in 
Experiments 4 and 5). Thus, I add a third alternating verb that keeps the baseline rate of double-
object completions off the floor.   
Methods 
Participants. 48 college-aged adults participated in the experiment for partial course 
credit. All were native English speakers. Two additional adults were excluded, one for low 
training compliance and the other for failing to produce at least one dative response for each verb 
at test. 
Design and Materials. Design and materials were adapted from Experiment 1, except that 
four dative verbs with very different pre-existing double-object biases were used. Verbs pass and 
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send are biased toward the prepositional-dative whereas show and hand are biased toward the 
double-object dative, based on the video-description norming data. Half of the adults were tested 
with verbs pass and show, and the other half were tested with verbs send and hand. A third 
dative verb, give, was included as an alternating verb that was biased equally frequently toward 
the double-object and the prepositional-dative. The purpose of the alternating verb was to 
prevent a low baseline rate of double-object completions in Experiments 4 and 5, given that 
children’s overall low rate of double-object completions in our norming task. The same design 
was used with adults to allow comparisons of adults’ and children’s data. Give was chosen as the 
alternating verb because it has the highest frequency of appearing in a dative structure and is the 
second-most DO-biased verb according to the norming data. Thus, children may be the most 
familiar with hearing and producing give in the double-object structure.  
The videos for the dative verbs used the same five character pairs and 28 objects as in 
Experiments 1 and 2. I kept the same number of character pairs and objects in order to keep the 
task manageable for children. This resulted in some combinations of character pairs and objects 
to repeat in the experiment. None of the restricted-verb trials shared videos with the same 
combination of characters and objects, however, some of the restricted-verb trials and 
alternating-verb trials did share the same combinations of characters and objects. To minimize 
potential priming from the characters and objects, the order of the trials was restricted such that 
trials with the same combination of characters and objects could not appear twice in a row, 
across dative verb trials and filler trials. Finally, to include at least as many filler items as dative 
items, 9 additional filler items were added to create a total of 47 filler items. The new filler items 
were created with new combinations of character(s) and events.  
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 Procedure. The procedure was identical to that of Experiment 1, except for two changes. 
First, 18 trials for the alternating-verb give were added to the experiment. In training, five DO-
trained and five PD-trained trials for give were randomly ordered and interspersed with the 
restricted-verb trials. In test, 8 give trials were included, such that one preceded each restricted-
verb test trial. These alternating trials were placed before each restricted-verb trial in test, always 
separated by a filler trial, so that they could act as priming trials. Even though priming was not 
experimentally manipulated, participants should be more likely to produce the two dative 
structures at the same rate for the alternating verb, and for the verb give in particular (based on 
the norming data reported in Chapter 2), than for the restricted verbs. This would result in more 
balanced numbers of DO- and PD-primes as well as unconfounding prime structure with training 
structure, making it more likely to observe effects of syntactic priming.   
Participants completed a total of 95 trials. As in Experiment 1, adults started by naming 
out loud all the characters and objects in 9 picture-naming trials. Then, they continued onto the 
video-description task. They first completed 2 practice trials to familiarize them with repeating 
the prompt and completing the description. Each participant then proceeded to complete 28 
restricted-verb trials, 18 alternating-verb trials, and 47 filler trials. Restricted-verb trials included 
10 training trials and 4 test trials for each of the two verbs. Alternating-verb trials included 10 
training trials and 8 test trials. All trials occurred in a single session with all training trials taking 
place before all test trials. The last restricted-verb training trial and the first restricted-verb test 
trial were separated by three filler or alternating-verb trials. The order of the trials was 
randomized with the constraints that 1) the same target verb never occurred twice in a row, 2) 
restricted-verb trials never occurred more than twice in a row, and 3) alternating-verb trials never 
occurred twice in a row. 
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Coding. Coding procedure and criteria were identical to those used in Experiment 1. 
Reliability was assessed for all participants; coders agreed on 94% of the trials. I resolved all 
discrepancies by checking the recorded videos.  
Adult participants produced 1 incomplete prepositional-dative response in test, and this 
was included in the analysis. As a group, participants produced 10 non-target completions, all 
were in test. The experimenter made an error on five of these trials. The participant only included 
the theme as direct object and the experimenter did not prompt for the recipient. In the other five 
trials, the participant used the phrasal verb send over instead of the target verb send. All non-
target completions were excluded from analysis. Our main analyses concerned the completions 
in the 8 test trials. Of the 384 test completions, 10 were non-target completions, leaving 374 in 
the final analyses.  
Results 
 Participants who were included in the analysis were highly compliant during training; 
they only produced 3 completions that did not match the intended training structure. Fig-5a 
shows adults’ proportion of double-object completions in the restricted-verb test trials, by 
within-participants training structure (PD- vs. DO-training) and between-participants list 
condition (with- vs. contra-bias). Adults showed an effect of training, producing more double-
object completions for DO-trained verbs (M = 0.53, SD = 0.37) than for PD-trained verbs (M = 
0.34, SD = 0.37). Of the 48 participants, 23 participants showed a training effect in the predicted 
direction, 19 showed a null effect, and 6 showed a training effect in the direction opposite to 
what was predicted. 13 participants produced only 1 structure in test. Of these, 4 produced only 
double-object completions and 9 produced only prepositional-dative completions. 
 50 
Adults also showed effects of pre-existing verb bias. They produced more double-object 
completions with DO-biased verbs (M = 0.53, SD = 0.36) than with PD-biased verbs (M = 0.35, 
SD = 0.38), averaged across training structures and lists. The effect of training structure also 
varied with the likelihood of the training structure and its fit with pre-existing verb bias. In 
particular, the difference between the (pre-experimentally) PD- vs. DO-biased verbs was notably 
smaller with DO-training relative to with PD-training. This pattern of completions closely 
resembles the predictions shown in Fig-4d, suggesting a training-verb interaction that results 
from the joint effects of training and the influences of structure-level and verb-structure surprisal 
on the magnitude of the training effect. The same training-verb surprisal pattern emerged for 
both verb sets (see Fig-5b and Fig-5c). Lastly, the rate of double-object completions also showed 
effects of syntactic priming. Participants produced more double-object completions after 
producing a double-object on the preceding alternating-verb trial (M = 0.55, SD = 0.31) than 




Figure 5. Mean proportion of double-object completions produced at test by list (with- and 
contra-bias) and training structure (PD- and DO-trained) for (a) all verbs, (b) verb-set with pass 
and show, and (c) verb-set with send and hand. (Error bars reflect standard errors of the mean) 
 The pattern of training-verb surprisal was supported by a mixed effects logistic 
regression. The converged maximal model included random intercepts for participants and for 
items, as well as by-participant random slopes of training structure. Predictor variables included 
training structure (PD-trained, DO-trained) as a within-participant factor, list (with-bias, contra-
bias) as a between-participant factor, as well as their interaction. Training structure was weighted 
deviation coded (PD-trained: -0.5, DO-trained: 0.5), and list was also weighted deviation coded 
(with-bias: -0.5, contra-bias: 0.5). This analysis revealed a significant main effect of training 
structure (b = 1.46, SE = 0.38, z = 3.81, p < 0.001), and a significant training structure × list 
interaction (b = 2.42, SE = 0.87, z = 2.79, p = 0.005). Full model results are reported in the 
Appendix. Separate t-tests revealed that the difference between the two verbs was significant for 
PD-trained verbs, t(46) = 2.58, p = 0.013, but not for DO-trained verbs, t(46) = 0.78, p = 0.438, 
consistent with the prediction of joint sentence and verb-sentence surprisal that was laid out in 
Fig-4d.  
a. All Verbs b. Pass−Show c. Send−Hand






























A mixed-design ANOVA was conducted to confirm this significant interaction found 
with the logistic regression. The by-subjects ANOVA included training structure as a within-
participant factor and list as a between-participants factor, and yielded a significant effect of 
training structure, F(1, 46) = 16.04, p < 0.001, and a significant training structure × list 
interaction, F(1, 46) = 12.76, p = 0.001. A by-items ANOVA could not be conducted to look at 
the training structure × list interaction because each item fell into two of the four cells in the 2 × 
2 design. For instance, the verb give is DO-biased, and thus the stem “Dora gave …” had data for 
only DO-training in the with-bias list and PD-training in the contra-bias list. For this reason, 
Experiments 4 and 5 will not report by-items ANOVAs either. 
Follow-up analyses were conducted, using two separate mixed-effects logistic regressions 
with the same random effects structure as the above model, to examine syntactic priming as a 
within-participant factor and prime structure as a between-participant factor. Prime structure was 
weighted deviation coding (PD-prime: -0.57, DO-prime: 0.43). This analysis revealed a 
significant main effect of prime structure (b = 2.22, SE = 0.43, z = 5.13, p < 0.001), and the main 
effect of training structure (b = 1.63, SE = 0.45, z = 3.59, p < 0.001) and the training structure × 
list interaction (b = 2.44, SE = 1.06, z = 2.31, p = 0.021) remained significant. Participants 
produced more double-object completions after producing a double-object completion on the 
preceding trial than after producing a prepositional-dative completion. Verb-set was also 
weighted deviation coded (pass-show: -0.5, send-hand: 0.5). This analysis revealed a marginally 
significant effect of verb-set (b = 1.26, SE = 0.68, z = 0.84, p = 0.065), and the main effect of 
training structure (b = 1.44, SE = 0.38, z = 3.83, p < 0.001) as well as the training structure × list 
interaction (b = 2.39, SE = 0.81, z = 2.94, p = 0.003) remained significant. Participants tested 
with the verbs send and hand produced numerically more double-object completions than 
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participants tested with pass and show. This difference between the verb-sets may simply reflect 
differences in the baseline rate of double-object completions between the two groups of 
participants. Because the numbers of participants in each group were small, data from more 
participants would be needed to investigate any systematic differences that might be due to the 
verb sets themselves.  
Discussion 
Experiment 3 again replicates the verb bias training effects found in Coyle and Kaschak 
(2008) and Experiment 1. Adults changed the biases of familiar dative verbs after training and 
produced more double-object completions for DO-trained verbs than for PD-trained verbs. 
Experiment 3 also yielded the first evidence that the effects of verb bias training are influenced 
by the likelihood of structures and the likelihood of verb-structure combinations. The magnitude 
of the training effect was larger for pre-experimentally PD-biased verbs than for pre-
experimentally DO-biased verbs. This joint surprisal effect suggests that adults were sensitive to 
the likelihood of structures across verbs and the likelihood of structures given specific verbs 
when changing their biases; changing more with less expected structures and verb-structure 
combinations. The two verb-sets yielded similar patterns of production at test, suggesting that 
joint surprisal is at play for a range of dative verbs.  
Lastly, Experiment 3 also yielded effects of syntactic priming, like in Experiment 1. 
Adults produced more double-object completions following trials in which they had produced a 





 In Experiment 4, I examined the joint surprisal effects in verb bias training with 
preschool-aged children, asking whether young learners are also affected by the likelihood of 
structures and the likelihood of a structure given a verb when they learn verb bias. I trained and 
tested children with just one of the verb sets used in Experiment 3 as a first step. I expected the 
use of a PD-biased verb to lower the overall rate of double-object completion to a level below 
what children are likely to produce. As a result, it may be difficult to see a difference between 
DO-training and PD-training if the rates of double-object completions are at floor to begin with. 
Thus, as already mentioned in Experiment 3, I add a third alternating verb give with the goal of 
keeping the baseline rate of double-object completions off the floor. In this experiment and all 
later experiments with children, I increased the age range and tested 4- and 5-year-old children to 
increase the speed of data collection.  
Methods 
Participants. 48 4- and 5-year-old children (25 female, M = 4 years, 9 months, range = 4 
years, 0 month to 5 years, 11 months) participated in the experiment. Two additional children 
were excluded for low training compliance (i.e., producing the appropriate dative sentence 
structure in fewer than 8 out of 10 training trials for each verb). All children were native speakers 
of English, with 85% or higher exposure to English. Children’s standardized PPVT scores 
ranged from 92 to 149 (M = 122, SD = 13). Two outlier PPVT scores were excluded from the 
follow-up analysis. 
 Materials and procedure. Design and materials were identical to those used in 
Experiment 3 for the verb set pass and show. Procedure was identical to that used in Experiment 
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3, except that an experimenter provided each sentence stem for the child to repeat and complete, 
as well as repeating out loud the intended sentence in training as a form of reinforcement. 
The entire procedure was video- and audio-recorded for transcription and coding offline.   
Coding. Coding procedure and criteria were identical to those used in Experiment 2. 
Reliability was assessed for 25% of the participants’ videos; coders agreed on 94% of the trials. I 
resolved all discrepancies by checking the recorded videos.  
Of 960 possible restricted-verb training trials and 384 possible restricted-verb test trials, 
children produced 26 incomplete prepositional-dative completions (16 in training and 10 in test) 
and 2 incomplete double-object completions (both were in training). Both incomplete 
prepositional-datives and incomplete double-objects were included in the analysis. Children also 
produced 10 non-target completions, with 6 in training and 4 in test. The experimenter made an 
error on 5 of these trials. On 1 training trial and 2 test trials, the child included only the theme as 
direct object and the experimenter did not prompt the child for the recipient (unlike incomplete 
prepositional-dative completions for which the experimenter did prompt the child for the 
recipient and succeeded). On 2 test trials, the child only included the recipient as direct object 
and the experimenter did not prompt the child for the theme. In all other trials, the child failed to 
produce a dative response in some other way. These completions were excluded from analysis. 
The main analyses concerned the completions in the 8 restricted-verb test trials. Of the 384 test 
completions, 10 were non-target completions, leaving 374 in the analysis.  
Results  
As in Experiment 2, children who were included in the analysis were highly compliant 
during training. Of the 960 restricted-verb training trials, children produced 11 completions that 
did not match the intended training structure. Fig-6 shows children’s proportion of double-object 
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completions in the restricted-verb test trials, by within-participants training structure (PD-trained 
vs. DO-trained) and between-participants list (with-bias vs. contra-bias). As in previous 
experiments, the data revealed an effect of training structure. Children produced more double-
object completions for the DO-trained verbs (M = 0.38, SD = 0.38) than for PD-trained verbs (M 
= 0.27, SD = 0.35). With respect to individual children, 19 showed a training effect in the 
predicted direction, 17 showed a null effect, and 12 showed a training effect in the direction 
opposite to what was predicted. 12 children produced only 1 structure in test. Of these, 1 
produced only double-object completions and 11 produced only prepositional-dative 
completions.  
Crucially, the data also revealed effects of pre-existing verbs bias. First, children’s 
overall rates of double-object completion reflected the verbs’ baseline double-object biases. They 
produced more double-object completions with the DO-biased verb show (M = 0.43, SD = 0.38) 
than with the PD-biased verb pass (M = 0.23, SD = 0.32), averaged across training structures and 
lists. Second, the effect of training structure was larger with PD-biased pass (PD-training: M = 
0.12, SD = 0.25, DO-training: M = 0.33, SD = 0.35) than with DO-biased show (PD-training: M 
= 0.43, SD = 0.36, DO-training: M = 0.43, SD = 0.41), reflecting the joint effects of structure and 
verb-structure combinations (see Fig-5). Like with the adult data in Experiment 3, this is just 
what would be predicted based on training-verb surprisal: DO-training strongly increased the rate 
of double-object responding for PD-biased verbs but not for already DO-biased verbs.  
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Figure 6. Mean proportion of double-object completions produced in at test by list condition 
(with-bias and contra-bias) for PD-training and DO-training. (Error bars reflect standard errors of 
the mean). 
The rate of double-object completions on the restricted-verb test trials also showed 
patterns of syntactic priming. Children produced more double-object completions after 
producing a double-object completion on the preceding alternating verb trial (M = 0.38, SD = 
0.34) than after producing a prepositional-dative completion (M = 0.30, SD = 0.36). 
The pattern of pre-existing verb bias affecting the magnitude of verb bias training was 
supported by a mixed effects logistic regression. The final converged maximal model justified by 
our design included random intercept for participants, as well as by-participant random slopes for 
training structure. The predictor variables included training structure (PD-trained, DO-trained) as 
a within-participant factor and list condition (with-bias, contra-bias) as a between-participant 
factor, as well as their interaction. Training structure was weighted deviation coded (PD-trained: 
-0.5, DO-trained: 0.5). List was weighted deviation coded (with-bias: -0.5, contra-bias: 0.5). This 
model revealed a significant main effect of training structure (b = 0.92, SE = 0.46, z = 2.02, p = 
































0.001). Full model results are reported in the Appendix. Separate t-tests revealed that the 
difference between the two lists was significant for PD-training, t(46) = 3.44, p = 0.001, and not 
for DO-training, t(46) = 0.91, p = 0.368, consistent with the joint surprisal predictions.  
A mixed-design ANOVA was conducted to confirm this interaction found with the 
logistic regression. The by-subjects ANOVA included training structure as a within-participant 
factor and list as a between-participants factor, and yielded a significant training structure × list 
interaction, F(1, 46) = 11.10, p = 0.002. The main effects of training structure and list were not 
significant, all ps > 0.129.  
Follow-up analyses were conducted using four additional mixed-effects logistic 
regressions with the same random effects structure as the model described above. The predictor 
variables included prime structure (alternating give trials that were interleaved between all 
restricted-verb test trials) as a within-participant factor, and gender, age and vocabulary as 
between-participant factors, as well as their interactions with training structure. Prime structure 
was weighted deviation coded (PD-prime: -0.42, DO-prime: 0.58). Gender was weighted 
deviation coded (male: -0.52, female: 0.48). Age and vocabulary, as measured by standardized 
PPVT scores, were centered on the grand mean. The analysis looking at syntactic priming 
revealed a significant main effect of prime structure (b = 0.94, SE = 0.45, z = 2.08, p = 0.038), 
and the main effect of training structure (b = 1.04, SE = 0.47, z = 2.23, p = 0.026) and the 
training structure × list interaction (b = -3.59, SE = 0.86, z = -4.16, p < 0.001) remained 
significant. No other significant effects were found, all ps > 0.147. In other words, children were 
more likely to produce double-object completions after producing a double-object completion 
than after producing a prepositional-dative on the previous test trial.  
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The other follow-up analyses yielded a significant main effect of age (b = 0.15, SE = 
0.05, z = 2.92, p = 0.003), and a significant training structure × gender interaction (b = 1.60, SE 
= 0.76, z = 2.10, p = 0.036). Similar to the 4-year-olds in Experiment 2, the overall rate of 
double-object completions increased with age. No other effects were significant, all ps > 0.147. 
The interaction between training structure and gender reflected a difference in the training effect 
observed in girls and in boys. Girls produced more double-object completions for DO-trained 
verbs (M = 0.41, SD = 0.41) than for PD-trained verbs (M = 0.21, SD = 0.31), whereas boys 
produced similar rates of double-object completions for DO-trained (M = 0.36, SD = 0.36) and 
PD-trained (M = 0.34, SD = 0.37) verbs. However, both groups exhibited the same training-verb 
interaction (see Fig-7); The rate of double-object completion was higher after DO-training for 
the PD-biased verb than the DO-biased verb for both girls and boys. Thus, the difference in the 
two verbs’ pre-existing biases were reduced with DO-training and maintained with PD-training 
in both groups.  
 
Figure 7. Mean proportion of double-object completions produced at test by list condition (with-
bias and contra-bias) and training structure (PD-training and DO-training) for girls and for boys. 
(Error bars reflect standard errors of the mean.) 
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 Experiment 4 replicates verb bias training effects observed in Experiment 2. Young 
children changed the biases of familiar dative verbs after training and produced more double-
object completions for DO-trained verbs than for PD-trained verbs. Converging with the results 
of Experiment 3, Experiment 4 yielded the first evidence that the effects of verb bias training in 
children are also influenced by the likelihood of structures and the likelihood of verb-structure 
combinations. The magnitude of the training effect was larger for pre-experimentally PD-biased 
pass than for pre-experimentally DO-biased show. This joint surprisal effect suggests that 
children, like adults, were sensitive to the likelihood of structures across verbs and the likelihood 
of structures given specific verbs when changing their biases; changing more with less expected 
structures and verb-structure combinations.  
At the same time, we can also see effects of syntactic priming. Children produced more 
double-object completions following trials in which they had produced a double-object 
completion than following trials in which they had produced a prepositional-dative completion. 
The effect of syntactic priming could be analyzed and detected in this experiment likely because 
of the inclusion of the third alternating verb give. Give is one of the most DO-biased verbs, and it 
also has the highest frequency of appearing in children’s input (as assessed by the corpus 
analysis in the norming) and of appearing in a dative structure to begin with. This means that on 
the alternating verb test trials, children were more likely to produce double-object and 
prepositional-dative completions that did not already reflect effects of verb bias training. As a 
result, the restricted-verb test trials were more balanced with respect to the structure that the 
target verb was trained in and the structure that was produced on the prior trial. This pattern of 
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syntactic priming suggests that, just like adults, children were learning about abstract syntax and 
verb bias from the same experience with sentences. 
 
Experiment 5 
The goal of Experiment 5 was to replicate the surprisal effects observed with children in 
Experiment 4, and to show that the surprisal effects generalized to different verbs in children as 
they did in adults. I kept show as the pre-experimentally DO-biased verb because children have 
an overall lower rate of double-object completions. Based on the data from the video-description 
norming task, the second most pre-experimentally DO-biased verb for children was give, but it 
was already used as the alternating verb. The rate of double-object completion was just 21% for 
the next most DO-biased verb, hand. Given the uncertainty of hand as a DO-biased verb for 
children and the concern that using this verb might lower the rates of double-object completions 
overall, show was kept the pre-experimentally DO-biased verb for both verb sets.  
 
Methods 
 Participants. 48 4- and 5-year-olds (25 female, M= 4 years, 7 months, range = 4 years, 0 
month to 5 years, 8 months) participated in the experiment. Three additional children were 
excluded for low training compliance, and one additional child was excluded for failing to 
produce at least one dative sentence for each verb at test. All children were native speakers of 
English, with 85% or higher exposure to English. Children’s standardized PPVT scores ranged 
from 98 to 143 (M = 124, SD = 11). One outlier PPVT score was excluded from the follow-up 
analysis. 
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Materials and Procedures. To extend the surprisal effect found with children in 
Experiment 4, children in this experiment were trained and tested with two additional PD-biased 
verbs. 26 of the children were trained and tested with throw and show. 22 children were trained 
and tested with send and show. The same DO-biased verb show was used to keep the production 
rate of double-objects off the floor. Give was again included as an alternating verb that received 
5 double-object training and 5 prepositional-dative training trials, and it occurred in test trials 
before each of the 8 restricted-verb test trials.  
Unlike in the previous experiments, however, the throw and send trials (used with 
different groups of children) in Experiment 5 used the same 5-s videos that depicted throwing 
events. The goal was to explore whether verb bias training effects and the joint surprisal effects 
observed thus far were tied to the events being described or the verb used. If verb bias learning is 
tied to events, then the magnitude of the training effect should be similar for throw and send. If, 
however, verb bias learning is tied to verbs, then the magnitude of the training effect may be 
different for throw and send. Though children’s low baseline rate of producing double-object 
completions with send and throw may limit the ability to see a difference between the two verbs. 
Procedure was as in Experiment 4. 
Coding. Coding procedure and criteria are identical to those used in Experiment 2. 
Reliability was assessed for all participants; coders agreed on 96% of trials. I resolved all 
discrepancies by checking the recorded videos.  
Of 960 possible restricted-verb training trials and 384 possible restricted-verb test trials, 
children produced 26 incomplete prepositional-dative completions, 15 in training and 11 in test, 
as well as 4 incomplete double-object completions, all in training. These incomplete completions 
were treated as target completions and included in the analysis. Children also produced 34 non-
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target completions, 27 in training and 7 in test, and 7 trials that were not completed (accidentally 
skipped, child ended experiment early, or child refused to complete). The experimenter made an 
error on 8 of these trials. On 2 training trials and 2 test trials, the child included only the theme as 
direct object and the experimenter failed to or incorrectly prompted the child for the recipient 
(unlike incomplete prepositional-dative completions for which the experimenter did prompt the 
child for the recipient and succeeded). On 1 training trial and 1 test trial, the child included only 
the recipient and the experimenter failed to or incorrectly prompted the child for the them. On 2 
test trials, the child used an incorrect preposition (e.g., Boots sent the apple in Dora’s hands). In 
all other trials, the child failed to produce a dative response in some other way. These non-target 
completions and trials without a response were excluded from analysis. The main analyses 
concerned the completions in the 8 test trials. Of the 384 test completions, 8 were non-target 
completions, leaving 376 for analysis.  
Results 
Children, who were included in the analysis, were highly compliant during training. Of 
the 960 training trials, children produced 43 completions that did not match the intended training 
structure. Fig-8a shows children’s proportion of double-object completions in the restricted-verb 
test trials, by within-participants training structure (PD- vs. DO-Training) and between-
participants list condition (with- vs. contra-bias). The pattern of completions closely resembles 
that found in Experiments 3 and 4. Children showed a training effect, producing more double-
object completions in the DO-training structure (M = 0.32, SD = 0.35) than in the prepositional-
dative-training structure (M = 0.19, SD = 0.32). Of the 48 children, 21 showed a training effect in 
the predicted direction, 21 showed a null training effect, and 6 showed a training effect in the 
direction opposite to what was predicted. 9 children produced only 1 structure in test. Of these 
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children, 3 produced only double-object completions and 6 produced only prepositional-dative 
completions. 
Children’s productions also showed effects of pre-existing verb bias. They produced 
more double-object completions for the DO-biased verb show (M = 0.31, SD = 0.35) than for 
PD-biased verbs send (M = 0.20, SD = 0.28) and throw (M = 0.23, SD = 0.37). Critically, the 
effect of training varied with the likelihood of the training structure and its fit with the pre-
existing bias, as it did in Experiments 3 and 4. As you can see in Fig-8a, DO-training greatly 
boosted the rate of double-object completions for the PD-biased verbs, but had little effect on the 
rate of double-object completions for the DO-biased show. As a result, the difference between 
the DO- and PD-biased verbs with DO-training was much smaller than with PD-training. For 
PD-training, the large difference in the rate of double-object completion for the PD-biased verbs 
versus the DO-biased verb reflected these verbs’ pre-existing verb biases. Therefore, as before, 
the data bear out the joint surprisal predictions: the effect of training was larger for DO- than for 
PD-training, reflecting the likelihood of each structure, and the effect of DO-training was larger 
for a PD-biased than for a DO-biased verb. This pattern seemed stronger for children trained and 
tested with throw and show (see Fig-8b). The double-object completions with send and show 




Figure 8. Mean proportion of double-object completions produced at test by list (with- and 
contra-bias) and training structure (PD- and DO-trained) for (a) all verbs, (b) verb-set with send 
and show, and (c) verb-set with throw and show. (Error bars reflect standard errors of the mean) 
I also found numerical patterns of syntactic priming; children produced more double-
object completions after producing a double-object completion on the preceding alternating-verb 
trial (M = 0.34, SD = 0.36) than after producing a prepositional-dative completion on the 
preceding alternating-verb trial (M = 0.16, SD = 0.22).  
These observations were borne out by a mixed effects logistic regression. The converged 
maximal model justified by the design included a random intercept for participants, as well as 
by-participant random slopes for training structure. Predictor variables included training 
structure (PD-trained, DO-trained) as a within-participant factor, list (with-bias, contra-bias) as a 
between-participant factor, and their interaction. Training structure was weighted deviation 
coded (PD-trained: -0.5, DO-trained: 0.5), and list was also weighted deviation coded (with-bias: 
-0.54, contra-bias: 0.46). This analysis revealed a significant main effect of training structure (b 
= 1.86, SE = 0.70, z = 2.65, p = 0.008), and a significant training structure × list interaction (b = 
2.49, SE = 1.02, z = 2.45, p = 0.014). Full model results are reported in the Appendix. Separate t-
a. All Verbs b. Send−Show c. Throw−Show






























tests revealed that children produced significantly more double-object completions for the DO-
biased verb than for the PD-biased verbs with PD-training, t(37) = 2.51, p = 0.017, and not with 
DO-training, t(46) = 0.05, p = 0.961, providing further support for the training-verb surprisal 
observed in Experiment 3. A mixed-design ANOVA was conducted to confirm this interaction. 
The by-subjects ANOVA included training structure as a within-participant factor and list as a 
between-participants factor, and yielded a significant effect of training structure, F(1, 46) = 9.85, 
p = 0.003, and a significant training structure × list interaction, F(1, 46) = 5.47, p = 0.024. 
Follow-up analyses examined the within-participant effects of prime structure and 
between-participants effects of verb-set, gender, age, and vocabulary using five separate mixed-
effects logistic regressions. All regressions used the same random effects structure as the above 
model. Prime structure was weighted deviation coded (PD-prime: -0.38, DO-prime: 0.62). 
Gender was weighted deviation coded (boys: -0.52, girls: 0.48). Verb-set was also weighted 
deviation coded (send-show: -0.48, throw-show: 0.52). Age and vocabulary, as assessed by 
standardized PPVT scores, were centered on the grand mean. These analyses revealed significant 
main effects of prime structure (b = 1.70, SE = 0.46, z = 3.72, p = 0.002) and vocabulary (b = 
0.10, SE = 0.04, z = 2.38, p = 0.018). No other effects were significant, all ps > 0.100. Like the 
children in Experiment 3, children in this experiment also produced more double-object 
completions following test trials in which they had produced a double-object completion 
compared to trials in which they had produced a prepositional-dative completion. In the analysis 
with prime structure added, the main effect of training structure (b = 1.97, SE = 0.70, z = 2.80, p 
= 0.005) and the interaction between training structure and list (b = -2.16, SE = 1.05, z = -2.05, p 
= 0.040) remained significant. The analysis with vocabulary revealed that the rate of double-
object completions increased as children’s vocabulary knowledge increased.  
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Discussion 
Experiment 5 thus reproduced the key findings of Experiments 1-4, varying the verb-sets. 
Across verbs, children produced more double-object completions for DO-trained verbs than for 
PD-trained verbs. However, this training effect was stronger for pre-experimentally PD-biased 
verbs send and throw, than for pre-experimentally DO-biased verb show. This pattern of results 
provides more evidence that the magnitude of verb-bias training depended on joint structure and 
verb-structure surprisal. The two verb-sets, however, revealed patterns of production that looked 
different, though this difference was not reliable. The children trained and tested with throw and 
show revealed the same surprisal patterns as in Experiments 3 and 4. The children trained and 
tested with send and show, on the other hand, did not seem to show effects of joint structure and 
verb-structure surprisal. Children produced more double-object completions for DO-trained 
verbs than for PD-trained verbs, but this training effect did not vary for the two verbs. This 
difference between the verb-sets cannot be interpreted with confidence because the number of 
participants in each group were small, making the data too noisy to systematically investigate the 




In Experiments 3-5, I once again found that children and adults produced more double-
object completions for verbs trained in the double-object structure than for verbs trained in the 
prepositional-dative structure. This difference between training conditions replicates previous 
reports of verb bias training (Coyle & Kaschak, 2008; Thothathiri & Braiuca, in press; 
Thothathiri et al., 2017) as well as the results of Experiments 1 and 2.  
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I also found the first evidence that the magnitude of the verb-bias training effect was 
modulated by the prior likelihood of structure and verb-structure combinations. The key result 
was that, as predicted, DO-training reduced the difference in the rate of double-object 
completions between pre-experimentally DO- and PD-biased verbs. After DO-training, a familiar 
PD-biased verb (e.g., pass) became almost as likely to be used in the double-object structure as a 
familiar DO-biased verb (e.g., show). In contrast, after PD-training, DO-biased verbs still had 
higher rates of double-object completions than the PD-biased verbs. This pattern supports the 
hypothesis that verb bias learning shows joint structure and verb-structure surprisal effects. PD-
training, which linked verbs with the structure that is considered the default dative structure, 
produced little change in the rate of double-object completions relative to the verbs’ pre-existing 
biases. DO-training, which linked verbs with a less canonical structure, led to sizable increases in 
the rate of double-object completions, but did so mostly for PD-biased verbs, reducing the 
difference between the PD- and DO-biased verbs. This pattern was observed with adults 
(Experiment 3) and with 4- and 5-year-olds (Experiments 4 and 5).  
These findings highlight a strong parallel between verb bias learning and syntactic 
priming. Prior evidence shows that the magnitude of syntactic priming depends on sentence level 
and verb-sentence surprisal: The largest priming effects are found when the prime structure is 
uncommon, or is unexpected given the verb in the prime sentence (Bernoulet & Hartsuiker, 
2010; Jaeger & Snider, 2013; Peter et al., 2015). Here I found strikingly similar effects for verb-
bias learning. In both syntactic priming and verb-bias learning, children and adults learn more 
from unexpected sentences. This similarity suggests that syntactic priming, which involves 
learning about abstract syntactic structure, and verb bias learning, which involves linking verbs 
to syntax, could depend on similar learning mechanisms and representations. General 
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expectation-based learning, for example, could account for surprisal in both syntactic priming 
and verb bias learning. That is, unexpected input given a learners’ prior experience, compared to 
expected input, leads to more learning.  
Experiments 3-5 shed new light on a fundamental question in language acquisition: How 
do we coordinate abstract syntactic knowledge with our intricate knowledge of words? Our 
results suggest some form of expectation-based learning mechanisms help us track the likelihood 
of both abstract syntactic structures and the linking of those structures with particular verbs. The 
same learning mechanisms may underlie learning at both levels, creating both abstract and verb-
specific syntactic knowledge throughout development. 
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CHAPTER 4: MULTI-LEVEL LEARNING 
  
 In Experiments 1-5, I found that adults and children can change the biases of familiar 
dative verbs with new language experience, and they use the changed biases to guide their 
production choices at test. In all but one of these experiments, I also found evidence of syntactic 
priming. Seeing verb bias learning and syntactic priming within the same studies suggests that 
adults and children were keeping track of verb-specific and verb-general syntactic patterns, 
demonstrating verb and syntax learning at multiple levels. Other multi-level learning results have 
been reported in a number of artificial language learning studies (Perek & Goldberg, 2015; 2017; 
Thothathiri & Rattinger, 2016; Wonnacott et al., 2008) and one verb bias adaptation study 
(Thothathiri & Braiuca, in press). These studies found that adults, when learning verbs and 
structures, can track various sources of information. Which source they end up using depended 
on the relative reliabilities of the sources.  
In this chapter, I build on the findings of studies that showed adults tracked statistics at 
the individual verb and across-verb levels (Perek & Goldberg, 2015; Thothathiri & Braiuca, in 
press; Wonnacott et al., 2008). To illustrate, in Wonnacott et al. (2008), whether adults learned 
the biases of individual novel verbs depended on whether the majority of the verbs in the input 
were biased. Adults learned verb biases in a language in which most verbs were experienced in 
one structure, whereas they did not learn verb biases in a language in which most-verbs-
alternated equally between two alternative structures. To put it differently, when it comes to 
learning verbs and syntax, adults learned the information source that was more reliable in the 
linguistic input; they learned about individual verbs when verbs were predictive of structure, and 
they learned about verbs in general when verbs were not predictive of structure. 
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Thothathiri and Braiuca (in press) looked at whether the degree to which verbs are biased 
modified the magnitude of the verb bias training effect with familiar dative verbs. In this study, 
adults were trained and tested with familiar dative verbs. Each participant was trained and tested 
with 10 different dative verbs. Some verbs were trained in the double-object structure, some 
were trained in the prepositional-dative structure, and some alternated equally between the two 
structures. Critically though, the distribution of one-structure-only and alternating verbs were 
manipulated in two different language conditions. (Thothathiri and Braiuca tested three language 
conditions. For simplicity, I describe the two conditions that differed the most with respect to the 
distribution of one-structure-only and alternating verbs.) In the most-verbs-biased condition, four 
verbs were DO-trained, four were PD-trained, and two alternated equally between the two 
structures. In the most-verbs-alternate condition, one verb received double-object training, one 
received prepositional-dative training, and eight verbs alternated. In other words, the majority of 
the verbs were experienced in only one structure in the most-verbs-biased condition, and the 
majority of the verbs were experienced to alternate in the most-verbs-alternate condition. At test, 
adults changed their pre-existing verb biases, producing more double-object sentences for DO-
trained verbs than for PD-trained verbs, in the most-verbs-biased condition. They did not, 
however, change their verb biases in the most-verbs-alternate condition. Thus, adults’ test-trial 
production patterns revealed that their verb bias learning were influenced by the degree to which 
verbs were biased in their new experience, just like the adults learning an artificial language in 




In Experiment 6, I adapted Thothathiri and Braiuca’s (in press) design to examine multi-
level verb and syntax learning in children. I asked: Would preschoolers show different patterns 
of verb bias learning that vary with the degree to which verbs are biased in their language input? 
Specifically, would they change the biases of familiar dative verbs with training only when most 
verbs are biased and not when most-verbs-alternate?  
To make the adult task more manageable for children, each child received training with 
five, instead of 10, different dative verbs. In the most-verbs-biased condition, two verbs were 
DO-trained, two verbs were PD-trained, and one verb alternated equally between the two 
structures. In the most-verbs-alternate condition, one verb was DO-trained, one verb was PD-
trained, and three verbs alternated. Each child was trained with one of these language conditions. 
As in Thothathiri and Braiuca, the interaction between within-participant training structure and 
between-participant language condition is where I expect to find evidence of multi-level 
learning.  
In Fig-9, I lay out the predictions for test-trial performance in the two language 
conditions. Each pair of panels shows the expected rate of double-object completions under 
different experimental outcomes, plotted by within-participants training structure (DO-trained vs. 
PD-trained) and between-participants language condition (most-verbs-biased vs. most-verbs-
alternate). Fig-9a shows the expected pattern if children’s verb bias learning is influenced by the 
degree to which most verbs are biased in the input. Their production patterns would differ in the 
language conditions. In the most-verbs-biased condition, children would produce more double-
object completions for DO-trained verbs than for PD-trained verbs. The rate of double-object 
production for the alternating verb may fall in between the DO- and PD-trained verbs. In the 
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most-verbs-alternate condition, children would produce similar rates of double-object 
completions for all verbs. Fig-9b shows the expected pattern if children do not track the degree 
of verb bias in their input or do not use this information to change their verb biases. In both the 
most-verbs-biased and most-verbs-alternate condition, I would expect children to show verb bias 
learning. That is, children would produce more double-object completions for DO-trained verbs 
than for PD-trained verbs in both language conditions. 
 
 
Figure 9. Predicted rate of double-object completions, by training structure (PD-, DO-training, 
vs. Alternating) and language condition (most-verbs-biased vs. most-verbs-alternate). (a) If the 
distribution of restricted versus alternating verbs matters for verb bias training. (b) If the 
distribution of restricted versus alternating verbs does not matter for verb bias training. 
 
Methods 
 Participants. 100 4- and 5-year-olds (55 female, M = 4 years, 10 months, range = 4 years, 
0 month to 5 years, 11 months) participated in the experiment. 12 additional children were 
excluded for low training compliance, and 10 additional children were excluded for failing to 
produce both double-object and prepositional-dative completions at test. All children were native 
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speakers of English. Children’s standardized PPVT scores ranged from 90 to 159 (M = 120, SD 
= 15.41). Two outliers PPVT scores were excluded from the follow-up analysis. 
Design and Materials. Children were trained and tested on five dative verbs, give, show, 
bring, pass, and throw, and were randomly assigned to the most-verbs-biased condition or the 
most-verbs-alternate condition. In the most-verbs-biased condition, during training, two verbs 
were DO-trained, two verbs were PD-trained, and one alternating-verb was trained equally in the 
double-object and the prepositional-dative. In the most-verbs-alternate condition, one verb was 
DO-trained, one verb was PD-trained, and three alternating-verbs were trained equally in the 
double-object and the prepositional-dative.  
The stimuli videos were a subset of the videos used in Thothathiri and Braiuca (in press) 
and generously shared by Malathi Thothathiri. The stimuli for each verb included 10 training 
videos and 4 test videos. The videos depicted simple transfer events involving an agent’s hand 
(the agent was called Kate in the videos), seven objects and six animal puppets as recipients. Of 
the objects, four (cup, flower, fork, hat) appeared only in the training videos, and three (key, 
knife, ring) appeared only in the test videos. Similarly, of the recipients, three animals (lion, 
monkey, tiger) appeared only in training videos, and three (cow, frog, pig) appeared only in test 
videos. Each video depicted a unique combination of an event, an object and a recipient. Test 
videos depicted new sets of animals and objects to prevent children from potentially 
remembering particular events or words from the training phase and thus influencing their 
completions. Fig-10 shows an example training video and an example test video. 
 Five counterbalanced lists were created for each language condition by rotating the verbs 
through the training structures. Each verb appeared in all three training across the five lists in 
each language. Each of the 10 lists was presented in two orders, by reversing the order of the 
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trials, separately for the training trials and for the test trials. Children were randomly assigned to 
one of the counterbalanced lists. 52 children were tested with the most-verbs-biased condition 
and 48 children with the most-verbs-alternate condition. 
  
Figure 10. Examples videos used in Experiment 6. (a) Example training video. Participants saw 
a transfer event, and repeated and completed a DO-trained or a PD-trained stem (DO: Kate gave 
the monkey …; PD: Kate gave the cup …). (b) Example test video. Participants saw a transfer 
event, and repeated and completed a short stem that ended at the main verb (Kate gave …).  
Procedure. Procedure was similar to Experiment 2, except with two changes to match the 
design of Thothathiri and Braiuca (in press) and to keep the study duration under 30 minutes. 1) 
All practice and filler trials were removed because this experiment included 5 dative verbs for a 
total of 70 dative trials, which is more than twice as many dative trials as in Experiment 2. 2) 
Each alternating verb appeared only four times in test, instead of eight times. Each child 
completed a total of 70 trials. These included 10 training trials and 4 test trials for each verb. All 
trials occurred in a single session with all training trials taking place before all test trials. The 
order of the trials was randomized with the constraints that 1) the same target verb never 
occurred twice in a row, 2) the same training condition (PD-trained, Alternating, and DO-
trained) never occurred more than three times in a row, and 3) the same object or recipient never 
occurred twice in a row. Due to errors in constructing some of the lists, six children were tested 
with lists in which some training condition (DO-train, PD-train, and Alternating) occurred more 
than three times in a row. Two children were in the most-verbs-biased condition, and PD-trained 
a. b. 
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verbs occurred more than three times in a row. Four children were in the most-verbs-alternate 
condition, and alternating verbs occurred more than three times in a row. These mistakes were 
fixed for the other participants.  
The entire procedure was video- and audio-recorded for transcription and coding offline.  
Coding. Trained transcribers viewed videos of participants and transcribed their 
completions. I coded each transcribed completion using the same coding criteria as those used in 
Experiment 2. Reliability was assessed for all participants; transcribers agreed on 97% of trials.  
Of 5000 possible training completions and 2000 possible test completions, children 
produced 59 incomplete prepositional-dative completions, 52 in training and 7 in test, and 34 
incomplete double-object completions, 30 in training and 4 in test. As in the previous 
experiments, these incomplete completions were treated as target completions and included in 
the analysis.  
Children also produced 158 non-target completions, 103 in training and 55 in test, and 5 
additional trials that were not completed (accidentally skipped or child refused to complete). 
Non-target completions included trials in which the child only included the theme as direct 
object and the experimenter did not prompt the child for the recipient, trials in which the child 
only included the recipient as direct object and the experimenter did not prompt the child for the 
theme, and trials in which the child failed to produce a dative response in some other way. These 
non-target completions and trials without a response were excluded from analysis. Our main 
analyses concerned the completions in the 20 test trials. Of the 2000 test completions, 58 were 
non-target completions or received no completions, leaving 1942 in the final analyses.  
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Results 
Children, who were included in the analysis, were highly compliant during training; in 
the 5000 training trials, they produced 168 completions (3%) that did not match the intended 
training structure. The test trials were analyzed in two ways because different numbers of verbs 
were included for each training condition in the two language conditions (e.g., two DO-trained 
verbs in the most-verbs-biased condition, one DO-trained verb in the most-verbs-alternate 
condition). The first set of analyses were carried out on the full data set, like in Thothathiri and 
Braiuca (in press). The second set of analyses were conducted with a reduced set of data in 
which one verb was included in each training condition for both language conditions. In the 
reduced data set, each verb appeared in all three training conditions (DO-trained, PD-trained, and 
Alternating) within each language condition. The reduced data set thus allowed a more 
appropriate comparison of the training effects found in the two language conditions. However, in 
12 of the 100 children, at least one of the DO-trained or PD-trained condition was excluded for 
not having any dative completions. Of the 88 children included in the analysis, 49 children 
received the most-verbs-biased condition and 39 children received the most-verbs-alternate 
condition, resulting in a bigger imbalance in language condition. Below, I present the results for 
the full data set first and then the results for the reduced data set. 
Full data set 
Fig-11 shows children’s proportion of double-object completions in the test trials in the 
full data set, by within-participants training structure (PD-trained, alternating, DO-trained) and 
between-participants language condition (most-verbs-biased, most-verbs-alternate). In the most-
verbs-biased condition, children showed a training effect, producing more double-object 
completions for DO-trained verbs (M = 0.55, SD = 0.33) than for alternating verbs (M = 0.45, SD 
 78 
= 0.37) and PD-trained verbs (M = 0.43, SD = 0.31). In the most-verbs-alternate condition, 
children did not show a training effect, producing similar rate of double-object completions for 
DO-trained verbs (M = 0.35, SD = 0.34), alternating verbs (M = 0.39, SD = 0.30), and PD-trained 
verbs (M = 0.33, SD = 0.36). Alternating verbs were included in the analysis in Experiment 6 to 
match the analysis carried out in Thothathiri and Braiuca (in press), which tested the effect of 
language condition on verb bias learning with adults. 
The effects that language condition had on the magnitude of the training effect held with 
respect to the number of children who showed a training effect. In the most-verbs-biased 
condition, 33 of the 52 children showed a positive training effect, 7 children showed a null 
effect, and 12 showed a negative effect. In the most-verbs-alternate condition, 15 of the 48 
children showed a positive training effect, 18 children showed a null effect, and 15 showed a 
negative effect. The difference in the training effect between the two languages with respect to 
individual verbs is less clear. Fig-12 shows the rate of double-object completions by training 
structure for each verb in the two language conditions. In the most-verbs-biased condition, four 
of five verbs showed a numerically positive training effect and one showed a negative effect. In 
the most-verbs-alternate condition, three of five verbs showed a positive training effect and two 
showed a negative effect. These by-verb patterns should be interpreted with caution given the 
small number of verbs used in this experiment and the increased noise as the number of trials 
that went into each data point decreased. Another observation based on Fig-12 is that the overall 
rate of double-object completions for the individual verbs tracked the pre-existing biases 




Figure 11. Full data set. Mean proportion of double-object completions produced at test for by 
training structure (PD-trained, alternating, and DO-trained) in the Most-verbs-biased condition 
and in the Most-verbs-alternate condition. (Error bars reflect standard errors of the mean) 
 
Figure 12. Full data set. Mean proportion of double-object completions produced at test by 
training structure (PD-trained, alternating, and DO-trained) and verb, in the Most-verbs-biased 
condition and in the Most-verbs-alternate condition. Verbs are arranged from lowest to highest 
pre-existing double-object bias, based on the norming data reported in Experiment 1. (Error bars 
reflect standard errors of the mean) 
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Effects of syntactic priming were also seen in this experiment. Across the two language 
conditions, children produced more double-object completions after producing a double-object 
completion on the preceding test trial (M = 0.46, SD = 0.32) than after producing a prepositional-
dative completion (M = 0.41, SD = 0.31). This pattern was similar for the most-verbs-biased 
condition (DO-prime: M = 0.53, SD = 0.30, PD-prime: M = 0.47, SD = 0.33) and for the most-
verbs-alternate condition (DO-prime: M = 0.39, SD = 0.32, DO-prime: M = 0.34, SD = 0.27). 
The training-language interaction was borne out by a mixed effects logistic regression. 
The converged maximal model justified by the design included random intercepts for 
participants and items, as well as by-participant random slopes for training structure. Predictor 
variables included training structure (PD-trained, DO-trained) as a within-participant factor, 
language condition (with-bias, contra-bias) as a between-participants factor, and their interaction. 
Training structure was entered as a pair of weighted orthogonal contrast codes. As in the 
previous experiments, weighted contrasts were used to account for missing trials. The first 
contrast (Contrast 1) compared alternating training (-0.61) to the average of PD-training (0.39) 
and DO-training (0.39). The second contrast (Contrast 2) compared PD-training (−0.50) to DO-
training (0.50). Language condition was weighted deviation coded (most-verbs-alternate: -0.42, 
most-verbs-biased: 0.48). The interaction of training structure (Contrast 2) and language 
condition tests for the predicted positive training effect in the most-verbs-biased condition and 
no training effect in the most-verbs-alternate condition. This analysis revealed a significant main 
effect of training structure (Contrast 2: b = 0.41, SE = 0.17, z = 2.48, p = 0.013), a main effect of 
language condition (b = 0.78, SE = 0.35, z = 2.24, p = 0.025), and a significant training × 
language interaction (Contrast 2: b = 0.70, SE = 0.34, z = 2.08, p = 0.038). This analysis also 
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revealed a marginally significant training × language interaction (Contrast 1: b = 0.48, SE = 
0.28, z = 1.70, p = 0.089). Full model results are reported in the Appendix. 
Two mixed-design ANOVAs also confirmed the main findings of the logistic regression. 
The by-subjects ANOVA included training structure as a within-participant factor, language 
condition as a between-participants factor, and their interaction. Training structure was 
polynomial contrast coded to test for linear and quadratic effects. The linear contrast corresponds 
to contrast 2, and the quadratic contrast corresponds to contrast 1. This ANOVA yielded a 
significant linear effect of training structure, F(1, 98) = 5.13, p = 0.026, a significant effect of 
language condition, F(1, 98) = 4.74, p = 0.032, a marginally significant training structure (linear) 
× language interaction, F(1, 98) = 3.23, p = 0.076, and a marginal training structure (quadratic) × 
language interaction, F(1, 98) = 3.16, p = 0.078. The by-items ANOVA included training 
structure as a within-item factor, language condition as a between-participants factor, and their 
interaction. Training structure was again polynomial contrast coded. The ANOVA yielded a 
significant linear effect of training structure, F(1, 38) = 5.43, p = 0.025, an effect of language 
condition, F(1, 38) = 7.82, p = 0.008, a marginally significant training structure (linear) × 
language interaction, F(1, 38) = 3.77, p = 0.060, and a marginal training structure (quadratic) × 
language interaction, F(1, 38) = 3.00, p = 0.092.  
Follow-up analyses examined effects of prime structure, gender, age and vocabulary on 
the training structure × language interaction, in four separate mixed effects logistic regressions. 
For predictor variables of gender and age, the converged maximal models included only random 
intercepts for participants. The converged maximal model for prime structure included random 
intercepts for participants and for items, but no random slopes. The model for vocabulary 
included the same random effects structure as the main analysis above. The within-participant 
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factor of prime structure was weighted deviation coded (PD-prime: -0.44, DO-prime: 0.56). The 
between-participants factor of gender was weighted deviation coded (male: -0.44, female: -.56). 
The between-participants factor of age and vocabulary were centered on the grand mean. None 
of these effects, nor their interactions with training structure and language condition were 
significant, all ps > 0.160. 
Reduced data set 
Fig-13 shows children’s proportion of double-object completions in the test trials in the 
reduced data set, by within-participants training structure (PD-trained, alternating, DO-trained) 
and between-participants language condition (most-verbs-biased, most-verbs-alternate). The 
patterns observed with the reduced data set were very similar to the patterns seen with the full 
data set. In the most-verbs-biased condition, children showed a training effect, producing more 
double-object completions for DO-trained verbs (M = 0.59, SD = 0.35) than for alternating verbs 
(M = 0.45, SD = 0.37) and PD-trained verbs (M = 0.46, SD = 0.36). In the most-verbs-alternate 
condition, children did not show a training effect, producing similar rate of double-object 
completions for DO-trained verbs (M = 0.35, SD = 0.34), alternating verbs (M = 0.41, SD = 
0.36), and PD-trained verbs (M = 0.32, SD = 0.36). 
The effects that language condition had on the magnitude of the training effect held with 
respect to the number of children who showed a training effect. In the most-verbs-biased 
condition, 26 of the 49 children showed a positive training effect, 11 children showed a null 
effect, and 12 showed a negative effect. In the most-verbs-alternate condition, 10 of the 39 
children showed a positive training effect, 15 children showed a null effect, and 14 showed a 
negative effect. Fig-14 shows the rate of double-object completions by training structure for each 
verb in the two language conditions. However, these by-verb patterns could not be reasonably 
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interpreted because two out of five verbs in the most-verbs-alternate condition was missing 
either the DO-training or the PD-training condition. These missing data points made any 
potential difference between the two languages uninterpretable. One observation that could be 
made is that the overall rate of double-object completions for the individual verbs again tracked 
the pre-existing biases obtained in the norming tasks in Experiment 1, showing effects of pre-
existing biases. 
 
Figure 13. Reduced data set. Mean proportion of double-object completions produced at test for 
by training structure (PD-trained, alternating, and DO-trained) in the Most-verbs-biased 
condition and in the Most-verbs-alternate condition. (Error bars reflect standard errors of the 
mean) 
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Figure 14. Reduced data set. Mean proportion of double-object completions produced at test by 
training structure (PD-trained, alternating, and DO-trained) and verb, in the Most-verbs-biased 
condition and in the Most-verbs-alternate condition. Verbs are arranged from lowest to highest 
pre-existing double-object bias, based on the norming data reported in Experiment 1. (Error bars 
reflect standard errors of the mean) 
A weaker training-language interaction, compared to the one seen with the full data set, 
was revealed by a mixed effects logistic regression. The converged maximal model justified by 
the design included random intercepts for participants and items. Predictor variables included 
training structure (PD-trained, DO-trained) as a within-participant factor, language condition 
(with-bias, contra-bias) as a between-participants factor, and their interaction. Training structure 
was entered as a pair of weighted orthogonal contrast codes. The first contrast (Contrast 1) 
compared alternating training (-0.67) to the average of PD-training (0.33) and DO-training 
(0.33). The second contrast (Contrast 2) compared PD-training (−0.50) to DO-training (0.50). 
Language condition was weighted deviation coded (most-verbs-alternate: -0.56, most-verbs-
biased: 0.44). The interaction of training structure (Contrast 2) and language condition tests for 
the predicted positive training effect in the most-verbs-biased condition and no training effect in 
the most-verbs-alternate condition. This analysis revealed a significant main effect of training 
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structure (Contrast 2: b = 0.40, SE = 0.20, z = 2.01, p = 0.045), a main effect of language 
condition (b = 1.20, SE = 0.39, z = 3.09, p = 0.002), and a marginally significant training × 
language interaction (Contrast 2: b = 0.66, SE = 0.40, z = 1.66, p = 0.098). Full model results are 
reported in the Appendix. 
Discussion 
In Experiment 6, I found that children’s verb bias adaptation is influenced by the degree 
to which verbs in general are biased in their language experience. When most verbs were trained 
in one structure or another, children changed the biases of familiar verbs in training and used the 
changed biases to guide their production choices at test; they produced more double-object 
completions for DO-trained verbs than for PD-trained verbs. When most-verbs-alternated 
between two structures, in contrast, children’s production patterns did not show effect of verb 
bias training; at test, they produced similar rates of double-object completions for DO-trained, 
PD-trained and alternating verbs. These results show that children, just like adults, can track 
verbs and syntax at multiple levels of their linguistic input, and what they learn depends on 
which input statistics are more reliable (e.g., Thothathiri & Braiuca, in press; Thothathiri & 
Rattinger, 2016; Wonnacott et al., 2008).  
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CHAPTER 5: VERB BIAS ADAPTATION IN COMPREHENSION 
 
 Thus far, I have focused on verb bias adaptation in adults’ and children’s productions. In 
this chapter, I ask whether experience with sentences can change the biases of familiar verbs in 
comprehension, independently of knowledge about events. Previous studies that found verb bias 
adaptation in comprehension (Qi et al., 2011; Ryskin et al., 2017) used sentences with a global 
ambiguity (e.g., “Tickle the frog with the feather”). In training, participants were biased to attach 
the ambiguous prepositional-phrase with the feather to the verb, implicating the feather as an 
instrument, or to attach the prepositional-phrase to the direct object, making the feather a 
modifier of the frog. Participants’ eye movement patterns at test revealed effects of training; they 
looked more to instruments, and they were more likely to act out the sentences by using an 
instrument, for instrument-trained verbs than for modifier-trained verbs. Because instrument- and 
modifier-interpretations referred to events with different numbers of participants, one cannot 
isolate the role of distributional learning in verb bias adaptation.  
 In Experiments 7 and 8, I again use dative verbs to ask whether experience with 
sentences, independently of events, can change the biases of familiar verbs, in adults and in 
children. For dative verbs, the two structures refer to the same event (agent, theme and recipient). 
Thus, learning with dative verbs are less likely to reflect learning about events. Each participant 
received training with two verbs; they heard one verb in only double-object structures and the 
other verbs in only prepositional-dative structures. In test, participants heard new dative 
sentences, both double-object datives and prepositional-datives with each verb. I predict that 
adults and children would change the biases of the two familiar dative verbs after listening to the 
training sentences. At test, their changed biases would lead participants to expect potential 
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recipients as the first post-verbal noun for DO-trained verbs and potential objects as the first 
post-verbal noun for PD-trained verbs. I test adults in Experiment 7 before using the same task 




 Participants. 64 college-aged adults participated in the experiment for partial course 
credits. All participants were native speakers of English.  
 Design and Materials. Participants were trained and tested with two dative verbs – give 
and show. These verbs were chosen based on previous verb bias modification studies in 
comprehension (Qi et al., 2011; Ryskin et al., 2017; 2018). These studies used verbs that were 
more equally biased toward an instrument or a modifier interpretation when presented in 
permanently ambiguous sentences (e.g., “Tickle the frog with the feather”). Given the video-
description norming data reported in Experiment 1, the dative verbs that children are more 
familiar tended to be biased toward the prepositional dative. Give and show were the closest to 
being equally biased between the two dative structures, despite being the most DO-biased out of 
the set of verbs.  
Participants were randomly assigned to one of 16 counterbalanced lists. Across lists, 
participants were presented with 1) two pairings of verbs and training structure; 2) two orders of 
presentation; 3) two sets of lists that counterbalanced for which pictured phonological competitor 
was named on ambiguous dative trials; and 4) two sets of lists that counterbalanced for training-
consistent and training-inconsistent test trials. The two orders of presentations were created by 
reversing the order of the trials in one list, separately for training trials and for test trials. Details 
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about phonological competitors, ambiguous dative trials, and training-consistent/training-
inconsistent trials are described below.  
  
Figure 15. Example dative items. (a) Example unambiguous item. Participants see four pictures 
that may include phonological competitors (leopard and lemon) and hear either a double-object 
dative (“Now you can show the deer the lemon.”) or a prepositional-dative (“Now you can show 
the radio to the leopard.”). (b) Example ambiguous item. Participants see four pictures that 
always include phonological competitors (leopard and lemon) and hear either a double-object 
dative (“Now you can show the camel the basket.”) or a prepositional-dative (“Now you can 
show the camera to the turkey.”). 
For each verb, I created 10 unambiguous dative items and 8 ambiguous dative items. 
Each dative item consisted of 4 pictures – two animals and two objects – and a pair of dative 
sentences. See Fig-15 for example unambiguous and ambiguous dative items. The difference 
between the unambiguous and ambiguous dative items deals with the phonological competitors, 
like leopard and lemon that share the same initial phonemes. One competitor was animate, a 
potential recipient, and the other inanimate, a potential theme. This creates a period of lexical 
ambiguity when participants hear a dative sentence in which one of the competitors is named as 
the post-verbal target noun (‘Now you can show the leopard/lemon…’). This period of ambiguity 
can be used to determine whether participants expected a recipient or a theme to appear first. The 
unambiguous items either did not include both pictures of a phonological competitor pair or 
included both pictures but did not name either as the first post-verbal target noun. These items 
were unambiguous because they did not contain temporary ambiguities caused by the 
a b 
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phonological competitors in the first post-verbal NP position where the structure of the sentence 
is still unknown. The ambiguous items, on the other hand, displayed both pictures from a 
phonological competitor pair and always named one of the pictures as the post-verbal target 
noun. Sentences were always modeled in the present tense (e.g., give and show).  
Table 2 
All the nouns used in Experiments 7 and 8. Each pair contains a noun that refers to an animal 
and a noun that refers to an object. Nouns in each pair were matched for the average frequency 
of children’s production from 12 to 47 months of age (ChildFreq; Bååth, 2010). Pairs of nouns 
on each row in columns 2 and 3 were match in frequency to the phonological competitor pairs 




animal-object pair 1 
Frequency-matched 
animal-object pair 2 
Camel-Camera Turkey-Basket Donkey-Bucket 
Leopard-Lemon Deer-Radio Squirrel-Pumpkin 
Monkey-Money Rabbit-Cookie Elephant-Shoe 
Puppy-Puzzle Butterfly-Clock Lion-Flower 
 
The dative items were created with 4 pairs of phonological competitors, 8 additional 
animal nouns, and 8 additional object nouns. Table 2 lists all the nouns used in this experiment. 
The phonological competitors were picked to minimize the difference in the frequency of 
children’s production (as assessed by ChildFreq; Bååth, 2010) between the animal and the object 
noun. The goal was to minimize the impact of word frequency on participants’ looking patterns. 
The additional animal and object nouns were matched in frequency to the phonological 
competitors, and eight animal-object pairs were created. Each phonological competitor pair was 
yoked with two animal-object pairs.  
Additional filler items were created based on pictures used by the 36 dative items and 15 
new filler items. Each filler item consisted of 4 pictures – two animals and two nouns – and one 
non-dative sentence that described one of 16 filler actions. The filler actions were bounce, hide, 
hold, hug, kiss, pat, poke, rub, scratch, shake, smell, squeeze, swing, tickle, touch, and turn. All 
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except for one filler item named only one animal or object to be acted on. The one item that 
named two animals was always used as the first practice trial (described in detail in the 
Procedure section). For the filler items that were created based on the 36 dative items, the same 
set of 4 pictures were paired with two non-dative filler sentences. These items were organized 
into 72 trials of 3 sentences each, where each trial consisted of one set of 4 pictures, one dative 
sentence (either double-object or prepositional-dative) and two filler sentences. In all trials, the 
dative sentence was always presented before the filler sentences. The filler sentences sometimes 
named an animal or an object that was already named in the dative item and sometimes named 
one of the other animal or object. The 15 new filler items consisted of 5 new sets of pictures that 
were each paired with 3 filler sentences. This created 5 trials that consisted entirely of filler 
items. 
Procedure. I used the visual-world-paradigm and a task similar to the one used by Ryskin 
et al. (2017) to change participants’ experience with the verbs in training and to measure their 
expectations (as measured by eye-movements) at test. As a foil, participants were told that they 
were participating in a study that looked at their memory for actions that they hear. Specifically, 
the study was interested in how viewing images and acting out the actions may help them better 
remember the actions. At the start of the experiment, participants named pictures of the animals 
and objects out loud. An experimenter corrected participants if the names were different from 
intended names (e.g., cheetah for leopard). This naming phase was intended to familiarize the 
participants with the specific names for the pictures. After the naming phase concluded, 
participants heard instructions from the experimenter and read the same instructions on their 
computer screen. On each block, participants looked at a preview of the 4 pictures. When ready, 
they pressed the space bar to bring them to a white screen with a cross in the middle of the 
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screen. This was used to bring their fixations to the center before they heard the first sentence, 
which was the dative sentence on most blocks. They looked at the cross and pressed the space 
bar at the same time to display the pictures again and play the first sentence. After the sentence 
was over, they pretended to act out the action. They then went on to hear and act out the 
remaining two sentences in the same way, except that they did not see the picture preview nor 
the fixation cross on a white screen.  
I adopted the continuous training and test design used by Coyle and Kaschak (2008). 
Each participant listened to a total of 99 sentences. These were organized into 2 practice trials, 3 
filler trials, and 28 dative-verb trials. Each trial included 3 sentences. All trials occurred in a 
single session with all training trials taking place before all test trials. The order of the trials was 
randomized with a number of constraints: 1) the same dative verb (and thus the same training 
structure) never occurred more than twice in a row; and 2) dative trials never occurred twice in a 
row (this arose naturally from the blocked structure of the trials). The following constraints were 
also put in place to minimize the impact of participants’ experience with prior trials on their eye-
movement patterns: For each participant,1) all 99 sentences were unique; and 2) 15 unique 
combinations of the 4 pictures were presented on the screen. All 8 dative verb test trials were 
presented with picture combinations that had been presented with dative verb trials in training. 
These repetitions resulted from 1) including trials with phonological competitor pairs in training 
(4 trials for each of the 2 dative verbs) to make training and test trials more similar, 2) yoking 
each phonological competitor pair with the same two frequency-matched animal-object pairs, 
and 3) yoking the frequency-matched animals and objects to the same pair (e.g., deer and radio 
always appeared together as distractor items for leopard and lemon, and deer and pumpkin never 
appeared together as distractor items for leopard and lemon). To try to minimize potential effects 
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of remembering the sentence heard in training with the same picture combinations, the 
combination of dative verbs and pictures at test were counterbalanced across participants (e.g., 
some participants saw leopard, lemon, deer, and radio while they heard a sentence with the verb 
give, and some participants saw the same four pictures while they heard a sentence with the verb 
show). 
Dative-verb trials included 10 training trials and 4 test trials for each of the two dative 
verbs. In the test phase, participants heard two prepositional-datives and two double-object 
datives for each dative verb. In other words, participants heard each verb in both the structure 
that was consistent with how the verb was trained and in the structure that was inconsistent with 
how the verb was trained. The inclusion of both training-consistent and training-inconsistent test 
trials allows me to analyze the effect of training in the period of lexical ambiguity (e.g. 
leopard/lemon) while controlling for effects of word recognition.  
Participants also completed a fake memory recognition task after finishing the main task. 
In the memory recognition task, participants saw 40 sentences, one at a time. They indicated 
using the keyboard whether they had previously heard the sentence in the first part of the 
experiment. Half of the sentences were taken from across the lists, and half never occurred in any 
of the lists at all. The memory recognition task was included as a foil to mask the true goal of the 
experiment. Data from this task will not be reported. After the memory recognition task, 
participants completed a short questionnaire. The questionnaire was intended to gauge whether 
participants noticed the main verb-bias manipulations in the experiment.  
All sessions were recorded for offline coding.  
Coding and Analysis. Trained coders viewed the videos and coded eye movements frame 
by frame. Coders first marked the onset of each critical sentence, then recorded where the 
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participant was looking from the onset of the critical sentence until 4.5 seconds later, by which 
time most participants had carried out an action (average critical sentence length was 3.1 s). 
Coders judged looks to the four quadrants of the display, away, and to the central fixation. 
Frames were coded as missing if the participants’ eyes were hidden. Reliability was assessed for 
20% of the videos; coders agreed on 85% of the frames. Three (of 512 possible) trials with fewer 
than 2/3 of frames coded as fixations to a quadrant of the screen or the center were excluded 
from analysis.  
I analyzed fixations to the competitor animal and to the competitor object, separately, in 
two analysis windows. The Target-Noun window extended from the onset of the target noun to 
the onset of the preposition (to for prepositional-datives, the for double-object datives), offset by 
200 ms to allow time to program eye movements. The average duration of the target-noun 
window was 650 ms. In this window, the first 300 ms, on average, was the ambiguous window 
during which participants heard the first phonemes of the phonological competitors (e.g., /ˈlɛ/ for 
leopard and lemon). If participants’ expectations about the target noun were modified by their 
experience hearing one verb in only double-objects (DO-trained) and one verb in only 
prepositional-datives (PD-trained) in training, they should look more to the competitor animal 
for DO-trained verbs than for PD-trained verbs, and more to the competitor object for PD-trained 
than for DO-trained verbs, in this window. To account for effects of other potential factors that 
might arise earlier in the sentence, the target-noun window was compared to a baseline window. 
The baseline window was matched in duration to the target-noun window and ended at target 
noun onset. This window was not offset by 200 ms and reflect a time at which participants had 
not yet heard the target noun. Thus, participants’ eye movements in this window should not show 
effects of training structure or test sentence structure.  
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Results 
Fixations to competitor animal 
Fig-16 shows participants’ fixations to the competitor animal over time. Regardless of the 
structure heard at test, adults looked more to the competitor animal for DO-trained verbs than for 
PD-trained verbs. This difference emerges quite early but became stronger in the baseline and 
target-noun windows. There was also an effect of the sentence structure heard at test; adults 
looked considerably less to the competitor animal when they heard prepositional-dative 
sentences, whereas they looked more to the competitor animal toward the end of double-object 
test sentences.  
 
Figure 16. Mean proportion of fixations to the competitor animal, out of all fixations, by training 
structure (PD- and DO-trained) when participants heard double-object datives and when they 
heard prepositional-datives. The shaded regions indicate average beginnings and endings of the 
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Fig-17 shows participants’ eye fixations in the two analysis windows, by training 
structure and structure heard at test. In the baseline window, participants’ fixations to the 
competitor animal was slightly higher for DO-trained (M = 0.23, SD = 0.17) than for PD-trained 
(M = 0.21, SD = 0.17) verbs, and for hearing double-objects (M = 0.24, SD = 0.19) than for 
hearing prepositional-datives (M = 0.20, SD = 0.16). In the target-noun window, participants 
clearly fixated to the competitor animal more for DO-trained (M = 0.31, SD = 0.18) than for PD-
trained (M = 0.24, SD = 0.17), and for hearing double-objects (M = 0.34, SD = 0.21) than for 
hearing prepositional-datives (M = 0.22, SD = 0.16). The difference between the training 
structures and between the test sentence structures were bigger in the target-noun window than 
they are in the baseline window.  
 
Figure 17. Mean proportion of fixations to the competitor object, out of all fixations, by training 
structure (PD- and DO-trained) and test sentence structure (heard PD and heard DO), in the 
Baseline window and in the target-noun window. (Error bars reflect standard errors of the mean) 
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 All analyses of the eye movement data in Experiments 7 and 8 were performed using the 
lme4 package in R (Bates et al., 2015), and the p-values were estimated using Satterthwaite’s 
approximation in the lmerTest package (Kuznetsova et al., 2015). A mixed-effects linear 
regression was used to analyze participants’ eye movements. The dependent variable was the 
proportion of fixations to the competitor animal (e.g., leopard). Because of the binary nature of 
eye movement data (see Barr, 2008) for a discussion), the proportions were first transformed 
using empirical logit using 100 ms time bins. The predictor variables included training structure 
(PD-trained, DO-trained), test sentence structure (hear PD, hear DO), analysis window (baseline, 
target-noun) as within-participant factors, and all interactions. The converged maximal model 
justified by the design included random intercepts for participants and items4, as well as random 
by-participant and by-item slopes for analysis window. Training structure was weighted 
deviation coded (PD-trained: -0.50, DO-trained: 0.50). Test sentence structure was weighted 
deviation coded (hear PD: -0.46, hear DO: 0.54). Analysis windows were similarly weighted 
deviation coded (baseline: -0.49, target-noun: 0.51).  
This analysis revealed significant main effects of training structure (b = 0.13, SE = 0.03, t 
= 3.74, p < 0.001, test sentence structure (b = 1.19, SE = 0.03, t = 34.08, p < 0.001), and analysis 
window (b = -0.36, SE = 0.11, t = -3.17, p = 0.003), as well as a significant test sentence 
structure × analysis window interaction (b = 0.45, SE = 0.07, t = 6.49, p < 0.001), and a 
significant training structure × test sentence structure × analysis window interaction (b = 0.49, 
SE = 0.14, z = 3.50, p < 0.001. No other effects were significant, all ps > 0.443. Full model 
results are reported in the Appendix. Adults looked more to the competitor animal for DO-
 
4 Items in Experiments 7 and 8 refer to a combination of verb (give and show) with competitor pair (leopard and 
lemon, camel and camera, monkey and money, puppy and puzzle). This is similar to videos that were used as items 
in Experiments 1-6.  
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trained than for PD-trained verbs across the baseline and target-noun windows, and this 
difference was not reliably different between the two windows. The early bias to look at the 
competitor animal in the baseline window could be carried by a generic animal expectation upon 
hearing the verb, and not an expectation of the competitor animal in particular, because there 
were two animals on the screen. The looking pattern in the target-noun window, on the other 
hand, is more suggestive of adults expecting a particular recipient upon hearing the target noun, 
and they did so more for DO-trained verbs than for PD-trained verbs. Adults also looked more to 
the competitor animal when they heard double-object sentences compared to when they heard 
prepositional-dative sentences, and this difference was larger in the target-noun window. This 
looking pattern indicates word recognition, and that adults looked more to the noun that they 
were hearing.  
Participants fixations to the competitor animal was also analyzed using two repeated-
measures ANOVAs. The by-subjects ANOVA included training structure, test sentence structure 
and analysis window as within-participant factors. This ANOVA yielded significant effects of 
test sentence structure, F(1, 63) = 143.62, p < 0.001, and analysis window, F(1, 63) = 11.81, p = 
0.001, as well as a significant test sentence structure × analysis window interaction, F(1, 63) = 
9.59, p = 0.003. There was also a marginally significant effect of training, F(1, 63) = 3.29, p = 
0.075, and a marginal training structure × test sentence structure × analysis window interaction, 
F(1, 63) = 2.81, p = 0.098. No other effects were significant, all ps > 0.616. The by-items 
ANOVA included training structure, test sentence structure and analysis window as within-item 
factors. The analysis yielded significant effects of test sentence structure, F(1, 7) = 143.35, p < 
0.001, and analysis window, F(1, 7) = 21.52, p = 0.002, as well as a significant test sentence 
structure × analysis window interaction, F(1, 7) = 10.39, p = 0.015. No other effects were 
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significant, all ps > 0.140. The ANOVA results mostly confirmed the results of the mixed effects 
logistic regressions, though some of the significant effects in the logistic regression turned out to 
be marginal in the ANOVAs. 
Fixations to competitor object 
 
Figure 18. Mean proportion of fixations to the competitor object, out of all fixations, by training 
structure (DO- and PD-trained) when participants heard double-object datives and when they 
heard prepositional-datives. The shaded regions indicate average beginnings and endings of the 
two time windows used for analysis. (Error bars reflect standard errors of the mean).  
Fig-18 shows participants’ fixations to the competitor object over time. When 
participants heard double-object sentences, their fixations to the competitor object were similar 
for DO-trained verbs and PD-trained verbs. when they heard prepositional-dative sentences, 
however, they looked more to the competitor object for PD-trained verbs than for DO-trained 
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sentence structure heard at test; adults looked considerably more to the competitor object when 
they heard prepositional-dative sentences, whereas they looked less to the competitor object, 
toward the end of double-object test sentences.  
 
Figure 19. Mean proportion of fixations to the competitor object, out of all fixations, by training 
structure (PD- and DO-trained) and test sentence structure (heard PD and heard DO), in the 
Baseline window and in the target-noun window. (Error bars reflect standard errors of the mean) 
Fig-19 shows participants’ fixations to the competitor object in the two analysis 
windows, by training structure and structure heard at test. In the baseline window, participants’ 
fixations to the competitor object was numerically higher for PD-trained (M = 0.15, SD = 0.14) 
than for DO-trained (M = 0.13, SD = 0.13) verbs, and similar for hearing prepositional-datives 
(M = 0.14, SD = 0.15) and double-objects (M = 0.14, SD = 0.14). In the target-noun window, 
participants fixated to the competitor object slightly more for PD-trained (M = 0.21, SD = 0.14) 
than for DO-trained (M = 0.19, SD = 0.16) verbs, and much more for hearing prepositional-
datives (M = 0.25, SD = 0.17) than for hearing double-objects (M = 0.15 SD = 0.15). A small 
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difference between the training structures and between the test sentence structures in the 
predicted direction emerged in the target-noun window and not in the baseline window.  
A mixed-effects linear regression was used to analyze participants’ fixations (empirical 
logit transformed) to the competitor object (e.g., lemon). The predictor variables included 
training structure (PD-trained, DO-trained), test sentence structure (hear PD, hear DO), analysis 
window (baseline, target-noun) as within-participant factors, and all interactions. The converged 
maximal model justified by the design included random intercepts for participants and items, as 
well as random by-participant slopes for analysis window. Training structure was weighted 
deviation coded (PD-trained: -0.50, DO-trained: 0.50). Test sentence structure was weighted 
deviation coded (hear PD: -0.46, hear DO: 0.54). Analysis windows were similarly weighted 
deviation coded (baseline: -0.49, target-noun: 0.51). 
This analysis revealed a significant main effect of test sentence structure (b = -1.30, SE = 
0.03, t = -37.63, p < 0.001), significant interactions between training structure and test sentence 
structure (b = 0.24, SE = 0.07, t = 3.43, p < 0.001), and between test sentence structure and 
analysis window (b = -0.72, SE = 0.07, t = -10.41, p < 0.001). No other effects were significant, 
all ps > 0.499. Full model results are reported in the Appendix. Adults looked more to the 
competitor object for PD-trained than for DO-trained verbs when they heard prepositional-dative 
test sentences and not when they heard double-object test sentences. This looking pattern was not 
significantly different between the two windows even though numerically the effect of training 
structure was only seen in the target-noun window. This looking pattern suggests that adults 
were expecting a potential theme for PD-trained verbs more than they did for DO-trained verbs, 
but only when they also heard a prepositional-dative sentence. The effect of test sentence 
structure was statistically stronger. They looked more to the competitor object when they heard 
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prepositional-dative sentences compared to when they heard double-object sentences in the 
target-noun window and not in the baseline window. Again, this looking pattern indicates word 
recognition, and that adults looked more to the noun that they were hearing.  
Participants fixations to the competitor object was also analyzed using two repeated-
measures ANOVAs. The by-subjects ANOVA included training structure, test sentence structure 
and analysis window as within-participant factors. This ANOVA yielded significant effects of 
test sentence structure, F(1, 63) = 251.04, p < 0.001, a significant test sentence structure × 
analysis window interaction, F(1, 63) = 11.94, p = 0.001, and a marginally significant training 
structure × test sentence structure interaction, F(1, 63) = 3.53, p = 0.067. No other effects were 
significant, all ps > 0.678. The by-items ANOVA included training structure, test sentence 
structure and analysis window as within-item factors. The analysis yielded significant effects of 
test sentence structure, F(1, 7) = 492.82, p < 0.001, and a significant test sentence structure × 
analysis window interaction, F(1, 7) = 115.33, p < 0.001. No other effects were significant, all 
ps > 0.200. The ANOVA results mostly confirmed the results of the mixed effects logistic 
regressions, though the interaction between training structure and test sentence structure that was 
significant in the logistic regression turned out to be marginal or non-significant in the 
ANOVAs. 
Discussion 
 Adults looking patterns in the test trials of Experiment 7 provide evidence for verb bias 
adaptation in adults. After listening to each verb appear in one of the dative structures only, 
either the double-object structure or the prepositional-dative structure, adults changed the biases 
of familiar dative verbs and used their changed biases to guide their online comprehension at 
test. Critically, adults looked more to the potential recipient for DO-trained verbs than for PD-
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trained verbs in both the baseline window and the target-noun window. We saw a small training 
effect even in the baseline window. This early emerging effect of training could have two 
possible explanation that are not mutually exclusive. One possible explanation is that adults were 
somewhat accurately guessing which structure they would hear at test. This could have happened 
because of the small number of test trials with a few constrained orders. Inspecting the orders of 
the trials revealed that, in fact, in six of the eight test trials the verb was different from the 
previous trial. In other words, adults would have been right if they assumed that the verb, and 
therefore the structure, switched from trial to trial. This is consistent with the early emerging 
effect of training at the beginning of the sentences where adults have not even heard the verb. 
Another possible explanation is that the baseline window shows adults’ expectations about all 
recipients on the verb. In the baseline window, adults would have already started hearing the 
verb. They could have expected potential recipients, reflected in more looks to both animals on 
the screen, for DO-trained verbs more than for PD-trained verbs. Once they hear the target noun, 
they then narrow this expectation and look more to the competitor animal even more in the 
target-noun window.  
Participants’ fixations to the competitor object revealed a weaker but similar effect of 
training structure. Participants looked more to the competitor object for PD-trained verbs than for 
DO-trained verbs, and they did so in the target-noun window and not in the baseline window. 
The effect of training, however, was only observed when participants heard prepositional-dative 
sentences. In general, the results obtained with both measures suggest that adults’ comprehension 
system, like their production system, remains flexible and gets continuously updated with 
exposure to new linguistic input. 
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Adults’ looking patterns also revealed effects of test sentence structure, and this effect 
varied across the baseline and target-noun windows. In the target-noun widow, adults clearly 
looked more to potential recipients when they heard double-object sentences compared to when 
they heard prepositional-dative sentences, and they looked more to potential objects when they 
heard prepositional-dative sentences compared to when they heard double-object sentences. In 
the second half of the target-noun window, adults would have heard enough of the target noun 
for disambiguation. Thus, adults’ looking patterns likely reflected word recognition in the later 
part of this window. There was a small and likely non-reliable effect of test sentence structure in 
the baseline window for fixations to the competitor animal. This pattern may have the same 
possible explanations as those described above for training structure, that adults could have been 
guessing the structure that they would hear. I also found an effect of analysis window; adults 
looked more to potential recipients in the target-noun window compared to the baseline window. 
Again, this likely reflected adults hearing and recognizing the target noun in the target-noun 
window.  
The results of Experiment 7 thus replicate the findings of previous verb bias adaptation 
(Qi et al., 2011; Ryskin et al., 2017). In comprehension, as in production, adults remain flexible 
and continues to track the patterns of verb-syntax combinations in their language experience. 
They change their pre-existing biases accordingly and use the changed biases to comprehend 
sentences, including generating expectations about what they might hear next.  
 
Experiment 8 
 In Experiment 8, I use the same visual-world-paradigm with act-out task to look for verb 
bias training effects in children.  
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Methods 
Participants. 64 4- and 5-year-olds (37 female, M = 4 years, 10 months, range = 4 years, 
0 month to 5 years, 11 months) were tested. Eight additional children were excluded due to 
experimenter errors. These children were not instructed to name out loud the pictures on the 
screen before starting each block of trials (more details are described in the procedure section). 
All children were native speakers of English. Children’s standardized PPVT scores ranged from 
85 to 147 (M = 122, SD = 13). Three outlier PPVT scores were excluded. 
Design and Materials. Design and materials were the same as in Experiment 7.  
Procedure. The procedure was as described for adults in Experiment, except with a few 
changes intended to make the task easier and fun for children. At the beginning of the 
experiment, children named the animals and objects in a naming game with the experimenter. 
The experimenter pointed to pictures of the animals and objects (that later appeared in the trials) 
and asked children to name the pictures out loud. The experimenter provided the correct names 
whenever children produced an alternative name (e.g., cheetah for leopard), and asked children 
to repeat the correct name. Children received a sticker for finishing the naming game.  
The experimenter next introduced a pretend game in which the child would collect tiles 
with animals on them and put them on a game board. A completed game board would be 
exchanged for a sticker at the end of the game. The experimenter explained that they would see 
pictures and hear sentences that ask the child to do things with them. After some pre-determined 
trials, the child found a prize, indicated by a star on the screen. The experimenter then brought 
out a box of tiles with animal pictures for the child to choose to put on a board. The order of 
trials with a prize was the same across all children and were randomly selected with zero to five 
intervening blocks. The last prize occurred after the last trial. 
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As in Experiment 7, children listened to a total of 99 sentences, organized into 33 trials of 
3 sentences each. Each child started the experiment by naming all the animals and objects in a 
picture naming task. They then continued onto the act-out task. The first 2 trials were practice 
trials, in which the experimenter familiarized the child with how to carry out the pretend actions 
using non-dative verbs. The first practice sentence was always “Now you can make the lion and 
the camel kiss each other”. This sentence was chosen so that the experimenter can show the child 
how to pretend to pick up the two animal pictures at the same time and bring them closer in the 
middle of the screen, thus avoiding accidentally teaching the child to pick up one type of pictures 
first. Each child then proceeded to complete 28 dative-verb trials and 3 filler trials. At the start of 
each trial, the experimenter instructed the child to name out loud the 4 pictures on the screen, in 
clockwise order, and corrected them if alternative names were used. This was added for the 
children because they were more likely to name the pictures differently and to forget the names 
of the pictures over the course of the experiment. After naming, the 4 pictures stayed on the 
screen and a smiley face appeared in the center of the screen, where the fixation cross was for the 
adults. Children were instructed to look at the smiley face. Once they did so, the experimenter 
pressed a key to play the first sentence of the trial as the smiley face disappeared. For the 
remaining two sentences, children were simply instructed to look and pay attention without 
having to first look at a center fixation. The order of the trials and additional constraints were as 
in Experiment 7. 
The entire procedure was video recorded using three cameras in the same way as in 
Experiment 7. 
Coding and Analysis. Coding and analysis procedures were the same as in Experiment 7, 
except that trials with fewer than 1/3 of frames coded as fixations to a quadrant or the center of 
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the screen were excluded from analysis. This more lenient criterion, compared to the 2/3 used 
with adult participants in Experiment 7, was used because children were more likely to be active 
and to lose interest during the experiment. With the 1/3 criterion, 37 test trials (7%), out of a total 
of 512 test trials, were excluded from analysis. Reliability was assessed for 25% of each 
participant’s video; coders agreed on 83% of frames. 
For children’s eye movements, I analyzed fixations to the dispreferred item following 
Thothathiri and Snedeker (2008). Children showed a strong preference to look at animals (M = 
0.43, SD = 0.11) compared to objects (M = 0.35, SD = 0.10) at test, across training structure and 
test sentence structure, t(127) = 5.33, p < 0.001. As a result, I analyzed fixations to the 
competitor object.  
Results 
 Fig-20 shows children’s eye fixations to the competitor object, the dispreferred item, over 
the course of hearing the test sentences. When children heard prepositional-dative sentences, 
their fixations to the competitor object started to increase in the beginning of the target-noun 
window for PD-trained verbs, whereas this increase started toward the end of the target-noun 
window for DO-trained verbs. When children heard double-object sentences, children looked 
more to the competitor object for PD-trained verbs than for DO-trained verbs as early as before 
the baseline window. This difference persisted until a little after the end of the target-noun 
window. After the target-noun window, children looked more to the target noun that they heard; 
they continued to look more to the competitor object when they heard prepositional-dative 
sentences, whereas they looked less to the competitor object when they heard double-object 
sentences. Thus, children’s looking patterns showed effects of both training structure and the 




Figure 20. Mean proportion of fixations to the competitor object, out of all fixations, by training 
structure (PD- and DO-trained) when participants heard double-object datives and when they 
heard prepositional-datives. The shaded regions indicate average beginnings and endings of the 
two analysis windows used for analysis. (Error bars reflect standard errors of the mean). 
 
Fig-21 shows children’s eye fixations in the two analysis windows, by training structure 
and test sentence structure. In the baseline window, participants’ fixations to the competitor 
object was slightly higher for PD-trained (M = 0.14, SD = 0.21) than for DO-trained (M = 0.12, 
SD = 0.15) verbs, and for hearing prepositional-datives (M = 0.14, SD = 0.17) than for hearing 
double-objects (M = 0.12, SD = 0.14). In the target-noun window, participants fixated to the 
competitor object more for PD-trained (M = 0.20, SD = 0.17) than for DO-trained (M = 0.14, SD 
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double-objects (M = 0.16, SD = 0.17). The difference between the training structures was bigger 
in the target-noun window than it was in the baseline window.  
 
Figure 21. Mean proportion of fixations to the competitor object, out of all fixations, by training 
structure (PD- and DO-trained) and test sentence structure (heard PD and heard DO), in the 
Baseline window and in the Target-Noun window. (Error bars reflect standard errors of the 
mean). 
As in Experiment 7, a mixed-effects linear regression was used to analyze participants’ 
eye movements. The dependent variable was the proportion of fixations (empirical-logit 
transformed) to the competitor object (e.g., lemon). The predictor variables included training 
structure (PD-trained, DO-trained), test sentence structure (hear PD, hear DO), analysis window 
(baseline, target-noun) as within-participant factors, and all interactions. The converged maximal 
model justified by the design included random intercepts for participants and items, as well as 
random by-participant slopes for test sentence structure and analysis window and by-item slopes 
for analysis window. Training structure was weighted deviation coded (PD-trained: -0.50, DO-
trained: 0.50). Test sentence structure was weighted deviation coded (hear PD: -0.48, hear DO: 
Baseline Window Target−Noun Window
































0.52). Analysis windows were similarly weighted deviation coded (baseline: -0.49, target-noun: 
0.51).  
This analysis revealed significant main effects of training structure (b = -0.12, SE = 0.04, 
t = -3.43, p < 0.001, and test sentence structure (b = -0.61, SE = 0.08, t = -7.80, p < 0.001), as 
well as a significant training structure × analysis window interaction (b = 0.30, SE = 0.07, t = 
4.14, p < 0.001), and a significant test sentence structure × analysis window interaction (b = -
0.91, SE = 0.07, t = -12.73, p < 0.001). Full model results are reported in the Appendix. Children 
looked more to the competitor object for PD-trained than for DO-trained verbs across the 
baseline and target-noun windows, but they did so more in the target-noun window. This looking 
pattern suggests that children were expecting a potential object for PD-trained verbs more than 
they did for DO-trained verbs. Children also looked more to the competitor object when they 
heard prepositional-dative sentences compared to when they heard double-object sentences, and 
this difference was also larger in the target-noun window. This looking pattern indicates word 
recognition, and that children looked more to the noun that they were hearing.  
Children’s fixations to the competitor object was also analyzed using two repeated-
measures ANOVAs. The by-subjects ANOVA included training, test sentence structure and 
analysis window as within-participant factors. This ANOVA yielded a significant effect of test 
sentence structure, F(1, 63) = 64.81, p < 0.001, a significant training structure × test sentence 
structure interaction, F(1, 63) = 6.05, p = 0.017, and a test sentence structure × analysis window 
interaction, F(1, 63) = 28.23, p < 0.001. There was also a marginally significant effect of 
training, F(1, 63) = 3.24, p = 0.077, and a marginal training × analysis window interaction, F(1, 
63) = 3.79, p = 0.056. No other effects were significant, all ps > 0.274. The by-items ANOVA 
included training, test sentence structure, and analysis window as within-item factors. The 
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analysis yielded significant effects of training structure, F(1, 7) = 10.59, p = 0.014, and test 
sentence structure, F(1, 7) = 66.06, p < 0.001, a significant test sentence structure × analysis 
window interaction, F(1, 7) = 60.76, p < 0.001, and a marginally significant effect of training 
structure × test interaction, F(1, 7) = 5.24, p = 0.056. No other effects were significant, all ps > 
0.161. The ANOVA results mostly confirmed the results of the mixed effects logistic 
regressions, though some of the significant effects in the logistic regression turned out to be 
marginal in the ANOVAs. 
Discussion 
In Experiment 8, 4- and 5-year-old children changed the biases of give and show after 
listening to 10 constrained training trials, and then used the changed biases to guide their 
comprehension of new sentences. In test, they looked more to potential objects for PD-trained 
verbs than for DO-trained verbs, and they did so more in the target-noun window compared to 
the baseline window. This result provides another piece evidence for verbs bias adaptation in 
children’s comprehension. 
Children’s looking patterns also revealed effects of test sentence structure, and this effect 
changed across the baseline and target-noun windows. In the target-noun widow, children looked 
more to the potential object when they heard prepositional-dative sentences compared to when 
they heard double-object sentences. In the second half of the target-noun window, children 
looked more to the noun that they were hearing.  
  
General Discussion 
Together, the results of Experiments 7 and 8 show that both adults and young children 
can also change the biases of familiar verbs given new experience listening to the verbs in one 
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structure or another. They then used the changed biases to guide what they expect to hear as the 
target noun when they heard new test sentences. As with production, adults’ and children’s 
comprehension system remains flexible to allow for continuous learning about how verbs and 
syntax combine, at least through early adulthood (see Ryskin et al., 2018 for a lack of verb bias 
learning in patients with amnesia and aged-matched healthy older adults). 
There were a few noticeable differences between adults’ and children’s looking patterns. 
First, children exhibited a stronger overall preference to look at animals. Thus, the effect of 
training was observed on children’s looks to the dispreferred item, which was the competitor 
object. Adults, on the other hand, showed effects of training on both looks to the competitor 
animal and looks to the competitor object, though the effect was weaker with the competitor 
object. Second, the effect of training seemed to emerge earlier in the adults when measured by 
looks to the competitor animal. In fact, adults may have shown the effect of training before the 
baseline window, before they even hear the verb. The early-emerging anticipatory looks to the 
competitor animal in the adults may reflect better and faster comprehension. The effects that 
emerge in the baseline window could have resulted from adults generating expectations as soon 
as they heard the verb, without having to wait for the competitor noun. The effects that emerge 
even before the baseline window, however, most likely reflected some “mind-reading”, where 
adults were able to guess which verb they would hear because of the small number of test trials 
and restricted orders of trials. 
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CHAPTER 6: GENERAL DISCUSSION 
 
Across eight experiments, I asked: 1) Does experience with sentences change the biases 
of verbs that adults and children are already familiar with, leading to changes in both production 
and comprehension? 2) How does previous experience with the structures and verbs affect verb 
bias adaptation? What might this say about the mechanisms that drive verb bias learning? and 3) 
Does the distribution of biased versus alternating verbs in the language input affect verb bias 
adaptation. Below, I turn to each of the questions, summarize what I found, and discuss their 
implications.   
In Experiments 1 and 2, I found that children and adults tracked and changed the biases 
of familiar dative verbs when they were constrained to produce one verb in one dative structure 
and one verb in the other dative structure, and they used the modified biases to guide their 
productions at test. They produced more double-object completions for verbs that they were 
constrained to produce in the double-object structure compared to verbs that they were 
constrained to produce in the prepositional-dative structure. DO-training and PD-training used 
the exact same videos, making it unlikely that adults and children were learning that DO-trained 
and PD-trained verbs described different events. These results provide additional evidence that 
verb biases remain malleable, and can be changed with new experience with sentences, 
independently of events (e.g., Ambridge et al., 2014; Twomey et al., 2014; 2016; Wonnacott et 
al., 2008), reflecting the same kind of distributional learning that takes place throughout 
development. 
The exact nature of verb bias learning though remains unclear. There are several ways in 
which experience with sentences could have changed the verbs' biases. One possibility is that 
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participants learned that DO-trained verbs occurred more often with two noun-phrases after the 
verb and PD-trained verbs occurred more often with a noun-phrase followed by a prepositional-
phrase after the verb. That is, they were directly linking syntactic ordering (DO: V-NP-NP, PD: 
V-NP-PP) to the verbs. Verb bias learning is unlikely to be entirely about syntactic ordering, 
however, given that adults and children can learn the biases of locative verbs, like spray and 
load. The two forms of the locative alternation are syntactically identical (location-theme: V-NP-
PP, spray the wall with water; theme-location: V-NP-PP, spray water onto the wall). In order for 
the learning of locative verb biases to be solely based on learning about syntactic ordering, one 
would also have to learn that the two forms are linked with different prepositions, with for 
location-theme and onto for theme-location.   
A second possibility is that participants learned that DO-trained verbs are more likely to 
mean change of possession and PD-trained verbs are more likely to mean change of location, 
because of the systematic relationship between verb meaning and syntax (Rappaport-Hovav & 
Levin, 2008). At test, participants would use abstract syntax to choose double-object structures 
for the DO-trained verbs and prepositional-dative structure for the PD-trained verbs. In other 
words, meaning differences between the verbs could have been conveyed via language rather 
than via events, and the latter could have been the learning that took place with the permanently 
ambiguous sentences (“Tickle the frog with the feather”) in Qi et al. (2011) and Ryskin et al. 
(2017) as well. 
Yet another possibility is that double-object and prepositional-dative structures 
highlighted the prominence of different participants in the events. Double-object structures 
highlighted the recipients, making them more prominent for DO-trained verbs. Prepositional-
dative structures highlighted the themes, making them more prominent for the PD-trained verbs. 
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In test, participants used their updated event knowledge to place the more prominent entity first 
in production. None of the experiments reported in this dissertation can tease apart these 
possibilities. Adults and children could have learned to link verbs to syntactic ordering (PD: V-
NP-PP vs. DO: V-NP-NP), thematic ordering (PD: verb-theme-recipient vs. DO: verb-recipient-
theme), or both. After all, adapting the syntax and meanings of verbs are not mutually exclusive 
(Gleitman et al., 2005). 
In Experiments 3, 4 and 5, I found that the effects of verb bias training varied with the 
prior likelihood of the structure and the fit of the structure with particular verbs. The double-
object structure is the non-canonical structure and is less expected, compared to the canonical 
prepositional-dative structure. The double-object structure is even more unexpected for some 
verbs, like pass, than for others, like show. As a result, double-object training had a larger effect 
on the rate of double-object completions for pre-experimentally PD-biased verbs (e.g., pass) than 
for pre-experimentally DO-biased verbs (e.g., show). Both adults and children showed joint 
structure and verb-structure surprisal effects on the magnitude of the verb bias training effect.  
Similar surprisal effects have been seen in syntactic priming, suggesting that the same 
general expectation-based learning mechanisms may underlie syntax learning at the verb-general 
and the verb-specific level. Even though the data presented here could not provide conclusive 
evidence for a specific shared mechanism between verb bias learning and syntactic priming, one 
potential mechanism that has been proposed to underlie learning at both of these levels is error-
based implicit learning. One influential model that uses error-based implicit learning to model 
syntax priming is Chang et al.’s (2006) Dual-Path model. Chang and colleagues (Chang et al., 
2006; Chang et al., 2012; Twomey et al., 2014) argue that this model could also learn verb bias 
under some circumstances. For example, Twomey et al. (2014) tested this model’s ability to 
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learn five of Pinker’s (1989) narrow-range classes of locative verbs that appear in the locative 
alternation and in location- and theme-transitive sentences. The model was able to form locative 
verb classes that varied in structural biases. However, the model needed grammatical variation, 
such as the regular appearance of mass nouns with omitted articles (e.g., spray water onto the 
wall) as post-verbal nouns in theme-transitive but not in location-transitive sentences. This effect 
follows from the choice of the model’s sequencing system to make predictions about the 
immediately upcoming word. As a result, input in which post-verbal nouns belong to the same 
category (e.g., both mass or both count nouns) proved challenging for the model to learn.  
As Twomey et al. (2014) pointed out, more naturalistic and English-like linguistic input 
has more variation and the model performed well when the linguistic input included mass nouns 
with omitted articles. All of the experiments reported in this dissertation purposely controlled for 
differences in the characteristics of the first post-verbal noun across the two dative structures, as 
much as I could. Experiments 1-5 included a combination of proper names without articles and 
common names and nouns with articles, though the number of nouns with omitted articles was 
fairly low. Experiments 6-8, however, completely eliminated this variability, and participants 
still adapted verb biases. It would be interesting to see how the dual-path model learns the biases 
of dative verbs, and how much variability and the kinds of variability that it needs.  
Related work by Twomey et al. (2016) raises questions about how other characteristics of 
the linguistic input might influence verb bias learning. Could one learn with sentences that omit 
arguments, for example? In Twomey et al. (2016), adults and 9-year-old children successfully 
learned the biases of novel locative verbs when these verbs appeared in locative-transitive 
(pabbing the box) or theme-transitive (zopping the oil) sentences without the second argument. 
At test, participants were able to produce these verbs in full locative sentences that were 
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consistent with how each verb was trained, despite having never produced these particular verbs 
in full locatives in training. This result suggests that learning verb’s biases from sentences with 
omitted arguments is possible, for locative verbs that do naturally appear in simple transitive 
sentences. Datives verbs, too, can appear in transitive sentences to describe transfer events with 
three participants, but this varies across classes of verbs. One could say, for instance, “She 
showed him” to describe a showing event or “She threw the ball” to describe a throwing event. 
Future studies could investigate whether adults and children can learn the biases of dative verbs 
from sentences with argument omissions, how varying the amount or types of argument 
omissions might affect learning, and whether learning with argument omissions might depend on 
learning about verb classes especially for dative verbs which seem to fall into semantic verb 
classes when arguments are omitted (e.g., verbs of communication like show can omit the theme 
but not the recipient, and verbs of throwing like throw can omit the recipient but not the theme; 
for verb classes see e.g., Levin, 1993).  
In Experiment 6, I found that children’s verb bias adaptation was affected by the 
distribution of biased versus alternating verbs in their language input. Children’s production 
patterns on the test trials revealed that they changed the biases of familiar dative verbs, as they 
did in Experiments 1-5, if most verbs in their experience were trained to be one structure versus 
another, whereas they did not change the biases of familiar verbs if most verbs were used equally 
in the two dative structures. These results show that children are like adults (e.g., Perek & 
Goldberg, 2017; Thothathiri & Braiuca, in press; Wonnacott et al., 2008), in that they also track 
the statistics at multiple levels, verb-specific and verb-general. They then use the more reliable 
input statistics to guide adaptation. They adapt the biases of familiar dative verbs only if verbs 
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are reliable predictors of structure. If not, they treated all verbs similarly, even those that they 
have experienced to be biased.  
Finding results of multi-level learning have an important implication for the nature of 
early verb learning. They demonstrate that learners do not simply reproduce the patterns that 
they experience. If this were the case, children should always learn individual verbs’ biases, 
regardless of how other verbs behaved. This means that we should see verb bias learning with 
the two verbs in Experiment 6’s most-verbs-alternate condition, which we do not. Instead, 
children generalized the patterns of the alternating verbs to the restricted verbs – this is not 
simply reproducing the input. Preschoolers are sophisticated learners who track multiple sources 
of information that are available to them in the input, and then use these information to 
determine when to be lexically conservative, to restrict syntax learning to individual verbs, and 
when to generalize learning across verbs.  
To extend these multi-level learning findings, future studies could investigate how 
learners weigh various production pressures that lead to the input statistics that they experience 
with constraints imposed by verbs. For instance, speakers tend to place entities that are more 
accessible (e.g., recently given in the discourse, shorter in length, animate) in earlier sentence 
positions (e.g., Bock & Irwin, 1980; Brown et al., 2012; de Marneff et al., 2012; Stephens, 
2015). When listeners get these sentences as their input, what do they learn? Do they track the 
relative reliabilities of these accessibility factors and of individual verbs, just like they seem to 
do with verb-general and verb-specific statistics? Would they learn differently information that 
come earlier or later (e.g., discourse givenness is established in prior discourse whereas verb bias 
knowledge is activated only when a verb is encountered). The answers to these questions could 
reveal the breadth at which learners track information in their input and the ways that they do so. 
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 In Experiments 7 and 8, I found that adults and children also changed the biases of 
familiar dative verbs after listening to one verb in one dative structure and another verb in the 
other structure. They then used their changed biases in online comprehension, generating 
expectations about whether they would hear a recipient or an object as the first post-verbal noun. 
Thus, adults and children seem to remain flexible with respect to verbs and syntax. This flexibly 
allows them to readily adapt to new linguistic input, changing what they would produce and what 
they expect other to say. Finding similar verb bias adaptation in production and in 
comprehension separately raises the question of whether verb bias learning transfers from one 
system to the other. Syntactic priming has been found to transfer from comprehension to 
production (e.g., Bock et al. 2007), suggesting that syntactic representations are likely shared 
between the two systems. If so and given the parallels that we have seen between syntactic 
priming and verb bias learning, verb bias learning is likely to transfer across the two systems as 
well.   
Across the experiments, I consistently found similar patterns of verb bias adaptation in 
adults and children. This result suggests that verb bias adaptation is continuous from early 
childhood to adulthood and could rely on the same expectation-based learning mechanisms. The 
recent findings of Ryskin et al. (2018), however, raises interesting questions about the full extent 
of this continuous learning. In their study, patients with amnesia and healthy age-matched older 
adults received the same verb bias training that the young adults in Ryskin et al. (2017) received. 
Participants listened to permanently ambiguous sentences like “Rub the bunny with the sponge” 
while looking at pictures on a computer screen. In training, a context sentence disambiguated the 
sentence (modifier-trained: “Which animal should you rub?”; instrument-trained: “What should 
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you use to rub the bunny?”). Half of the verbs received modifier training and half received 
instrument training. At test, participants heard new sentences with the trained verbs.  
The younger adults in Ryskin et al. (2017) showed an effect of verb bias training (also 
see Qi et al., 2011), but the patients with amnesia and healthy older adults in Ryskin et al. (2018) 
did not. The latter group were still able to use their pre-existing verb biases to guide online 
comprehension, but they could not update these biases. Ryskin et al. raised several possible 
explanations for this finding, including language processing changes due to healthy aging and 
potential hippocampal pathology in the older adults. Another intriguing speculation was that 
older adults have a lot more prior experience, and therefore they might need more new 
experience to change their pre-existing biases. If this were true, we might expect to see 
developmental changes to the magnitude of verb bias learning, as well as other factors that 
influence the amount of language experience that someone has.  
  In summary, I found evidence that 1) experience with sentences can lead to verb bias 
adaptation in adults and children, in production and comprehension, 2) prior experience with 
sentences modulated verb bias adaptation in adults and children, 3) and children track and use 
input statistics at multiple levels to determine whether verb bias should be adapted. Even though 
these children are considerably older than the infants that are considered to be at the earliest 
stages of syntax learning, these results are nonetheless consistent with what many other 
researchers have found and argued for, that early syntax learning  could be simultaneously verb-
specific and abstract (e.g., Fisher, 2002; Lidz et al., 2017; Scott & Fisher, 2009). These results 
also point to direct experience with sentences as one powerful way with which learners could 
simultaneously learn the productivities and constraints of their native language and continue to 
do so throughout development.  
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APPENDIX: SUPPLEMENTAL TABLES 
Table 3. Correlations between the proportions of double-object sentences obtained in the four 
norming tasks reported in Chapter 2. Marginally significant correlations are indicated by †. 








   
Child  
video-description 
0.69†   
Adult  
sentence-completion 
-0.22 0.09  
Corpus analysis 0.31 0.63† 0.51 
 
 
Table 4. Estimated parameters for mixed-effects model predicting the likelihood of double-object 
completions in Experiment 1. (Training = Training Structure). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -0.73 0.44 -1.64 0.100 
Training 1.37 0.33 4.17 < 0.001 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 2.58    
(Intercept) | Item 0.65    
 
Table 5. Estimated parameters for mixed-effects model predicting the likelihood of double-object 
completions in Experiment 2. (Training = Training Structure). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -0.10 0.26 -0.38 0.703 
Training 1.24 0.26 4.76 < 0.001 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 1.54    
(Intercept) | Item 0.13    
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Table 6. Estimated parameters for mixed-effects model predicting the likelihood of double-object 
completions in Experiment 3. (Training = Training Structure, List = List Condition). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -1.34 0.36 -3.69 < 0.001 
Training 0.92 0.46 2.02 0.043 
List 0.79 0.71 1.10 0.270 
Training x List -3.60 0.82 -4.38 < 0.001 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 2.02    
Training | Participant 1.16    
 
 
Table 7. Estimated parameters for mixed-effects model predicting the likelihood of double-object 
completions in Experiment 4. (Training = Training Structure, List = List Condition). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -2.02 0.47 -4.34 < 0.001 
Training  1.86 0.70 2.65 0.008 
List  1.25 0.79 1.58 0.114 
Training x List  -2.49 1.02 -2.45 0.014 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 2.17    
Training | Participant 1.64    









Table 8. Estimated parameters for mixed-effects model predicting the likelihood of double-object 
completions in Experiment 5. (Training = Training Structure, List = List Condition). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -0.54 0.37 -1.47 0.141 
Training  1.46 0.38 3.81 < 0.001 
List  -0.76 0.67 -1.12 0.261 
Training x List  2.42 0.87 2.79 0.005 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 1.99    
Training | Participant 0.92    
(Intercept) | Item 0.49    
 
 
Table 9. Estimated parameters for mixed-effects model predicting the likelihood of double-object 
completions in Experiment 6, with the full data set. (Training = Training Structure, Language = 
Language Condition). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -0.47 0.24 -1.95 0.051 
Training (Contrast 1)  0.01 0.14 0.05 0.962 
Training (Contrast 2) 0.41 0.17 2.48 0.013 
Language  0.78 0.35 2.24 0.025 
Training (Contrast 1) x Language  0.48 0.28 1.70 0.089 
Training (Contrast 2) x Language 0.70 0.34 2.08 0.038 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 1.60    
Training (Contrast 1) | Participant 0.41    
Training (Contrast 2) | Participant 0.42    







Table 10. Estimated parameters for mixed-effects model predicting the likelihood of double-
object completions in Experiment 6, with the reduced data set. (Training = Training Structure, 
Language = Language Condition). 
 Estimate Std. Error z-value p-value 
Fixed Effects     
(intercept) -0.45 0.24 -1.83 0.068 
Training (Contrast 1)  0.16 0.17 0.96 0.339 
Training (Contrast 2) 0.40 0.20 2.01 0.045 
Language  1.20 0.39 3.09 0.002 
Training (Contrast 1) x Language  0.44 0.34 1.29 0.198 
Training (Contrast 2) x Language 0.66 0.40 1.66 0.098 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 1.62    
(Intercept) | Item 0.68    
 
 
Table 11. Estimated parameters for mixed-effects model predicting competitor-animal fixations 
in Experiment 7. (Training = Training Structure, Test = Test Sentence Structure, Window = 
Analysis Window). 
 Estimate Std. Error t-value p-value 
Fixed Effects     
(intercept) -0.95 0.05 -17.99 < 0.001 
Training 0.13 0.03 3.74 < 0.001 
Test  1.19 0.03 34.08 < 0.001 
Window -0.36 0.11 -3.17 0.003 
Training x Test  -0.02 0.07 -0.33 0.741 
Training x Window -0.05 0.07 -0.77 0.443 
Test x Window 0.45 0.07 6.49 < 0.001 
Training x Test x Window 0.49 0.14 3.50 < 0.001 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 0.36    
Window | Participant 0.69    
(Intercept) | Item 0.06    
Window | Item 0.18    
Residual 1.42    
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Table 12. Estimated parameters for mixed-effects model predicting competitor-object fixations 
in Experiment 7. (Training = Training Structure, Test = Test Sentence Structure, Window = 
Analysis Window). 
 Estimate Std. Error t-value p-value 
Fixed Effects     
(intercept) -0.94 0.05 -20.37 < 0.001 
Training -0.01 0.03 -0.41 0.670 
Test  -1.30 0.03 -37.63 < 0.001 
Window 0.03 0.11 0.27 0.789 
Training x Test  0.24 0.07 3.43 < 0.001 
Training x Window 0.05 0.07 0.68 0.499 
Test x Window -0.72 0.07 -10.41 < 0.001 
Training x Test x Window -0.08 0.14 -0.55 0.580 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 0.32    
Window | Participant 0.84    
(Intercept) | Item 0.04    
Residual 1.41    
 
Table 13. Estimated parameters for mixed-effects model predicting competitor-object fixations 
in Experiment 8. (Training = Training Structure, Test = Test Sentence Structure, Window = 
Analysis Window). 
 Estimate Std. Error t-value p-value 
Fixed Effects     
(intercept) -1.12 0.05 -24.20 < 0.001 
Training  -0.12 0.04 -3.43 < 0.001 
Test  -0.61 0.08 -7.80 < 0.001 
Window 0.11 0.10 1.10 0.285 
Training x Test  0.30 0.07 4.14 < 0.001 
Training x Window 0.21 0.07 2.89 0.004 
Test x Window -0.91 0.07 -12.73 < 0.001 
Training x Test x Window 0.18 0.14 1.30 0.195 
     
 Std. Dev.    
Random Effects     
(Intercept) | Participant 0.25    
Test | Participant 0.56    
Window | Participant 0.53    
(Intercept) | Item 0.08    
Window | Item 0.19    
Residual 1.40    
 
