Abstract-Template matching methods are widely used to recognize instances of an untextured object and determine the poses. But in many practical cases the false positive rate is high because of similar interference characteristic in images especially in complex and clutter scene. A method based on multiple appearance features is presented in the paper to recognize poorly textured 3D objects and estimate their 6D pose in single color image. The object is distinguished from cluttered environment by multi-features which include the color, size and aspect ratio. Image pyramid is introduced here to improve efficiency. And the CAD model of the object is used to generate a hierarchical shape model in the offline phase for estimating the 6D pose accurately. Lastly the approach is evaluated in our application and publicly available dataset, and achieves good performance both in speed and recognition rate compared with state-of-the-art methods.
INTRODUCTION
Object recognition and pose measurement are important in industrial and robotic applications. For example, vision technology should provide the target position before robot grasping [1] [2] . Several types of sensors are used for recognizing 3D objects including monocular camera [3] , stereo cameras [4] , depth camera [5] , or their combinations [6] . Additionally, texture-less rigid objects are common in the application field of robotics [7] . In this paper, a method based on multiple appearance features is presented to recognize an untextured object from single view RGB image, as shown in Fig. 1 . And the 6D pose must be determined precisely for robot autonomous grasping.
We encountered several problems in our case when using a template matching method. High-speed 5-megapixel industrial camera is used here to ensure high precision of pose determination, thus too many pixels need to be processed and the amount of calculation is very large. The best matching is always found through exhaustive search, but it is very time consuming for real-time applications. Additionally, it is very often to find wrong image position in a cluttered environment, especially error matching the degenerated view of the object with a similar feature in the background. To solve the above-mentioned practical problems, the method presented in this paper integrated multiple appearance features in color images gotten from monocular camera to recognize the object and estimate the pose accurately. 
II. RELATED WORK
Many different object recognition methods use a constant local characteristic descriptor, such as SIFT [8] and CSHOT [9] , to identify a group of objects having discriminative textures, contours or other features [10] [11] . These approaches extract feature points from artificial views of the object. And then create discriminative descriptors which are generated with the contexts of the feature points. The correspondence between the search image and the model is determined in the finding stage by categorizing the feature descriptors created from search images. The size of the searching space does not affect the run time obviously. This is the major advantage of this kind of methods. The excellent performance has been shown in many applications, but in the cases, such as untextured objects, huge differences between training and searching data and cluttered scene, the recognition effect is obviously worse.
Another kind of method estimates the pose of an untextured object by matching object templates. The pose is estimated by comparing the search image with prepared image templates of the target. The whole geometric searching space is covered by the views or the aspect graphs [12] . The number of views and aspect graphs is generally very high because of the arbitrary and unknown object pose. Many approaches have been proposed for solving this problem. For example, Ulrich et al. [3] proposed a CAD view-based method using the geometric shape to recognize untextured 3D objects in monocular images. And they used the hierarchical view model which was based on the similarity measurement to accelerate the process. The method is robust to occlusion and noise and handles real perspective. But the time consumption and error recognition rate increases extremely in the presence of cluttered background, hence this method is more suitable for robotic sorting or bin-picking system [13] [14] . Konishi et al. [15] presented perspectively cumulated orientation feature (PCOF) collected from the CAD model of an object and utilized hierarchical pose trees (HPT) to search the 6D pose efficiently at the expense of pose estimation precision. When a dense depth camera is available in the application, a modified template matching method named LINE-MOD was presented by Hinterstoisser et al. [5] to estimate the location of textureless objects. Both the image gradients cue and 3D surface normal orientations cue in depth image are used in the LINE-MOD. However, the sparse distribution of the template limits the accuracy of the initial estimated location. So the method cannot output accurate 6D pose of the object. And similar structures could easily produce false positives especially when the templates seen under some viewpoints are not discriminative. Most of the current methods based on monocular vision for recognizing 3D textureless objects use a single feature such as image gradient, which is not enough to distinguish objects well, especially when the view degradation or 2D images have similar interference characteristics. As a result, the object will be detected on the background or other objects. Considering the characteristic information of textureless objects in monocular image is relatively scarce, we use varieties of the object characteristics, such as color, size, aspect ratio, and shape to overcome this problem.
III. PROPOSED APPROACH
Our approach for object recognition is based on the CAD view-based algorithm proposed by Ulrich et al. [3] . As to 5-megapixel cameras in practice, the pixel ratio between the background and object is usually very large in the image. There are too many pixels in the clutter background which increase the risk of false positive and the computational cost making the template matching procedure ineffective. In order to solve this problem, an approach which consists of color image segmentation and efficient shape based template matching is proposed in this paper. In the image segmentation process, the rough area of the object is separated from the cluttered scenes using multi-features. During the subsequent template matching, cluttered backgrounds and similar structures are circumvented, thus the search space and false positive rate are extremely reduced. For the sake of improving the implementation efficiency of algorithm, scale-space theory is adopted in this paper. The necessary steps of our proposed method are illustrated in Fig. 2 .
A. Gaussian Pyramid Generation
In order to avoid the calculation of overmuch unnecessary pixels in the clutter background, an image pyramid which is widely used in machine vision applications is generated from the input search image. The input image G 0 is converted to a smaller size than the original before the color space transformation and object segmentation. The Gaussian pyramid is utilized here to down sample the image. Subsequent images are weighted down using a Gaussian average and scaled down. A group of layers compose the pyramid. And each layer is numbered from bottom to top. The higher the layer, the smaller the size, so layer G i is larger than G i+1 . To obtain layer G i+1 in the Gaussian pyramid, layer G i is convolved with a Gaussian kernel And then all even-numbered row and column are removed.
The obtained image will be one-quarter the size of the former one. A compact and efficient multi-scale representation will be produced by repeating this process on the original image G 0 . An appropriate layer G i is chosen for the subsequent processing. It should be chosen as large as possible considering the efficiency. On the other hand, the layer of pyramid must be selected such that a sufficient number of pixels are retained to separate the object. We set i=4 here and the size of G i is computed as in (1) . The resolution of our input image G 0 is 2448×2050, and the size of G 4 is 153×128. 
Actually, we are losing image information when we down sample the input image. But this operation removes many redundant pixel points for segmentation process and avoids a lot of unnecessary calculations. And at last we use the original image G 0 to estimate the pose after getting the object region.
B. Object Segmentation
Color is a significant visual character of image, and it is one of the major perceptual features for object recognition.
Compared with other features, the color feature is very distinct, and is not sensitive to rotation, translation and scale change. Additionally, the color feature is simple, so it has been paid more attention and studied in image processing. The image G i is converted from RGB to HSV color space at first for more robustness to illumination variations. HSV stands for hue, saturation and value. The hue component represents different colors with 360 degrees angular dimension. The saturation shows the ratio of colorfulness to brightness and the value component indicates the brightness. Both the saturation and hue are used here to extract the golden object. As shown in Fig. 3 , saturated hues are extracted to select the pixels from the image G i whose values fulfill the condition as in (2) and (3).
100 Saturation 255 (2) 20 Hue 50 (3) It has been seen that segmentation results often contain unwanted noisy part. Not only image noise disturbance but also many similar colors may exist in the background, image morphological processing is utilized to overcome this problem. Erosion operation which erodes a region with a circular structuring element is applied first to eliminate noises and small regions. Define a suitable radius to adjust the size of the circle utilized as structure element. Reduced regions and smooth borders are obtained, and the areas larger than the circle mask are remained. Since there are just a small number of pixels in the layer G i , the circular mask radius of the erosion should not be chosen too large, and it is set to 1.5 here. Because interest regions are reduced simultaneously, dilation operation is used to expand the regional boundaries and the holes within the area which are smaller than the circle mask are eliminated. Preventing the lack of the object boundaries, we set a larger mask radius of dilation than erosion. It is set to 2.5 here.
C. Further Segmentation
To further remove the interference of similar color areas, the size and aspect ratio features of the object are applied to select the object region, as in (4) .
Then the minimum enclosing rectangle of the interest region is obtained and the image coordinates of four vertices are converted to the original image G 0 . The corresponding coordinate (u,v) in image G 0 is computed as in (5) and (6). Fig . 4 shows the final result of object segmentation. Thus it can be seen that the application of scale-space theory reduces the number of pixels involved in the calculation dramatically.
D. Shape-based matching
The object area is segmented by the multiple appearance characteristics. Having such a region of interest (ROI), the image search space is extremely reduced for shape based template matching. The CAD view-based method formerly presented by Ulrich et al. [3] is used here to measure the pose of the object accurately. Often the CAD models of rigid objects are accessible because they are real helpful in industrial field. They are used as input data to create templates. Compared with machine learning approaches, the CAD-View method need not collect a large quantity of images of objects for training. The method includes offline stage and online phase. Firstly, using the CAD model to generate a hierarchical shape model offline, and then using the hierarchical shape model to find the objects online from input image.
1) Generate the hierarchical model offline
The explanation of generating the hierarchical model offline is as follows. Suppose there is a virtual ball in the space and put the CAD model in the center of the ball making the origin of the object coordinate system coincide with the center of the ball, and place a virtual camera to capture a great number of images from different places. Different views are generated by predefining viewpoints in a spherical coordinate system whose origin is the same with the origin of the object coordinate system. The whole sampling points of the virtual camera form a sphere. The virtual camera position range is specified by [ϕ min , ϕ max ], [θ min , θ max ], and [r min , r max ]. ϕ, θ, and r represent longitude, latitude and spherical radius respectively. The 2D projection similarity between two adjacent views determines the sample density. Aspect graphs are generated by clustering the views according to the similarity measurement computed by (7) , which was proposed in [16] . The views whose similarities are higher than a defined value T m are combined to form an aspect graph. So the aspect graph can be a group of views or only one view. And the similarities of adjacent aspect graphs are below T m . After completing the merge, sampling the aspect graph on the next higher image pyramid level and repeating the merging process. Eventually, hierarchical view templates that span different image levels are generated.
2) Searching objects online
After establishment of the view templates, finding the most similar template is the purpose of search phase. We detect object edge points in the template image by applying the threshold V amp to the edge amplitude. The gradients of n edge points are calculated. Each 2D template image consists of n resulting edge points and corresponding gradients. The gradients are calculated for all pixels in the search image, and no thresholding is utilized. The gradients m i in the view template are compared with the underlying gradients s i in the search image by using the dot product, shown as (7). The similarity measurement is applied within a template matching framework to find a transformed (translated, rotated, and scaled) template image in the search image.
It can be seen that the view templates form a large searching space, and it is almost impossible to finish the work by brute force searching. The online search object in the input image is divided into two steps. Firstly, find the most similar template in the search image using the hierarchical view model. A top-down efficient searching algorithm [3] is utilized, which is corresponding to the hierarchical templates. Secondly, refine the pose after successful search. The precision of the obtained pose is limited to the sample density of the views and the sampling of the 2D poses during the 2D matching. The pose refinement is necessary because it is not enough for practical applications. The pose refinement starts with the previously obtained pose. And then the pose is used to project 3D CAD model edges into the image dynamically. Finally, the refined 6D pose is obtained through nonlinear optimization using the Levenberg-Marquardt algorithm. Directly optimize the six pose parameters to minimize the squared distances between the projected CAD model edges and the image edge points. Because the optimization algorithm is a loop iterative process, it is another time-consuming process.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
The experimental results are presented and analyzed in this section. All tests were performed on a computer with Intel Core 2 Duo CPU E7300 2.66 GHz and 3.00 GB memory. Two different objects (handrail and connector) were utilized for the evaluation. The handrail was the object used in our application, and the connector was available from the Mono-6D dataset [15] .
A. Evaluation in our application
We acquired 24 bit RGB images of size 2448×2050 using the camera GC2450C with a focal distance of 8 mm, and placed the handrail in a distance scope between 0.7m-1.2m in front of the camera. Two thousand images in the field of view were captured to evaluate our method. All the images were successfully detected. One example of the experimental results is shown in Fig. 5 .
In order to measure the accuracy, we selected nine different positions and at each position we acquired ten images continuously. The average of the pose detected in ten images was taken as the measured value, and the pose measured by the Leica Absolute Tracker AT901 was considered as the ground truth. The results are shown in Table I . 
B. Evaluation in the Mono-6D dataset
The Mono-6D dataset [15] includes nine texture-less objects with the ground truth of 6D pose. About five hundred images per object captured from different viewpoints are included in the dataset, and cluttered backgrounds and partial occlusions are contained. Our method cannot deal with the objects with specular surfaces, so we selected the golden connector as experimental object. The CAD model is shown in Fig. 6 . Our method is evaluated in terms of two performance metrics: recognition rate and time efficiency, respectively.
1) Recognition rate
As in [15] , we also considered the detected 6D pose as right if the errors of the result were within 10 mm along x-y axes, 40 mm along z axis, 10° around x-y axes and 7.5° around z axis. The pose estimation comparisons of example images are shown in Fig. 7 . The pose determination results are projected to the images shown with green contour lines. Our method reaches 93.29% recognition rate and Ulrich's method [3] reaches 92.27%.
2) Time efficiency
In order to illustrate the computational benefit obtained by incorporating multiple appearance features, we performed the time cost comparison. In the shape matching part, we chose the same parameters with Ulrich's approach and recorded the time cost for each image. The more edges exist in the images, the more time will be used to search the object. The comparison of the time cost is shown in Fig. 8 . The average processing time of Ulrich's method is 5085.07 ms, and the one of our method is 1967.87 ms. The time efficiency improves about 39 percent. Thus it can be seen that our method could greatly reduce computational time and increase the recognition rate while maintaining the pose estimation precision.
V. CONCLUSION
A method based on several features is presented in this paper to recognize 3D object and estimate the pose from a single color image for robotic grasping. First, the object region is segmented by multiple appearance features. With multiple characteristics including the color, image size and aspect ratio, the object is coarsely positioned in the image searching space. And then fast template matching method is performed to realize the accurate measurement of the pose. From the experimental results, it can be seen that our method is effective and less restrictive for complex backgrounds and high resolution images. The method for image segmentation also has great reference significance. Obviously, our method cannot deal with the objects having no color feature. In our future work, we will detect the objects fast by the combination of 3D depth camera, and try to get higher accuracy. 
