Abstract Multiplicities corresponding to irreducible characters are defined for reality-based algebras. These algebras with a distinguished basis include fusion rings, C-algebras, and the adjacency algebras of finite association schemes. The definition of multiplicity generalizes that for schemes. For a broad class of these structures, which includes the adjacency algebras, it is proved that if all the nontrivial multiplicities are equal then the algebra is commutative, and is a C-algebra if its dimension is larger than two.
on Hanaki's website (http://math.shinshu-u.ac.jp/~hanaki) as an unpublished note remarking on [11] . It is precisely our Corollary 2 below. Our main theorem (Theorem 1 below) has more general hypotheses and a proof that is somewhat different from theirs. In particular, we invoke neither the Frame number nor the arithmetic mean/geometric mean inequality.
Some definitions and notation are needed to establish the context for the main theorem. Reality-based algebras include C-algebras that are both commutative [4, 5, 13] and noncommutative [8] , table algebras that are both commutative [1] and noncommutative [2, 7, 10] , and hypergroups as in [14] . The adjacency algebra, or Bose-Mesner algebra, of an association scheme is an example of a RBA. That is, given an association scheme (in the sense of [15] ) on an underlying set with n < ∞ elements, each relation of the scheme is encoded in an n × n 0/1 matrix. The set of these adjacency matrices forms a basis for the algebra that it generates, and Definition 1 is satisfied, where the anti-automorphism is matrix transpose. The structure constants for an adjacency algebra are necessarily nonnegative integers. A fusion ring [9, Definition 2.1] is a RBA where all the structure constants β ij l are nonnegative integers, and all β ii * 0 = 1. ., (CG, G) where G is the symmetric group S n and δ is either the principal character or the sign character). A RBA has at most one positive degree map (see Theorem 2 below) and indeed has a positive degree map whenever all the structure constants are nonnegative (see Theorem 3 below 
The order of B (actually, of (B, δ)), is defined by
Note that if δ is standard, then δ = σ . In particular, if (A, B) is the adjacency algebra of an association scheme, then o(B) is the sum of the valencies; that is, the cardinality of the underlying set of the scheme. 
If δ is standard then trivially it is a full degree map. If (A, B) is a fusion ring then there is a unique positive degree map δ (Theorem 3 below). In this case for a fusion ring, 
and A is commutative if and only if n s = 1 for 1 ≤ s ≤ k. Since any degree map is an irreducible character, when there is a degree map δ that we distinguish, we denote it as δ = χ 1 .
Definition 5 Let (A, B) be a RBA. A feasible trace function [2, 12] is a linear map
Since A is semisimple and since the only feasible trace functions on a full matrix algebra are scalar multiples of the ordinary trace, it follows that any feasible trace function on A is a linear combination of the irreducible characters χ s . The multiplicities are positive real numbers, and m 1 = 1 (see Proposition 1 and Corollary 6 below). As is well known, the feasible trace function for the adjacency algebra of an association scheme is the character of the standard module, and the m s are positive integers. Note that the irreducible characters, standard feasible trace function, and multiplicities of a RBA are not affected by rescaling the distinguished basis.
Now we can state the main theorem. Some known results on RBAs are collected in Section 2. The proof of Theorem 1 is given in Section 3.
Theorem 1 Suppose that (A, B) is a RBA with a full degree map
≤ i ≤ d. Furthermore, if d ≥ 2 then χ 1 (b i ) = β ii * 0 for 0 ≤ i ≤ d; that is, (A, B, χ 1 ) is standard.
Known results
Some of the proofs that are not included in this section are found explicitly in [2] . Others are implicit in the proofs of special cases in [12] , [4] , [1] , or [5] ; and still others are straightforward from first principles. We retain the notation from Section 1. 
Definition 10
The symmetric bilinear form , on Hom C (A, C) is defined as follows: for all φ, θ ∈ Hom C (A, C), 
Corollary 4 For all 1 ≤ s ≤ k, χ s is an irreducible character of A, and χ s (b
Proof The first statement follows from Proposition 2, since all β ij l ∈ R. If X is an irreducible representation of A that affords χ s , then 
The second claim follows.
Corollary 5 (i) If δ is any degree map then δ(
(ii) A has at most one positive degree map. 
Corollary 6 If δ = χ 1 is any distinguished degree map, and if o(B) is defined in terms of
χ 1 , χ 1 = d i=0 χ 1 (b i ) 2 /β ii * 0 = o(B).
Proof of Theorem 1
Let (A, B) be a RBA with a full degree map χ 1 that satisfies the hypotheses of Theorem 1. The notation from the previous sections is in force. We assume that d > 0 and hence k > 1, as otherwise everything is trivial. Let t denote the constant value m s for 2 ≤ s ≤ k. Then t > 0 by Proposition 1. Now by Definition 7, Corollary 6, and Definition 9,
Since τ (b i ) = 0 for all b i = b 0 , we have
So by Proposition 3,
Also from (1), we have
By hypothesis,
This and (4) yield
If t = 1, then all the inequalities of (5) must be equalities. In particular, n s 2 = n s for all s ≥ 2, so that n s = 1 for 1 ≤ s ≤ k and A is commutative. Also, χ 1 (b i ) = β ii * 0 = 1 for all i, so that (A, B, χ 1 ) is standard and the conclusion of Theorem 1 holds. Thus we may assume henceforth that t = 1.
For any field automorphism σ of C, each χ s σ is an irreducible character of A, by Proposition 2, and 
So if k > 2, then (6), (7), t = 1, and linear independence of the χ s imply that
If k = 2 and χ σ 1 = χ 2 = χ 1 for some σ then n 2 = n 1 = 1 implies that A is commutative, and
So it suffices to assume for the rest of the proof that t = 1 and
By ( 
Let β = min i>0 χ 1 (b i ). Then (9), in combination with part of (5), gives us
So all the inequalities of (10) are equalities. Then s≥2 n s = s≥2 n s 2 implies that all n s = 1 and A is commutative. Also, dβ = 
