This paper presents a new observability estimate for parabolic equations in Ω × (0, T ), where Ω is a convex domain. The observation region is restricted over a product set of an open nonempty subset of Ω and a subset of positive measure in (0, T ). This estimate is derived with the aid of a quantitative unique continuation at one point in time. Applications to the bang-bang property for norm and time optimal control problems are provided.
Introduction and main result
Let Ω be a bounded, convex and open subset of R n , n ≥ 1, with a boundary ∂Ω. Let T > 0. We consider the following parabolic equation:
(1.1)
(Ω)) with q ≥ 2 for n = 1, and q > n for n ≥ 2. Clearly, it defines a well-posed problem in the sense of Hadamard, that is,
• for any u 0 ∈ L 2 (Ω), there is a unique solution u ∈ C ([0, T ] ; L 2 (Ω)) of (1. • the solution u depends continuously on the initial value.
The above continuous dependence and the uniqueness can be derived from the following estimate.
Ω |u (x, t)| 2 dx ≤ e
2) where C 0 is a positive constant depending only on Ω, n and q. This is a kind of stability estimate which shows how the left term u (·, t) L 2 (Ω) depends on the right term u (·, 0) L 2 (Ω) . From this point of view, the estimate When E = {T }, (or E = {t 0 }, t 0 ∈ (0, T ]), (1.3) does not hold. However, it has been obtained (for some potentials a and b) that u (·, T ) L 2 (Ω) ≤ C (Ω,n,q,ω,T,a,b) 4) for some α ∈ (0, 1). This is a quantitative unique continuation at one point in time. It is a kind of Hölder continuous dependence in the sense of John. We call (1.4) as the Hölder continuous dependence from one point in time. With regard to the studies of unique continuation, we refer the readers to [BT] , [L] , [K] , [KT] and references therein. When E = (0, T ) (or E is a subinterval of (0, T )), the estimate (1.3), viewed as a refined observability estimate in control theory of PDE, has been discussed in many literatures (see for instance [LR] , [FI] , [DZZ] ). It is obtained that the estimate (1.3) holds for a large class of potentials a and b (see [DFGZ] ).
The present paper studies the estimate (1.3) when E is a measurable set of (0, T ) with a positive measure. The main result is presented as follows. 
(1.5)
The key to establish Theorem 1.1 is the following strategy:
Hölder continuous dependence from one point in time =⇒ Observability from a measurable set in time (i.e.,(1.5)).
This method allows us to build up (1.5) for parabolic equations with space-time dependent potentials a and b. It also provides a different way from that in [W] to get (1.5) for the case where a = 0, b = 0. The above-mentioned strategy is partially inspired by [M] . In our paper, the estimate (1.4) is built up by the technique provided in [P] , [EFV] and [PW] . The rest of the paper is organized as follows. Section 2 first shows the Hölder continuous dependence from one point in time, and then presents the proof of Theorem 1.1. Section 3 provides some applications of Theorem 1.1 to the bang-bang property for norm and time optimal control problems. In Appendix, the proof of some results (which are used in the proof of Theorem 1.1) is given.
2 Proof of Theorem 1.1
Preliminary results
The proof of Theorem 1.1 is based on the following two results. We provide the proof of the first one in Appendix and that of the second one in subsection 2.3. Proposition 2.1. Let E ⊂ (0, T ) be a measurable set with a positive measure. Let ℓ be a density point for E ⊂ (0, T ). Then for each z > 1, there exists a ℓ 1 ∈ (ℓ, T ) such that the sequence {ℓ m } m≥1 , given by
To state the second result, we need the following notation. Let 
where L is arbitrarily taken from (0, T ], and where
Furthermore, there is a positive constant c (only depending on Ω, n and q) such that any solution u to (1.1) satisfies
where t 1 and t 2 are arbitrarily taken such that 0 ≤ t 1 < t 2 ≤ T , and where
Proof of Theorem 1.1
Write B r for an open ball of radius r > 0 and contained in ω. Let ℓ be a density point for E ⊂ (0, T ). Let {ℓ m } m≥1 be the sequence provided by Proposition 2.1 with z = γ+2 γ+1 , where γ is given by (2.1.5). Let t ∈ (ℓ m+1 , ℓ m ]. Then we apply (2.1.4) in Proposition 2.2, where t 2 = t and t 1 = ℓ m+2 , to get that
Since it follows from (1.2) that
This, along with (2.1.1) and (2.1.2), indicates that there is a positive constant d (only depending on Ω, n and q) such that
where η = (1 + dβ (r, T, b ))
. By taking ε = e −ηz m+2 in (2.2.2), and by using the fact that (γ + 1) z 2 = γ + 2, we obtain that
Next, we take m = 2m ′ and then sum (2.2.3) from m ′ = 1 to infinity to deduce that
(2.2.5) Besides, one can easily check that
(2.2.6) Now, it follows from (2.2.4), (2.2.5) and (2.2.6) that
This, along with the fact that
indicates that
This leads to the desired results and completes the proof of Theorem 1.1.
Proof of Proposition 2.2
We begin with introducing two quantities G λ and N λ,ϕ as follows. Let x 0 be the center of
It is clear that G λ is a smooth function and satisfies
Moreover, it holds that
. This can be proved by a direct computation. Also it can be derived from the following observation. The quantity
where G ∈ C ∞ , has two expressions
Because of (2.3.1) and since u = 0 on ∂Ω, (2.3.2) follows from the above two expressions with G = G λ .
Next, we define, for each λ > 0 and each
Proof of (2.1.3) in Proposition 2.2. The first step to prove (2.1.3) is to estimate
The desired estimate is a consequence of the following lemma.
Lemma 2.3 is a direct consequence of estimate (3.26) in [PW] . We omit the proof. 
Proof of Lemma 2.4. Clearly, the solution u to (1.1) holds the property that u ∈ L 2 (τ, T ; L) . One can easily check that N λ,u (t) is well-defined for any t ∈ (0, L]. We carry out the rest of the proof by three steps as follows.
Step 1 .-We claim that for any t ∈ (0, L],
To this ends, we apply Lemma 2.3 to (ϕ 0 , g) = (u (·, 0) , −au − b · ∇u) and use CauchySchwarz inequality to get that
(2.3.6) It follows from (2.3.5) and (2.3.6) that
Integrating it over [t, L] with t ∈ (0, L), after some simple computations, we get (2.3.4).
Step 2 .-We claim that for any t ∈ (0, L/2],
For this purpose, we first observe that (2.3.2) is equivalent to the following equality: L] . By this and by Cauchy-Schwarz inequality, it follows that
(2.3.9) We directly get (2.3.7) from (2.3.8) and (2.3.9).
Step 3 .-Conclusion. By (2.3.4) and (2.3.7), we deduce that for any t ∈ (0, L/2],
This, together with (2.3.10), gives that
From this, we deduce that for any t ∈ (0, L/2],
Taking t = L/2 in the above, we see that
(2.3.11)
On the other hand, it is clear that
This, together with (2.3.11), yields that
(2.3.12) Clearly, it holds that
Now, the desired estimate in Lemma 2.4 follows immediately from (2.3.12) and (2.3.13). This completes the proof of Lemma 2.4.
The third step to prove (2.1.3) is to get an estimate of
dx. It is a consequence of the following lemma.
Lemma 2.5. For any non-trivial f ∈ H 1 (Ω) and any λ > 0, it holds that
dx .
Proof of Lemma 2.5. We first observe that
(2.3.14)
Next, we claim that
When this is done, the desired estimate in Lemma 2.5 follows at once from (2.3.14) and (2.3.
15). It remains to show (2.3.15). This can be done by what follows (see also [EFV, page 211])
.
In (2.3.16), it is used in the first equality that (−2λ) ∇e
; integration by parts is applied in the second equality; Cauchy-Schwarz inequality, along with the assumption that Ω is convex, is applied in the last inequality. This completes the proof of Lemma 2.5. in the integrands.
The last step to prove (2.1.3) of Proposition 2.2 is to drop the weight function e

Recall that for any
. Without a loss of generality, we assume that u is non-trivial in order that N λ,u (t) is well-defined for any t ∈ (0, L]. We apply Lemma 2.5 where
(2.3.17) By Lemma 2.4, it holds that
where
Combining (2.3.17) and (2.3.18), we get that for any λ > 0,
(2.3.20)
We take
Then it follows from (2.3.20) and (2.3.21) that 
In the first inequality of the above, we used that Z u > m 0 2L
. Now it follows from (2.3.22) and (2.3.23) that
Next, by (2.3.19), there is a C = C (Ω,n,q) > 2 such that
This, together with (2.3.24), yields that
In summary, we conclude that
which leads to (2.1.3).
Proof of (2.1.4) in Proposition 2.2 . Let 0 ≤ t 1 < t 2 ≤ T . The estimate (2.1.3) implies that
On the other hand, by Nash inequality and Poincaré inequality, there exists c > 0 (depending only on Ω and n) such that
It follows from the standard energy method that
(2.3.27) where c > 0 (depends only on Ω, n and q). Combining (2.3.25), (2.3.26) and (2.3.27), we deduce that there is a positive constant d (only depending on Ω, n and q) such that
. This, together with some simple computations, leads to estimate (2.1.4), and completes the proof of Proposition 2.2.
Applications to bang-bang controls
Throughout this section, we assume that
(Ω); we let ω be a nonempty open subset of Ω; and we denote by 1 |· the characteristic function of a set in the place where · stays. Let τ ∈ [0, T ). Let E ⊂ (τ, T ) be a measurable set of positive measure. Consider the following parabolic equation:
The adjoint equation of (3.1) is as:
By Theorem 1.1, any solution ϑ to (3.2) satisfies
where the constant κ is independent of ϑ. This is equivalent to the null-controllability from E: for any 4) such that the corresponding solution ψ to (3.1) satisfies ψ (·, T ) = 0 in Ω. (See e.g. [W] ).
In general, such a v is not unique.
Norm optimal bang-bang control
Consider the following parabolic equation:
. Then equation (3.1.1) admits a unique solution y in the
where y is the solution of (3.1.1) corresponding to f .
Theorem 3.1. There is a unique
Furthermore, f * holds the bang-bang property:
Remark 3.2. In the control theory of PDE, the equation (3.1.1) is called a controlled system while f is called a control.
drives the solution y of (3.1.1) from y 0 to zero at time T . The property that F is nonempty is called the null-controllability for (3.1.1). The quantity
measures the best cost of such controls. The norm optimal control problem (with respect to (3.1.1)) is to ask for a control
Such a control is called a norm optimal control. The norm optimal control problem has the bang-bang property if any norm optimal control f holds that f (·, t) L 2 (Ω) = M for a.e. t ∈ (τ, T ). Theorem 3.1 presents that the norm optimal problem has a unique optimal control and holds the bang-bang property.
Proof of Theorem 3.1. We carry out the proof by three steps as follows.
Step 1 .-Existence. By the well-known result on the null controllability of parabolic equations (see [DFGZ] ), we have that F = ∅. Then by making use of the standard argument of calculus of variations, we get the existence of such a control f ∈ F satisfying
Step 2 .-Bang-bang property. We prove that if f ∈ F satisfies (3.1.2), then f must hold (3.1.3). By seeking a contradiction, we suppose that (3.1.3) did not hold for some f ∈ F satisfying (3.1.2). Then there would be an ε ∈ (0, 1) and a measurable set E ⊂ (τ, T ), with a positive measure, such that
(3.1.5)
Here M is given by (3.1.4). We claim that there are a 1.6) and a function y δ with the property that
in Ω .
(3.1.7)
The existence of such a triplet (δ, f δ , y δ ) that satisfies (3.1.6) and (3.1.7) clearly contradicts with the definition of M . Now, we prove the claim. Let δ ∈ (0, 1) (which will be determined later). By Theorem 1.1 and its equivalence to the null-controllability from E,
(3.1.9)
Then we define f δ by setting
, one can easily check that
On the other hand, one can verify that the function (1 − δ) y + ψ δ satisfies (3.1.7). This, together with (3.1.11), shows the claim.
Step 3 .-Uniqueness. By the bang-bang property and the parallelogram identity, we can easily check that the control f ∈ F satisfying f L ∞ (τ,T ;L 2 (Ω)) = M is unique (see [F, page 45] ).
This completes the proof.
Time optimal bang-bang control
where M > 0. We define
where y is the solution of (3.2.1) corresponding to g.
The existence of such a triplet (δ, y, g) clearly contradicts with (3.2.4). To prove the claim, we first observe that there is a δ 0 ∈ (0, 1) such that the measurable set
has a positive measure. Then, it follows from (3.2.6) that
Let δ ∈ (0, δ 0 ), which will be determined later. By solving the equation:
we get that
where c 0 > 0 is independent on δ. Next, by Theorem 1.1 and its equivalence to the null-controllability from E, there is a control v ∈ L ∞ (Ω × (τ * + δ, T )) such that the solution ψ to the equation: 2.12) for some κ > 0 independent on δ. Combining the above estimate with (3.2.10), we can find a constant c > 0, independent on δ, such that
Now, we define
Clearly, w (·, 0) = 0 and w (·, T ) = 0 in Ω. Let y * be the solution of (3.2.1) with (τ, g) = (τ * , g * ). Thus it holds that y * (·, T ) = 0 in Ω. Further, one can easily check that the function y * + w solves (3.2.7) with
The first inequality in (A.1.6) follows from (2.1.1); while in the second inequality of (A.1.6), we used (A.1.3), with θ = ℓ m − ℓ, and (A.1.4). Thus we have that
(A.1.7) Besides, it follows from (2.1.1) and (A.1.5) that
This, along with (A.1.7) and (A.1.2), leads to (2.1.2).
Some inequalities
Suppose a ∈ L ∞ (0, T ; L q (Ω)) where q ≥ 2 for n = 1, and q > n for n ≥ 2. Let p = 2n q if n < q ≤ 2n 1 if 2n ≤ q Then, for each ε > 0, there is C (ε,Ω,n,q) > 0 such that for any φ ∈ H 1 0 (Ω) and for a.e.
and Ω a (x, t) |φ (x)| 2 G λ (x, t) dx
Proof of (A.2.1) and (A.2.2). Notice that 1 ≤ p < 2. In the case where n ≥ 2, it holds
(by Hölder inequality)
(by Sobolev inequality)
and
In the case when n = 1, it stands that
Ω |φ| |∇φ| G λ + |φ| 2 |∇G λ | dx (by Hölder inequality)
