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The fluctuations of the charge on an electrode contain information on the microscopic correla-
tions within the adjacent fluid and their effect on the electronic properties of the interface. We
investigate these fluctuations using molecular dynamics simulations in a constant-potential ensem-
ble with histogram reweighting techniques. This approach offers in particular an efficient, accurate
and physically insightful route to the differential capacitance that is broadly applicable. We demon-
strate these methods with three different capacitors: pure water between platinum electrodes, and
a pure as well as a solvent-based organic electrolyte each between graphite electrodes. The total
charge distributions with the pure solvent and solvent-based electrolytes are remarkably Gaussian,
while in the pure ionic liquid the total charge distribution displays distinct non-Gaussian features,
suggesting significant potential-driven changes in the organization of the interfacial fluid.
PACS numbers: 68.08.-p,05.40.-a,82.47.Uv
The charge of an electrode in contact with a liquid
and maintained at a constant potential undergoes ther-
mal fluctuations that encode information on microscopic
interfacial processes. Most common applications involv-
ing such interfaces, such as charge storage in dielectric or
electrochemical double layer capacitors [1], electrochem-
istry, water purification, or the growing field of “blue en-
ergy” [2–4] utilize only the ability of the metal to aquire
an average charge upon application of voltage. However,
it is also possible to extract microscopic information on
the interfacial processes from the fluctuation of the elec-
trode charge, both near and far from equilibrium, from
the large-deviation statistics of fluctuations of the elec-
trode charge. Our purpose here is to demonstrate this
fact and to add to the tools available to exploit it.
As nanoscale devices become widely available, it is es-
sential to better understand these fluctuations. Experi-
mentally, this possibility is rarely exploited, with the no-
table exceptions of electrochemical noise analysis to infer
redox reaction rates and information on corrosion pro-
cesses [5, 6] or more recently electrochemical correlation
spectroscopy for single molecule detection and ultralow
flow rate measurements in nanofluidic channels [7, 8].
The opportunities offered by such approaches remain
however limited by the theoretical tools to interpret the
signal and uncover the underlying processes.
Traditional mean-field treatments [9–13] including
some models of electric current fluctuations [14, 15],
ignore the fluctuations we consider. During the past
decade, however, molecular simulations have been suc-
cessfully applied to the study of various metallic elec-
trodes (aluminum, platinum, graphite, nanoporous car-
bon) and electrolytes (aqueous and organic solutions,
molten salts, ionic liquids) [5, 6, 13, 17–19]. In such sim-
ulations, it is essential to account for the polarization
of the electrode by the ions. In turn, this polarization
screens the (effective) interactions between the ions and
thereby directly affects the structure and dynamics of the
interface [22]. Analytical models accounting for the im-
age charge induced on the electrode [23] remain limited
to regular geometries. Nevertheless, efficient algorithms
have been introduced to simulate electrodes in which the
potential is maintained at a constant value [4, 13, 25].
The charge on each electrode atom then fluctuates in re-
sponse to the thermal motion of the fluid and these fluc-
tuations at any instant are significantly heterogeneous.
See Figure 1.
Let H = K(pN ) + U(rN ,q) be the microscopic Hamil-
tonian of the system with ion positions rN = {rI}I=1...N ,
ion momenta pN = {pI}I=1...N and electrode charge dis-
tribution q = {qi}i=1...2M with 2M including the atoms
of both electrodes. The electrode atoms are fixed in
space. The kinetic part K depends only on the ion mo-
menta and its contribution to partition functions can be
trivially integrated out. Thus in the following we focus
only on the potential part U . The constant-potential
ensemble is defined in terms of the potential of each elec-
trode atom Ψ0 = {Ψ0i }i=1...2M . In this ensemble, the
charge distribution q in the electrodes fluctuates as a re-
sult of charge exchange with a reservoir, namely the ex-
ternal circuit which connects the two electrodes. Charg-
ing the capacitor from q = 0 to a charge distribution q
under fixed Ψ0 corresponds to a work exchange q · Ψ0
with this reservoir. Thus the probability of a state with
ion positions rN is
P (rN |Ψ0) =
∫
dq e−βU(r
N ,q)+βq·Ψ0∫
drN dq e−βU(rN ,q)+βq·Ψ0
, (1)
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FIG. 1: Each capacitor consists of an electrolyte between
two electrodes maintained at a constant potential difference.
The color code on the electrode atoms indicates the instanta-
neous charge, qi, with the corresponding scale shown at the
bottom. The left panels show a graphite electrode and at the
bottom left is a representative configuration of the first ad-
layer of the 1.5 M 1-butyl-3-methylimidazolium (red) hexaflu-
orophosphate (green) in acetonitrile (blue) solution in contact
with it. The right panels show the 111 crystal facet of a plat-
inum electrode and at the bottom right is a representative
configuration of the first adlayer of the water in contact with
it.
where β = 1/kBT , with kB Boltzmann’s constant and T
the temperature.
The integrals can be computed using a saddle point
expansion around the charge distribution q∗ minimizing
the term in the exponential, which satisfies:
∂U(rN ,q)
∂q
∣∣∣∣
q=q∗
= Ψ0 , (2)
i.e. such that the potential on each atom is the imposed
one. As shown in Supplementary Informations [26],
the probability of a state with ion positions rN (and
corresponding charge distribution q∗) can be expressed
exactly using the Legendre transform U(rN ,Ψ0) =
U(rN ,q∗)−q∗ ·Ψ0 as P (rN |Ψ0) = e−βU(rN ,Ψ0)/Z(Ψ0),
with Z(Ψ0) = ∫ drN e−βU(rN ,Ψ0).
In practice one is only interested in the case where the
potential can take only two values, namely Ψ0i = Ψ
0
+
for all atoms in the positive electrode and Ψ0i = Ψ
0
− for
all atoms in the negative electrode. This corresponds
to the condition of a constant potential inside a metal
(perfect conductor). In that case the additional energy
term simplifies to q∗ ·Ψ0 = ∑i∈± q∗i Ψ0i = Q∆Ψ , with
Q = Q+ = −Q− the total charge of the positive electrode
and ∆Ψ = Ψ0+−Ψ0− the potential difference between the
electrodes. Note that the sign convention to label the
electrodes does not matter. Moreover, the probability
of a state, hence any observable property, depends only
on ∆Ψ and not on the absolute value of the potentials,
which are defined with respect to a reference electrode
not present in the system and which provides charge to
the electrodes. Using the above result, we finally rewrite
the probability as
P (rN |∆Ψ) = e
−βU(rN ,q∗)+βQ∆Ψ
Z(∆Ψ) , (3)
with the partition function
Z(∆Ψ) = e−βF(∆Ψ) =
∫
drN e−βU(r
N ,q∗)+βQ∆Ψ , (4)
and F the associated free energy. In this ensemble, the
average value of any observable A(rN ,q∗) is computed
as
〈A〉 =
∫
drN P (rN |∆Ψ)A(rN ,q∗) , (5)
where one should keep in mind that the charge distri-
bution q∗ is not a free variable, as it is determined
for each ion configuration rN by Eq. 2. The aver-
age total charge determines the integral capacitance
Cint = 〈Q〉 /∆Ψ, whereas the differential capacitance is
related to the variance of the total charge distribution:
Cdiff =
∂ 〈Q〉
∂∆Ψ
= β
〈
δQ2
〉
, (6)
with δQ = Q−〈Q〉. This fluctuation-dissipation relation,
which can be derived by considering the derivatives of
Z with respect to ∆Ψ [26], is known in electronics as
the Johnson-Nyquist relation [27, 28]. We can also
show that the capacitance is related to the charge-charge
structure factor inside the electrode [26]:
lim
k→0
Sqq(k) =
CdiffkBT
M
〈
δq2
〉 , (7)
with
〈
δq2
〉
=
〈
q2
〉 − 〈q〉2 the variance of the distribu-
tion of the charge per atom. This result holds for both
electrodes, even though Sqq(k) may differ for non-zero
wave-vectors.
The algorithm we use to simulate a metallic electrode
maintained at a constant potential follows from the work
of Siepmann and Sprik [4], later adapted by Reed et al.
to the case of electrochemical cells [13]. The electrode
consists of explicit atoms bearing a Gaussian charge dis-
tribution ρi(r) = q
∗
i η
3pi3/2 exp
(− | r− ri |2 η2), where
η−1 is the width of the distribution and where the atomic
charge q∗i of each atom is determined at each time step
of the simulation by minimizing Uc −
∑
i∈± qiΨ
0
i , with
Uc the Coulomb energy, with respect to all the variable
3charges simultaneously. Forces acting on the ions are
then computed using the minimizing charges.
The distribution of the total charge Q in the constant-
potential ensemble is:
P (Q|∆Ψ) =
∫
drN P (rN |∆Ψ)δ
(
Q−
∑
i∈+
qi
)
(8)
with δ the Dirac distribution. The distributions of the
total charge can be sampled directly from simulations
at the corresponding potentials. However, this sampling
is limited to values of the total charge that are close to
the average 〈Q〉. A more accurate estimate can be ob-
tained by combining the data from the simulations per-
formed for various potential differences using histogram
reweighting. Indeed, one can show that
− lnP (Q|0) = − lnP (Q|∆Ψ) + βQ∆Ψ + β∆F , (9)
with ∆F = F(∆Ψ) − F(0) the difference in free energy
(defined by Eq. 4). Each simulation under an applied
potential thus provides an estimate of the charge distri-
bution at any other potential, up to the unknown con-
stants F(∆Ψ), which are determined self-consistently in
the weighted histogram analysis method (WHAM) [29–
31]. Such an approach is well established in other con-
texts, but has not yet been considered for simulations in
the constant-potential ensemble.
We investigate several capacitors illustrated in Fig-
ure 1: pure water between platinum electrodes and an or-
ganic electrolyte, 1-butyl-3-methylimidazolium hexaflu-
orophosphate (BMI-PF6), either as a pure ionic liquid
or as a 1.5 M solution in acetonitrile (MeCN), between
graphite electrodes. Details on the systems and molec-
ular models can be found in the Supplementary Infor-
mation [26]. These combinations of electrodes and elec-
trolytes offer a large contrast of properties: The former is
a dielectric capacitor containing only neutral molecules,
while the latter contain ions in the gap and are hence
“double-layer” capacitors. In addition, in the former case
the water molecules form hydrogen-bonds and have a size
comparable to that of the electrode atoms, while in the
latter all ions and molecules are large so that the elec-
trode appears rather smooth on their scale. Figure 1
also shows the local charge distribution on one of the
electrodes for instantaneous configurations of the solvent-
based systems under a potential difference. It is strik-
ingly heterogeneous and strongly correlated with the lo-
cal structure of the adsorbed fluid.
Figure 2 shows that fluctuations of the total charge on
the electrodes for both solvent-based systems are Gaus-
sian to a remarkable degree. These statistics imply the
validity of the linear response theory over the range of
charges shown in Figure 2. The inset shows that 〈Q〉
is indeed proportional to the applied potential ∆Ψ with
a slope β
〈
δQ2
〉
. Such a comparison not only provides
MeCN/Graphite H2O/Platinum Gaussian
β￿δQ2￿
FIG. 2: Probability distribution of the total charge Q. on
the electrodes at ∆Ψ = 0 V for the acetonitrile (MeCN) elec-
trolyte and water-based capacitors. The data is reported as
a function of δQ/
√〈
δQ2
〉
. The red line is a Gaussian dis-
tribution with the same mean and variance. The inset com-
pares the average charge as a function of voltage from simu-
lations (symbols) with lines of slope β
〈
δQ2
〉
: This illustrates
the linear response of both systems and the validity of the
fluctuation-dissipation relation Eq. (S.4).
information on the physical properties of these two ca-
pacitors, but also demonstrates the relevance of this new
approach to determine the differential capacitance. The
latter is ≈40% larger in the water/Pt case (3.2 vs 2.3 and
2.1 µF.cm−2 for the graphite capacitors with the solution
in MeCN and pure ionic liquid, respectively). Continuum
theory for water between electrodes in the simulated ge-
ometry (distance d = 5.2 nm between the surfaces), using
the permittivity of the SPC/E water model, predicts a
capacitance 0r/d = 11.4 µF.cm
−2, indicating that the
molecular nature of the interface, which suppresses dipole
fluctuations on the surface [1], plays an important role in
the overall capacitance (the effective permittivity in the
bulk region agrees well with that of SPC/E [17]).
The Gaussian behaviour suggests that the charging
process for both systems arises from microscopic events
that are correlated over only small lengthscales, those
comparable to sizes of molecules. The local charge in-
duced on the electrode by an interfacial molecule or ion
can be analyzed in term of the distribution of individual
charges of the electrode atoms. These distributions are
reported for both systems as a function of potential in
Figure 3. The bimodal distribution in the case of wa-
ter at Pt arise from the two possible orientations of OH
bonds with respect to the surface, which are asymmetric
between the positive and negative electrodes and evolves
with the potential, as the macroscopic electric field fa-
vors or hinders the formation of a hydrogen bond with
the surface [17]. For the organic electrolyte on graphite
the behaviour is not bimodal, but the distributions are
not Gaussian either, where the non-Gaussianity stems
4MeCN/GraphiteH2O/Platinum 
ψ = 0.0V
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∆ψ = −1.5V
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FIG. 3: Distribution of the charge, qi, on electrode atoms
for the H2O/platinum (a) and MeCN-based organic elec-
trolyte/graphite (b) capacitors, inside the electrodes in the
absence and presence of voltage (∆Ψ = ±1.5 V refer to the
positive and negative electrodes for 1.5 V). (c) and (d) Varia-
tion of the charge fluctuations, χL, with increasing electrode
area in units of the electrode atom diameter σ (see text).
from the shape- and size asymmetry of the ions as well
as from the dipolar charge distribution of the acetoni-
trile molecule. As expected, the larger local charges are
induced by nearby ions rather than solvent molecules. As
the potential changes, the main change in the distribu-
tion is a shift of its mean, rather than its shape, as a
result of the gradual change in local composition of the
interfacial fluid.
The crossover from the non-Gaussian behaviour of the
local charge to the Gaussian distribution of Q suggests
the existence of a correlation length for the charge distri-
bution inside the electrode, which can be determined by
analyzing
χL =
〈
δQ2
〉
L〈
δq2
〉 σ2
L2
− 1 , (10)
where 〈·〉L is an average over a piece of the electrode
L × L in area, the equivalent electrode atom diameter
σ =
√
A/M with A the electrode area and M the cor-
responding number of atoms. For large enough obser-
vation area, the distribution is Gaussian with a variance
proportional to the area, as expected from the extensiv-
ity of the capacitance. The correlation lengths amount
to 2-3 water molecules on Pt, consistent with the surface
hydrogen bond network (see Figure 1) [1, 17], and ≈ 6
carbon atoms, consistent with the size of the ions.
The distribution of the total charge is not always Gaus-
sian. Figure 4 compares the distributions at ∆Ψ = 0.5
and 1 V for graphite capacitors with the MeCN-based
electrolyte and the pure ionic liquid. While in the for-
mer case the distribution is Gaussian with the same vari-
ance for both voltages, for the pure ionic liquid this vari-
ance increases by a factor of about 2.3 between 0.5 and
1 V. These large fluctuations are reflective of correlations
between ions that are not present at low concentration.
While the nature of these correlations is beyond the
scope of this work, we note that correlations exist that
span the electrode sizes we consider here and cause the
fluctuations of the total charge on the electrode to be
more or less probable than if it was determined from the
sum of many uncorrelated charge centers. These aspects
of the pure ionic liquid will be considered in detail else-
where [33].
MeCN/Graphite
∆ψ = 0.5V
IL/Graphite
∆ψ = 1.0V
(a) (b)
∆ψ = 1.0V
∆ψ = 0.5V
−δQ2/2￿δQ2￿ −δQ2/2￿δQ2￿
FIG. 4: Distribution of the total charge for the graphite ca-
pacitors, with the MeCN-based electrolyte (a) and pure ionic
liquid (b). The results for two applied potentials are com-
pared with Gaussian distributions with the same variance.
Note that the variance is the same for both potentials in (a)
but is larger at 1 V than at 0.5 V in (b).
This sheds new light on the role of correlations on the
differential capacitance [34–37]: It measures the suscep-
tibility for the interfacial layer of fluid (at a given po-
tential) to develop charge in response to an increase in
the applied potential. It will therefore be low if the fluid
is in a particularly stable configuration and resistant to
reorganisation and large if the fluid has the capability
to make a substantial redistribution of charge over the
interfacial region.
Combining simulation in the constant-potential ensem-
ble with histogram reweighting techniques has allowed to
investigate correlations in the adsorbed fluid and their
influence on the electronic properties of the interface.
It further provides a unique way to determine the dif-
ferential capacitance, more accurately than previously,
and from a simulation at a single value of ∆Ψ. These
methods are based on general principles of statistical
mechanics and as we have shown are widely applica-
ble [26]. This might prove useful for the study of com-
plex systems such as nanoporous carbon electrodes where
the charging mechanism differs from the planar graphite
case investigated here [6]. Generalization of this ap-
proach to dynamic properties [38] may lead to new in-
sight on frequency-dependent capacitance measurements
and voltage-dependence of lubricating properties of IL
films on metals [39].
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Charge fluctuations in nano-scale capacitors
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Simulation details
Dielectric capacitor
Parameters for the water on platinum system are the same as in our previous studies [1, 2]. In this model the water
water interactions are described by the SPC/E water model [3] and those between water and the metal atoms are
described by the Siepmann and Sprik potential [4]. Both electrodes are modeled as three layers of an FCC crystal
with the 111 face in contact with the aqueous solution, consisting of 1008 atoms with nearly 1600 water molecules.
The lattice constant is 3.92 A˚ and the total system size is 3.2× 3.3× 5.3 nm3. The system is periodically replicated
in the x and y directions.
Molecular dynamics simulations were conducted in the NVT ensemble using a time step of 2 fs and a Nose-Hoover
thermostat with a time constant of 5 ps and a temperature of 298 K. The system is initially equilibrated at constant
pressure. Values of the potential used are (0.0,0.195,0.39,0.585, 0.78, 0.975, 1.17, 1.365, 1.56, 1.755, 1.95, 2.145) V.
Simulations are equilibrated at each target potential and then run for 5 ns.
Double-layer capacitors
Molecular dynamics simulations are conducted on two different electrolytes surrounded by model graphite elec-
trodes: pure BMI-PF6 and its corresponding 1.5 M solutions with acetonitrile (MeCN) as a solvent. All molecules
are represented by a coarse-grained model in which the forces are calculated as the sum of site-site Lennard-Jones
potential and coulombic interactions. Parameters for the ions and carbon atoms are the same as in our previous
works [5–8]. In this model, developed by Roy and Maroncelli [9], three sites are used to describe the MeCN and the
cation, while the anions are treated as spheres. The model for MeCN was developed by Edwards et al. [10]. The
parameters are summarized in Supplementary Table I. Each electrode is modelled as three fixed graphene layers, with
a distance between carbon atoms within each layer of 1.43 A˚ and a distance between layers of 3.38 A˚. The electrolyte
is enclosed between two planar electrodes and two-dimensional periodic boundary conditions are applied, i.e. there
is no periodicity in the direction perpendicular to the electrodes.
Site C1 C2 C3 PF−6 N C Me
q (e) 0.4374 0.1578 0.1848 -0.78 -0.398 0.129 0.269
M (g.mol−1) 67.07 15.04 57.12 144.96 14.01 12.01 15.04
σi (A˚) 4.38 3.41 5.04 5.06 3.30 3.40 3.60
εi (kJ.mol
−1) 2.56 0.36 1.83 4.71 0.42 0.42 1.59
Supplementary Table I: Force-field parameters for the molecules of the electrolytes [5, 9, 10] (geometries of the molecules are
available in the aforementioned publications). C1, C2 and C3 are the three sites of the BMIM+ cation, while Me is the methyl
group of acetonitrile. Site-site interaction energies are given by the sum of a Lennard-Jones potential and coulombic interactions
uij(rij) = 4εij [(
σij
rij
)12− (σij
rij
)6] +
qiqj
4piε0rij
where rij is the distance between sites, ε0 is the permittivity of free space and crossed
parameters are calculated by Lorentz-Berthelot mixing rules. The parameters for the carbon atoms of the graphite electrodes
are σC = 3.37 A˚ and εC = 0.23 kJ.mol
−1 [11].
7Molecular dynamics simulations were conducted in the NVT ensemble using a time step of 2 fs and a Nose´-
Hoover thermostat [12] with a time constant of 10 ps. The Ewald summation is done consistently with the two-
dimensional periodic boundary conditions [13, 14]. Pure ILs and electrolyte solutions are simulated at 400 K and
298 K, respectively. Table II gathers the lengths and number of molecules for the simulation cells. The algorithm used
to maintain the potential constant is described in the main text. Five values of potential differences were considered
for the MeCN based electrolyte (∆Ψ = 0.0, 0.5, 1.0, 1.5 and 2.0 V). Ten values were simulated for the pure ionic
liquid (∆Ψ = 0.0, 0.2, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 1.85 and 2.0 V) in order to ensure a good overlap between the
histograms for Q, as required for the histogram reweighting. For each simulation, a 200 ps equilibration is followed
by a 5 ns production run for the pure ionic liquid (1 ns for the MeCN based electrolyte for non-zero voltages) from
which configurations are sampled every 0.2 ps.
Electrolyte Temperature (K) Nions NMeCN Lz (nm)
[BMI][PF6] 400 320 — 12.32
MeCN-[BMI][PF6] 298 96 896 12.27
Supplementary Table II: Simulation temperature, number of ion pairs, number of MeCN molecules and lengths of the simulation
cell in the direction perpendicular to the graphite electrodes for the two electrolytes. The lengths in the x and y directions are
the same for all the cells and are equal to 3.22 nm and 3.44 nm respectively.
System size effects
Perpendicular to the plane of the electrode, we have ensured that in all systems the (number and charge) densities
and Poisson potential are uncorrelated from the wall: They decay to their bulk isotropic values in the center of
the capacitor. For both solvent-based systems, the system sizes we consider are larger than the relevant correlation
lengths, which are small, as computed in Fig 3. Therefore it is expected that no significant finite size effects exist in
the plane of the electrode. For the pure ionic liquid, a 3.97 nm by 4.30 nm system size has been simulated and the
capacitance computed at ∆ψ = 1.0 V was found to be in agreement with that computed with the system detailed in
the text.
Derivation of the fluctuation-dissipation relation
The average charge is related to the derivative of the partition function Z(∆Ψ) defined by Eq. (4) of the main text:
〈Q〉 = 1Z
∫
drN e−βU(r
N ,q)+βQ∆ΨQ = kBT
1
Z
∂Z
∂∆Ψ
, (S.1)
while the average square charge
〈
Q2
〉
is related to its second order derivative:
〈
Q2
〉
= (kBT )
2 1
Z
∂2Z
∂∆Ψ2
. (S.2)
The differential capacitance is defined as
Cdiff =
∂ 〈Q〉
∂∆Ψ
. (S.3)
Taking the derivative of Eq. S.1 with respect to ∆Ψ and using Eq. S.2, one finds after elementary algebra that:〈
Q2
〉− 〈Q〉2 = Cdiff × kBT , (S.4)
which is the fluctuation-dissipation relation (6) of the main text.
8Charge-charge structure factor inside the electrode
The charge distribution inside the electrodes is quantified by the charge-charge structure factor
Sqq(k) =
1
M
〈
(δq)2
〉 〈∣∣∣∣∣∑
l
δql e
−ik·rl
∣∣∣∣∣
2〉
, (S.5)
where the sum runs over electrode atoms l, δql = ql − 〈q〉 with ql their charge and rl their position. The small
wave-vector limit of Sqq(k) is related to the capacitance of the system. Indeed, consider the variance of the total
charge:
〈
Q2
〉− 〈Q〉2 = 〈∑
l,m
(〈q〉+ δql)(〈q〉+ δqm)
〉
−
〈∑
l
(〈q〉+ δql)
〉2
=
〈∑
l,m
δqlδqm
〉
, (S.6)
since 〈δql,m〉 = 0. Noting that this variance is equal to CdiffkBT and using the definition of the charge structure
factor, we obtain:
Sqq(0) =
〈
Q2
〉− 〈Q〉2
N
〈
(δq)2
〉 = CdiffkBT
M
〈
(δq)2
〉 . (S.7)
This result holds for both electrodes (with the same Cdiff), even though Sqq(k) may differ for other wave-vectors if
the adsorbed fluids adopt different structures. It is worth noting that this relation is similar to the one between the
structure factor in a fluid of density ρ and its compressibility χT : limk→0 S(k) = ρkBTχT .
Comparison between the three systems
Table III summarizes some properties of the three systems. In particular, it compares the differential capacitance
at ∆Ψ = 0 V computed from the slope of 〈Q〉 vs. ∆Ψ and from the fluctuations of the total charge with the estimate
0r/d obtained by assuming that the electrolyte behaves as a pure dielectric with a permittivity equal to the bulk
value. For water with use the known value for the SPC/E water model; for the MeCN based electrolyte we use the
value for pure MeCN (r = 33) which was computed in Ref. [10] for the present coarse-grained model. For the pure
ionic liquid we could not find in the literature a value for the model we use and use instead the experimental value
(r = 14) of Ref. [15].
System ∂〈Q〉
∂∆Ψ
∣∣∣
∆Ψ=0
β
〈
δQ2
〉
∆Ψ=0
0r/d P (Q)
(µF.cm−2) (µF.cm−2) (µF.cm−2)
H2O / Platinum 3.2 3.2 11.4 Gaussian
MeCN-[BMI][PF6] / Graphite 2.3 2.3 2.7 Gaussian
[BMI][PF6] / Graphite – 2.1 1.1 non-Gaussian
Supplementary Table III: Differential capacitance Cdiff for ∆Ψ = 0 V computed from the slope of 〈Q〉 vs. ∆Ψ and from the
fluctuation-dissipation, “naive” estimate (see text) and behavior of the total charge distribution P (Q), for the three systems.
For the solvent-based electrolytes, the values of Cdiff obtained from the slope of 〈Q〉 vs. ∆Ψ and from the fluctuations
of the total charge are in excellent agreement, consistently with the fluctuation-dissipation relation and with the results
of Fig. 2 of the main text. For the pure ionic liquid, Cdiff depends on the voltage (consistently with the non-Gaussian
probability distribution), so that it would be necessary to perform simulations for many small values of ∆Ψ in order to
estimate ∂〈Q〉∂∆Ψ
∣∣∣
∆Ψ=0
. On the contrary, the fluctuation-dissipation relation allows to compute Cdiff from the simulation
at a single potential.
9The “naive” estimate 0r/d is reasonable only in the case of the MeCN-based electrolyte. In the water case,
discussed in the main text, it is not possible to neglect the molecular nature of the interface and the suppression of
dipole fluctuations on the surface. In the pure ionic liquid case, the description as a pure dielectric is not relevant
(not to mention interfacial effects). The non-Gaussian distribution of the total charge in that case reflects correlations
between ions that are not present at low concentration (see the main text).
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