Abstract By a convenient reparametrisation of the integral curves of a nonlinear ordinary differential equation (ODE), we are able to improve the conclusions of the recent contribution [A. Constantin, Proc. Japan Acad. 86(A) (2010), [41][42][43][44]. In this way, we establish a flexible uniqueness criterion for ODEs without Lipschitz-like nonlinearities.
Introduction
Let us consider the nonlinear ordinary differential equation
where the nonlinearity f is assumed continuous everywhere and f (t, 0) ≡ 0.
In this note, we shall discuss a set of very permissive conditions to be imposed on f so that the only solution of (1) starting from x(0) = 0 will be the trivial solution.
Several results in the recent literature use such uniqueness criteria to perform a phase plane analysis of various differential equations and systems from the applied sciences, see e.g., [4, 2, 7] .
One of the most powerful uniqueness theorems regarding (1) is due to Nagumo [11] and states that, if lim 
the initial value problem associated to the equation possesses a unique solution. The result has been generalized to n-th order equations in [12, 13, 6] and other papers.
In a different direction [1] , given the smooth function u : [0, 1] → [0, +∞) with u(0) = 0 and u ′ (t) > 0 everywhere in (0, 1], if the nonlinearity f verifies the restriction
and lim
= 0 uniformly with respect to x in [−1, 1] then the only solution of (1) with null initial datum will be the null solution.
It has been established in [5] that the restriction (3) can be replaced with 
For a variant of this result in the case of second order ODEs and other generalizations, see [9, 8] .
In the following sections we present an extension of the result from [5] and comment on the connections between the theorems of Nagumo, Athanassov and Constantin.
The result
Assume that there exist two smooth functions v, λ :
As a consequence, we presume that
We have the following result.
suppose further that, for t ∈ (0, 1] and |x| ≤ 1, one has
Then the only solution of (1) starting from x(0) = 0 is the trivial solution.
Proof. For some T ∈ (0, 1), introduce the function τ :
We assume for the sake of contradiction that the initial value problem associated to the equation (1) has a non-trivial solution x with |x(t)| ≤ 1 for
The proof relies on a change of variables, that is, we introduce the function y via y(τ (t)) = x(t). Now,
where |F (τ, y)| ≤ v(t) and the quantity t(τ ) is given by
Further, we introduce the continuous function α from v(t) = α(τ (t)), t ∈ (0, T ], or, equivalently, α(τ ) = v(t(τ )). We claim that the function is a member of L 1 ((τ − , τ + ), R). This follows from
Since lim
x(t) = 0, the integrability of α leads to
and respectively
The latter estimate follows from (6) for ε = sup
and t ∈ (0, T ] fixed.
In conclusion,
= 0, taking into account the continuity of the functions involved, we deduce that sup
for some ξ τ ∈ [τ, τ + ). This leads to a contradiction if we take τ = ξ τ in (10).
The proof is complete.
Discussion
First of all, notice that for (4), one has λ = u u ′ and v = u. Thus, (6) reduces to (5), see also [5, p. 42] . As a consequence, Theorem 1 is a generalization of the recent result of Constantin.
We would like to offer here a clarification of the technical change of variables from [5] . To this end, let us remark that, at least theoretically, the Athanassov theorem from [1] is equivalent to the classical Nagumo uniqueness criterion. Our claim is supported by the next computations. Take y(u(t)) = x(t) and observe that
These restrictions match precisely the Nagumo hypotheses in [11] . It is obvious that, in practice, inverting the general function u = u(t) is not an easy task. Consequently, the previous equivalence remains just a remark. So, one might wonder, if the Nagumo and Athanassov conditions are almost the same, maybe there are other changes of variables that will lead in various circumstances to some sharp uniqueness criterion. One of these changes of variables has been proposed very recently in [5] . In fact, the change of variables reads as follows
for some constant c > 0. We have that
The latter integral equation is the same as (9) . The inverse of its solution t = t(τ ), which is nothing but a recast of (8), follows naturally from a reparametrization of the graph of function u from (3). We have (recall that u(0) = 0)
u(s(ξ))dξ.
Such reparametrizations have been employed successfully in various problems regarding ordinary and partial differential equations, see e.g., [3, p. 17] or [10, p. 134] .
Finally, let us consider a more general reparametrization t → τ → t given by the differential equations
, and, following (11), put u(τ, t(τ )) = c · e −τ . Further, we have
= −u(τ, t(τ )), yielding λ(t, τ ) = u + ∂u ∂τ ∂u ∂t , u = u(τ, t).
Taking u(τ, t) = u(t) + 
The key restriction (4) would be relaxed in this case up to
· ω(|x|), t ∈ (0, T ], where τ = τ (t) is the inverse of t = t(τ ) from (12) . It is still unclear to us how/if this will lead to a drastic improvement of the conclusions from Theorem 1 and [5] .
