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Mean-field transport of a Bose-Einstein
condensate
Samy Mailoud Sekkouri and Sandro Wimberger
Abstract The expansion of an initially confined Bose-Einstein condensate into ei-
ther free space or a tilted optical lattice is investigated in a mean-field approach. The
effect of the interactions is to enhance or suppress the transport depending on the
sign and strength of the interactions. These effects are discusses in detail in view of
recent experiments probing non-equilibrium transport of ultracold quantum gases.
1 Introduction
Since the first realization of Bose-Einstein condensates in 1995 with ultracold alkali
atoms [1], experiments with ultracold quantum gases have launched a vast research
field for investigating the quantum nature of matter with an unprecedented experi-
mental precision [2, 3]. One of the directions investigated today is concerned with
the quantum transport of ultracold matter. Pioneering here are the recent experimen-
tal results by the two groups at ETH [4] and at NIST [5]. Many transport scenarios
of ultracold bosons and fermions were studied starting from a microscopic (many-
body) description [6, 7]. In a more general setting, mean-field quantum transport
of a Bose-Einstein condensate was investigated in the context of Bloch oscillations
and tunneling in Wannier-Stark systems [8, 9], of barrier tunneling [10], of disorder,
[11], or of time-dependent potentials [12]. In almost all of the experimental realiza-
tions, so far, what has been studied was essentially the expansion of a cloud of cold
atoms which is controlled by external fields and interactions. Along the same lines,
we propose in this contribution a relatively simple method to prepare the initial state,
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namely within an steep harmonic trap. Transport occurs when the trap is opened in
one direction. We investigate in detail how the particle current in such a setup de-
pends on the interactions, which we treat in mean-field approximation following the
celebrated Gross-Pitaevskii equation [13, 14].
2 Out transport setup
The dynamics of a Bose-Einstein condensate in mean-field approximation is de-
scribed by the Hamiltonian
H =
p2
2m
+Vint(r, t)+Vext(r, t) . (1)
The interatomic potential of a cold dilute gas of bosons is replaced by the effective
mean-field interaction
Vint(r, t) = g3D|ψ(r, t)|2 , (2)
where the coupling constant g3D = 4pi h¯asM N is determined by the number of atoms
N, their mass M, and the two-body s-wave scattering length as. The wave function
is then normalized to unity. Please note that the strength and the sign of as can
be controlled quite well in the experiment [2, 14]. We restrict here to a quasi one-
dimensional situation, in which the condensate is well confined in the two transverse
directions. Such a reduction essentially leads to a rescaling of the coupling constant.
This rescaling depends on the precise geometry of the trapping potentials. A stan-
dard argument [2] reduces g to its one-dimensional version g1D = 2h¯ω⊥as, where
the transverse confinement frequency ω⊥ is assumed to be large compared to the
longitudinal one.
To simplify the problem, we express all quantities in the units of the longitudinal
harmonic oscillator confinement with frequency ω at t = 0. This means that we
express p→ p˜ ≡ p(h¯ωm)− 12 and x→ x˜ ≡ x(ωmh¯ ) 12 . In this units, the Hamiltonian
for t = 0 now reads
H˜(x˜, p˜; t = 0) =
1
2
p˜2 + g˜1D|ψ˜(x˜, t˜)|2 + 12 (x˜− x˜0)
2 , (3)
and for t > 0 correspondingly
H˜(x˜, p˜; t > 0) =
1
2
p˜2 + g˜1D|ψ˜(x˜, t˜)|2+ 12Θ(x˜0− x˜)(x˜− x˜0)
2 (4)
− Θ(x˜− x˜0)
[
F˜ x˜+ A˜sin2(K˜(x˜− x˜0))
]
. (5)
The initially prepared state and the potentials are sketched in Fig. 1. The sinusoidal
term in Eq. (4) describes an optical lattice into which the condensate can expand. A˜
is the amplitude of the lattice and K˜ = pi/d˜L determines its spatial period d˜L. The
linear potential with force F˜ controls the tilt of the lattice. In the next section we
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study the temporal evolution in the sketched setups, in particular the dependence
of the atomic currents (towards the right) on the interaction strength g˜1D. In the
following we drop the tildes for simplicity, with the additional convention g≡ g˜1D.
3 Numerical results
Our main observable for the study of the mean-field transport of the condensate is
the following probability current density
j(x, t) =
1
2i
[ψ∗(x, t)
∂ψ(x, t)
∂x
−ψ(x, t)∂ψ
∗(x, t)
∂x
] . (6)
The current will obviously depend on the precise nature of the interaction (attrac-
tive or repulsive) and its strength. We integrate the nonlinear Schro¨dinger equation
determined by Eq. (4), using a finite difference spatial representation of the wave
function and a norm-preserving Crank-Nicholson integrator, see e.g. [15] for details
(a)
(b)
Fig. 1 Sketch of the experiments we are proposing. The initial state (red solid lines) is prepared
within an harmonic trap (blue lines for x < x0 and viola dashed lines for x > x0). The trap is
released on the right part of x0 to zero, which makes the initial wavepacket move towards the right.
We investigate two exemplary cases: without any external potential seen in (a) and with a tilted
periodic lattice seen in (b). The total external potential at t > 0 is plotted by the overall blue lines
in both cases.
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Fig. 2 The particle current as a function of time at x = 2x0 for the following values of interaction
strength from left to right: g= 2 (black dashed line), g= 0 (blue solid line), g=−1 (viola dotted
line), and g=−2 (red dot-dashed curve). We observe clear maxima of the currents, whose position
on the time axis (denoted by τ) is determined by the sign and the strength of the nonlinearity. The
lattice parameters are A= 1,dL = 4 and F = 0.043.
Fig. 3 Heat map of the current density j(x, t) as in Fig. 1 but for a window of positions x = xJ .
The two-dimensional plots show that repulsive interactions enhance the transport, see panel (a) for
g= 2, while attractive interactions slow it down, see panel (c) for g=−1 and (d) for g=−2. (b) is
the reference case without interactions. As an interesting side effect, the dispersion in the spatial-
temporal plane (x, t) is minimized by strong attractive interactions, see panel (d), corresponding to
the dot-dashed line in the previous figure.
on the integration scheme. For a grid-step size of ∆x, the time-dependent current at
the grid point xn is given by
j(xn, t) =
i
2∆x
[ψ∗(xn+∆x, t)ψ(xn, t)−ψ∗(xn, t)ψ(xn+∆x, t)] . (7)
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Fig. 4 The times τ(g) of maximal current at position x = 2x0 extracted from data sets such as
shown in Fig. 2 and for the same lattice parameters as there. For positive nonlinearities g, the
scaling of the enhancement of the expansion seems logarithmic (see inset). For negative g, the
expansion is slowed down a lot, which can be seen by the steep increase of the curve for decreasing
g< 0.
3.1 Case (a): Directed free expansion
For the case of the free expansion towards the right (case (a) in Fig. 1), we first plot
the current density as a function of the interaction strength g at the point x = 2x0,
with x0 = 20.5, please see Fig. 2. At this fixed position, the probability current as a
function of time shows a characteristic maximum, whose position on the time axis
is determined by g.
For repulsive interactions (g > 0), the wave packet tends to expand faster due
to the additional repulsive potential term in Eq. (3). For the attractive case (g <
0), the opposite happens and the wave packet tends to stabilize and the expansion
is slowed down. Figure 3 shows the same results for a window of positions from
x = x0 to x ≈ 60 (above which the wave function is absorbed in order to avoid
artificial back reflections). Interestingly, but not too surprisingly, the dispersion in
the spatial-temporal plane (x, t) is minimized by strong attractive interactions. Here
the current maximum is very stable and the dynamics of the condensate is almost
free of dispersion similar to a solitonic motion, see Fig. 3(d).
In order to quantify the effect of the nonlinearity g, we plot the dependence of
the times τ when the maximum density is reached at x = 2x0 in Fig. 4. While the
qualitative behavior of the enhanced expansion and the slowdown for positive and
negative g, respectively, is clear (see also [16]), we have no analytic explanation so
far for the precise form of the observed scaling of τ(g) seen in Fig. 4.
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Fig. 5 Oscillation frequency ω at g = 0 vs. the Stark force F for the case with left confinement
(blue symbols connected by dotted line) and without it (red symbols connected by dashed line).
In both cases, the scaling is linear as expected. The presence of the left part of the harmonic trap
affects only the slope. The lattice parameters are A= 1 and dL = 4.
3.2 Case (b): Expansion into a Wannier-Stark lattice
Optical lattices are by now a standard tool for the control of the motion of Bose-
Einstein condensates [3]. The presence of an optical lattice slows down the expan-
sion into it, while a constant negative tilt accelerates an initially localized wave
packet towards the right. However, when both potential are present simultaneously,
c.f. our setup shown in Fig. 1(b), the situation is less clear. A tilted lattice problem
defines the Wannier-Stark system, which was investigated with Bose condensates in
great detail before, see e.g. [8, 9]. In this system, again an initially localized wave
packet remains localized but it oscillates with a characteristic Bloch frequency ωB
given by the constant level distance of the energy spectrum (arising from the con-
stant spatial tilt). In our units, ωB = FdL, where dL is the lattice spacing. This linear
scaling of the oscillation frequency with the Stark force F is seen also in our expan-
sion problem in the absence of interactions (g = 0). Because of the presence of the
harmonic confinement on the left, the proportionality factor is slightly lower than
one, as seen in Fig. 5 (blue symbols connected by the dotted line). Releasing also
the left part of the trap, we instead observe the correct pre factor one, please see the
red symbols in Fig. 5. The frequencies are extracted from the current oscillations
to the right of (but close to) x0 after a short initial transient, necessary for the wave
packet to adapt to the presence of the tilted lattice.
More interesting is the oscillatory behavior in the presence of interactions. We
investigate again both cases of repulsive and attractive nonlinearity. The frequencies
are extracted as described above from the current oscillations. Our results are shown
in Fig. 6. A repulsive interaction with g> 0 increases the oscillations frequency. For
not too large positive g, this increase is linear, and we will come up with an intuitive
explanation below. For large nonlinearities a saturation is observed, see g> 1 in Fig.
6. Here the repulsion leads to a fast expansion which in turn decreases the density
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(a)
(b)
Fig. 6 Bloch-like oscillation frequency ω as a function of the nonlinear coupling constant g. While
an attractive interaction (g< 0, see (a)) slows down the oscillations in the region −0.8 < g< 0, a
repulsive one, see (b), increases the frequency. For large negative g < −1, the nonlinear potential
dominates the dynamics and interaction-induced oscillations with a frequency ω ∝ |g| occur. The
lattice parameters are the same as in the previous figure.
again. More complex is the case of attractive interactions with g < 0. For small
|g| < 1, the Bloch-like oscillations are rather stable. For large |g| > 1, again the
nonlinearity potential dominates the dynamics, in the sense that the nonlinear term
is larger than the kinetic term in Eq. (4). Here interaction-induced oscillations with
a frequency ω ∝ |g| occur. In this latter case, the density remains large during the
evolution because of the attractive forces, and the theory developed by Kolovsky in
[17] applies. There our observed linear scaling of the oscillation frequency with the
nonlinear coupling parameter is theoretically predicted.
In the following we concentrate on the case of repulsive interactions. Here we can
explain the initial linear increase in the oscillation frequency seen Fig. 6(b) by the
local level shift induced by the nonlinear potential term in Eq. (4). This shift depends
on the densities in the lattice sites which is largest in the “central” well centered at
x0 (at least at and close to t = 0). This shift then leads to an effect increase of the
difference ∆E of the two energy levels in the neighboring wells, and consequently
to a larger oscillation frequency. We may estimate
∆E ≈ g
∫
dL
dx|ψ(x, t)|2 . (8)
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(a)
(b)
Fig. 7 Temporal evolution of the current to the right but close to x0 for the three cases: (a) g =
0,F = 0.043 (black solid line), g = 0.2,F = 0.043 (blue symbols), and (b) g = 0.2,F = 0.043−
F ′ = 0.029 (red solid line). In (b) the nonlinear shift of the local energy level (where the atomic
density is large) is corrected by a reduction of the Stark force with F ′ = 0.029. We observe good
agreement between the oscillation frequencies of the black (a) and the red (b) curves. The lattice
parameters are chosen as in the previous two figures.
Because of the oscillations, we take the times t of maximal density differences in
the two wells for computing the above estimate. In principle, we can redo the ef-
fect of the nonlinear potential by rescaling the Stark force from F to F−F ′, where
F ′ ≈ ∆E/dL. This reduces the problem to the noninteracting one with the same
Block-like oscillation frequency determined just by F alone. Corresponding numer-
ical simulation for the current density are shown in Fig. 7 and Fig. 8. The former plot
nicely corroborates the effective compensation of the nonlinear potential in the tem-
poral oscillations of the current. The latter figure highlights the good compensation
comparing the currents globally in the spatial-temporal plane (x> x0, t).
Of course, our estimate given in Eq. (8) is a bit too rough in order to be perfect
for all times (in particular because of the time-dependence of the process). Yet,
this possibility of controlling the dynamics of a Bose-Einstein condensate is quite
interesting. We refer to similar situations where the effect of the interaction was
approximately cancelled by applying appropriate external potentials in theory [18]
and an actual experiment at Innsbruck [19].
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Fig. 8 Temporal evolution of the current as a function of position x = xJ and time t. Shown are
in panel (a) the data for the some parameters as in Fig. 7(a) at g = 0, and in panel (b) as in Fig.
7(b). As noted previously the two cases are very similar due to the compensation of the effect of
the nonlinearity in (b).
4 Conclusions and perspectives
We propose a rather simple experiment to probe the effect of interparticle interac-
tions in the non-equilibrium dynamics of a Bose-Einstein condensate. We have seen
that the time-dependent atomic current towards the right can be well controlled in
our setup. Interactions enhance or suppress the transport or the oscillations depend-
ing on their sign and their strength.
Preliminary computations on a full three dimensional evolution with strong con-
finement in the transverse dimensions seem to confirm our one-dimensional results
(provided that the geometry of the confinement is matched such as to guarantee
the same effective nonlinearity along the longitudinal direction). Interesting would
be the case of an effective two-dimensional problem under so-called pancake con-
finement as recently studied in the context of mean-field transport in Kaiserslautern
[20]. Here both directions are equally important and the expansion and transport of
the condensate may be controlled even along both dimensions simultaneously.
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