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Bakala´rˇska´ pra´ce pojedna´va´ o problematice detekce a lokalizace lidske´ho oblicˇeje v obraze.
Jsou zde popsa´ny mozˇnosti soucˇasny´ch metod a umeˇly´ch neuronovy´ch s´ıt´ı. Pra´ce vycha´z´ı
z vy´zkumu H. Rowleyho. Prakticky je pra´ce zameˇrˇena na implementaci programu, ktery´ je
schopen na za´kladeˇ tre´novac´ıch a testovac´ıch obra´zkovy´ch sad natre´novat umeˇlou neurono-
vou s´ıt’ pro rozpozna´va´n´ı lidsky´ch oblicˇej˚u.
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This bachelor thesis deals with detection and localization of human upright faces in images.
At first, there are considered current methods. Then the face detection concept is presen-
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Detekce oblicˇeje je dnes hojneˇ vyuzˇ´ıva´na v oblasti modern´ı techniky. Veˇtsˇina modern´ıch
fotoapara´t˚u a mobiln´ıch telefon˚u je jizˇ takovy´m vybaven´ım opatrˇena. U´cˇelem detekce je
naj´ıt takovy´ bod ostrˇen´ı, aby nebyl oblicˇej na fotografii rozmazany´. Na jizˇ detekovany´
oblicˇej lze aplikovat i detekci u´smeˇvu. Je mozˇne´ si da´t fotoapara´t prˇed sebe a ten vycˇka´va´,
dokud se cˇloveˇk neusmeˇje. Prˇi dostatecˇne´m u´smeˇvu pak fotoapara´t situaci zveˇcˇn´ı. Da´le je
mozˇne´ detekce uplatnit v bezpecˇnostn´ıch syste´mech. Naprˇ´ıklad inteligentn´ı budovy si takto
mohou hl´ıdat na´vsˇteˇvn´ıky a mı´t tak prˇesny´ prˇehled o cˇase a osobeˇ, ktera´ do budovy vstoup´ı
nebo z n´ı odejde. Takove´ detektory mus´ı by´t ovsˇem na profesiona´ln´ı u´rovni a je potrˇeba,
aby doka´zaly pracovat real-time1. Aby byl syste´m pouzˇitelny´ ve videosekvenc´ıch, meˇl by
detektor doka´zat lokalizovat oblicˇeje alesponˇ jedenkra´t za sekundu a s velkou prˇesnost´ı.
Tato bakala´rˇska´ pra´ce se ale zameˇrˇuje na detekci oblicˇeje v obraze, cozˇ vy´razneˇ usnadn´ı
pra´ci s efektivitou programu. K detekci lidske´ho oblicˇeje vyuzˇ´ıva´ umeˇle´ neuronove´ s´ıteˇ.
Detekce oblicˇeje znamena´, zˇe se na prˇedlozˇene´m obra´zku urcˇity´m zp˚usobem lokalizuje
mı´sto, kde se oblicˇej nacha´z´ı. Lokalize mu˚zˇe by´t da´na naprˇ´ıklad bodem a rozmeˇry obrazce,
ktery´ ohranicˇuje oblicˇej, nebo se oblicˇej v obraze prˇ´ımo neˇjak vyznacˇ´ı.
Pra´ce je rozdeˇlena na kapitoly a sekce. Nejprve je rozebra´na teorie neuronovy´ch s´ıt´ı
a detekce oblicˇej˚u obecneˇ. Kapitola 2 da´va´ prˇehled nejd˚ulezˇiteˇjˇs´ıch a nejpouzˇ´ıvaneˇjˇs´ıch
klasifika´tor˚u, mezi ktere´ patrˇ´ı take´ neuronove´ s´ıteˇ. Teˇm je veˇnova´na cela´ kapitola 3, kde se
prˇipodobnˇuje umeˇly´ neuron ke sve´mu vzoru, biologicke´mu neuronu. Kapitoly 4 a 5 obsahuj´ı
teorii k detekci oblicˇej˚u v obraze.
Prakticky se pra´ce zaby´va´ na´vrhem detektoru lidsky´ch oblicˇej˚u v kapitole 6, jeho imple-
mentac´ı v kapitole 7 a testova´n´ım funkcˇn´ıho detektoru v kapitole 8. Samotnou implementaci
je mozˇne´ nale´zt na prˇilozˇene´m CD.




Klasifika´tor1 ma´ za u´kol roztrˇ´ıdit mnozˇinu dle urcˇity´ch podobny´ch vlastnost´ı do specificky´ch
trˇ´ıd. Tato rozdeˇlen´ı jsou velmi d˚ulezˇita´ v oblasti strojove´ho ucˇen´ı. Klasifika´tor˚u existuje cela´
rˇada, zde jsou uvedeny pouze neˇktere´, aby byly zrˇejme´ principy a rozd´ıly mezi klasifika´tory.
Obra´zek 2.1: Rozdeˇlen´ı do 2 mnozˇin linea´rn´ım klasifika´torem (Zdroj: [6])
2.1 Neuronove´ s´ıteˇ
Principia´lneˇ se jedna´ o tre´nova´n´ı klasifika´toru na urcˇity´ch datovy´ch sada´ch. Postupem cˇasu
se neuronova´ s´ıt’ naucˇ´ı trˇ´ıdit objekty podle toho, co se naucˇila. Tomuto te´matu je veˇnova´na
cela´ kapitola 3.
2.2 AdaBoost
Na´zev je odvozen z anglicke´ho slova adaptive boosting neboli ”prˇizp˚usobiva´ podpora“.
Jedna´ se o metodu tre´nova´n´ı, kdy na pocˇa´tku je sada slaby´ch klasifika´tor˚u. Procesem
ucˇen´ı je snaha urcˇit linea´rn´ı kombinaci teˇchto klasifika´tor˚u tak, aby byla chyba vy´sledne´ho
klasifika´toru co nejmensˇ´ı. Prakticky se jedna´ o ladeˇn´ı dane´ va´hy slabe´ho klasifika´toru t´ım,
zˇe se jeho va´ha snizˇuje, resp. zvysˇuje v za´vislosti na jeho vy´sledku. V c´ıli tak vznikne silny´
1angl. classifier, class = trˇ´ıda
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klasifika´tor. Tento zp˚usob se hojneˇ vyuzˇ´ıva´ v dolova´n´ı dat. Tato sekce je prˇevzata z [8]. Na
obra´zku 2.2 je uka´za´n vy´pocˇet vy´sledne´ho klasifika´toru ze 3 slaby´ch klasifika´tor˚u.
Obra´zek 2.2: Slabe´ klasifika´tory a obecny´ vy´pocˇet silne´ho klasifika´toru (Zdroj: [3])
2.3 Support vector machine
C´ılem te´to metody je nale´zt nadrovinu optima´lneˇ rozdeˇluj´ıc´ı tre´novac´ı data v prostoru
prˇ´ıznak˚u. Takove´ rozdeˇlen´ı je realizovane´ linea´rn´ı funkc´ı, t´ım se rozdeˇl´ı prostor na 2 mnozˇiny.
Metoda je tedy bina´rn´ı.
Definice 2.3.1. Optimalita rozdeˇlen´ı je definova´na jako maximum minima vzda´lenosti
mezi body rozdeˇlovany´ch dat.
Obra´zek 2.3 zna´zornˇuje 2 mnozˇiny, na nichzˇ se hleda´ linea´rn´ı klasifika´tor. Z obra´zku
je zrˇejme´, zˇe klasifika´tor H1 mnozˇiny deˇl´ı velmi sˇpatneˇ. Klasifika´tor H2 uzˇ mnozˇiny deˇl´ı
spra´vneˇ, ale sta´le nesplnˇuj´ı podmı´nku optimality rozdeˇlen´ı z definice 2.3.1. Klasifika´tor H3
uzˇ podmı´nku splnˇuje.
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Obra´zek 2.3: Rozdeˇlen´ı pomoc´ı metody SVM (Zdroj: [11])
”D˚ulezˇitou soucˇa´st´ı techniky Support vector machines je ja´drova´ transfor-
mace prostoru prˇ´ıznak˚u dat do prostoru transformovany´ch prˇ´ıznak˚u typicky vysˇsˇ´ı
dimenze. Tato ja´drova´ transformace umozˇnˇuje prˇeve´st p˚uvodneˇ linea´rneˇ nesepa-
rovatelnou u´lohu na u´lohu linea´rneˇ separovatelnou, na kterou lze da´le aplikovat
optimalizacˇn´ı algoritmus pro nalezen´ı rozdeˇluj´ıc´ı nadroviny.“




Umeˇle´ neuronove´ s´ıteˇ, jak uzˇ na´zev napov´ıda´, jsou obrazem biologicky´ch struktur v zˇivy´ch
organismech. Konkre´tneˇ se jedna´ o biologicke´ neuronove´ s´ıteˇ patrˇ´ıc´ı do nervove´ soustavy,
pomoc´ı ktere´ se v zˇivy´ch organismech prˇena´sˇej´ı informace. Tak jako syste´m biologicky´ch
neuron˚u tvorˇ´ı biologickou neuronovou s´ıt’, tak syste´m umeˇly´ch neuron˚u vytva´rˇ´ı umeˇlou
neuronovou s´ıt’. Podobneˇ jako se cˇloveˇk v pr˚ubeˇhu zˇivota ucˇ´ı, ma´ umeˇla´ neuronova´ s´ıt’ take´
schopnost se ucˇit.
Ru˚zny´m usporˇa´da´n´ım neuron˚u, propojen´ım a vy´beˇrem jejich aktivacˇn´ıch funkc´ı lze se-
stavit neuronovou s´ıt’ pro dany´ proble´m. Umeˇlou neuronovou s´ıt’ lze rozdeˇlit do neˇkolika
vrstev:
• Vstupn´ı vrstva (input layer)
• Skryta´ vrstva (hidden layer)
• Vy´stupn´ı vrstva (output layer)
Zat´ımco vstupn´ı a vy´stupn´ı vrstva je pouze jedna, skryta´ vrstva se v s´ıti mu˚zˇe opakovat.
Pocˇet neuron˚u v jednotlivy´ch vrstva´ch je libovolny´, je mozˇne´ tedy vytvorˇit s´ıt’ s neˇkolika
vstupy a neˇkolika vy´stupy. Vstupy i vy´stupy lze uvazˇovat jako vektory, pocˇet jejich dimenz´ı
mu˚zˇe by´t odliˇsny´.
Aby byly neuronove´ s´ıteˇ pouzˇitelne´, je trˇeba je nejprve na urcˇite´m vzorku dat natre´novat.
Tre´nova´n´ım se rozumı´ proces, kdy je na vstup neuronove´ s´ıteˇ prˇedlozˇen vzor dat a na
vy´stup ocˇeka´vana´ hodnota. Tre´novac´ıch algoritmu˚ existuje spousta, nejzna´meˇjˇs´ım je back-
propagation algorythm. Po jedne´ iteraci tre´nova´n´ı putuje chyba tre´nova´n´ı zpeˇt s´ıt´ı a zpeˇtneˇ
nastavuje va´hy, aby byla chyba co nejmensˇ´ı. Prˇi ucˇen´ı t´ımto zp˚usobem se porovnaj´ı ocˇeka´-
vana´ data s vy´sledkem neuronove´ s´ıteˇ a zpeˇtneˇ se zmeˇn´ı hodnoty vah, aby byl vy´sledek co
nejv´ıce podobny´ vzoru.
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Obra´zek 3.1: Prˇ´ıklad neuronove´ s´ıteˇ (Zdroj: [10])
3.1 Biologicky´ neuron
Neuron je za´kladn´ı stavebn´ı jednotkou nervove´ tka´neˇ. Jedna´ se o bunˇku, ktera´ prˇena´sˇ´ı a take´
zpracova´va´ specificke´ signa´ly. Umozˇnˇuje tedy v za´vislosti na prˇ´ıchoz´ım signa´lu urcˇity´m
zp˚usobem reagovat. Kdyzˇ se naprˇ´ıklad cˇloveˇk dotkne rukou horke´ plotny, bunˇky na povrchu
ruky zaznamenaj´ı vysokou teplotu a pomoc´ı nervove´ soustavy1 zas´ılaj´ı signa´l do mı´chy. Zde
je tento signa´l vyhodnocen jako hroz´ıc´ı nebezpecˇ´ı pro teˇlo a stejny´m syste´mem je zas´ıla´n
signa´l sval˚um v ruce, aby ji odta´hly prycˇ. Jedna´ se o nepodmı´neˇny´ reflex.
Na obra´zku 3.2 je videˇt stavba biologicke´ho neuronu. Velmi d˚ulezˇitou jednotkou jsou
dendrity, ktery´mi neuron prˇij´ıma´ ze synaps´ı ciz´ıho neuronu signa´l. Ja´dro neuronu signa´l
zpracuje a ten potom putuje skrze axon do synaps´ı, aby se mohl prˇedat dalˇs´ım neuron˚um.
Obra´zek 3.2: Struktura biologicke´ho neuronu (Zdroj: [12])
1Nervova´ soustava je slozˇena z neuronovy´ch s´ıt´ı.
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3.2 Umeˇly´ neuron
Podle vzoru dendrit˚u biologicke´ho neuronu ma´ umeˇly´ neuron vstupy, lze je take´ nazy´vat
vstupn´ım vektorem
−→
X . Kazˇde´mu vstupu je prˇiˇrazena va´ha, ktera´ se meˇn´ı v procesu tre´-
nova´n´ı s´ıteˇ. Tyto va´hy lze matematicky oznacˇit jako vektor vah
−→
W . Je zrˇejme´, zˇe vstupn´ı
vektor
−→
X a vektor vah
−→
W mus´ı mı´t stejny´ rozmeˇr. Jejich skala´rn´ım soucˇinem
−→
X · −→W tak
vznikne argument aktivacˇn´ı funkce f(x). Tato funkce2 prˇedstavuje zpracova´n´ı informace
podobneˇ, jako v biologicke´m neuronu zpracova´va´ signa´l ja´dro. V neˇktery´ch prˇ´ıpadech se
v umeˇly´ch neuronech jesˇteˇ vyuzˇ´ıva´ prahove´ aktivacˇn´ı hodnoty Θ, ktera´ rˇ´ıka´, zda je neuron
aktivn´ı nebo ne. Vesˇkere´ prˇenosove´ funkce f(x) mus´ı by´t definova´ny na cele´m definicˇn´ım
oboru D(f(x)) = R. Aktivacˇn´ım funkc´ım jsou veˇnova´ny sekce 3.3, 3.4, 3.5 a 3.6. Vy´sledek
Y aktivacˇn´ı funkce je za´rovenˇ vy´stupem neuronu, prˇedstavuje tedy axon. Synapse axonu
demonstruj´ı propojen´ı umeˇle´ho neuronu s dalˇs´ımi neurony. Vy´stup neuronu existuje pouze
jeden, mu˚zˇe ovsˇem ve´st do v´ıce umeˇly´ch neuron˚u (analogie se synapticky´mi zakoncˇen´ımi
axonu).








X · −→W −Θ) (3.2)
Typy prˇenosovy´ch funkc´ı jsou prˇevzaty z [13].
2V literaturˇe take´ oznacˇovana´ jako prˇenosova´ funkce, jedna´ se o synonymum.
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3.3 Skokova´ prˇenosova´ funkce
U te´to funkce je potrˇeba definovat aktivacˇn´ı hodnotu Θ. Ta udava´, jestli je vy´stup neuronu
1 nebo 0. Obor hodnot naby´va´ pouze bina´rn´ıch hodnot 1 a 0. Funkce nema´ v bodeˇ f(Θ)
derivaci. Matematicke´ vyja´drˇen´ı funkce je
f(x) =
{
1 pro x ≥ Θ
0 pro x < Θ
(3.3)








Obra´zek 3.3: Skokova´ prˇenosova´ funkce pro Θ = 0
3.4 Sigmoida´ln´ı prˇenosova´ funkce
Na rozd´ıl od prˇedchoz´ı prˇenosove´ funkce ma´ sigmoida´ln´ı prˇenosova´ funkce derivaci v kazˇ-
de´m bodeˇ. Obor hodnot spada´ do intervalu (0; 1) a funkce ma´ 2 limity: lim
x→−∞ f(x) = 0
a lim














Obra´zek 3.4: Sigmoida´ln´ı prˇenosova´ funkce pro k = 1
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3.5 Prˇenosova´ funkce radia´ln´ı ba´ze
Tato funkce ma´ velmi podobny´ pr˚ubeˇh jako Gaussova krˇivka. Jedna´ se o funkci sudou
s oborem hodnot H(f(x)) = (0; 1〉. Extre´m v podobeˇ globa´ln´ıho maxima se nacha´z´ı v bodeˇ
f(0) = 1, funkce ma´ 2 limity: lim
x→−∞ f(x) = 0 a limx→∞ f(x) = 0













Obra´zek 3.5: Prˇenosova´ funkce radia´ln´ı ba´ze pro k = 1
3.6 Prˇenosova´ funkce hyperbolicke´ tangenty
Funkce je licha´, obor hodnot na´lezˇ´ı intervalu (−1; 1). Funkce ma´ 2 limity lim
x→−∞ f(x) = −1,
lim
x→∞ f(x) = 1. Du˚lezˇite´ je okol´ı bodu 0. Pr˚ubeˇh 1. derivace se okolo bodu 1, 5 rapidneˇ
snizˇuje a okolo bodu 2 je te´meˇrˇ nulova´. Lze tedy konstatovat, zˇe argumenty te´to funkce by
nejcˇasteˇji meˇly spadat do intervalu 〈−2; 2〉. Prˇedpis te´to funkce je:
f(x) = tanh(x) (3.6)














Obra´zek 3.6: Prˇenosova´ funkce hyperbolicke´ tangenty
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Kapitola 4
Metody pro detekci oblicˇeje
v obraze
Detekce oblicˇej˚u pomoc´ı neuronovy´ch s´ıt´ı nen´ı jedinou mozˇnost´ı jak hledat oblicˇeje v obraze.
V na´sleduj´ıc´ıch sekc´ıch jsou strucˇneˇ popsa´ny neˇktere´ metody detekuj´ıc´ı oblicˇeje. Obsah
kapitoly byl cˇerpa´n z [7].
4.1 Znalostn´ı metody
Uzˇ z na´zvu vyply´va´, zˇe se jedna´ o metodu, kdy mus´ıme o detekovane´m objektu mı´t prˇedem
neˇjakou znalost. Metodu lze obecneˇ aplikovat na detekci r˚uzny´ch objekt˚u, nejen oblicˇej˚u.
Metoda funguje tak, zˇe pop´ıˇseme urcˇite´ oblicˇejove´ rysy a na za´kladeˇ teˇchto pravidel se
v obraze vyhleda´vaj´ı objekty, ktere´ teˇmto pravidl˚um odpov´ıdaj´ı. Vy´sledky te´to metody
nejsou prˇ´ıliˇs prˇesne´.
4.2 Invariantn´ı rysy
Prˇi detekci touto metodou je potrˇeba, aby oblicˇeje byly dobrˇe nasveˇtlene´ a nebyly nijak
pootocˇene´. Metoda detekuje hlavn´ı rysy oblicˇeje, jako jsou nos, ocˇi, u´sta, oblicˇejova´ textura
nebo barva oblicˇeje. Implementace touto metodou dosahuje dobry´ch vy´sledk˚u a je rychla´.
Uka´zku te´to metody zachycuje obra´zek 4.1.
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Obra´zek 4.1: Uka´zka detekce metodou invariantn´ı rysy (Zdroj: [2])
4.3 Srovna´va´n´ı sˇablon
Detekce prob´ıha´ na za´kladeˇ korelace s prˇednastaveny´mi sˇablonami. Sˇablony obsahuj´ı bud’
prˇ´ımo cele´ oblicˇeje nebo pouze jejich cˇa´sti. Vytvorˇit takove´ sˇablony je cˇasoveˇ na´rocˇne´ a velice
pracne´, protozˇe se veˇtsˇinou vytva´rˇej´ı rucˇneˇ. To je velkou nevy´hodou te´to metody. Proces
detekce zna´zornˇuje obra´zek 4.3, sˇablonu obra´zek 4.2.
Obra´zek 4.2: Sˇablona pro detekci (Zdroj: [1])
Obra´zek 4.3: Proces detekce metodou srovna´va´n´ı sˇablon (Zdroj: [1])
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4.4 Metody zalozˇene´ na zjevu
Tyto metody vyzˇaduj´ı urcˇita´ vzorova´ data a program se na jejich za´kladeˇ ucˇ´ı takova´ data
klasifikovat. Sbeˇr teˇchto vzorovy´ch dat je jedinou nevy´hodou metody. Na za´kladeˇ vzorove´ho
modelu se potom detekuje oblicˇej v jednotlivy´ch cˇa´stech obrazu. Mezi takove´ metody patrˇ´ı





Tato kapitola seznamuje s architekturou umeˇle´ neuronove´ s´ıteˇ publikovanou v roce 1996
H. Rowleym, v roce 1998 potom rozsˇ´ıˇrena v [5]. C´ılem je funkcˇn´ı detektor oblicˇeje, ktery´ na
za´kladeˇ vah mezi jednotlivy´mi neurony rozhodne, zda se jedna´ o oblicˇej cˇi nikoliv. Detekce
je u´speˇsˇna´ pouze na oblicˇeje nijak nenatocˇene´ a vyobrazene´ pouze zeprˇedu. Snahou je
detekovat oblicˇeje v co nejmensˇ´ım rozliˇsen´ı. Velke´ oblicˇeje lze zmensˇit na pozˇadovanou
velikost, ovsˇem dosa´hnout zveˇtsˇen´ı s n´ızky´m zkreslen´ım mensˇ´ıch oblicˇej˚u lze steˇzˇ´ı nebo
v˚ubec. Uvazˇova´n´ım obraz˚u v sˇede´m odst´ınu se za´sadneˇ zmensˇ´ı mnozˇina mozˇny´ch obrazc˚u.
H. Rowley se ve sve´m na´vrhu zameˇrˇil na male´ oblicˇeje o rozmeˇru 20x20 pixel˚u. Vstu-
pem neuronove´ s´ıteˇ budou tedy intenzity barev jednotlivy´ch pixel˚u. Z barevne´ho obra´zku
s barevnou hloubkou 24 bit˚u lze vypocˇ´ıtat intenzitu barvy pomoc´ı vzorce
G = 0, 299R+ 0, 587G+ 0, 114B, (5.1)
kde R, G, B jsou jednotlive´ barevne´ slozˇky. V prave´ cˇa´sti obra´zku 5.1 je videˇt architektura
navrzˇene´ s´ıteˇ. Ve vstupn´ı vrstveˇ neurony reprezentuj´ı jednotlive´ pixely obra´zku, celkem
tedy je 400 neuron˚u ve vstupn´ı vrstveˇ. V na´vrhu se vyskytuje pouze jedina´ skryta´ vrstva,
kterou lze rozdeˇlit na 3 cˇa´sti. Kazˇda´ cˇa´st zpracova´va´ urcˇity´ segment vstupn´ıho obrazu
a sv˚uj vy´sledek zas´ıla´ do vrstvy vy´stupn´ı. Jednotlive´ cˇa´sti skryte´ vrstvy se zameˇrˇuj´ı na
specificke´ elementy v oblicˇeji, jako jsou ocˇi, u´sta, nos. Ve skryte´ vrstveˇ se nacha´z´ı celkem 27
neuron˚u. Vrstva vy´stupn´ı sesta´va´ pouze z jednoho neuronu, ktery´ na sve´m vy´stupu ocˇeka´va´
vy´sledky jednotlivy´ch cˇa´st´ı skryte´ vrstvy. Tento neuron produkuje vy´stup, podle ktere´ho
lze rˇ´ıdit rozhodova´n´ı o existenci oblicˇeje.
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Obra´zek 5.1: Algoritmus detekce podle H. Rowleyho (Zdroj: [5]
Po proj´ıt´ı cele´ho obrazu a z´ıska´n´ı pozic detekovany´ch oblicˇej˚u na´sleduje fa´ze, ktera´ se
snazˇ´ı odstranit co nejv´ıce chybny´ch detekc´ı. H. Rowley experimentoval s r˚uzny´mi metodami
a jejich kombinacemi.
Jako prvn´ı zminˇuje tzv. prahova´n´ı. Je to funkce, ktere´ se zadaj´ı 2 parametry urcˇuj´ıc´ı
zp˚usob odstraneˇn´ı detekce. Prv´ı parametr uda´va´ vzda´lenost prˇekry´vaj´ıc´ıch se detekc´ı a dru-
hy´ pocˇet prˇekry´vany´ch oblicˇej˚u. V prˇ´ıpadeˇ jeho nedosazˇen´ı je detekce odstraneˇna.
Druhy´ zp˚usob je prˇekry´va´n´ı. Prˇekryt´ım se nemysl´ı jednotlive´ detekce, ale vy´sledky v´ıce
s´ıt´ı. K te´to metodeˇ je tedy potrˇeba natre´novat alesponˇ 2 s´ıteˇ, prˇicˇemzˇ kazˇde´ se na pocˇa´tku
tre´nova´n´ı inicializuj´ı jine´ va´hy. T´ım se dosa´ne dvou r˚uzny´ch klasifika´tor˚u. Na kazˇdou oblast
v obraze se pak aplikuj´ı obeˇ s´ıteˇ a detekce je kladna´ pouze v prˇ´ıpadeˇ kladny´ch detekc´ı obou
s´ıt´ı. Tento zp˚usob detekce ukazuje obra´zek 5.2.
Obra´zek 5.2: Metoda prˇekry´va´n´ı podle H. Rowleyho (Zdroj: [5])
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Trˇet´ı zp˚usob je podobny´ prˇedchoz´ı metodeˇ. Zmeˇnou je rozhodova´n´ı o zachova´n´ı detekce,
ktera´ je praktikova´na arbitracˇn´ı neuronovou s´ıt´ı. Kazˇda´ s´ıt’ vlozˇ´ı na vstup te´to s´ıteˇ svoje
vy´sledky a na za´kladeˇ pr˚uchodu arbitracˇn´ı s´ıt´ı se detekce zavrhne nebo vykresl´ı. Nast´ıneˇn´ı
te´to metody zachycuje obra´zek 5.3.




Jak jizˇ bylo zmı´neˇno, detektor vyuzˇ´ıva´ ke klasifikaci neuronove´ s´ıteˇ. Na´vrh vycha´z´ı z ar-
chitektury s´ıteˇ H. Rowleyho popsane´ v kapitole 5. Modifikace jsou pouze male´, nejv´ıce
v cˇa´sti prˇedzpracova´n´ı obrazu. Normalizovane´ oke´nko1 je posunova´no po jednotlivy´ch pixe-
lech, cˇ´ımzˇ se doc´ıl´ı prˇesneˇjˇs´ıho detekova´n´ı za cenu delˇs´ıho cˇasu. Prˇesny´ algoritmus detekce
lidske´ho oblicˇeje v obraze zna´zornˇuje obra´zek 6.1.
Jelikozˇ je ve vstupn´ı vrstveˇ k dispozici pouze hodnota intenzity barvy dane´ho pixelu,
prˇ´ıtomnost aktivacˇn´ı funkce by byla bezu´cˇelna´. Proto se aktivacˇn´ı funkce implementuje
pouze do skryte´ a vy´stupn´ı vrstvy. Jako aktivacˇn´ı funkce byla zvolena funkce hyperbolicke´
tangenty popsa´na v sekci 3.6. To ma´ za na´sledek hodnoty od −1 do 1 na vy´stupech neuron˚u.
Prahovou hodnotu, ktera´ rozhoduje, zda obraz je cˇi nen´ı oblicˇej, stanovil H. Rowley na 0.
Hodnoty veˇtsˇ´ı rˇ´ıkaj´ı, zˇe se jedna´ o oblicˇej, hodnoty mensˇ´ı vypov´ıdaj´ı o opaku. V te´to pra´ci
je po fa´zi testova´n´ı s´ıteˇ pra´h zveˇtsˇen na hodnotu 0.9, cˇ´ımzˇ se znatelneˇ sn´ızˇ´ı pocˇet sˇpatny´ch
detekc´ı.
Aby byla neuronova´ s´ıt’ pouzˇitelna´ ke klasifikaci, mus´ı se v prvn´ı rˇadeˇ dostatecˇneˇ
natre´novat. Za tre´novac´ı algoritmus byl po vzoru H. Rowleyho zvolen backpropagation algo-
rythm2. Znamena´ to, zˇe se neuronove´ s´ıti na vstup vlozˇ´ı vzorek dat a na vy´stup pozˇadovany´
vy´sledek s´ıteˇ. Po pr˚uchodu s´ıt´ı se chyba vy´pocˇtu s´ıteˇ sˇ´ıˇr´ı s´ıt´ı zpeˇt a va´hy se upravuj´ı tak, aby




tanh(x) = 1− tanh2(x) (6.1)
Po kazˇde´m tre´nova´n´ı je trˇeba zjistit chybovost s´ıteˇ. Ta se z´ıska´ z testovac´ıho procesu.
Na urcˇite´m testovac´ım vzorku se s´ıti prˇedkla´daj´ı data a statisticky se vyhodnocuje jejich
vy´sledek. Vy´sledkem je pr˚umeˇr chybovosti na oblicˇej´ıch a ”neoblicˇej´ıch“. Idea´ln´ı by bylo,
kdyby chybovost s´ıteˇ klesala. V praxi se ale chyba take´ zvysˇuje, proto se mus´ı detekovat op-
1Normalizovane´ oke´nko je vyrˇ´ıznuty´ obra´zek z celkove´ho obrazu o rozmeˇru 20x20, ktery´ je vstupem
neuronove´ s´ıteˇ.
2Algoritmus zpeˇtne´ho nastavova´n´ı vah.
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tima´ln´ı natre´nova´n´ı. Je nutne´ si pamatovat chybovost prˇedchoz´ıch test˚u. Pokud dojde k si-
tuaci, zˇe je v pameˇti dosazˇena hodnota mensˇ´ı nezˇ chybovost aktua´ln´ıho tre´nova´n´ı a za´rovenˇ
pocˇet hodnot v pameˇti odpov´ıda´ hodnoteˇ nastavene´ v konfiguracˇn´ım souboru, tre´nova´n´ı s´ıteˇ
je u´speˇsˇneˇ ukoncˇeno. Znamena´ to, zˇe bylo nalezeno globa´ln´ı minimum v pr˚ubeˇhu tre´nova´n´ı.
V pr˚ubeˇhu se meˇn´ı parametry tre´nova´n´ı. Na zacˇa´tku je chybovost okolo 50 %, va´hy se
proto nastavuj´ı s veˇtsˇ´ım rozd´ılem, nezˇ prˇi dotre´nova´va´n´ı s´ıteˇ. Pocˇa´tecˇn´ı parametr u´prav
vah je nastavitelny´ v konfiguracˇn´ım souboru. Prˇi tre´nova´n´ı je parametr fixneˇ zmensˇova´n.
Kdyzˇ dosa´hne chybovost hodnoty mensˇ´ı nezˇ 24 %, je citlivost3 nastavena na 0.0001 a prˇi
chybovosti mensˇ´ı 18 % na 0.00006, cozˇ zarucˇ´ı za cenu delˇs´ıho tre´nova´n´ı prˇesneˇjˇs´ı klasifikaci.
Aby meˇlo tre´nova´n´ı co nejlepsˇ´ı vy´sledek, oblicˇeje jsou do tre´novac´ı sady prokla´da´ny
obra´zky bez oblicˇej˚u. Takove´ obra´zky je mozˇne´ bra´t ze sady CBCL nebo si je prˇ´ımo ge-
nerovat. O tre´novac´ıch sada´ch je mozˇne´ se v´ıce docˇ´ıst v sekci 8.1. Vy´stup s´ıteˇ se tre´nuje
na hodnotu 1 pro oblicˇeje a −1 pro zbytek. Pro dosazˇen´ı lepsˇ´ıch vy´sledk˚u tre´nova´n´ı se
na tre´novac´ı sadu ”neoblicˇej˚u“ aplikuje tzv. bootstrap – pokud je prˇi testova´n´ı ”neoblicˇej“
oznacˇen jako oblicˇej, je tento obra´zek prˇida´n do tre´novac´ı sady. Vy´sledky s vyuzˇit´ım boot-
strap jsou znacˇneˇ lepsˇ´ı.
Na veˇtsˇ´ı obrazy, ve ktery´ch se lokalizuje oblicˇej, se uplatnˇuje tzv. image pyramid. V prin-
cipu jde o zmensˇova´n´ı obrazu o urcˇite´ procento. Na kazˇdy´ takto zmensˇeny´ obraz se aplikuje
detektor t´ım zp˚usobem, zˇe se ”vyrˇ´ızne“ maly´ obra´zek, ktery´ se vlozˇ´ı na vstup neuronove´
s´ıteˇ. Postupneˇ se tak do neuronove´ s´ıteˇ vlozˇ´ı kazˇdy´ potencia´ln´ı oblicˇej. Obraz se zmensˇuje
1.2kra´t.
Pro prˇedstavu prˇi faktoru zmensˇen´ı 1.2 a vstupn´ım obrazu o rozliˇsen´ı 1600x1200 pixel˚u
je potrˇeba aplikovat jeden natre´novany´ klasifika´tor 6 263 896kra´t. Takove´ cˇaste´ pouzˇ´ıva´n´ı
neuronove´ s´ıteˇ nen´ı prˇ´ıliˇs efektivn´ı. K detekci oblicˇeje je mozˇne´ pouzˇ´ıt i dveˇ neuronove´ s´ıteˇ
a detekci prohla´sit za kladnou pouze v prˇ´ıpadeˇ kladne´ shody obou s´ıt´ı. Kazˇdy´ detekovany´
oblicˇej se ukla´da´ do seznamu lokac´ı, aby se v za´veˇrecˇne´ fa´zi mohly odstranit chybne´ de-
tekce. Ty se odstranˇuj´ı prahova´n´ım. To znamena´, zˇe detekce mus´ı dosa´hnout stanoveny´ch
prahovy´ch hodnot. Odstraneˇn´ı prob´ıha´ jako funkce threshold(x, y), kde x je parametr
vypov´ıdaj´ıc´ı o minima´ln´ı vzda´lenost od okraje prvn´ı detekce k okraji druhe´ detekce a y
uda´va´ minima´ln´ı pocˇet prˇekry´vaj´ıc´ıch se detekc´ı. Prˇi nesplneˇn´ı teˇchto podmı´nek je detekce
ze seznamu odstraneˇna. Nakonec se odstran´ı vsˇechny detekce, ktere´ se kryj´ı s jinou.
Podstatna´ je fa´ze prˇedzpracova´n´ı obrazu, kdy se aplikuj´ı na vstupn´ı obraz vy´pocˇet
rozptylu hodnot a ekvalizace histogramu. T´ımto lze z´ıskat z neuronove´ s´ıteˇ lepsˇ´ı vy´sledky.














































Obra´zek 6.1: Algoritmus lokalizace oblicˇeje
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Fa´z´ı prˇedzpracova´n´ı vstupn´ıho obrazu do klasifika´toru se opeˇt znacˇneˇ zmensˇ´ı mnozˇina
mozˇny´ch vstup˚u. Oblicˇeje budou mı´t s jistotou tmava´ mı´sta v oblasti ocˇ´ı, nosn´ıch d´ırek
a v mı´steˇ mezi l´ıcemi a nosem. Rozptyl hodnot tak bude d´ıky osveˇtlen´ı naby´vat vysˇsˇ´ıch
hodnot. Proto lze eliminovat vstupn´ı obrazy, pokud se zavrhnou jednobarevne´ obrazy nebo
obrazy s maly´m rozptylem hodnot. T´ım se take´ sn´ızˇ´ı pocˇet aplikova´n´ı detektoru na norma-
lizovane´ oke´nko a sn´ızˇ´ı celkovy´ cˇas beˇhu programu. Vı´ce o rozptylu hodnot a jeho vy´pocˇtu
se lze docˇ´ıst v podsekci 6.1. Za u´cˇelem prˇesneˇjˇs´ı detekce se aplikuje na vstupn´ı obraz z nor-
malizovane´ho oke´nka ekvalizace histogramu popsana´ v sekci 6.2.
6.1 Vy´pocˇet rozptylu intenzit
Jeden pixel sˇede´ho odst´ınu naby´va´ celocˇ´ıselny´ch hodnot v intervalu 〈0; 255〉, obra´zek je tedy
diskre´tn´ı syste´m.
Definice 6.1.1. Rozptyl je definova´n jako strˇedn´ı hodnota kvadra´t˚u odchylek od strˇedn´ı
hodnoty. Odchylku od strˇedn´ı hodnoty, ktera´ ma´ rozmeˇr stejny´ jako na´hodna´ velicˇina,
zachycuje smeˇrodatna´ odchylka4.
Definice je citova´na z [14].
Vy´sledek vy´pocˇtu je vyuzˇ´ıva´n k urcˇen´ı vy´skytu oblicˇeje. Pokud je rozptyl obra´zku mensˇ´ı
nezˇ prahova´ hodnota, obra´zek v˚ubec do s´ıteˇ nevstupuje. Prˇ´ıklady jsou na obra´zku 6.2.







(xi − E(x))2 (6.2)
Obra´zek 6.2: Rozptyly hodnot zleva: 205.005, 483.675, 637.13
6.2 Ekvalizace histogramu
Tato fa´ze prˇedzpracova´n´ı upravuje vstup neuronove´ s´ıteˇ tak, aby si byly oblicˇeje uzˇ prˇi
tre´nova´n´ı co nejv´ıce podobne´. Jedna´ se o u´pravu kontrastu pomoc´ı histogramu obra´zku.
C´ılem je rozlozˇit zastoupen´ı hodnot sˇedi do cele´ho intervalu 〈0; 255〉. Rozd´ıly prˇed a po
ekvalizaci histogramu lze pozorovat na obra´zc´ıch 6.4 a 6.3. Obsah te´to sekce cˇerpa´ z [9].
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K implementaci byl zvolen jazyk C++. Du˚vodem jsou dostupne´ knihovny potrˇebne´ k rˇesˇen´ı
dane´ho proble´mu, vy´hody objektoveˇ orientovane´ho programova´n´ı a modula´rnost jazyka.
Program byl vyv´ıjen pro platformu linux, prˇekla´da´n prˇekladacˇem gcc 4.3.2. Mozˇne´ vy´skyty
chyb v programu jsou rˇesˇeny odchyta´va´n´ım vy´jimek. Zdrojovy´ ko´d je rozdeˇlen na 3 moduly:
• localize – obsahuje hlavn´ı program a vyuzˇ´ıva´ zbyly´ch dvou modul˚u
• network – specializuje se na vesˇkerou pra´ci s neuronovy´mi s´ıteˇmi
• image – implementuje vsˇechnu pra´ci s obrazovy´mi daty
Program neobsahuje zˇa´dne´ graficke´ rozhran´ı, jedna´ se o konzolovou aplikaci.
7.1 OpenCV
Tuto knihovnu vyv´ıjenou spolecˇnost´ı Intel lze vyuzˇ´ıt pod BSD licenc´ı. Existuje take´ lepsˇ´ı,
placena´ OpenCV knihovna, pro u´cˇely te´to pra´ce ale postacˇila knihovna k volne´mu stazˇen´ı.
Jde o knihovnu pro r˚uzne´ pra´ce s obrazy nebo videi. V te´to pra´ci je knihovna vyuzˇ´ıva´na
pro nacˇ´ıta´n´ı obrazu, ekvalizaci histogramu, zmensˇova´n´ı vstupn´ıho obrazu, vyhrazen´ı okol´ı
za´jmu1, ukla´da´n´ı obrazu a vykreslova´n´ı cˇtverc˚u okolo nalezeny´ch oblicˇej˚u.
Prˇi kompilaci programu mus´ı by´t jizˇ na dane´m pocˇ´ıtacˇi OpenCV knihovna zkompi-
lova´na. Je to jedina´ za´vislost programu.
7.2 Annie
Annie je knihovna pro tvorbu neuronovy´ch s´ıt´ı, pokud programa´tora nezaj´ıma´ vnitrˇn´ı im-
plementace neuronove´ s´ıteˇ. Jsou zde trˇ´ıdy pro jednotlive´ neurony, vrstvy, vstupn´ı a vy´stupn´ı
vektory a spousta dalˇs´ıch uzˇitecˇny´ch veˇc´ı pro tvorbu s´ıt´ı. Jde o velmi povedenou knihovnu,
1Okol´ım za´jmu je mysˇleno normalizovane´ oke´nko.
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ale jesˇteˇ nen´ı kompletn´ı. V dokumentaci se obcˇas vyskytnou metody, ktere´ v knihovneˇ zat´ım
nejsou implementova´ny.
Pro tvorbu neuronovy´ch s´ıt´ı existuje take´ FANN 2 knihovna, ktera´ umı´ pouze propojit
vesˇkere´ neurony se vsˇemi neurony vrstvy na´sleduj´ıc´ı, cozˇ u architektury s´ıteˇ H. Rowleyho
nelze vyuzˇ´ıt. Proto byla zvolena pra´veˇ knihovna Annie, ve ktere´ lze prˇesneˇ rˇ´ıci, do ktere´ho
konkre´tn´ıho neuronu vede vy´stup sta´vaj´ıc´ıho neuronu.
Vesˇkere´ zdrojove´ a hlavicˇkove´ soubory jsou soucˇa´st´ı bal´ıcˇku programu, prˇeklad by meˇl
probeˇhnout i bez zkompilovane´ knihovny na dane´ architekturˇe pocˇ´ıtacˇe.
7.3 Boost
Boost knihovna je velmi rozsa´hla´ a ma´ velice bohate´ vyuzˇit´ı. V programu byla uzˇita cˇa´st pro
pra´ci se soubory v dane´m souborove´m syste´mu. Knihovna obsahuje sˇirokou sˇka´lu funkc´ı,
metod a trˇ´ıd, at’ uzˇ z oblasti matematiky, programova´n´ı paraleln´ıch proces˚u, zpracova´n´ı
obraz˚u azˇ po operace pro vstupneˇ/vy´stupn´ı zarˇ´ızen´ı. Ke spra´vne´mu beˇhu programu nen´ı
nutne´ mı´t tuto knihovnu zkompilovanou na pocˇ´ıtacˇi.
7.4 Trˇ´ıdy
Prˇi programova´n´ı bylo vyuzˇito objektove´ orientace. Implementova´no bylo 8 trˇ´ıd, kde kazˇda´
trˇ´ıda se specializuje na urcˇitou svoji cˇa´st. Zjednodusˇeny´ diagram trˇ´ıd je mozˇne´ pozorovat
na obra´zku 7.1.
Mezi nejd˚ulezˇiteˇjˇs´ı trˇ´ıdy patrˇ´ı Training a Testing, jejichzˇ metody zarucˇuj´ı tre´nova´n´ı
s´ıteˇ s co nejmensˇ´ı mozˇnou chybovost´ı. Du˚lezˇita´ je take´ trˇ´ıda Localize, ktera´ rozhoduje
o pr˚ubeˇhu programu. Trˇ´ıda MyImage pracuje s obra´zky a trˇ´ıda MyNetwork s neuronovy´mi
s´ıteˇmi.
2Fast Artificial Neural Network
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Drˇ´ıve nezˇ dojde k procesu tre´nova´n´ı, je trˇeba posb´ırat a vybrat nejvhodneˇjˇs´ı tre´novac´ı
a testovac´ı data. Kazˇda´ sada se deˇl´ı na obra´zky obsahuj´ıc´ı oblicˇeje a na obra´zky bez oblicˇej˚u.
Takove´ rozdeˇlen´ı na tre´novac´ı a testovac´ı sadu se nazy´va´ cross-validation.
Velice vhodny´m kandida´tem pro tre´nova´n´ı neuronove´ s´ıteˇ byla CBCL1 sada z MIT2.
Obra´zky jizˇ byly rozdeˇleny do sad a orˇeza´ny na oblicˇeje. Jediny´ proble´m spocˇ´ıval v jejich
velikosti. Obra´zky meˇly rozmeˇr 19x19 pixel˚u. Po konverzi na spra´vny´ rozmeˇr se sada stala
idea´ln´ı. Prˇ´ıklad oblicˇeje z te´to tre´novac´ı sady je uka´za´n u obra´zku s ekvalizac´ı histogramu
6.3. Sada obsahuje
• tre´novac´ı sadu o 2 429 oblicˇej´ıch a 4 548 ”neoblicˇej´ıch“
• testovac´ı sadu obsahuj´ıc´ı 472 oblicˇeje a 23 573 ”neoblicˇeje“
Testovac´ı oblicˇeje nejsou prˇ´ıliˇs kvalitn´ı. V sadeˇ se nacha´z´ı spousta rozostrˇeny´ch oblicˇej˚u,
ktere´ svy´m obsahem oblicˇeje ani neprˇipomı´naj´ı. Prˇ´ıklady testovac´ı sady jsou na obra´zc´ıch
8.1. Tato sada je k dispozici ke stazˇen´ı na [4].
Obra´zek 8.1: Uka´zka oblicˇej˚u testovac´ı sady CBCL
Vzhledem k faktu, zˇe se v testovac´ı sadeˇ nacha´z´ı pomeˇrneˇ ma´lo oblicˇej˚u, byly neˇktere´
oblicˇeje prˇesunuty z tre´novac´ı do testovac´ı sady za u´cˇelem prˇesneˇjˇs´ıho sledova´n´ı chybovosti
s´ıteˇ prˇi tre´nova´n´ı.
Druha´ sada byla pouzˇita H. Schnedermanem a T. Kanadem prˇi jejich vy´zkumu na Car-
negie Mellon University. Sada se skla´da´ z fotografiı, ktere´ zachycuj´ı cele´ postavy s oblicˇeji.
1Center of biological and computational learning
2Massachusetts Institute of Technology
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Je zde k dispozici soubor popisuj´ıc´ı lokace jednotlivy´ch oblicˇej˚u. Neˇktere´ tre´novac´ı obra´zky
nejsou popsa´ny. Nevy´hodou je zp˚usob, jaky´m jsou oblicˇeje ohranicˇeny. Zat´ımco u oblicˇej˚u
sady CBCL je ohranicˇena pouze tva´rˇ, tato sada zachycuje celou hlavu cˇloveˇka. Proto jsou
v roz´ıch r˚uzne´ intenzity, cozˇ klasifika´tor lehce zneprˇesnˇuje. Da´le se zde vyskytuj´ı oblicˇeje
r˚uzneˇ natocˇene´, neˇktere´ nejsou bra´ny z prˇ´ıme´ho pohledu. Nicme´neˇ program je prˇizp˚usoben
take´ k tre´nova´n´ı pomoc´ı te´to sady. Pro testova´n´ı byly pouzˇity sady od M. Hradiˇse.
U´speˇsˇnost detektoru s ekvalizac´ı histogramu na jednotlivy´ch tre´novac´ıch a testovac´ıch
sada´ch je mozˇne´ videˇt v tabulce 8.1 a bez ekvalizace histogramu v tabulce 8.2.
Obra´zek 8.2: Uka´zka obra´zku ze Schneidermanovy sady a vstupy pro tre´nova´n´ı s´ıteˇ
Sada Oblicˇeje Neoblicˇeje
CBCL 81.5678 % 0.861155 %
Schneiderman 64.0000 % 0.390277 %
Upravena´ CBCL 11.7589 % 0.861155 %
Tabulka 8.1: Chybovost s´ıteˇ s ekvalizac´ı histogramu
29
Sada Oblicˇeje Neoblicˇeje
CBCL 92.5847 % 0.449667 %
Schneiderman 43.6585 % 0.666016 %
Upravena´ CBCL 25.7905 % 0.436941 %
Tabulka 8.2: Chybovost s´ıteˇ bez ekvalizace histogramu
8.2 Vyhodnocen´ı
Chybovost s´ıteˇ se prˇi tre´nova´n´ı zaznamena´va´ do souboru training-d m y h m s.log. Z ta-
kove´ho logu lze vytvorˇit graf, ktery´ prˇesneˇ zna´zornˇuje tre´nova´n´ı s´ıteˇ. Uka´zka pr˚ubeˇhu
tre´nova´n´ı s´ıteˇ je na obra´zku 8.3. Testova´n´ım bylo proka´zane´, zˇe prˇi tre´nova´n´ı ”neoblicˇej˚u“
byl vy´sledek prˇ´ızniveˇjˇs´ı, pokud se tre´novac´ı vzorky generovaly z obra´zk˚u neobsahuj´ıc´ıch
oblicˇeje.
Obra´zek 8.3: Pr˚ubeˇh tre´nova´n´ı neuronove´ s´ıteˇ
Prˇi lokalizaci hraje velkou roli konecˇna´ fa´ze, kde se vykresluj´ı pouze prˇekry´vaj´ıc´ı se
detekce. V pr˚uchodu obrazem se na jednotlive´ vy´rˇezy aplikuj´ı dveˇ neuronove´ s´ıteˇ. Prvn´ı
je natre´nova´na s aplikac´ı ekvalizace histogramu a druha´ bez fa´ze prˇedzpracova´n´ı. Oblicˇej
se zaznamena´va´ pouze v prˇ´ıpadeˇ shody obou s´ıt´ı, zˇe se na dane´m mı´steˇ oblicˇej nacha´z´ı.
Kv˚uli citlivosti s´ıteˇ se okolo oblicˇej˚u vytvorˇ´ı shluk detekc´ı. Pokud dojde k chybne´ detekci3,
projev´ı se na mı´steˇ pouze jednou nebo dvakra´t. To velmi usnadnˇuje hleda´n´ı chybny´ch
detekc´ı, protozˇe detekce nesplnˇuj´ıc´ı parametry prˇekry´va´n´ı jsou zahozeny. Prˇ´ıklad shluku
detekc´ı ukazuje obra´zek 8.4.
Nen´ı tam ale videˇt chybna´ detekce, ktera´ je zrˇetelna´ na obra´zku 8.5. Chybna´ detekce
tvorˇ´ı take´ maly´ shluk, ovsˇem pouze o cˇetnosti 2. Proto mus´ı by´t parametr pro odstraneˇn´ı
chybny´ch detekc´ı dostatecˇneˇ velky´.
3Chybne´ detekce jsou oznacˇova´ny jako false positive.
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Obra´zek 8.4: Shluk detekc´ı okolo oblicˇeje
Po odstraneˇn´ı detekc´ı, ktere´ nesplnˇuj´ı podmı´nky funkce threshold, obra´zek nabyde
fina´ln´ıho stavu. Ten zobrazuje obra´zek 8.6.
Obra´zek 8.5: Chybna´ detekce
Obra´zek 8.6: Odstraneˇn´ı neprˇekry´vaj´ıc´ıch se detekc´ı s parametry threshold(4,4)
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Mu˚zˇe se take´ sta´t, zˇe v neˇktery´ch cˇa´stech obrazu vytvorˇ´ı neuronova´ s´ıt’ velky´ shluk
detekc´ı. Zde uzˇ nepomu˚zˇe ani odstraneˇn´ı neprˇekry´vaj´ıc´ıch se detekc´ı a i ve vy´sledku se na
sˇpatne´m mı´steˇ detekuje oblicˇej. Prˇ´ıklad takove´ detekce je uka´za´n na obra´zc´ıch 8.7 a 8.8.
Obra´zek 8.7: Prˇ´ıklad sˇpatne´ detekce
Obra´zek 8.8: Po odstraneˇn´ı neprˇekry´vaj´ıc´ıch se detekc´ı
Detekce trvala pr˚umeˇrneˇ okolo jedne´ minuty, v nejhorsˇ´ıch prˇ´ıpadech azˇ sˇest minut.
Dobu detekce ovlivnˇuje obsah a hlavneˇ rozmeˇr obrazu. Na obra´zc´ıch 8.9 jsou uvedeny
r˚uzne´ prˇ´ıklady detekc´ı oblicˇeje, povedene´ i nepovedene´.
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C´ılem bakala´rˇske´ pra´ce bylo sezna´mit se s principy neuronovy´ch s´ıt´ı a sestavit funkcˇn´ı loka-
liza´tor oblicˇej˚u v obraze za pomoci teˇchto s´ıt´ı. Velikou inspiraci poskytla pra´ce H. Rowleyho,
podle jehozˇ na´vrhu byl detektor sestaven.
Nejlepsˇ´ı vy´sledky detekce dosahovala s´ıt’ tre´novana´ na upravene´ sadeˇ CBCL a s fa´z´ı
prˇedzpracova´n´ı obrazu. Du˚vodem zlepsˇen´ı v testovac´ı fa´zi je prˇ´ıtomnost dobrˇe osveˇtleny´ch
ostrˇejˇs´ıch oblicˇej˚u. Tre´nova´n´ı s´ıteˇ trvalo v za´vislosti na inicializovany´ch hodnota´ch vah
a generovany´ch ”neoblicˇej´ıch“ r˚uznou dobu. Nejkratsˇ´ı tre´nova´n´ı zabralo asi dveˇ hodiny, ale
detektor nebyl pouzˇitelny´. Du˚vodem bylo sˇpatne´ nastaven´ı parametr˚u tre´nova´n´ı. Nejdelˇs´ı
tre´nova´n´ı trvalo okolo sˇestna´cti hodin. Nelze ale rˇ´ıct, zˇe cˇ´ım delˇs´ı tre´nova´n´ı, t´ım kvalitneˇjˇs´ı
detektor. Prˇi tre´nova´n´ı bylo vyuzˇito shellovy´ch skript˚u, s´ıteˇ byly tre´nova´ny sekvencˇneˇ za
sebou s r˚uzny´mi parametry a tre´novac´ımi sadami.
C´ıle bakala´rˇske´ pra´ce se podarˇilo dosa´hnout, lokalizace oblicˇej˚u nejsou pochopitelneˇ
stoprocentn´ı. Lokalizace funguje na oblicˇeje nenatocˇene´ a fotografovane´ zeprˇedu, urcˇita´ mala´
tolerance natocˇen´ı tam ale je. Dalˇs´ım rozsˇ´ıˇren´ı te´to pra´ce by mohla by´t detekce invariantn´ı
v˚ucˇi rotac´ım. Da´le by se mohlo zefektivnit hleda´n´ı oblicˇej˚u. Toho by bylo mozˇne´ doc´ılit,
pokud by se prˇi nedetekovane´m oblicˇeji normalizovane´ oke´nko posunulo o v´ıce pixel˚u. Prˇi
kladne´ detekci by se prˇ´ıpadneˇ mohlo o pixel vra´tit, aby bylo okolo oblicˇej˚u co nejv´ıce detekc´ı
za u´cˇelem pozdeˇjˇs´ı aplikace prahova´n´ı.
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• poster.png – plaka´t prezentuj´ıc´ı tuto pra´ci
• program/
– config.cfg – konfiguracˇn´ı soubor pro tre´nova´n´ı, testova´n´ı a uzˇ´ıva´n´ı neuronove´
s´ıteˇ
– doc/ – HTML dokumentace ke zdrojove´mu ko´du generovana´ na´strojem Doxygen
– Doxyfile/ – konfiguracˇn´ı soubor pro generova´n´ı dokumentace Doxygenem
– images/ – adresa´rˇ obsahuj´ıc´ı tre´novac´ı a testovac´ı sady
– include/ – adresa´rˇ se soubory potrˇebny´mi k prˇekladu
– libs/ – adresa´rˇ se zkompilovany´mi knihovnami d˚ulezˇity´mi pro linkova´n´ı
– Makefile – make program prˇelozˇ´ı, make pack vytvorˇ´ı archiv xlibos01-bp.tar.gz
a make clean odmazˇe objektove´ soubory k linkova´n´ı a bina´rn´ı spousˇteˇc´ı soubor
– networks/ – adresa´rˇ s natre´novany´mi neuronovy´mi s´ıteˇmi pouzˇitelny´mi k loka-
lizaci oblicˇej˚u
– README – textovy´ soubor s popisem spousˇteˇn´ı programu a popisem konfiguracˇn´ıho
souboru
– src/ – adresa´rˇ se zdrojovy´mi soubory programu
• report/ – zdrojove´ soubory tohoto dokumentu
– bp.tex – preambule
– cls/ – adresa´rˇ s definic´ı dokumentu
– czechiso.bst – cˇesky´ standard pro citace CˇSN ISO 690
– desky.tex – desky
– detection/ – adresa´rˇ s obra´zky detekce
– fig/ – adresa´rˇ s obra´zky
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– Makefile
– obsah.tex – obsah dokumentu




Program se prˇelozˇ´ı prˇ´ıkazem make. make clean odstran´ı bina´rn´ı a objektove´ soubory a
make pack archivuje soubory do bp-xlibos01.tar.bz2.
• ./localize -test networkName – otestuje s´ıt’ jme´nem networkName na testovac´ı sadeˇ
specifikovane´ v konfiguracˇn´ım souboru
• ./localize -train [trainedNetwork] – tre´nuje s´ıt’ podle parametr˚u nastaveny´ch
v konfiguracˇn´ım souboru, pokud je prˇida´n na´zev s´ıteˇ trainedNetwork, pokracˇuje se
v tre´nova´n´ı te´to s´ıteˇ
• ./localize picture [outputPicture] – hleda´ oblicˇeje v obraze picture a vy´sledek
zobraz´ı, pokud je prˇida´n na´zev outputPicture, je vy´sledek ulozˇen do tohoto souboru





• // – na zacˇa´tku rˇa´dku znacˇ´ı komenta´rˇ
• threshold="x,y" – x je pocˇet pixel˚u, ktere´ se maj´ı prˇi odstraneˇn´ı neprˇekry´vaj´ıc´ıch
detekc´ı od kraje prohleda´vat a y minima´ln´ı pocˇet prˇekryt´ı
• noHistNet="path/to/network" – cesta k neuronove´ s´ıti, ktera´ byla tre´nova´na bez
fa´ze prˇedzpracova´n´ı obrazu
• net="path/to/network" – cesta k neuronove´ s´ıti, ktera´ byla tre´nova´na s fa´z´ı prˇed-
zpracova´n´ı obrazu1
• hist="x" – x je hodnota 1 v prˇ´ıpadeˇ, zˇe prˇi tre´nova´n´ı/testova´n´ı je vyzˇadova´na fa´ze
prˇedzpracova´n´ı obrazu, hodnota 0 pokud vyzˇadova´na nen´ı
• learningRate="x" – x je citlivost nastavova´n´ı vah prˇi tre´nova´n´ı
• momentum="x" – x je citlivost pro dozn´ıva´n´ı tre´nova´n´ı v dalˇs´ı iteraci
• batch="x" – x je pocˇet tva´rˇ´ı a ”netva´rˇ´ı“ v jedne´ tre´novac´ı iteraci, celkem bude v tre´novac´ı
iteraci tedy 2x obra´zk˚u
• globalsize="x" – x je pocˇet veˇtsˇ´ıch minim v tre´nova´n´ı pro zastaven´ı tre´nova´n´ı
• trainfaces="/path/to/dir" – cesta k adresa´rˇi s oblicˇejovou sadou pro tre´nova´n´ı
• trainnonfaces="/path/to/dir" – cesta k adresa´rˇi s ”neoblicˇejovou“ sadou pro tre´nova´n´ı
• testfaces="/path/to/dir" – cesta k adresa´rˇi s oblicˇejovou sadou pro testova´n´ı
• testnonfaces="/path/to/dir" – cesta k adresa´rˇi s ”neoblicˇejovou“ sadou pro tes-
tova´n´ı
1Mus´ı by´t zada´na cesta alesponˇ k jedne´ s´ıti – net nebo noHistNet.
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