• Presents development of a genetic algorithm approach for finding the structure of defect clusters.
Introduction
The structure and stability of defects and defect clusters in crystalline solids control many material properties and affect performance of materials in radiation environments [1] [2] [3] , electronic applications [4, 5] , and under deformation [6, 7] . In order to understand how defects impact material performance, detailed data on both the structure and kinetics of these defects is often needed. However, determining the structure of these defects requires a systematic exploration of the potential energy surface for the system [8, 9] , which is a function of the number and type of atoms in the defect and their locations relative to the surrounding crystal structure.
Techniques, such as random searching [10] [11] [12] [13] , simulated annealing [14] [15] [16] [17] [18] [19] [20] [21] [22] , minima hopping [23] [24] [25] [26] , and basin hopping [27] [28] [29] [30] [31] [32] [33] [34] have been previously applied to the optimization of the global potential energy surface for atomic structures. However, these techniques have only rarely been applied to optimizing small defects clusters [35, 36] and even then they often require many thousands of energy calculations. Furthermore, the scaling of the number of energy calculations required to find an optimal structure with the number of atoms in the defect suggests that larger clusters may require significantly more calculations. Recent applications of genetic algorithms to similar atomic structure determination problems, namely the prediction of isolated atomic clusters [37] [38] [39] [40] [41] [42] , crystals [43] [44] [45] [46] [47] [48] [49] [50] [51] , interfaces [52, 53] , and surfaces [54] [55] [56] have been particularly successful, and may provide some advantages in terms of speed and ability to identify promising structures as compared to other methods. Given the earlier successes, genetic algorithm approaches may provide a powerful tool for identifying defect clusters embedded in a crystalline matrix, but we are not aware of genetic algorithms having been used in this context.
A genetic algorithm optimization of an embedded defect cluster faces additional challenges compared to an isolated cluster optimization due to the need to efficiently include the crystal host while focusing the optimization on the defects. Here we develop a modified genetic algorithm for the optimization of small-to mid-size interstitial and vacancy defects in bulk materials. Our approach can readily be extended to consider general precipitate structures involving arbitrary impurities and structures embedded in a host.
Due to the importance of defects in controlling effects such as swelling, hardening, and rupture in radiation environments, defect clusters in irradiated materials have been studied extensively.
The availability of data on such clusters makes them ideal candidates for testing our new methodology. In particular, we will test our algorithm's ability to replicate previous results and provide new insights into defect clusters in SiC, Fe, and Fe-Cr alloys.
Computational Methods
Genetic algorithms apply the biological notion of the evolution of a population of distinct individuals through time in order to globally optimize a given function. The application of various mating, mutation, and natural selection schemes in the genetic algorithm allows it to efficiently explore a large and complex energy landscape and arrive at a global minimum [37, 44] . In this work, the individuals in the population are the different embedded defect clusters and the function being optimized is the energy. Unlike basin hopping or simulated annealing optimization approaches, genetic algorithms do not rely on the use of the stochastic Metropolis algorithm for determining the relative probability of accepting a new structure during the optimization steps. Instead, genetic algorithms optimize a population of structures, allowing them to explore multiple areas of the potential energy surface while learning from the information obtained in these many calculations to produce new structures. To date, the most effective genetic algorithms for atomic structure optimization rely on the manipulations of the real-space representation of atomic positions and compositions combined with a local relaxation of each structure in the population, as first proposed by Deaven and Ho [34] .
Unlike the optimization of crystal structures or isolated atomic clusters, standard genetic algorithms optimization of the positions and types of all of the atoms in an embedded defect structure results in poor performance, slow convergence, and many unnecessary energy calculations. More fundamentally, a global minimum structure of vacancy and interstitial defects in a crystal is simply a perfect single crystal. However, such a structure is kinetically difficult to achieve in realistic materials and is therefore less interesting for the purposes of understanding the structure of defects in bulk materials. For this reason, we are interested in developing a genetic algorithm method that provides a restricted optimization, finding the stable local defect clusters, but not simply predicting a healed crystal with no defects. In order to provide bounds on the search space and to produce an efficient algorithm, the defect cluster optimization algorithm must allow for sufficient perturbations to the defect structure while preserving the majority of the surrounding material structure. There will therefore be a balance in the algorithm between how much perturbation is allowed to the bulk structure and the algorithm's efficiency and nature of the optimized structure formed. Larger perturbation will produce a more global search for stable defect clusters, but they will be slower and more likely to find an undesirable minimum that removes the defects entirely. With insufficient bounds on the search space, these low energy crystal-like structures will saturate the number of explored structures and reduce the algorithm's ability to identify the defect clusters of interest.
In order to aid in bounding the problem, the atoms in the structure are divided into three subsets as shown in Figure 1 during the optimization. These three subsets define the defects (Set 1), a buffer region around the defects that can be altered during the evolution (Set 2), and a host crystal framework for the defect that stays approximately fixed during the optimization (Set 3).
More specifically, set 1 includes the actual defect, e.g., interstitials, dumbbells, or vacancies.
These defects are identified as atoms that occupy off-lattice sites or that are missing from the crystal. For the systems analyzed in this work, the composition and number of defect atoms added as interstitials for set 1 was explicitly specified. However, the algorithm is capable of analyzing a more open system, although this space of optimization has not yet been explored.
Set two includes atoms surrounding the defect and is based either on the number of nearest neighbors or on the distance from the defect atoms in set 1. The atoms in set 2 are often slightly displaced from their lattice positions due to local strains from the defect and the number of atoms included in this set can be very large or small depending on the system and the type of defect being analyzed. The ideal number of atoms in set 2 depends on the anticipated perturbation to the perfect lattice structure by the presence of a particular type of defect. The definition of the size of set 2 is key to bounding the optimization problem. Setting this size too large will result in long optimizations and the generation of a healed crystal structure with no defects, whereas setting this size too small will bias the algorithm towards searching a small solution space of the total possible configurations and possibly miss stable defect cluster structures. We will discuss below exactly how the size of Set 2 is determined. Set 3 includes those atoms that are farther away from the defect and that can be considered bulk-like atoms that should not shift significantly from their starting locations. When the actual energy calculations for each structure are performed, all three sets of atoms will interact with each other. This allows for some leniency in the definition of these sets.
These sets will change shapes and sizes as the structure adapts through the evolution of the optimization. Comparisons between each newly generated structure and the unperturbed perfect structure allow for the identification of the sets throughout the optimization. Set 1 is generally defined by identifying a defect atom by comparison to a perfect lattice using both positions and species types. In the present work we only need to identify interstitial atoms and identify an atom as an interstitial if it is greater 0.8 Å from any atom in the unperturbed perfect lattice. Set 2 is defined by all the atoms that are within some cutoff, denoted r 2c , of set 1 in the structure being optimized. This cutoff is specified by a simple formula that depends on the number of atoms in set 1 and lattice parameter. It is set in the initial first step of the genetic algorithm and held constant throughout the simulation. The formula for r 2c is given for each case in line 4 of Table   1 . The formulas are based on the following logic. First, r 2c is assumed to scale with the lattice parameter a so that a simple scaling of the lattice does not alter the size of set 2. Second r 2c is assumed to scale as n 1/3 (where n is the size of set 1) as this will approximately scale the cutoff in proportion to the linear dimensions of set 1. We found that simple setting r 2c = !/! • worked quite well for about half our cases. For the difficult to converge cases of the Laves phases discussed later, we found that a larger r 2c value was needed. While there are many possible ways to increase the cutoff we arbitrarily chose to increase the scaling with n to be n 2/3 . We note that many other choices for these larger r 2c values might work equally well or even better. Once these sets have been defined for each individual (structure) in the population, the mating and mutations of the structure can be applied specifically to sets 1 and 2. This procedure allows for a targeted evolution of the defect structure while minimizing the impact of the evolution on the surrounding lattice. There are a few methods for generating the initial defect structures depending on how much one wants to bias the algorithm to search particular configurations. The basic method involves the random generation of only the atoms in set 1. For instance, if the optimization case was targeting a five-interstitial structure, then five interstitial atoms of the desired composition would be generated at random positions within a user-defined region. Alternatively, one could also generate various arrangements such as five randomly oriented dumbbells in order to reduce the number of calculations if the defect structures are known to prefer dumbbell arrangements.
While the specific defects examined in this work were constrained to have a fixed number of interstitials (and in some cases a fixed composition of interstitials), the algorithm does have the potential to search configurations with variable number and composition of the atoms in the defect. The most robust method for generating individual defect structures to search the widest number of configurations is to randomly generate the atoms in set 1 and set 2. This generation method is particularly suited for optimizing structures that may result in large deformations to the local lattice structure as it increases the likelihood that such highly deformed structures will be found and survive given a limited population size.
The defect optimization algorithm utilizes a variation on the cut and splice mating crossover procedure proposed by Deaven and Ho [34] for the optimization of clusters. In this operation, the atoms in set 1 are treated as a cluster and the maximum and minimum x, y, and z coordinates of all the atoms in the set define a spatial region bounding the set 1. Then a random point and a randomly oriented plane passing through this point are chosen within the bounding region. If this plane divides the cluster into two sets of atoms it is used for the next step, and if not another plane is selected. The final selected plane is then used to perform the cut and splice mating crossover procedure. Through these crossovers, the number of defected atoms and typically the overall composition of the system are maintained. Cut and splice operations that do not maintain these conditions are simply not executed and another cut and splice attempt is made until one that does maintain the desired properties is obtained. For each generation, only a fraction of the population will undergo these mating procedures with the pairs of structures selected using a tournament selection scheme as described in [37] .
After the crossovers, a small fraction of the population undergoes mutations. Several different types of mutations (with varying complexity) can be applied to the structure. The simplest mutations consist of random movements of atoms, random rotations of a subset of atoms, and random permutations of atom types within a structure. Additionally, the algorithm allows for the use of more complicated mutations that borrow from other optimization techniques in order to make it more effective. Possible mutations include rapid molecular dynamics quenches of the defected structure and short basin hopping minimizations. Examples of the use of these mutation methods will be discussed for some of the systems analyzed in this work.
After the crossovers and mutations, the new defect structure is re-embedded in the perfect bulk structure (atoms from set 3) and all of the atoms are locally relaxed at fixed volume using a conjugate gradient relaxation or a molecular dynamics quench. Quenching can be used either as a mutation and applied only to randomly selected structures throughout the optimization, or as a local optimizer and applied to all of the structures in the optimization. The effectiveness of the quench in either context depends on the system being optimized. The number of calculations required by the algorithm is significantly reduced by the use of a local optimizer as it reduces the reliance on the genetic algorithm to identify local minima, which is rather inefficient. The reader is referred to [34] for a full description of the importance of this local optimizer. These atomistic simulations are carried out by interfacing our algorithm with the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) [58] molecular dynamics code.
Once all the individuals in a population have been locally minimized and their energies have been evaluated, a selection scheme is used to determine which individuals will survive to the next generation. As with crystal optimization problems, the embedded defect algorithm will suffer from a reduction in the diversity of the population as structures locally relax into equivalent or similar structures. In order to overcome this problem and maintain the diversity of the population, we use a combination of the energy predator and the fixed uniform selection scheme (FUSS) as described in Ref. [59] . The energy predator assumes that configurations with energies that are within a certain tolerance of each other are structurally similar and can therefore be removed from the population. Iteration of the mating and mutation schemes acting on the population through several generations lead to identification of the best guess of the global minimum defect structure, as well as other closely competitive defect structures.
The genetic algorithm optimization is viewed as converged and terminated after no new lower energy structures have been identified for some number of generations, n conv . For this work we chose n conv = 50 generations, however, the user can set the exact number of generations and there is no set standard for all types systems for the optimal value of n conv . As n conv can be set to various values the total number of steps required to reach convergence is not an intrinsic value of the algorithm and therefore we do not use it in our assessment of the algorithms calculation requirements. Instead we focus on the number of calculations required to first identify what we believe to be the ground state, which is determined to be the ground state by running to full convergence including the final n conv steps. In other words, only the number of calculations required to first identify the minimum energy structure is presented, not any additional steps taken to assure that the structure is in fact the minimum energy structure. We further note that despite our best efforts, we cannot be sure that the lowest energy structures found here are in fact the true ground state structures for our given potentials and optimization constraints. However, to avoid constantly qualifying our reference to these states, we will refer to what we have predicted with our fully converged algorithm as the lowest energy structures as simply the "ground state structures", and the reader should keep in mind that further research could at some point yield more stable structures.
There are some additional important limitations to the genetic algorithm optimization technique presented here. First, the genetic algorithm does not account for any possible kinetic barriers to forming a specific defect. While a structure may have a low energy, diffusion processes and energies of intermediate steps may prevent the structure from occurring experimentally.
Additionally, the present genetic algorithm optimizes only the potential energy of a structure and all of the calculations are performed at zero kelvin (0K). Nature, of course, will optimize to form defects with the lowest free energy. If thermal excitations significantly alter which defects are stable, then these finite temperature effects will not be represented. While the genetic algorithm could in theory be expanded to optimize free energies if they can be practically calculated (e.g., by including vibrational free energy contributions), no efforts in this direction have been pursued
here. We also note that our predictions are subject to any inaccuracies in the Hamiltonian (e.g.
due to the use of interatomic potentials rather than more accurate ab initio methods). Finally, we reiterate that in general, a genetic algorithm cannot guarantee that a structure is a global minimum, especially in our case as the results can depend on the constraints applied to the search space by limiting the size of the atoms in sets 1 and 2. However, a genetic algorithm can provide new insights into low energy structures and in practice finds the desired minima for the cases considered here.
The genetic algorithm for defect structure optimization described here is implemented in the Environment [61] in python. When using the StructOpt code, please cite the references given in the MAST citation file, which is generated automatically when MAST is run. The optimizations presented in the following sections were conducted mostly using the default parameters in StructOpt. The important parameters or those that differed from the default values given in Table 1 are described in detail when the related optimization is discussed below. It should be noted that these parameters were not formally optimized for best performance but rather are the result of trial and error. Full example input files for the optimizations described here can be found in the Supplemental Material of this publication. Please refer to the StructOpt documentation (also available at https://pypi.python.org/pypi/MAST) for more detailed explanations of the code features and default parameters. Formula for size of set 2 cutoff (r 2c ) n=# of atoms in set1 a = lattice parameter 
SiC Interstitial Clusters
Understanding defects in SiC is important because of the use of this material in semiconductor electronics, where defects can degrade device performance, as well as its potential use in radiation environments (e.g., in TRISO nuclear fuels [62] ) where irradiation creates defects that can alter mechanical and structural properties. In order to test the performance of the algorithm in a periodic ceramic structure, the genetic algorithm was used to analyze carbon interstitials in β-SiC. An exhaustive analysis of stable defect cluster configurations consisting of 1 to 6 interstitials have been previously reported by [35, 36] , who used the basin hopping and simulated annealing optimization techniques. These published structures can be used for comparison to the calculations of carbon defects up to about four interstitials [63] . Additional investigations of SiC defects can be found in Refs. [64] [65] [66] [67] [68] [69] [70] [71] . We note that Jiang et al. intentionally constrained their search to yield structures with only C interstitials. Therefore, in order to match the results from Jiang et al. [35, 36] and to test the performance of our algorithm, we, too, constrain our to structures with C interstitials. To impose such constraints, we bias the algorithm towards searching a solution space where Si atoms were constrained to remain on lattice sites. This constraint was necessary to avoid finding structures with significant Si interstitial content, as these occurred in unconstrained optimizations even when starting from only excess C interstitials. The on-lattice constraint for Si was forced by introducing a fitness penalty of 50 eV/Si for individuals with interstitial Si atoms. The Si atom is considered an interstitial if it is displaced from a lattice site by more than 0.5 Å. Additionally, it was found that because of the existence of many local minima in the EDIP potential, the use of quench mutations in identifying the stable configurations in SiC was essential. The parameters used for the SiC optimizations are given in Table 1 .
SiC Results
The low energy configurations and formation energies for up to 6 carbon interstitials in SiC identified by the genetic algorithm are shown in Figure 2 and their energies summarized in Figure 3 . The energies are given per an interstitial and are relative to the energy of the perfect cubic SiC structure (lattice parameter = 4.364 Å). The small-scale structures show good agreement with the structures identified in previous work [35, 36] using the EDIP potential. For instance, the algorithm correctly identifies the low energy bond-center positions between Si and C atoms of the di-interstitial, the tri-interstitial triangular ring, as well as the split-interstitial tetra-interstitial structure and hexa-interstitial structure identified in previous studies [35, 36, 63, 65, 69] . However, for the penta-interstitial case, the carbon atoms begin to form a small three-dimensional pentagonal ring. This structure has not been shown in previous studies and has a slightly lower energy than the most stable structure previously identified with the EDIP potential in [36] . Specifically, the 5 carbon interstitial cluster identified by the genetic algorithm has a formation energy of 2.74 eV/int whereas the defect identified in [36] is a chain-like arrangement of carbon dumbbells and has a formation energy of 2.75 eV/int. The successful identification of C interstitial cluster structures equivalent to, or even slightly more stable than, those found for the same EDIP potential in previous work [35, 36] demonstrates the ability of the genetic algorithm to thoroughly explore the potential energy landscape. The structures and their formation energies are shown in Figure 3 . We note that the stability of these defect structures using more accurate density functional theory (DFT) calculations is unconfirmed, and specifically the 5 interstitial case may not be more stable than that identified by Jiang, et al. Figure 4 is the performance of a simple basin hopping optimization similar to that used in [36] for the 3 and 5 interstitial cases. The data shows the number of calculations required to identify the structures shown in Figure 2 for different starting configurations of carbon dumbbells and random number seeds. It can be seen that some of the basin hopping algorithm runs were able to outperform the genetic algorithm for defect structures while others were significantly worse. A more tuned basin hopping algorithm may be able to more consistently outperform the genetic algorithm, so this cannot be taken as proof that the genetic algorithm is clearly better or worse than the basin hopping approach. However, the genetic algorithm did yield somewhat more stable clusters not found in basin hopping searches and did so with a relatively minor amount of computation (the total time for 2000 steps is approximately 35 hours on one state of the art compute core). It should be noted that, similar to the basin hopping method, the number of generations required to identify the minimum energy structure fluctuates between different optimizations, especially if the optimization relies more heavily on the use of mutations to identify the ground state structure. The data shown in Figure 4 represents the number of generations to first find the stable carbon cluster ground states we have identified. However, in the usual case where the ground state is not known, more calculations are required to ensure that the algorithm has fully searched the potential energy space and that the identified structure is truly the ground state structure. As described above in the methods section, we typically require a structure remain as the ground state for 50 generations before terminating the optimization. 
Fe Interstitial Clusters
Small and mid-scale defect clusters in BCC-Fe have been thoroughly studied using a variety of techniques due to the widespread use of Fe and Fe-based alloys in radiation environments for nuclear reactors [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] . From these studies, two general types of stable structures for Fe selfinterstitial atoms have been identified. The two structures correspond to what are essentially configurations of mostly parallel interstitial dumbbells embedded in the BCC lattice (which we will refer to as "BCC-like" structures as they are primarily defects within a BCC host) and C15 Laves phase structures [76] . Therefore, these clusters provide an interesting test case for evaluating the performance and flexibility of the genetic algorithm for defects. The Fe defect clusters in this analysis were evaluated using the Ackland-Mendelev embedded atom potential 
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Basin Hopping [84] that has been shown to provide good agreement to DFT results for small-scale selfinterstitial atom defect clusters in Fe [75] . However, as with the other studies in this work, no validation or comparison to DFT results has been done here.
The parameters shown in Table 1 under the Fe column were used to optimize within the search space of the BCC-like structures, which largely maintain the structure of the BCC host even within the defect cluster. However, in order to explore the Laves phase structure for Fe selfinterstitials three types of adjustments were needed to the parameters used in the BCC-like structure search. These altered parameters are given in the Table 1 under the Fe Laves column.
First, the choice for the sizes of each of the three atom sets must be carefully considered. For the previous example of carbon interstitials in SiC, it was unlikely that many of the lattice atoms would be disturbed by the small size of interstitials considered. However, for the problem of self-interstitial Laves phases in Fe, many lattice site atoms can potentially be displaced, as even two interstitials in the Laves phase structure would result in an additional 12 displaced lattice atoms. In addition to the atom set size parameters, the method of defect structure generation also needed to be changed. For structures that may result in large perturbations to the host lattice, such as the Laves phase structures, initializing the population with atoms in set 1 and set 2 randomized can result in an increased likelihood of identifying low energy structures.
Initializing the population with these randomized structures is more effective than relying on random mutations and crossovers to produce more lattice displaced structures because of the difficulty in maintaining the diversity of the population in a genetic algorithm and the potentially high energy nature of the transition structures between the dominantly BCC structure and the optimal Laves structure. A third alteration to the parameters to assist in the identification of defects with increased amounts of off lattice site atoms is to increase the concentration of defects in the simulated periodic cell by decreasing the supercell size or number of atoms in set 3 (the bulk region). While the detailed mechanism of why decreasing the number of BCC structure atoms in set 3 improves the algorithms performance is not clear, it is likely that this improvement is due to the ability for the defect to interact with its mirror images through strain.
Fe Results
The genetic algorithm predictions for the low energy structures for 1-10 self-interstitial atoms in Fe and their corresponding formation energies are shown in Figure 5 for the parallel arrangements and Figure 6 for the Laves phase structures, and the formation energy data is summarized in Figure 7 . The energies are given per an interstitial and are relative to the perfect BCC Fe structure (lattice parameter = 2.855 Å, as given by volume optimization with the Ackland-Mendelev potential). The algorithm was able to identify the same ground state defect structures in Fe that had been reported in previous studies on self-interstitial clusters [76, 77] carried out using the same potential. It should be noted that other potentials and DFT methods show that the ground state for the three-interstitial case is also a Laves structure. However, the inability for the genetic algorithm to predict this structure is a limitation in the potential not an issue with the genetic algorithm. Additionally, the Ackland-Mendelev potential used in this study only weakly stabilizes the Laves phase structures over competing BCC-like structures compared to other potentials and DFT. With the potential used in [76] and DFT methods, the C15 structures are far more stable than shown here in Figure 7 The performance of the algorithm is summarized in Figure 8 . Plotted here is the average number of calculations required to identify the minimum energy structure from five independent optimizations for the BCC-like structures and three optimizations for the Laves structures as well as the standard deviation of the results. From the figure, it can be seen that the algorithm identifies the stable configuration for small clusters of size 1-3 within 1-2 generations while larger clusters require between 10-20 generations to identify the proposed global minimum for BCC-like structures. Figure 8 also demonstrates the added computational cost for identifying the Laves structures. This result is consistent with the larger solution space the genetic algorithm must search in order to identify structures with more highly disturbed lattice atoms. The algorithm is able to identify the proposed minimum energy structure for up to 10 self-interstitial 
Fe-Cr Interstitial Clusters
As Fe-Cr alloys form the basis for many steels used or being considered for nuclear reactors, the understanding of defect motion and structure in these metals has been a focus of many studies.
Fe-Cr alloy interstitials with varying Cr concentrations have been analyzed previously for monointerstitials using set of predetermined configurations [85] . For consistency with these analyses, we use the modified concentration-dependent embedded atom method (CDEAM) potential version 2 developed by Stukowski and Caro [86] to evaluate the energies of the defects. While is achievable in theory, we found that the algorithm was very slow to converge and the majority of the calculations were spent on rearranging Cr positions on the lattice rather than identifying the defect structure of interest. In order to direct the algorithm towards the atoms and composition of the defect structure, the interstitial atoms were introduced in a pure BCC Fe crystal and between 1 and 5 Cr atoms were randomly placed within sets 1 and 2, which are described in the section 2. As the population evolved, we constrained the Cr atoms to remain within sets 1 or 2 with no compositional swapping with set 3. If a Cr atom was found outside of set 1 or 2 due to the evolution of the structure, the Fe atom in sets 1 or 2 that was nearest to the Cr atom was swapped with the Cr. Sets 1 and 2 combined contain roughly 100 atoms as opposed to the 1000 atoms or more available in set 3, thus greatly reducing the search space for the algorithm. In order to further improve the performance of the algorithm in identifying Cr location, a basin hopping permutation mutation was also used. This mutation employs a short 20-step basin hopping algorithm to alter the Cr positions in sets 1 and 2.
Fe-Cr Results
The lowest energy structures produced by the genetic algorithm for 1-5 interstitial atoms with 1-5 local Cr atoms are shown in Figure 9 and are summarized in Figure 10 . The energies are given per interstitial and are calculated from the following equation
where E d is the energy of the defected structure, n is the number of atoms of a given type, and μ is the cohesive energy per atom of BCC Fe and BCC Cr.
In general we find that Cr rarely enters the defects to form mixed dumbbells, and then only up to Figure 10 , it can be seen that the presence of Cr atoms tends to stabilize the defect clusters and reduce the formation energy of the defect. While the structures shown in Figure 9 are the lowest energy embedded defects identified with the genetic algorithm for the CDEAM potential, limitations of the potential mean that these interstitial structures may not be the most stable structures predicted with more accurate Hamiltonians (e.g., ab initio methods) or be the most stable structures for real Fe-Cr alloys. Furthermore, the ability of these embedded clusters to form in nature will depend on kinetic factors and the availability of Cr atoms.
However, the range of structures identified by the algorithm and the discovery of highly stable complex non-parallel clusters for even small numbers of defects demonstrates the algorithm's ability to search a wide range of configurations. The performance of the algorithm in the optimization of the Fe-Cr embedded defects is shown in Figure 11 . It can be seen that there is an increase in the number of required calculations as the number of Cr atoms in the defect increases. The cause of this increase can be linked to the fact that the movement of Cr atoms between lattice sites is best controlled through permutation mutations. Therefore, the Fe-Cr simulations are more heavily reliant on mutations than the Fe or SiC simulations. It is possible that the performance of the algorithm can be improved by either increasing the probability of a permutation mutation to occur or by further reducing the number of atoms in set 2 and the number of sites accessible to the Cr atoms. 
Discussion
The modified genetic algorithm proposed in this work for the optimization of defects in crystalline materials is shown to be effective in identifying low energy stable interstitial configurations by comparison to results of previous searches with different methods. The algorithm can be applied to a variety of systems and defects of various sizes. The number of calculations required to find the stable ground states does not appear to increase significantly as the number of defects increases, at least within the range of defect cluster sizes studied here (up to 5-10 interstitials). The search space of the algorithm is tunable and capable of identifying both compositionally and structurally variant defects through the control of fitness-based biases as well as the atoms used in the mutations and crossovers. Reducing the search space in this way allowed the algorithm to identify the stable arrangements of small numbers of carbon interstitials in SiC, either as effectively or better than previous optimizations. The algorithm also found very areas of the search space. We therefore find that with some modifications to the algorithm, such as seeding the population and tuning parameters to be more system specific, the approach can be applied to systems with large lattice atom distortions, small lattice atom distortions, and varying composition.
While the structures shown in this current study are limited by the reliability of the potentials used for each system, the performance of the algorithm demonstrates that the minimum energy structures can typically be identified within approximately 10,000 local energy relaxation calculations (either conjugate gradient or quenched molecular dynamics) for structures with relatively larger lattice atom distortions among the sets considered here. This performance improves for structures with relatively smaller lattice atom distortions among the sets considered here, which require approximately 5,000 calculations. This scale of calculations is quite trivial for interatomic potentials and, while very large, is presently (or will soon be) achievable for more accurate Hamiltonians such as Density Functional Theory (DFT), provided the unit cell sizes can be kept tractable. DFT-based genetic algorithms have already been used in the optimization of other types of atomic structures [93] . Furthermore, a reduction in the number of required calculations may be achieved by seeding the population with previously identified minima defect structures (e.g., the starting structures for a (n)-interstitial calculation could be initiated from optimized (n-1)-interstitial structures with one extra interstitial added), as opposed to the random initial population presented in this study. Additional improvements in the efficiency of the genetic algorithm may be possible by replacing the simple energy-based predator used in this implementation with predators based on structural features, such as crystal fingerprints similar to those used in crystal structure genetic algorithm optimizations [45, 46] , in order to prevent the re-evaluation of structurally similar defects. Overall, the genetic algorithm optimization technique presented in this study appears to be a powerful method for identifying defect clusters using a range of Hamiltonians. 
