In this paper, we use the Weil-Petersson gradient flow for renormalized volume to study the space CC(N; S, X) of convex cocompact hyperbolic structures on the relatively acylindrical 3-manifold (N; S). Among the cases of interest are the deformation space of an acylindrical manifold and the Bers slice of quasi-Fuchsian space associated to a fixed surface. To treat the possibility of degeneration along flow-lines to peripherally cusped structures, we introduce a surgery procedure to yield a surgered gradient flow that limits to the unique structure M geod ∈ CC(N; S, X) with totally geodesic convex core boundary facing S. Analyzing the geometry of structures along a flow line, we show that if V R (M) is the renormalized volume of M, then V R (M) −V R (M geod ) is bounded below by a linear function of the Weil-Petersson distance d WP (∂ c M, ∂ c M geod ), with constants depending only on the topology of S. The surgered flow gives a unified approach to a number of problems in the study of hyperbolic 3-manifolds, providing new proofs and generalizations of well-known theorems such as Storm's result that M geod has minimal volume for N acylindrical and the second author's result comparing convex core volume and Weil-Petersson distance for quasifuchsian manifolds. * M. Bridgeman
Introduction
In the study of closed 3-dimensional hyperbolic manifolds, Mostow's rigidity theory allows for the hyperbolic volume to serve as a measure of topological complexity. When a hyperbolic 3-manifold M admits a compact convex submanifold, the volume of the smallest such submanifold plays a similar role, leading to connections to the Teichmüller theory of the associated surfaces at infinity.
For such M (or more generally conformally compact Einstein manifolds), work of Graham and Witten ([GW] ) in physics led to an alternative notion of renormalized volume. From a mathematical perspective this concept has been elaborated in a series of papers (see [TT, ZT, KS1, KS2] ) of Takhtajan, Zograf, Teo, Krasnov, and Schlenker. The renormalized volume V R (M) of M connects many analytic notions from the deformation theory to the geometry of M and is closely related to classical objects such as the convex core volume V C (M) and the Weil-Petersson geometry of Teichmüller space.
If N is a compact 3-manifold admitting a complete hyperbolic structure of finite volume, the renormalized volume gives an analytic function V R : CC(N) → R where CC(N) is the deformation space of convex co-compact structures on N. We will give a precise definition of V R later in the paper, but knowledge of its basic properties will be largely sufficient for our purposes. In particular, the differential dV R on CC(N) is described in terms of the classical Schwarzian derivative and can be used as a definition of V R .
A convex co-compact structure M ∈ CC(N) is naturally compactified by a complex projective structure on ∂ N. The underlying conformal structure is the conformal boundary ∂ c M of M. The Schwarzian derivative associated to the projective structure determines a holomorphic quadratic differential φ M ∈ Q(∂ c M). The utility of the renormalized volume function lies in a particularly clean formula for its derivative, first shown by Takhtajan-Zograf ([ZT] ) and Takhtajan-Teo ([TT] ). A new proof was given by Lemma 8.5] ) using methods that are more closely aligned with the present work. To state the result, we recall that CC(N) is (locally) parameterized by Teich(∂ N) and the cotangent space at ∂ c M is parameterized by Q(∂ c M). We then have:
Theorem 1.1 ( [ZT, TT, KS2] ) Let µ be an infinitesimal Beltrami differential on ∂ c M. Then
By integrating this formula along a Weil-Petersson geodesic and applying the classical Kraus-Nehari bound on the L ∞ -norm of φ M , Schlenker ([Sch, Theorem 1.2]) obtained the following for the quasifuchsian structure Q(X,Y ) on N = S × [0, 1] with conformal boundary X ⊔Y : V R (Q(X,Y )) ≤ 3 π 2 |χ(S)|d WP (X,Y ).
Furthermore, Schlenker showed that for quasifuchsian manifolds the renormalized volume and the volume of the convex core are boundedly related. A more refined version (see [BBB, Theorems 2.16 and 3.7] ) is, V C (Q(X,Y )) − 6π|χ(S)| ≤ V R (Q(X,Y )) ≤ V C (Q(X,Y )).
Combined, these gave a new proof of an upper bound on the volume the convex core of Q(X,Y ) in terms of d WP (X,Y ) originally due to the second author ( [Br] ). Here, the variational formula (Theorem 1.1) will be our jumping off point to study the Weil-Petersson gradient flow of V R . It will be useful to restrict V R to certain subspaces of the space of convex co-compact structures CC(N). In particular, let (N; S) be a pair where N is a compact hyperbolizable 3-manifold and S ⊆ ∂ N is a collection of components of the boundary. Then CC(N; S, X) ⊆ CC(N) is the space of convex co-compact hyperbolic structures on N where the conformal boundary on the complement of S is the fixed conformal structure X. The pair (N; S) is relatively incompressible if the inclusion S ֒→ N is π 1 -injective and relatively acylindrical if there are no essential cylinders with boundary in S. Note that the second condition implies the first.
In this paper our focus will be when (N; S) is relatively acylindrical. The cases of greatest interest are 1) when S = ∂ N and N itself is acylindrical and 2) when N = S × [0, 1] and CC(N; S × {1}, X) is a Bers slice of the space of quasifuchsian structures. One important feature of relatively acylindrical pairs is that the deformation space CC(N; S, X) has a unique hyperbolic structure M geod where the components of the convex core facing S are totally geodesic. The main application of our study of the gradient flow is the following:
Theorem A Let CC(N, S; X) be a relatively acylindrical deformation space. There exists A(S), depending only on the topology of S, and a universal constant δ such that
For a Bers slice CC(N; S × {1}, X), we have M geod = Q(X, X) and both the convex core and renormalized volume of this Fuchsian manifold are zero. Applying the above comparison between renormalized volume and convex core volume we obtain:
Theorem B Let S be a closed surface of genus g ≥ 2. Then
Schlenker's argument in the quasifuchsian case also applies to relatively acylindrical manifolds so we have for any M and M ′ in CC(N; S, X) then
If we let M geod = M ′ then we get an upper bound on the expression in Theorem A. The comparison between renormalized volume and convex core volume also extends to acylindrical manifolds (or any manifold with incompressible boundary).
Theorem C Let N be a hyperbolizable, acylindrical 3-manifold. Then
where A and δ are as in Theorem A.
Remark. We note that the constants in Theorem C depend only on the topology of ∂ N. While we expect the second author's original method combined with Thurston's compactness theorem for hyperbolic structures on acylindrical manifolds should also produce a similar bound, the constants in such an approach would depend on the topology of N, due to the application of Thurston's result. The approach taken here is thus not only more direct but produces a stronger result. In particular, Thurston's compactness theorem implies that the convex core of M geod has a bi-Lipschitz embedding into any complete hyperbolic structure on N where the bi-Lipschitz constants only depend on N. It is natural to conjecture that these bi-Lipschitz constants only depend on ∂ N; Theorem C can be taken as some evidence for this conjecture. We note that a positive resolution of this conjecture would also imply Minsky's conjecture that the diameter of the skinning map is bounded by constants only depending on the ∂ N.
The Weil-Petersson gradient flow of renormalized volume
One of the main purposes of this paper is to develop the structure theory of the gradient flow V for renormalized volume V R . From this development, the above results will follow directly. We show that flow provides a powerful new tool to investigate the internal geometry of ends of hyperbolic 3-manifolds.
To give a basic outline of the main ideas of the paper, we'll begin with a general discussion of gradient flows which we will then apply to the gradient of renormalized volume. Let f be a smooth function on a non-compact Riemannian manifold X and assume (a) f is bounded below;
(b) the gradient flow of f is defined for all time;
(c) ∇ f ≤ C;
(d) f has a unique critical pointx;
By integrating ∇ f along a distance minimizing path between points x and x ′ we immediately see that (c) 
Clearly, we cannot expect a similar lower bound to hold as the level sets of f may have infinite diameter. Instead, we obtain lower bounds when x ′ =x, the unique critical point. In particular, let x t be a flow line of −∇ f with x = x 0 . We then have
By (a), lim a→∞ f (x a ) exists so as a → ∞, the improper integral is convergent. Therefore there will be an increasing sequence of t i with ∇ f (t i ) → 0 so, by (e), the flow line x t will accumulate on x. Fix some ε > 0 with corresponding A > 0 as in (e) and let I δ ⊂ [0, ∞) be those values t where d(x t ,x) > ε. The for t ∈ I ε we have ∇ f (x t ) ≥ A and the length of the path x t restricted to I ε will be at least d(x,x) − ε. Therefore
which gives the desired linear lower bound.
Unfortunately, when we replace f with the renormalized volume function V R , property (e) will not hold (but the others will). To mimic what happens in our generic setting, we letX be the metric completion of our Riemannian manifold X and G ⊂X a subset. We replace (e) with the following three properties:
(e-2) there exists an N > 0 such that in any subset of G with more than N elements there are at least two that a distance δ 0 apart;
(e-3) for every x 0 ∈ G there is a path x t starting at x 0 with x t ∈ X for t > 0 and t → f (x t ) strictly decreasing.
While the overall structure of the argument will remain the same, some modifications are necessary. First, we need to construct a surgered flow x t where
• the function t → f (t) is decreasing;
• outside of the ε-neighborhood of G , x t is the gradient flow;
To construct x t we start the gradient flow at x. If it limits tox (as we conjecture it will for renormalized volume) then we are done. If not, we limit to some other point in G . We reparameterize so that this happens in finite time and then use (3) to restart the flow. If this converges tox we stop; if not we repeat. The first three bullets follow directly from this construction. As before we fix an ε and A as in (e-1) and let
is the length of the path x [0,a] restricted to I ε (a) then the above argument gives
A simple geometric argument, using (e-2), shows that L ε (a) grows linearly in both the number of points of G that x t passes through and in the distance d(x, x a ). In particular, if x t passes through infinitely many points in G then L ε (a) → ∞ as a → ∞ so f (a) → −∞, contradicting (a). Therefore x t only passes through finitely many points in G which implies that the surgered flow converges to the critical point. Therefore if we take the limit of the above inequality we have
and as L ε (∞) is bounded below by a linear function of d(x,x) we have our bound.
We now apply this discussion to the renormalized volume function V R on a relatively acylindrical deformation space CC(N; S, X). Properties (a)-(d) are already known so we will focus on (e-1)-(e-3). In particular, we need to understand when ∇V R is small. By Theorem 1.1, along with standard results in Teichmüller theory, we have that the Weil-Petersson gradient of V R is given by the harmonic Beltrami differential
where φ M is the Schwarzian and ρ M is the area form for the hyperbolic metric on ∂ c M. The norm of ∇V R is then the L 2 -norm of φ M . This L 2 -norm is zero exactly when the component of the boundary of the convex core facing S is totally geodesic. In a relatively acylindrical deformation space there is exactly one such manifold (which is why (d) holds) and one might hope that when φ M 2 is small we are near this critical point. If this were so (e) would hold. Unfortunately, it does not. While φ M 2 being small will imply that M is near a hyperbolic manifold whose convex core boundary (facing S) is totally geodesic, this manifold may have rank one cusps.
To state this more precisely, if GF(N; S, X) is the space of geometrically finite hyperbolic structures on (N; S, X), then the map M → ∂ c M is a bijection from GF(N; S, X) to the Weil-Petersson metric completion Teich(S) of Teichmüller space where points in the completion are noded hyperbolic structures on S. Nodes in the conformal boundary correspond to rank one cusps in the hyperbolic 3-manifold. The triple (N; S, X) determines a subset G (N; S, X) of Teich(S) where the corresponding hyperbolic structures have totally geodesic boundary facing S. With G = G (N; S, X) defined we can briefly describe how we will verify (e-1)-(e-3).
Property (e-1) is the following theorem and its proof will occupy much of the paper:
Property (e-2) follows from Wolpert's strata separation theorem (Theorem 2.2). For a noded surface Y ∈ ∂ Teich(S), we denote the family of curves given by the nodes by τ Y . Then Wolpert's strata separation theorem implies there is a universal
where n(S) is the maximal number of disjoint simple closed curves on S as any collection of greater than N noded surfaces in ∂ Teich(S) contains two that have intersecting nodes.
Finally Property (e-3) follows by unbending the nodes by decreasing the bending angle from π along the nodes to some angle θ < π. Such a deformation was constructed by ). Using the variational formula for V R it can be easily shown that V R decreases along this path (see Proposition 5.2) as required.
Constants
A striking feature of Schlenker's proof of the second author's upper bounds for volume is that the constants are very explicit. Unfortunately we don't have the same control of constants in our lower bounds as there is one place in the proof, the use of McMullen's contraction theorem for the skinning map, that we can't control the constants. If we assume, optimistically, that the contraction constant doesn't depend on the manifold then we can at least understand the asymptotics. With this assumption the multiplicative constant in our lower bound will decay exponentially with exponent of order g 2 , where g is the genus. On the other hand, the additive constants will decay to zero even without controlling the contraction constant. This should be compared to work of Aougab-Taylor-Webb ( [ATW] ) who produced an effective lower bound in the quasifuchsian case via Brock's combinatorial methods. Their multiplicative constants decays exponentially with exponent of order g log g which is better than ours but their additive constant grows, also of order g log g, rather than decays.
Questions and Conjectures
A central feature of the surgered gradient flow of −V R on a relatively acylindrical deformation space is that it converges to the unique structure whose convex core has totally geodesic boundary.
While in this paper we will focus on relatively acylindrical deformation spaces, the gradient flow is defined on the deformation space of any hyperbolizable 3-manifold as is a surgered flow. We conjecture:
Conjecture 1.2 The surgered gradient flow either converges to a hyperbolic structure whose convex core has totally geodesic boundary or it finds an obstruction to the existence of such a structure. More concretely either • N is acylindrical and M t → M geod or • there is an essential annulus or compressible disk whose boundary has small length in ∂ c M t for some t.
In fact we expect that the surgeries aren't necessary. Here is a more concrete conjecture when the manifold has incompressible boundary. See Thurston's paper [Th] for the definition of the window of a hyperbolic 3-manifold with incompressible boundary.
In effect, the renormalized volume gradient flow realizes the geometric decomposition of the manifold into pieces by pinching cylinders corresponding to the window boundary, cutting the convex core of the manifold into pared acylindrical pieces with totally geodesic boundary and Fuchsian "windows."
Other questions relate to the internal geometric structure of convex cocompact ends and how the flow relates to their internal structure. To avoid technicalities, for the remainder of this section we will assume that our manifolds are acylindrical.
Let C (M, L) the collection of simple closed curves on ∂ M that have geodesic length ≤ L in M and let F (M, L) the collection of simple closed curves on ∂ M that have length ≤ L on some ∂ c M t where M t is the gradient flow starting at M. Question 1.4 Given L > 0 does there exist an L ′ > 0 such that
A stronger version of this question is the following.
Question 1.5 Does the flow give a continuous family of bi-Lipschitz embeddings into the initial manifold? In other words, for s < t does the convex core of M t embed in the convex core of M s in a bi-Lipschitz manner?
Note that a positive answer to this question would have applications. First, it would imply Thurston's compactness theorem for deformation spaces of acylindrical manifolds. A suitable generalization of this conjecture to the general incompressible case would also imply Thurston's relative compactness theorem in this setting. It would also imply the following conjecture that was mentioned above:
Conjecture 1.6 Let N be an acylindrical 3-manifold. Then for all M ∈ CC(N) the convex core of M geod has a bi-Lipschitz embedding in M with constants only depending on ∂ N.
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Background and notation
In what follows, we fix S to be a closed orientable surface with connected components having genus at least two.
Norms on quadratic differential and metrics on Teichmüller space
Let Ω p,q (Y ) be the space of (p, q)-differentials on a Riemann surface Y . Given φ ∈ Ω 2,0 (Y ) (a quadratic differential) and µ ∈ Ω −1,1 (Y ) (a Beltrami differential) the product µφ is (1, 1)differential which can canonically be identified with a 2-form so we have a pairing
In particular these two spaces are naturally dual. We also have the subspace
If ρ Y is the area form for the hyperbolic metric on Y and φ ∈ Ω 2,0 (Y ) then |φ |/ρ Y is also a function and we define φ (z) = |φ (z)|/ρ Y (z) to be the pointwise norm. We let φ p be the L pnorm of this function on Y , again with respect to the hyperbolic area form. Given µ ∈ Ω −1,1 (Y ) we define the L q -norm (with
For p = 1 this norm on T Y Teich(S) gives the Teichmüller metric on Teich(S) and for p = 2 it gives the Weil-Petersson metric. Note that the Teichmuller metric is a Finsler metric while the Weil-Petersson metric is Riemannian as the L 2 -norm on Q(Y ) can be given as an inner product. In particular, the L 2 -norm on Q(Y ) is given by the inner product
From this we see that if f : Teich(S) → R is a smooth function then its differential d f is an assignment of a holomorphic quadratic differential φ Y to each Y ∈ Teich(S). Its Weil-Petersson gradient is the vector field is represented at each Y by a Beltrami differential µ Y where for all
It is a standard fact (and not hard to
Collars
We state the Collar lemma originally due to Keen ([Kee] ). We give it in a form due to Buser [Bus] .
Theorem 2.1 (Buser, [Bus] ) Let Y be a complete hyperbolic surface and γ a simple closed geodesic of length ℓ γ (Y ). Then the collar
Furthermore for any two disjoint geodesics the collars are disjoint.
If ℓ γ (Y ) ≤ 2ε 2 then we define the standard collar of γ as
We note that it follows from the collar lemma (see [Bus] ) that the standard collar consists of all points in Y that lie on a curve of length ≤ 2ε 2 which is homotopic to γ. For S a finite type surface we define n(S) to be the maximal number of disjoint simple closed curves in S. For S a surface of genus g and k punctures we have n(S) = 3g − 3 + k and for S with connected components S i then n(S) = ∑ i n(S i ).
Hyperbolic 3-manifolds
Let (N, P) be a pared 3-manifold (see e.g. [Mor] ) and S a collection of components of ∂ N − P. Then the triple (N, P; S) is relatively acylindrical if no essential cylinder has boundary in S. The acylindricity condition implies that all components of S are incompressible.
A complete hyperbolic 3-manifold M on the interior of N naturally has the structure of a pared 3-manifold. This is simplest to describe when M is geometrically finite and, as this is the only setting we will consider, we stick to this case. LetM be the union of M and its conformal boundary. Then there is a paring locus P ⊂ ∂ N such thatM is homeomorphic to N − P. The paring locus P is a collection of annuli and tori. These are the rank one and rank two cusps of M. In particular, a curve in M ⊂ N has parabolic holonomy if and only if it is homotopic into P.
Let MP(N, P) be the space of geometrically finite hyperbolic structures on the interior of N with induced pared manifold structure (N, P). (These are minimally parabolic structures on (N, P) -every parabolic is contained in P.) Now fix a conformal structure X on the complement of S in ∂ N − P and let MP(N, P; S, X) ⊂ MP(N, P) be those hyperbolic structures with conformal boundary X on the complement of S. Then by the deformation theory of Kleinian groups (see e.g.
[Kra]) we have the parametrization MP(N, P; S, X) ≃ Teich(S). The space MP(N, P; S, X) is a quasiconformal deformation space; any two hyperbolic manifolds in MP(N, P; S, X) are quasi-conformal deformations of each other with the deformation supported on S.
Our results on renormalized volume will only apply to manifolds where P is empty. However, in the course of the proof it will be necessary to consider hyperbolic 3-manifolds with cusps.
Schwarzian derivatives and projective structures
Let f : ∆ → C be a locally univalent map on the unit disk ∆ ⊂ C. The Schwarzian derivative is given by
If f is a Möbius transformation then S f = 0, and in general, S f measures how much f differs from a Möbius transformation. We also have the following composition rule
Observe that if f is a Möbius transformation the S( f
The composition rule for the Schwarzian implies that S f descends to a a holomorphic quadratic differential in Q(Y ).
The Weil-Petersson completion and its stratification
While the Teichmüller metric is complete, there are paths with finite length in the Weil-Petersson metric that leave every compact subset of Teichmüller space. Our goal in this section is to describe some of the basic structure of the completion of the Weil-Petersson metric. Points in this metric completion are naturally parametrized by families of Riemann surface with nodes, namely, a degeneration of a finite area hyperbolic Riemann surface obtained by collapsing the curves in a multicurve to cusps. Given a compact surface S, the complex of curves C (S) is a simplicial complex organizing the isotopy classes of simple closed curves on S that do not represent boundary components. To each isotopy class γ we associate a vertex v γ , and each k-simplex σ is the span of k + 1 vertices whose associated isotopy classes can be realized disjointly on S.
It is due to Masur [Mas] that the completion of Teich(S) with the Weil-Petersson metric is identified with the augmented Teichmüller space, obtained by adjoining Riemann surfaces with nodes at infinity. A point in the completion is given by a choice of the multicurve τ, a (0-skeleton of a) simplex in C (S), and finite area hyperbolic structures on the complementary subsurfaces S \ τ. The completion is stratified by the simplices of C (S): the collection of noded Riemann surfaces with nodes determined by a given simplex σ lies in a product of lower-dimensional Teichmüller spaces determined by varying the structures on S \ τ. This stratum of the completion, S τ , inherits a natural metric from the Weil-Petersson metric, which Wolpert showed is isometric to the product of Weil-Petersson metrics on the Teichmüller spaces of the complementary subsurfaces.
The Teichmüller space, with this 'augmentation' by its Weil-Petersson completion, naturally descends under the action of the mapping class group to a finite diameter metric on the Deligne-Mumford compactification of the moduli space of Riemann surfaces. If Teich(S) is the completion then we can describe the strata as follows
We note that if τ 0 ⊆ τ 1 are simplices in C (S), then we have S τ 1 ⊆ S τ 0 . In his investigation of the geometry of the completion, Wolpert showed the following;
Theorem 2.2 (Wolpert, [Wol, Cor. 22] ) There is a positive constant δ 0 so that the closures of the strata S τ 0 and S τ 1 intersect or
We note that a simple calculation shows that δ 0 > 6 (see [BB3] ).
Hyperbolic 3-manifolds with small Schwarzian derivative
Before proving Theorem D we set some notation. Let (N, P; S) be a relatively acylindrical triple where P are a collection of tori and X a conformal structure on the complement of S in ∂ N − P. We consider the following;
• τ is a simplex in C (S).
• P τ is the union of P and the curves in τ.
• S τ is the complement of τ in S.
Note that the new triple (N, P τ ; S τ ) is still relatively acylindrical and the complement of S τ in ∂ N − P τ is homeomorphic to the complement of S in ∂ N − P. We then have
so GF(N, P; S, X) is naturally parameterized by the Weil-Petersson completion Teich(S) of Teichmüller space. We next set:
• If Y ∈ Teich(S) then M Y is the hyperbolic manifold in GF(N, P; S, X) under the above indentification GF(N, P; S, X) ∼ = Teich(S).
• φ Y is the Schwarzian quadratic differential given by the projective structure on Y induced by M Y .
We are especially interested in those manifolds in GF(N, P; S, X) where the boundary of the convex core facing S is totally geodesic. We set notation for this set:
We will also be interested in the manifold obtained by drilling the curves in τ from the interior of N. We set notation here:
•N is the compact 3-manifold obtained by isotoping the curves in τ into the interior of N and then removing an open tubular neighborhood of each curve.
• Note that ∂N is the union of ∂ N and a torus for each component of τ. LetP be the union of P and the new tori in ∂N so there is a natural homeomorphism from ∂ N − P to ∂N −P.
There is an inclusion ι :N ֒→ N that restricts to a homeomorphism from ∂ N −P to ∂ N − P. Therefore MP(N,P; S, X) is also parameterized by Teich(S).
• Given Y ∈ Teich(S),M Y ∈ MP(N, P; S, X) is the hyperbolic manifold such that ι extends to a conformal map between the conformal boundary ofM Y and M Y .
•φ Y is the Schwarzian quadratic differential for the projective structure on Y induced byM Y .
When the curves τ are isotoped inside N toN they are contained in a collar neighborhood of S in N. Therefore there is also an embedding j : N →N such that the composition j • ι is isotopic to the identity and j is a homeomorphsim from ∂ N − (P ∪ S) to ∂N − (P ∪ S). For every hyperbolic manifold in MP(N,P; S, X) this embedding induces a cover which lies in MP(N, P τ ; S τ , X). That is there is an induced map j * : MP(N,P; S, X) → MP(N, P τ ; S τ , X) between the deformation spaces and we set
Outline of the proof of Theorem D
If φ Y ∞ is small the proof is straightforward: Thurston's skinning map is a map from MP(N, P; S, X) to itself that has a fixed point at the totally geodesic structure. By a theorem of McMullen the skinning map is contracting and therefore we obtain a bound on the distance from Y to Y geod if we can bound distance between Y and its first skinning iterate. When φ Y ∞ is small a classical result of Ahlfors-Weill bounds this initial distance.
A key element of our investigation involves understanding the behavior of the L ∞ -norm when the L 2 -norm is small. In particular, the pointwise-norm of φ Y may be large in the thin parts of Y which we will need to pinch to nodes. There are several steps to the proof:
• We choose τ to be the simplex of short curves on Y . A version of the drilling theorem bounds the L 2 -norm of φ Y −φ Y in terms of the length of τ. We use this to bound the pointwise norm ofφ Y outside of the standard collars of τ.
• Using the above bullet and a modification of some classical arguments, this bounds φŶ ∞ . We are then in position to use McMullen's contraction theorem to bound the distance betweenŶ and Y τ geod .
• We also have that Y − τ conformally embeds inŶ which implies that Y andŶ are close in the Weil-Petersson completion. Together, this and the previous bullet imply the theorem.
Choosing the curves to drill
As we noted in the outline, a bound in φ Y 2 does not give a bound on φ Y ∞ . However, we have the following bound on the pointwise norm that depends on the injectivity radius. For Y a hyperbolic surface and z ∈ Y we define in j(z) to be the injectivity radius of z in the hyperbolic metric on Y . For simplicity, we define the truncated injectivity radius by inj −
.
As a first step we show that after an appropriate choice for τ, we can obtain a pointwise bound onφ Y outside of the standard collars of τ. For this we will need the following bound on the L 2 -norm.
Theorem 3.2 (Bridgeman-Bromberg, [BB1] ) There exists constants c drill , ℓ drill > 0 with ℓ drill < 2ε 2 such that the following holds. Given Y ∈ Teich(S) and a simplex τ in C (S) such that for all
Fixing a universal constant
We first prove that we can choose the simplex τ such that ||φ Y (z)|| is small for z ∈ Y in the complement of the standard collars of τ.
such that the following holds. Let τ be the simplex in C (S) such that each curve in τ has length ≤ ℓ. Then for z ∈ Y in the complement of the standard collars of τ
for C 0 = √ 2(c drill + 1).
Proof: Choose Λ such that φ Y 2 = Λ n(S)+ 3 2 and let ℓ k = Λ 2k+1 . As Λ < 2ε 2 there are at most n(S) curves of length ≤ Λ so there must be some integer k with 0 ≤ k ≤ n(S) such that Y has no curves of length in the interval (ℓ k+1 , ℓ k ]. Let ℓ = ℓ k+1 ≤ ℓ 1 = φ Y 2 2n(S)+3 2 and let τ be the simplex in C (S) such that each curve in τ has length ≤ ℓ on Y .
By Theorem 3.
As Y contains no curves of length in the interval (ℓ k+1 , ℓ k ] every point in the complement of the standard collars of τ has injectivity radius > ℓ k /2 = Λ 2k+1 /2. Therefore if z ∈ Y is in the complement of the standard collars of C then by Proposition 3.1
We can now prove:
Proof of Theorem 3.4 (a): Let τ be the simplex given by Theorem 3.3 andŶ ∈ Teich(S τ ) the surface with j * (MŶ ) =M Y . We need a few topological observations about the cover. LetN Y be the union ofM Y and the conformal boundary ∂ cMY . Similarly define NŶ for MŶ . While MŶ coverŝ M Y , the associated coverŇŶ ofN Y is a proper submanifold of NŶ . In particular the boundary of NŶ will be a union of covers of components of ∂ cMY . The restriction of j to S\τ will be homotopic to an embedding of S\τ into Y ⊂ ∂ cMY and therefore the, possibly disconnected, coverŽ of Y associated to S\τ will be components of ∂ŇŶ . In particular,Ž will conformally embed inŶ . By assumption, φ Y 2 2n(S)+3 2 ≤ 2 sinh −1 (1/2) and therefore, by Theorem 3.3, for each β ∈ τ, ℓ β (Y ) ≤ 2 sinh −1 (1/2) so we can apply Theorem A.1 to get
✷ To obtain our bound on ||φŶ || ∞ we will first need the following generalization of the Kraus-Nehari bound on the norm of the Schwarzian.
Lemma 3.5 Let f : ∆ → ∆ be univalent and assume that for z ∈ ∆ the image f (∆) contains a hyperbolic disk of radius r centered at z. Then S f (z) ≤ 3 2 sech r 2 . Proof: The proof is a refinement of the classical proof of the Kraus-Nehari theorem. Assume that z = f (z) = 0. By applying the Schwarz Lemma to the restriction of f −1 to the hyperbolic disk of radius r we see that
Note that the domain of g is {z ∈Ĉ | |z| > 1} and that |g(z)| > tanh r 2 for z in the domain. As in the proof of Nehari's theorem we can also calculate to see that S f (0) = −6b 1 . Recalling that the conformal factor for the area form of the hyperbolic metric on ∆ at zero is 4 giving S f (0) = 3 2 |b 1 |. Let C ρ be the circle of radius ρ centered at 0 with ρ > 1. Then the Euclidean area m ρ in C bounded by g(C ρ ) is given by
Since, for all ρ > 1, C ρ will contain the disk of radius tanh r 2 centered at 0 we have that m ρ > π tanh 2 r 2 and by letting ρ → 1 we have
The estimate follows. ✷ and note that 2ε ≤ ε 2 .
To simply notation will assume that S contains a single component. The general case easily follows. The hyperbolic 3-manifoldsM Y and MŶ are uniformized by Kleinian groups which we denoteΓ Y and ΓŶ where ΓŶ is a subgroup ofΓ Y . Fix a component W ofŶ . Let Ω Y be a component of the domain of discontinuity ofΓ Y that covers Y in ∂N Y and Ω W a component of the domain of discontinuity of ΓŶ that covers W . We can further assume that Ω Y ⊂ Ω W and that the stabilizer
Let W be the convex core ofW . Then W is bounded by a collection of geodesics that map to components of the geodesic representatives of τ in Y under the covering mapW → Y . Also observe that the interior of W embeds in Y under this covering. As the length of these geodesics is ≤ 2ε the injectivity radius of ∂W is ≤ ε. Let W ε 2 and W ε be the complement of the ε 2 and ε-cuspidal thin parts of W , respectively. By the Schwarz Lemma the embeddingW ֒→ W is a contraction from the complete hyperbolic metric onW (which is lifted from Y ) to the complete hyperbolic metric on W . Therefore under this embedding the boundary of W will map into the ε-cuspidal thin part of W so W ⊃ W ε . As W ε 2 ⊂ W ε we also have W ε 2 ⊂ W and therefore W ε 2 embeds in Y . Furthermore the standard collars of ∂W inW have injectivity radius ≤ ε 2 so they lie in the ε 2 -cuspidal thin part of W and therefore W ε 2 is in the complement of the standard collars
By ([BD2, Lemma 4.5]) the norm of a quadratic differential achieves it maximum in the complement of the standard neighborhood of the cusps. Therefore to bound φŶ ∞ it suffices to bound φ W (z) for z ∈ W ε 2 .
After fixing a z ∈ W ε 2 it will be convenient to normalize our uniformizing maps such that g(0) = 0 and that 0 maps to z under the quotient maps to W and Y . Then
By the composition rule for Schwarzian derivatives we have S f Y (0) = S f W (g(0))g ′ (0) 2 + Sg (0) and therefore (assuming that g(0) = 0)
We now need to bound the individual terms on the right.
As W ε 2 is in the complement of the standard collars of τ in Y , by Theorem 3.3
We would like to apply Lemma 3.5 to bound Sg(0) but to do so we need to bound from below the distance from 0 to ∆\g(∆) in the hyperbolic metric on ∆. This distance is bounded below by the distance from W ε 2 to W \W in the hyperbolic metric on W and this distance in turn is bounded below by the distance from W ε 2 to W \W . To bound this we use that W ε ⊂ W and a simple calculation shows that if r is the distance from ∂ W ε 2 to ∂ W ε then e r > sinh(ε 2 /2) sinh(ε/2) > ε 2 ε ≥ 2.
The hyperbolic disk of radius r centered at 0 will be contained in g(∆) and Lemma 3.5 plus the above bound implies that
Finally we need to bound from below |g ′ (0)|. As in the proof of Lemma 3.5 we have |g ′ (0)| ≥ tanh r 2 and given our above bound on r this becomes
Combining our estimates we have
Therefore we let C 1 = 9 √ 2(C 0 + 1) and the result follows. ✷ is defined as follows: for each Y ∈ Teich(S), the cover of M Y ∈ MP(N, P; S, X) associated to the subgroup π 1 (Y ) ⊂ π 1 (M Y ) under inclusion will be quasifuchsian. (If Y is disconnected then the cover will also be a finite collection of a quasifuchsian manifolds.) For each connected component of ∂ M Y , one component of the conformal boundary restricts to a homeomorphism to Y under the covering projection. The other component will be σ (Y ), the image of the skinning map for that component. Note that Z ∈ Teich(S) is in G (N, P; S, X) if and only if Z is a fixed point for σ . The skinning map is a smooth map and we will be interested in bounding its derivative so that we can apply the contraction mapping principle. The estimate we need from McMullen essentially works as written in [Mc] but there a few differences in the relative case that we highlight. Given Y ∈ Teich(S) let Γ be the Kleinian group that uniformizes M Y ∈ MP(N, P; S, X) and let Ω be the domain of discontinuity of Γ. If the pair (N, P) was acylindrical then every component of Ω would be a Jordan domain and the stabilizer of every component would be a quasifuchsian group. Furthermore if D 0 and D 1 are distinct components of Ω then either their closures are disjoint and the intersection of their stabilizers is trivial or the intersection is a point and the intersection of their stabilizers is an infinite cyclic group generated by a parabolic. In the relatively acylindrical this will not hold. However, if we let Ω Y be those components of Ω that cover Y then these properties do hold for the components in Ω Y . The second key point is that a tangent vector of MP(N, P; S, X) is represented by a Γ-invariant Beltrami differential µ that is supported on Ω Y . With these two observations one sees that McMullen's proof in the acylindrical case extends to the relatively acylindrical case:
Bounds on iteration of the skinning map
Theorem 3.6 (McMullen, [Mc, Thm 6.1, Cor 6.2 
where λ (S) depends only on the topology of S.
The contraction mapping principle implies that σ n (Y ) → Z with σ (Z) = Z and
To complete the proof of Theorem 3.8 we need to bound d(Y, σ (Y )). This is a direct consequence of the Ahlfors-Weill quasiconformal reflection theorem:
If φ Y ∞ ≤ 1 3 then an easy estimate of the right hand side gives that
By a result of Linch (see [Lin] ), d WP ≤ area(S)d Teich and we have the following result: 
where λ (S) is the contraction constant from Theorem 3.6.
Remark. McMullen's proof is not effective and this is the one place in our proof we were don't control the growth rate of the constants in terms of genus. However, we have made some effort to isolate this from the constants that we do control.
Proof of Theorem D
We now put together the results above. We first restate Theorem D, but here we carefully control the constants.
Theorem 3.9 There are a universal constants K 0 and ε 0 such that if
and Y ∈ Teich(S) with φ Y 2 ≤ A(ε, S) and ε ≤ ε 0 then there exists Y τ geod ∈ G with d WP (Y,Y τ geod ) ≤ ε.
Proof: By Theorem 3.4, there are universal constants ℓ drill ,C 1 > 0 such that if ||φ Y || 2 2n(S)+3 2 ≤ ℓ drill then there is a simplex τ in C (S) such that after drilling curves C ,
Assuming that φŶ ∞ ≤ 1/3 we can apply Theorem 3.8 to (N τ , P τ ; S τ ) to see that
2 since area(Ŷ ) = area(Y ) = 4πn(S)/3. Then by the triangle inequality and the fact that C 1 > 1 we have
2 < ℓ drill and φŶ ∞ ≤ 1/3. However, if we let
This completes the proof. ✷
Hyperbolic manifolds with cylinders and compression disks
We conclude this section with a discussion of where we use the relative acylindricity of (N, P; S). For simplicity, in this discussion we will assume that both P and S are empty. The first problem that can occur is in Theorem 3.3 and its application. In particular, it can happen that two or more curves in τ may be homotopic in N or even homotopically trivial in N if N has compressible boundary. In this case, the manifoldN will not hyperbolizable. If N has incompressible boundary, this problem can be corrected by only removing a single curve from N for each homotopy class (in N) of curves in τ. With this change, Theorem 3.3 we still hold but we cannot define the embedding of N inN and therefore cannot carry through the proof of Theorem 3.4.
If none of the curves in τ are homotopic in N then the proof up to and including Theorem 3.4 go through. However, if the pared manifold (N, P τ ) is not acylindrical then Theorem 3.6, McMullen's contraction theorem, will fail. In fact, the deformation space MP(N, P τ ) contains a hyperbolic structure whose convex core boundary is totally geodesic if and only if (N, P τ ) is acylindrical or is a pared I-bundle.
We expect that the only problem that can occur is the first one. We have the following conjecture.
Conjecture 3.10 Let M be a convex co-compact hyperbolic 3-manifold with φ the Schwarzian quadratic differential for the projective boundary of M. If φ 2 is small then either:
• There exists a geometrically finite structure M ′ on N with totally geodesic convex core boundary and d WP (∂ c M, ∂ c M ′ ) is small.
• There are two or more short curves on ∂ c M that are homotopic in M.
In particular, if no two curves in τ are homotopic in M we expect that (N, P τ ) is an acylindrical pair even when N itself is not acylindrical.
W-volume and renormalized volume
Given a convex submanifold N with smooth boundary such that N ֒→ M is a homotopy equivalence, the W-volume of N is defined to be
where H is the mean curvature of ∂ N.
The W volume has many nice analytic properties that make it a useful tool for studying hyperbolic manifolds. We let N t be the t-neighborhood of N. The nearest point retraction from M to each N t extends to a diffeomorphism from ∂ c M to ∂ N t and using this retract we pull back the induced metrics on ∂ N t to metrics I t on ∂ c M. Then
is a well defined metric in the conformal class of ∂ c M.
For N ⊂ M we will denote by ρ N the metric at infinity on ∂ c M. The W volume has the following properties.
Proposition 4.1 [KS1] ) Let N ⊂ M be a compact, convex submanifold of a convex cocompact hyperbolic 3-manifold M and let N t be the t-neighborhood of N. Then 1. The metric ρ N is in the conformal class of ∂ c M;
Furthermore if ρ is any smooth conformal metric on ∂ c M then for t sufficiently large there exists a convex submanifold X t ⊂ M with ρ X t = e 2t ρ.
Using this proposition, the W -volume of any smooth conformal metric ρ on ∂ c M is defined by
for t sufficiently large. The proposition above implies that W (ρ) doesn't depend on the choice of t. With this setup we can now define the renormalized volume V R by setting
where ρ M is the unique hyperbolic metric on ∂ c M.
Convex cores
Perhaps the most natural convex submanifold of a convex co-compact hyperbolic 3-manifold M is the convex core C(M). The boundary of the convex core is not in general smooth, so we cannot use the previous definition to define the W -volume of C(M). However, there is a natural way to extend W -volume to this setting (see the discussion in [BBB] ) and for the convex core we have
where β M is the bending lamination of the boundary of the convex core and L(β M ) is its length (as a measured lamination). The convex core also induces a natural metric at infinity, called the projective metric (so called as Thurston gave a definition that is intrinsic to the induced projective structure on ∂ c M). We will be interested in a hybrid metric that is the hyperbolic metric on some components of ∂ c M and the projective metric on the others. We have the following:
Proposition 4.2 Let M be a convex co-compact hyperbolic 3-manifold and partition the components of ∂ c M into collections of components X and Y . Let σ be the hyperbolic metric on X and the projective metric on Y . Let β Y be the bending lamination of the components of the boundary of C(M) that faces Y . Then
In particular if Y = ∂ N we have
By the definition of the W -volume of the convex core, the two statements are equivalent for the case X = / 0 and was proven in [BBB, Theorem 3.7 ]. Furthermore, the proof trivially extends to the relative case above.
The variational formula
Recall that if (N; S) is a pair such that each component of S is incompressible in N then MP(N : S, X) is parameterized by Teich(S) and therefore we can view renormalized volume as a function
We recall the variational formula:
Therefore the Weil-Petersson gradient of V R has norm φ Y 2 . By the classical bound of Kraus-Nehari for the Schwarzian of univalent functions we have that φ Y ∞ ≤ 3 2 . As a corollary we have:
Corollary 5.1 The Weil-Petersson norm of the gradient of V R is bounded by 3 2 area(Y ) = 3πn(S). In particular V R is Lipschitz with respect to the Weil-Petersson metric and therefore extends to a continuous function on the Weil-Petersson completion.
Note if S is not incompressible in N then we cannot apply the Kraus-Nehari theorem to bound the norm of the gradient and in fact there is no upper bound of the gradient in this setting.
We now assume that (N; S) is relatively acylindrical and recall that G = G (N; S, X) is the collection of Y ∈ Teich(S) such that the component of the boundary convex core of M Y facing Y is totally geodesic.
Proposition 5.2 Given τ is non-empty simplex in C (S) let Y τ geod be the unique surface in G ∩ Teich(S τ ). Then for t > 0 there is a one parameter family Y t ∈ Teich(S) with Y t → Y τ geod as t → 0 and V R (Y t ) decreasing in t.
Proof: By a construction of ) there exists a one-parameter family M θ ∈ MP(N; S, X) where the bending lamination β θ of the components of the convex core facing S have support τ and bending angle θ . In the parameterization MP(N; S, X) ∼ = Teich(S) the manifolds M θ correspond Z θ ∈ Teich(S). We also let σ θ be the hybrid metric that is the projective metric on Z θ and the hyperbolic metric on X. Let φ θ the Schwarzian quadratic differential on Z θ .
As part of the construction, Bonahon-Otal show that M Z θ converges to M Y τ geod in the algebraic topology on GF(N, S; X). Unfortunately what we need is that Z θ → Y τ geod in Teich(S) ∼ = GF(N, S; X) where the topology is the metric topology of the Weil-Petersson completion. These two topologies are not homeomorphic. While the convergence we need could be proven using the notion of strong convergence of Kleinian groups and techniques well-known to experts, we will instead give a proof more in the line with the methods from this paper.
We first note that from the construction it follows that L(β θ ) → 0 as θ → π. In [BB2] it is shown that φ θ 2 ≤ 5 2 L(β θ ) and therefore we also have φ θ 2 → 0 as θ → π. Theorem 3.9 then implies that Z θ accumulates on G and as G is discrete Z θ must limit to a unique point. It also follows from construction that the length of a curve γ on Z θ limits to zero if and only if γ is in τ so any limit for Z θ will be in the strata for τ. Together this implies that Z θ → Y τ geod . By Corollary 5.1, V R extends to a continuous function on Teich(S). Combining this with Proposition 4.2 and the fact the L(β θ ) → 0 we have
We will show that
For this we use the variational formula
where ℓ(θ ) is the sum of the length of the curves in τ on in M θ . If X = / 0 then by the Schlafli formula
and the variational formula follows from differentiating the formula for W -volume of the convex core and the noticing that L(β θ ) = θ ℓ(θ ). In general, if ρ t is a family of metrics on ∂ N then the variation of W -volume will have a term for each component of the boundary and ifρ t is a another family of metrics that agrees with ρ t on a component S of ∂ N then the term for both variations on S will be the same. In our case σ θ is the hyperbolic metric on X for all θ so the variation of W -volume on X is zero. On Z θ , σ θ is the projective metric so on Y the variation is the same as the variation of the W -volume of the convex core. This gives the variational formula.
We can now complete the proof. By Choi-Series ([CS] ) ℓ ′ (θ ) < 0 which implies that W (σ θ ) < V R (Y τ geod ). We can also see this directly by integrating to get
We then define Y t by reparameterizing Z θ via an orientation reversing homeomorphism from (0, ∞) to (0, π). ✷
Lower bounds on renormalized volume
We begin with a geometric lemma. 
and let U be the union of the U x . Note that for any t ∈ [0, 1] there are at most N points x ∈ B such that N ε (x) intersects the (δ − 2ε)/2-neighborhood of α(t) and therefore there is a neighborhood of t that intersects at most N of the U x . As [0, 1] is compact this implies that there are finitely many x ∈ B with U x = / 0. We claim we that we can find x 1 , . . . , x m in B and
. We assume that the first i points and values have been chosen and then find x i+1 and t ± i+1 . Let t − i+1 be the infimum of (t + i , 1] ∩U. As there are finitely many non-empty U x , there must be some x ∈ B with t − i+1 the infimum of (t + i , 1] ∩ U x . We let x i+1 = x and t + i+1 = supU x . This process terminates (and m = i) when either (t
We need to show that 2mε is only a controlled portion of d WP (α(0), α(1)). For this we choose a non-negative integer k such that kN < m ≤ (k + 1)N. Then we let j 1 be the smallest index such that there exists an i 1 < j 1 with d WP (x i 1 , x j 1 ) ≥ δ . Note that j 1 ≤ N + 1. Then, as above,
Repeating this argument we get i ℓ and j ℓ for
Summing these inequalities and rearranging we get
As m ≤ (k + 1)N our previous bound on d WP (α(0), α(1)) becomes
Combining the two inequalities and rearranging gives the result. ✷ Lemma 6.2 Assume that 0 < ε ≤ ε 0 and let Y t be a path in Teich(S) such that V R (M Y t ) is decreasing and if d WP (Y t , G ) > ε the path is smooth and the tangent vector is the Weil-Petersson gradient of −V R . Then
Then E is a collection I of open intervals. By assumption, for t ∈ E the tangent vectorẎ t of Y t is the Weil-Petersson gradient of −V R so by Theorem 1.1,
By Theorem 3.9 we also have that for t ∈ E,
Again applying the variational formula, Theorem 1.1, to an interval (s,t) in I we have
where L(Y (s,t) ) is the length of the path from s to t. As V R (Y t ) is decreasing in t we also have s,t) .
For any collection of 2 n(S) + 1 simplices in C (S) there must be at least two that contain intersecting curves. Therefore by Theorem 2.2 for any collection of 2 n(S) + 1 points in G = G (N; S, X) there are at least two that are a distance δ 0 apart in the Weil-Petersson metric on Teich(S) and we can apply Lemma 6.1 with B = G and N = 2 n(s) . Noting that L ε (Y [a,b] 
Combining this with our above bound on the differences between renormalized volumes gives the result. ✷
t is a gradient flow line so once again by Proposition 6.3,
We now show that the process terminates.
geod ) as t → ∞ by Corollary 5.1. This implies that all of the τ i are distinct and V R (Y τ i geod ) is decreasing in i. The flows Y i t satisfy the conditions of Theorem 6.2 so there exists a
As we noted above, for any collection of 2 n(S) + 1 simplices in C (S) there will be at least two that contain intersecting curves. Therefore for any i ≥ 0 there exist j < ℓ in {i, . . . , i + 2 n(S) } such that τ j and τ ℓ contain intersecting curves. By Theorem 2.2 we then have
t passes through τ j and τ ℓ , in that order (with possibly i = j or ℓ = i + 2 n(S) ), we have
Therefore, if the paths are defined up to i with 2 n(S) m ≤ i ≤ 2 n(S) (m + 1) we have
Therefore the process must terminate. ✷ .
Corollary 6.5 (Storm, [Sto1, Sto2] ) Let N be a compact hyperbolizable acylindrical 3-manifold without torus boundary components. Then V C has a unique minimum at the structure M geod ∈ CC(N) with totally geodesic convex core boundary.
The minimality of M geod was the main result in [Sto1] and the uniqueness is a corollary of the main result in [Sto2] which considers the general case of N with incompressible boundary.
Proof: Let Y = Y geod , then using surgered flow, we have the path Y t with Y t ∈ Teich(∂ N) from Y to Y geod with V R strictly monotonically decreasing along the path. Therefore
Thus V C has unique minimum at M geod . ✷ Note that in the course of the proof we have shown that the unique minimum of V R also occurs at M geod . In the relatively acylindrical case, we no longer have V C (M geod ) = V R (M geod ) but otherwise the above proof goes through to give the following more general version of Storm's theorem for renormalized volume. Corollary 6.6 Let (N; S) be a compact hyperbolizable relatively acylindrical 3-manifold without torus boundary components. Then V R has a unique minimum at the structure M geod ∈ CC(N; S, X) with totally geodesic convex core boundary facing S.
In [BBB] we proved that Corollaries 6.5 and 6.6 are equivalent. Here we are directly proving both statements. A version of Corollary 6.6 was also proved by Pallete ([Pal] ) using different methods.
Also applying Lemma 6.2 to the surgered flow path gives
Theorem A then follows from the above by choosing ε = min(ε 0 , δ 0 /2 n(s)+2 ) and letting A(S) = 1 2 A(ε, S) and δ = δ 0 2 .
We also recall Schlenker's upper bounds. His argument was originally for quasifuchsian manifolds but as we will see it holds whenever (N; S) has incompressible boundary. Theorem 6.8 Let (N; S) have incompressible boundary. Then
Proof: As noted in Corollary 5.1 the norm of the Weil-Petersson gradient of V R is bounded above by 3 2 area(Y ) = 3 π 2 |χ(S)|. Integrating this bound along a Weil-Petersson geodesic segment from Y to Y ′ gives the result. ✷
We can now use the above to prove Theorem B which we now restate.
Proof: If N = S × [0, 1] then a Bers slice is the deformation space CC(N; S × {0}, X) where X is a fixed conformal structure on S. Manifolds in this deformation space are quasifuchsian and the manifold M Y ∈ CC(N; S × {0}, X) in our general notation is usually referred to as Q(X,Y ).
We apply Theorem A to this case. Then Q(X, X) is the Fuchsian manifold so Y geod = X and V R (Y geod ) = 0. Therefore we have
Combining this lower bound with the bound of Schlenker (see [Sch, Theorem 1 .2]), we have
By [BBB] , for any convex cocompact M
Also for ∂ N incompressible L(β M ) ≤ 6π|χ(∂ N)| (see [BBB] ). Therefore the result follows. ✷ Theorem C follows identically as in the proof of Theorem B above.
A Appendix: A Weil-Petersson estimate
In this section we prove the following proposition:
Proposition A.1 Let τ be a simplex in S and Y ∈ Teich(S) a hyperbolic surface such that for each curve β ∈ τ, ℓ β (Y ) ≤ ℓ 0 < 2ε 2 . LetŶ ∈ Teich(S τ ) be such that the coverŽ of Y associated to S\τ conformally embeds inŶ . Then
We will use the following criteria for convergence in the Weil-Petersson completion: Let τ be a simplex in C (S) andŶ a surface in Teich(S τ ). Then a sequence Y i ∈ Teich(S) converges toŶ in Teich(S) if for all simple closed curves γ with i(γ, τ) = 0 we have ℓ γ (Y i ) → ℓ γ (Ŷ ). In particular the length of the curves in τ must converge to zero. We will use the following lemma to verify this criteria.
Lemma A.2 Let R ⊂ S be a proper, essential, non-annular subsurface of a finite type surface S. Let Z i and Y i be conformal structures on R and S, respectively, such that there is a conformal embedding Z i ֒→ Y i in the homotopy class of R ֒→ S. If ℓ ∂ R (Z i ) → 0 then for all simple closed curves γ on R we have lim
where the lengths are measured on the completed hyperbolic metrics on the respective conformal structures.
Proof: Let Z γ i and Y γ i be the annular covers of Z i and Y i corresponding to the curve γ. Then there is a conformal embedding Z
where m(·) is the modulus of the annulus.
To get a bound in the other direction we let D i be the distance, in the Y i -metric, from the geodesic representative of γ in Y i to the complement of Z i and denote the D i -neighborhood of the geodesic core of Y γ i by Y γ i (D i ). Then Y γ i (D i ) will be contained Z i and it follows that
where ε i only depends on D i and ε i → 0 as D i → ∞. To finish the proof we need to show that D i → ∞. Let C(Z i ) be the convex core of Z i and assume that each component of the boundary of C(Z i ) has length < 2ε 2 . The each component of the boundary of C(Z i ) will lie in the standard collar of the associated geodesic in Y i . As the length of the boundary curves of C(Z i ) limits to zero the depth of these curves in the standard Y i -collars will limit to infinity. In particular, the distance of any point in the R-component of the complement of the Y i -collars from the complement of the Z i will also limit to infinity. As the geodesic representative of γ in Y i will be in this complementary region we have that D i → ∞, as desired. ✷ Let A be a conformal annulus with finite modulus m(A). Then A can be realized as the quotient of the strip S = {z ∈ C|0 < Im s < π} by the translation z → z + π m(A) .
Define Beltrami differentials µ t A and µ h A so that their lifts to S areμ t A = 1 andμ h A = sin 2 y, respectively. Then µ is a Teichmüller differential on A if it is a constant multiple of µ t A and is a harmonic differential on A if it is a constant multiple of µ h A .
Lemma A.3 Let µ be a Beltrami differential on Y such that on an annulus A, µ = cµ t A is a Teichmuller differential. Assume that ν is the Beltrami differential with ν = 2cµ h A on A and ν = µ on the complement of A. Then µ − ν is an infinitesimally trivial Beltrami differential.
Proof: We need to show that for any holomorphic quadratic differential φ ∈ Q(Y ) the pairing of φ with µ − ν is zero. The difference µ − ν is supported on A so our computation will be on fundamental domain in S for the action z → z + π/m(A). The restriction of φ to A lifts to a holomorphic quadratic differential g(z)dz 2 on S where g is a periodic holomorphic function. That is g(z + π/m(A)) = g(z). ✷ In practice it is easier to construct deformations where the tangent vectors are infinitesimal Teichmuller differentials on annuli. We can use the previous lemma to bound the Weil-Petersson norm of these deformations.
Lemma A.4 Let A i be a collection of disjoint annuli on Y with finite modulus. If
Proof: By Lemma A.3 the Beltrami differential µ is equivalent to
where da Y is the area form for the hyperbolic metric on Y . By the Schwarz lemma if da i is the area form for the complete hyperbolic metric on A i then da Y < da i . On the strip S the area form da i lifts to 1 sin 2 y dxdy so
(sin 2 y) 2 sin 2 y dxdy = 4 ∑ |c i | 2 π 2 2m i .
✷
We can now describe the strategy of the proof of Proposition A.1. Let Z ⊂ Y be the complement of the geodesic representatives of τ in Y . Then Z will lift toŽ conformally embeds in both Y and Ŷ . We will construct a family of quasiconformal deformations ofŶ to itself where the tangent vectors of these deformations will be Teichmuller differentials on a collection of annuli that lie in Z ⊂Ŷ . As Z is also a subsurface of Y this will define a family of quasi-conformal deformations of Y , but here the surface will change along the deformation. This will define a path in Teich(S). We will use Lemma A.2 to see that this path converges toŶ and Lemma A.4 to bound above the Weil-Petersson length of the path. one-parameter families of surfaces Z t and Y t with Z t conformally embedding in Y t . The Z t also conformally embed inŶ .
Proof of Proposition A.1: Let β i be the ith curve of τ and let β ± i be the two curves that are homotopically distinct in S\τ but are both homotopic in S to β i . Let Z To finish the proof we need to bound the m i from below. AsŽ is a cover of Y , ℓ β ± i (Ž) = ℓ β i (Y ).
By the Schwarz lemma, the geodesic representative of β ± i inŽ will lie in the ℓ β ± i (Ž)/2-thin part of the associated cusps C ± ofŶ . If p ∈ C is a point in our standard model of a cusp with pre-image z = x + iy ∈ H then injectivity radius satisfies the formula sinh(inj(p)) = 1 y .
Note that while z is not uniquely determined, the y-coordinate is. This implies thatŽ will contain the annuli C(m i ) where
With our assumption that ℓ β ± i (Ž) = ℓ β i (Y ) ≤ ℓ 0 we have sinh(ℓ β i (Y )/2) ≤ sinh(ℓ 0 /2) ℓ 0 /2 · ℓ β i (Y ) 2
