Importance sampling, particularly sequential and adaptive importance sampling, have emerged as competitive simulation techniques to Markov-chain Monte-Carlo techniques.
Generate Y 1 from π and then Y 2 , . . . , Y N from M (x, y). It follows that
is an unbiased estimator of µ, the Metropolis estimate.
Importance sampling: Generate X 1 from σ and then X 2 , . . . , X N from K(x, y). Then
is an unbiased estimate of µ, the importance sampling estimate. Often one uses
instead ofμ I . The advantage for choosingμ I instead ofμ I is that the importance sampling ratios only need to be evaluated up to an unknown constant.
The Metropolis algorithm was introduced by Metropolis, Rosenbluth, Roseenbluth,
Teller and Teller in [12] and later generalized by Hastings [5] and Peskun [13, 14] . There exists a large body of literature on Metropolis algorithm, the interested reader is referred to [19] , [10] , [15] and references therein. For this introduction, we have started both Markov chains out in their stationary distribution. For the study of the rate of convergence of Metropolis algorithm see the survey [2] . The systematic development of importance sampling began in the 1950's with works by Khan [6, 7] . See also [17] , [4] , [11] . More recent references can be found in [10] .
Bothμ M andμ I take the output of the Markov chain K and reweight to get an unbiased estimate of µ. The work involved is comparable and it is natural to ask which estimate is better.
In this note we address this question through examples; a random walk on binary dtuples with K based on changing a random coordinate (Section 3) and independence proposal chain (Section 4). Moreover in Section 5 we discuss a problem of Knuth on non self intersecting paths and develop the theory for monotone paths in fairly complete detail. In most of our examples the Metropolis algorithm is either comparable or else dominates, sometimes by an exponential amount. The proofs are based on explicit spectral decompositions which give exact expression for variances as determined in the following section.
Variance computation.
Let P (x, y) be a reversible Markov chain on the finite set X with stationary distribution p(x).
Thus, p(x)P (x, y) = p(y)P (y, x). Throughout we assume all Markov chains are ergodic so p is the unique stationary distribution for P . Let L 2 (p) = {f : X → R} with < f, g > p = E p (fg) = x f (x)g(x)p(x). Reversibility is equivalent to P : L 2 → L 2 being self-adjoint.
Here P f(x) = y f (y)P (x, y). The spectral theorem implies that P has real eigenvalues 1 = β 0 > β 1 ≥ β 2 ≥ · · · ≥ β |X |−1 > −1 with an orthonormal basis of eigen-functions ψ i : X → R (P ψ i (x) = β i ψ i (x), < ψ i , ψ j > p = δ ij ).
Proposition 2.1 Let f ∈ L
2 (p) have x f (x)p(x) = 0, expand f (x) = i≥1 a i ψ i (x) (with a i =< f, ψ i > p ). Let Z be chosen from p and Z 1 , . . . , Z N be a realization of the P (x, y) chain.
with
Proof. Becauseμ has mean zero,
The last equality uses orthonormality of ψ j . The next to last equality uses
Of course this last is just heuristic. We will see that it is accurate in examples. More formally,
This last inequality is classical and it is the usual way of relating spectral gap to asymptotic variance. It is used to compare proposal chains [13] and as a standard bound or rough estimate of the actual variance of the estimator. For small state spaces and long runs, this is reasonable.
However, for large state spaces and runs a few multiples of the relaxation time, it can be badly off.
(b) Laurent Saloff-Coste suggests that the asymptotic variance can also be bounded
with a * := max i≥1 |a i |.
The following examples show that both bounds (6) and (7) are useful.
Example 1 Let X = Z n , the integers modulo n, with n = 2m − 1 an odd number. Let
0 otherwise be the transition matrix for simple random walk. This has stationary distribution p(x) = 1/n, and the eigenvalues and orthonormal eigen functions are well known:
The bound (6) is of order n 2 (1−1/n)/n ∼ n, thus here the easiest bound is off while the bound (7) is bounded in n. Similar results hold for f (h) = δ [−a,a] (h). Saloff-Coste has suggested that the a * bound (7) will be better for one and two dimensional random walk problems but will not be an improvement more generally. 
On the other hand f
The crude upper bound from (6) is 2d
This has the right order.
The a * bound is
for some c. This is wildly off.
The hypercube.
Let X = Z given by "from x, pick a coordinate at random and change it to one or zero with probability
This example models a high-dimensional problem where the desired distribution π(x) is concentrated in a small part of the space. We have available a sampling procedure -run the chain K(x, y)-where the stationary distribution is roughly right (if p is close to θ) but not spot on.
Let us begin by diagonalizing the Metropolis chain. This may be presented as
with M i the Metropolis construction operating on the i-th coordinate. The transition matrix restricted to the i th coordinate is
This matrix has stationary distribution (θ, θ) on {0, 1}. The eigen-values are β 0 = 1, 
with ψ i defined in (9) . The eigenvectors are orthonormal in
Proof. This is a straight-forward verification from (9) and the basic structure of the product chains. For more details, see [1] Sec. 5. ♦ Using these tools we may compute the variance of the Metropolis algorithm for a variety of functions f . We take f to be the number of ones normalized to have mean zero.
Under the Metropolis chain (8) , withμ M defined by (2) we have µ = 0 and
Here
Proof. To use Proposition 2.1, we must compute the expansion of f in (12) with respect to the eigenbasis ψ ζ of (11). For ζ = 0 by orthogonality of ψ ζ with
Hence, a ζ = − √ θθ if |ζ| = 1 and a z = 0 otherwise. Now, Proposition 2.1 and (10) give
Consider next the importance sampling chain with the same K and σ considered above. Represent K as
with K i having matrix (restricted to the i th coordinate)
This matrix has stationary distribution (p, p) on {0, 1}. The eigenvalues are β * 
The eigenvectors are orthonormal in
The importance sampling estimate iŝ
To use the machinery above, we need to compute the spectral coefficients.
Proposition 3.4 Let ψ *
ζ be defined as in (15) and Computing the product and summing in i gives the stated result. ♦ Combining these results gives a formula for the variance.
Proposition 3.5 For the Markov chain K of (13) and f
, the importance sampling estimateμ I of (16) has mean zero and variance
with α and β from Proposition 3.4 and (b) The next term is
the sum of these two lead terms is
(c) For the next term we need
From this, the third term is 2d
(d) For the last term we need
From this the last term is positive and bounded above by 2d
(e) The bottom line;
This is exponentially worse (in
(f) From Remark 2 (a), the variance of the importance sampling estimator blows up
It is natural to ask how close p must be to θ so that this doesn't blow up. If p = θ + , a straightforward calculation gives
It follows that of order 1/ √ d is required to keep the variance from exponential explosion.
For another example we take
Again we compute the spectral coefficients.
Proposition 3.6
Let ψ ζ and ψ * ζ be defined as in (10) and (15) . Let
holds true for every ζ with |ζ| = 0, and a 0 = a * 0 = 0.
Proof. This is a straight-forward verification. Indeed, by orthogonality,
. Moreover, arguing as in the proof of Proposition 3.4, we get
♦
Combining the previous results we get
Under the Metropolis chain (8), withμ M
defined by (2) we have µ = 0 and
Moreover for the Markov chain K of (13) the importance sampling estimateμ I of (16) has mean zero and variance
, for every positive x, we can write
Hence, the lead term in V ar π (μ M ) can be written as
This will be formalized in the next proposition.
(b) The first term in V ar σ (μ I ) can be written as
]. Again using (17) , it is easy to
Combining the previous remarks we get
Proposition 3.8 For f as in Proposition 3.7,
σ 2 ∞ (μ M )/V ar π (f ) = 2θ pθ(1 − θ d ) d d + 1 B d (θ/θ) − 1 ∼ K 1 (θ, p) with d → B d (θ/θ) bounded, K 1 being a suitable constant. Moreover, σ 2 ∞ (μ I )/V ar π (f ) = 1 1 − θ d θ p d [ 2d d + 1 B * d (p, θ) − C * d (p, θ)] ∼ K 2 (θ, p) θ p d with d → [ 2d d+1 B * d (p, θ) − C * (p, θ
)] bounded and strictly positive, for every p and θ such that
Remark 4 The last proposition shows that, for 1/2 < p < θ < 1, the normalized asymptotic variance ofμ I is exponentially worse (in d) than the normalized asymptotic variance ofμ M , while it is exponentially better if 1/2 < θ < p < 1. On the one hand, this fact agrees with the heuristic that the importance sampling estimator of π(A) performs better than the Monte Carlo estimator, whenever the importance distribution σ puts more weight on A than π. On the other hand, the last example shows that even a small "loss of weight" in A can cause an exponentially worse behavior.
Independence sampling.
In this section the proposal chain is a sequence of independent and identically distributed variables with common probability density σ. Because of this, the structure of the state space does not matter. Throughout we take X = {0, 1, . . . , m − 1} with σ(i) > 0 fixed and π(i) the desired distribution. Without loss, suppose the states are numbered so that the importance weights π(i)/σ(i) are decreasing, i.e.
This section makes use of an explicit diagonalization of the Metropolis chain due to Jun Liu [9] .
Metropolis. For the proposal chain of independent picks from σ, the Metropolis chain starts with a pick from π. From state i it proceeds by choosing j from σ; if j ≤ i the chain moves to j. If j > i the chain stays at j with probability (π(j)σ(i)/π(i)σ(j)) and remains at i with probability (1 − π(j)σ(i))/π(i)σ(j)). Liu [9] proves that this chain has eigenvalue 1 and,
These eigen-vectors are orthogonal in L 2 (π). From these facts and Proposition 2.1 we get the following
Proposition 4.1 For the Metropolis algorithm based on independent proposals with distribution σ(i) and stationary distribution π(i), let
with W N (k) given by (5) using the eigenvalues of (19) and
The following lemma supplements J.Liu results
Lemma 4.2 With notation as above, the eigenvalues β k in (19) satisfy
The variance of the importance sampling estimator is (for µ = 0)
We record a different expression for this, similar to J.Liu's above. 
Remark 5 If σ = π, this basis agrees with the Metropolis basis of (20). This must be because then P commutes with the Metropolis chain. 
Proposition 4.4 Let g(i) satisfy
Metropolis. We must compute the expansion of f in the basis
with c(m, k) uniformly bounded. The eigenvalues β k of (19) become
Plugging into (21) yields the following proposition. 
This expression is of the form m N B(a)
with B(a) continuous in a and bounded uniformly in m for fixed a ∈ (0, 1). It follows that importance sampling and the Metropolis algorithm are roughly comparable for this example.
Remark 6
The example above helps us to calibrate two obvious bounds. From (6) for independent Metropolis sampling applied to f of mean zero
5 Non-self intersecting paths. 
σ(γ) = number of paths.
is an unbiased estimate of the number of paths. Knuth used this sequential importance sampling algorithm to give the following estimates:
• number of paths = (1.6 ± 0.3)10
24
• av. path length = 92 ± 5
• proportion of paths through (5, 5) = 81 ± 10 percent.
In a personal communication he noted that usually 1/σ(γ) was between 10 11 and 10 17 .
A few of his sample values were much larger, accounting for the 10 24 . It is hard to bound or asses the variance of the sequential importance sampling estimator.
There is something to understand: D.Bressanini has found the exact answer to Knuth problem in sequence A00764 in the on line version of Sloane's handbook of integer sequences.
This contains further references [18] . The number of non-self intersecting paths in a 10 × 10 grid equals 1568758030464750013214106 = 1.5687 × 10 24 .
This is in good agreement with Knuth (1.6 ± 0.3)10 24 .
Monotone paths.
As a contribution to understanding Knuth's use of sequential importance sampling we consider an easier problem where all calculations can be carried out. Let X be the set of all monotone paths from (0, 0) to (n, n) in the usual lattice. Here, paths are only allowed to go up or to the right. Thus, if n = 2 there are 6 paths. (b) For n large and any fixed k
(c) Under the importance sampling distribution σ σ{T (γ) = j} = 2
(d) For n large and any fixed positive
Proof. Paths with T (γ) = j may be coded as sequences of zeros and ones with n zeros and n ones having all zeros (or all ones) before j. This is twice the number with all ones before j. To count these, put zero at j and the remaining n − 1 zeros in the remaining j − 1 places.
This proves (a),(c). Part (b) is simple. For (d) we prove a local limit theorem. In (c), take
Using Stirling's formula
Write the product in the numerator as
where the asymptotics are valid for a n 2/3 . This may be justified and refined as in [3] Chapter 5. For the denomiator,
Putting things together, for j = 2n − 1 − a,
For a = x √ n, this last is
Remark 7 Thus, under the uniform distribution π, T (γ) is close to its maximum 2n − 1.
Under the importance sampling distribution σ, T (γ) is usually √ n away from 2n − 1. We see below how our two algorithms deal with this. First, we treat the analog for estimating the size of the state space |X |.
The variance of the estimatorμ SIS is given next.
Proposition 5.2 For µ the number of monotone paths in an n
We have
This sum is dominated by its largest term. Thus
On the other hand, µ 2 = 2n n ∼ 16 n /(πn) is of lower order. ♦
Remark 8
While the variance is exponentially large in n, the relative variance is
Thus a relatively small sample size N suffices to get a useful relative error.
We next compare importance sampling and the Metropolis algorithm for estimating the mean of some simple functions of monotone paths. In our examples, the Metropolis algorithm dominates.
Importance sampling. Again X is the set of monotone paths from (0, 0) to (n, n). Let f : X → R be any function. Let γ 1 , . . . , γ N be chosen independently using the sequential
is an unbiased estimator of µ = γ
Using Proposition 5.2 above we may calculate this for simple functions f .
Example 4
Let f (γ) = T (γ) = the first hitting time of a uniformly chosen random path γ to the top or right side of an n × n grid. Then
Indeed under the uniform distribution,
For the variance,
As before, the sum is dominated by its largest term. This is
Remark 9
Here, the expected squared relative error is
Thus again, a sample size N of order only larger than √ n suffices to give acceptable relative error. 
