Abstract. We are interested in the curve fitting problems in such a way that the sum of the squares of the orthogonal distances to the given data points is minimized. Especially, the fitting an ellipse to the given data points is a problem that arises in many application areas, e.g. computer graphics, coordinate metrology, etc. In [1] the problem of fitting ellipses was considered and numerically solved with general purpose methods. In this paper we present another new ellipse fitting algorithm. Our algorithm is mainly based on the steepest descent procedure with the view of ensuring the convergence of the corresponding quadratic function Q(u) to a local minimum. Numerical examples are given.
Introduction
Let {(x k , y k ) : k = 1, 2, . . . , n} be a set of data points in the plane. There is a model curve represented by the parametric form ( 
1.1) x = x(ρ; t), y = y(σ; t),
where ρ = (ρ 1 , ρ 2 , . . . , ρ m ) and σ = (σ 1 , σ 2 , . . . , σ l ) are two vectors of unknown parameters. We are interested in the problem of fitting the model curve to the given data points in such a way that the sum of the squares of the orthogonal distances from (x k , y k ) to unknown points (x(ρ; t k ), y(σ; t k )) is minimized. The orthogonal distance d k of a point (x k , y k ) can be expressed by
Thus, to fit the model curve to the given data points we need to deter- is dependent upon ρ, σ and the vector t = (t 1 , t 2 , . . . , t n ) of additional unknowns {t i } n i=1 . In addition, ρ, σ and t can be simultaneously determined. To do so, we may either apply minimization algorithms to (1.3) or solve the nonlinear system of (m + l + n) equations for the parameter vector u = (ρ 1 , . . . , ρ m , σ 1 , . . . , σ l , t 1 , . . . , t n ) induced by the necessary conditions for a minimum, namely 
. , n).
In this paper, we particularly deal with ellipses as a model curve and propose an iteration algorithm for fitting an ellipse(or a rotated) to the given data points in the plane. Let Q(u) be the corresponding quadratic function which is needed to fit an ellipse. Then, the convergence of the given quadratic function Q(u) to the global minimum may not be guaranteed. However, our algorithm for the fitting of ellipses has the advantage of ensuring the convergence of Q(u) to a local minimum. We give some numerical examples for the fitting of ellipses and observe the convergence of each quadratic function Q(u).
Orthogonal distance fitting of ellipses
Let us now consider an ellipse as the model curve (1.1)
where −π ≤ t ≤ π. Then the quadratic function to be minimized for fitting an ellipse to the given n data points (
where the parameter
. We also have the following (n + 4) equations induced by the necessary conditions (1.4), (1.5) and (1.6) for a minimum:
Further, when C = 0 in (2.8) we can easily compute t k by (2.9)
In case of C = c 2 2 − c 2 1 = 0 the n equations (2.8) induce the following two equations:
Thus, if we let z k = cos t k in (2.10) and (2.11), then the corresponding values of sin t k can be given by
and the n equations (2.8) lead to the following quartic equations: (2.12) 
s).
In this case we can choose t k = µ m k,l for the solution of (2.8) such that (2.14)
Here, to solve the n quartic equations (2.12) let us consider a rootfinding procedure for solving the following quartic equation:
Root-finding procedure 2.1:
where
8 ,
16 − 3a 4 3 256 .
Thus, in case of b 1 = 0 the quartic equation (2.16) can be easily solved. Further, if there exist α, β, γ ∈ C satisfying α−4β
Thus, if we choose α and γ such that
then, since αγ = b 0 , β must satisfy the following equation:
In addition, the equation ( 
Let D be the discriminant
Then, in case of D > 0, β can be given by
Thus, having the four zeros z 1 , z 2 , z 3 and z 4 of g(z), the zeros of f (x) are obtained by decreasing each by a 3 4 . Namely, the four zeros of f (x) are given by
We now describe our iteration algorithm for the fitting of ellipses. The (n + 4) equations induced by the necessary conditions for a minimum can be divided into two parts. One is a linear system of the four equations (2.4), (2.5), (2.6) and (2.7) for a, b, c 1 and c 2 , whose coefficient matrix depends on t 1 , t 2 , . . . , t n . The other part is concerned with the n equations (2.8). There are some well-known methods for solving the linear system of the first part and n equations (2.8) respectively. One may be able to propose mixed iteration algorithms which are connected with both well-known methods above. Here, we will present a new ellipse fitting algorithm. In fact, the steepest descent method can be employed as a minimization algorithm for minimizing the quadratic function (2.3). Thus, the ellipse fitting algorithm consists of both the steepest descent method for minimizing Q(u) and the root-finding algorithm for the n equations (2.8).
Algorithm A:
Step 0. Let a Step 1. Solve the n equations (2.8)
) and
Otherwise, by letting for z k = cos t k (k = 1, . . . , n) we need to solve the following quartic equations with respect to
By using Root-finding procedure 2.1, compute the following:
and
Then, in case of D > 0, we have
Also, compute
Then we have the following four zeros
and 
Thus, we get t
Set an approximation u
, b
, c
1 , c
2 , t
1 , . . . , t
n ).
Step 2. Apply the steepest descent method to the problem of determining an approximationü
n).
Then it follows from the n equations (2.8) that
We also get an approximation
where α is obtained by minimizing the single variable function
That is,
Step 3. Solve the n equations (2.8)
) and C =C = 0, then we get an approximation t
. . , n).
Otherwise, we have the following quartic equations:
Thus, by using Root-finding procedure 2.1 and a similar process as in Step 1, an approximation t . Then we get an new approximation
and c
Step 4. If Q(u
), then we set j := j + 1 and go back to Step 2.
By dint of the descent property of the steepest descent method, one may ensure the convergence of Algorithm A to a local minimum independent of the initial approximation u (0) . That is, it follows
Nevertheless, the convergence of our algorithm to the global minimum may not be guaranteed. Unfortunately, it is possible that our algorithm converges to other than the absolute minimum.
Orthogonal distance fitting of rotated ellipses
Now we are interested in the problem of fitting general ellipses (i.e. rotated ellipses) to the given data points (
. . , n).
Consider the ellipses Our problem is to determine a rotated ellipse in (3.3) such that the following quadratic function is minimized a, b, c 1 , c 2 , θ, t 1 , . . . , t n ). The basic idea for fitting the rotated ellipse is as follows: Let (x k ,ỹ k ) (k = 1, . . . , n) be any new data points given by rotating (x k , y k ) with unknown angle θ. Namely,
Consider the problem of fitting the following parabolas to the above new data points (x k ,ỹ k ) (k = 1, . . . , n):
withx = x cos θ + y sin θ andỹ = −x sin θ + y cos θ, in its parametric formx = a + c 1 cos t,
where −π ≤ t ≤ π. Then a, b, c 1 , c 2 and additional unknown θ must be computed in order that the following corresponding quadratic functioñ Q(ũ) is minimized:
where the parameter vectorũ = (a, b, c 1 , c 2 , θ, t 1 , . . . , t n ). The necessary conditions for a minimum ofQ(ũ) with respect to a, b, c 1 , c 2 , t 1 , . . . , t n are the same as for Q(u) with x k =x k and y k =ỹ k in (2.3). We thus have the following (n + 4) equations:
In addition, there is another equation induced by the necessary condition ∂Q ∂θ = 0. Namely,
The above equation (3.13) can be solved for the unknown angle θ dependent upon the other unknowns a, b, c 1 , c 2 , t 1 , . . . , t n .
Thus, using (3.14) and applying Algorithm A to the (n + 4) equations from (3.8) to (3.12), one may be able to fit an ellipse (x − a c 1 )
Then, we obtain a rotated parabolas fitted to the data points (
So, in view of the modification of Algorithm A, we can present an iteration algorithm for solving our problem. We now describe our algorithm for the fitting of general ellipses (3.3) to the given data points (x k , y k ) (k = 1, . . . , n).
Algorithm B:
Step 0. Let a
2 and θ
additionally be given as five initial values for unknowns a, b, c 1 , c 2 and θ respectively.
Set j := 0.
Step 1. Solving the n equations (3.12) with respect toÃ k =Ã
1 ) 2 . In other words, compute (k = 1, . . . , n)
Apply a process like Step1 in Algorithm A for finding the values
n).
Otherwise, we need to solve the following quartic equations:
, where
Get a new angle θ (0) from (3.14), (3.19) θ
The value of α is determined so as to minimize the single variable function
Step 4. Solve the n equations (3.12) with a =ä
and θ = θ (j) . In other words, compute (k = 1, . . . , n)
and solve the n equations for t k = t
These equations can be solved by a similar process as in Algorithm A.
Step 4. Determine an angle θ (j+1) from (3.14). Namely, get
We then get a new approximation
,c
Step 5. If Q(ũ
Numerical examples
To test our algorithms we give some examples for the fitting of parabolas. Especially, we observe the convergence of the corresponding quadratic function in each case. In fact, it is certain that each quadratic function converges to a local minimum. Example 1. Let us consider the seven data points given by (0, 1),
exactly on the ellipse (x − 1)
We use Algorithm A for fitting an ellipse
to the above data points. The corresponding quadratic function to be minimized is given by
Here we see that one may receive different local minima for different initial approximations. The choice of good initial approximations is needed to get a best approximation(hopefully, the global minimum).
Thus, if the starting approximation (a
2 ) is near to the exact value (a, b, c 1 , c 2 ) = (1, 1, 1, 2) , the convergence to a good approximation(properly speaking, the global minimum) can be ensured for our method. Using four values (−1, −1, 1, 1), (0, 1, 2, 1), (1, 2, 0.5, 1) and  (1, 2, 2, 3) for the starting approximation (a
2 ) our method converges to a local minimum in each case. We obtain good approximations a, b, c 1 and c 2 very close to the exact values in less than 50 iterations in each case. These good results are visualized in Figure 1 . = 0 for Algorithm B we get all good approximations in any case, near to a = 1, b = 1, c 1 = 1, c 2 = 2 and θ = 0.7854 in less than 100 iterations. In Figure 2 we see the convergence of the quadratic functionQ(ũ) to a local minimum(more precisely, global minimum) in each case. 8503) and (a, b, c 1 , c 2 , θ) = (1.4143, −0.2621, 1.6294, 2 .0304, 0.7840) as approximations for Algorithm A and Algorithm B respectively. That is, we obtain two ellipses fitted to the given data points. In Figure 3 the dashed ellipse and the solid rotated ellipse after 100 iterations are visualized for Algorithm A and Algorithm B respectively. Also, as can be seen in Figure 4 , the convergence of each algorithm to a local minimum is guaranteed. 
