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Вступ. Сьогодні надзвичайно актуальною стала 
проблема наукового аналізу медичних даних. Завдя-
ки використанню сучасних інформаційних технологій 
швидкими темпами зростають обсяги інформацій-
них масивів, що характеризують стан того чи іншо-
го хворого, ускладнюються задачі, що потребують 
неочевидних рішень, знайти котрі можна лише після 
обробки достатньо великих інформаційних масивів. 
Сьогодні вже не підлягає сумніву теза щодо необхід-
ності та доцільності використання доказової медици-
ни та сучасних методів статистичного аналізу в біо-
медичних дослідженнях. 
У медичній практиці і, особливо, у медичних дос-
лідженнях часто застосовують різноманітні методи 
аналізу й обробки даних. Математика, зокрема ма-
© О.В. Гойко 
тематична статистика, широко застосовується в усіх 
галузях, в тому числі у медицині, оскільки матема-
тичні методи дозволяють об'єктивно оцінювати 
кількісні результати досліджень. 
З інтенсивним розвитком і використанням принципів 
доказової медицини (evidence based medicine) зрос-
ло і розуміння актуальності проблем, пов'язаних із 
низькою якістю опису статистичного матеріалу. В 
основі доказової медицини лежить використання 
опублікованих у медичній літературі досліджень, тому 
вона залежить від методологічної якості статей. В 
даний час спостерігається помітне відставання щодо 
застосування статистичних методів аналізу у вітчиз-
няній медичній науці. Порівняння вітчизняних і зару-
біжних публікацій показує набагато вищий рівень 
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використання методів статистики у наукових працях, 
що видаються за кордоном. 
Основна частина. Намагання обговорити в ме-
дичній літературі проблеми, пов'язані зі статистичною 
обробкою матеріалу і статистичною ймовірністю, були 
започатковані ще в 30-х роках XX століття [1]. З того 
часу дослідники в різних галузях медицини вважають 
за необхідне використовувати методи статистичного 
аналізу для обробки вихідного матеріалу, допускаю-
чи при цьому досить багато помилок як при їх викори-
станні, так і при їх інтерпретації та описі. Неякісне ви-
користання статистичних методів в експерименталь-
них біомедичних дослідженнях і, особливо, неправильна 
інтерпретація результатів їх застосування є дуже по-
ширеною проблемою, яка має негативні наслідки. 
Проблема, до речі, недооцінена, не дивлячись на те, 
що більшість помилок виникає при використанні навіть 
найпростіших статистичних методів обробки даних. 
Досить часто, на превеликий жаль, трапляються 
роботи, в яких аналіз обмежується лише якісним 
описом об'єктів і процесів, коли кількісні оцінки їхніх 
характеристик зводяться лише до констатації 
«збільшення» чи «зменшення» середніх значень ок-
ремих ознак. А якщо й наводяться їх числові значен-
ня, то досить часто зустрічаються вирази у такому 
вигляді: 6,5±2,3, без вказання при цьому, які саме 
величини маються на увазі - чи то середнє значення 
і його стандартна похибка, чи то середнє значення і 
його середньоквадратичне відхилення. Щоб читач 
не ламав голову над тим, які ж саме величини по-
єднані знаком ±, автору слід обов'язково вказувати 
загальноприйняті позначення цих величин. Можна 
зрозуміти авторів таких публікацій, які досить часто 
стоять перед вибором: що ж використовувати для 
опису вибіркових (а саме такі він аналізує) параметрів 
- чи позначення (М ± т ) , чи (М ± 8), де т - стан-
дартна похибка середнього значення, 8 - середньо-
квадратичне відхилення. В деяких рекомендаціях на-
дається перевага першому варіанту, в інших (найчас-
тіше в зарубіжних публікаціях) - другому. Стентон 
Гланц, наприклад, в своїй книзі «Медико-биологичес-
кая статистика» [2] говорить наступне щодо стан-
дартного (середньоквадратичного) відхилення і стан-
дартної похибки: «Хотя разница между стандартным 
отклонением и стандартной ошибкой среднего оче-
видна, их часто путают. Большинство исследовате-
лей приводят в публикациях значение стандартной 
ошибки среднего, которая заведомо меньше стан-
дартного отклонения. Авторам кажется, что в та-
ком виде их данные внушают больше доверия. Мо-
жет быть, так оно и есть, однако беда в том, что 
стандартная ошибка среднего измеряет именно точ-
ность оценки среднего, но никак не разброс данных, 
который и интересен читателю. Мораль состоит в 
том, что, описывая совокупность, всегда нужно при-
водить значение стандартного отклонения». Проте, 
враховуючи, що " т " і "8" тісно пов'язані між собою 
співвідношенням т=8/8дгі(п), ^ г ^ п ) - це корінь квад-
ратний з обсягу вибірки "п"), то сперечатись з цього 
приводу, взагалі-то, немає сенсу. Вибір того чи іншо-
го варіанта повинен в більшій мірі визначатися кон-
текстом. Наприклад, якщо мова йде про порівняння 
групових середніх, то слід використовувати перший 
варіант. Якщо ж просто наводяться вибіркові харак-
теристики окремих груп, то доцільніше використову-
вати другий варіант. Важливо, щоб як для першого, 
так і для другого варіанту завжди наводилось зна-
чення обсягу вибірки "п" і вказувалося, які ж вели-
чини поєднуються знаком ±, і тоді, знаючи, одну із 
наведених величин, наприклад, " т " завжди можна 
вирахувати й значення "8", або ж навпаки. Однак все 
одно це не звільняє автора від його обов'язку - чітко 
і конкретно вказувати всі позначення, що використо-
вуються в його роботі. 
Досить часто у публікаціях зустрічаються такі вис-
ловлювання, як, наприклад: «Позитивний кореляцій-
ний взаємозв'язок виявлений між ступенем вираже-
ності гемофтальму та ІДЕ - г = ± 0,78; КАЕ - г = ± 
0,62; ВКГ - г = ± 0,96; ВА АФТ-аз - г = ± 0,74; ІУГ -
г = ± 0,86; від'ємний кореляційний взаємозв'язок 
виявлений між ступенем вираженості гемофтальму 
та показниками ВВЕС - г = ± 0,80». По-перше, якщо 
автор говорить про позитивний чи від'ємний кореля-
ційний взаємозв'язок, то це виражається саме зна-
ком перед наведеним коефіцієнтом кореляції, а не 
писати перед значенням наведеного коефіцієнта ±. 
Такий знак (±) ставиться перед коефіцієнтом коре-
ляції, коли мова йде про загальне поняття коефіцієн-
та кореляції, вказуючи тим самим, що він може прий-
мати як позитивне, так і від'ємне значення, і саме 
цей знак «+» чи «-» вказує на прямий чи зворотний 
кореляційний взаємозв'язок. По-друге, коли в роботі 
наводиться кореляційний аналіз, то обов'язково слід 
вказати, який саме коефіцієнт кореляції (Пірсона, 
Спірмена, Кендала тощо) використовувався. І на-
решті, що найголовніше, не наводиться (а напевне і 
не визначається) коефіцієнт надійності, який вказує 
ступінь довіри до визначеного коефіцієнта кореляції. 
Адже можна і на двох показниках визначити ко-
ефіцієнт кореляції, який за своїм значенням буде до-
сить високим, проте при визначенні коефіцієнта на-
дійності ми впевнимося у тому, що такому коефіцієн-
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ту кореляції довіряти не можна і виявлений кореляц-
ійний взаємозв'язок не можна вважати суттєвим. 
Отже, автори завжди повинні наводити не лише 
значення коефіцієнта кореляції при використанні ко-
реляційного аналізу, а й визначати і, звичайно, наво-
дити в публікаціях, коефіцієнт надійності. 
Іще хочеться торкнутися досить слушного питан-
ня щодо порівняння показників у двох групах (наприк-
лад, контрольній і експериментальній). Без такого 
порівняння, мабуть, не можна обійтися в жодній нау-
ковій роботі. Так, наприклад, автор однієї статті ствер-
джує, що «... тривалість психозу у хворих з аритмією 
збільшується з 2,75 до 3, 16 днів (р <0,05), з цирозом 
з 2,5 днів до 3,10 днів (р <0,01)...». В чому ж тут про-
блема? На перший погляд ніби й нормально все, при-
водиться р, і так, на превеликий жаль, більшість ав-
торів пишуть. Проте, наводячи такі показники (на-
скільки можна зрозуміти, що це їх середні значення), 
слід обов'язково вказувати ще й стандартну похиб-
ку середнього значення, про що вже йшлося вище. 
Адже статистично достовірну значимість різниці 
середніх значень кількісних показників саме у двох 
вибірках найчастіше визначають за допомогою па-
раметричного Іжритерію Стьюдента, який надзви-
чайно популярний і використовується у більшості 
медичних наукових публікацій [3]. А як відомо, цей 
критерій обчислюється за допомогою двох пара-
метрів - вибіркових середніх значень і їх стандарт-
ної похибки. Саме тому при згадуванні середніх зна-
чень у такому контексті необхідно обов'язково вка-
зувати і стандартну похибку, оскільки досвідчений 
читач саме завдяки останній може зорієнтуватися 
щодо правильності наведених тверджень. Разом з 
тим, хочеться ще раз наголосити на тому, що досить 
часто Іжритерій Стьюдента використовується не-
вірно. Насамперед слід нагадати, за яких умов мож-
на використовувати цей критерій. По-перше, згада-
ний критерій використовується лише для кількісних 
величин, що підлягають закону нормального розпо-
ділу [4]. По-друге, навіть за умови нормальності роз-
поділу кількісних величин, слід пам'ятати, що таких 
Іжритеріїв існує декілька, а саме: ^критерій для не-
залежних вибірок (такими є, наприклад, контрольна і 
експериментальна групи), при чому в цьому випад-
ку такий критерій обчислюється з урахуванням виз-
наченої дисперсії (розраховується 1-критерій при од-
накових чи різних дисперсіях), і так званий парний 
критерій, що розраховується для парних вибірок (на-
приклад, порівняння показників до і після експери-
менту) [5]. У випадку, коли варіаційний ряд не підпо-
рядкований нормальному закону розподілу, то 1;-кри-
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терій Стьюдента використовувати не можна, тоді 
найчастіше використовується непараметричний кри-
терій с2 (хі-квадрат). Лише після коректного вибору 
і визначення відповідного критерію можна визнача-
ти значення досягнутого рівня статистичної значи-
мості, яке бажано подавати у такому вигляді: р=0,03, 
а не вказувати його інтервальну оцінку, тобто писати 
0,01<р<0,05 чи р>0,05. До речі, рівень статистичної 
значимості позначається маленькою літерою р, а не 
великою літерою Р, оскільки це зовсім протилежне 
поняття. Іще хочеться наголосити на тому, як наво-
дяться ці позначки у таблицях. Досить часто у таб-
лицях вони подаються у вигляді * (зірочок), що сто-
ять і зверху, і знизу, і зліва, і справа біля, наскільки 
можна зрозуміти, бо це ніде не вказується, середніх 
показників із знаком «+», а під таблицею стоїть при-
мітка такого змісту: «*Р<0,02; Р*<0,05; *Р<0,05; 
0,1>Р*>0,05». Розібратися у цій плутанині просто 
неможливо. Напевне і сам автор такого «ребусу» не 
зможе пояснити, чим, наприклад, Р*<0,05 відрізняєть-
ся від *Р<0,05. По-перше, якщо автор мав на увазі 
рівень статистичної значимості, то його, як вже го-
ворилося, слід позначати маленькою літерою р. По-
друге, абсолютно незрозуміло, що і з чим порівнюєть-
ся. А по-третє, уявіть собі таблицю, в якій біля одно-
го числа стоїть три *, одна знизу зліва, друга зверху 
зліва, а третя справа зверху, і при цьому, ще раз наго-
лошую, не сказано, які ж показники порівнюються 
між собою. Найімовірніше, з цього приводу автор і 
сам не зможе нічого пояснити. Можливо так пишуть 
ті автори, які, на жаль, не розуміють суті наведених 
таблиць: «туманно пишеш про те, що погано ро-
зумієш». Слід пам'ятати, що опис використаних для 
обробки медичної інформації статистичних методів 
і отриманих в результаті їх застосування висновків 
дає читачеві інформацію ще й про рівень володіння 
автором цим методом. Саме тому кожен, хто пише 
наукову роботу, повинен описувати лише те, що він 
сам добре розуміє, і не вводити в оману читача. До-
сить часто автори не розуміють, що вони хочуть от-
римати від використання статистичних методів. Одні 
використовують статистичний аналіз тому, що так 
робить більшість їхніх колег, інші вважають, що на-
явність статистичних висновків підніме науковий 
рівень публікації, викликавши більший інтерес до неї. 
Висновок. Бажано всім авторам публікацій ко-
ректно описувати і усвідомлено використовувати ста-
тистичні методи, щоб на основі отриманих резуль-
татів обробки й аналізу вибіркових спостережень 
зробити обгрунтований висновок щодо всієї дослі-
джуваної популяції. Застосування статистичних ме-
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тодів повинно впевнити читачів їхніх робіт у досто-
вірності наукових стверджень завдяки використан-
ню математичної статистики в біомедицині. Для цьо-
го слід надавати у наукових роботах і статтях ясний, 
повний і коректний опис виконаного статистичного 
аналізу спостережень. 
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