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Abstract
This paper considers the problem of single image depth
estimation. The employment of convolutional neural net-
works (CNNs) has recently brought about significant ad-
vancements in the research of this problem. However, most
existing methods suffer from loss of spatial resolution in
the estimated depth maps; a typical symptom is distorted
and blurry reconstruction of object boundaries. In this pa-
per, toward more accurate estimation with a focus on depth
maps with higher spatial resolution, we propose two im-
provements to existing approaches. One is about the strat-
egy of fusing features extracted at different scales, for which
we propose an improved network architecture consisting of
four modules: an encoder, decoder, multi-scale feature fu-
sion module, and refinement module. The other is about
loss functions for measuring inference errors used in train-
ing. We show that three loss terms, which measure errors
in depth, gradients and surface normals, respectively, con-
tribute to improvement of accuracy in an complementary
fashion. Experimental results show that these two improve-
ments enable to attain higher accuracy than the current
state-of-the-arts, which is given by finer resolution recon-
struction, for example, with small objects and object bound-
aries.
1. Introduction
The problem of estimating the depth map of a scene from
its single image has attracted a lot of attention in the field
of computer vision, since depth maps have a lot of applica-
tions, such as augmented reality [22], human computer in-
teraction [33], human activity recognition [12], scene recog-
nition [41], and segmentation [27, 32]. The recent employ-
ment of convolutional neural networks (CNNs) has accel-
erated the research of the problem [9, 25, 23, 2, 4]. In
early studies, depth maps can be estimated only with much
lower resolution than input images, which is mostly at-
(a) (b)
(c) (d)
Figure 1. Example comparison of estimated depth maps; (a) RGB
input, (b) ground truth depth, (c) the current state-of-the-art [10],
and (d) our method.
tributable to a series of downsampling operations performed
in CNNs. To recover the degraded spatial resolution, a num-
ber of studies have been conducted so far. First, a new up-
sampling method called up-projection was proposed in [16].
Integration of CRFs into CNNs for depth refinement, along
with its end-to-end training method, was proposed in [40].
Several works applied joint multi-task learning [8, 6], which
provides a good amount of improvement of estimated depth
maps. Recently, dilated convolution was employed in [10],
updating the state-of-the-art accuracy.
In this paper, we argue that there is room for further
improvements despite these previous efforts. In the depth
maps estimated by the previous methods, including the one
that has achieved the state-of-the-art accuracy, we can ob-
serve distortions in object shapes, missing small objects,
and mosaic patterns, as shown in Fig.1. Depth maps with
high spatial resolution, e.g., precise object boundaries, are
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especially important for some applications such as object
recognition [35] and depth-aware image re-rendering and
editing [24].
The features learned in different layers of CNNs for
depth estimation, which represent information at different
scales, should contain different depth cues. For example,
the lower layer features may have information on the details
of object shapes, while the higher layer features represent
global depth information without details of object shapes.
Therefore, the former and latter should be used in a com-
plementary fashion to estimate more accurate depth maps.
Toward this end, we propose a feature fusion module that
up-scales lower layer features to the same (high) level of
resolution using skip connections, and then learns how to
fuse the up-scaled different scale features with a convolu-
tional layer. We also employ a decoder module to decode
the high level feature extracted by the encoder. Then, the
outputs of the two modules are integrated and further re-
fined to provide final estimation.
To summarize, we propose an improved architectural de-
sign that consists of four modules, namely, i) an encoder
(E) used for multi-scale feature extraction, ii) a decoder (D)
used for feature decoding, iii) a multi-scale feature fusion
(MFF) module to fuse features of different resolutions ex-
tracted by E, and iv) a refinement module (R) to refine and
integrate features obtained from D and MFF for final predic-
tion. The proposed framework is shown in Fig. 2. Note that
the employment of symmetric skip connections was widely
used in previous studies on many tasks, it needs pay atten-
tion to fix the channels of the same scale features between
the encoder and decoder, while the proposed feature fusion
module is more flexible to use and it can be used with differ-
ent backbone networks employed for the decoder-encoder
part. In our experiments, we show results obtained with
several backbone networks, such as ResNet [13], DenseNet
[11], and SENet [14]. Our method is trained in an end to end
fashion without employing any post-processing refinement.
We also propose an improved loss function for train-
ing the CNNs. It is motivated by the previous studies
on statistical properties of range images of natural scenes
[15, 1, 19]. In [15], the authors analyzed distribution of
three-dimensional points using co-occurrence statistics, and
two- and three-dimensional joint distributions of Haar filter
reactions. The results indicate that the range images have
much simpler structures than optical images, which is also
known as the “random collage model”, that is, the world
can be broken down into piecewise smooth regions that de-
pend little on each other and sharp discontinuities in be-
tween them. The sharp discontinuities typically emerge at
the occluding boundaries of objects in scenes, which form
step edges in depth maps. This structure is a key property
of depth maps (of natural scenes). As mentioned above,
however, previous methods often fail to recover such edges
correctly.
We argue that distorted and blurry edges emerged in the
depth maps estimated by previous methods are mostly at-
tributable to the loss function employed by them. Many pre-
vious studies use the sum of differences in depth between an
estimated depth map and its ground truth for their loss func-
tion, with different norms, i.e., `2 loss [9, 23, 26], `1 loss
[28, 30], and a robust berhu loss [16]). We point out that
this type of losses is insensitive to errors emerging at step
edges, such as shift in their positions, and difference be-
tween sharp and blurry edges. We then propose to use two
additional loss functions, difference in gradients (lgrad) and
difference in normals to scene surfaces (lnormal) between
an estimated map and its ground truth. We describe that
the three loss functions are complementary with each other,
and show that their combination contributes to improve ac-
curacy particularly around object edges. We show experi-
mental results that confirm effectiveness of our approach.
2. Related Work
Skip connections Skip connections have been widely
used for many purposes. In particular, they are employed in
encoder-decoder networks to recover the degraded resolu-
tion due to downsampling, as in U-Net [7]. In that case, skip
connections are symmetrically inserted between the same
level of layers in the encoder and decoder. This design is
applied to image restoration [29] , semantic segmentation
[18], and others. In this paper, we use skip connections in
a different way. Instead of symmetric application between
the encoder and decoder, we directly merge the up-scaled
feature maps from the different layers of the encoder to the
final decoder output. This is done by the proposed multi-
scale feature fusion module.
Gradient-based loss Several existing studies also employ
functions of depth gradients for losses [8, 36]. Most of pre-
vious methods are built upon the framework of multi-task
learning, such as [8, 38] where semantic segmentation, sur-
face normals etc. are simultaneously learned. On the other
hand, we are interested in the following question: how far
can we go in the minimal case where only ground truth
depths are available for training? This question is impor-
tant, because RGBD cameras have advanced greatly, mak-
ing them easier to use, whereas segmentation labels are
costly to obtain. Therefore, we revisit this minimal formula-
tion. We analyze how the three different losses (i.e., ldepth,
lgrad, and lnormal) can contribute to the improvement of ac-
curacy. There are other works that use gradient-based losses
including DeMon [36], which consider different problems
from single image depth estimation.
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Figure 2. A diagram of the proposed network architecture. Given an input image, the encoder (E) extracts multi-scale features (1/4, 1/8,
1/16, and 1/32). The decoder (D) converts the last 1/32 scale feature to get a 1/2 scale feature. Each of the multi-scale features is up-scaled
to 1/2 scale, and fused by the multi-scale feature fusion module (MFF). The outputs of D and MFF and are refined by the refinement
module (R) to obtain the final depth map. Each box named “blockn” denotes a block of multiple convolutional layers, such as residual
block of ResNet; each box named “upn” denotes a up-projection layer introduced in [16]. Batch normalization and ReLU nonlinearity are
applied to the output of each convolutional layer except conv6.
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Figure 3. Diagrams of MFF, D and R. We employ the same up-
sampling strategy (up-projection) used in [16].
3. Proposed Method
3.1. Improved Network Design
The proposed network architecture consists of four mod-
ules: an encoder (E), a decoder (D), a multi-scale feature fu-
sion module (MFF), and a refinement module (R), as shown
in Fig. 2. The encoder extracts features at multiple scales:
1/4, 1/8, 1/16, and 1/32. The decoder employs four up-
projection modules [16] to gradually up-scale the final fea-
ture from the encoder while decreasing the number of chan-
nels. Similar encoder-decoder networks were employed in
[16, 28], but their outputs tend to lose spatial resolution and
not to preserve object shapes.
The MFF module integrates four different scale features
from the encoder using up-projection and channel-wise con-
catenation. To be specific, the outputs of the four encoder
blocks (each having 16 channels) are upsampled by ×2, 4,
8, and 16, respectively, so as to have the same size as the fi-
Table 1. Sizes of output features, and input/output channels of each
layer when using a ResNet-50 as encoder.
Layer Output Size Input/C Output/C
conv1 114×152 3 64
block1 57×76 64 256
block2 29×38 256 512
block3 15×19 512 1020
block4 8×10 1020 2040
conv2 8×10 2040 1020
up1 15×19 1020 512
up2 29×38 512 256
up3 57×76 256 128
up4 114×152 128 64
up5 114×152 256 16
up6 114×152 512 16
up7 114×152 1020 16
up8 114×152 2040 16
conv3 114×152 64 64
conv4 114×152 128 128
conv5 114×152 128 128
conv6 114×152 128 1
nal output. This upsampling is done in a channel-wise man-
ner. Then they are concatenated and further transformed by
a convolutional layer to obtain the output of the MFF mod-
ule, which has 64 channels. The main purpose of the MFF
module is to merge different information at multiple scales
into one. It is seen in Fig. 4 that the lower layer outputs of
the encoder retain information with finer spatial resolution,
which should be utilized to restore the fine details lost due
to the multiple applications of downsampling.
The feature from the decoder and fused multi-scale fea-
tures from MFF are then concatenated in their channels and
(a) (b)
Figure 4. Visualization of outputs of different layers of the encoder
network for the input image shown in Fig. 2. Selected channels of
(a) block1, and (b) block2.
fed to the refinement module having three convolutional
layers to give the final prediction. MFF and the refinement
module only add a small number of parameters as com-
pared with the encoder-decoder part. For instance, if we
use the ResNet-50 as the encoder, then the encoder-decoder
part has 63.6M parameters, while the feature fusion and re-
finement modules have only 4M parameters.
3.2. Loss Functions
Most of the previous studies employ the sum of the dif-
ference between the depth estimate di and its ground truth
gi for a loss:
l1 =
1
n
n∑
i=1
ei, (1)
where ei = ‖di − gi‖1. Some use its `2 norm or robusti-
fied version. There are two issues with this type of losses.
One is that a unit depth difference (e.g., 1cm) has an equal
contribution to the loss between distant and nearby points
in a scene. It should be more on nearby points and less on
distant points. This is pointed out in [21], where a depth-
balanced Euclidean loss is employed. We propose a simpler
remedy here, which is to use the logarithm of depth errors
as
ldepth =
1
n
n∑
i=1
F (ei), (2)
where
F (x) = ln(x+ α), (3)
where α(> 0) is a parameter we set.
The other issue, which is the main concern here, is that
for a step edge structure of depth, while the above conven-
tional loss is sensitive to shifts in depth direction, it is com-
paratively insensitive to shifts in x and y directions, as il-
lustrated in the top and second rows of Fig. 5. It is similarly
insensitive also to distortion and blur of edges.
The statistics of natural range images indicate that natu-
ral scenes consist of a lot of such step edge structures [15],
which can easily be confirmed from examples of ground
ldepth lgrad lnormal
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✗ ✓
✓ ✓✗
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Figure 5. The three loss functions have orthogonal sensitivities to
different types of errors of estimated depth maps. The solid and
dotted lines depicted in the first column indicate two depth maps
under comparison, where they are represented by one-dimensional
depth images for the sake of explanation, and the vertical axis is
depth and the horizontal axis is, say, the x axis of the images.
truth depth maps in various datasets. We think that this in-
sensitivity to small errors around edges must be a major rea-
son for the phenomenon that the edges in depth maps esti-
mated by CNNs trained using this loss tend to be distorted
or blurry.
Thus, it is necessary to penalize such errors around edges
more. Thus, we consider the following loss function of the
gradients of depth;
lgrad =
1
n
n∑
i=1
(F (∇x(ei)) + F (∇y(ei))), (4)
where∇x(ei) is the spatial derivative of ei computed at the
ith pixel with respect to x, and so on. This loss is sensi-
tive to the shift of edges in x and y directions, as shown in
Fig. 5. Note that the proposed two loss functions ldepth and
lgrad work in a complementary manner for different types
of errors. Thus, we use the (weighted) sum of ldepth and
lgrad to train our networks.
Depth maps of natural scenes can roughly be modeled
by a limited number of smooth surfaces and step edges in
between them, according to the statistics of natural range
images [15]. For instance, depth will often be discontinu-
ous at the boundary of an object. Errors around such strong
edges are well penalized by lgrad. However, since depth dif-
ferences at such occluding boundaries of objects can some-
times be very large, we must choose a modest (i.e., not very
large) weight λ > 0 on lgrad (Note that lgrad is not up-
per bounded.). Then, the term λlgrad cannot penalize small
structural errors such as those of high-frequency undulation
of a surface, as shown in the bottom row of Fig. 5.
To deal with such small depth structures and fur-
ther improve fine details of depth maps, we consider
yet another loss for training, which measures accu-
racy of the normal to the surface of an estimated
depth map with respect to its ground truth. Denot-
ing the surface normal of an estimated depth map and
its ground truth by ndi ≡ [−∇x(di),−∇y(di), 1]> and
ngi ≡ [−∇x(gi),−∇y(gi), 1]> respectively, we define the
following loss measuring the difference between the two
normals by
lnormal =
1
n
n∑
i=1
(
1− 〈n
d
i , n
g
i 〉√
〈ndi , ndi 〉
√〈ngi , ngi 〉
)
, (5)
where 〈·, ·〉 denotes the inner product of vectors. Although
this loss is also computed from depth gradients, it measures
the angle between two surface normals, and thus is sensitive
to small depth structures illustrated in the bottom row of
Fig. 5. Thus, we can say that lnormal is also complementary
with the other two losses. Finally, we define the loss by
L = ldepth + λlgrad + µlnormal, (6)
where λ, µ ∈ R are weighting coefficients.
3.3. Accuracy Measures for Depth Estimation
Denoting the total number of (valid) pixels used in all
evaluated images by T , we use the following accuracy mea-
sures that are commonly employed in the previous studies:
• Root mean squared error (RMS):
√
1
T
T∑
i=1
(di − gi)2.
• Mean relative error (REL): 1T
T∑
i=1
‖di−gi‖1
gi
.
• Mean log 10 error (log 10): 1T
T∑
i=1
‖ log10 di − log10 gi‖1.
• Thresholded accuracy: Percentage of di, such that
max
(
di
gi
, gidi
)
= δ < threshold.
These popular measures enable us to compare methods
from multiple aspects to evaluate depth accuracy. However,
a combination of these measures still has limitation. We
argue that these measures are not good at detecting spa-
tial distortion of object edges, because of the same reason
as we discussed before. For instance, the method of Ma
and Karaman [28], which leverages known depths at a few
scene points to improve depth estimation, does outperform
other methods that do not use such additional information,
if we use the above measures. However, the outputs of
their method tend to have spatially distorted or blurry ob-
ject edges; local structures are often missing. The same
tendency can be observed for others, particularly the recent
ones; estimated depth maps showing small RMS errors tend
to have apparent errors of this type.
Edge accuracy: In order to more properly evaluate ac-
curacy of estimated depth maps, we propose an additional
measure that is sensitive to positional errors of edges which
will be overlooked by the above measures. For this pur-
pose, we apply the Sobel operator [17] to both of the esti-
mated and the true depth maps, and then apply a threshold to
them to identify pixels which satisfy
√
fx(i)2 + fy(i)2 >
(threshold) by ‘pixels on edges’, where fx and fy are 3× 3
horizontal and vertical Sobel operators, respectively. We
used three different thresholds: 0.25, 0.5, and 1. Assuming
those of the true depth map to be true, we measure precision
(P), recall (R) and F1 score for those of the estimated map.
4. Experiments
4.1. Implementation Details
We use the NYU-Depth V2 dataset [34] which consists
of a variety of indoor scenes, and is the most widely used
for the task of single view depth prediction. In the previ-
ous studies [9, 16, 28, 8, 40], it is shown that data argu-
mentation helps to improve accuracy as well as to avoid
over-fitting. We employ the following data augmentation
methods, which are individually applied to each sample (an
RGB image and the corresponding depth map) in an online
manner:
• Flip: The RGB and the depth image are both horizon-
tally flipped with 0.5 probability.
• Rotation: The RGB and the depth image are both ro-
tated by a random degree r ∈ [−5, 5].
• Color Jitter: Brightness, contrast, and saturation val-
ues of the RGB image are randomly scaled by c ∈
[0.6, 1.4].
We follow the same procedure as the one employed in
the previous studies. We use the official splits for 464
scenes, i.e., 249 scenes for training and 215 scenes for test-
ing. Following previous methods, we downsample images
from original size (640×480) to 320×240 pixels using bi-
linear interpolation, and then crop their central parts to ob-
tain images with 304×228 pixels. For training, the depth
maps are downsampled to 114×152 to fit the size of output.
For testing, following the previous studies, we use the same
small subset of 654 samples.
We train the proposed network for 20 epochs. The en-
coder module in the network is initialized by a model pre-
tained with the ImageNet dataset [5]. The other layers in the
network are randomly initialized. We use Adam optimizer
with an initial learning rate of 0.0001, and reduce it to 10%
for every 5 epochs. We set β1 = 0.9, β2 = 0.999, and use
weight decay of 0.0001. The weights λ of lgrad and µ of
lnormal are set as λ = 1 and µ = 1, and α in the mapping
function is set to 0.5 in all the experiments. We conducted
all the experiments using PyTorch [31] with batch size of 8.
Table 2. Comparisons of different methods on the NYU-Depth V2 dataset. The methods marked by ∗ use partially known depths, and those
with ∗∗ employ joint task learning.
Method RMS REL log 10 δ < 1.25 δ < 1.252 δ < 1.253
Eigen et al. [9] 0.907 0.215 - 0.611 0.887 0.971
Liu et al. [25] 0.824 0.230 0.095 0.614 0.883 0.971
Chakrabarti et al. [3] 0.620 0.149 - 0.806 0.958 0.987
Cao et al. [2] 0.819 0.232 0.091 0.646 0.892 0.968
Li et al. [24] 0.635 0.143 0.063 0.788 0.958 0.991
Ma and Karaman [28] (-) 0.143 - 0.810 0.959 0.989
Laina et al. [16] 0.573 0.127 0.055 0.811 0.953 0.988
Xu et al. [40] 0.586 0.121 0.052 0.811 0.954 0.987
Lee et al. [21] 0.572 0.139 - 0.815 0.963 0.991
Fu et al. [10] 0.509 0.115 0.051 0.828 0.965 0.992
Qi et al. [32] 0.569 0.128 0.057 0.834 0.960 0.990
Ours (ResNet-50) 0.555 0.126 0.054 0.843 0.968 0.991
Ours (DenseNet-161) 0.544 0.123 0.053 0.855 0.972 0.993
Ours (SENet-154) 0.530 0.115 0.050 0.866 0.975 0.993
Ma and Karaman [28]∗ (-) 0.044 - 0.971 0.994 0.998
Li et al. [23] 0.821 0.232 0.094 0.621 0.886 0.968
Eigen and Fergus [8]∗∗ 0.641 0.158 - 0.769 0.950 0.988
Dharmasiri et al. [6]∗∗ 0.624 0.156 - 0.776 0.953 0.989
Xu et al. [39]∗∗ 0.582 0.120 0.055 0.817 0.954 0.987
Table 3. Edge accuracy for the NYU-Depth V2. See text for de-
tails. The method marked by ∗∗ employs joint task learning.
Threshold Method P R F1
>0.25 Eigen and Fergus [8]∗∗ 0.544 0.481 0.500
Laina et al [16] 0.489 0.435 0.454
Xu et al. [40] 0.516 0.400 0.436
Fu et al. [10] 0.320 0.583 0.402
Ours (SENet-154) 0.644 0.508 0.562
>0.5 Eigen and Fergus [8]∗∗ 0.587 0.456 0.501
Laina et al [16] 0.536 0.422 0.463
Xu et al. [40] 0.600 0.366 0.439
Fu et al. [10] 0.316 0.473 0.412
Ours (SENet-154) 0.668 0.505 0.568
>1 Eigen and Fergus [8]∗∗ 0.733 0.488 0.574
Laina et al [16] 0.670 0.479 0.548
Xu et al. [40] 0.794 0.407 0.525
Fu et al. [10] 0.483 0.512 0.485
Ours (SENet-154) 0.759 0.540 0.623
4.2. Performance Comparison
Table 21 shows the results of our method together with
those of existing methods on the three basic measures. For
the sake of references, the table includes the methods that
use additional information other than the input RGB im-
1RMS values given in [28] are omitted here (displayed as (-)), because
we found an error in the authors’ code, and believe that the numbers re-
ported in their paper are miscalculated.
ages; those with ∗ use relative depth between pairs or par-
tially known depths [4, 28], and those with ∗∗ employ joint
task learning [20, 37, 23, 8, 6, 39]. For the method of Ma
and Karaman [28], we show two results that are obtained
from single RGB images alone and with partially known
depths (200 pixels). The methods denoted without a super-
script [9, 16, 40, 25, 2, 3, 24, 21, 32, 10] and ours should be
able to be compared in an equal condition.
Our method achieved the best performance on REL,
log 10, and outperformed previous methods for δ < 1.25,
δ < 1.252, δ < 1.253 with a large margin. It is observed
that our method provided the second best performance for
RMS, while the method of [10] performed a little better on
this measure. However, they used 120K training samples,
and we used less number of training samples (50K sam-
ples). In addition, our method outperformed the methods
proposed in [16, 28], which employed encoder-decoder net-
works with ResNet-50.
Figure 6 shows the depth maps estimated by differ-
ent methods2, including joint multi-task learning method
[8], encoder-decoder network [16], CRF-based refinement
method [40], dilated ordinary regression network [10] and
our method. We show them in the ascending order of qual-
ity in traditional measures. It is seen that the methods of
[16, 40] suffer from heavy distortion of shapes, and the
method of [10] produces sharp discontinuities of shapes of
2For [8], we show the results that are made publicly available by the
authors. For [16, 40, 10], we use the authors’ code to obtain the results and
show them here.
RGB
Ground truth
Eigen and
Fergus [8]∗∗
Laina et al.
[16]
Xu et al. [40]
Fu et al. [10]
Ours
Figure 6. Results of different methods for six images. From the first to the last row; input RGB images, ground truth depth map, a multi-task
learning method [8], encoder-decoder network [16], CRF-based method [40], dilated ordinary regression network [10], and our proposed
network trained with the full loss function. We show them in the ascending order of quality in traditional measures.
objects, and mosaic effect is even observed. Although the
method of [8] shows relatively clear image boundaries, they
produced many inaccurate weak edges which can be ob-
served in the far side of each room. Our method shows sig-
nificant performance by correctly recovering edges of ob-
jects and small structures, such as bottles in a kitchen and
lamp shades on a desk.
We also observe a relationship between our proposed
measure of edge accuracy and visual quality of estimated
depth maps. For instance, our proposed method outper-
forms all the other methods given in Table 3, and provides
depth maps with the finest details in Fig.6. A similar re-
lationship is also observed for the method of [8] which
shows the best scores among the previous works in Table 3,
and provides better visual results compared to these related
work in Fig.6.
Table 4. Results of our method that is built on ResNet-50 trained
with different loss functions on the NYU-Depth V2 dataset. For
edge accuracy, we report the results for >0.5.
RMS REL δ < 1.25 F1
w/ ldepth 0.580 0.133 0.830 0.525
w/ ldepth + λlgrad 0.563 0.128 0.841 0.543
w/ full loss 0.555 0.126 0.843 0.548
4.3. Ablation Study
In order to compare and analyze the performance of the
proposed loss functions, we train our model with different
losses while using ResNet-50 as an encoder. In visual com-
parison of their estimated depth maps side by side, as shown
in Figure 7 with several samples, it can be observed that
the results trained with ldepth are more distorted and blurry.
Figure 7. Visual comparison of our method trained using ResNet-
50 with different loss functions on the NYU-Depth V2 dataset.
From top to bottom: Ground Truth, trained with ldepth and the
full loss, respectively.
Moreover, the proposed loss function provides significant
improvement especially for estimation of fine details and
clear boundaries of objects in scenes. The numerical results
given in Table 4, show that finer details of objects in the
scenes are gradually recovered using a model with ldepth,
ldepth + λlgrad and the full loss ldepth + λlgrad + µlnormal,
respectively.
5. Conclusion
We have presented two improvements to existing meth-
ods for single image depth estimation. One is the improved
design of network architecture. It consists of four modules:
an encoder, a decoder, a multi-scale feature fusion module
and a refinement module. Any base network can be used
for the encoder, such as ResNet, DenseNet, and SENet. The
overall network is trained in an end to end fashion without
any post-processing refinement.
The previous methods fail to correctly estimate bound-
aries of objects in scenes. We explain that this failure may
be attributable to the loss functions employed by the previ-
ous methods. The analyses of natural range image statis-
tics indicate that the real world scene can be decomposed
into smooth surfaces and sharp discontinuities in between
them; the latter corresponds to object boundaries. Then,
this makes it important to be able to accurately reconstruct
those discontinuities, which appear as step edges in depth
maps, and to deal with them appropriately during training
of CNNs. We have made a simple analysis of how dif-
ferent loss functions affect measurement of estimation er-
rors around step edges. Based on it, we argue that the loss
of difference in depth is insensitive to positional shift and
blurring of the edges, whereas the loss of difference in gra-
dients tends to be sensitive to them. We further employ an
additional loss of difference in surface normals, which is
expected to be sensitive to small structures that tend to be
neglected by the above two losses. We then propose to use
a combined loss of the three loss functions.
Finally, we presented experimental results on the NYU
Depth V2 dataset. We observed that existing measures,
which make use of difference in depth, fail to correctly mea-
sure reconstruction error of step edges for evaluation of esti-
mation accuracy. For more proper evaluation, we presented
a simple measure of reconstruction accuracy of step edges.
Our method outperforms previous methods using both tradi-
tional measures and the proposed measure, especially pro-
viding remarkable improvement on reconstruction of small
objects and estimation of object boundaries. This agrees
well with visual comparisons between the results of the pro-
posed method and those of the previous ones.
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