In this paper we characterize manifolds (topological or smooth, compact or not, with or without boundary) which admit flows having a dense orbit (such manifolds and flows are called transitive) thus fully answering some questions by Smith and Thomas. Namely, it is shown that a surface admits a transitive flow (which can be got smooth) if and only if it is connected and it is neither homeomorphic to the sphere nor the projective plane nor embeddable in the Klein bottle (or, alternatively, if it is connected and includes two orientable topological circles intersecting transversally at exactly one point). We also prove that any (connected) manifold with dimension at least 3 admits a transitive flow, which can be got smooth if the manifold admits a smooth structure.
Introduction
A flow on a manifold M (topological or smooth, compact or not, with or without boundary) is a one-parameter family {Φ t } t∈R of homeomorphisms of M such that Φ t • Φ s = Φ t+s for any t, s ∈ R (we also assume that the map Φ : R × M → M given by Φ(t, x) = Φ t (x), which we will identify with the flow in the sequel, is continuous). The orbit of a point x ∈ M under a flow {Φ t } t∈R is the set {Φ t (x) : t ∈ R}. A flow on a manifold M is said to be (topologically) transitive if there is a point whose orbit under the flow is dense in M , and we say that a manifold M is transitive if it admits a transitive flow; if the manifold M admits a (fixed) smooth (C ∞ ) structure and Φ is smooth then we will refer to them as smooth transitive.
The problem of finding transitive flows on manifolds has a long tradition (cf. for instance the bibliography in [16] ). Needless to say, the circle is the only transitive 1-manifold. That neither the sphere S 2 , the projective plane P 2 nor the Klein bottle B 2 are transitive was more or less known since the seminal work of Bendixson [2] a century ago in the sphere case (and probably in the projective plane case as well), and since at least 1969 [9] in the Klein bottle case. The existence of smooth transitive flows for all other closed surfaces is proved e.g. in [4] , although probably it was known rather earlier.
In the multidimensional case (n ≥ 3) one should refer at least to Oxtoby and Ulam [12] , who proved in 1941 that virtually all n-dimensional compact connected polyhedra admit (continuous) transitive flows, to a lesser known paper by Sidorov [15] (1968) where it is shown that any region in R n is smooth transitive (with the standard differential structure) and to Anosov [1] (1974) whose more general result on ergodic flows implies in particular that all compact connected smooth n-manifolds (and also R n ) are smooth transitive. The task of classifying transitive manifolds was systematically undertaken by in the papers [16] and [17] . Essentially, they characterize transitive (and, equivalently, smooth transitive) compact connected surfaces as those which cannot be embedded in S 2 , P 2 or B 2 , and provide an alternative, simpler proof of the above-mentioned weaker version of Anosov's result: the problems of characterizing which non-compact surfaces and manifolds are transitive are posed as open there.
Up to our knowledge, the last steps in this direction where independently given by Benière in his Ph.D. Thesis [3] (1998) and the second author in his Master Thesis [18] (1999). In [3] it is proved that all connected orientable surfaces without boundary which are not embeddable in S 2 are smooth minimal and hence smooth transitive. Alternatively, smooth transitive connected surfaces without boundary were characterized (under the additional assumption of finite genus) in [18] as those including two "crossing circles", that is, two orientable simple closed curves intersecting transversally at exactly one point.
In this paper we culminate the classification of transitive manifolds by proving first:
Theorem A. Let S be a connected surface (resp. a connected orientable surface). Then the following statements are equivalent: (i) S is smooth transitive; (ii) S is transitive; (iii) S is not homeomorphic to S
2 , P 2 , nor to any surface in B 2 (resp. is not homeomorphic to any surface in S 2 );
(iv) S has two crossing circles. Remark 1.1. In the orientable case much of Theorem A follows of course from Beniére's result, but some rather strong tools are required (Falconer's results on Hausdorff measures and interval exchange transformations) which are unnecessary for our purposes. Thus we have decided to include a rather elementary and complete proof of Theorem A below.
We also prove:
Theorem B. Let M be a connected n-manifold (resp. a connected smooth n-manifold), n ≥ 3. Then it is transitive (resp. smooth transitive).
Recall that if x ∈ M and Φ is a flow on a n-manifold M then the ω-limit set of the orbit of x under the flow Φ is defined by ω Φ (x) = {y ∈ X : there is a sequence (t m ) m → ∞ with (Φ t m (x)) m → y} (the α-limit set of the orbit of x, α Φ (x), is analogously defined just replacing ∞ by −∞). If, moreover, ω Φ (x) has nonempty interior O, then O is connected and invariant for the flow Φ (in particular it includes the orbit of x) and has ω Φ (x) as its closure: see Lemma 2.2. Hence, Φ can be seen as a transitive flow on O, which is then a transitive n-submanifold of M . Conversely, let T be a transitive n-submanifold of M and let Φ be the corresponding transitive flow on T (then T is an ω-limit set for Φ by Lemma 2.4). As all maps Φ t are homeomorphisms and, because of the theorem of invariance of domain [8, p. 475 ], any subset of M which is homeomorphic to an open set of R n is open as well, the combinatorial boundary ∂T of T is invariant for Φ. Then we can see Φ as a flow on the open set T \ ∂T and extend it via Lemma 2.3 to a flow on M still having T as one of its ω-limit sets. Thus, ω-limit sets (and, similarly, α-limit sets) with nonempty interior in M are exactly the closure of its transitive n-submanifolds and Theorems A and B allow us to characterize them.
Preliminaries
Let X be a metrizable space (much of the ensuing discussion also works in less restrictive settings, but this one is general enough for our purposes). We call a continuous map Φ : Λ ⊂ R × X → X a local flow on X provided that the following properties hold:
(i) Λ is open in R × X; moreover, for any x ∈ X the set of numbers t for which Φ(t, x) is defined is an open interval I x 0;
(ii) Φ(0, x) = x for any x ∈ X;
If we are in the particular case Λ = R × X then we get a flow on X, as we did in the Introduction in the case of manifolds. Notice that if X is compact then I x = R for any x ∈ X so any local flow is in fact a flow. We use the notation Φ(t, x) = Φ t (x) = Φ x (t) whenever it makes sense, being Φ x (I x ) the orbit of a point x under the local flow Φ. We say that a point x ∈ X is singular if its orbit consists of just the point x.
Of course we are primarily interested in manifolds, and local flows naturally arise there as associated to autonomous systems of differential equations (thus the need of introducing this otherwise artificial notion). More precisely, it is well known that if Φ : Λ → M is a smooth local flow then there is a smooth vector field F : M → T M (its associated vector field ) such that ∂Φ ∂t (t, x) = F (Φ(t, x)) for any t and x and that, conversely, for any smooth vector field F on M there is a smooth local flow Φ on M (its associated local flow ) such that ∂Φ ∂t (t, x) = F (Φ(t, x)) for any t and x.
When we speak about an n-manifold (or sometimes just a manifold ) we refer to a Hausdorff topological space with a countable base (usually denoted by M ) which is locally homeomorphic to the closed ball {x ∈ R n : x ≤ 1} (hence it need not be compact and may have (combinatorial) boundary points, which are those having no neighbourhood homeomorphic to the open ball {x ∈ R n : x < 1}). As usual, if M is an n-manifold then we denote by ∂M the set of its boundary points. If n = 2 then M is called a surface and we will often use the symbol S to denote it; in the particular case when S is compact, connected and has empty boundary we call it a closed surface. As it is well known, all n-manifolds with n ≤ 3 admit a smooth structure which is unique up to diffeomorphisms (cf. Theorem 2.1), but if n > 3 they may admit one, none or even infinitely many. Thus, when speaking about a smooth manifold in this setting, we will implicitly assume that we have fixed a smooth structure on it.
If X is metrizable and A ⊂ X then Cl A, Int A, Bd A and diam A will denote the closure, the interior, the boundary of A and the diameter (for a fixed distance d(·, ·) in X) of A, and if f is a map defined on X, then f | A will denote its restriction to A. Notice that "boundary" refers now to topological boundary, as opposed to "combinatorial boundary" before (in the rest of the paper it should be clear what kind of "boundary" we are referring to in each case) We will use the symbol " ∼ =" to denote "homeomorphic to". A continuous map f : X −→ Y is called an embedding if f maps X homeomorphically onto f (X); in this situation we also say that X is embeddable or can be embedded in Y . If additionally X and Y are manifolds and f maps diffeomorphically X onto f (X) then we say that f is a smooth embedding.
We will denote by · the euclidean norm in R n , when O n (ρ) = {x ∈ R n : x < ρ}, D n (ρ) = {x ∈ R n : x ≤ ρ}, will be the corresponding open and closed balls of radius ρ. We will rewrite 
. Notice that we are using "arc" and "circle" instead of the more usual, but longer terms, "simple curve" and "simple closed curve".
When denoting a circle by a greek letter, say α, we will use the symbol to simultaneously refer to the circle itself and a (fixed) homeomorphism mapping S 1 onto the circle. For instance, if α and β are the components of the boundary of a closed annulus A and we say that they have compatible orientations then we mean that there is a homeomorphism h :
and h(t, 1) = β(t) (this amounts to say that both circles are either clockwise oriented or counterclockwise oriented by the homeomorphisms α and β after seeing A as a plane subset). Similarly, we say that two disjoint circles α, β ⊂ S 2 have compatible orientations if they have compatible orientations with regard to the closed annulus
, where D α and D β are the disjoint disks enclosed by α and β. If α ⊂ X is a circle then we will say that α is orientable (resp. nonorientable) if it admits a neighbourhood homeomorphic to the annulus S 1 × (−1, 1) (resp. the Möbius band M 2 ) with the central circle being mapped by the homeomorphism onto α. It is well known that any circle in a surface S is either orientable or nonorientable (after we include among orientable circles those which are components of ∂S, as they admit a neighbourhood homeomorphic to a closed annulus). A surface admitting only orientable circles is called orientable; otherwise it is nonorientable.
And finally, we say that two circles α, β ∈ X intersect transversally at x if x ∈ α ∩ β and there is a neighbourhood We conclude this section stating and proving some previously cited results. 
, which are open since Φ t is a homeomorphism for every t), connected and dense in ω Φ (x) (these last two properties because it includes the orbit Φ x (R)). Observe that Φ(R × O) = O and then we are done. 
Moreover, if Y is a smooth manifold and Φ is smooth on X, then the flow Ψ can be got smooth in Y .
Proof. We will first prove the lemma in its continuous version. To begin with, notice that it is not restrictive to assume that Y is connected (as if Z is an arbitrary component of Y then the open subset X ∩ Z of Z is a union of orbits of Φ, that is, the restriction of Φ to Λ ∩ (R × (X ∩ Z)) is a local flow on X ∩ Z). Moreover, since Y is locally compact and metrizable we have then that Y has a countable base (see [11, pp. 257 Fix a distance d in Y ∞ for which there is some y ∈ X such that d(y, Bd X) > 1 (here Bd X is the boundary of X in Y ∞ ) and find posi-
. Now, for any θ ∈ R and x ∈ X there is exactly one number t(θ, x) := t ∈ I x such that θ = t 0 Θ(Φ(s, x)) ds. It is simple to check that t(θ, x) is continuous and, then, that Ψ(θ, x) = Φ(t(θ, x), x) is a flow on X which can be continuously extended to the rest of Y ∞ (in particular to Y ) by writing Ψ(θ, x) = x for any θ ∈ R and any x ∈ Y ∞ \X. 
and consider the (clearly well defined and smooth) vector fields
where F : X → R m is the smooth vector field associated to Φ.
Take a countable atlas {ϕ
are appropriately chosen small positive numbers and we write G i (x) = i F i (x), then, for any j, we have that the compositions
. . , j, have all its partial derivatives up to the order j uniformly bounded by 1/2
G i is a smooth vector field in Y vanishing at Y \ X and whose associated local flow Ψ has the same orbits, with the same orientations, as those of Φ. Moreover, we can assume that the choosing of the numbers i guarantees that
Now, it is obvious that Ψ is in fact a flow and we have finished.
Lemma 2.4. Let Φ be a flow on a locally compact metrizable space X. Then the following statements are equivalent: (i) there is a point x ∈ X whose orbit is dense in X;
(ii) there is a G δ dense set of points each of them having X as both its ω-limit and its α-limit set. 
Proof. We only have to prove (i)⇒(ii
Notice that X is connected and thus has a countable base {U n } ∞ n=1 of open sets. Take x ∈ X with Cl Φ x (R) = X. Fix any pair U m and U n of these sets. Then there are points a = a m,n and z = z m,n in Φ x (R)∩U m and numbers t a < −n and t z > n with Φ a (t a ), Φ z (t z ) ∈ U n (and then Φ u (t a ), Φ v (t z ) ∈ U n for any u ∈ W a and v ∈ W z for some small neighbourhoods W a and W z of a and z). Now it suffices to take
Proof of Theorem A
A few words about the proof. After some preliminary work we will show that we can restrict ourselves to the empty boundary case (Lemma 3.4). Then, to prove (iv)⇒(i) (the implications (i)⇒(ii), (ii)⇒(iii) and (iii)⇒(iv) are easy or even trivial) we will proceed as follows. First we show that there is a dense region O ⊂ S, still having two crossing circles, which can be embedded in T 2 . Next we prove that O is homeomorphic to T 2 \ A, with A being a totally disconnected set which is included in an arc of constant irrational slope.
Finally we slightly alter the corresponding irrational flow in T 2 so that A is exactly the set of critical points of the new flow (which, in particular, has a dense orbit in T 2 \ A), apply Theorem 2.1 to carry this flow to a smooth transitive flow on O, and use Lemma 2.3 to get the desired transitive flow on S.
Before going into the details we need to recall some topological results on surfaces that will be used later. Throughout the section we will use liberally, without further reference, some intuitively obvious (but deep) results on the sphere. Among them: a circle decomposes the sphere into two disks, each of them having the circle as its boundary (the Jordan curve theorem); any homeomorphism between two circles in a sphere can be extended to a homeomorphism on the whole sphere (the Schönflies theorem); if we take off the interiors of two disjoint closed disks from the sphere then we get a closed annulus (the two-dimensional annulus theorem); no arc separates the sphere; and so on (a good general reference is [8, Chapter 10] ). In fact, the previously stated property for any circle in a surface of being either orientable or nonorientable follows elementary (if rather tediously) from these results (plus of course the fact that a surface is locally euclidean).
Recall that two closed surfaces are homeomorphic if and only if they have the same genus and Euler characteristic. In what follows M g and N g will denote (appropriately fixed) orientable and nonrientable surfaces of genus g.
and N 2 ∼ = B 2 but the corresponding equalities need not happen. Recall that χ(M g ) = 2 − 2g and χ(N g ) = 2 − g, where χ(S) denotes the Euler characteristic of S (that is, χ(S) = F + V − E with F , V and E being the number of faces, vertexes and edges of an arbitrary triangulation of S).
We next describe a typical procedure to generate all posible closed (and, indeed, non-closed) surfaces. 
(i) the circles σ ∈ Σ are pairwise disjoint and enclose pairwise disjoint disks D σ ;
(ii) the circles α i , β i have compatible orientations for any i;
Define in S 2 \ σ∈Σ D σ the following equivalence relation: x ∼ y if and only if either:
1 and some i;
• x = γ j (t), y = γ j (−t) for some t ∈ S 1 and some j.
We call the compact, connected (indeed even metrizable by the NagataSmirnov theorem) quotient space S 
A nice thing about pseudosurfaces is that non-closed surfaces can also be embedded into them [14] : 
(S) is less than (except at most for finite number of circles).
The next result is essentially proved e.g. in [6, Lemma 2.4 ]. We will only need to use it in some particular cases, but for completeness we state it in its full generality. Recall that a circle C ⊂ X is null homotopic if there is a continuous map H :
Lemma 3.2. Let S be a closed surface, let α ⊂ S be a circle and let g be the genus of S.
( Proof. It suffices to prove that, under the assumption that Theorem A holds true in the empty boundary case, a surface S satisfies (i) (resp. (ii), (iii) or (iv)) in the statement of Theorem A if and only if R = S \ ∂S satisfies (i) (resp. (ii), (iii) or (iv)). Indeed, for properties (i) and (ii) our claim follows from Lemma 2.3, and for property (iv) from the fact that if S has two crossing circles then they can be easily modified to get two crossing circles in R (using for instance that, according to the collaring theorem [5, pp. 113-114] , there is an embedding e : ∂S × [0, 1) → S with e(x, 0) = x for any x ∈ ∂S).
ii) If α is orientable and S\α is connected then
We must be a bit more careful regarding property (iii). Clearly, it suffices to show that if R is embeddable in B 2 (resp. in S 2 ) then S is embeddable in B 2 (resp. in S 2 ) as well.
To do this we use again the collaring theorem to embed S in a surface with empty boundary T (which is orientable if S is orientable) so that T \S ∼ = ∂S × (0, 1). Now it is simple to check that if α, β are two crossing circles in T then they both must intersect R and hence can be modified to get two crossing circles in R. Since R cannot have two crossing circles (recall that we are assuming that Theorem A holds true in the empty boundary case), T cannot have them either and we can apply Theorem A to the surface without boundary T to conclude that it is embeddable in B 2 (resp. in S 2 ). Hence S is embeddable in B 2 (resp. in S 2 ) as we desired to show.
Thus we will prove Theorem A under the additional assumption ∂S = ∅. The statement (i)⇒(ii) is trivial, and (ii)⇒(iii) follows from the fact that all ω-limit sets for flows in S 2 , P 2 or B 2 have empty interior (see e.g. [17] ). We next prove (iii)⇒(iv) by showing that if S has no crossing circles then it is homeomorphic to either S 2 , P 2 or a region in B 2 (or, if S is orientable, to a region in S 2 ). Consider the embedding e : S → S 2 Σ from Theorem 3.1. We claim that i(Σ) = 0 and j(Σ) ≤ 2.
Assume i(Σ) = 0. Then for some totally disconnected closed set C ⊂ 
Thus S has two crossing circles, a contradiction. Now we show j(Σ) ≤ 2 (notice that if additionally S is orientable then we automatically get j(Σ) = 0 and S is embeddable in S 2 as required). Again we argue by contradiction to find in S three pairwise disjoint nonorientable circles, say δ, φ 1 and φ 2 (see Figure 1) . Starting from an orientable circle ζ enclosing δ it is easy to find two nonorientable circles δ 1 and δ 2 close to δ (hence disjoint from φ 1 and φ 2 ) intersecting transversally at exactly one point x ∈ δ. Further, there are pairwise disjoint closed disks 2 , l = 1, 2, are orientable circles intersecting transversally at x, a contradiction.
Thus, i(Σ) = 0 and j(Σ) ≤ 2. This means that S is embeddable in S 2 , P 2 or B 2 . Moreover, if it is not homeomorphic to any of the first two surfaces then, as any proper region of S 2 or P 2 is embeddable in B 2 (cf. Lemma 3.2(i)), it would be embeddable in B 2 as well. The statement (iii)⇒(iv) is proved. It only rests to show (iv)⇒(i). As indicated at the beginning of the section, the proof consists of three steps. Step 1: Finding the region O.
As in the proof of (iii)⇒(iv) we retort to the embedding e : S → S 2 . The case j(Σ) ≥ 3 requires more work. We already know how to proceed to find a dense region O ⊂ S embeddable in N 3 and having two crossing circles. We next show how to take off a nonorientable circle from O so than the resultant region O (which is still dense in S) still has two crossing circles but can now be embedded in T 2 . First we need to find an appropriate description for N 3 . Let M 2 ⊂ R 3 be chosen in such a way that x ∈ M 2 implies −x ∈ M 2 as well. Let "≈" denote the equivalence relation in M 2 identifying x and −x for all x ∈ M 2 . Then N 3 ∼ = M 2 / ≈ and we can assume in fact O ⊂ N 3 = M 2 / ≈. [Indeed it is clear that M 2 / ≈ is a closed surface. To prove that it is nonorientable let π : ∈ π(U ). Find a sequence (y n ) n of points of π(V ) converging to b and take points x n in U with π(x n ) = y n ; it is not restrictive to assume that (x n ) n converges, say to a. Since π(a) = b, a / ∈ U . Now it suffices to take a very small connected neighbourhood U a of a and note that π(U ∪ U a ) ⊂ V , contradicting the definition of U .]
Now it is easy to prove that if σ, τ ⊂ O are crossing circles then π −1 (σ) = σ 1 ∪ σ 2 and π −1 (τ ) = τ 1 ∪ τ 2 , where σ l and τ l are crossing circles, l = 1, 2, and ( 1) such that, if U is a closed annulus which is decomposed by α into two closed annuli U l , l = −1, 1, then the restriction of f to U l \ α can be extended to a homeomorphism f l :
Take into account that, because of [8, p. 539, Th. 5], any totally disconnected compact subset of S 2 is included into some arc, that is, a homeomorphic set to a compact interval. Further, for any two given arcs in S other one [8, p. 535 
(C). Then it is clear that O is homeomorphic to T
2 \ A (now we are seeing S 1 × (−1, 1) as a subset of T 2 ).
Step 3: Finishing the proof.
Consider the irrational flow of slope ρ in T 2 , take a diffeomorphic copy M 1 ⊂ R 3 of T 2 and carry this flow to a smooth flow in M 1 with associated vector field F :
Multiply F by a smooth nonnegative function λ : M 1 → [0, ∞) such that the resulting vector field has an associated flow which, after being carried to T 2 , has A as its set of singular points. Use Theorem 2.1 to construct a smooth transitive flow on O and extend it to a smooth flow Φ on the whole S by means of Lemma 2.3. This concludes the proof of (iii)⇒(iv) and Theorem A.
Proof of Theorem B
The idea of the proof is fairly simple. The "bricks" of our construction are compact cylinders C ⊂ M ("blocks") with pairwise disjoint interiors, which will be useful to parametrize in order to fix their tops U (C), their bottoms R(C), and their open fibres ("vertical" curves in Int C connecting one point from U (C) with another one from R(C)). Starting from a "basement" B, we successively add "flats" (blocks whose bottom is included in the top of a previous flat or the basement) and "stairs" (blocks whose bottom is also included in the top of some flat or the basement and now with its top included in the bottom of the basement) to get an "infinite tower" dense in M . This will be done in such a way that the open fibres of the blocks are (not necessarily maximal) orbits of an appropriate flow and, moreover, one of the orbits of this flow (a countable union of open fibres from all the blocks and points from the corresponding tops and bottoms) is dense in M .
Throughout the proof we will assume, without loss of generality (cf. 
and the open fibres of C (with respect to the parametrization θ).
be a finite collection of parametrized n-cells in M . We call this collection (which, if no confusion arises, we will identify with the union set
and stairs S j = (S j , σ j ) (we will generically refer to B, F i and S j as the blocks of T ), provided that, for any block C, there is a nonnegative integer l(C) (the level of C) such that the following properties hold:
(i) l(B) = 0 and l(C) > 0 for any other block C;
Assume additionally that there is a number 0 < < 1 such that for any block (C, θ) of T there is a continuous (or, if M is smooth, a smooth) embedding extending θ, e(θ) :
(iv) if C and C are disjoint blocks then e(C) and e(C ) are disjoint as well;
and e(σ)(t, w) = e(β)(t − 2, w * ) for any t ∈ (1 − , 1 + ) whenever w and w * are such that e(σ)(1, w) = e(β)(−1, w * ). We intend to construct an infinite regularizable tower T dense in M containing a dense fibre. The hardest part of the process consists of describing how to add to a given regularizable tower a new block containing (in an appropriate place) a prescribed point outside the initial tower. Next proposition pursues this aim:
Then we will call T a regularizable tower and also write e(T ) = e(B) ∪
r i=1 e(F i ) ∪
Proposition 4.1. Let T ⊂ M be a regularizable tower (we keep the notation above). Let
. Then there is a regularizable tower T * = T ∪{(S * , σ * )} for which S * is a stair of level l + 1 and such that x = σ * (−1, 0), y = σ * (1, 0).
We will divide the proof into two steps. First we will assume that M is just a topological manifold; then we will deal with the smooth case.
Proof of Proposition 4.1 (the continuous case).
It is easy to show that e(T ) \ T is connected (here we need of course n ≥ 3), and since e(T ) is an open neighbourhood of T in M we get that M \ T is connected as well. Then we can use that T is regularizable to easily construct an arc A having x and y as its endpoints so that A \ {x, y} ⊂ M \ T . Due to the compactness of A, there is a number δ > 0 small enough such that if A ⊂ A is an arc whose diameter is less than δ then there is an open set W in M , homeomorphic to R n , such that A ⊂ W . We will begin by assuming that diam A < δ, fixing an open set W homeomorphic to R n including A, and proving Part (a) of the proposition. Construct small disjoint n-cells C x and C y in W containing respectively x and y in their boundaries B x and B y . Indeed, we will take 
we can finally suppose that there is an arc A * ⊂ W connecting x * and y and containing no other point from
Let W ∞ denote the one-point compactification of W . As both B x and B y are regularizable, the annulus theorem [10, 7, 13] guarantees the existence of a homeomorphism h :
onto B x , and {1}×S n onto B y . It is then rutinary to construct closed (n−1)-cells K x * and K y in B x and B y (with indeed K x * = e(φ)({1 + µ} × E) for some smaller closed ball E ⊂ D also centred in a), and a parametrized n-cell
The next step is to parametrize
{1}×E) (and still U (F ++ ) = K y ) and with the additional property that if u ∈ K x * and e(φ) ( 
Finally we just write
} is regularizable (notice that we can use the same extensions for the blocks from T just restricting them for an appropriate + < ).
This ends the proof of Part (a) of the proposition under the additional assumption that diam A < δ. The proof of Part (b) has no substantial novelties; one just has to proceed similarly with both x and y, using the basement B for y as we previously did with F and x. 
Reasoning in this way we can construct in M a regularizable tower
). Now, if we take a very small ν and define E 1 = D n−1 (ν) and, inductively, E i for any 1 < i ≤ k by the property φ *
is an appropriate choice for respectively F * or S * (the corresponding φ * or σ * can be easily defined).
Proof of Proposition 4.1 (the smooth case). The basic ideas are analogous to those previously used (and we will maintain the notation above); only, in the part of the proof when diam A < δ we have to proceed more carefully in order to guarantee differentiability. We next show how to do it (for Part (a) as before). Notice first that if W ⊂ M is the homeomorphic set to R n such that A ⊂ W we can assume, without loss of generality, that it is diffeomorphic to R n as well. Recall that λ := e(θ) : 
In what follows we will identify W to R n (thus T := T ∩ W will be seen as a subset of R n ); as the ensuing argument will make clear, it is not restrictive to do it so.
Consider the curves α :
respectively defined by α(t) = λ(t, a) and η(t) = γ(t, b). Notice that, since λ and γ are diffeomorphisms, we have α (t) = 0 and η (t) = 0 for any t. Now it is simple to connect them in a smooth way, that is, there is an injective smooth map κ :
where z r denotes the r-th component in R n−1
. As all vectors G r (κ (t)/ κ (t) ) are ortogonal to κ (t), {κ (t), G 1 (κ (t)/ κ (t) ), . . . , G n−1 (κ (t)/ κ (t) )} is a base for any t and we can assume, provided that µ * < µ is small enough, that ξ :
is an embedding and (4.2)
, and construct in R n the vector fields defined by
whenever the expressions above make sense and zero elsewhere. Clearly, they all are well defined and smooth. Moreover, let H = X + Y + Z. As H vanishes outside a bounded subset of R n , its associated flow Φ is well defined as well. Notice that, because of (4.1), the arc κ ([−1 − µ, 1 + µ] ) is included in one of the orbits of Φ, and, because of (4.2), we have λ(1, z) ). We claim that dϕ(t, z) is regular (its determinant does not vanish) for any (t, z). and (provided that µ * * is small enough) we can apply the implicit function theorem to find a smooth map t = t(z) satisfying t(a) = t x and ϕ(t(z), z) ∈ γ(−1, K) for any z ∈ O * * . so constructed is a well defined smooth vector field on M whose associated local flow is precisely Φ). Apply Lemma 2.3 to finish the proof.
It is worth emphasizing that if

Remark 4.2.
It must be stressed that, in a sense, the proof of Theorem B can be shortened as one could dispose of Part (b) of Proposition 4.1. Indeed, using just Part (a) of the proposition it is not hard to prove that R n can be densely embedded in M , and now we only need to use a transitive flow in R n as those of [15] , [1] or [16] . Yet we think that our approach is preferable. On the one hand, it provides a self-contained proof of the transitivity of R n which is rather simpler than those of [1] or [16] . Moreover, Part (b) generalizes (and thus brings into attention to the western readership) the beautiful ideas in Sidorov's paper [15] . Finally, when constructing a transitive flow one should ideally tried to devise it with a number of singular points as small as possible, as then one could have a better chance to derive a minimal flow from it: Part (b), up to some extent, "reduces" this number. In this context it is worth recalling that the very important problem of proving or disproving that S 3 admits a minimal flow still remains open.
