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POSITIVITY-PRESERVING, ENERGY STABLE NUMERICAL
SCHEMES FOR THE CAHN-HILLIARD EQUATION WITH
LOGARITHMIC POTENTIAL
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Abstract. In this paper we present and analyze finite difference numerical schemes for the Allen
Cahn/Cahn-Hilliard equation with a logarithmic Flory Huggins energy potential. Both the first order
and second order accurate temporal algorithms are considered. In the first order scheme, we treat the
nonlinear logarithmic terms and the surface diffusion term implicitly, and update the linear expansive
term and the mobility explicitly. We provide a theoretical justification that, this numerical algorithm
has a unique solution such that the positivity is always preserved for the logarithmic arguments, i.e.,
the phase variable is always between −1 and 1, at a point-wise level. In particular, our analysis reveals
a subtle fact: the singular nature of the logarithmic term around the values of −1 and 1 prevents the
numerical solution reaching these singular values, so that the numerical scheme is always well-defined
as long as the numerical solution stays similarly bounded at the previous time step. Furthermore,
an unconditional energy stability of the numerical scheme is derived, without any restriction for the
time step size. Such an analysis technique could also be applied to a second order numerical scheme,
in which the BDF temporal stencil is applied, the expansive term is updated by a second order
Adams-Bashforth explicit extrapolation formula, and an artificial Douglas-Dupont regularization
term is added to improve the stability property. The unique solvability and the positivity-preserving
property for the second order scheme are proved using similar ideas, in which the singular nature of
the logarithmic term plays an essential role. For both the first and second order accurate schemes,
we are able to derive an optimal rate convergence analysis, which gives the full order error estimate.
The case with a non-constant mobility is analyzed as well. We also describe a practical and efficient
multigrid solver for the proposed numerical schemes, and present some numerical results, which
demonstrate the robustness of the numerical schemes.
Key words. Cahn-Hilliard equation, logarithmic Flory Huggins energy potential, positivity
preserving, energy stability, second order BDF scheme, optimal rate convergence analysis
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1. Introduction. The well-known Allen-Cahn (AC) [3] and Cahn-Hilliard (CH) [16]
equations are prototypical gradient flows with respect to a given free energy. We con-
sider a bounded domain Ω ⊂ Rd (with d = 2 or d = 3). For any φ ∈ H1(Ω), with a
point-wise bound, −1 < φ < 1, the energy functional is given by
E(φ) =
∫
Ω
(
(1 + φ) ln(1 + φ) + (1− φ) ln(1− φ)− θ0
2
φ2 +
ε2
2
|∇φ|2
)
dx, (1.1)
where ε, θ0 are positive constants associated with the diffuse interface width. See
[15, 22, 27, 29]. The AC and CH equations are precisely the L2 (non-conserved) and
H−1 (conserved) gradient flows of the energy functional (1.1), respectively,
∂tφ = −M(φ)µ, (Allen-Cahn) (1.2)
and
∂tφ = ∇ · (M(φ)∇µ), (Cahn-Hilliard) (1.3)
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where µ is the chemical potential
µ := δφE = ln(1 + φ)− ln(1− φ)− θ0φ− ε2∆φ, (1.4)
and M(φ) > 0 is the mobility function. In a related example, Cahn, et al. [15]
have studied the Cahn-Hilliard equation with the fully degenerate mobility, M(φ) =
(1 − φ)(1 + φ), and have shown asymptotic convergence to a geometric model for
motion by the surface Laplacian of mean curvature.
For simplicity of presentation, we suppose Ω is a cuboid and consider periodic
boundary conditions. The case with homogeneous Neumann boundary condition
could be analyzed in a similar manner. Due to the gradient structure of (1.2) and
(1.3), the following energy dissipation laws formally hold:
d
dt
E(φ(t)) = −
∫
Ω
M(φ)|µ|2dx ≤ 0 (AC equation), (1.5)
d
dt
E(φ(t)) = −
∫
Ω
M(φ)|∇µ|2dx ≤ 0 (CH equation). (1.6)
The free energy with the logarithmic potential is often considered to be more
physically realistic than that with a polynomial free energy, because the former can be
derived from regular or ideal solution theories [27]. However, one well-known difficulty
for the analysis of these models with logarithmic Flory Huggins energy potential – as
it is called in the polymer science community [27] – is associated with the singularity
as the phase variable approaches −1 or 1. PDE solutions are expected to satisfy a
positivity property, specifically,
0 < 1− φ and 0 < 1 + φ. (1.7)
In other words, the phase variable remains in the interval (−1, 1), in a point-wise
sense [29]. However, it is a major challenge to create numerical schemes that mimic
this property. To avoid such a subtle challenge, many efforts have been devoted to a
polynomial approximation:
E(φ) =
∫
Ω
(
1
4
(φ2 − 1)2 + ε
2
2
|∇φ|2
)
dx, (1.8)
which leads to the nonlinear, but non-singular, chemical potential
µ := δφE = φ
3 − φ− ε2∆φ. (1.9)
This model has a similar double-well structure as in the case (1.1) and (1.4), but avoids
the singularities as the phase variable approaches −1 or 1. Meanwhile, the PDE solu-
tion may go beyond the given interval of (−1, 1). There have been extensive numerical
works for the Cahn-Hilliard equation with the polynomial approximation (1.8), (1.9);
see the related references [21, 28, 30, 33, 39, 45, 46, 60], et cetera.
In this article we focus on the Cahn-Hilliard model with logarithmic Flory Huggins
energy potential (1.1). At the PDE level, the positivity property (for both logarithmic
arguments, 1 + φ and 1− φ) has been established in [2, 23, 29, 51]. Moreover, in the
1-D and 2-D cases, the phase separation has also been justified at a theoretical level,
i.e., a uniform distance between the phase variable and the singular limit values (−1
and 1) have been derived, dependent on ε, θ0 and the initial data. The analysis for the
degenerate mobility case could be found in [8, 29]. In addition, an improved analysis
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for the 2-D equation has been reported in a more recent work [34]; also see the related
references [20, 50]. An extension to the Cahn-Hilliard model coupled with fluid flow
is also discussed in [1, 35].
At the level of numerical scheme design, the positivity preserving property is
very challenging, due to the particularities of the spatial and temporal discretizations
involved. There have been extensive numerical works for the CH model with Flory
Huggins energy potential [43, 44, 47, 48, 52, 53, 62], while a theoretical justification
to assure the positivity of 1 + φ and 1 − φ has not been available (so that the nu-
merical scheme is unconditionally well-defined). Among the existing literature, it is
worth mentioning the numerical analysis to theoretically justify this issue in [22]. The
authors analyzed the implicit Euler scheme applied to the CH equation (1.3), (1.4),
combined with the finite element approximation in space. In more details, the fol-
lowing result was proved: Under the condition that ∆t ≤ 4ε2
θ20
, and the initial data
satisfy 1|Ω|
∣∣∫
Ω
φ0(x) dx
∣∣ < 1 − δ, ‖φ0‖∞ ≤ 1, then there is a unique numerical solu-
tion for the fully implicit Euler scheme, satisfying ‖φn‖∞ < 1. An extension to the
multi-component Cahn-Hilliard flow has also been reported in [12].
Meanwhile, it is observed that, an energy stability property is not unconditionally
available for the scheme studied in [22], due to the implicit treatment of the concave
diffusion term. Further, the time step constraint, ∆t ≤ 4ε2
θ20
, could make the numerical
implementation challenging for small ε and large θ0. In this article, we propose and
analyze an alternate numerical scheme, in which the implicit treatment for the con-
cave diffusion term is replaced by an explicit one, combined with centered difference
discretization in space. Again, the implicit treatment for the nonlinear logarithmic
term requires a theoretical justification for the positivity of both 1 + φ and 1 − φ,
so that the numerical scheme is well-defined at a point-wise level. Instead of recon-
structing an alternate energy functional to avoid the singularity for φ at −1 and 1,
as reported in [12, 22], we use a new technique to theoretically justify the positivity
of the numerical solution. First, the fully discrete numerical scheme corresponds to
a minimization of a discrete energy function. And also, such an energy functional is
strictly convex, as long as the phase variable stays within (−1, 1) at a point-wise level.
Subsequently, to avoid a circular “chicken-and-the-egg” argument, we take a closed
domain for the numerical solution variables, in which the limit bound values of −1
and 1 are not reachable. In turn, the continuous energy function has to have a global
minimum over this closed domain. Moreover, we make use of the following subtle fact:
the singular nature of the logarithmic function prevents such a global minimum from
being obtained at a boundary point (in terms of numerical solution variable domain),
as long as the numerical solution stays bounded at the previous time step. As a re-
sult, since the global minimum could only possibly occur at an interior point in the
numerical solution variable domain, we conclude that the numerical scheme has to be
satisfied, so that the existence of the numerical solution is proved. In addition, due
to the convex nature of the energy function, the uniqueness of the numerical solution
becomes a direct consequence. As a further consequence, we observe that: as long as
the numerical solution stays bounded at the previous time step, i.e., within [−M,M ]
(M > 0), not necessarily (−1, 1), and its average stays between −1 and 1, there must
exist a unique numerical solution which stays within (−1, 1) at the next time step.
This leads to an interesting difference between the present results and those in [22],
where the requirement for the initial data, namely, ‖φ0‖∞ ≤ 1, has to be imposed
for the analysis to go through. On the other hand, the latter constraint is completely
natural. Another new feature of the numerical analysis in this article is the theo-
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retical justification of the energy stability. As a result of the unconditional energy
stability, a uniform in time H1h bound for the numerical solution could be derived. In
addition, a detailed convergence analysis of the proposed numerical scheme could be
derived, which gives an optimal rate error estimate in the `∞(0, T ;H−1h )∩`2(0, T ;H1h)
norm. A key point in the analysis lies in the following subtle fact: since the nonlinear
logarithmic term corresponds to a convex energy, the corresponding nonlinear error
inner product is always non-negative. And also, the error estimate associated with the
surface diffusion term indicates an `2(0, T ;H1h) convergence. Because of the explicit
treatment for the expansive term, this convergence estimate does not require the time
step constraint, in comparison with the existing results [4, 5, 9, 12, 22].
On the other hand, all these positivity-preserving schemes are only first order
accurate in time, which is not satisfactory in the practical computations. In turn,
a higher order accurate in time, positivity-preserving numerical scheme is highly de-
sired. In this article, we propose and analyze a second order accurate scheme for
the CH model with Flory Huggins energy potential (1.1), with unique solvability,
positivity-preserving property and energy stability established. In more details, we
apply the implicit backward differentiation formula (BDF) concept to derive second
order temporal accuracy, while the expansive term is treated by a second order ex-
plicit extrapolation formula. An additional term A∆t∆h(φ
k+1 − φk) is added, which
represents a second order Douglas-Dupont-type regularization, and a careful calcula-
tion shows that energy stability is guaranteed, provided the mild condition A ≥ 116
is enforced. Moreover, the singular nature of the logarithmic term enables us to
theoretically derive the positivity-preserving property of this second order numerical
scheme, which is the first such result in this area. And also, an H−1h inner prod-
uct with the numerical error function leads to an optimal rate error estimate in the
`∞(0, T ;H−1h )∩`2(0, T ;H1h) norm, with second order accuracy in both time and space.
The rest of the article is organized as follows. In Section 2 we propose the first
order numerical scheme and state the corresponding theoretical results. The detailed
proof for the positivity-preserving property of the numerical solution is provided in
Section 3. Subsequently, the energy stability analysis is established in Section 4, and
the optimal rate convergence analysis is presented in Section 5. The second order BDF
scheme is outlined and analyzed in Section 6. Some numerical results are presented
in Section 7, including a brief description of the 3-D multigrid solver. Finally, the
concluding remarks are given in Section 8.
2. The first order numerical scheme. In the spatial discretization, the cen-
tered finite difference approximation is applied. We recall some of the basics of this
methodology.
2.1. Discretization of space. We use the notation and results for some discrete
functions and operators from [40, 58, 59]. Let Ω = (0, Lx) × (0, Ly) × (0, Lz), where
for simplicity, we assume Lx = Ly = Lz =: L > 0. Let N ∈ N be given, and define the
grid spacing h := LN . We will assume – but only for simplicity of notation, ultimately
– that the mesh spacing in the x, y, and z-directions are the same. We define the
following two uniform, infinite grids with grid spacing h > 0:
E := {pi+1/2 | i ∈ Z}, C := {pi | i ∈ Z},
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where pi = p(i) := (i − 1/2) · h. Consider the following 3-D discrete N3-periodic
function spaces:
Cper := {ν : C × C × C → R | νi,j,k = νi+αN,j+βN,k+γN , ∀ i, j, k, α, β, γ ∈ Z} ,
Exper :=
{
ν : E × C × C → R
∣∣∣ νi+ 12 ,j,k = νi+ 12 +αN,j+βN,k+γN , ∀ i, j, k, α, β, γ ∈ Z} .
Here we are using the identification νi,j,k = ν(pi, pj , pk), et cetera. The spaces Eyper and
Ezper are analogously defined. The functions of Cper are called cell centered functions.
The functions of Exper, Eyper, and Ezper, are called east-west , north-south, and up-down
face-centered functions, respectively. We also define the mean zero space
C˚per :=
ν ∈ Cper
∣∣∣∣∣∣0 = ν := h
3
|Ω|
m∑
i,j,k=1
νi,j,k
 .
We define ~Eper := Exper × Eyper × Ezper.
We now introduce the important difference and average operators on the spaces:
Axνi+1/2,j,k :=
1
2
(νi+1,j,k + νi,j,k) , Dxνi+1/2,j,k :=
1
h
(νi+1,j,k − νi,j,k) ,
Ayνi,j+1/2,k :=
1
2
(νi,j+1,k + νi,j,k) , Dyνi,j+1/2,k :=
1
h
(νi,j+1,k − νi,j,k) ,
Azνi,j,k+1/2 :=
1
2
(νi,j,k+1 + νi,j,k) , Dzνi,j,k+1/2 :=
1
h
(νi,j,k+1 − νi,j,k) ,
with Ax, Dx : Cper → Exper, Ay, Dy : Cper → Eyper, Az, Dz : Cper → Ezper. Likewise,
axνi,j,k :=
1
2
(
νi+1/2,j,k + νi−1/2,j,k
)
, dxνi,j,k :=
1
h
(
νi+1/2,j,k − νi−1/2,j,k
)
,
ayνi,j,k :=
1
2
(
νi,j+1/2,k + νi,j−1/2,k
)
, dyνi,j,k :=
1
h
(
νi,j+1/2,k − νi,j−1/2,k
)
,
azνi,j,k :=
1
2
(
νi,j,k+1/2 + νi,j,k−1/2
)
, dzνi,j,k :=
1
h
(
νi,j,k+1/2 − νi,j,k−1/2
)
,
with ax, dx : Exper → Cper, ay, dy : Eyper → Cper, and az, dz : Ezper → Cper. The discrete
gradient ∇h : Cper → ~Eper is defined via
∇hνi,j,k =
(
Dxνi+1/2,j,k, Dyνi,j+1/2,k, Dzνi,j,k+1/2
)
,
and the discrete divergence ∇h· : ~Eper → Cper is defined via
∇h · ~fi,j,k = dxfxi,j,k + dyfyi,j,k + dzfzi,j,k,
where ~f = (fx, fy, fz) ∈ ~Eper. The standard 3-D discrete Laplacian, ∆h : Cper → Cper,
is given by
∆hνi,j,k :=∇h · (∇hφ)i,j,k = dx(Dxν)i,j,k + dy(Dyν)i,j,k + dz(Dzν)i,j,k
=
1
h2
(νi+1,j,k + νi−1,j,k + νi,j+1,k + νi,j−1,k + νi,j,k+1 + νi,j,k−1 − 6νi,j,k) .
More generally, if D is a periodic scalar function that is defined at all of the face
center points and ~f ∈ ~Eper, then D ~f ∈ ~Eper, assuming point-wise multiplication, and
we may define
∇h ·
(D ~f)
i,j,k
= dx (Dfx)i,j,k + dy (Dfy)i,j,k + dz (Dfz)i,j,k .
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Specifically, if ν ∈ Cper, then ∇h · (D∇h ) : Cper → Cper is defined point-wise via
∇h ·
(D∇hν)i,j,k = dx (DDxν)i,j,k + dy (DDyν)i,j,k + dz (DDzν)i,j,k .
Now we are ready to define the following grid inner products:
〈ν, ξ〉Ω := h3
N∑
i,j,k=1
νi,j,k ξi,j,k, ν, ξ ∈ Cper, [ν, ξ]x := 〈ax(νξ), 1〉Ω , ν, ξ ∈ Exper,
[ν, ξ]y := 〈ay(νξ), 1〉Ω , ν, ξ ∈ Eyper, [ν, ξ]z := 〈az(νξ), 1〉Ω , ν, ξ ∈ Ezper.
[
~f1, ~f2
]
Ω
:= [fx1 , f
x
2 ]x + [f
y
1 , f
y
2 ]y + [f
z
1 , f
z
2 ]z ,
~fi = (f
x
i , f
y
i , f
z
i ) ∈ ~Eper, i = 1, 2.
We define the following norms for cell-centered functions. If ν ∈ Cper, then ‖ν‖22 :=
〈ν, ν〉Ω; ‖ν‖pp := 〈|ν|p, 1〉Ω, for 1 ≤ p < ∞, and ‖ν‖∞ := max1≤i,j,k≤N |νi,j,k|. We
define norms of the gradient as follows: for ν ∈ Cper,
‖∇hν‖22 := [∇hν,∇hν]Ω = [Dxν,Dxν]x + [Dyν,Dyν]y + [Dzν,Dzν]z ,
and, more generally, for 1 ≤ p <∞,
‖∇hν‖p :=
(
[|Dxν|p, 1]x + [|Dyν|p, 1]y + [|Dzν|p, 1]z
) 1
p
. (2.1)
Higher order norms can be defined. For example,
‖ν‖2H1h := ‖ν‖
2
2 + ‖∇hν‖22 , ‖ν‖2H2h := ‖ν‖
2
H1h
+ ‖∆hν‖22 .
Lemma 2.1. Let D be an arbitrary periodic, scalar function defined on all of the
face center points. For any ψ, ν ∈ Cper and any ~f ∈ ~Eper, the following summation by
parts formulas are valid:〈
ψ,∇h · ~f
〉
Ω
= −
[
∇hψ, ~f
]
Ω
, 〈ψ,∇h · (D∇hν)〉Ω = − [∇hψ,D∇hν]Ω . (2.2)
To facilitate the convergence analysis, we need to introduce a discrete analogue of
the space H−1per (Ω), as outlined in [57]. Suppose that D is a positive, periodic scalar
function defined at all of the face center points. For any φ ∈ Cper, there exists a
unique ψ ∈ C˚per that solves
LD(ψ) := −∇h · (D∇hψ) = φ− φ, (2.3)
where, recall, φ := |Ω|−1 〈φ, 1〉Ω. We equip this space with a bilinear form: for any
φ1, φ2 ∈ C˚per, define
〈φ1, φ2〉L−1D := [D∇hψ1,∇hψ2]Ω , (2.4)
where ψi ∈ C˚per is the unique solution to
LD(ψi) := −∇h · (D∇hψi) = φi, i = 1, 2. (2.5)
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The following identity [57] is easy to prove via summation-by-parts:
〈φ1, φ2〉L−1D =
〈
φ1,L−1D (φ2)
〉
Ω
=
〈L−1D (φ1), φ2〉Ω , (2.6)
and since LD is symmetric positive definite, 〈 · , · 〉L−1D is an inner product on C˚per [57].
When D ≡ 1, we drop the subscript and write L1 = L, and in this case we usually
write 〈 · , · 〉L−1D =: 〈 · , · 〉−1,h. In the gerneral setting, the norm associated to this
inner product is denoted ‖φ‖L−1D :=
√
〈φ, φ〉L−1D , for all φ ∈ C˚per, but, if D ≡ 1, we
write ‖ · ‖L−1D =: ‖ · ‖−1,h.
2.2. The first order numerical scheme and the main theoretical results.
We follow the idea of convexity splitting and consider the following semi-implicit, fully
discrete schemes: given φn ∈ Cper, find φn+1, µn+1 ∈ Cper, such that
φn+1 − φn
∆t
= − Mˆnµn+1 (AC equation), (2.7)
φn+1 − φn
∆t
= ∇h · (Mˇn∇hµn+1) (CH equation), (2.8)
where
µn+1 = ln(1 + φn+1)− ln(1− φn+1)− θ0φn − ε2∆hφn+1. (2.9)
The mobility approximations are defined as follows: for the Allen-Cahn approxima-
tion, Mˆn = M(φn) ∈ Cper, quite simply. For the Cahn-Hilliard approximation, we
require that Mˇn is defined at all of the face center points. This is accomplished via
Mˇni+1/2,j,k = M(Axφni+1/2,j,k), Mˇni,j+1/2,k =M(Ayφni,j+1/2,k), (2.10)
Mˇni,j,k+1/2 = M(Azφni,j,k+1/2). (2.11)
Of course, a point-wise bound for the grid function φn+1, namely, −1 < φn+1i,j,k < 1,
is needed so that the numerical scheme is well-defined. The main theoretical results
are stated below, which guarantee that there exist unique numerical solutions for
(2.7) and (2.8), so that the given bound is satisfied. In the first part, we assume that
M(φ) ≡ 1; the non-constant mobility case will be analyzed in a later section.
For the Allen-Cahn equation, we have
Theorem 2.1. Assume that M(φ) ≡ 1. Given φn ∈ Cper, with ‖φn‖∞ ≤M , for
some M > 0, there exists a unique solution φn+1 ∈ Cper to (2.7), with
∥∥φn+1∥∥∞ < 1.
Moreover, if the initial data satisfy
∥∥φ0∥∥∞ ≤ 1 − δ0, there exists δ? ∈ (0, 1), which
depends upon δ0 but is independent of ε and n, so that ‖φn‖∞ ≤ 1− δ?, ∀n ∈ N.
For the Cahn-Hilliard equation, we have
Theorem 2.2. Assume that M(φ) ≡ 1. Given φn ∈ Cper, with ‖φn‖∞ ≤M , for
some M > 0, and
∣∣φn∣∣ < 1, there exists a unique solution φn+1 ∈ Cper to (2.8), with
φn+1 − φn ∈ C˚per and
∥∥φn+1∥∥∞ < 1.
3. Theoretical justification of the positivity-preserving properties.
3.1. Proof of Theorem 2.1. The analysis for the approximation to the Allen-
Cahn equation is given first.
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Proof. We observe that, the numerical solution of (2.7) is equivalent to the mini-
mization of the discrete energy functional
J n(φ) := 1
2∆t
‖φ− φn‖22 + 〈1 + φ, ln(1 + φ)〉Ω + 〈1− φ, ln(1− φ)〉Ω
+
ε2
2
‖∇hφ‖22 − θ0 〈φ, φn〉Ω , (3.1)
over the compact, convex admissible set Ah = {φ ∈ Cper | ‖φ‖∞ ≤ 1} ⊂ RN
3
. We
observe that J n is a strictly convex function over this domain. We wish to prove that
there exists a minimizer of J n at an interior point of Ah. To this end, consider the
following closed domain: for a given δ ∈ (0, 1/2),
Ah,δ := {φ ∈ Cper | ‖φ‖∞ ≤ 1− δ} ⊂ Ah. (3.2)
Since Ah,δ is a compact and convex set in RN
3
, there exists a (not necessarily unique)
minimizer of J n over Ah,δ. The key point of our positivity analysis is that such a
minimizer could not occur on the boundary of Ah,δ, if δ is small enough.
Assume a minimizer of J n over Ah,δ, denote it by φ?, occurs at a boundary point.
There is at least one grid point ~α0 = (i0, j0, k0) such that |φ?~α0 | = 1− δ. First, let us
assume, that φ?~α0 = δ − 1, so that the grid function φ? has a global minimum at ~α0.
Since J n is smooth over Ah,δ, for all ψ ∈ Cper, the directional derivative is
dsJ n(φ? + sψ)|s=0 =
〈
φ? − φn
∆t
+ ln(1 + φ?)− ln(1− φ?)− θ0φn − ε2∆hφ?, ψ
〉
Ω
.
If the direction grid function is of the form ψi,j,k = δi,i0δj,j0δk,k0 , where δk,` denotes
the usual Kronecker delta function,
1
h3
dsJ n(φ? + sψ)|s=0 = ln δ − ln(2− δ)− θ0φn~α0 − ε2∆hφ?~α0 +
δ − 1− φn~α0
∆t
. (3.3)
Since φ? has a minimum at the grid point ~α0 = (i0, j0, k0), it follows that
φ?~α0 = −1 + δ ≤ φ?i,j,k, ∀ (i, j, k) 6= ~α0, and ∆hφ?~α0 ≥ 0. (3.4)
The bound ‖φn‖∞ ≤M and the fact that δ ∈ (0, 1/2) imply that
δ − 1− φn~α0 ≤ δ − 1 +M < M − 1/2. (3.5)
Define the parameters
β0 := 2
(
1 + exp
{
θ0M +
M − 1/2
∆t
})−1
, β := min(1/2, β0).
If δ ∈ (0, β), then
ln δ − ln(2− δ)− θ0φn~α0 +
δ − 1− φn~α0
∆t
< 0. (3.6)
Using the estimates (3.4) – (3.6) in (3.3) reveals that, provided 0 < δ < β,
1
h3
dsJ n(φ? + sψ)|s=0 < 0. (3.7)
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This yields a contradiction that J n takes a global minimum at φ? over Ah,δ, because
the directional derivative at this boundary point is negative in a direction pointing
into the interior of Ah,δ. In other words, going in the direction of ψ, we are certain
to find an interior point φ? + sψ, provided s > 0 is sufficiently small, such that
J n(φ? + sψ) < J n(φ?).
Using quite similar arguments, if φ?~α0 = 1− δ, and δ ∈ (0, β), we would find that
1
h3
dsJ n(φ? + sψ)|s=0 > 0. (3.8)
A combination of these two facts shows that the global minimum of J n over Ah,δ
could only possibly occur at an interior point, when δ ∈ (0, β). We conclude that there
must be a solution φ ∈ (Ah,δ)o, the interior region of Ah,δ, so that for all ψ ∈ Cper,
0 = dsJ n(φ+ sψ)|s=0. (3.9)
which is equivalent to the numerical solution of (2.7), provided δ ∈ (0, β). The exis-
tence of a “positive” numerical solution is, therefore, established. In addition, since
J n is a strictly convex function over Ah, the uniqueness analysis for this numerical
solution is straightforward.
For the second part of this theorem, let us make the a priori assumption that,
for some δ0 ∈ (0, 1),
∥∥φ0∥∥∞ = 1− δ0. Furthermore, choose δ1 ∈ (0, 1) so that
δ1 <
2
exp(θ0 + 1)
.
Define δ? = min(δ0, δ1), and consider the space Ah,δ? . Suppose that φ
1,? is the
minimizer of J0 over Ah,δ? . If we use an analysis similar to that of the first part,
we can show that, if φ1,? is a boundary point of Ah,δ? , we obtain a contradiction.
Specifically, if at ~α0 = (i0, j0, k0), φ
?,1
~α0
= δ? − 1 (a minimum point), then we find
0 = ln δ? − ln(2− δ?)− θ0φ0~α0 − ε2∆hφ1,?~α0 +
δ? − 1− φ0~α0
∆t
≤ ln δ? − ln(2− δ?) + θ0 < 0.
Similarly, if at ~α0 = (i0, j0, k0), φ
?,1
~α0
= 1 − δ? (a maximum point), then we likewise
discover that 0 > 0. This implies, ultimately, that the minimizer φ1 ∈ Ah of J0
satisfies the bound ∥∥φ1∥∥∞ < 1− δ?.
Clearly, δ? only depends on δ0 and θ0; it is independent of ε. This argument can be
continued inductively, and we can conclude that, for any n ∈ N,
‖φn‖∞ < 1− δ?.
The proof of Theorem 2.1 is complete.
3.2. Proof of Theorem 2.2. If solutions to the Cahn-Hilliard scheme (2.8)
exist, it is clear that, for any n ∈ N,
φ0 := |Ω|−1
〈
φ0, 1
〉
Ω
= |Ω|−1 〈φ1, 1〉
Ω
= · · · = |Ω|−1 〈φn, 1〉Ω = φn,
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with |φn| < 1. Thus we expect 〈φn − φ0, 1〉Ω = 0. For the proof of Theorem 2.2, we
need the following technical lemma:
Lemma 3.1. Suppose that φ1, φ2 ∈ Cper, with 〈φ1 − φ2, 1〉Ω = 0, that is, φ1−φ2 ∈
C˚per, and assume that ‖φ1‖∞ < 1, ‖φ2‖∞ ≤M . Then, we have the following estimate:∥∥L−1(φ1 − φ2)∥∥∞ ≤ C1, (3.10)
where C1 > 0 depends only upon M and Ω. In particular, C1 is independent of the
mesh spacing h.
Proof. Define ψ := φ1 − φ2 ∈ C˚per. Thus ‖ψ‖∞ < M + 1. This fact implies that
‖ψ‖2 = ‖φ1 − φ2‖2 ≤ (M + 1)|Ω|1/2. (3.11)
Meanwhile, we denote v = L−1(ψ) ∈ C˚per, so that L(v) = ψ with v = 0. Suppose
that N is odd, for simplicity, and N = 2K + 1. (The even case is handled in a very
simliar manner.) Since v ∈ Cper it has the discrete Fourier representation of the form
vi,j,k =
K∑
`,m,n=−K
vˆN`,m,ne
2pii(`pi+mpj+npk)/L, (3.12)
where pi = (i − 1/2) · h and vˆN`,m,n are the discrete Fourier coefficients given by the
discrete Fourier transform (DFT):
vˆNi,j,k :=
h3
L3
K∑
`,m,n=−K
v`,m,ne
−2pii(`pi+mpj+npk)/L.
Since v ∈ C˚per, vˆN0,0,0 = 0. We define the Fourier interpolant of the grid function v as
v(x, y, z) :=
K∑
`,m,n=−K
vˆN`,m,ne
2pii(`x+my+nz)/L, x, y, z ∈ R, (3.13)
and observe that v ∈ C∞per(Ω). Parseval’s identity (at both the discrete and continuous
levels) implies that
‖v‖22 = L3
K∑
`,m,n=−K
|vˆN`,m,n|2 = ‖v‖2L2(Ω) . (3.14)
For the comparison between the discrete and continuous Laplacians, we start with
the following Fourier expansions:
∆xhvi,j,k :=
vi+1,j,k − 2vi,j,k + vi−1,j,k
h2
=
K∑
`,m,n=−K
µ`vˆ
N
`,m,ne
2pii(`xi+myj+nzk)/L, (3.15)
∂2xv(x, y, z) =
K∑
`,m,n=−K
ν`vˆ
N
`,m,ne
2pii(`x+my+nz)/L, (3.16)
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with
µ` = −
4 sin2 `pihL
h2
, ν` = −4`
2pi2
L2
. (3.17)
In turn, an application of Parseval’s identity yields
‖∆xhv‖22 = L3
K∑
`,m,n=−K
|µ`|2|vˆN`,m,n|2, (3.18)
∥∥∂2xv∥∥2L2 = L3 K∑
`,m,n=−K
|ν`|2|vˆN`,m,n|2. (3.19)
The comparison of Fourier eigenvalues shows that
4
pi2
|ν`| ≤ |µ`| ≤ |ν`|, for −K ≤ ` ≤ K. (3.20)
This indicates that
4
pi2
∥∥∂2xv∥∥L2 ≤ ‖∆xhv‖2 ≤ ∥∥∂2xv∥∥L2 . (3.21)
Similar estimates can be derived to reveal that
4
pi2
‖∆v‖L2 ≤ ‖∆hv‖2 = ‖ψ‖2 ≤ ‖∆v‖L2 , (3.22)
which in turn yields that ‖∆v‖L2 ≤ (M+1)pi
2|Ω|1/2
4 .
Meanwhile, the following identity is obvious:∫
Ω
v dx = 0, since vˆN0,0,0 = 0. (3.23)
Subsequently, an application of elliptic regularity implies that
‖v‖H2 ≤ C
(∣∣∣∣∫
Ω
v dx
∣∣∣∣+ ‖∆v‖L2) ≤ C0(M + 1)|Ω|1/2, (3.24)
for some constant C0 > 0 that only depends upon Ω. Since the grid function v is the
projection of the smooth function v into the cell-centered grid, the following discrete
`∞ bound is clear:
‖v‖∞ ≤ ‖v‖L∞ ≤ C‖v‖H2 ≤ C0(M + 1)|Ω|1/2, (3.25)
in which the 3-D Sobolev embedding has been used in the second step. The proof of
Lemma 3.1 is completed by taking C1 := C0(M + 1)|Ω|1/2.
Now we proceed into the proof of Theorem 2.2.
Proof. The numerical solution of (2.8) is a minimizer of the following discrete
energy functional:
J n(φ) := 1
2∆t
‖φ− φn‖2−1,h + 〈1 + φ, ln(1 + φ)〉Ω + 〈1− φ, ln(1− φ)〉Ω
+
ε2
2
‖∇hφ‖22 − θ0 〈φ, φn〉Ω , (3.26)
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over the admissible set
Ah :=
{
φ ∈ Cper
∣∣ ‖φ‖∞ ≤ 1, 〈φ− φ0, 1〉Ω = 0} ⊂ RN3 .
Observe that J n is a strictly convex function over this domain.
To facilitate the analysis below, we transform the minimization problem into an
equivalent one. Consider the functional
Fn(ϕ) := J n(ϕ+ φ0) (3.27)
=
1
2∆t
∥∥ϕ+ φ0 − φn∥∥2−1,h + 〈1 + ϕ+ φ0, ln(1 + ϕ+ φ0)〉Ω
+
〈
1− ϕ− φ0, ln(1− ϕ− φ0)
〉
Ω
+
ε2
2
‖∇hϕ‖22 − θ0
〈
ϕ+ φ0, φ
n
〉
Ω
,(3.28)
defined on the set
A˚h :=
{
ϕ ∈ C˚per
∣∣∣ −1− φ0 ≤ ϕ ≤ 1− φ0} ⊂ RN3 .
If ϕ ∈ A˚h minimizes Fn, then φ := ϕ+φ0 ∈ Ah minimizes J n, and vice versa. Next,
we prove that there exists a minimizer of Fn over the domain A˚h. Similar to our
previous arguments, we consider the following closed domain: for δ ∈ (0, 1/2),
A˚h,δ :=
{
ϕ ∈ C˚per
∣∣∣ δ − 1− φ0 ≤ ϕ ≤ 1− δ − φ0} ⊂ RN3 . (3.29)
Since A˚h,δ is a bounded, compact, and convex set in the subspace C˚per, there exists a
(not necessarily unique) minimizer of Fn over A˚h,δ. The key point of the positivity
analysis is that such a minimizer could not occur on the boundary of A˚h,δ, if δ is
sufficiently small. To be more explicit, by the boundary of A˚h,δ, we mean the locus
of points ψ ∈ A˚h,δ such that
∥∥ψ + φ0∥∥∞ = 1− δ, precisely.
To get a contradiction, suppose that the minimizer of Fn, call it ϕ? occurs at a
boundary point of A˚h,δ. There is at least one grid point ~α0 = (i0, j0, k0) such that
|ϕ?~α0 + φ0| = 1 − δ. First, let us assume, that ϕ?~α0 + φ0 = δ − 1, so that the grid
function ϕ? has a global minimum at ~α0. Suppose that ~α1 = (i1, j1, k1) is a grid point
at which ϕ? achieves its maximum. By the fact that ϕ? = 0, it is obvious that
1− δ ≥ ϕ?~α1 + φ0 ≥ φ0.
Since Fn is smooth over A˚h,δ, for all ψ ∈ C˚per, the directional derivative is
dsFn(ϕ? + sψ)|s=0 =
〈
ln(1 + ϕ? + φ0)− ln(1− ϕ? − φ0), ψ
〉
Ω
− 〈θ0φn + ε2∆hϕ?, ψ〉Ω
+
1
∆t
〈
(−∆h)−1
(
ϕ? − φn + φ0
)
, ψ
〉
Ω
.
This time, let us pick the direction ψ ∈ C˚per, such that
ψi,j,k = δi,i0δj,j0δk,k0 − δi,i1δj,j1δk,k1 .
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Then the derivative may be expressed as
1
h3
dsFn(ϕ? + sψ)|s=0 = ln(1 + ϕ?~α0 + φ0)− ln(1− ϕ?~α0 − φ0)
− ln(1 + ϕ?~α1 + φ0) + ln(1− ϕ?~α1 − φ0)
−θ0(φn~α0 − φn~α1)− ε2(∆hϕ?~α0 −∆hϕ?~α1)
+
1
∆t
(−∆h)−1(ϕ? − φn + φ0)~α0
− 1
∆t
(−∆h)−1(ϕ? − φn + φ0)~α1 . (3.30)
For simplicity, now let us write φ? := ϕ? + φ0. Since φ
?
~α0
= −1 + δ and φ?~α1 ≥ φ0, we
have
ln(1 + φ?~α0)− ln(1− φ?~α0)− ln(1 + φ?~α1) + ln(1− φ?~α1) ≤ ln
δ
2− δ − ln
1 + φ0
1− φ0
. (3.31)
Since φ? takes a minimum at the grid point ~α0, with φ
?
~α0
= −1 + δ ≤ φ?i,j,k, for any
(i, j, k), and a maximum at the grid point ~α1, with φ
?
~α1
≥ φ?i,j,k, for any (i, j, k),
∆hφ
?
~α0
≥ 0, ∆hφ?~α1 ≤ 0. (3.32)
For the numerical solution φn at the previous time step, the a priori assumption
‖φn‖∞ ≤M indicates that
− 2M ≤ φn~α0 − φn~α1 ≤ 2M. (3.33)
For the last two terms appearing in (3.30), we apply Lemma 3.1 and obtain
− 2C1 ≤ (−∆h)−1(φ? − φn)~α0 − (−∆h)−1(φ? − φn)~α1 ≤ 2C1. (3.34)
Consequently, a substitution of (3.31) – (3.34) into (3.30) yields the following bound
on the directional derivative:
1
h3
dsFn(ϕ? + sψ)|s=0 ≤ ln δ
2− δ − ln
1 + φ0
1− φ0
+ 2Mθ0 + 2C1∆t
−1. (3.35)
We denote C2 = 2Mθ0 + 2C1∆t
−1. Note that C2 is a constant for a fixed ∆t, though
it becomes singular as ∆t→ 0. However, for any fixed ∆t, we may choose δ ∈ (0, 1/2)
sufficiently small so that
ln
δ
2− δ − ln
1 + φ0
1− φ0
+ C2 < 0. (3.36)
This in turn shows that, provided δ satisfies (3.36),
1
h3
dsFn(ϕ? + sψ)|s=0 < 0. (3.37)
As before, this contradicts the assumption that Fn has a minimum at ϕ?, since the
directional derivative is negative in a direction pointing into the interior of A˚h,δ.
Using very similar arguments, we can also prove that the global minimum of Fn
over A˚h,δ could not occur at a boundary point ϕ
? such that ϕ?~α0 + φ0 = 1 − δ, for
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some ~α0, so that the grid function ϕ
? has a global maximum at ~α0. The details are
left to interested readers.
A combination of these two facts shows that, the global minimum of Fn over
A˚h,δ could only possibly occur at interior point ϕ ∈ (A˚h,δ)o ⊂ (A˚h)o. We conclude
that there must be a solution φ = ϕ + φ0 ∈ Ah that minimizes J n over Ah, which
is equivalent to the numerical solution of (2.8), (2.9). The existence of the numerical
solution is established.
In addition, since J n is a strictly convex function over Ah, the uniqueness analysis
for this numerical solution is straightforward. The proof of Theorem 2.2 is complete.
Remark 3.1. The positivity-preserving analysis is based on a key fact that the
singular nature of the logarithmic term around the values of −1 and 1 prevents the
numerical solution reaching these singular values. As a result, the point-wise positivity
for the logarithmic arguments could be derived as long as the numerical solution at the
previous time step stays bounded between −M and M (even if M > 1), and the initial
average stays between −1 and 1. This is a modest improvement to the results in [22],
in which the authors constructed a cut-off energy functional to avoid the singularity.
Remark 3.2. The proof of Theorem 2.1 follows a standard maximum principle
type argument; that is the key reason why we are able to obtain a uniform separation
bound for the numerical solution (2.7): ‖φn‖∞ ≤ 1 − δ?, if the initial data satisfy a
similar condition. For the Cahh-Hilliard flow, such a uniform bound is not available
for the corresponding numerical solution (2.8), (2.9) any more, since the maximum
principle could not be directly applied to an H−1 gradient flow. In addition, the mass
conservation constraint has made the corresponding analysis more involved.
Remark 3.3. For the Cahn-Hilliard flow, lack of maximum principle has been
an essential mathematical challenge. To overcome this difficulty, we have to obtain
the point-wise bound for the linear chemical potential part. With the help of the a
priori `∞ bound of the numerical solution we are investigating, an O(∆t−1) estimate
is derived for such a bound, which is contained in the form of C2. Such a bound is a
fixed constant for a fixed ∆t, while it becomes singular as ∆t→ 0.
Another key idea of this analysis should also be mentioned: although the nonlinear
term contains a singular limit as φ approaches either −1 or 1, the convexity of this
nonlinear potential has greatly aided in the positivity analysis.
Remark 3.4. In addition to the positivity-preserving property, the semi-implicit
nature of our proposed scheme: implicit treatment for the logarithmic terms and the
surface diffusion term, combined with an explicit treatment for the linear stretch-
ing/expansive term, ensures the unique solvability. In comparison, for the fully im-
plicit scheme analyzed in [22], the unique solvability is only available under a time
step constraint: ∆t ≤ 4ε2
θ20
. In fact, the existence of the positivity-preserving numerical
solution could also be established for the fully implicit Euler scheme, using the same
idea presented in this section. Only the uniqueness analysis of the numerical solution
requires such a time step constraint.
Remark 3.5. For simplicity of presentation, we only analyze the finite difference
scheme over a rectangular domain in this article. The idea of this positivity analysis
could be similarly extended to the finite element and pseudo-spectral spatial approxi-
mations, as well as the case of a general domain. The details may be considered in
the future works.
3.3. The positivity preserving property in the non-constant mobility
case. In this subsection we look at the numerical scheme (2.8), (2.9) with a noncon-
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stant mobility, but with the strict positivity assumption that M(x) ≥ M0 > 0, for
all x ∈ [−1, 1]. Then, for any φ ∈ C˚Ω, there exists a unique ψ ∈ C˚Ω that solves
LMˇn(ψ) := −∇h · (Mˇn∇hψ) = φ. (3.38)
In turn, the following norm may be introduced:
‖φ‖L−1Mˇn =
√〈
φ,L−1Mˇn(φ)
〉
Ω
. (3.39)
Similar to Lemma 3.1, the following estimate is needed in the positivity analysis.
Lemma 3.2. Suppose that φ1, φ2 ∈ Cper, with 〈φ1 − φ2, 1〉Ω = 0, that is, φ1−φ2 ∈
C˚per, and assume that ‖φ1‖∞ < 1, ‖φ2‖∞ ≤M . Then, we have the following estimate:∥∥∥L−1Mˇn(φ1 − φ2)∥∥∥∞ ≤ C4 := C3M−10 h−1/2, (3.40)
where C3 > 0 depends only upon M and Ω.
Proof. Define ψ := φ1 − φ2 and v := L−1Mˇn(ψ) Similar to the estimate (3.11), we
get
‖ψ‖2 = ‖φ1 − φ2‖2 ≤ (M + 1)|Ω|1/2. (3.41)
To obtain a bound for v ∈ C˚per, observe that, by summation-by-parts,
M0 ‖∇hv‖22 ≤
[Mˇn∇hv,∇hv]Ω = 〈ψ, v〉Ω ≤ ‖ψ‖2 · ‖v‖2 ≤ CP‖ψ‖2 · ‖∇hv‖2, (3.42)
in which the discrete Poincare´ inequality,
‖ψ‖2 ≤ CP‖∇hψ‖2, ∀ψ ∈ C˚per,
has been applied in the last step. Therefore
‖∇hv‖2 ≤ CPM−10 ‖ψ‖2 . (3.43)
Subsequently, an application of a 3-D inverse inequality, for v ∈ C˚per, leads to
‖v‖∞ ≤ CIh−1/2 ‖∇hv‖2 ≤ CIh−1/2CPM−10 ‖ψ‖2
≤ CIh−1/2CPM−10 (M + 1)|Ω|1/2, (3.44)
where the constant in the inverse inequality, CI > 0, is independent of h. Therefore,
(3.40) is valid, with C3 := CICP(M + 1)|Ω|1/2. This completes the proof.
The positivity-preserving property of the numerical scheme (2.8), (2.9) for the
non-constant mobility case is stated below.
Theorem 3.1. Assume that M(x) ≥ M0 > 0, for all x ∈ [−1, 1]. Given
φn ∈ Cper, with ‖φn‖ ≤ M , for some M > 0, and
∣∣φn∣∣ < 1, there exists a unique
solution φn+1 ∈ Cper to (2.8), with φn+1 − φn ∈ C˚per and
∥∥φn+1∥∥∞ < 1.
Proof. The proof of this theorem follows the same ideas as in that of Theorem 2.2;
we just provide a brief outline. Similar to (3.26), the numerical solution of (2.8) is
equivalent to the minimization of the following discrete energy functional:
J n(φ) = 1
2∆t
‖φ− φn‖2L−1Mˇn + 〈1 + φ, ln(1 + φ)〉Ω + 〈1− φ, ln(1− φ)〉Ω
+
ε2
2
‖∇hφ‖22 − θ0 〈φ, φn〉Ω , (3.45)
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over the admissible set
Ah :=
{
φ ∈ Cper
∣∣ ‖φ‖∞ ≤ 1, 〈φ− φ0, 1〉Ω = 0} .
The equivalent minimization problem is similar to previous one: find a minimizer
ϕ ∈ A˚h the functional
Fn(ϕ) := J n(ϕ+ φ0), with A˚h :=
{
ϕ ∈ C˚per
∣∣∣ −1− φ0 ≤ ϕ ≤ 1− φ0} ⊂ RN3 .
There exists a (not necessarily unique) minimizer of Fn over the restricted set A˚h,δ,
defined in (3.29), where δ ∈ (0, 1/2). To get a contradiction, suppose that the mini-
mizer of Fn, call it ϕ?, occurs at a boundary point of A˚h,δ. There is at least one grid
point ~α0 = (i0, j0, k0) such that |ϕ?~α0 + φ0| = 1 − δ. As before, we first assume that
ϕ?~α0 + φ0 = δ − 1, so that the grid function ϕ? has a global minimum at ~α0. Suppose
that ~α1 = (i1, j1, k1) is a grid point at which ϕ
? achieves its maximum.
The directional derivative, in the direction
ψi,j,k = δi,i0δj,j0δk,k0 − δi,i1δj,j1δk,k1 ,
satisfies
1
h3
dsFn(ϕ? + sψ)|s=0 = ln(1 + ϕ?~α0 + φ0)− ln(1− ϕ?~α0 − φ0)
− ln(1 + ϕ?~α1 + φ0) + ln(1− ϕ?~α1 − φ0)
−θ0(φn~α0 − φn~α1)− ε2(∆hϕ?~α0 −∆hϕ?~α1)
+
1
∆t
L−1Mˇn(ϕ? − φn + φ0)~α0 −
1
∆t
L−1Mˇn(ϕ? − φn + φ0)~α1 .
(3.46)
We now apply Lemma 3.2 to obtain (keeping in mind that φ∗ = ϕ∗ + φ¯0)
− 2C4 ≤ L−1Mˇn(φ? − φn)~α0 − (L−1Mˇn(φ? − φn)~α1 ≤ 2C4. (3.47)
This, together with some other estimates, obtained as in the proof of Theorem 2.2,
yields
1
h3
dsFn(ϕ? + sψ)|s=0 ≤ ln δ
2− δ − ln
1 + φ0
1− φ0
+ C5. (3.48)
where C5 := 2Mθ0 + 2C4∆t
−1. For δ ∈ (0, 1/2) sufficiently small, the right hand side
is strictly less than 0. The rest of the analysis follows the proof of Theorem 2.2; the
details are left to the interested readers.
Remark 3.6. In the proof of Theorem 3.1, the point-wise positivity of the mobil-
ity, Mˇn ≥ M0 > 0, is assumed for the convenience of the analysis. However, at the
PDE level, the CH flow with a degenerate mobility has been analyzed in [8, 29]. The
numerical scheme for the degenerate mobility equation will also be considered in the
authors’ future works. In fact, our assumption could be relaxed to allow for certain
mobilities satisfying M(φn) > 0 at a point-wise level; the technical details are left
to interested readers. In particular, for the case of the standard symmetric degener-
ate mobility, M(φ) = (1 − φ)(1 + φ), the PDE analyses for which were undertaken
by [15, 29], our analysis would go through, with the help of a subtle fact that M(φ)
only degenerates at φ = −1 and 1, combined with the positivity-preserving result at
the previous time step.
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4. Unconditional energy stability and uniform in time H1h bound. The
discrete energy is defined as
Eh(φ) = 〈1 + φ, ln(1 + φ)〉Ω + 〈1− φ, ln(1− φ)〉Ω +
ε2
2
‖∇hφ‖22 −
θ0
2
‖φ‖22 . (4.1)
For the numerical scheme for the Cahn-Hilliard equation (2.8), (2.9), the existence and
unique solvability (so that the numerical solution stays within (−1, 1) at a point-wise
level) have been established in Theorem 3.1. Because the scheme uses a convex-
concave decomposition, it is unconditionally energy stability. This result is stated in
the following theorem, whose proof is omitted for the sake of brevity and also because
it is standard:
Theorem 4.1. For simplicity, suppose that N = 2K+1, and let PN : Cper(Ω)→
BK(Ω) denote the Fourier projection operator, where BK is space of Ω-periodic (com-
plex) trigonometric polynomials of degree up to and including K. By Ph : Cper(Ω)→
Cper denote the canonical grid projection operator. Suppose that φ0 := Ph(PNΦ),
where Φ ∈ C6per(Ω) and ‖Φ‖L∞ < 1. Then (Φ, 1)L2 =
〈
φ0, 1
〉
Ω
, and, for any ∆t > 0,
h > 0, and m ∈ N,
Eh(φ
m) +
[Mˇm−1∇hµm,∇hµm]Ω ≤ Eh(φm−1),
so that Eh(φ
m) ≤ Eh(φ0) ≤ C6, with C6 > 0 independent of h. Therefore, since
− θ02 |Ω|+ ε
2
2 ‖∇hφm‖22 ≤ Eh(φm), we have
‖∇hφm‖2 ≤
√
2C6 + θ0|Ω|ε−1 =: C7, ∀m ∈ N. (4.2)
Remark 4.1. The unconditional energy stability of the proposed scheme (2.8),
(2.9) follows from the convex-concave decomposition of the energy, an idea popularized
in Eyre’s work [31]. The method has been applied to the phase field crystal (PFC)
equation and the modified version [57, 59]; epitaxial thin film growth models [17, 56];
non-local gradient model [38]; the Cahn-Hilliard model coupled with fluid flow [18, 24,
32, 49, 58]; et cetera. Second order accurate energy stable schemes have also been
reported in recent years, based on either a secant/Crank-Nicolson or BDF approach.
See, for example, [10, 11, 19, 26, 25, 40, 41, 42, 54, 37, 61]. In particular, for the
multi-component Cahn-Hilliard model, the related works could also be found in [6, 7].
Remark 4.2. For the CH model with Flory Huggins energy potential, there have
been some works to address the energy stability in the existing literature [43, 47, 48,
53, 62]. However, the positivity-preserving property has not been theoretically justified
for these numerical works, so that the existence of the numerical solutions in these
works is not available at a theoretical level.
5. Optimal rate convergence analysis in `∞(0, T ;H−1) ∩ `2(0, T ;H1). For
simplicity of presentation, we assumeM≡ 1 in this section; the convergence analysis
for the non-constant mobility case will be considered in future works.
Let Φ be the exact solution for the Cahn-Hilliard flow (1.3) – (1.4). With initial
data with sufficient regularity, we could assume that the exact solution has regularity
of class R:
Φ ∈ R := H2 (0, T ;Cper(Ω)) ∩H1
(
0, T ;C2per(Ω)
) ∩ L∞ (0, T ;C6per(Ω)) . (5.1)
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Define ΦN ( · , t) := PNΦ( · , t), the (spatial) Fourier projection of the exact solution
into BK , the space of trigonometric polynomials of degree to and including K. The
following projection approximation is standard: if Φ ∈ L∞(0, T ;H`per(Ω)),
‖ΦN − Φ‖L∞(0,T ;Hk) ≤ Ch`−k ‖Φ‖L∞(0,T ;H`) , ∀ 0 ≤ k ≤ `. (5.2)
By ΦmN , Φ
m we denote ΦN ( · , tm) and Φ( · , tm), respectively, with Tm = m ·∆t. Since
ΦN ∈ BK , the mass conservative property is available at the discrete level:
ΦmN =
1
|Ω|
∫
Ω
ΦN (·, tm) dx = 1|Ω|
∫
Ω
ΦN (·, tm−1) dx = Φm−1N , ∀ m ∈ N. (5.3)
On the other hand, the solution of (2.8), (2.9) is also mass conservative at the discrete
level:
φm = φm−1, ∀ m ∈ N. (5.4)
As indicated before, we use the mass conservative projection for the initial data:
φ0 = PhΦN ( · , t = 0), that is
φ0i,j,k := ΦN (pi, pj , pk, t = 0), (5.5)
The error grid function is defined as
φ˜m := PhΦmN − φm, ∀ m ∈ {0, 1, 2, 3, · · · } . (5.6)
Therefore, it follows that φ˜m = 0, for any m ∈ {0, 1, 2, 3, · · · }, so that the discrete
norm ‖ · ‖−1,h is well defined for the error grid function.
Theorem 5.1. Given initial data Φ( · , t = 0) ∈ C6per(Ω), suppose the exact
solution for Cahn-Hilliard equation (1.3)-(1.4) is of regularity class R. Then, provided
∆t and h are sufficiently small, for all positive integers n, such that tn ≤ T , we have
‖φ˜n‖−1,h +
(
ε2∆t
n∑
m=1
‖∇hφ˜m‖22
)1/2
≤ C(∆t+ h2), (5.7)
where C > 0 is independent of n, ∆t, and h.
Proof. A careful consistency analysis indicates the following truncation error
estimate:
Φn+1N − ΦnN
∆t
= ∆h
(
ln(1 + Φn+1N )− ln(1− Φn+1N )− θ0ΦnN − ε2∆hΦn+1N
)
+ τn, (5.8)
with ‖τn‖−1,h ≤ C(∆t + h2). Observe that in equation (5.8), and from this point
forward, we drop the operator Ph, which should appear in front of ΦN , for simplicity.
Subtracting the numerical scheme (2.8) from (5.8) gives
φ˜n+1 − φ˜n
∆t
= ∆h
(
(ln(1 + Φn+1N )− ln(1 + φn+1))− (ln(1− Φn+1N )− ln(1− φn+1))
−θ0φ˜n+1 − ε2∆hφ˜n+1
)
+ τn. (5.9)
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Since the numerical error function has zero-mean, we see that (−∆h)−1φ˜m is well-
defined, for any k ≥ 0. Taking a discrete inner product with (5.9) by 2(−∆h)−1φ˜n+1
yields
‖φ˜n+1‖2−1,h − ‖φ˜n‖2−1,h + ‖φ˜n+1 − φ˜n‖2−1,h − 2ε2∆t
〈
φ˜n+1,∆hφ˜
n+1
〉
Ω
+ 2∆t
〈
ln(1 + Φn+1N )− ln(1 + φn+1), φ˜n+1
〉
Ω
− 2∆t
〈
ln(1− Φn+1N )− ln(1− φn+1), φ˜n+1
〉
Ω
= 2θ0∆t
〈
φ˜n, φ˜n+1
〉
Ω
+ 2∆t
〈
τn, φ˜n+1
〉
Ω
. (5.10)
The estimate for the term associated with the surface diffusion is straightforward:
−〈φ˜n+1,∆hφ˜n+1〉 = ‖∇hφ˜n+1‖22. (5.11)
For the nonlinear inner product, the fact that −1 < φn+1 < 1, −1 < Φn+1 < 1 (at a
point-wise level) yields the following result:〈
ln(1 + Φn+1N )− ln(1 + φn+1), φ˜n+1
〉
Ω
≥ 0, (5.12)
−
〈
ln(1− Φn+1N )− ln(1− φn+1), φ˜n+1
〉
Ω
≥ 0, (5.13)
due to the fact that ln is an increasing function. In other words, the convexity of
the nonlinear term plays an essential role in this analysis. For the inner product
associated with the concave part, the following estimate is derived:
2θ0
〈
φ˜n, φ˜n+1
〉
Ω
≤ 2θ0‖φ˜n‖−1,h‖∇hφ˜n+1‖2
≤ θ20ε−2‖φ˜n‖2−1,h + ε2‖∇hφ˜n+1‖2. (5.14)
The term associated with the truncation error can be controlled in a standard way:
2
〈
τn, φ˜n+1
〉
Ω
≤ 2‖τn‖−1,h‖∇hφ˜n+1‖2 ≤ 2ε−2‖τn‖2−1,h +
ε2
2
‖∇hφ˜n+1‖22. (5.15)
Using estimates (5.11) – (5.15) in (5.10) yields
‖φ˜n+1‖2−1,h − ‖φ˜n‖2−1,h +
ε2
2
∆t‖∇hφ˜n+1‖22
≤ θ20ε−2∆t‖φ˜n‖2−1,h + 2ε−2∆t‖τn‖2−1,h. (5.16)
Finally, an application of a discrete Gronwall inequality results in the desired conver-
gence estimate:
‖φ˜n+1‖−1,h +
(
ε2∆t
n+1∑
k=0
‖∇hφ˜m‖22
)1/2
≤ C(∆t+ h2), (5.17)
where C > 0 is independent of ∆t, h, and n. This completes the proof of the theorem.
Remark 5.1. For the Cahn-Hilliard equation with logarithmic potential, there
have been some existing works of error estimate [4, 5, 9] in the framework of finite
element analysis, with implicit Euler method in the temporal discretization. Again, the
time step constraint ∆t ≤ 4ε2
θ20
has to be imposed to ensure the positivity-preserving
property of the numerical scheme, while no constraint is needed in the convergence
analysis of our proposed scheme.
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6. The second order numerical scheme. We propose the following second
order scheme for the CH equation (1.3)-(1.4): given φn, φn−1 ∈ Cper, find φn+1, µn+1 ∈
Cper, such that
3
2φ
n+1 − 2φn + 12φn−1
∆t
= ∇h · (M̂n+1∇hµn+1), (6.1)
where
µn+1 = ln(1 + φn+1)− ln(1− φn+1)− θ0φˇn+1 −A∆t∆h(φn+1 − φn)− ε2∆hφn+1,
(6.2)
φˇn+1 =2φn − φn−1,
and the discrete mobility function is defined at the face center points in a similar way as
in (2.10): M̂n+1i+1/2,j,k = M(Axφˇn+1i+1/2,j,k), M̂n+1i,j+1/2,k = M(Ayφˇn+1i,j+1/2,k), M̂n+1i,j,k+1/2 =
M(Azφˇn+1i,j,k+1/2).
In the case of constant mobility M(φ) ≡ 1, the positivity-preserving property is
established in the following theorem.
Theorem 6.1. Assume that M(φ) ≡ 1. Given φk ∈ Cper, with
∥∥φk∥∥∞ ≤ M ,
k = n, n− 1, for some M > 0, and
∣∣∣φk∣∣∣ = ∣∣∣φn−1∣∣∣ < 1, there exists a unique solution
φn+1 ∈ Cper to (6.1), with φn+1 − φn ∈ C˚per and
∥∥φn+1∥∥∞ < 1.
Proof. We follow the notations in the proof of Theorem 2.2. The numerical
solution of (6.1) is a minimizer of the following discrete energy functional over the
admissible set Ah:
J n,(2)(φ) := 1
3∆t
∥∥∥∥32φ− 2φn + 12φn−1
∥∥∥∥2
−1,h
+ 〈1 + φ, ln(1 + φ)〉Ω + 〈1− φ, ln(1− φ)〉Ω
+
ε2 +A∆t
2
‖∇hφ‖22 +
〈
φ,A∆t∆hφ
n − θ0φˇn+1
〉
Ω
. (6.3)
Of course, J n,(2) is strictly convex over Ah. Again, such a minimization problem is
equivalent to the following transformed functional over A˚h:
Fn,(2)(ϕ) := J n,(2)(ϕ+ φ0)
=
1
3∆t
∥∥∥∥32(ϕ+ φ0)− 2φn + 12φn−1
∥∥∥∥2
−1,h
+
〈
1 + ϕ+ φ0, ln(1 + ϕ+ φ0)
〉
Ω
+
〈
1− ϕ− φ0, ln(1− ϕ− φ0)
〉
Ω
+
ε2 +A∆t
2
‖∇hϕ‖22 +
〈
ϕ+ φ0, A∆t∆hφ
n − θ0φˇn+1
〉
Ω
. (6.4)
To obtain the existence of a minimizer for Fn,(2) over A˚h, we consider the closed
domain A˚h,δ for 0 < δ <
1
2 , as defined by (3.29). There exists a (not necessarily
unique) minimizer of Fn,(2) over A˚h,δ, and we have to prove such a minimizer could
not occur on the boundary of A˚h,δ, if δ is sufficiently small. To get a contradiction,
suppose that the minimizer of Fn,(2), call it ϕ? occurs at a boundary point of A˚h,δ.
There is at least one grid point ~α0 = (i0, j0, k0) such that |ϕ?~α0 +φ0| = 1−δ. Similarly,
we assume that ϕ?~α0 +φ0 = δ−1, so that the grid function ϕ? has a global minimum at
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~α0, and ~α1 = (i1, j1, k1) is a grid point at which ϕ
? achieves its maximum. Meanwhile,
for all ψ ∈ C˚per, the directional derivative becomes
dsFn,(2)(ϕ? + sψ)|s=0 =
〈
ln(1 + ϕ? + φ0)− ln(1− ϕ? − φ0), ψ
〉
Ω
+
〈
A∆t∆hφ
n − θ0φˇn+1, ψ
〉
Ω
− (ε2 +A∆t) 〈∆hϕ?, ψ〉Ω
+
1
∆t
〈
(−∆h)−1
(
3
2
(ϕ? + φ0)− 2φn +
1
2
φn−1
)
, ψ
〉
Ω
.
In more details, this derivative may be expressed as
1
h3
dsFn,(2)(ϕ? + sψ)|s=0 = ln(1 + ϕ?~α0 + φ0)− ln(1− ϕ?~α0 − φ0)
− ln(1 + ϕ?~α1 + φ0) + ln(1− ϕ?~α1 − φ0)
−θ0(φˇn+1~α0 − φˇn+1~α1 ) +A∆t(∆hφn~α0 −∆hφn~α1)
−(ε2 +A∆t)(∆hϕ?~α0 −∆hϕ?~α1)
+
1
∆t
(−∆h)−1(3
2
(ϕ? + φ0)− 2φn +
1
2
φn−1)~α0
− 1
∆t
(−∆h)−1(3
2
(ϕ? + φ0)− 2φn +
1
2
φn−1)~α1 . (6.5)
Furthermore, the following estimates are derived
∆hφ
?
~α0
≥ 0, ∆hφ?~α1 ≤ 0, (6.6)
−6M ≤ φˇn+1~α0 − φˇn+1~α1 ≤ 6M, (6.7)
∆hφ
n
~α0
≤ 12M
h2
, ∆hφ
n
~α1
≥ −12M
h2
, (6.8)
−5C1 ≤ (−∆h)−1(3
2
(ϕ? + φ0)− 2φn +
1
2
φn−1)~α0
− 1
∆t
(−∆h)−1(3
2
(ϕ? + φ0)− 2φn +
1
2
φn−1)~α1 ≤ 5C1, (6.9)
in which we have repeatedly made use of the fact that ‖φk‖∞ ≤ M , k = n, n− 1, as
well as the application of Lemma 3.1. Subsequently, a substitution of (6.6) – (6.9)
and (3.31) into (6.5) yields the following bound:
1
h3
dsFn,(2)(ϕ? + sψ)|s=0 ≤ ln δ
2− δ − ln
1 + φ0
1− φ0
+ 6Mθ0 + 12M∆th
−2 + 10C1∆t−1.
(6.10)
The rest analysis follows the same arguments as in the proof of Theorem 2.2; the
details are left to interested readers.
Remark 6.1. Again, for the second order scheme, a careful calculation implies
that C8 = O(∆t
−1 + ∆th−2), which becomes singular as ∆t, h → 0. Even so, since
the values of h and ∆t are fixed, a δ ∈ (0, 1/2) exists so that the size of C8 is not an
issue.
The non-constant mobility case could be analyzed in the same fashion; we state
the result below, and the technical details are left to interested readers.
Theorem 6.2. Assume that M(x) ≥ M0 > 0, for all x ∈ [−1, 1]. Given
φk ∈ Cper, with
∥∥φk∥∥ ≤ M , k = n, n − 1, for some M > 0, and ∣∣φn∣∣ = ∣∣∣φn−1∣∣∣ <
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1, there exists a unique solution φn+1 ∈ Cper to (6.1), with φn+1 − φn ∈ C˚per and∥∥φn+1∥∥∞ < 1.
In the case of constant mobilityM(φ) ≡ 1, a modified energy stability is available
for the second order BDF scheme (6.1), provided that A ≥ 116 .
Theorem 6.3. Suppose M(φ) ≡ 1. With the same assumptions as in Theo-
rem 4.1, we have the stability analysis of the following modified energy functional for
the proposed numerical scheme (6.1):
E˜h(φ
n+1, φn) ≤ E˜h(φn, φn−1), with (6.11)
E˜h(φ
n+1, φn) = Eh(φ
n+1) +
1
4∆t
‖φn+1 − φn‖2−1,h +
1
2
‖φn+1 − φn‖22, (6.12)
for any ∆t, h > 0, provided that A ≥ 116 .
Proof. By taking an inner product with (6.1) by (−∆h)−1(φn+1 − φn), we could
derive the following inequalities:〈 3
2φ
n+1 − 2φn + 12φn−1
∆t
, (−∆h)−1(φn+1 − φn)
〉
Ω
=
3
2∆t
‖φn+1 − φn‖2−1,h −
1
2
〈φn+1 − φn, φn − φn−1〉−1,h
≥ 1
∆t
(
5
4
‖φn+1 − φn‖2−1,h −
1
4
‖φn − φn−1‖2−1,h
)
, (6.13)〈−∆h(ln(1 + φn+1)), (−∆h)−1(φn+1 − φn)〉Ω = 〈ln(1 + φn+1), φn+1 − φn〉Ω
≥ 〈1 + φn+1, ln(1 + φn+1)〉
Ω
− 〈1 + φn, ln(1 + φn)〉Ω , (6.14)〈
∆h(ln(1− φn+1)), (−∆h)−1(φn+1 − φn)
〉
Ω
= − 〈ln(1− φn+1), φn+1 − φn〉
Ω
≥ − 〈1− φn+1, ln(1− φn+1)〉
Ω
+ 〈1− φn, ln(1− φn)〉Ω , (6.15)〈
∆2hφ
n+1, (−∆h)−1(φn+1 − φn)
〉
Ω
=
〈∇hφn+1,∇h(φn+1 − φn)〉Ω
=
1
2
(‖∇hφn+1‖22 − ‖∇hφn‖22 + ‖∇h(φn+1 − φn)‖22) , (6.16)
∆t
〈
∆2h(φ
n+1 − φn), (−∆h)−1(φn+1 − φn)
〉
Ω
= ∆t‖∇h(φn+1 − φn)‖22, (6.17)〈
∆h(2φ
n − φn−1), (−∆h)−1(φn+1 − φn)
〉
Ω
= − 〈2φn − φn−1, φn+1 − φn)〉
Ω
≥ −1
2
(‖φn+1‖22 − ‖φn‖22)− 12‖φn − φn−1‖22, (6.18)
in which (6.14), (6.15) are based on the convexity of (1+φ) ln(1+φ), (1−φ) ln(1−φ),
respectively. Meanwhile, an application of Cauchy inequality indicates the following
estimate:
1
∆t
‖φn+1 − φn‖2−1,h +A∆t‖∇h(φn+1 − φn)‖22 ≥ 2A1/2‖φn+1 − φn‖22. (6.19)
Therefore, a combination of (6.13)-(6.18) and (6.19) yields
Eh(φ
n+1)− Eh(φn) + 1
4∆t
(‖φn+1 − φn‖2−1,h − ‖φn − φn−1‖2−1,h)
+
1
2
(‖φn+1 − φn‖22 − ‖φn − φn−1‖22) ≤ (−2A1/2 + 12)‖φn+1 − φn‖22 ≤ 0, (6.20)
provided that A ≥ 116 . Therefore, by denoting a modified energy as given by (6.12),
we get the energy estimate (6.11). This completes the proof of Theorem 6.3.
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With the same assumption that M(φ) ≡ 1, the convergence result is stated in
the following theorem.
Theorem 6.4. Given initial data Φ( · , t = 0) ∈ C6per(Ω), suppose the exact solu-
tion for Cahn-Hilliard equation (1.3)-(1.4) is of regularity class R2 := H3 (0, T ;Cper(Ω))∩
H3
(
0, T ;C2per(Ω)
) ∩ L∞ (0, T ;C6per(Ω)). Then, provided ∆t and h are sufficiently
small, for all positive integers n, such that tn ≤ T , we have the following convergence
estimate for the numerical solution (6.1)
‖φ˜n‖−1,h +
(
ε2∆t
n∑
m=1
‖∇hφ˜m‖22
)1/2
≤ C(∆t2 + h2), (6.21)
where C > 0 is independent of n, ∆t, and h.
Proof. A careful consistency analysis indicates the following truncation error
estimate:
3
2Φ
n+1
N − 2ΦnN + 12Φn−1N
∆t
= ∆h
(
ln(1 + Φn+1N )− ln(1− Φn+1N )− θ0Φˇn+1N − ε2∆hΦn+1N
−A∆t∆h(Φn+1N − ΦnN )
)
+ τn, (6.22)
with ΦˇnN = 2Φ
n
N −Φn−1N , ‖τn‖−1,h ≤ C(∆t2 +h2). In turn, subtracting the numerical
scheme (6.1) from (5.8) gives
3
2 φ˜
n+1 − 2φ˜n + 12 φ˜n−1
∆t
= ∆h
(
(ln(1 + Φn+1N )− ln(1 + φn+1))
−(ln(1− Φn+1N )− ln(1− φn+1))− θ0 ˜ˇφn+1
−ε2∆hφ˜n+1 −A∆t∆h(φ˜n+1 − φ˜n)
)
+ τn, (6.23)
with ˜ˇφn+1 = 2φ˜n−φ˜n−1. Taking a discrete inner product with (6.23) by 2(−∆h)−1φ˜n+1
yields 〈
3φ˜n+1 − 4φ˜n + φ˜n−1, φ˜n+1
〉
−1,h
− 2ε2∆t
〈
φ˜n+1,∆hφ˜
n+1
〉
Ω
+ 2∆t
〈
ln(1 + Φn+1N )− ln(1 + φn+1), φ˜n+1
〉
Ω
− 2∆t
〈
ln(1− Φn+1N )− ln(1− φn+1), φ˜n+1
〉
Ω
− 2A∆t〈∆h(φ˜n+1 − φ˜n), φ˜n+1〉Ω = 2θ0∆t
〈
φ˜n, φ˜n+1
〉
Ω
+ 2∆t
〈
τn, φ˜n+1
〉
Ω
.(6.24)
For the temporal derivative stencil, the following identity is valid:〈
3φ˜n+1 − 4φ˜n + φ˜n−1, φ˜n+1
〉
−1,h
=
1
2
(
‖φ˜n+1‖2−1,h − ‖φ˜n‖2−1,h
+‖2φ˜n+1 − φ˜n‖2−1,h − ‖2φ˜n − φ˜n−1‖2−1,h
+‖φ˜n+1 − 2φ˜n + φ˜n−1‖2−1,h
)
. (6.25)
The estimates for the terms associated with the surface diffusion, the nonlinear prod-
uct and the truncation error follow exactly the same way as in (5.11), (5.12), (5.13),
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(5.15), respectively. For the concave expansive error term, a similar inequality is
available:
2θ0
〈
˜ˇφn+1, φ˜n+1
〉
Ω
≤ 2θ0‖ ˜ˇφn+1‖−1,h‖∇hφ˜n+1‖2 ≤ θ20ε−2‖ ˜ˇφn+1‖2−1,h + ε2‖∇hφ˜n+1‖2
≤ θ20ε−2(8‖φ˜n‖2−1,h + 2‖φ˜n−1‖2−1,h) + ε2‖∇hφ˜n+1‖2. (6.26)
In addition, the following identity could be derived for the artificial diffusion term:
−2〈∆h(φ˜n+1 − φ˜n), φ˜n+1〉Ω = 2〈∇h(φ˜n+1 − φ˜n),∇hφ˜n+1〉Ω
= ‖∇hφ˜n+1‖22 − ‖∇hφ˜n‖22 + ‖∇h(φ˜n+1 − ‖∇hφ˜n)‖22. (6.27)
Subsequently, a substitution of (6.25) – (6.27), (5.11), (5.12), (5.13) and (5.15) into
(6.24) yields
‖φ˜n+1‖2−1,h − ‖φ˜n‖2−1,h + ‖2φ˜n+1 − φ˜n‖2−1,h − ‖2φ˜n − φ˜n−1‖2−1,h
+A∆t(‖∇hφ˜n+1‖22 − ‖∇hφ˜n‖22) +
ε2
2
∆t‖∇hφ˜n+1‖22
≤ 4θ20ε−2(4‖φ˜n‖2−1,h + ‖φ˜n−1‖2−1,h) + 4ε−2∆t‖τn‖2−1,h. (6.28)
Finally, an application of a discrete Gronwall inequality results in the desired conver-
gence estimate:
‖φ˜n+1‖−1,h +
(
ε2∆t
n+1∑
k=0
‖∇hφ˜m‖22
)1/2
≤ C(∆t2 + h2), (6.29)
where C > 0 is independent of ∆t, h, and n. This completes the proof of the Theo-
rem 6.4.
7. Numerical results. In this section we describe a simple multigrid solver for
the proposed schemes, and we provided some tests that show the efficiency of the
solver and the accuracy of the scheme. We demonstrate, in particular, the positivity
of the solutions to the proposed Cahn-Hilliard scheme.
For the discussion of the numerical computations, we use a slightly different for-
mulation of the Cahn-Hilliard equation, one that allows for a comparison with the
so-called obstacle potential. Specifically, we will use the standard Ginzburg-Landau
free energy E[φ] =
∫
Ω
{
f(φ) + ε
2
2 |∇φ|2
}
dx, where f(φ) = fc(φ)− fe(φ) and
fc(φ) =
1
2θ0
[(1− φ) ln(1− φ) + (1 + φ) ln(1 + φ)] , fe(φ) = 1
2
(φ− 1)(φ+ 1).
Importantly, as θ0 →∞, f tends to the obstacle potential
fobs(θ) =
{
1
2 (φ− 1)(φ+ 1) if −1 < φ < 1∞ if |φ| ≥ 1 ,
which has been investigated elsewhere [13, 14]. While we are only interested in the
case of finite values of θ0, it is interesting to explore the effects of increasing θ0. For
finite θ0, clearly f
′
e(φ) = φ and
f ′c(φ) =
1
2θ0
[ln(1 + φ)− ln(1− φ)] .
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The Cahn-Hillard equation still takes the form (1.3), but with the chemical potential
expressed as
µ = f ′c(φ)− f ′e(φ)− ε2∆φ.
As before, we assume that the mobility satisfies M(x) ≥M0 > 0, for all x ∈ [−1, 1],
for some M0, though as we have remarked, this can be relaxed.
7.1. Multgrid solver. In this subsection, we describe a nonlinear full approxi-
mation storage (FAS) multigrid solver for the convex-concave decomposition scheme
for the Cahn-Hilliard equation with logarithmic potential. The solver for the Allen-
Cahn equation is simpler, and we omit its description. Our solver is similar in style
to the one presented in [43], and it can be extended to the case of multi-component
systems as in the article. For an alternative approach to the one taken here and
in [43], see, for example, [36].
For our solver implementation, we will need to regularize f ′c. This is due to
the fact that our multigrid solver is not designed to guarantee the boundedness of
the solution for arbitrary multigrid iterations, as we discuss below. Our solver will,
however, converge to the correct bounded solution, provided the regularization is
sufficiently small. We show this in our tests.
To effect the desired regularization, we modify the logarithm as follows: for a
given δ ∈ (0, 1/4) we define
lnδ(φ) =
{
ln(φ) if δ < φ
ln(δ) + φ−δδ if φ ≤ δ
.
The regularized logarithm, lnδ is defined for all values of φ. Using this function, we
define
f ′c,δ(φ) =
1
2θ0
[lnδ(1 + φ)− lnδ(1− φ)] .
We then observe that f ′c(φ) = f
′
c,δ(φ), for all −1 + δ ≤ φ ≤ 1 − δ. Consequently, we
can always take the value of δ to be small enough such that the theoretical solution
to our scheme lies in this range of equivalence.
The first-order convex-concave decomposition (CS1) scheme (2.8) in 2-D is equiv-
alent to the following: find φ, µ ∈ Cper whose components satisfy
φi,j −∆t dx (M (Axφm)Dxµ)i,j −∆t dy (M (Ayφm)Dyµ)i,j = φmi,j , (7.1)
µi,j − f ′c,δ (φi,j) + 2∆hφi,j = −φmi,j , (7.2)
where we have dropped the time superscripts m + 1 on the unknowns. The 3-D
equations are similar, and they are omitted for simplicity. For the sake of comparison,
the standard backward Euler scheme (BE) is
φi,j −∆t dx (M (Axφ)Dxµ)i,j −∆t dy (M (Ayφ)Dyµ)i,j = φmi,j , (7.3)
µi,j − f ′c,δ (φi,j) + φi,j + 2∆hφi,j = 0. (7.4)
We note that, for solvability and stability considerations, the sign of the linear term
(φ) in the chemical potential equation (7.4) is problematical. However, this scheme
is solvable with a mild time step restriction.
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The energy stable BDF2 (BDF2 ES) scheme (6.1) is expressed in 2D as
φi,j − 2∆t
3
dx
(M (Axφˇm+1)Dxµ)i,j
−2∆t
3
dy
(M (Ayφˇm+1)Dyµ)i,j = 43φmi,j − 13φm−1i,j , (7.5)
µi,j − f ′c,δ (φi,j) + 2∆hφi,j +A∆t∆hφi,j = A∆t∆hφmi,j − φˇm+1i,j , (7.6)
where
φˇm+1i,j = 2φ
m
i,j − φm−1i,j .
The standard BDF2 scheme is
φi,j − 2∆t
3
dx (M (Axφ)Dxµ)i,j
−2∆t
3
dy (M (Ayφ)Dyµ)i,j =
4
3
φmi,j −
1
3
φm−1i,j , (7.7)
µi,j − f ′c,δ (φi,j) + φi,j + 2∆hφi,j = 0. (7.8)
As for the backward Euler scheme, solvability and stability are not unconditionally
guaranteed for this scheme.
We use a nonlinear FAS multigrid method to solve all of the schemes efficiently.
We give the details only for the (CS1) scheme, equations (7.1) – (7.2). The details
for the other methods are quite similar. Our solver requires defining operator and
source terms, which we do as follows. Let φ = (φ, µ)
T
. Define the nonlinear operator
N = (N (1), N (2))T as
N
(1)
i,j (φ) = φi,j −∆t dx (M (Axφm)Dxµ)i,j −∆t dy (M (Ayφm)Dyµ)i,j , (7.9)
N
(2)
i,j (φ) = µi,j − f ′c,δ (φi,j) + 2∆hφi,j , (7.10)
and the source S = (S(1), S(2))T as
S
(1)
i,j (φ) = φi,j , S
(2)
i,j (φ) = −φi,j . (7.11)
Then, of course, Equations (7.1) – (7.2) are equivalent to N(φm+1) = S(φm). Notice
that the operator N depends upon the time step m, because its definition involves
the solution φm.
We mention that for the backward Euler (BE) scheme, the only difference in this
decomposition is that
N
(2)
i,j (φ) = µi,j − f ′c,δ (φi,j) + φi,j + 2∆hφi,j , S(2)i,j (φ) = 0.
The BDF2 ES and BDF2 schemes are handled using similar considerations.
We will describe a somewhat standard nonlinear FAS multigrid scheme for solving
the vector equation N(φm+1) = S(φm). Here we will sketch only the important
points of the algorithm; the reader is referred to Trottenberg et al. [55, Sec. 5.3] and
our paper [58] for complete details. For this issue, we need to discuss a smoothing
operator for generating smoothed approximate solutions of N(φ) = S. The action of
this operator is represented as
φ˜ = Smooth (λ,φ,N,S) , (7.12)
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where φ is an approximate solution prior to smoothing, φ¯ is the smoothed approxi-
mation, and λ is the number of smoothing sweeps. For smoothing we use a nonlinear
Gauss-Seidel method with Red-Black ordering. In what follows, to simplify the dis-
cussion, we give the details of the relaxation using the simpler lexicographic ordering.
Let ` be the index for the lexicographic Gauss-Seidel. (Note that the smoothing index
` in the following should not be confused with the time step index m.) Now we set
M ewi+1/2,j :=M
(
Axφ
m
i+1/2,j
)
, Mnsi,j+1/2 :=M
(
Ayφ
m
i,j+1/2
)
.
The Gauss-Seidel smoothing is as follows: for every (i, j), stepping lexicographically
from (1, 1) to (N,N), find φ`+1i,j , and µ
`+1
i,j that solve
φ`+1i,j +
∆t
h2
(
M ewi+1/2,j +M
ew
i−1/2,j +M
ns
i,j+1/2 +M
ns
i,j−1/2
)
µ`+1i,j
= S
(1)
i,j (φ
m)
+
∆t
h2
(
M ewi+1/2,jµ
`
i+1,j +M
ew
i−1/2,jµ
`+1
i−1,j +M
ns
i,j+1/2µ
`
i,j+1 +M
ns
i,j−1/2µ
`+1
i,j−1
)
,(7.13)(
−f ′′c,δ
(
φ`i,j
)− 42
h2
)
φ`+1i,j + µ
`+1
i,j
= S
(2)
i,j (φ
m) + f ′c,δ
(
φ`i,j
)− φ`i,jf ′′c,δ (φ`i,j)
− 
2
h2
(
φ`i+1,j + φ
`+1
i−1,j + φ
`
i,j+1 + φ
`+1
i,j−1
)
. (7.14)
Note that we have linearized the logarithmic term using a local Newton approx-
imation, but otherwise this is a standard vector application of block Gauss-Seidel.
The 2× 2 linear system defined by (7.13) – (7.14) is unconditionally solvable (the de-
terminant of the coefficient matrix is always positive in this case). We use Cramer’s
Rule to obtain φ`+1i,j and µ
`+1
i,j . However, we observe that it is not guaranteed that
−1 < φ`+1i,j < 1 for an arbitrary smoothing step.
The only difference for the backward Euler (BE) scheme is that second equation
(7.14) in the block smoother is replaced by(
−f ′′c,δ
(
φ`i,j
)− 42
h2
)
φ`+1i,j + µ
`+1
i,j
= S
(2)
i,j (φ
m) + f ′c,δ
(
φ`i,j
)− φ`i,j − φ`i,jf ′′c,δ (φ`i,j)
− 
2
h2
(
φ`i+1,j + φ
`+1
i−1,j + φ
`
i,j+1 + φ
`+1
i,j−1
)
.
One full block Gauss-Seidel sweep has concluded when we have stepped lexico-
graphically through all the grid points, from (1, 1) to (N,N). When λ full smoothing
sweeps has completed the vector result is labeled φ˜, as in Eq. (7.12), and the action
of the smoothing operator in (7.12) is complete.
Multigrid works on a hierarchy of grids. We denote the grid level by the index n,
where nmin ≤ n ≤ nmax, nmax is the index for the finest grid, and nmin is the index
for the coarsest grid. We need operators for communicating information from coarse
levels to fine levels, and vice versa. By In−1n we denote the restriction operator, which
transfers fine grid functions, with grid index n, to the coarse grid, indexed by n− 1.
By Inn−1 we denote the prolongation operator, which transfers coarse grid functions
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(level n − 1) to the fine grid (level n). Here we work on cell-centered grids. The
restriction operator is defined by cell-center averaging; for the prolongation operator
we use piece-wise constant interpolation [55, Sec. 2.8.4]. The rest of the details of the
nonlinear multigrid solver are similar to those given in [58]. The details are omitted
for the sake of brevity.
7.2. Regularization of the logarithm in the multigrid solver. We now
give a very brief descussion on how to choose the regularization parameter δ for the
logarithm. The regularization parameter must be chosen small enough so that the
computed numerical solutions satisfy −1 + δ < φmi,j < 1 − δ, for any i, j,m. To
understand the issue, consider the following simulation set-up: the common param-
eters are taken to be ε = 5.0 × 10−3, M ≡ 1, T = 1.0, L = 1.0, h = 1/256,
∆t = 1.0×10−3, τ = 1.0×10−9 (multigrid stopping tolerance). The initial conditions
are φ0i,j = 0.2 + ri,j , where ri,j ∈ [−0.05, 0.05] is a uniformly distributed random
variable. We choose various values of the quench parameter θ0, the smallest being
θ0 = 2.0 and the largest, θ0 = 3.5. As θ0 →∞, the maxima and minima will tend to 1
and −1, respectively, as the singular potential approaches the the obstacle potential.
We compute the maxima and minima of φmi,j and report the values in Table 7.1.
Observe that for modest values of θ0, δ ∈ (0, 1) can always be chosen so that ‖φm‖∞ <
1 − δ. We point out, in particular, the case for which θ0 = 3.0. We have taken two
different values of δ, 1.0× 10−3 and 1.0× 10−5. The computed solutions – as well as
the energies (not shown), which are decreasing at each time step – for these two cases
are the same up to round-off errors.
To be safe, in all of the computed solutions that follow, we use the smaller reg-
ularization parameter δ = 1.0 × 10−5. The same considerations are applied when
picking the regularization parameter for 3-D simulations. In Figure 7.1, we show
spinodal decomposition simulation using the parameters given in the caption. For δ
sufficiently small, the computed solution stays well inside the interval (−1 + δ, 1− δ).
Table 7.1
Maximum and minimum values of φki,j during spinodal decomposition, computed using the first-
order convex-concave decomposition (CS1) scheme. The common parameters are ε = 5.0 × 10−3,
T = 1.0, L = 1.0, h = 1/256, s = 1.0 × 10−3, τ = 1.0 × 10−9. The initial conditions are
φ0i,j = 0.2 + ri,j , where ri,j ∈ [−0.05, 0.05] is a uniformly distributed random variable. As θ0
becomes larger, the potential f approaches the so-called obstacle potential, and the maxima and
minima approach +1 and −1, respectively. But, observe that the computed values stay well within
the range (−1 + δ, 1− δ).
θ0 δ λ max
i,j,k
φki,j min
i,j,k
φki,j
2.0 1.0× 10−3 2 0.958159539817000 −0.969040263101000
2.5 1.0× 10−3 2 0.986118743476000 −0.990903230905000
3.0 1.0× 10−3 2 0.995203610902000 −0.997255351479000
3.0 1.0× 10−5 2 0.995203610606000 −0.997255351459000
3.2 1.0× 10−5 3 0.996851091247000 −0.998305411243000
3.5 1.0× 10−5 3 0.998298616883000 −0.999144402772000
7.3. Asymptotic (∆t, h→ 0) convergence test. Here we give a convergence
test for the first-order convex-concave decomposition (CS1) scheme method in 2-D.
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Fig. 7.1. Three-dimensional simulation. The parameters are L = Lx = Ly = Lz = 1.0;
ε = 5 × 10−3; θ0 = 3.0; δ = 10−5; T = 5.0; τ = 10−8; ∆t = 10−3, h = 1256 . For initial data,
φ0i,j,k = ri,j,k, where ri,j,k is a uniformly distributed random variable from the interval [−0.05, 0.05].
The computed solution stays in the interval [−0.996, 0.996], well inside the interval (−1 + δ, 1− δ).
This computation is done using the first-order convex-concave decomposition (CS1) scheme.
The initial condition for our convergence test is given by
φ(x, y, 0) = 1.8
(
1− cos ( 4xpi3.2 )
2
)(
1− cos ( 2ypi3.2 )
2
)
− 0.9. (7.15)
The other parameters are as follows: (domain size) L = Lx = Ly = 3.2; (interfacial
parameter) ε = 0.2; (mobility) M ≡ 1; (quench parameter) θ0 = 3.0; (ln regular-
ization parameter) δ = 1 × 10−5; (final time) T = 0.4; (solver stopping tolerance)
τ = 10−9; (refinement path) ∆t = 0.4h2. The test results are given in Table 7.2 and
confirm the predicted accuracy: first order in time and second order in space. The
other scheme are expected to exhibit optimal convergence rates, but the tests are not
reported here for the sake of brevity.
7.4. Algebraic convergence tests for the multigrid solver. In this next
test, we give some evidence that our multigrid solver for the first-order convex-concave
decomposition (CS1) scheme has optimal or nearly optimal complexity. The solvers
for the other schemes have similar, near-optimal performance. We use the same test
as in Section 7.3. The only difference is that for this test, we use a fixed time step size,
∆t = 10−1 for all runs. We plot on a semi-log scale of the residual ‖rn‖2 with respect
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Table 7.2
Errors and convergence rates. The parameters are (domain size) L = Lx = Ly = 3.2; (in-
terfacial parameter) ε = 0.2; (mobility) M ≡ 1; (quench parameter) θ0 = 3.0; (ln regularization
parameter) δ = 10−5; (final time) T = 0.4; (solver stopping tolerance) τ = 10−9; (refinement path)
∆t = 0.4h2. The test results confirm the predicted accuracy: first order in time and second order in
space.
hc hf ‖δφ‖2 Rate
3.2
16
3.2
32 5.6689× 10−2 –
3.2
32
3.2
64 1.6071× 10−2 1.819
3.2
64
3.2
128 4.1541× 10−3 1.952
3.2
128
3.2
256 1.0472× 10−3 1.988
to the multigrid iteration count n at the 10th and final time step, i.e., t = T = 1.0.
The initial condition is defined in (7.15), and the other parameters are as follows:
L = Lx = Ly = 3.2; ε = 0.2; M ≡ 1; δ = 10−5. The quench parameter is varied,
θ0 = 3.5, 3.0, and 2.0. The number of multigrid smoothing sweeps is held fixed at
λ = 2. The multigrid stopping tolerance is taken to be τ = 10−9. The tests, reported
in Figure 7.2, indicate that the residual is reduced by nearly the same amount for each
multigrid iteration. This is solid evidence for optimal or nearly optimal complexity.
We do observe some minor degradation for larger values of θ0, which is expected,
since the problem becomes increasingly stiff for larger values of θ0. In particular, the
potential is approaching the super-singular obstacle potential in this limit.
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Fig. 7.2. Solver convergence (complexity) test for the problem defined in Section 7.3. We use
a fixed time step size, ∆t = 10−1 for all runs. We plot on a semi-log scale of the residual ‖rn‖`2
with respect to the multigrid iteration count n at the 10th and final time step, i.e., t = T = 1.0.
The initial data is defined in (7.15), and the other parameters are as follows: L = Lx = Ly = 3.2;
ε = 0.2; M≡ 1; δ = 10−5. The quench parameter is varied θ0 = 3.5, 3.0, and 2.0. The number of
multigrid smoothing sweeps is held fixed at λ = 2. The multigrid stopping tolerance is taken to be
τ = 10−9. We observe that the residual is decreasing by a nearly constant factor for each iteration.
More iterations are required for larger values of θ0, as expected.
7.4.1. Initial data and a high-resolution approximate solution at t = 1.
A high-resolution solution is computed using the BDF2 scheme (7.7) – (7.8) with
the initial data shown in Figure 7.3 (t = 0). The parameters for the approximation
are ∆t = 5 × 10−6 and h = 1.0/256. The physical parameters are Ω = (0, 1)2,
ε = 5.0 × 10−3, M ≡ 1; θ0 = 3.0, and δ = 1.0 × 10−5. Note that the time step size
∆t = 5×10−6 is 10 times smaller than what will be used in the comparison tests, and
we will treat the approximation obtained here as the target solution. We point out
that computing the target solution with the slightly larger time step of ∆t = 1×10−5
does not change the results presented in Tables 7.3 and 7.4 in any significant way.
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t = 0 t = 0.5 t = 1.0
Fig. 7.3. Initial data and high-resolution approximate solutions at t = 0.5 and t = 1.0. A high-
resolution solution is computed using the BDF2 scheme (7.7) – (7.8) with the initial data shown
in the figure (t = 0). The parameters for the high-resolution approximation are ∆t = 1.0 × 10−5
and h = 1.0/256. The other parameters are Ω = (0, 1.0) × (0, 1.0) and ε = 5.0 × 10−3, θ0 = 3.0,
δ = 1.0 × 10−5. Significant coarsening occurs between t = 0 and t = 1.0. In the simulation, we
observe that, for the approximate solution, 0.99672 ≥ φ ≥ −0.99821.
Table 7.3
The errors, average V-cycle iteration numbers for the FAS multigrid solvers, and the maximum
values of φ for the various schemes with fixed time and space step sizes ∆t = 1.0 × 10−4 and
h = 1.0/256. The other parameters are Ω = (0, 1.0) × (0, 1.0) and ε = 5.0 × 10−3, θ = 3.0,
δ = 1.0× 10−5. The “errors,” which are reported at times t = 0.1, t = 0.5 and t = 1.0, are precisely
the differences between the comparison approximations and the high-resolution target approximation
computed using the BDF2 with the much smaller time step size ∆t = 5× 10−6. See Figure 7.3.
Scheme Error t = 0.1 Error t = 0.5 Error t = 1 Ave. Itr. max
i,j,k
φki,j
BDF2 2.2496e− 04 9.3172e− 04 5.2566e− 04 4.6237 0.99671
BDF2 ES 3.9485e− 02 1.9105e− 01 2.6703e− 01 3.7373 0.99890
BDF2 ES
A = 0
5.8446e− 03 1.9113e− 02 1.4204e− 02 3.5390 0.99913
BE 2.7285e− 03 8.4211e− 03 5.7435e− 03 6.5645 0.99668
CS1 3.5965e− 01 5.6166e− 01 7.5356e− 01 4.0003 0.99621
Table 7.4
The errors, average V-cycle iteration numbers for the FAS multigrid solvers, and the maximum
values of φ for the various scheme with fixed time and space step sizes ∆t = 5.0 × 10−5 and
h = 1.0/256. The other parameters are Ω = (0, 1.0) × (0, 1.0) and ε = 5.0 × 10−3, θ = 3.0,
δ = 1.0× 10−5. The “errors,” which are reported at times t = 0.1, t = 0.5 and t = 1.0, are precisely
the differences between the comparison approximations and the high-resolution target approximation
computed using the BDF2 with the much smaller time step size ∆t = 5× 10−6. See Figure 7.3.
Scheme Error t = 0.1 Error t = 0.5 Error t = 1 Ave. Itr. max
i,j,k
φki,j
BDF2 5.7762e− 05 2.3749e− 04 1.3267e− 04 3.49560 0.99671
BDF2 ES 1.0079e− 02 1.1464e− 02 7.6568e− 03 2.70300 0.99668
BDF2 ES
A = 0
1.6392e− 03 5.1465e− 03 4.0927e− 03 2.6401 0.99671
BE 1.3510e− 03 4.1560e− 03 2.8182e− 03 3.63475 0.99670
CS1 1.4975e− 01 2.7690e− 01 3.5650e− 01 2.78145 0.99628
7.4.2. Comparison results. For the comparison computations we use the same
parameters as above – h = 1.0/256, Ω = (0, 1)2, ε = 5.0 × 10−3, M ≡ 1; θ0 = 3.0,
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δ = 1.0× 10−5 – but we use larger time step sizes: ∆t = 1.0× 10−4 (Table 7.3) and
∆t = 5.0×10−5 (Table 7.4). To solve all of the schemes, we employ the FAS multigrid
methods detailed above. The results of the tests are reported in Tables 7.3 and 7.4,
and they paint a complicated picture. The BDF2 scheme shows excellent accuracy
and efficiency. Based on our experience, this method is the most accurate of the four
that have been test, which is why it is used to generate our target solution. Our new
BDF2 ES scheme is slightly more efficient, but not nearly as accurate. When the
stabilization parameter is set to zero (A = 0), its accuracy increases significantly, but
its provable stability is lost.
The first-order convex-concave decomposition scheme is the worst in the tests
for accuracy, but the second best in efficiency per step. The worst in efficiency per
time step is the backward Euler scheme; like the BDF2 scheme, it does not have a
convex structure. But, like pure BDF2, the fully implicit backward Euler has very
good accuracy, better than the energy stabilized BDF2 scheme with the stabilization
parameter set to zero.
All of the schemes are positivity preserving, as long as they are solvable. Even
though we did not prove this claim for the fully implicit schemes, such a fact can be
established in our theory, though the details are significantly more complicated and
are skipped in this presentation.
8. Conclusion remarks. In this paper we have presented and analyzed two
positivity preserving, energy stable finite difference schemes for the Allen Cahn/Cahn-
Hilliard model with a logarithmic Flory Huggins energy potential, including both
the first and second order temporal accuracy. In particular, the singular nature of
the logarithmic term around the values of −1 and 1 prevents the numerical solution
from reaching these singular values, and this subtle fact indicates that the proposed
numerical algorithm has a unique solution with preserved positivity for the logarithmic
arguments. In turn, the numerical scheme is always well-defined, as long as the
numerical solution stays bounded at the previous time step, which is natural. And
also, an unconditional energy stability has been theoretically justified; in particular,
an artificial Douglas-Dupont regularization term is added in the second order BDF
scheme to ensure the energy stability. In addition, an optimal rate convergence in
the `∞(0, T ;H−1h ) ∩ `2(0, T ;H1h) norm has been established for both the first and
second order accurate schemes. An efficient multigrid solver is applied in the practical
implementation, and some numerical results are presented, which demonstrate the
robustness and efficiency of the numerical solver.
Acknowledgment. This work is supported in part by the grants NSFC 11671098,
11331004, 91630309, a 111 project B08018 (W. Chen), NSF DMS-1418689 (C. Wang),
NSF DMS-1715504 and Fudan University start-up (X. Wang) and NSF DMS-1719854
(S. Wise). C. Wang also thanks the Key Laboratory of Mathematics for Nonlinear
Sciences, Fudan University, and Shanghai Center for Mathematical Sciences, for sup-
port during his visit. During the finalization of the manuscript, S. Wise was partially
supported by the Techniche Universita¨t, Dresden (TUD), as a senior Dresden Fellow
and by Oak Ridge National Laboratory (ORNL) while this work was being completed.
S. Wise thanks TUD and Prof. Axel Voigt for the generous support and hospitality
and thank Cory Hauck (ORNL) for support and discussions on this and related topics.
REFERENCES
POSITIVE, ENERGY STABLE SCHEMES FOR THE CH EQUATION 33
[1] H. Abels. On a diffuse interface model for two-phase flows of viscous, incompressible fluids with
matched densities. Arch. Ration. Mech. Anal., 194(2):463–506, 2009.
[2] H. Abels and M. Wilke. Convergence to equilibrium for the Cahn-Hilliard equation with a
logarithmic free energy. Nonlinear Anal., 67:3176–3193, 2007.
[3] S. M. Allen and J. W. Cahn. A microscopic theory for antiphase boundary motion and its
application to antiphase domain coarsening. Acta. Metall., 27:1085, 1979.
[4] J. Barrett and J. Blowey. An error bound for the finite element approximation of the Cahn-
Hilliard equation with logarithmic free energy. Numer. Math., 72:1–20, 1995.
[5] J. Barrett and J. Blowey. An error bound for the finite element approximation of a model for
phase separation of a multi-component alloy. IMA J. Numer. Anal., 16:257–287, 1996.
[6] J. Barrett and J. Blowey. Finite element approximation of a model for phase separation of a
multi-component alloy with non-smooth free energy. Numer. Math., 77:1–34, 1997.
[7] J. Barrett and J. Blowey. Finite element approximation of a model for phase separation of a
multi-component alloy with a concentration-dependent mobility matrix. IMA J. Numer.
Anal., 18:287–328, 1998.
[8] J. Barrett and J. Blowey. Finite element approximation of the Cahn-Hilliard equation with
concentration dependent mobility. Math. Comp., 68:487–517, 1999.
[9] J. Barrett and J. Blowey. An improved error bound for a finite element approximation of a
model for phase separation of a multi-component alloy with a concentration dependent
mobility matrix. Numer. Math., 88:255–297, 2001.
[10] A. Baskaran, Z. Hu, J. Lowengrub, C. Wang, S.M. Wise, and P. Zhou. Energy stable and
efficient finite-difference nonlinear multigrid schemes for the modified phase field crystal
equation. J. Comput. Phys., 250:270–292, 2013.
[11] A. Baskaran, J. Lowengrub, C. Wang, and S. Wise. Convergence analysis of a second order
convex splitting scheme for the modified phase field crystal equation. SIAM J. Numer.
Anal., 51:2851–2873, 2013.
[12] J.F. Blowey, M.I.M. Copetti, and C.M. Elliott. Numerical analysis of a model for phase sepa-
ration of a multi-component alloy. IMA J. Numer. Anal., 16:111–139, 1996.
[13] J.F. Blowey and C.M. Elliott. The Cahn-Hilliard gradient theory for phase separation with non-
smooth free energy. Part I: Mathematical analysis. European J. Appl. Math., 2:233–279,
1991.
[14] J.F. Blowey and C.M. Elliott. The Cahn-Hilliard gradient theory for phase separation with
non-smooth free energy. Part II: Numerical analysis. European J. Appl. Math., 3:147–179,
1992.
[15] J.W. Cahn, C.M. Elliott, and A. Novick-Cohen. The Cahn-Hilliard equation with a concentra-
tion dependent mobility: Motion by minus the Laplacian of the mean curvature. Europ.
J. Appl. Math., 7:287–301, 1996.
[16] J.W. Cahn and J.E. Hilliard. Free energy of a nonuniform system. I. interfacial free energy. J.
Chem. Phys., 28:258–267, 1958.
[17] W. Chen, S. Conde, C. Wang, X. Wang, and S.M. Wise. A linear energy stable scheme for a
thin film model without slope selection. J. Sci. Comput., 52:546–562, 2012.
[18] W. Chen, Y. Liu, C. Wang, and S.M. Wise. An optimal-rate convergence analysis of a fully
discrete finite difference scheme for Cahn-Hilliard-Hele-Shaw equation. Math. Comp.,
85:2231–2257, 2016.
[19] W. Chen, C. Wang, X. Wang, and S.M. Wise. A linear iteration algorithm for energy stable
second order scheme for a thin film model without slope selection. J. Sci. Comput., 59:574–
601, 2014.
[20] L. Cherfils, A. Miranville, and S. Zelik. The Cahn-Hilliard equation with logarithmic potentials.
Milan J. Math., 79:561–596, 2011.
[21] A. Christlieb, J. Jones, K. Promislow, B. Wetton, and M. Willoughby. High accuracy solutions
to energy gradient flows from material science models. J. Comput. Phys., 257:193–215,
2014.
[22] M.I.M. Copetti and C.M. Elliott. Numerical analysis of the Cahn-Hilliard equation with a
logarithmic free energy. Numer. Math., 63:39–65, 1992.
[23] A. Debussche and L. Dettori. On the Cahn-Hilliard equation with a logarithmic free energy.
Nonlinear Anal., 24:1491–1514, 1995.
[24] A. Diegel, X. Feng, and S.M. Wise. Convergence analysis of an unconditionally stable method
for a Cahn-Hilliard-Stokes system of equations. SIAM J. Numer. Anal., 53:127–152, 2015.
[25] A. Diegel, C. Wang, X. Wang, and S.M. Wise. Convergence analysis and error estimates for a
second order accurate finite element method for the Cahn-Hilliard-Navier-Stokes system.
Numer. Math., 137:495–534, 2017.
[26] A. Diegel, C. Wang, and S.M. Wise. Stability and convergence of a second order mixed finite
34 W. CHEN, C. WANG, X. WANG AND S.M. WISE
element method for the Cahn-Hilliard equation. IMA J. Numer. Anal., 36:1867–1897,
2016.
[27] M. Doi. Soft Matter Physics. Oxford University Press, Oxford, UK, 2013.
[28] Q. Du and R. Nicolaides. Numerical analysis of a continuum model of a phase transition. SIAM
J. Numer. Anal., 28:1310–1322, 1991.
[29] C.M. Elliott and H. Garcke. On the Cahn-Hilliard equation with degenerate mobility. SIAM
J. Math. Anal., 27:404, 1996.
[30] C.M. Elliott and A.M. Stuart. The global dynamics of discrete semilinear parabolic equations.
SIAM J. Numer. Anal., 30:1622–1663, 1993.
[31] D. Eyre. Unconditionally gradient stable time marching the Cahn-Hilliard equation. In J. W.
Bullard, R. Kalia, M. Stoneham, and L.Q. Chen, editors, Computational and Mathematical
Models of Microstructural Evolution, volume 53, pages 1686–1712, Warrendale, PA, USA,
1998. Materials Research Society.
[32] X. Feng and S.M. Wise. Analysis of a fully discrete finite element approximation of a Darcy-
Cahn-Hilliard diffuse interface model for the Hele-Shaw flow. SIAM J. Numer. Anal.,
50:1320–1343, 2012.
[33] D. Furihata. A stable and conservative finite difference scheme for the Cahn-Hilliard equation.
Numer. Math., 87:675–699, 2001.
[34] A. Giorgini, M. Grasselli, and A. Miranville. The Cahn-Hiliard-Oono equation with singular
potential. Math. Models Methods Appl. Sci., 2017. Accepted and published online.
[35] A. Giorgini, M. Grasselli, and H. Wu. The Cahn-Hilliard-Hele-Shaw system with singular
potential. Ann. Inst. H. Poincare Anal. Non Lineaire, 2017. Submitted and in review.
[36] C. Gra¨ser, R. Kornhuber, and U. Sack. Nonsmooth Schur-Newton methods for multicomponent
Cahn-Hilliard systems. IMA J. Numer. Anal., 35:652–679, 2015.
[37] Z. Guan, J.S. Lowengrub, C. Wang, and S.M. Wise. Second-order convex splitting schemes for
nonlocal Cahn-Hilliard and Allen-Cahn equations. J. Comput. Phys., 277:48–71, 2014.
[38] Z. Guan, C. Wang, and S.M. Wise. A convergent convex splitting scheme for the periodic
nonlocal Cahn-Hilliard equation. Numer. Math., 128:377–406, 2014.
[39] F. Guille´n-Gonza´lez and G. Tierra. Second order schemes and time-step adaptivity for Allen-
Cahn and Cahn-Hilliard models. Comput. Math. Appl., 68(8):821–846, 2014.
[40] J. Guo, C. Wang, S.M. Wise, and X. Yue. AnH2 convergence of a second-order convex-splitting,
finite difference scheme for the three-dimensional Cahn-Hilliard equation. Commu. Math.
Sci., 14:489–515, 2016.
[41] D. Han and X. Wang. A second order in time, uniquely solvable, unconditionally stable nu-
merical scheme for Cahn-Hilliard-Navier-Stokes equation. J. Comput. Phys., 290:139–156,
2015.
[42] Z. Hu, S. Wise, C. Wang, and J. Lowengrub. Stable and efficient finite-difference nonlinear-
multigrid schemes for the phase-field crystal equation. J. Comput. Phys., 228:5323–5339,
2009.
[43] D. Jeong and J. Kim. A practical numerical scheme for the ternary Cahn-Hilliard system with
a logarithmic free energy. Physica A, 442:510 – 522, 2016.
[44] D. Jeong, S. Lee, and J. Kim. An efficient numerical method for evolving microstructures with
strong elastic inhomogeneity. Model. Simulation Material Sci. Eng., 23:045007, 2015.
[45] D. Li and Z. Qiao. On second order semi-implicit Fourier spectral methods for 2D Cahn-Hilliard
equations. J. Sci. Comput., 70:301–341, 2017.
[46] D. Li, Z. Qiao, and T. Tang. Characterizing the stabilization size for semi-implicit Fourier-
spectral method to phase field equations. SIAM J. Numer. Anal., 54:1653–1681, 2016.
[47] H. Li, Q. Peng, and Z. Xu. Energy stable linear schemes for the mass-conserved gradient flow
with Peng-Robinson equation of state. Commun. Comput. Phys., 2017. Submitted and in
review.
[48] X. Li, Z. Qiao, and H. Zhang. An unconditionally energy stable finite difference scheme for a
stochastic Cahn-Hilliard equation. Sci. China Math., 59:1815–1834, 2016.
[49] Y. Liu, W. Chen, C. Wang, and S.M. Wise. Error analysis of a mixed finite element method
for a Cahn-Hilliard-Hele-Shaw system. Numer. Math., 135:679–709, 2017.
[50] A. Miranville. On a phase-field model with a logarithmic nonlinearity. Appl. Math., 57:215–229,
2012.
[51] A. Miranville and S. Zelik. Robust exponential attractors for Cahn-Hilliard type equations with
singular potentials. Math. Methods Appl. Sci., 27:545–582, 2004.
[52] Q. Peng. A convex-splitting scheme for a diffuse interface model with Peng-Robinson equation
of state. Adv. Appl. Math. Mech., 2017. Accepted and in press.
[53] Q. Peng, Z. Qiao, and S. Sun. Stability and convergence analysis of second-order schemes
for a diffuse interface model with Peng-Robinson equation of state. J. Comput. Math.,
POSITIVE, ENERGY STABLE SCHEMES FOR THE CH EQUATION 35
35(6):737–765, 2017.
[54] J. Shen, C. Wang, X. Wang, and S.M. Wise. Second-order convex splitting schemes for gradient
flows with Ehrlich-Schwoebel type energy: Application to thin film epitaxy. SIAM J.
Numer. Anal., 50:105–125, 2012.
[55] U. Trottenberg, C.W. Oosterlee, and A. Schu¨ller. Multigrid. Academic Press, New York, 2001.
[56] C. Wang, X. Wang, and S.M. Wise. Unconditionally stable schemes for equations of thin film
epitaxy. Discrete Contin. Dyn. Sys. A, 28:405–423, 2010.
[57] C. Wang and S.M. Wise. An energy stable and convergent finite-difference scheme for the
modified phase field crystal equation. SIAM J. Numer. Anal., 49:945–969, 2011.
[58] S.M. Wise. Unconditionally stable finite difference, nonlinear multigrid simulation of the Cahn-
Hilliard-Hele-Shaw system of equations. J. Sci. Comput., 44:38–68, 2010.
[59] S.M. Wise, C. Wang, and J.S. Lowengrub. An energy stable and convergent finite-difference
scheme for the phase field crystal equation. SIAM J. Numer. Anal., 47:2269–2288, 2009.
[60] X. Wu, G.J. van Zwieten, and K.G. van der Zee. Stabilized second-order convex splitting
schemes for Cahn-Hilliard models with application to diffuse-interface tumor-growth mod-
els. Inter. J. Numer. Methods Biomed. Eng., 30:180–203, 2014.
[61] Y. Yan, W. Chen, C. Wang, and S.M. Wise. A second-order energy stable BDF numerical
scheme for the Cahn-Hilliard equation. Commun. Comput. Phys., 23:572–602, 2018.
[62] X. Yang and J. Zhao. On linear and unconditionally energy stable algorithms for variable
mobility Cahn-Hilliard type equation with logarithmic Flory-Huggins potential. J. Comput.
Appl. Math., 2017. Submitted and in review.
