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We study magnon properties in terms of spin stiffness, Curie temperatures and magnon spectrum
of Fe-Ni, Co-Ni and Fe-Co random alloys using a combination of electronic structure calculations
and atomistic spin dynamics simulations. Influence of the disorder are studied in detail by use of
large supercells with random atomic arrangement. It is found that disorder affects the magnon
spectrum in vastly different ways depending on the system. Specifically, it is more pronounced in
Fe-Ni alloys compared to Fe-Co alloys. In particular, the magnon spectrum at room temperature
in Permalloy (Fe20Ni80) is found to be rather diffuse in a large energy interval while in Fe75Co25 it
forms sharp branches. Fe-Co alloys are very interesting from a technological point of view due to
the combination of large Curie temperatures and very low calculated Gilbert damping of ∼0.0007
at room temperature for Co concentrations around 20–30%.
I. INTRODUCTION
There has been a growing interest in disordered
magnetic materials in the last few decades in the
form of transition metal alloys and diluted magnetic
semiconductors1–12. A central motivation for many stud-
ies is the potential of these materials in spintronics and
magnonics applications. Magnon excitations are com-
monly studied experimentally using inelastic neutron
scattering suitable for bulk systems such as Co13 or spin
polarized electron loss spectroscopy (SPEELS) for low
dimensional magnets such as Co8/Cu001
14. Theoreti-
cally, the simplest approach for calculating magnon spec-
trum for elements and compounds is through linear spin
wave theory of the Heisenberg Hamiltonian. However,
for accurate studies of alloys, both the treatment of dis-
order and thermal effects needs to be handled reliable.
Magnons in disordered magnets, either random alloys or
diluted, are more complicated than for ordered systems
for a number of reasons. Due to broken translational
symmetry, perfect magnon modes with infinite life time
as in ordered magnets are absent but at certain condi-
tions, one may still expect well defined magnon modes
but with a finite lifetime due to disorder. The damping
and formation of these modes are of great interest both
theoretically and for applications.
Previous studies of magnon properties of disordered
magnets have been focused on diluted magnets and the
effect of dilution on the magnon spectrum and spin
stiffness15–18. The main findings from these studies are
that the region with well defined magnon modes are de-
creasing with dilution and properties are strongly dimen-
sionality dependent. Surprisingly, there are only very few
published studies of magnons in random alloys with full
concentration of magnetic elements19–21, such as Fe-Co
alloys22,23. The aim for the present study is to introduce
a simple methodology for theoretical studies of magnons
in disordered materials. We are using this methodology
to investigate magnon and other finite temperature prop-
erties, i.e. spin stiffness, Cure temperatures and Gilbert
damping for bulk transition metal alloys that hopefully
will stimulate experiments in the new generation of neu-
tron scattering facilities currently in construction.
The paper is organized as follows: In Section II we
introduce the methodology and give the details of the
calculations, in Section III we present our findings and
in Section IV we give a summary and provide an outlook.
II. FORMALISM
A. Spin excitations in solids
A magnetic solid at finite temperature displays two dif-
ferent kinds of magnetic excitations, namely spin wave
excitations (magnons) and electron-hole pair excitations
(Stoner). The magnon excitations are responsible for
transversal fluctuations while Stoner excitations cause
longitudinal changes of the moments. At low temper-
atures and in particular for bulk materials, as in this
study, the magnon excitations dominate and as a first
approximation the Stoner excitations can be neglected.
However, it is worth noting that they may play an im-
portant role at high temperatures and also for certain
materials with induced magnetic moments. Longitudinal
fluctuations can however be modelled in a more advanced
treatment24.
The low energy spin excitation in a form of a magnon
is characterized by the wave vector q within the Brillouin
zone and for a cubic, ordered, material the magnon en-
ergy E(q) = ~ω(q) ≈ Dq2, where D is the spin wave
stiffness25
D =
2
3M
∑
j
J0jR
2
oj , (1)
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2and M is the magnetization, Jij is the exchange inter-
actions between magnetic moments m at sites i and j
connected with position vector R. In the case of disor-
der, the spin wave stiffness D is obtained in by averaging
over all N atoms in the system as
D =
2
3M
1
N
∑
n
∑
j
JnjR
2
nj , (2)
B. Atomistic spin dynamics
The dynamics of a magnetic material at finite tem-
perature and thus the magnetic excitations, is conve-
niently modelled through atomistic spin dynamics (ASD)
simulations26. Within ASD, the temporal evolution of
the atomic moments m at finite temperature is governed
by Langevin dynamics, through coupled stochastic dif-
ferential equations, the Landau-Lifshitz-Gilbert (LLG)
equations, here written in the Landau-Lifshitz form,
dmi
dt
= − γ
(1 + α2)
mi × [Bi + bi(t)] (3)
− γ α
m(1 + α2)
mi × {mi × [Bi + bi(t)]} ,
where γ is the electron gyromagnetic ratio and α is the
Gilbert damping parameter. The latter can either be
taken from experiments using ferromagnetic resonance
(FMR) or calculated from first-principles. The effective
interaction field Bi experienced by each atomic moment
i is given by
Bi = − ∂H
∂mi
. (4)
where H is the spin Hamiltonian governing the interac-
tions between the magnetic moments. We are employing
the semi-classical Heisenberg model,
H = −∑ij Jijmi ·mj , where the exchange interactions
are parametrized from first-principles calculations. The
effective interaction field is complemented with a stochas-
tic field bi that is modeled with uncorrelated white noise
with a temperature dependent variance26.
C. Magnon dispersion
We are employing two different complementary meth-
ods for calculating the magnon spectrum, 1) the adia-
batic magnon spectrum (AMS) valid for the ground state
and 2) from ASD simulations through the dynamical
structure factor at finite temperatures and damping.
1. Adiabatic magnon spectrum
The adiabatic magnon spectrum is directly connected
to the real-space exchange interactions Jij through
Fourier transformation27,28. Let Jαβ(q) denote the
Fourier transform of the exchange interaction between
chemical type α and β with a wave-vector q lying in the
Brillouin zone (BZ). Jαβ(q) is calculated as
Jαβ(q) =
∑
j 6=0
Jαβ0j exp(iq ·R0j). (5)
In the spirit of virtual crystal approximation (VCA), it
is tempting to perform a chemical average of the Fourier
transformed exchange interactions, i.e.
J˜(q) = J11(q)x21 + J
12(q)x1x2 + J
21(q)x1x2 + J
22(q)x22
(6)
in the case of binary alloy and where x1 and x2 are the
concentration of each chemical type. In such a case,
the ”effective” magnon energy (~=1) for each wavevec-
tor q can then be adapted to the expression valid for one
atom/cell of ordered systems27,28
ω˜(q) =
4
M˜
(
J˜(0)− J˜(q)
)
, (7)
where M˜ is the saturation magnetization. However,
this treatment of the disorder is over-simplified and
does not reproduce experimentally observed excitations.
Analogous to multi-sublattice ordered systems, where N
magnon branches appear in the spectrum (N is the num-
ber of sublattices), chemically disordered systems con-
taining K chemical components will exhibit K magnon
branches. More specifically, in the case of a binary al-
loy (K=2), the magnon energies at each wave-vector q
will be given by the eigenvalues of the following 2 × 2
dynamical matrix
ω(q) = 4Eig
(
(J11(0)−J11(q))x1+J12(0)x2
M1
−J12(q)x2M1
−J21(q)x1M2
(J22(0)−J22(q))x2+J21(0)x1
M2
)
.
(8)
2. Dynamical structure factor
The magnon dispersion at finite temperatures are di-
rectly accessible in ASD through the dynamical structure
factor S(q, ω)29–31. The key ingredient is the measure-
ment of the time and space correlation function
Cµν(r, t) =
1
N
∑
i,j where
ri−rj=r
〈mµi (t)mνj (0)〉 − 〈mµi (t)〉〈mνj (0)〉.
(9)
The correlation function defined in Eqn. (9) describes
how the magnetic order evolves both in space (µ, ν de-
notes carteisian components) and over time. The per-
haps most valuable application of C(r, t) is obtained by
3a Fourier transform over space and time to give the dy-
namical structure factor
Sµν(q, ω) =
1√
2piN
∑
r
eiq·r
∫ ∞
−∞
eiωtCµν(r, t) dt. (10)
The magnon energies are determined by the peak val-
ues of S(q, ω) at wavevector q. In contrast to the adi-
abatic treatment, temperature effects from the Gilbert
damping processes are included that give rise to inten-
sity variation of the available energies. In the present
study, we have not included longitudinal fluctuations of
the magnetic moment. Such fluctuations give rise to
Stoner excitations and an additional damping mechanism
for magnons so-called Landau damping.
D. Details of calculation
All first-principles calculations in this study was
performed using a multiple-scattering (Korringa-Kohn-
Rostoker, KKR) implementation of the density func-
tional theory (DFT) as implemented in the SPR-KKR
software32,33. The generalized gradient approxima-
tion (GGA) using the Perdew-Burke-Enzerhof (PBE)
parametrization was used as exchange-correlation for
the volume relaxation while all other calculations em-
ployed the local spin density approximation (LDA). The
calculations are fully relativistic employing the atomic
sphere approximation with a basis set consisting of spdf -
orbitals. The coherent potential approximation (CPA)
was employed for treating the disorder. In order to study
the magnetic excitations and finite temperature proper-
ties, the total energies from the electronic structure cal-
culations are mapped onto an effective Heisenberg Hamil-
tonian generalized to random alloys.
The magnetic exchange interactions were obtained
from the magnetic force theorem using the formalism
of Lichtenstein, Katsnelson, Antropov and Gubanov
(LKAG)34,35. Gilbert damping was calculated using the
linear response formalism of the torque-torque correla-
tion method as described in Ref.[36]. The alloy-analogy
model within CPA37 was employed for the finite tempera-
ture damping where both atomic displacements and spin
fluctuations from Monte Carlo data were included. The
atomistic simulations, either the Monte Carlo or atom-
istic spin dynamics, were performed using the UppASD
software26,38. Here the disorder is instead treated by
using a large supercell in which each site is chemically
randomly occupied according to the concentration. We
are using large supercells consisting of between 110592
atoms (for the calculation of the spin stiffness and AMS)
and 512000 atoms (for the calculation of the dynamical
structure factor), such that most of the local environ-
ment configurations from a central atom exist within the
supercell. The spin stiffness was calculated for each in-
dividual atom in the supercell and the final result was
obtained by performing an average over all atoms.
III. RESULTS
A. Electronic band structure
FIG. 1. Electronic band structure in terms of the Bloch spec-
tral function of a) ordered Fe-Co compound in the B2 struc-
ture and b) Fe50Co50 random alloy in the bcc structure.
Before describing in details how the magnetic proper-
ties are affected by chemical disorder, we first look into
the electronic band structure. For ordered elements and
compounds, the electron bands are well defined with no
associated broadening as function of energy and wave
vector within the LDA/PBE treatment. This corre-
sponds to electrons having infinite lifetime. A typical
electron band structure of an ordered Fe-Co compound is
displayed in Fig. 1a). However, if the system has chemical
disorder (or if the finite lifetime of the quasi-particles are
taken into account) the bands become ”fuzzy” and obtain
a finite broadening, with a line width inversely propor-
tional to the lifetime. The broadening is however not
uniform over the considered energy range. For random
alloys, the electron band structure is conveniently ob-
tained through the Bloch spectral function within CPA,
as demonstrated in Fig. 1b) where the electron band
structure of Fe50Co50 random alloy in the body centered
cubic (bcc) lattice is displayed. For this particular system
and concentration, the disorder is most visible around
the Fermi level . This affects many properties such as
4the Gilbert damping (see Section III D).
B. Spin stiffness
FIG. 2. Calculated spin stiffness D in (meVA˚2) for the ran-
dom alloys Fe1−xNix, Co1−xNix and Fe1−xCox.
The calculated values of the spin stiffness D are shown
in Fig. 2 for Fe-Ni, Co-Ni and Fe-Co random alloys. For
the Fe-Ni alloys, D is monotonously increasing with the
Ni concentration. This has a rather simple explanation.
Pure Fe in the face-centered cubic (fcc) lattice at the
here considered volumes possess rather complicated non-
collinear magnetic structures39 which translates into a
vanishing spin stiffness. Overall, the magnetic properties
in Fe-Ni alloys are rather sensitive to volume changes.
Even at Invar concentration (Fe65Ni35) it is possible to
kill the ferromagnetic order by applying pressure, and in
this way obtain a vanishing spin stiffness.
The Co-Ni alloys behave differently. Here the val-
ues of the spin stiffness are rather constant throughout
the whole concentration range and therefore the magnon
properties are not expected to change much. This is per-
haps not so unexpected since both elemental Co and Ni
are stable in the fcc lattice.
The spin stiffness of the Fe-Co alloys in the bcc lattice
shows a more interesting behaviour. At low concentra-
tions of Co (x < 0.2), the spin stiffness is similar as for
elemental Fe while it increases for higher concentrations
of Co. At the phase boundary around x = 0.7, the spin
stiffness is approximately twice as large as that of Fe.
This suggests that the are ample possibilities for tuning
the magnetic properties in this system.
C. Curie temperatures
Our computed Curie temperatures are shown in Fig. 3.
Two different approaches have been used, the mean field
approximation (MFA) and the random phase approxima-
tion (RPA). In principle, MFA corresponds to the arith-
metric average of the exchange interactions and RPA to
the harmonic average. It can be shown40,41 that for fer-
romagnetic interactions TMFAc > Tc > T
RPA
c , where Tc
is the ”true” value (which can be obtained from Monte
Carlo). The two different methods (MFA and RPA) then
set the upper and lower bounds of Tc. Of the three con-
sidered alloy systems, the Fe-Ni system displays the low-
est values of Tc while Fe-Co the highest with values peak-
ing around 1500 K for Co concentrations around 0.5.
FIG. 3. Calculated Curie temperatures for the random alloys
a) Fe1−xNix ), b) Co1−xNix and c) Fe1−xCox. MFA denotes
values from mean field approximation and RPA from random
phase approximation.
D. Gilbert damping
FIG. 4. Calculated Gilbert damping at T = 300 K for the ran-
dom alloys Fe1−xNix (red), Co1−xNix (green) and Fe1−xCox
(black).
Gilbert damping in magnetic materials determines the
rate of dissipative energy processes with the surround-
ings. Very often a low damping is wanted in order to min-
imize energy losses but equally important is the ability to
tune the damping. This can be achieved by, e.g., impurity
doping42 or by varying the alloy composition. The latter
is pursued here. For both fcc alloy systems considered
5in this study, i.e. Fe-Ni and Co-Ni, the Gilbert damping
increases with Ni concentration. The Gilbert damping
for Fe-Ni is consistently lower than the one seen in Co-
Ni. For elemental Ni (off scale), we obtain α = 0.013,
which is in the same range as reported previously36,43.
Worth noting is that the damping is one order of mag-
nitude smaller in elemental Co and Fe. What is perhaps
most remarkable however is the very low damping found
in certain Fe-Co alloys, in which it is even lower than
for elemental Fe. This behaviour is due to variation of
the density of states and was explained in detail in pre-
vious studies36,44. The experimental values reported in
Ref.[44] are in good agreement with our calculated values
presented here.
E. Magnon properties
FIG. 5. Magnon spectrum of permalloy (Fe20Ni80). The
thin red line denotes effective adiabatic spectrum, Eq.(7), and
thick black lines full adiabatic treatment, Eq.(8). Blue (green)
points denote peak position at each wavevector of the dynami-
cal structure factor from atomistic spin dynamics calculations
at T = 10 K (T = 300 K) using the calculated Gilbert damp-
ing.
Overall, we find that the main features of the magnon
spectra are quite similar in all systems we have consid-
ered here. We therefore choose in this section to present
results only for two systems of particular technological
interest: i) permalloy (Fe20Ni80) in the fcc lattice and ii)
Fe75Co25 in the bcc lattice chosen due to its large mag-
netic moment and low damping.
In Fig. 5, the calculated magnon spectrum of Py is dis-
played using a variety of different tools as described in
Section. II C. Both the thin red line and the bold black
lines are from adiabatic calculations, Eqs. (7) and (8), re-
spectively. Between the two, the spectrum in black lines
is expected to hold which is clear from comparison with
dynamical structure factor from atomistic spin dynam-
ics calculations as indicated in squares for two different
temperatures, namely T = 10 K and T = 300 K. It is
FIG. 6. Magnon density of states of permalloy (Fe20Ni80)
from AMS and atomistic spin dynamics simulations at T =
10 K and T = 300 K.
important to remember that AMS only reflects the ex-
change interactions and the chemical disorder of the sys-
tem. Temperature effects in the form of transversal fluc-
tuations and damping are however included in the ASD
simulations where the calculated Gilbert damping at T =
300 K was employed. The curvature around the Γ point
is the spin stiffness and by inspection it is clear that the
spectrum softens drastically at room temperature com-
pared to the low temperature data. This temperature
dependence of the stiffness was also analyzed in a re-
cent study20. At higher energies, due to a combination
of thermal fluctuations, disorder and damping processes
the spectrum broadens which is much clearly shown in
Fig. 6 where the magnon density of states (MDOS) is
displayed.
FIG. 7. Magnon spectrum of Fe75Co25. The thin red line
denotes effective adiabatic spectrum, Eq. (7), and thick black
lines full adiabatic treatment, Eq. (8). Blue (red) points de-
note peak position at each wavevector of the dynamical struc-
ture factor from atomistic spin dynamics calculations at T =
0 K (T = 300 K) using the calculated Gilbert damping.
The MDOS obtained from AMS has two distinct peaks
6which we can denote ”acoustic” and ”optical” branch in
analogy to phonons. The two branches are separated by
a small gap. However, even at low temperature (T = 10
K), the MDOS as obtained by ASD simulations is broad-
ened enough such that the two branches overlap. The
peak positions are however almost identical. Although
one need to keep in mind that AMS is using a simplified
treatment of disorder, namely VCA, while ASD simula-
tions are treating the disorder much more accurately by
using a large random supercell. Increasing the temper-
ature to 300 K softens the spectrum almost uniformly.
This finding has been used to describe the low tempera-
ture dependence of MDOS with a quasiharmonic approx-
imation in Refs. [45 and 46].
The calculated magnon spectrum for Fe75Co25, dis-
played in Fig. 7, is quite different from the one of Py.
First of all, given its much higher Curie temperature the
difference of the spectrum between T = 10 K and T =
300 K is minimal. Secondly, since Fe and Co atoms are
rather similar chemically, both in terms of magnetic mo-
ments, 2.5µB and 1.8µB , respectively and the exchange
interactions are of similar magnitude, the spectrum has
much less disorder broadening.
F. Magnon lifetimes, ordered versus disordered
To further quantify the effects of disorder on magnon
properties, in this section we compare ordered system
with disordered system having the same composition.
More specifically, we compare Fe50Co50 which exists both
in ordered structure, B2, or as a disordered random
alloy in bcc structure. Both the magnetic moments
(Ms ≈ 2.2µB) and Curie temperatures (≈ 1400 K) are
rather similar between the two structures. The calculated
Gilbert damping at room temperature is however lower
for the ordered B2 structure, 0.0007 vs 0.0011 for the ran-
dom alloy. It is worth noting that the damping for the B2
is remarkable low for a metallic compound. In Fig. 8, the
magnon spectrum from ASD simulations at T = 300 K is
shown for the both compounds, together with the AMS
spectrum as reference. Due to the lack of disorder in the
B2 structure, the magnon states are very well defined
throughout the whole Brillouin zone. It is immediately
clear that the disorder of the random alloy broadens the
magnon states affecting the magnon lifetimes, similar as
found for the electron bands in Fig. 1. However, even for
the random alloy there are relatively well defined magnon
states throughout the Brillouin zone, in contrast to the
Fe-Ni alloys where the magnon states away from the Γ-
point are very diffuse.
In Fig. 9, the magnon DOS is displayed for the two
compounds. As also clear from the spectrum, in the B2
structure the magnon states are divided in two distinct
branches, ”acoustic” and ”optical” with small tempera-
ture dependence of the peak positions. The width of the
peak is inversely related to the magnon lifetime. From
inspection, the width for the B2 structure at T = 300 K is
slightly larger than at T = 10 K and thus giving shorter
magnon lifetimes. However, the magnon lifetimes will
also have a wave-vector dependence and a more involved
analysis is needed. In the random alloy, the ”acoustic”
magnon branch is roughly located at the same energies
as in the B2 structure, while the ”optical” branch is sig-
nificantly broadened in comparison.
The most elaborate way to determine magnon life-
times theoretically is through time dependent density
functional theory and linear response47. Due to the com-
plexity of such calculations, it has so far only been ap-
plied to elemental systems and not in alloys. Here, we
therefore use an alternative simplified method to obtain
the wave vector dependent magnon lifetimes τ(q). By
fitting the dynamical structure factor for each wave vec-
tor with a Lorentzian and determine the full width half
maximum (FWHM), ∆(q), the corresponding magnon
lifetime is obtained through the relation τ(q) = 2~∆(q) .
It is worth stressing that this approach only takes into
account decay through Gilbert damping mechanism and
not via Landau damping corresponding to electron-hole
pair excitations within the Stoner continuum. However,
for bulk materials as in this study it should be a rea-
sonable good approximation, at least for the ”acoustic”
magnon branch.
FIG. 8. Magnon spectrum from atomistic spin dynamics sim-
ulations at T = 300 K of Fe50Co50 in the ordered B2 structure
(top) and as a random alloy (bottom). The white line is the
corresponding spectrum as obtained from AMS.
7FIG. 9. Magnon density of states of Fe50Co50 in ordered B2
structure (top) and random alloy (bottom) from AMS and
atomistic spin dynamics simulations at T = 10 K and T =
300 K.
In Fig. 10, the calculated magnon lifetimes in specific
directions of the Brillouin zone are displayed for both the
ordered B2 structure and as random alloy. Due to the
sensitivity of the fitting, the calculated lifetimes for each
wave vector have an associated error bar that is of the
order of the variation between neighbouring wave vectors
values. Nevertheless, it is clear that on average the or-
dered B2 structure has longer magnon lifetimes compared
to the random alloy. For the specific directions in Fig. 10,
the average magnon lifetime in B2 is approximately three
times larger than for the random alloy (0.6 ps vs 0.2 ps).
This behaviour is in line with what is normally expected
from disordered systems, i.e. that increased disorder in-
creases the scattering rates which effectively gives shorter
quasi-particle lifetimes. A direct comparison can be made
with the broadening of the electron bands in the spectral
functions shown in Fig. 1.
IV. SUMMARY
We have presented magnon and finite temperature
properties of random alloys using a combination of elec-
tronic structure calculations and atomistic spin dynamics
simulations. Disorder is seen to have a pronounced effect
on the magnon properties causing additional scattering
and damping of magnon modes. However, the degree of
magnon scattering and damping depends sensitively on
the chemical composition of the alloy and also on the
relative concentration of the constituent atomic species,
prompting for material specific studies. For example,
the magnon spectrum of permalloy (Fe20Ni80) is much
more affected by disorder causing diffuse spectra in most
of the Brillouin zone than that of Fe75Co25 where well-
defined magnon states exist everywhere. Similarly, we
compared the magnon properties of Fe50Co50, both as
ordered structure and as random alloy. We found a dis-
tinct difference in the magnon density of states between
the two as well as observing shorter magnon lifetimes in
the random alloy. We hope that the present study will
motivate new experiments in the next generation of neu-
tron scattering facilities. These new facilities currently
under construction may now have the required accuracy
to fully resolve the intricate magnon features in random
alloys.
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