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Abstract
We consider two mathematical models in evolutionary dynamics. The first model is an extension of an
evolutionary game theory model proposed by Martin Nowak [50]. We consider both a mean field deterministic
approach and a weak noise stochastic approach, but the focus is on latter which is an uncommon approach
for this type of model. The second model is an extension of a competitive exclusion model studied by DeVille
et. al. [7]. We again consider both a mean field deterministic approach and a weak noise stochastic approach,
this time with the focus on the former where we are able to prove numerous global stability results.
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Chapter 1
Introduction
This dissertation considers two models in evolutionary dynamics. The first model is an evolutionary game
theoretic model using Moran dynamics. The second model is a competitive exclusion model using Lotka–
Volterra dynamics. To introduce the two models, we describe the early common thread of work that led to
the development of both models and then discuss current work that has been done in both areas.
1.1 Early History
Evolutionary dynamics is a field at the intersection of biology and mathematics. Biology often uses real world
data and statistical methods to formulate certain principles, while evolutionary dynamics uses mathematical
models to help inform the principle. Evolutionary dynamics is concerned with studying the dynamics of
populations of reproducing individuals. These mathematical models describe the changing populations
through the use of birth and death rates and can be modeled both deterministically or stochastically.
The main questions in evolutionary dynamics concerns the long–term behavior of the system. Does the
population stabilize? If not, is there chaotic behavior? Periodic behavior? Do any species in the population
become extinct? Can a new species invade the population? Evolution a concept that transcends biology;
evolutionary dynamics encompasses various subfields such as population genetics, population ecology, and
even economics.
The first mathematical models for single populations were developed by Thomas Robert Malthus. His
most influential piece of work was his book, An Essay on the principle of population, which was published in
numerous editions from 1798 – 1826 [43]. The most notable model in this book is the exponential model of
population growth in which the growth rate of a population is proportional to the size of the population. This
leads to unconditional (exponential) growth of the population. Although it is well known that populations
cannot grow indefinitely, this model was the starting point for more realistic models and influenced early
biologists including Charles Darwin and Alfred Russel Wallace.
Extending Malthus’ work on the exponential model, Pierre Franc¸ois Verhulst developed the logistic equa-
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tion in 1838 [70]. Verhulst modified Malthus’ exponential model to include a nonlinear term representing a
limited resource which prevents the population size from exceeding the carrying capacity of the environment.
This model more accurately represents the fact that populations cannot grow indefinitely and is still widely
used today.
Alfred Lotka extended much of Verhulst’s work in his book in 1925 [40]. The best known part of the book
is a predator–prey model he developed to study the interaction between infected mosquitoes and humans.
In 1926, independent of Lotka, Vito Volterra developed the same model to describe fish populations in the
Adriatic Sea [71, 72]. This model is now known as the Lotka–Volterra model and is usually described using
a system of nonlinear differential equations. Originally developed to describe predator–prey interactions,
this model is easily extended to also describe mutualism and competition. This model was influential in the
history of evolutionary dynamics as it was the first to model multiple interacting populations.
In parallel to this early work in evolutionary dynamics, were the biological principles of many including
Charles Darwin and Gregor Mendel. Charles Darwin, in collaboration with Alfred Russel Wallace, introduced
the theory of natural selection in 1859 [14]. They theorized that organisms within a population with a
high fitness are more apt to survive and thus pass on their fit traits to offspring, but they did not have an
explanation for how these traits are passed. Unbeknownst to Darwin, Gregor Mendel’s pea plant experiments
between 1856 and 1863 provided this missing information and determined how genes are passed from parents
to offspring [46]. Both of these principles were controversial and not widely accepted at the time, but
rediscovery and connection of these two principles around 1900 played an integral part in progressing the
field of evolutionary biology.
J.B.S. Haldane, Sewall Wright, and Ronald Fisher brought together the principles of Darwin and Mendel
with contributions too numerous to fully discuss here and are known as the founders of mathematical
evolutionary biology. J.B.S. Haldane is most notably known for a series of papers titled A Mathematical
Theory of Natural and Artificial Selection, in which he brought together natural selection with mutation and
migration. The papers are nicely summarized in [25]. Wright and Fisher are most notably known for their
Wright–Fisher model on genetic drift to model the change in genetic frequencies due to random selection
[76]. An alternative model for genetic drift developed by Patrick Moran, results in similar dynamics to the
Wright–Fisher model but the genetic drift happens twice as fast [47, 48]. This model of Moran underlies
much of this dissertation and will be explained later in more detail.
The last key player in the development of evolutionary dynamics was William Feller. The early work of
Lotka and Volterra formulated evolutionary dynamics as ordinary differential equations which describe the
average dynamics of an infinite population. On the other hand, models such as the Wright–Fisher model or
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the Moran model are stochastic; the dynamics occur in a finite population according to some probabilistic
rule. Feller applied the probabilistic methods of Kolmogorov to evolutionary dynamics models [16] and for
the first time tied together both the deterministic and stochastic modeling of evolutionary dynamics which
is now a common tool in the field.
1.2 Evolutionary Game Theory
John von Neumann is said to be the father of game theory and he began his work by looking at equilibrium
points of zero sum games: a game where a gain by one player must result in an equal loss from another player.
In 1944, von Neumann along with Oskar Morgenstern wrote the crucial book, Theory of Games and Economic
Behavior, in which Morgenstern applied von Neumann’s theoretical work in game theory to multiple–player
games in business and economics [73]. As a result of this book, the field of game theory began to be
developed. In 1947, George Dantzig and A.W. Tucker became interested in the connections between linear
programming and von Neumann’s zero–sum games. The desire to study this connection brought game theory
to the mathematics department at Princeton University. Although many of the applications of von Neumann
and Morgenstern were related to economics, the economics department at Princeton did not welcome game
theory since it was too mathematical. Indeed, economics majors at the time were not even required to
take calculus. Nevertheless, game theory was welcomed with open arms in the mathematics department.
Development of game theory began by reading through [73] and inviting speakers to a weekly seminar
(including von Neumann himself). Game theory soon blossomed into a prominent field of mathematics. As
Robert J. Aumann puts it:
The period of the late ’40s and early ’50s was a period of excitement in game theory. The
discipline had broken out of its cocoon and was testing its wings. Giants walked the earth.
At Princeton, John Nash laid the groundwork for the general non–cooperative theory and for
cooperative bargaining theory. Lloyd Shapley defined a value for coalitional games, initiated the
theory of stochastic games, coinvented the core with D. B. Gillies, and together with John Milnor
developed the first game models with an infinite number of players. Harold Kuhn reformulated
the extensive form and introduced the concepts of behavior strategies and perfect recall. A. W.
Tucker invented the story of the Prisoner’s Dilemma, which has entered popular culture as a
crucial example of the interplay between competition and cooperation [3].
The field of evolutionary game theory arose from combination of game theory and evolutionary dynamics
[29, 64]. Game theorists strove to find the optimal strategy for a game in which all players were rational.
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Once the concept of error–making was introduced into game theory, it became increasingly difficult to define
rational players. To many peoples satisfaction, evolutionary game theory no longer required rationality of
the players. Players instead have a fixed strategy which they play in the game and no longer have a need to
know all the details of the game.
It is no coincidence that the single most decisive impetus for evolutionary game theory came
form a theoretical biologist, namely John Maynard Smith. This was not the only impetus, of
course. With hindsight, it was understood that John Nash (a winner of the Nobel prize in 1994)
had a population dynamical setting in mind when he conceived his equilibrium notion, and that
Reinhard Selten (who shared that prize) had taken, with his principle of the trembling hand, an
essential step away from the rationality doctrine [29].
Evolutionary game theory strives to determine the consequences of a population of players using different
strategies in which the survival of each strategy is based on how well the given strategy interacts with the
rest of the population. The Nash equilibria from game theory is replaced by evolutionarily stable strategies
(ESS), a concept developed by Smith and Prince, and is a generalization of Darwin’s theory of survival of
the fittest [64]. Evolutionary game theory is a large field with many different applications [75, 29].
Classical evolutionary game theory was based upon replicator dynamics [67, 29]. Replicator dynamics
describes the size of each strategy by a differential equation where the reproduction of that strategy is
directly proportional to the average fitness of the population. For example, a strategy with an above average
fitness will reproduce more and therefore the strategy will spread throughout the population. Replicator
dynamics makes certain assumptions about the population, most importantly that the population size is
infinite and the population is well mixed. In reality, these assumptions are usually not met. Factors such
as finite population size, spacial interactions, and mutation can introduce randomness which leads to the
stochastic formulation of evolutionary game theory.
Evolutionary game theory has been looked at in a stochastic context in many papers. Results have shown
that for small population sizes, strange behavior tends to arise [1]. For larger population sizes, stochastic
dynamics behave similarly to the mean dynamics, but stochastic analysis can uncover behavior that was not
identified in the mean behavior model [66, 31]. Stochastic systems are harder to analyze than deterministic
systems and common approaches include numerical simulations and system size expansions [8, 20, 33, 77, 27].
Many different models in evolutionary game theory can be developed based on the choice of game,
continuous or discrete dynamics, deterministic or stochastic dynamics and so forth. For the purposes of
this dissertation, we diverge to discuss an Iterated Prisoner’s Dilemma game with the stochastic dynamics
defined by a Moran process.
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The Prisoner’s Dilemma is a two person game in which each player can choose to either cooperate or
defect. When both players cooperate, they each receive a payoff of r. If one player cooperates while the other
defects, the cooperating player gets a payoff of s while the other gets a payoff of t. If both players defect,
they each receive a payoff of p. A Prisoner’s Dilemma game requires that t > r > p > s which is interpreted
as follows: (1) If the other player cooperates, there is a choice between getting a reward r or a temptation
t. The temptation payoff is larger than the reward so it is advantageous to defect. (2) If the other player
defects, there is a choice between being a sucker s or a punishment p. The punishment payoff is larger so
again it is advantageous to defect. Thus mutual defection is the only solution to the game. However, this is
paradoxical because both players could have received a larger payoff by both choosing to cooperate; hence
the dilemma.
Playing Prisoner’s Dilemma more than once (called Iterated Prisoner’s Dilemma (IPD)) yields much
more interesting strategies than mutual defection. IPD has been widely studied, most importantly by
Robert Axelrod [5, 4, 6]. In 1980, Axelrod invited game theorists and experts in fields such as economics
to submit strategies for an IPD tournament. All submissions were played pairwise and it was concluded
that the strategy tit–for–tat (TFT) was the best. A TFT strategy simply mimics what the other player did
the previous round. The results of the tournament were released and a second round was played this time
receiving submissions from experts and amateurs alike. Surprisingly, the simple strategy, TFT, was again
the winner.
Through Axelrods tournament it was seen that strategies involving cooperation fair better in IPD than
strategies that defect. Indeed, in many social systems it has been seen that cooperation emerges without
a direct benefit going to those who cooperate. Using an IPD model and the results from his tournament,
Axelrod showed “how cooperation based on reciprocity can get started in an asocial world, can thrive while
interacting with a wide range of other strategies, and can resist invasion once fully established” [5]. Axelrod
backed up his theory for the need of emergence of cooperation by many examples rooted in the social sciences
and applied his model to areas such as genetic evolution, business, politics, military, and war [4].
As a result of Axelrod’s work, evolutionary game theory using IPD has been widely studied in many
different variations. Martin Nowak (along with various collaborators) has been at the forefront of studying
IPD and the emergence of cooperation [50]. Initially, he looked at an IPD game between the strategies
that always defect (AllD) and always cooperate (AllC) and found natural selection is not enough to elicit
cooperation. He identified five traits to elicit cooperation (which induce certain conditions on the payoff
matrix): kin selection, direct reciprocity, indirect reciprocity, network reciprocity, and group selection [51].
For example, in an arbitrary two strategy IPD game, indirect reciprocity can emerge if the cost to benefit
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ratio is low enough [54]. Nowak then moves on to study the effect TFT has on cooperation in a population
of multiple strategies. He found TFT can be a catalyst to initiate cooperation between other strategies,
but eventually is replaced by a more forgiving cooperative strategy [53, 32]. Nowak has also looked at
stochastic dynamics of IPD. In particular, for a small population consisting of the three strategies AllD,
AllC, and TFT he demonstrates that modeling IPD stochastically as opposed to deterministically can elicit
cooperation. The stochastic simulations demonstrate cooperation by averaging to a population of all TFT
while the deterministic analysis demonstrates convergence to a population of almost all AllD [31]. This
phenomena of qualitatively different behavior between stochastic and deterministic models of IPD is also
observed by Nowak in [66], but only for small population sizes (which inherently have strong noise). Nowak
has also considered spatial games between the two strategies AllD and AllC and he shows simple examples
for which the dynamics lead to indefinitely changing patterns which always consists of some AllD and some
AllC [52].
Others’ approaches to looking at IPD include showing that in a two strategy IPD game, one player can
play a strategy as to control the payoff of the other player and create an unfair share of rewards [58], using
more mathematical techniques such as system size expansions to study a stochastic model of IPD [8], and
developing conditions for when certain mixed strategies will be favored in an IPD game [65].
We consider an IPD game that evolves using Moran dynamics. A Moran process is a stochastic birth–
death process first developed in 1958 by Patrick Moran [47, 48]. A Moran process describes finite populations
by requiring one individual in the population to reproduce per time step and one to die. The probability of
being chosen for reproduction (or death) is directly related to each strategy’s fitness. Thus a Moran model
can be used with an IPD game by using the payoffs from the game to determine the fitness landscape. IPD
with Moran dynamics has been worked on most importantly again by Martin Nowak; however, the only
stochastic analysis performed for this model is a computation of fixation probabilities [50]. This leaves many
open directions for using a stochastic analysis to study this model.
1.3 Competitive Exclusion
We now switch gears to the second model of study in this dissertation. The history of this model is no
longer rooted in evolutionary game theory, but follows from a Lotka–Volterra model. However, there is a
one-to-one correspondence of n + 1 dimensional replicator equations and n Lotka–Volterra equations [29].
Therefore results about Lotka–Volterra dynamics can be translated back to an evolutionary game theory
context if one desires. However, it is not our purpose to do this and we simply study this model as is.
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The competitive exclusion principle, also known as Gause’s law, was first formulated by Joseph Grinell
in 1904 and states that two species competing for the same resource cannot coexist [23]. The ambiguity
in this definition is explained best by Hardin who explains that “it is best to use that wording which is
least likely to hide the fact that we still do not comprehend the exact limits of the principle ” [26]. Indeed,
Darwin’s finches [36] seem to uphold the principle while Hutchinson’s plankton [30] do not. Additionally,
Park’s experiment with beetles upholds the principle, but the dominating species is not always the same
when the experiment is repeated [55]. The paradoxical nature of the competitive exclusion principle arises
from the fact that ecological systems are much more complex than a single principle and that the competitive
exclusion principle is just one component of a larger system.
In ecology, organisms are characterized by niche which is often described by phenotypic traits, such as
food source or habitat, but can also be characterized by genotype. In general, ecosystems consist of many
different overlapping niches. The competitive exclusion principle formulated by Grinell is extended to model
multiple niches within a population by assuming organisms with similar niches will compete more for the
same resources. One would expect that not all niches would survive and that the surviving niches would
be equally spaced within the niche space. However, in nature it is often found that niches form equally
spaced clusters of similar niches sometimes described as quasispecies. Thus niches seem to coexist together
by either being very similar or very different.
The most common model for studying competitive exclusion in ecosystems is a Lotka–Volterra model.
MacArthur and Levins were the first to use a Lotka–Volterra model to study competitive exclusion by easily
adapting the predator–prey interactions to competitive interactions [41, 42]. By completely solving various
two and three species competition models, MacArthur and Levins concluded that there is a limit to the
number of competing species which can coexist. As in nature, the Lotka–Volterra models for competitive
exclusion demonstrate dichotomous behavior: (1) coexistence of many equally spaced niches, or (2) few
equally spaced clusters of similar niches. This dichotomy has been observed in may competitive exclusions
models including both analytical solutions and numerical simulations [42, 61, 56, 28, 57, 60, 59, 19, 18, 44].
The models mentioned above all have slightly different formulations, but the results are surprisingly
similar. The first difference in the various models is the niche space. Most of the models characterize niche
by a single trait creating a one dimensional niche space [42, 61, 56, 28, 57, 19, 18]. Little work had been
done with multidimensional niche spaces. Multidimensional binary niche spaces (only two options for each
trait) have been considered in [60] while [7] generalizes this model to multidimensional niche spaces. There
is still alot of work to be done for competitive exclusion models in a multidimensional niche space. Most
models also use a discrete niche space, while only a few formulate a continuous niche space using partial
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differential equations to describe the continuous probability distribution across the niche space [28, 59].
Mutation is a common occurrence in nature, but very few of the above models include mutation. Mutation
has been represented in discrete niche spaces by simply modifying the birth rates of organisms [60] and in
continuous niche spaces by use of a diffusion term within the partial differential equation [59].
Much of the literature about competitive exclusion using the Lotka–Volterra model has been centered
around the competition kernel, which dictates the amount of competition between any two niches. Originally,
only the Gaussian competition kernel was used since it was thought to most accurately represent competition
between species. The competition kernel was also thought to have no influence on the results of the model
[19]. However, after numerous efforts to use data to determine realistic competition kernels [61, 28] it has
been agreed upon that competition kernels can indeed take non–Gaussian form. Additionally, it has been
found that the form of the competition kernel determines if there will be coexistence of niches or if the niches
form equally spaced clusters of similar species [56, 57]. Analytic methods using eigenvalue analysis show
that coexistence of niches is obtained only for positive definite competition kernels. If positive definiteness
is lost, then clusters of niches form with many niches going extinct [19, 18, 57]. Since numerical methods
have been used to simulate the model, it is important to examine the sensitivity of such numerical methods,
since any error may change the definiteness of the competition kernel [57].
Most Lotka–Volterra models use a system of differential equations in the limit of an infinite population to
describe the mean behavior of the model. As mentioned with evolutionary game theory models, the finiteness
of populations can introduce noise into the system and vary the dynamics. Stochastic implementations of
the Lotka–Volterra model have been looked at in [59, 60]. It was found that weak noise accelerates the
clustering of similar niches predicted by a deterministic analysis while strong noise induces clustering not
predicted by a deterministic analysis.
Apart from Lotka–Volterra models, other approaches to model competitive exclusion exist. Shipley
claims that for many interacting niches, it is impossible to determine the competition kernel since there
are too many interactions between niches. Therefore, he bypasses a dynamical model and instead uses a
statistical approach of a sorting process [62]. Other statistical include approaches using Bayesian models and
Monte Carlo integration [38, 39] and partial differential equation approaches include Fisher–Kolmogorov–
Petrovsky–Piscounoff reaction–diffusion equations [44].
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1.4 Layout of Dissertation
The layout of this dissertation is as follows. Chapter 2 describes a two strategy evolutionary game theoretic
model using IPD and Moran dynamics. We discuss both the mean and stochastic behavior of the model while
focusing on ways to compute the timescale for which the model jumps between two attractors. Chapter 3
then extends the previous model to games between more than two strategies. Using similar deterministic
and stochastic methods, we find that TFT lowers the benefit to cost threshold needed to elicit cooperation.
Chapter 4 describes a competitive exclusion model using Lotka–Volterra dynamics. Again we use both
deterministic and stochastic methods. Deterministically, we develop global stability results to show that
although the system is non–linear, the linear behavior predicts the global behavior. Stochastically, we
again look at the switching timescale between metastable points. To assist in much of the theoretical work
listed above, we implement many models numerically. Chapter 5 describes all numerical algorithms used
in Chapters 2—4. Previously developed algorithms are described simply for reference while algorithms
developed by the author are described in more detail. Chapter 6 summarizes Chapters 2—4 and discusses
further directions of research. The Appendices A, B, C, D, and E contain background information and
detailed computations of material presented in Chapters 2—4. This material is included as appendices since
they are too large to be a preliminary chapter. Numerous references will be made to the appendices.
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Chapter 2
Finite–Size Effects and Switching
Times for Moran Dynamics with
Mutation
2.1 Introduction
The mathematical study of models for evolution has a long history. The early work of Wright, Fisher, Moran,
and Feller [76, 16, 17, 47], studied models of small population size on a model of neutral evolution (see [12]
for a nice overview of the early history of these studies). In parallel, the mathematical framework of game
theory [73] and evolutionary game theory [64] has been used since to model and understand complexity in
problems in evolution and ecology. A truly large volume of work has been developed in the last few decades
using this approach [45, 5, 4, 52, 50, 6, 51, 53, 54, 66, 75].
Most of the models mentioned above can be formulated as a Markov chain on a lattice, where the
discrete points on the lattice correspond to integer sizes of the various subpopulations. In the limit of large
population, this Markov chain undergoes smaller jumps (on the population scale), if this is coupled with an
appropriate rescaling in time, we might expect a sensible limit to a continuum model. What is true is that
if one does this rescaling properly, then in the limit of infinite population, the system does converge to an
ordinary differential equation. In the case of large but finite populations, the system is still stochastic, so it
is of interest to study the invariant distributions of such a system, the rate and strategy of convergence to
this equilibrium, and in particular switching processes between multiple equilibria. The first rigorous results
in this direction were due to the pioneering work of Kurtz in the context of biochemical models [34, 35], but
have been followed up by a large number of analytic and numerical studies [10, 9, 69, 68, 13, 21, 63, 24].
The purpose of this chapter is to apply the modern techniques of stochastic analysis to a particular model
of evolutionary game theory. The model we consider is a version of a model described in [50]; we consider
a population consisting of organisms who can each play one of two strategies where the payoff matrix is of
Prisoner’s Dilemma strategy, and the organisms evolve according to Moran dynamics, i.e. in each round
of play, one organism is chosen to reproduce based on its fitness and one organism is killed at random, so
that the population size remains constant. We also allow a positive probability for a mutation, i.e. there
is a positive probability µ > 0 that an organism’s offspring is of the other strategy. We stress here that we
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consider a fully stochastic version of this model where all events are governed by a Markov process.
The infinite-population limit of this process (an ordinary differential equation) is described in [50], and it
is shown there that for certain parameters the ordinary differential equation supports two stable fixed points
with disjoint basins of attraction, i.e. is multistable. We show that our Markov chain model limits on this
ordinary differential equation model as the population tends to infinity.
For population large but finite, however, the system is still noisy and can jump between the multiple
attractors, although it will only do so on long timescales. Studying the timescale on which this jumping
occurs is one of the main goals of this chapter, and we give two different asymptotic descriptions of this
timescale. Another interesting effect we show by considering the stochastic system (as compared to its
deterministic limit) is we show that certain parameters that are indistinguishable in the limit give rise to
biases for large but finite populations. For example, if we assume that the aggregate payoff is the same for
both strategies (i.e. the sum of the payoffs against both friends and enemies is the same for both strategies),
but one strategy plays better against enemies than it does against its friends, it will have an advantage for
finite size populations, while being indistinguishable in the limit.
2.2 Model
2.2.1 Definition
In this chapter, we consider a finite population of size N consisting of two strategies, A and B. We assume
that payoffs from each individual game are awarded by a payoff matrix given by

A B
A a b
B c d
 . (2.1)
Here, we represent the payoff to player1 in an interaction where player1’s play is along the left column, and
player2’s play is on the top row. We assume that the payoff to player2 is always the transpose of this matrix.
For example, when we have two players playing strategy A, they each receive a payoff of a, and if they both
are strategy B, they each receive d. If two individuals with different strategies meet, if player1 is strategy
B, player1 receives a payoff of c while player2 receives a payoff of b. The payoffs a, b, c, d are assumed to be
non-negative to ensure non-negative transition rates.
Once the average payoffs are determined, each strategy is awarded a fitness value. Fitness can have
many interpretations such as physical fitness or ability to collect food, but ultimately it affects the survival
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of individuals, and here we assume that the fitness is proportional to the payoff an individual receives playing
the game. Specifically, if we assume that there are i individuals of strategy A in the population, then the
function
fA =
ai+ b(N − i)
N
, resp. fB =
ci+ d(N − i)
N
, (2.2)
represents the average fitness of an individual of strategy A (resp. strategy B). This represents the average
payoff an organism would receive if it chose an opponent at random and played the game described above.
We want to consider only evolutionarily stable strategies (ESS), those strategies which are resistant to
invasion by a single mutant. For example, strategy A will be ESS if fA > fB when i = N − 1 (i.e. when all
but one organism is strategy A). This means that
a
N − 1
N
+
b
N
> c
N − 1
N
+
d
N
,
and if we want this equation to hold for arbitrarily large populations, then the condition is clearly a > c.
Similarly, strategy B is ESS iff d > b. We will assume this in all that follows below.
After the fitness of each strategy is determined, the population evolves similar to a Moran Model, but
with the possibility of a mutation during birth. In each round, one individual is chosen for reproduction
with probability proportional to its fitness and gives birth to one offspring. However, this offspring is of
the opposite strategy with probability µ ∈ (0, 1). At each stage, one organism is chosen at random to be
removed.
From this, we can view the model as a Markov process {X(t)t≥0} on the discrete state space i =
0, 1, · · · , N with transition rates
ω+(i;µ) =
(
ifA
ifA + (N − i)fB
)(
N − i
N
)
(1− µ) +
(
(N − i)fB
ifA + (N − i)fB
)(
N − i
N
)
µ (2.3)
ω−(i;µ) =
(
(N − i)fB
ifA + (N − i)fB
)(
i
N
)
(1− µ) +
(
ifA
ifA + (N − i)fB
)(
i
N
)
µ. (2.4)
Here the state represents the number of individuals of strategy A. To see these rates, note that to have the
transition i 7→ i + 1, either an individual with strategy A needs to reproduce (with no mutation) and an
individual with strategy B needs to die, or an individual with strategy B needs to reproduce (with mutation)
and an individual with strategy B needs to die. Similar arguments can be made for moving from state i to
i − 1. (Of course, these rates do not add to one, since there is a possibility that the population size does
not change: for example, if an individual of strategy A reproduces without mutation, but an individual of
strategy A is also selected to die, then there is no change in the population, etc.)
12
Throughout this chapter we will often switch between the extensive variable i and the scaled variable
x = iN . In the limit as N →∞, we treat x as a continuous variable. It is also assumed that the transition
rates obey the scaling law ω±(i;µ) = NΩ±(x;µ).
The following sections study this process both deterministically and stochastically. For given parameters
a, b, c, d, and µ we seek to describe the probability the process is each state at any given time. If the
process is more likely to be in a state with more individuals of strategy A than strategy B, then we say
that strategy A has the advantage (and similarly for strategy B). Biologically speaking, a strategy with
an advantage will exist in the population with higher proportions and will be less likely to go extinct. In
connection to Prisoner’s Dilemma, this will determine the best strategy individuals should choose to ensure
maximal survival.
We also remark that while the definition above seems to average out some of the randomness before we
write down the Markov chain (e.g. we consider “average fitness” when writing down the transition rates in
the chain), we could obtain the same model without such averaging. For example, if we assume that, at each
timestep, each individual is paired with another individual in the population (selected with replacement)
and then receives a deterministic payoff from (2.1), and then we choose individuals to reproduce with a
probability proportional to their fitness, then again we would obtain (2.3, 2.4).
2.2.2 Parameter Regimes
The results fall into three cases which arise naturally from the payoff matrix (2.1). Due to symmetry, we
discuss only case 1.1 and case 2.
• Case 1 — a+ b = c+ d
When populations A and B have equal size, A and B have equal fitness. There are three additional
subcases.
– Case 1.1 — a > d and b < c
A has better self-interactions than strategy B, but strategy B has better opponent interactions
than strategy A.
– Case 1.2 — a < d and b > c
Same as 1.1, but with the roles of A and B switched
– Case 1.3 — a = d and b = c
Degenerate case where A and B are interchangeable
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• Case 2 — a+ b > c+ d
When populations A and B have equal sizes, A has a higher fitness than B.
• Case 3 — a+ b < c+ d
When populations A and B have equal sizes, B has a higher fitness than A.
For case 2, it is clear that strategy A will have the advantage based on the asymmetry of the payoff
matrix (2.1), and similarly for Case 3. Case 1.1 is not at all clear a priori. One could argue that strategy
A has the advantage because it has better self-interactions than strategy B, or that strategy B has the
advantage because it has better interaction with strategy A than strategy A has with strategy B. We will
consider these more fully below.
2.2.3 Simulation Results
In Figures 2.1 and 2.2 we plot the invariant measure of the the Markov process (in fact, we are plotting the
logarithm of this invariant measure for better contrast). Figure 2.1 corresponds to an example of case 1.1
and Figure 2.2 is an example of case 2.
The simulations were run for 200, 000 iterations with a burn in of 20, 000 and averaged over 100 realiza-
tions. The colors towards the beginning of the rainbow represent densities closer to 1, while the lower colors
represent densities closer to 0.
It is apparent from these pictures that when mutation is rare enough, there are two metastable mixtures
that correspond to the fact that both strategies are ESS in the absence of mutation. As the mutation
probability increases, these mixtures approach each other. In Figure 2.1, they seem to merge smoothly into
a single stable mixture, whereas in Figure 2.2 one mixture disappears suddenly and the other takes over.
We point out that these mixtures are metastable since we expect switching between them due to stochastic
effects.
2.2.4 Connection to Prisoner’s Dilemma Dynamics
Above, we have presented the payoff matrix (2.1) without any derivation. Here we discuss a bit about how
such a matrix can arise. A common game-theoretic model to consider is that of the Prisoner’s Dilemma
(PD), namely a payoff matrix 
C D
C r s
D t p
 , (2.5)
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Figure 2.1: Monte Carlo simulation of the invariant distribution of the Markov process with N = 2000. Both
frames have parameters a = 4, b = 1, c = 3, d = 2; the right frame is a blowup of the left.
where t > r > p > s, and we use the same convention of symmetry as above, i.e. that player2’s payoff matrix
is the transpose of player1’s. Each player has the option to “cooperate” or to “defect”. It is clear that if we
assume the strategies are deterministic, the Nash equilibrium strategy is for both players to defect, since the
second row is componentwise larger than the first. This is considered a dilemma because r > p, so that if
the players could somehow agree to cooperate and trust each other, they would each receive a higher payoff,
but in any situation where there is a lack of trust they are better off both defecting.
Now, we first note that the Prisoner’s Dilemma is not in the form mentioned above, since for us to have
two strategies that are both ESS, we would need that r > t to make C stable. However, let us assume that
the payoff matrix (2.1) is the aggregate payoff of an m-round game between two strategies that cooperate
and defect in some pattern, is it possible to have both strategies be ESS?
The simplest case is if we assume that each strategy is to play C and D with some fixed probabilities,
independent of the history of one’s opponent. For example, if we assume that strategy A is to cooperate with
probability α ∈ [0, 1] and defect with probability (1 − α), and similarly for strategy B with probability β,
then after a large algebraic computation we find that sign(a−c) = sign(β−α) and sign(d−b) = sign(α−β),
and clearly it is not possible that both of these be positive. In particular, a strategy is ESS iff it is more
likely to defect than the opposing strategy.
However, it is possible to construct strategies based on aggregate PD that allow for memory effects that
give multiple ESS. For example, consider two strategies known as “tit-for-tat” (TFT) and “always defect”
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Figure 2.2: Monte Carlo simulation of the invariant distribution of the Markov process with N = 2000. Both
frames have parameters a = 4, b = 2, c = 1, d = 4; the right frame is a blowup of the left.
(AllD). In the former, the strategy is to cooperate in the first round, then do whatever the opponent did in
the previous round; the second strategy is to always defect. If we assume that strategy A is TFT and B is
AllD, then after m rounds of play, the aggregate payoffs are

A B
A mr s+ (m− 1)p
B t+ (m− 1)p mp
 . (2.6)
To see this, note that two players of strategy A will always cooperate and two of strategy B will always
defect. If TFT plays AllD, then the first player will cooperate once and then defect forever, so will receive
one payoff of s and m− 1 payoffs of p, while the second player will receive one payoff of t and m− 1 payoffs
of p. Since p > s, we see that B is ESS, but for A to be ESS, we need mr > t+ (m− 1)p. But notice that
r > p, so clearly for m sufficiently large, A is also ESS.
The types of mixtures that give rise to multiple ESS in a two-population game have a long history and
have been studied extensively, see [45, 50, 32, 74, 2].
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2.3 Deterministic Bifurcation Analysis
The expected step size of the Markov process is given by
dE[X(t)]
dt
= ω+(Xt;µ)− ω−(Xt;µ),
where ω± is defined in (2.3,2.4). Switching to the scaled variables and rates
x(t) = Xt/N ω±(Xt;µ) = NΩ±(Xt/N ;µ),
we see that the deterministic equation,
dx
dt
= f(x;µ) := Ω+(x;µ)− Ω−(x;µ), (2.7)
describes the mean of the Markov process. As it turns out, in the limit N → ∞, (2.7) also gives a good
approximations to all paths of the Markov process in a sense that can be made precise [13]; we discuss this
further in section 2.4, but for now we take (2.7) as the system to consider.
The equation (2.7) is a 1-parameter family of differential equations. We seek to use bifurcation analysis to
determine the equilibria of the deterministic equation. Each case outlined in section 2.2.2 leads to a different
class of bifurcation diagrams (using the mutation rate µ as the bifurcation parameter). The assumption of
multiple ESS made above, means that for µ = 0, we have that x = 0, 1 are nondegenerate fixed points. Thus
it follows that the system has multiple stable equilibria for some open set of µ containing zero.
2.3.1 Case 1.1 — a + b = c + d with a > d and b < c
Making a substitution for one of the variables allows f(x;µ) to be factored into
f(x;µ) =
(
x− d− b
a− b− c+ d
)
×
×
(−(a− b− c+ d)x2 + (a− b− c+ d− (a− b+ c− d)µ)x− 2dµ
(a− b− c+ d)x2 + (b+ c− 2d)x+ d
)
.
17
It is then easy to see that equilibria of the deterministic equation (2.7) occur at the following points,
x−(µ) =
1
2
+
(
d− a
2(d− b)
)
µ−
√
4(b− c)2µ2 + 8(b− d)(a+ d)µ+ 4(b− d)2
4(d− b) ,
x0(µ) =
d− b
a− b− c+ d =
1
2
,
x+(µ) =
1
2
+
(
d− a
2(d− b)
)
µ+
√
4(b− c)2µ2 + 8(b− d)(a+ d)µ+ 4(b− d)2
4(d− b) .
The stability of these equilibria depend on the value of µ. When µ = 0 the equilibria are x−(0) = 0,
x0(0) = 1/2, and x+(0) = 1 with x−(0) and x+(0) being stable and x0(0) unstable. The equilibria maintain
these stabilities until the first bifurcation point, µ1. This bifurcation point occurs when either x−(µ) or x+(µ)
intersects x0(µ). Assuming a > d and b < c, this intersection occurs between x+(µ) and x0(µ) resulting in
x+(µ) becoming unstable and x0(µ) becoming stable. Solving for this intersection, we find µ1 =
d−b
2(a+d) . The
second bifurcation value, µ2, occurs when x−(µ) and x+(µ) become complex-valued leaving x0(µ) as the
only stable equilibrium. We find µ2 =
(d−b)(a+d−2√ad)
(d−a)2 . (Note that in case 1.3, there is complete symmetry
and µ1 = µ2). This analysis completely determines the bifurcation diagrams for case 1.1. The bifurcation
diagram will have the same qualitative behavior as Figure 2.3.
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Figure 2.3: Bifurcation diagram for case 1.1, a = 4, b = 1, c = 3, d = 2. Left frame is µ ∈ (0, 1) and the right
frame is a blowup. Compare this figure to Figure 2.1.
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2.3.2 Case 2 — a + b > c + d
It is no longer possible to factor f(x;µ), but we can use the Implicit Function Theorem to describe the
motion of the equilibria. When µ = 0, equilibria occur at
x−(0) = 0, x0(0) =
d− b
a− b− c+ d , x+(0) = 1,
again with with x−(0) and x+(0) being stable and x0(0) unstable. If x(µ) is an equilibrium of the determin-
istic equation (2.7) then the Implicit Function Theorem implies
dx(µ)
dµ
= −
∂f
∂µ
(x;µ)
∂f
∂x
(x;µ)
.
The only real root of
∂f
∂µ
(x;µ) between 0 and 1 is
x∗ =
−(b− c+ 2d) +√(b− c)2 + 4ad
2(a− b+ c− d) .
By observing that
∂f
∂µ
(x−(0); 0) = 1 > 0,
∂f
∂µ
(x+(0); 0) = −1 < 0
we find that
∂f
∂µ
(x) > 0 for x < x∗ and
∂f
∂µ
(x) < 0 for x > x∗. The roots of
∂f
∂x
(x, µ) occur when
µ∗(x) =
p(x)
q(x)
,
where
p(x) = (a− b− c+ d)2x4 + 2(b+ c− 2d)(a− b− c+ d)x3+
+ (b2 + 2bc− 7bd+ c2 − 6cd− ac+ 6d2 + 4ad)x2−
− 2d(a− 2b− c+ 2d)x+ d2 − bd,
q(x) = −2(ac− 2ad+ bd)x2 + 4d(b− a)x− 2bd.
Singularities of µ∗(x) lie outside the domain x ∈ [0, 1]. By observing that in this domain, µ∗(x) is convex in
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the x-µ plane and that
∂f
∂x
(0, 0) =
b
d
− 1 < 0
∂f
∂x
(x0(0), 0) = − (a− c)(b− d)
ad− bc > 0
∂f
∂x
(1, 0) =
c
a
− 1 < 0
we conclude ∂f∂x (x, u) > 0 for µ < µ∗(x) and
∂f
∂x (x, u) < 0 for µ > µ∗(x).
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Figure 2.4: Sign of dx/dµ for a+ b > c+ d
Putting the information about ∂f∂µ (x) and
∂f
∂x (x, µ) together, there are 4 regions where
dx
dµ changes sign,
shown in Figure 2.4. The first equilibrium x−(µ) starts at 0 which is located in a region where dxdµ > 0 and
is therefore increasing. It is easy to show that x0(0) < x∗ and thus x0(µ) starts in a region where dxdµ < 0.
Therefore x0(µ) is always decreasing. Similarly x+(µ) starts in a region where
dx
dµ < 0 and therefore is
always decreasing. A bifurcation point occurs at the value of µ when two of the equilibria become complex
valued. By continuity, this must occur along u∗(x) when x+(µ) and x0(µ) collide. The bifurcation diagram
described by the motion of these equilibria has the qualitative behavior as Figure 2.5.
2.4 Stochastic Analysis
Section 2.3 described the deterministic behavior of the process in the N →∞ limit. However, if N  1 but
finite, the Markov chain model will retain stochasticity, although of course the variance of this process will
vanish as N →∞.
In this section, we study this random process for N large but finite, using the standard tools [21]. The two
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Figure 2.5: Bifurcation Diagram of case 2: a = 4, b = 2, c = 1, d = 4
main asymptotic expansions used here are the “diffusion approximation” and the “WKB expansion”, which
roughly go as follows. In both cases, we assume that we start off with a Master equation (see Appendix E.1)
for the stochastic process after a system size scaling, specifically we write
∂P (i, t)
∂t
= ω+(i− 1)P (i− 1, t) + ω−(i+ 1)P (i+ 1, t)− (ω+(i) + ω−(i))P (n, t) (2.8)
with reflecting boundary conditions at i = 0 and i = N . In terms of the scaled variable x = i/N , this master
equation is
∂P (x, t)
∂t
= NΩ+(x− 1/N)P (x− 1/N, t) +NΩ−(x+ 1/N)P (x+ 1/N, t)
−N(Ω+(x) + Ω−(x))P (x, t).
(2.9)
In the diffusion approximation, one simply makes a Taylor series expansion of (2.9) and then truncates
at second order, which gives a Fokker–Planck partial differential equation. One can then consider the
paths of this Fokker–Planck equation which are governed by a stochastic differential equation. Computing
the stationary distribution and the jumping timescale then corresponds to solving this partial differential
equation with particular boundary conditions. In particular, since the system is one-dimensional, it can be
written in the form of a diffusion in a one-dimensional potential Φ. This potential governs the dynamics of
this system, and in particular governs the switching times of the system from one basin to another.
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In the WKB approximation, the procedure is more complex. We seek to understand how the distribution
of an initial condition placed near one attractor will behave. The motivating presumption is that it will
settle down to a characteristic shape inside the basin of attraction of this point, and this shape will decay
to zero on a timescale associated with the escape of trajectories out of this basin. More concretely: We first
assume that the solution of the master equation assuming that the initial condition is at x− with probability
1 can be written in quasistationary form,
Π(x, t) = e−t/τ− exp
(
NΨ−1(x) + Ψ0(x) +N−1Ψ1(x) + · · ·
)
,
where τ− is the yet-to-be-determined jumping timescale. If we truncate the above expression to remove
terms of order N−1, we obtain the quasistationary distribution
Π(x, t) = Π(x)e−t/τ− , with Π(x) = k(x)e−NΨ−1(x) and log k(x) = Ψ0(x).
We drop the subscript on Ψ−1 in the sequel. Here the function Ψ plays the role of a potential, similar to Φ in
the diffusion approximation and is also called the quasipotential for the system. The distribution Π(x, t) is
not a stationary distribution, since it will decay on the long timescale τ−1− , but the idea is that the solution
relaxes very quickly to Π(x), and then decays slowly to zero. One can perform an asymptotic expansion in
inverse powers of N to obtain equations for k,Ψ, τ−, see details below.
It is known [10, 9] that the WKB expansion gives an asymptotically correct expression for the jumping
timescale, whereas the diffusion approximation gives a slightly different, and wrong expression, but we
observe two things for this problem: first, the diffusion approximation is much simpler to compute, and
second, the answers obtained from the numerics show that the two answers are indistinguishable on the
types of problems that we can simulate.
2.4.1 Diffusion Approximation (See Appendix E.2.1)
Performing a Taylor expansion on (2.9) in powers of 1/N results in
∂P (x, t)
∂t
=
∞∑
n=1
N1−n
(−1)n
n!
∂n
∂xn
[αn(x)P (x)] , (2.10)
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where αn(x) = Ω+(x) + (−1)nΩ−(x). Terminating this series to order 1/N and writing f = α1, σ = α2
results in the diffusion approximation
∂P (x, t)
∂t
= − ∂
∂x
[f(x)P (x)] +
1
2N
∂2
∂x2
[σ(x)P (x)] =: L∗P. (2.11)
The diffusion approximation is a Fokker–Planck equation and has the equivalent stochastic differential
equation form
dx = f(x) dt+
√
σ(x)
N
dW (t). (2.12)
As N →∞, this is exactly the deterministic equation (2.7) discussed in section 2.3.
Linear–noise Approximation (See Appendix E.2.2)
The linear noise approximation is more commonly known as the van Kampen expansion [69, 68, 21]. The
idea here is to write x(t) = ϕ(t) + N−1/2z, obtain equations for z , then assume that ϕ(t) has some well-
defined limit as t →∞. In the case where the deterministic system has a unique attracting fixed point x∗,
applying the van Kampen expansion (see Appendix E.2.2 for more detail, we obtain
E[x(t)]→ x∗ (2.13)
Var(x(t))→ σ(x∗)
2N |f ′(x∗)| . (2.14)
This computation is simple and gives useful information: in particular we obtain the scaling of the variance
as a function of N . The one issue with this approximation is that it is guaranteed to be Gaussian and thus
cannot capture the skew of the original process.
Higher–order Moments (See Appendix C.4)
The linear noise approximation is the lowest order expansion for the diffusion approximation, but this can
be extended to a general perturbation expansion on (2.12). Writing
x(t) = x∗ +N−1/2x1(t) +N−1x2(t) + . . .
and truncating at second order, we obtain for large t:
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E[x(t)]→ x∗ + f
′′(x∗)σ(x∗)
4N(f ′(x∗))2
, (2.15)
Var(x(t))→ σ(x∗)
2N |f ′(x∗)| +
(f ′′(x∗))2σ2(x∗)
8N2(f ′(x∗))4
+
(σ′(x∗))2
16N2(f ′(x∗))2
, (2.16)
E[(x(t)− E[x(t)])3]→ (f
′′(x∗))3σ(x∗)3
8N3f ′(x∗)6
+
3(σ′(x∗))2f ′′(x∗)σ(x∗)
32N3f ′(x∗)4
. (2.17)
This next approximation gives additional insight into our process for case 1. In section 2.3, we determined
that once µ ≥ µ2, there is one stable equilibria at x0 = 1/2. At this equilibrium, both strategies have the
same proportions, but the sign of the centered third moment can give insight into which strategy has a slight
advantage. For now, we will just determine the sign of the centered third moment. Around the equilibria
x0 = 1/2, equation (2.17) simplifies to
E[(x− E[x])3] = (f
′′(x0))3
64N3f ′(x0)6
.
The sign of this only depends on the sign of f ′′(x0). Using the fact that a+ b = c+ d we can factor f ′′(x0)
as
f ′′(x0) =
32(c+ d)(a− c)(a− d)(2µ− 1)
(a+ b+ c+ d)3
.
The sign of the skew is now easily found.
µ2 < µ < .5 µ > .5
a > d E[(x− E[x])3] < 0 E[(x− E[x])3] > 0
a < d E[(x− E[x])3] > 0 E[(x− E[x])3] < 0
Thus for case 1.1 and small µ, although both strategies have equal sizes in the deterministic limit, there
is actually a skew to the distribution giving strategy B a slight advantage. Similarly for case 1.2.
Stationary Distribution (See Appendix D.3)
Setting the left-hand side of equation (2.11) to 0 and using the reflecting boundary conditions, it is straight-
forward to find the stationary distribution for the diffusion approximation:
Ps(x) =
Be−NΦ(x)
σ(x)
(2.18)
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where B is a normalization constant and the quasipotential is the function Φ(x) = −2 ∫ x
0
f(x′)
σ(x′) dx
′. By
differentiating equation (2.18) and neglecting the 1/N terms, one sees that for large N , the maxima of the
stationary distribution occur at the stable fixed points of the deterministic equation (2.7), while the minima
of the stationary distribution occur at the unstable fixed points of the deterministic equation (2.7).
First-Passage Times using Diffusion (See Appendix D.4)
Here we see to compute the mean first passage time (MFPT) from x− to x+ using (2.11). To calculate the
MFPT from x− to x+ we restrict our attention to the interval [0, x0] using the reflecting boundary condition
at 0 and imposing an absorbing boundary condition at x0. Let T (x) denote the first passage time at which
the system reached x0 starting at x and τ−(x) = E[T (x)] denote the MFPT from x to x+. The MFPT
satisfies
Lτ− + 1 = 0, τ ′−(0) = 0, τ−(x0) = 0, (2.19)
where
L := f(x) ∂
∂x
+
σ(x)
2N
∂2
∂x2
is the (formal) adjoint of the Fokker–Planck operator defined in (2.11). This follows from the fact that L
is the generator of the diffusion process [21]. Since the coefficients of the diffusion are known explicitly, we
can obtain a formula for τ−(x) by quadrature and apply Laplace’s integral method.
Equation (2.19) can be solved using integrating factors to find (using (2.18)),
τ−(x) = 2N
∫ x0
x
eNΦ(x
′)
∫ x′
0
e−NΦ(x
′′)
σ(x′′)
dx′′ dx′. (2.20)
For large N , e−NΦ(x) is sharply peaked around x− and therefore
∫ x′
0
e−NΦ(x
′′) dx′′ is nearly constant x′ ∈
[x, x0] for which e
NΦ(x′) is well above zero. With this assumption, equation (2.20) can be written as
τ(x) = 2N
∫ x0
x
eNΦ(x
′) dx′
∫ x0
0
e−NΦ(x
′′)
σ(x′′)
dx′′. (2.21)
The first integral is sharply peaked around x0 and the second integral is sharply peaked around x−. Using a
Gaussian approximation (that is, replacing Φ(·) with its second-order Taylor expansion), and replacing the
upper limits with any point strictly above x0, we obtain the MFPT from x− to x+ to be
τ− =
2pi
Ω+(x−)
√
Φ′′(x−)|Φ′′(x0)|
eN(Φ(x0)−Φ(x−)). (2.22)
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Notice in particular that this approximation is independent of x as long as it is not too close to x0. Thus
we can think of the quantity τ− as the MFPT for any initial condition starting in a neighborhood of x− to
reach a neighborhood of x+.
We can perform the same computation in the other direction to obtain
τ+ =
2pi
Ω−(x+)
√
Φ′′(x+)|Φ′′(x0)|
eN(Φ(x0)−Φ(x+)). (2.23)
2.4.2 WKB Approximation (See Appendix E.3)
We seek a quasistationary distribution of the master equation (2.9) in the form
Π(x, t) = k(x)e−NΨ(x)e−t/τ− . (2.24)
If we plug this ansatz into the Master equation (2.9), Taylor expand k,Ψ in powers of N−1, and assume that
τ−  N , then we obtain two solutions for the WKB solution, called the relaxation and activation solutions:
Πrel(x) =
B
Ω+(x)− Ω−(x) , (2.25)
Πact(x) =
A√
Ω+(x)Ω−(x)
e−NΨ(x), where Ψ(x) =
∫ x
0
ln
(
Ω−(x′)
Ω+(x′)
)
dx′. (2.26)
These solutions have a total of two free constants to be determined. Performing a matched asymptotic
expansion around the point x0 (again see appendix E.3 for details), we obtain the formula
τ− =
2pi
Ω+(x−)
√|Ψ′′(x0)|Ψ′′(x−)eN(Ψ(x0)−Ψ(x−)). (2.27)
Similarly, the MFPT from x+ to x− is
τ+ =
2pi
Ω−(x+)
√|Ψ′′(x0)|Ψ′′(x+)eN(Ψ(x0)−Ψ(x+)). (2.28)
2.4.3 Comparison of Quasipotentials
It is useful to compare the expressions (2.22) and (2.27); notice that the only difference is that there is a
different quasipotential: Φ for the diffusion approximation and Ψ for the WKB approximation. We repeat
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these here for comparison:
Φ(x) =
∫ x
0
−2Ω+(x
′)− Ω−(x′)
Ω+(x′) + Ω−(x′)
dx′, Ψ(x) =
∫ x
0
log
(
Ω−(x′)
Ω+(x′)
)
dx′.
Now first notice that the only way in which Φ,Ψ appear in the timescale is through the difference of values
at x0 and x−, so in fact we are really concerned with the numbers we obtain when we evaluate these integrals
from x− to x0.
These integrands are certainly different functions and there is no reason why they should be close.
However, let us write q(x) = Ω−(x)/Ω+(x), and expand each integrand in a Taylor series at q = 1:
Φ′(x) = −21− q
1 + q
=
∞∑
k=1
(−1)k−1
2k−1
(q − 1)k, Ψ′(x) = log(q) =
∞∑
k=1
(−1)k−1
k
(q − 1)k.
Note that these expressions are equal up to the third order term in (q − 1), and thus as long as Ω+(x)
and Ω−(x) are close, then we expect these two integrals to be close.
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Figure 2.6: Comparison of the quasipotentials Φ(x),Ψ(x) for particular parameter values a = 4, b = 1, c =
3, d = 2, µ = 0.05. The left frame shows the two functions on the same axis, and the right frame shows their
difference.
In particular, we plot the two quasipotentials for the parameters a = 4, b = 1, c = 3, d = 2, µ = 0.05
in Figure 2.6. Note that the two functions are indistinguishable except for near the ends of the domain.
Considering the difference on the interval [x−, x0], and we see that the difference between the functions is
four orders of magnitude smaller than the functions themselves.
Now, of course, when N →∞, the quasipotentials are multiplied by N and exponentiated, so that even
a small difference in the quasipotential will make a huge difference asymptotically. However, we should note
that both approximations are only expected to be accurate in the limit N →∞, and for any finite but large
N , the neglected terms in the expansion could dominate any difference in the quasipotentials. We actually
see that this is so in the simulations presented below.
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2.5 Simulation Results
2.5.1 Comparison Between van Kampen Approximation and Deterministic
System
This section compares the mean and variance of the simulations of the Markov process to the mean and
variance calculated from the linear-noise approximation in section 2.4.1.
Recall that the mean of the linear noise approximation is given by the deterministic equation (2.7).
Figure 2.7 compares the mean of the simulation of the Markov process against the bifurcation diagrams
determined in section 2.3. We see that the deterministic equation is a good approximation of the mean of
the process. The only location of disagreement is for µ close to the bifurcation values. Of course, as N
increases this will become more accurate.
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Figure 2.7: Mean of Markov process versus predicted mean. In the left frame we have an example of Case
1.1, a = 4, b = 1, c = 3, d = 2, N = 2000; in the right we have a = 4, b = 1, c = 2, d = 4, N = 2000.
Figure 2.8 compares the conditional variance of the Markov process around each equilibrium point against
equation (2.14). For the purposes of the figures, when there is only one equilibrium, we plot it on the x−
figure. Similar to the mean, the figures differ slightly once u gets close to the bifurcation points. Again this
is due the size of N .
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Figure 2.8: Conditional variance of case 1.1: a = 4, b = 1, c = 3, d = 2, N = 2000. In the left frame the
variance is conditioned around x− while in the right frame it is conditioned around x+.
2.5.2 Comparison of MFPT
The MFPTs calculated from both the diffusion approximation and WKB approximation differ in the form
of the quasipotential. The MFPT calculated from the WKB approximation will more accurately capture
the exponential time scale in which switching occurs in the limit as N → ∞. However, in simulating both
formulations we see they are indistinguishable. Simulations can only be done for relatively small N due to
the exponential stiffness of the problem, and we see that for any accessible simulation, the relative error is
indistinguishable.
To give us an idea of the accuracy of these approximations, we use a Monte Carlo simulation of the
Markov process: We averaged 1000 realizations of the Markov process to calculate the MFPT from x− to
x+. We know from both the diffusion approximation (2.22) and the WKB approximation (2.27) that these
MFPTs are exponentially large, which makes them hard to simulate using the Markov process.
We plot all of these in Figure 2.9. As µ → 0, the transition time becomes exponentially large, so the
range of µ for which we can capture this transition time is quite restricted. In each row, we plot only those
µ where we could perform a Monte Carlo simulation on the Markov chain directly in the right column. In
the left column, we extend the plotting region down to small µ.
For case 1.1, we were able to simulate the MFPT starting at µ = .06. Figure compares the MFPT from
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x− to x+ of the simulation of the Markov process (along with the 95% confidence interval) to the MFPT
approximated by the diffusion and WKB approximations. Initially τdiff− and τ
WKB
− are indistinguishable
and both fall within the confidence interval of our simulated τ−. As µ approaches the bifurcation point,
τdiff− and τ
WKB
− are still indistinguishable, but they no longer fall within the confidence interval of τ−. This
is due to the fact that τdiff− and τ
WKB
− are good approximations when N is large because the stationary
distribution is sharply peaked around x− and x+. The simulations we ran use N = 1000 and as µ approaches
the bifurcation point, the stationary distribution is not as sharply peaked, and we expect to need larger N
to make the asymptotics accurate.
2.6 Discussion
In this chapter, we have studied a stochastic version of a standard game-theoretic model, concentrating on
the case where there are multiple ESS strategies and when the population is small enough that stochastic
effects need to be taken into account. Our dynamics also include a mutation parameter for offspring, and
we prove that a large enough mutation factor always causes the multiple metastable solutions to merge.
The presence of noise due to a finite population turns each ESS solution into a metastable solution, and we
computed the asymptotics of the switching timescales between these.
We were able to completely characterize the bifurcation diagrams for this model when the system is in
the infinite population limit. We also were able to make two non-intuitive observations about the stochastic
process:
1. We see that the computation for the switching time using the diffusion approximation or the asymp-
totics directly on the Master equation give essentially the same results: specifically, we see in Figure 2.9
that the two approximations are indistinguishable over a wide range of parameters. What is perhaps
more surprising is that these two agree even when they are far away from the actual answer gotten from
Monte Carlo simulations — these approximations are more like each other than the quantity that they
are seeking to approximate. Of course, the fact that these approximations deviate from the true value
determined by Monte Carlo is not a contradiction, since these asymptotics are only guaranteed to be
correct in the N → ∞ limit. We also see from the same figure that this limit is very non-uniform in
system parameters, e.g. for fixed N the approximation has a different level of effectiveness for different
µ.
2. We also see that the stochastic system gives a finer picture of the dynamics than the deterministic limit
does. For example, consider cases where µ is small enough that the system has multiple metastable
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states. In the absence of mutation, these metastable states contain individuals of all one strategy,
corresponding to the requirement that each strategy is ESS. In the deterministic regime (N = ∞),
we have multiple stable solutions that will persist for all time, and in particular, the long-term steady
state behavior will depend strongly on the initial condition of the system. For large N , however, the
system will spend most of its time near these two solutions, but will switch between the two on the
timescales computed in section 2.4. Of course, in general the switching timescales in each direction will
be different (often, significantly different) so this allows us to understand which of the two solutions are
“more” stable, and which solution we will expect to observe more often. We also saw in section 2.4.1
that the stochastic dynamics have a bias even when the deterministic dynamics are symmetric, so that
the finite-size effects can lead to a bias; for example, the stochastic dynamics have a skew related to
the self-interaction strength of each population.
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Figure 2.9: MFPT from x− to x+ in two cases: the top row is an example of case 1.1: a = 4, b = 1, c =
3, d = 2, N = 1000, whereas the bottom row is an example of case 2: a = 4, b = 2, c = 1, d = 4, N = 1000.
In all cases we are plotting τ−, the transition time from x− to x+. The right column is a blowup of the left.
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Chapter 3
Lowering the Cooperation Threshold
Using Tit–for–Tat
3.1 Introduction
The model described in Chapter 2 is easily extendable to games between more than two strategies. As
the number of strategies grows, it is more difficult to do a complete analysis for a general payoff matrix
as in Chapter 2. For this reason, we look at three- and four-strategy games between the strategies always
cooperate (AllC), always defect (AllD), tit-for-tat (TFT) and win-stay lose-shift (WSLS). The strategy AllC
cooperates in every round of the Prisoner’s Dilemma tournament while AllD defects in every round. The
strategy TFT mimics what the other player did in the previous round. The strategy WSLS chooses whether
to cooperate or defect based on the payoff from the previous round; if they “won” the last round (got one of
the two highest payoffs t or r) WSLS repeats what they played in the previous round and if they “lost” the
last round (got one of the lower two payoffs p or s) WSLS switches what they played the previous round.
We follow a similar course as in Chapter 2. We use the deterministic equation to determine the mean
behavior of the process and classify the bifurcation diagrams. In the presence of large noise, we use the
conclusions of Chapter 2 to discuss switching times between metastable points using the diffusion approx-
imation. We conclude that adding TFT to a population of AllC, AllD, and WSLS lowers the benefit to
cost ratio needed to elicit cooperation. Our results confirm the results determined in [32], but do so more
rigorously and with modern stochastic techniques.
3.2 Model
3.2.1 Three Strategies
Consider the same model described in Chapter 2, but now with three competing strategies: A, B, and C.
Given the iterated Prisoner’s Dilemma payoff matrix between the three strategies, the fitness of a strategy is
computed as the average payoff to a player of that strategy in the current population similar to equation (2.2).
The probability of a given strategy reproducing is proportional to the strategies fitness and death is random
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exactly as in Chapter 2.
The system is completely determined just by knowing the number of individuals with strategy A and
the number with strategy B. Let i be the number of individuals with strategy A and j be the number of
individuals with strategy B. Then the state space of the process is {(i, j) : 0 ≤ i + j ≤ N} where N is the
total size of the system.
The possible transitions for the Markov process are
(i, j)→ (i+ 1, j) (i, j)→ (i, j + 1) (i, j)→ (i+ 1, j − 1)
(i, j)→ (i− 1, j) (i, j)→ (i, j − 1) (i, j)→ (i− 1, j + 1).
Using the notation for multidimensional birth–death processes developed in Appendix E.4, these transi-
tions can be written more concisely as
r0± = (±1, 0), r1± = (0,±1), r2± = (±1,∓1),
with transition rates
ω0+(i, j) = P (A born, C die, no mut.) + P (B born, C die, mut.) + P (C born, C die, mut.),
ω0−(i, j) = P (C born, A die, no mut.) + P (A born, A die, mut.) + P (B born, A die, mut.),
ω1+(i, j) = P (B born, C die, no mut.) + P (A born, C die, mut.) + P (C born, C die, mut.),
ω1−(i, j) = P (C born, B die, no mut.) + P (A born, B die, mut.) + P (B born, B die, mut.),
ω2+(i, j) = P (A born, B die, no mut.) + P (B born, B die, mut.) + P (C born, B die, mut.),
ω2−(i, j) = P (B born, A die, no mut.) + P (A born, A die, mut.) + P (C born, A die, mut.).
3.2.2 Four Strategies
Similarly, consider four competing strategies: A, B, C, and D. Then the state space of the process is
{(i, j, k) : 0 ≤ i + j + k ≤ N} where N is the total size of the system. The possible transitions for Markov
process are
r0± = (±1, 0, 0), r1± = (0,±1, 0), r2± = (0, 0,±1), r3± = (±1,∓1, 0), r4± = (±1, 0,∓1), r5± = (0,±1,∓1),
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with transition rates
ω0+(i, j, k) = P (A born, D die, no mut.) + P (B born, D die, mut.) + P (C born, D die, mut.) + P (D born, D die, mut.),
ω0−(i, j, k) = P (D born, A die, no mut.) + P (A born, A die, mut.) + P (B born, A die, mut.) + P (C born, A die, mut.),
ω1+(i, j, k) = P (B born, D die, no mut.) + P (A born, D die, mut.) + P (C born, D die, mut.) + P (D born, D die, mut.),
ω1−(i, j, k) = P (D born, B die, no mut.) + P (A born, B die, mut.) + P (B born, B die, mut.) + P (C born, B die, mut.),
ω2+(i, j, k) = P (C born, D die, no mut.) + P (A born, D die, mut.) + P (B born, D die, mut.) + P (D born, D die, mut.),
ω2−(i, j, k) = P (D born, C die, no mut.) + P (A born, C die, mut.) + P (B born, C die, mut.) + P (C born, C die, mut.),
ω3+(i, j, k) = P (A born, B die, no mut.) + P (B born, B die, mut.) + P (C born, B die, mut.) + P (D born, B die, mut.),
ω3−(i, j, k) = P (B born, A die, no mut.) + P (A born, A die, mut.) + P (C born, A die, mut.) + P (D born, A die, mut.),
ω4+(i, j, k) = P (A born, C die, no mut.) + P (B born, C die, mut.) + P (C born, C die, mut.) + P (D born, C die, mut.),
ω4−(i, j, k) = P (C born, A die, no mut.) + P (A born, A die, mut.) + P (B born, A die, mut.) + P (D born, A die, mut.),
ω5+(i, j, k) = P (B born, C die, no mut.) + P (A born, C die, mut.) + P (C born, C die, mut.) + P (D born, C die, mut.),
ω5−(i, j, k) = P (C born, B die, no mut.) + P (A born, B die, mut.) + P (B born, B die, mut.) + P (D born, B die, mut.).
3.3 Deterministic Equation
3.3.1 Three Strategies
Let x = iN and y =
j
N and assume the transition rates scale as ω
r
± = NΩ
r
±, for r = 0, 1, 2. Then the average
behavior of the Markov process obeys the deterministic equation
dx
dt
= Ω0+(x, y)− Ω0−(x, y) + Ω2+(x, y)− Ω2−(x, y),
dy
dt
= Ω1+(x, y)− Ω1−(x, y)− Ω2+(x, y) + Ω2−(x, y).
(3.1)
As a consequence of the constant population size, these dynamics take place of the simplex {(x, y) ∈ R2≥0 :
x+ y ≤ 1}.
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3.3.2 Four Strategies
Let x = iN , y =
j
N , z =
k
N and assume the transition rates scale as ω
r
± = NΩ
r
±, for r = 0, 1, 2, 3, 4, 5. Then
the average behavior of the Markov process obeys the deterministic equation
dx
dt
= Ω0+(x, y, z)− Ω0−(x, y, z) + Ω3+(x, y, z)− Ω3−(x, y, z) + Ω4+(x, y, z)− Ω4−(x, y, z),
dy
dt
= Ω1+(x, y, z)− Ω1−(x, y, z)− Ω3+(x, y, z) + Ω3−(x, y, z) + Ω5+(x, y, z)− Ω5−(x, y, z),
dz
dt
= Ω2+(x, y, z)− Ω2−(x, y, z)− Ω4+(x, y, z) + Ω4−(x, y, z)− Ω5+(x, y, z) + Ω5−(x, y, z).
(3.2)
As a consequence of the constant population size, these dynamics take place of the simplex {(x, y, z) ∈ R3≥0 :
x+ y + z ≤ 1}.
3.4 Quasistationary Distribution and Mean First–Passage Times
(See Appendix D.5.3)
As in Chapter 2, in the case of bistability we seek to use a quasistationary distribution to determine the
switching time between equilibria which gives a notion of which equilibrium is more stable. We will now
only consider the quasistationary distribution obtained from the diffusion approximation. As shown in
Chapter 2, the diffusion approximation is easier to calculate and is indistinguishable from the quasistationary
distribution obtained from the WKB expansion for practical system sizes.
The diffusion approximation for multidimensional birth–death master equation (see Appendix E.4.1) is
∂P (x, t|x0, t0)
∂t
= −
M∑
m=1
∂
∂xm
[Am(x)P (x, t|x0, t0)] + 1
2N
M∑
m=1
M∑
n=1
∂2
∂xm∂xn
[Bmn(x)P (x, t|x0, t0)] , (3.3)
where
Am(x) =
L∑
`=1
r`m
(
Ω`+(x)− Ω`−(x)
)
,
Bmn(x) =
L∑
`=1
r`mr
`
n
(
Ω`+(x) + Ω
`
−(x)
)
.
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For example, using the reactions listed in the 3 strategy section we would have,
A1(x, y) = Ω
0
+(x, y)− Ω0−(x, y) + Ω2+(x, y)− Ω2−(x, y)
A2(x, y) = Ω
1
+(x, y)− Ω1−(x, y)− Ω2+(x, y) + Ω2−(x, y)
B11(x, y) = Ω
0
+(x, y) + Ω
0
−(x, y) + Ω
2
+(x, y) + Ω
2
−(x, y)
B12(x, y) = −
(
Ω2+(x, y) + Ω
2
−(x, y)
)
B21(x, y) = −
(
Ω2+(x, y) + Ω
2
−(x, y)
)
B22(x, y) = Ω
1
+(x, y) + Ω
1
−(x, y) + Ω
2
+(x, y) + Ω
2
−(x, y)
We again seek a quasistationary distribution in the form
Π(x, t) = Π(x)e−t/τ where Π(x) = k(x)e−NΦ(x) (3.4)
where it is assumed the quasipotential Φ(x) takes a minimum at some stable equilibrium S and a maximum
at a saddle point H. In multiple dimensions, unless the system is a potential system, it is difficult to
directly integrate to find the quasipotential as in Chapter 2. Instead we use a classical mechanics approach.
Plugging the ansatz (3.4) into the diffusion approximation and grouping the lowest order terms, we find that
Φ satisfies the Hamiltonian
H (x,p) = 0, (3.5)
where
H(x,p) =
∑
i
Ai(x)pi +
1
2
∑
i,j
Bij(x)pipj and pi =
∂Φ
∂xi
.
Then the quasipotential Φ(x) is computed as the infimum over all trajectories from S to x of the classical
action function:
Φ(x) = inf
T>0
x(0)=S
x(T )=x
∫ T
0
L(x, x˙) dt (3.6)
where
L(x, x˙) =
1
2
∑
i,j
(x˙i −Ai(x))(B−1)ij(x)(x˙j −Aj(x)) (3.7)
is the Lagrangian conjugate to the Hamiltonian (3.5).
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The path that minimizes equation (3.6) will satisfy the Euler-Lagrange equations:
d
dt
(
∂L
∂x˙i
)
− ∂L
∂xi
= 0, (3.8)
with
x(0) = S and x(T ) = x.
Using this optimal path, the quasipotential can be computed by integrating the Lagrangian along this path.
The prefactor k(x) can be determined by looking at the next order equation after plugging in the ansatz
and subsequently the MFPT from S to H can be calculated. As seen in Chapter 2 the determining factor of
the MFPT is the shape of the quasipotential Φ(x). In the case of metastability, the MPFT will be greatest
for the equilibrium with the deepest well.
We are concerned with the case of two stable equilibria with the saddle point in between. To determine
which equilibrium has a deeper well (i.e. more stable) we can simply calculate Φ by use of equation (3.6) twice,
each time starting at the appropriate stable equilibrium and ending atH. Note that the quasipotential given
by equation (3.6) has been normalized so that Φ(S) = 0. Thus if we want to compare the quasistationary
distribution at two different equilibria we need to renormalize Φ. Therefore the equilibrium with the deeper
well will the the equilibrium for which Φ(H) is greatest.
3.5 Analysis of Examples with AllC, AllD, TFT, and WSLS
We now apply the three- and four-strategy models developed above to examples using the strategies AllC,
AllD, TFT, and WSLS. They payoffs between these four strategies for an infinitely repeated Prisoner’s
Dilemma game are contained in the following payoff matrix.

AllC AllD TFT WSLS
AllC r s r r+s2
AllD t p p p+t2
TFT r p t+r+p+s4
t+r+s+p
4
WSLS r+t2
p+s
2
t+r+s+p
4 r

. (3.9)
In the below examples we consider the a special case of Prisoner’s Dilemma in which it costs c to
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cooperate, but one obtains a benefit of b and one gains nothing from defecting:

C D
C b− c −c
D b 0
 with b > c. (3.10)
To keep all transition rates positive, we change this matrix by adding c to every payoff (which does not
change the dynamics of the game). The payoff matrix of consideration is then:

C D
C b 0
D b+ c c
 with b > c. (3.11)
Using this simplified Prisoner’s dilemma payoff matrix yields the iterated Prisoner’s Dilemma payoff matrix

AllC AllD TFT WSLS
AllC b 0 b b2
AllD b+ c c c b+2c2
TFT b c b+c2
b+c
2
WSLS 2b+c2
c
2
b+c b

. (3.12)
The results obtained in using this simplified game are almost identical (same qualitatively) to the results
using the standard payoff matrix, but the analysis is simpler with only two parameters b and c.
The analysis we perform for each example is the same. First, we perform a bifurcation analysis of the
deterministic equation. As in Chapter 2, the equilibria of the deterministic equation can only be determined
analytically for µ = 0. Once the equilibria are determined for µ = 0, the Implicit Function Theorem is used
to determine the motion of the equilibria with respect to µ. Second, we perform a stochastic analysis for
the Markov chain with small noise. More specifically, in the case of metastability, we use the quasipotentials
calculated from the diffusion approximation determine which equilibria has a deeper well of attraction and
thus which strategy dominates.
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3.5.1 Three–Strategy Game between AllC, AllD, and TFT
When µ = 0 the equilibria of the deterministic equation along with linear stability results are
Equilibrium Eigenvalues Eigenvectors Stability
(0, 0) 1− 2cb+c 1− 2bb+c (1, 0) (0, 1) U S
(1, 0) 0 cb (1, 0) (−1, 1) I U
(0, 1) 0 −1 (0, 1) (−1, 1) I S
( b−c2b ,
b−c
2b ) i
c(b−c)
b(b+c) −i c(b−c)b(b+c) (− b+icb−ic , 1) (− b−icb+ic , 1) I I
The equilibrium ( b−c2b ,
b−c
2b ) is locally a center, however we conjecture that it is globally a center as well.
When µ 6= 0, the equilibrium originating from this point remains the only equilibrium in the simplex and is
always stable. This equilibria represents a population that is a mix of all three strategies.
Figure 3.1 shows a numerical simulation of this bifurcation behavior where the bifurcation parameter, µ,
is plotted on the z-axis.
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Figure 3.1: Bifurcation diagram for game between AllC, AllD, and TFT using b = 2 and c = 1. The
equilibria of equation (3.1) are computed numerically are plotted against the bifurcation parameter, µ.
3.5.2 Three–Strategy Game between AllC, AllD, and WSLS
This example has two parameter regimes in which there is different stability behavior: b < 2c and b > 2c.
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• b < 2c
When µ = 0 the equilibria of the deterministic equation are
Equilibrium Eigenvalues Eigenvectors Stability
(0, 0) − 12 cb − 12 (1, 0) (0, 1) S U
(1, 0) c2b
c
b (1, 0) (−1, 1) U U
(0, 1) −1 −1/2 (−1, 1) (0, 1) S S
When µ 6= 0, the equilibrium originating at (0, 1) remains the only equilibria in the simplex and is
always stable. For small µ, it remains near (0, 1) which represents a population close to AllD. For
larger µ it moves more towards the middle of the simplex (due to mutation acting like a diffusive term)
which represents a more mixed population. We conclude that AllD dominates.
Figure 3.2 shows a numerical simulation of this bifurcation behavior where the bifurcation param-
eter µ is plotted on the z-axis.
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Figure 3.2: Bifurcation diagram for game between AllC, AllD, and WSLS using b = 1.5 and c = 1. The
equilibria of equation (3.1) are computed numerically are plotted against the bifurcation parameter, µ.
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• b > 2c
When µ = 0, the equilibria of the deterministic equation are
Equilibria Eigenvalues Eigenvectors Stability
(0, 0) − 12 cb − 12 (1, 0) (0, 1) S S
(1, 0) c2b
c
b (1, 0) (−1, 1) U U
(0, 1) −1 −1/2 (−1, 1) (0, 1) S S
(0, b−2cb−c )
b
3b−2c − 1 1− 2b3b−2c (− 2c3(b−2c) − 1, 1) (0, 1) S U
For small µ, the equilibria originating at (0, 0), (0, b−2cb−c ) and (0, 1) remain the only equilibria in the
simplex and have the respective stabilities, stable, unstable, and stable. Thus we have bistability with
of a population close to all WSLS and a population close to all AllD. We do not yet know which will
dominate. There exists a bifurcation point, µ1, such that for µ > µ1, the equilibrium originating at
(0, 1) remains the only equilibria and remains stable. Thus for large enough µ AllD dominates.
Figure 3.3 shows a numerical simulation of this bifurcation behavior where the bifurcation param-
eter µ is plotted on the z-axis.
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Figure 3.3: Bifurcation diagram for game between AllC, AllD, and WSLS using b = 3 and c = 1. The
equilibria of equation (3.1) are computed numerically are plotted against the bifurcation parameter, µ.
To determine which strategy will dominate in the case of bistability (0 < µ < µ1), we numerically
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Figure 3.4: Optimal paths from SWSLS to H and from SAllD to H and stochastic realization of escape
from SAllD for game between AllC, AllD, and WSLS with b = 3, c = 1 and µ = .03
solve for the quasipotential Φ. For notational purposes, let SWSLS(µ) be the equilibrium which
originated from (0, 0), H(µ) be the equilibrium which originated from (0, b−2cb−c ), and SAllD be the
equilibrium which originated from (0, 1).
As described in section 3.4, we calculate the optimal paths from SWSLS to H and from SAllD to
H. Figure 3.4 shows an example of these two optimal paths which we calculated numerically using the
Euler-Lagrange equations (3.8). We also plot a stochastic realization of the process escaping SAllD.
We see that the stochastic process stays close to this optimal path. Each of these paths are then
plugged into the Lagrangian (3.7) and integrated to find the height of the quasipotential at the saddle
point, ΦWSLS(H) and ΦAllD(H). Whichever is larger will have the deeper well. Numerically, we
find that if 2c < b ≤ 3c then ΦWSLS(H) < ΦAllD(H) implying that AllD dominates and if b > 3c
then ΦWSLS(H) > ΦAllD(H) which implies WSLS dominates.These numerical results are shown in
Figure 3.5. The payoff matrix (3.11) is unique up to scaling so we only show results for constant c
while varying b.
43
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 40
1
2
3
4
5
6
7
8
9 x 10
−8
b
 
 
ΦWSLS(H)
ΦAllD(H)
Figure 3.5: Comparison of well-depths for game between AllC, AllD, and WSLS with c = 1 and µ = .001
3.5.3 Four–Strategy Game between AllC, AllD, TFT, and WSLS
Again, this example has two parameter regimes: b < 2c and b > 2c.
• b < 2c
When µ = 0, the equilibria of the deterministic equation are
Fixed point Eigenvalues Eigenvectors Stability
(0, 0, 0) − 1
2
2c−b
2b
c−b
2b
(1, 0, 0) (0, 1, 0) (0, 0, 1) S U S
(1, 0, 0) c
2b
c
b
0 (1, 0, 0) (−1, 1, 0) (−1, 0, 1) U U I
(0, 1, 0) −1 −1/2 0 (−1, 1, 0) (0, 1, 0) (0,−1, 1) S S I
(0, 0, 1) b−c
b+c
c−b
b+c
0 (−1, 0, 1) (0,−1, 1) (0, 0, 1) U S I
( b−c
2b
, b−c
2b
, c
b
) 0
c(b−c)i
b2+cb
− c(b−c)i
b2+cb
(1, 1, 0) (−c+bi
2c
, −c−bi
2c
, 1) (−c−bi
2c
, −c+bi
2c
, 1) I I I
(0,
(b−c)2
b2−bc+c2 ,
c2
b2−bc+c2 ) ∗ ∗ ∗ ∗ ∗ ∗ S U S
where the last equilibrium has eigenvalues,
−(2(b− c)2)
3b2 − 3bc+ 2c2 ,
(b− c)2 −√(b− c)3(b− 5c)
2(3b2 − 3bc+ 2c2) ,
(b− c)2 +√(b− c)3(b− 5c)
2(3b2 − 3bc+ 2c2)
and the eigenvectors are too complex to write down here.
When µ 6= 0, the equilibrium originating at (0, (b−c)2b2−bc+c2 , c
2
b2−bc+c2 ) remains the only equilibrium in
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the simplex and is always stable. For small µ, it remains near (0, (b−c)
2
b2−bc+c2 ,
c2
b2−bc+c2 ) which represents
a mixed population of AllD, TFT, and WSLS but with a majority of TFT.
Figure 3.6 shows a numerical simulation of this bifurcation behavior where the bifurcation param-
eter µ is now implicit.
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Figure 3.6: Bifurcation diagram for game between AllC, AllD, TFT and WSLS using b = 1.5 and c = 1.
The equilibria of equation (3.1) are computed numerically are plotted implicitly against the bifurcation
parameter, µ.
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• b > 2c
When µ = 0, the equilibria of the deterministic equation are
Fixed point Eigenvalues Eigenvectors Stability
(0, 0, 0) − 1
2
2c−b
2b
−bc
2b
(1, 0, 0) (0, 1, 0) (0, 0, 1) S S S
(1, 0, 0) c
2b
c
b
0 (1, 0, 0) (−1, 1, 0) (−1, 0, 1) U U I
(0, 1, 0) −1 −1/2 0 (−1, 1, 0) (0, 1, 0) (0,−1, 1) S S I
(0, 0, 1) b−c
b+c
c−b
b+c
0 (−1, 0, 1) (0,−1, 1) (0, 0, 1) U S I
(0, b−2c
b−c , 0)
b−2c
3b−2c
−c
3b−2c
2c−2b
3b−2c (0, 1, 0) (0, 0, 1) (
4c−3b
3(b−2c) , 1, 0) U S S
( b−c
2b
, b−c
2b
, c
b
) 0
c(b−c)i
b2+cb
− c(b−c)i
b2+cb
(1, 1, 0) (−c+bi
2c
, −c−bi
2c
, 1) (−c−bi
2c
, −c+bi
2c
, 1) I I I
(0,
(b−c)2
b2−bc+c2 ,
c2
b2−bc+c2 ) ∗ ∗ ∗ ∗ ∗ ∗ S U S
where the last equilibrium has the same eigenvalues and eigenvectors as in the previous case.
For small µ, the equilibria originating at (0, 0, 0), (0, b−2cb−c , 0) and (0,
(b−c)2
b2−bc+c2 ,
c2
b2−bc+c2 ) remain
the only equilibrium in the simplex. The equilibrium originating at (0, 0, 0) is stable. The equilibrium
originating at (0, b−2cb−c , 0) is a saddle: stable in two directions and unstable in the third. The equilibrium
originating at (0, (b−c)
2
b2−bc+c2 ,
c2
b2−bc+c2 ) is also a saddle: outward spiral in 2 directions and stable in the
third. There exists a bifurcation point, µ1, such that for µ > µ1, the equilibrium originating at (0, 0, 0)
remains the only equilibrium and is stable. Thus, regardless of the bifurcation parameter, WSLS
always dominates.
Figure 3.7 shows a numerical simulation of this bifurcation behavior where the bifurcation param-
eter µ is now implicit.
Note: Although it is not obvious, when µ = 0, the equilibria in the three strategy examples are embedded
in the 4 strategy example with the size of the 4th strategy being 0. For example, take the game between
AllC, AllD, and TFT. One equilibria is ( b−c2b ,
b−c
2b ). The concentration of AllC is
b−c
2b , the concentration of
AllD is b−c2b , and therefore the concentration of TFT is
b
c . Thus in the 4 strategy case, this equilibrium
will be ( b−c2b ,
b−c
2b ,
c
b ) which is indeed an equilibrium in the 4 strategy example. However, once mutation is
present, these equilibria might act quite differently than in the 3 strategy examples.
3.6 Discussion
In this chapter, we have extended the two strategy model studied in Chapter 2. We study the deterministic
system for specific strategies and determine the bifurcation diagrams with some examples exhibiting bista-
bility. The presence of noise turns these solutions into metastable solutions. As a conclusion of Chapter 2,
we compute the quasipotential via the diffusion approximation in this metastable regime. The shape of the
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Figure 3.7: Bifurcation diagram for game between AllC, AllD, TFT and WSLS using b = 3 and c = 1.
The equilibria of equation (3.1) are computed numerically are plotted implicitly against the bifurcation
parameter, µ.
quasipotential dictates the shape of the quasistationary distribution ans the switching times and allows us
to determine which equilibria is “more” stable.
The strategies we considered in this chapter were the standard IPD strategies, AllC, AllD, TFT, and
WSLS. In a game between AllC and AllD, it is obvious that AllD will dominate. Adding TFT to the game
causes all strategies coexist. Thus TFT allows cooperation to emerge, but does not eliminate AllD. Adding
WSLS to a game between AllC and AllD leads to three parameter regimes. If the benefit to cost ratio is
below b < 3c then AllD still dominates. If b > 3c, for small mutation WSLS dominates, while for large
mutation AllD to dominates again. Thus WSLS allows cooperation to emerge and eliminates AllD (except
effects due to mutation) only under certain conditions. Adding both TFT and WSLS to a game between
AllC and AllD leads to two parameter regimes. For b < 2c, there will be a mixed population of AllD,
TFT, and WSLS. Thus cooperative strategies emerge, but they do not eliminate AllD. For b > 2c, WSLS
dominates not matter how large mutation. Thus the presence of TFT in this last case lowered the threshold
for cooperation from b < 3c to b < 2c and eliminated any effects mutation would have on the solution.
We conclude that adding TFT to a population elicits cooperation. However, TFT is not the dominating
strategy. TFT is a catalyst to start the cooperation and ultimately the more forgiving strategy WSLS dom-
inates. This is a common game theory result, however our approach uses modern techniques of bifurcation
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analysis and stochastic processes instead of game theory arguments or only numerical simulations of the
game.
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Chapter 4
Global Stability of a Trait–Based
Competitive Exclusion Model with
Mutation
4.1 Introduction
The principle of competitive exclusion has been around since 1904 when Joseph Grinell stated that two
species competing for the same resource cannot coexist [23]. This principle was first developed into a
mathematical model by MacArthur and Levins who used Lotka–Volterra dynamics to describe a population
of competing individuals [41, 42].
The purpose of this chapter is to extend the multidimensional trait-based Lotka–Volterra model stud-
ied in [7]. We consider a population of individuals characterized by a sequence of traits which is called
the individual’s niche. The population of individuals evolves according to a birth–death process; individ-
uals reproduce independently at a constant rate and die due to competition with other individuals. The
competition between two individuals is determined by the distance between their niches and is greater
when the two individual’s niches are closer. A large body of work has already been done on the subject
[42, 61, 56, 28, 57, 60, 59, 19, 18, 44], but the advantages of our model over existing models is threefold:
1. We use a multidimensional niche space. This allows for individuals to be characterized by more than
one trait, which is often the case in nature. The added complexity in a multidimensional niche space
possibly allows for more interesting dynamics to take place.
2. We add mutation to the model by adjusting the birth rates of individuals. Mutation is critical to any
model of evolution, but it is included in few existing models.
3. We consider an arbitrary competition kernel. There has been much debate over which competition
kernels are valid for a competitive exclusion model. The choice of said kernel has also been shown to
greatly influence the dynamics of the model.
In addition the the advantages listed above, we prove global stability results while previous models only
consider local stability results. We also look at the stochastic formulation of the model to determine the
timescale at which the process jumps between multiple attractors.
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In this chapter, we first describe the mathematical model and briefly discuss local stability results. We
then mainly focus on proving global stability results. We begin with the case of no mutation and derive a
condition for coexistence of all niches. When coexistence fails, we develop an algorithm to determine which
stability pattern will occur. We then use these results to determine the effects of adding mutation to the
model. We find that although the system is nonlinear, the global stability can be predicted from the linear
stability analysis. Then, through the use of stochastic simulations, we find the stability pattern given by the
largest unstable eigenvalue has the largest switching timescale and is therefore most attractive.
4.2 Model
Individuals in this model are characterized by L traits, each of which has ∆` options, ` = 1, . . . L. Niches
are represented by a sequence of length L and are determined by choosing an option for each trait. Niches
within the niche space are denoted by capital letters such as I and J and the whole niche space is Ω = {I =
(I1, . . . , IL) : I` ∈ {0, . . . ,∆` − 1} for all ` = 1, . . . , L}. These sequences have a natural mapping into base
ten and we will therefore often use integers, i ∈ {0, . . . , N − 1}, to index the niches where N = ∏L`=1 ∆` is
the total number of niches.
We let ni denote the number of individuals in niche I and xi =
ni
V denote the concentration of individuals
in niche I where V is a chosen system size parameter. This system size parameter does not represent the
total number of individuals in the population but rather controls the amount of noise in the system. The
vector n = (ni)i∈{0,...,N−1} (or x = (xi)i∈{0,...,N−1}) represents the state of the process.
The birth and death rates of the process are dependent upon the distance between niches. For the
multidimensional niche space considered in this model, we use Hamming distance. The Hamming distance
between niches I and J is the number of traits in which I and J differ
d(I, J) =
L∑
`=1
1− δI`,J` .
We assume all individuals have the same birth rate, so without loss of generality we assume the birth
rate is 1. In the absence of mutation, an individual in niche I will give birth to another individual in niche
I. Allowing for the possibility of mutations, an individual in niche J can give birth to an individual in niche
I if a point mutation occurs in all the traits where the two niches differ and none of the traits where the
two niches are the same. Therefore, the probability an individual in niche J gives birth to an individual in
niche I is
f(d(I, J)) = µd(I,J)(1− µ)L−d(I,J),
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where µ is the probability of a point mutation. Note that by definition
∑
J∈Ω f(d(I, J)) = 1.
Death is due to pairwise competition between individuals and and the amount of competition is de-
termined by the competition kernel, denoted g(d(I, J)). Competition between individuals is highest when
the Hamming distance between individuals’ niches are smallest, therefore requiring g to be decreasing. We
further assume g is normalized by the carrying capacity C =
∑
J∈Ω g(d(I, J)). Due to symmetry, it is not
hard to see that this carrying capacity is independent of the choice of I. The proofs contained in this chapter
are valid for any choice of g unless stated otherwise. For all examples in this chapter, we use the family of
competition kernels:
g(d(I, J)) = e−(
d(I,J)
R )
σ
,
where R represents competition length and σ stretches the the shape of g.
The model can then be represented as Markov process with transition rates (per unit time),
ω+(ni) =
N−1∑
j=0
Fijxj , (4.1)
ω−(ni) = xi
N−1∑
j=0
Gijxj , (4.2)
where Fij = f(d(I, J)) and Gij = g(d(I, J)).
4.3 Deterministic Analysis
As V → ∞, the mean behavior of the stochastic process defined by equations (4.1) and (4.2) can be
described by the following set of differential equations (see appendix E.2.2 for details of the derivation of
the deterministic equation):
dxi
dt
=
N−1∑
j=0
Fijxj − xi
N∑
j=0
Gijxj (4.3)
or in matrix form:
dx
dt
= Fx− diag(x)Gx.
This system is similar to a Lotka–Volterra system except for the extra birth terms due to mutation.
Due to the normalization of F and G, it is easy to see that x∗ = 0 and x∗ = 1 are always equilibria
of the system (4.3). The equilibrium x∗ = 0 corresponds to extinction of all niches and is always unstable.
The equilibrium x∗ = 1 corresponds to coexistence of all niches and may or may not be stable depending
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on the choice of competition kernel. Other nonhomogenous equilibria may also exist.
Note that trajectories of the system (4.3) are bounded below by 0 and bounded above by some constant.
For any niche I, if xi → 0 then
dxi
dt
→
∑
j∈{0,...,N−1}
j 6=i
Fijxj ≥ 0.
Therefore the xi must either stay at 0 or increase and trajectories remain bounded below by 0. Intuitively,
this condition implies that no niche can have a negative size which is an appropriate condition for a population
model. On the other hand, if for any niche xi →∞, then dxidt will be dominated by the term Fiixi −Giix2i .
Clearly, for large xi this term must be negative. Therefore xi must decrease and trajectories of the system
are bounded above.
4.3.1 Spectrum of Hamming Matrices
Matrices of the type F (and G) are known as Hamming matrices and are said to be generated by the functions
f (and g resp.). Hamming matrices are a special case of block-circulant with circulant-block matrices (BCCB)
whose spectrum has been discussed in [15]. For the particular problem of Hamming matrices, the spectrum
of has been discussed in [7]. The results are summarized below.
The eigenvalues of Hamming matrices are given by
λi =
 L∏
`=1
∆`−1∑
k`=0
B(k1, . . . ,KL)(Ω
k1
1 ⊗ · · · ⊗ ΩkLL )

i
, (4.4)
where
B(k1, . . . ,KL) = f(L−
L∑
`=1
δk`,0),
ω` = e
2pii
∆` , Ω` = (1, ω`, ω
2
` , . . . , ω
∆`−1
` ).
The eigenvectors of Hamming matrices are given by the columns of the matrix
F = F∆1 ⊗ · · · ⊗ F∆L , (4.5)
where ⊗ is the Kronecker product between matrices and F∆` is the normalized discrete Fourier matrix,
(F∆`)IJ = exp(
2piiIJ
∆`
).
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Before we proceed, we note some properties of Hamming matrices which will be useful later.
1. Each row of a Hamming matrix is simply a permutation of another row. Therefore Hamming matrices
have constant absolute row sum and without loss of generality we assume all Hamming matrices have
been normalized to have the absolute row sum of 1.
2. A degenerate eigenvalue will appear multiple times in equation (4.4) depending on it’s multiplicity.
3. For any normalized Hamming matrix F , ρ(F ) ≤ ‖F‖1 = 1.
4. In particular, λ0 = 1 and v0 =
1√
N
1.
5. By definition, F is unitary and depending on the choice of ∆, may be complex. Working through
examples with complex F may be tedious, but a change of basis can always be performed to ensure
that F is real. Therefore, we assume F is real and will rely on the fact that F−1 = FT .
6. Entries of the discrete Fourier matrix F∆` are roots of unity, so normalized they all have modulus 1√∆` .
Therefore all entries in F have modulus ∏L`=1 1√∆` = 1√N .
7. Except for the first column, all columns of a discrete Fourier matrix have an average of 0. This
property is conserved when taking the Kronecker product. Therefore, except for v0, all eigenvectors of
a Hamming matrix have an average of 0.
8. All columns of a discrete Fourier matrix are linearly independent. This property is conserved when
taking the Kronecker product. Therefore all eigenvectors of a Hamming matrix are linearly independent
(even if there are degenerate eigenvalues).
Two Hamming matrices defined on the same niche space, generated by distinct functions will be diago-
nalized by the same matrix F so that the system (4.3) can be diagonalized. Letting y be the coefficient in
Fourier space defined as x = Fy, equation (4.3) in Fourier space is:
x˙ = Fx− diag(x)Gx
F y˙ = FFy − diag(Fy)GFy
y˙ = FTFFy −FT diag(Fy)GFy
y˙ = FTFFy −FT diag(Fy)FFTGFy
y˙ = DF y −FT diag(Fy)DGy (4.6)
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where DF is the diagonal matrix containing the eigenvalues of F and DG is the diagonal matrix containing
the eigenvalues of G. We will often switch between equation (4.3) and equation (4.6) depending on our
needs.
4.3.2 Linear Stability Analysis
Linearizing equation (4.3) around a given equilibrium x∗ we find
dx
dt
= J(x∗)(x− x∗), (4.7)
where J(x∗) = F − diag(x∗)G − diag(Gx∗) is the Jacobian of the system (4.3). As long as, J(x∗) has
no eigenvalues of real part 0, the Hartman–Grobman Theorem (see Appendix A.3) implies that the local
behavior of (4.3) around x∗ is the same as that of the linearized system (4.7). It is difficult to analytically
determine all equilibria of the system (4.3), but considering the equilibrium x∗ = 1 can give a great deal of
information about the system.
Theorem 1. If F −G− I is negative definite then the equilibrium x∗ = 1 is locally asymptotically stable.
Proof. The Jacobian at x∗ = 1 simplifies to
J(1) = F −G− I
which is a Hamming matrix. By assumption F −G− I is negative definite so all eigenvalues have negative
real part. As a result of the Hartman–Grobman theorem, x∗ = 1 is locally asymptotically stable.
In particular, when µ = 0, J(1) = −G. Thus, in the absence of mutation, when G is positive definite
then x∗ = 1 is locally asymptotically stable.
In our global stability analysis we will often consider the definiteness of G. It might seem as though we
mixed up the stable an unstable directions of the system, but based on the previous observation, positive
eigenvalues of G correspond to stable directions of the system while negative eigenvalues of G correspond to
unstable directions of the system.
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4.3.3 Global Stability Analysis
We begin the global stability analysis by first considering the case of no mutation. Without mutation, we
have the standard Lotka–Volterra equations
dxi
dt
= xi − xi
N−1∑
j=0
Gijxj = xi
1− N−1∑
j=0
Gijxj
 . (4.8)
Although we do not utilize the correspondence between Lotka–Volterra dynamics and evolutionary game
theory dynamics we note that the Lotka-Volterra equation (4.8) has a one-to-one correspondence to the
N + 1 dimensional replicator equations with linear fitness:
dyi
dt
= yi(fi(y)− f¯(y)), i = 1, . . . , N + 1 (4.9)
where fi(y) =
∑N+1
j=1 aijyj and f¯(y) =
∑
i xifi(y).
1
Theorem 2. If G is positive definite then the equilibrium x∗ = 1 of equation (4.8) is globally asymptotically
stable.
Proof. If x(0) is in the interior of RN+ then trajectories of the system will stay in the interior. Trajectories
may approach a boundary, but can never attain a value on a boundary. For this reason, we assume x(0) is
in the interior and look for an interior equilibrium. (The boundary case will be addressed in Theorem 3.)
We seek to show that the function V : RN+ → R,
V (x) = (x− 1)TG(x− 1) =
N−1∑
i,j=0
(xi − 1)Gij(xj − 1), (4.10)
is a global Lyapunov function for equation (4.8) and then use the Lyapunov Stability Theorem (see Ap-
pendix A.3) to show x∗ = 1 is globally asymptotically stable.
It is easy to see that V (1) = 0. By assumption, G is positive definite so V (x) > 0 for all x 6= 1. By
1To see this correspondence begin with equation (4.9) and perform the change of variable xi =
yi
yN+1
. Then after some
computations we have
dxi
dt
= yN+1xi
 N∑
j=1
(aij − aN+1,j)xj + (ai,N+1 − aN+1,N+1)

The term yN+1 does not affect the motion of the dynamics, just the speed of the dynamics and therefore we can ignore it. By
setting Ri = ai,N+1 − aN+1,N+1 and Gij = aij − aN+1,j we obtain the generalized Lotka–Volterra equations:
dxi
dt
xi(Ri −
N−1∑
j=0
Gijxj), i = 1, . . . , N.
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definition, all entries of G are positive, so it is also easy to see that V (x)→∞ as ‖x‖ → ∞. All that is left
to show is that V decreases along trajectories of (4.8). By definition, Hamming matrices are symmetric so
that
∂V
∂xi
= 2
N−1∑
j=0
Gij(xj − 1). (4.11)
Then
dV
dt
(x) =
N−1∑
i=0
∂V (x)
∂xi
dxi
dt
(4.12)
=
N−1∑
i=0
2N−1∑
j=0
Gij(xj − 1)
xi
1− N−1∑
j=0
Gijxj

=
N−1∑
i=0
2N−1∑
j=0
Gij(xj − 1)
xi
1− N−1∑
j=0
Gij(xj − 1)−
N−1∑
j=0
Gij

=
N−1∑
i=0
2N−1∑
j=0
Gij(xj − 1)
xi
1− N−1∑
j=0
Gij(xj − 1)− 1

= −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
N−1∑
j=0
Gij(xj − 1)

= −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
2 . (4.13)
With the assumption of an interior fixed point, dVdt (x) = 0 if and only if
∑N−1
j=0 Gij(xj−1) = 0. The positive
definiteness of G allows us to solve, x∗ = G−11 = 1. Therefore dVdt (1) = 0 and
dV
dt (x) < 0 for all x 6= 1 and
this completes the proof.
In the proof of Theorem 2, we assumed x(0) is in the interior of RN+ so that trajectories must stay in the
interior. What happens if x(0) is on a boundary? Suppose x(0) is on a boundary such that xi(0) = 0 for some
i. It is easy to see that this implies x˙i ≡ 0 and we can therefore disregard any of the dynamics involving
xi and reduce the dimension of the system. To show this mathematically, we will need some additional
notation. Let Ω˜ = {I ∈ Ω : xi 6= 0} represent the non-zero niches in the system. Then equation (4.3) can be
reduced to
dxi
dt
= xi(1−
∑
j
G˜ijxj) for I, J ∈ Ω˜, (4.14)
where G˜ij = Gij for I, J ∈ Ω˜. Formulas similar to equations (4.4) and (4.5) can be used to calculate the
spectrum of this reduced matrix G˜. We then develop a theorem similar to Theorem 2.
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Theorem 3. Given Ω˜, if G˜ is positive definite and the equilibrium x˜∗ = G˜−11 of (4.14) is non-negative
then it is globally asymptotically stable.
Proof. Begin by assuming x˜(0) is in the interior. If it is not, then further reduce the system until it is.
Define the function
V˜ (x˜) = −(x˜− x˜∗)T G˜(x˜− x˜∗). (4.15)
By the same proof as Theorem 2 (but on the reduced system), we show V is a global Lyapunov function
and therefore x˜∗ is globally asymptotically stable.
Note that x˜∗ = G˜−11 always exists since we assume G˜ is positive definite, but it is not guaranteed to
be non-negative; hence the extra assumption in the statement of Theorem 3. Also, Theorem 3 does not
guarantee any global stability in the full system.
Theorem 3 can be used in two ways. If G is positive definite, but x(0) is on a boundary then it determines
if there exists a globally asymptotically stable equilibria on that boundary. Perhaps more powerfully, we
will use Theorem 3 to help determine the stability pattern when G is not positive definite (see step 6 of
Algorithm 8).
If G is not positive definite then immediately V (x) > 0 (defined as in equation (4.10)) is no longer satisfied
disallowing the use of the Lyapunov Stability Theorems. Instead we use LaSalle’s Invariance Principle (see
Appendix A.3). To use LaSalle’s Invariance Principle, we first need to establish that V is bounded below.
This bound is established by the following two lemmas.
Lemma 4. For all U ⊂ {1, . . . N}, y0 ≥
∑
i∈U |yi|.
Proof. By definition,
x = Fy = y0v0 + y1v1 + · · ·+ yNvN .
For all i /∈ U set yi = 0 so that x is only a linear combination of v0 and vi for i ∈ U :
x = y0v0 +
∑
i∈U
yivi.
Property 7 of Hamming matrices (see section 4.3.1) shows that vi for i 6= 0 has mean 0. Therefore
∑
i∈U yivi
must also have mean 0, but cannot be identically zero since property 8 of Hamming matrices shows all
eigenvectors are linearly independent. Therefore, there exist both positive and negative components in∑
i∈U yivi. In order to keep x non-negative, the negative components must be smaller than or equal to the
corresponding component in y0v0. The largest possible negative component would have magnitude
∑
i∈U |yi|.
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Therefore we need y0 ≥
∑
i∈U |yi|.
Lemma 5. V (x) is bounded below.
Proof. When G is positive definite this lemma is trivial since we have V (x) ≥ 0. Therefore assume G is not
positive definite. This proof is most easily done in the Fourier space so we begin by writing,
V (x) = (x− 1)TG(x− 1)
V (y) = (y −F1)TFTGF(y −F1)
= (y −F1)TDG(y −F1),
where DG is the diagonal matrix containing the eigenvalues of G. By noting that F1 = (
√
N, 0, . . . , 0)T , we
get
V (y) = λ0(y0 −
√
N)2 +
N∑
i=1
λiy
2
i .
Let U be the set of indices corresponding to the negative eigenvalues of G (unstable eigenvalues of −G) and
S be the set of indices corresponding to the positive eigenvalues (stable eigenvalues of −G). Then
V (y) = λ0(y0 −
√
N)2 +
∑
i∈U
λiy
2
i +
∑
i∈S
λiy
2
i
≥ λ0(y0 −
√
N)2 +
∑
i∈U
λiy
2
i
≥ λ0(y0 −
√
N)2 + λ
∑
i∈U
y2i ,
where λ = mini∈U λi. It follows from Lemma 4 that
y20 ≥
(∑
i∈U
|yi|
)2
=
∑
i∈U
y2i + 2
∑
i,j∈Ui 6=j
|yi||yj |
≥
∑
i∈U
y2i .
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Using the fact that −1 ≤ λ ≤ 0 and λ0 = 1, we get
λ0y
2
0 ≥ −λ
∑
i∈U
y2i
λ0y
2
0 + λ
∑
i∈U
y2i ≥ 0.
Therefore
V (y) ≥ −2
√
Ny0 +N
By definition y0 =
∑N−1
i=0 xi. We previously discussed that trajectories of x are bounded above by some
constant, M . Therefore y0 ≤ NM and we provide a lower bound for V :
V (y) ≥ −2
√
NMN +N.
Additionally, before using LaSalle’s Invariance Principle, we determine which eigenvectors of G contribute
to the stable solution.
Lemma 6. A stable solution of equation (4.8) must at least be in the span of the constant eigenvector
(v0 = 1) and an unstable eigenvector of −G.
Proof. When G is not positive definite x∗ = 1 is unstable. Since V (1) = 0 and V is always decreasing,
any stable solution, x∗, must be such that V (x∗) < 0. V can only become negative if an eigenvector
corresponding to a negative eigenvalue of G (unstable eigenvalue of −G) has a large component. As a
consequence of Lemma 4 to keep x ≥ 0, the constant eigenvector v0 must also be present. Therefore, in
order for V (x∗) to be negative, x∗ must at least be in the span of v0 and an unstable eigenvector.
Conjecture 7. A stable solution of equation (4.8) must be in the span of only the constant eigenvector
(v0 =
1√
N
1) and unstable eigenvectors of −G. i.e. there are no stable directions of −G present.
Sketch of Proof. Suppose, y∗ is a point in Fourier space with at least one component in a stable direction:
yi 6= 0 for some λi > 0 of G. Then we want to show that y∗ cannot be an equilibrium of equation (4.8).
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In Fourier space, equation (4.8) is
y˙ = y −FT diag(Fy)FDGy (4.16)
where DG is the diagonal matrix containing the eigenvalues of G. We are still working on an analytic
expression for when y˙ = 0. However, numerically we see that in order for y˙ = 0, either V (y∗) > 0 or x∗ 6≥ 0.
Both of these are contradictions since in Theorem 6 we showed V must be negative, and by definition x
must be positive. Therefore a stable solution can have no stable directions of −G.
With the assumption that Conjecture 7 is true, we now outline an algorithm to determine the stability
pattern of equation 4.8.
Algorithm 8. To determine the stability pattern of equation 4.8 when G is not positive definite:
1. Use equations (4.4) and (4.5) to determine the eigenvalues and eigenvectors of G. Let U = {i : λi < 0}
denote the set of negative eigenvalues (unstable eigenvalues of −G) and S = {i : λi > 0} denote the
set of positive eigenvalues (stable eigenvalues of −G). By assumption G is not positive definite so that
U 6= ∅.
2. Define V (x) = (x − 1)TG(x − 1). Using LaSalle’s invariance principle, we want to determine the
set of points such that dVdt (x) = 0. As a consequence of Conjecture 7 it is enough to look in the
span of the negative eigenvalues (unstable eigenvalues of −G). Therefore define the search direction
x = y0v0 +
∑
i∈U yivi.
3. The only interior equilibrium is x∗ = 1 which is unstable when G is not positive definite. Therefore
some components of x much be 0. Systematically choose which must be 0 and call this point x∞.
4. Determine the nonzero components of x∞ by solving the system G(x∞ − 1)i = 0 for all i such that
x∞i 6= 0. This guarantees that dVdt (x∞) = 0 (see equation (4.13)).
5. Repeat steps (3) and (4) to find all such points and call this set of points E.
6. Find the largest invariant set M in E. For every point in E, use Theorem 3 to determine if that point
is globally stable on it’s respective boundary. If it is then that point is in M .
7. By LaSalle’s Invariance Principle, x(t)→M as t→∞. Therefore, the points in M will determine a
valid stability pattern of the system.
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We demonstrate the algorithm with an example.
Example 9. ∆ = (2, 2, 2), R = 3, σ = 4
1. Using equation (4.4), the eigenvalues of G are

λ0
λ1
λ2
λ3
λ4
λ5
λ6
λ7

= g(0)

1
1
1
1
1
1
1
1

+ g(1)

3
1
1
−1
1
−1
−1
−3

+ g(2)

3
−1
−1
−1
−1
−1
−1
3

+ g(3)

1
−1
−1
1
−1
1
1
−1

=

1
0.117629
0.117629
−0.0648585
0.117629
−0.0648585
−0.0648585
0.0193122

Using equation (4.5), the eigenvectors are given by the columns of
F = 1√
2
 1 −1
−1 1
⊗ 1√
2
 1 −1
−1 1
⊗ 1√
2
 1 −1
−1 1

=
1
2
√
2

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

.
We see from the above computation that G is not positive definite. Therefore x∗ = 1 is not globally
stable. The unstable indices are U = {3, 5, 6} while the stable indices are S = {0, 1, 2, 4, 7}.
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2. Define the search direction
x = y0

1
1
1
1
1
1
1
1

+ y3

1
−1
−1
1
1
−1
−1
1

+ y5

1
−1
1
−1
−1
1
−1
1

+ y6

1
1
−1
−1
−1
−1
1
1

,
which has the form x =
(
α β γ δ δ γ β α
)T
.
3. By symmetry, we only need to choose the number of zero components. For example, the limiting point
calculated by setting only α = 0 would be a symmetric to the limiting point calculated but setting
only β = 0. Thus our limit points of consideration will be:
(a) x∞1 =
(
α β γ 0 0 γ β α
)T
(b) x∞2 =
(
α β 0 0 0 0 β α
)T
(c) x∞3 =
(
α 0 0 0 0 0 0 α
)T
4. (a) Solving
G(x∞1 − 1)0 = (g(0) + g(3))α+ (g(1) + g(2))β + (g(1) + g(2))γ − 1 = 0
G(x∞1 − 1)1 = (g(1) + g(2))α+ (g(0) + g(3))β + (g(1) + g(2))γ − 1 = 0
G(x∞1 − 1)2 = (g(1) + g(2))α+ (g(1) + g(2))β + (g(0) + g(3))γ − 1 = 0
we find α = β = γ = 1g(0)+2g(1)+2g(2)+g(3) = 1.36. Therefore x
∞
1 = (1.36, 1.36, 1.36, 0, 0, 1.36, 1.36, 1.36)
T .
(b) Solving
G(x∞2 − 1)0 = (g(0) + g(3))α+ (g(1) + g(2))β − 1 = 0
G(x∞2 − 1)1 = (g(1) + g(2))α+ (g(0) + g(3))β − 1 = 0
we find α = β = 1g(0)+g(1)+g(2)+g(3) = 2.14. Therefore x
∞
2 = (2.14, 2.14, 0, 0, 0, 0, 2.14, 2.14)
T .
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(c) Solving
G(x∞3 − 1)0 = (g(0) + g(3))α− 1 = 0
we find α = 1g(0)+g(3) = 4.97. Therefore x
∞
3 = (4.94, 0, 0, 0, 0, 0, 0, 4.97)
T .
5. E =
 (1.36, 1.36, 1.36, 0, 0, 1.36, 1.36, 1.36)
T , (2.14, 2.14, 0, 0, 0, 0, 2.14, 2.14)T ,
(4.97, 0, 0, 0, 0, 0, 0, 4.97)T

6. (a) The reduced matrix,
G˜ =

g(0) g(1) g(1) g(2) g(2) g(3)
g(1) g(0) g(2) g(1) g(3) g(2)
g(1) g(2) g(0) g(3) g(1) g(2)
g(2) g(1) g(3) g(0) g(2) g(1)
g(2) g(3) g(1) g(2) g(0) g(1)
g(3) g(2) g(2) g(1) g(1) g(0)

,
has eigenvalues λ˜0 = 0.73, λ˜1 = 0.12, λ˜2 = 0.12, λ˜3 = −0.06, λ˜4 = −0.06, λ˜5 = 0.04. Thus x∞1
is unstable on it’s respective boundary and not in M .
(b) The reduced matrix,
G˜ =

g(0) g(1) g(2) g(3)
g(1) g(0) g(3) g(2)
g(2) g(3) g(0) g(1)
g(3) g(2) g(1) g(0)

,
has eigenvalues λ˜0 = 0.47, λ˜1 = 0.12, λ˜2 = 0.07, λ˜3 = −0.06. Thus x∞2 is unstable on it’s
respective boundary and not in M .
(c) The reduced matrix,
G˜ =
 g(0) g(3)
g(3) g(0)
 ,
has eigenvalues λ˜0 = 0.20, λ˜1 = 0.09. Thus x
∞
3 is globally asymptotically stable on it’s respective
boundary and is in M .
Therefore M = {(4.97, 0, 0, 0, 0, 0, 0, 4.97)T }.
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7. There is only one stability pattern (up to symmetry).
Figure 4.1 is a numerical simulation of this example which agrees with this stability pattern.
(1, 1, 0)
(0, 1, 1)(1, 0, 0)
(0, 0, 1)
(1, 0, 1) (0, 0, 0)
(0, 1, 0)
(1, 1, 1)
0
0.00
0.00
0.00
0.00
0.00
0.01
0.08
0.64
4.97
Figure 4.1: Simulation of equation (4.8) with ∆ = (2, 2, 2), R = 3, and σ = 4
Theorem 2 and Algorithm 8 completely determine the behavior of equation (4.3) when µ = 0. We will
now use these results to help determine the stability of the system when µ 6= 0. We begin by noting that
any equilibria of equation (4.3) with µ 6= 0 must be either interior or identically 0. Consider the equation
dxi
dt
=
N−1∑
j=0
Fijxj − xi
N−1∑
j=0
Gijxj .
Suppose component (x∗)i = 0, then
dxi
dt
=
N−1∑
j=0
j 6=i
Fij(x∗)j .
All components of F are positive and x is non-negative. Therefore the only way dxidt = 0 is if (x∗)j = 0 for
all j 6= i. Thus the equilibrium must be x∗ ≡ 0. This shows that either all components of an equilibrium
of (4.3) are non-zero or all components are zero. We know that x∗ = 0 is unstable, so any equilibrium of
equation (4.3) of interest will be interior.
Theorem 10. If G is positive definite then the equilibrium x∗ = 1 of equation (4.3) is globally asymptotically
stable for all µ ∈ [0, 1].
Proof. We again seek to show that the function V (x) = (x − 1)TG(x − 1) is a global Lyapunov function.
As proved in Theorem 2, it is easy to see that V (1) = 0, V (x) > 0 for x 6= 1, and V (x) → ∞ as x → ∞.
What is left to show is that V is decreasing along trajectories. Before we begin, we manipulate dxidt :
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dxi
dt
=
N−1∑
j=0
Fijxj − xi
N−1∑
j=0
Gijxj
=
N−1∑
j=0
Fij(xj − 1)− xi
N−1∑
j=0
Gij(xj − 1) +
N−1∑
j=0
Fij − xi
N−1∑
j=0
Gij
= xi(−
N−1∑
j=0
Gij(xj − 1)) +
N−1∑
j=0
Fij(xj − 1) + 1− xi
= xi(−
N−1∑
j=0
Gij(xj − 1)) +
N−1∑
j=0
Fij(xj − 1)−
N−1∑
j=0
δij(xj − 1)
= xi(−
N−1∑
j=0
Gij(xj − 1)) +
N−1∑
j=0
(Fij − δij)(xj − 1).
Then
dV
dt
(x) =
N−1∑
i=0
2N−1∑
j=0
Gij(xj − 1)
xi(−N−1∑
j=0
Gij(xj − 1)) +
N−1∑
j=0
(Fij − δij)(xj − 1)

= −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
2 + 2N−1∑
i=0
N−1∑
j=0
Gij(xj − 1)
N−1∑
j=0
(Fij − δij)(xj − 1)

= −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
2 + 2 N−1∑
i,j,k=0
(xj − 1)Gij(Fik − δik)(xk − 1)
= −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
2 + 2 N−1∑
j,k=0
(xj − 1)
(
N−1∑
i=0
Gij(Fik − δik)
)
(xk − 1)
= −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
2 + 2 N−1∑
j,k=0
(xj − 1)(G(F − I))jk(xk − 1) (4.17)
where the second to last line follows from the fact that G is symmetric.
With the assumption of an interior fixed point, dVdt (x) = 0 if and only if
∑N−1
j=0 Gij(xj − 1) = 0. The
positive definiteness of G allows us to solve x∗ = G−11 = 1. The spectral radius of F is less than or equal
to 1 which implies G(F − I) is negative semidefinite. Therefore dVdt (x) < 0 for all x 6= 1 and this completes
the proof.
We now seek to extend Algorithm 8 to determine the stability pattern with mutation for the case when G
is not positive definite. This will be both easier and harder than without mutation. As mentioned previously,
all equilibria must be interior which eliminates much of the work in Algorithm 8. However, with mutation,
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it is difficult to determine a condition for when dVdt (x) = 0.
Theorem 11. For µ ∈ (0, .5], if G is not positive definite then the stable solutions are perturbations of the
stable solutions obtained using the algorithm for µ = 0.
Proof. We observe that when µ 1, equation (4.17) is
dV
dt
(x) = −2
N−1∑
i=0
xi
N−1∑
j=0
Gij(xj − 1)
2 +O(µ), (4.18)
which to lowest order is equation (4.13). Thus when G is not positive definite, stability patterns of equa-
tion (4.3) are perturbations of the stability patterns when µ = 0. Thus mutation acts like a diffusive
term, slowly perturbing the stability patterns determined by Algorithm 8. There will be a point where µ
is large enough so that this argument falls apart. This bifurcation point will be exactly when F − G − I
becomes negative definite and x∗ = 1 becomes (at least) locally stable. We conjecture that x∗ = 1 will be
globally asymptotically stable after this bifurcation point, but we have not yet found a suitable Lyapunov
function.
Example 12. ∆ = (2, 2, 2), R = 3, σ = 4
This example demonstrates the perturbative argument given above. In example 9, we found the stability
pattern x∞ = (4.97, 0, 0, 0, 0, 0, 0, 4.97)T when no mutation is present. We represent this pattern by the two
sizes the niches: 4.97 and 0. These values can be seen in Figure 4.2 along the y-axis. When mutation is
present, the stability pattern remains the same, but the sizes of the niches change. This diffusion continues
until all niches have size 1.
4.4 Stochastic Analysis
Section 4.3 described the deterministic behavior of the process as V → ∞. If V  1 the Markov process
retains stochasticity. We now consider this process defined by equations (4.1) and (4.2).
In the canonical example used in the deterministic section (Examples 9 and 12) we chose the parameters
so that there was only one stability pattern (up to symmetry). This occurred because G had only one
(unique) eigenvalue that was negative. More often than not, G has multiple negative eigenvalues which
leads to multiple stability patterns. With no mutation, these stability patterns are absorbing, but once
mutation is possible, the stochasticity allows the process to switch between different stability patterns. In
the case of multiple stability patterns, we use stochastic simulations of the process to calculate the switching
times to determine which stability pattern is “more” stable.
66
0.0 0.1 0.2 0.3 0.4 0.5
µ
0
1
2
3
4
5
x
I
Figure 4.2: Bifurcation diagram for ∆ = (2, 2, 2), R = 3, and σ = 4
Conjecture 13. In the case of metastability, the stability pattern given by the most negative eigenvalue of
G is the “more” stable equilibria
Proof. This conjecture was found by performing many numerical simulations. Examples 14 and 15 are just
two examples that demonstrate this finding.
Example 14. ∆ = 2, 2, 2, R = 2, σ = 2, µ = .002
By perturbing the stability patterns obtained from using Algorithm 8 we find two stability patterns in the
deterministic regime:
x∞ = (2.05, 0.084, 0.084, 2.05, 0.084, 2.05, 2.05, 0.084)T and x∞ = (3.23, 0.28, 0.28, 0.28, 0.28, 0.28, 0.28, 3.23)T .
We call these two patterns the even/odd pattern and the antipodal pattern and they are pictured in
Figure 4.3. In the even/odd pattern, 4 niches with the same parity dominate the population while the niches
of the other parity exist in very small numbers. In the antipodal pattern, two antipodal niches dominate
the population while the other niches exist in very small numbers. For this example, the even/odd pattern
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(1, 1, 0)
(0, 1, 1)
(1, 0, 0) (0, 0, 1)(1, 0, 1) (0, 0, 0)
(0, 1, 0)
(1, 1, 1)
0
0.12
0.17
0.24
0.35
0.49
0.71
1.01
1.44
2.05
(1, 1, 0)
(0, 1, 1)
(1, 0, 0) (0, 0, 1)
(1, 0, 1)
(0, 0, 0)
(0, 1, 0)
(1, 1, 1)
0
0.36
0.48
0.63
0.82
1.08
1.42
1.87
2.46
3.23
Figure 4.3: Two distinct stability patterns as a result of simulations of equation (4.3) with ∆ = (2, 2, 2),
R = 2, σ = 2 and µ = .002
arises from the span of the eigenvectors corresponding to the eigenvalue λ7 = −0.0743961 of G, while the
antipodal pattern arises from the span of the eigenvectors corresponding to the eigenvalues λ3 = λ5 = λ6 =
−0.00908184 of G.
Running a stochastic simulation of this example will allow the system to switch in between these two
stability patterns. Using a patch size of V = 1000 and averaging over 1000 realizations we found that the
switching time from even/odd to antipodal could not be simulated as it is greater than our time limit of 1010
while the switching time from antipodal to even/odd was 1.406145 · 105. Thus the process is more likely be
close to an even/odd stability pattern. We note that this even/odd pattern corresponds to the most negative
eigenvalue of G.
Example 15. ∆ = 2, 2, 2, R = 3, σ = 2, µ = .002
By perturbing the stability patterns obtained from using Algorithm 8 we find two stability patterns in the
deterministic regime:
x∞ = (1.69, 0.33, 0.33, 1.69, 0.33, 1.69, 1.69, 0.33)T and x∞ = (4.09, 0.075, 0.075, 0.075, 0.075, 0.075, 0.075, 4.09)T .
These two patterns are pictured in Figure 4.4. For this example, the even/odd pattern arises from the
span of the eigenvectors corresponding to the eigenvalue λ7 = −0.0215625 of G, while the antipodal pattern
arises from the span of the eigenvectors corresponding to the eigenvalues λ3 = λ5 = λ6 = −0.0281362 of G.
Running a stochastic simulation of this example will allow the system to switch in between these two
stability patterns. Using a patch size of V = 1000 and averaging over 1000 realizations we found that the
switching time from even/odd to antipodal was 7.53206 · 104 while the switching time from antipodal to
even/odd could not be simulated as it is greater than our time limit of 1010. Thus the process is more likely
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Figure 4.4: Two distinct stability patterns as a result of simulations of equation (4.3) with ∆ = (2, 2, 2),
R = 3, σ = 2 and µ = .002
be close to an antipodal stability pattern. We note that this antipodal pattern corresponds to the most
negative eigenvalue of G.
4.5 Simulation Results
All examples thus far have been small as to facilitate easy computation, but not large enough to cause
interesting behavior. Although the antipodal and even/odd patterns often arise, other interesting patterns
arise due to various combinations of the eigenvectors. In Figure 4.5, we give various examples of stability
pattern that we observed through stochastic simulations. All exhibit formation of clusters.
4.6 Discussion
In this chapter, we have studied a competitive exclusion model using Lotka–Volterra dynamics. Our model
differs form existing models in that we consider a multi-dimensional niche space, allow for mutations to
occur, and provide results using an arbitrary competition kernel.
We first studied the deterministic system in the continuum limit of infinite population size. A global
stability analysis allowed us to determine the long term behavior of the model. Without mutation, we found
if the competition kernel is positive definite then all niches coexist. If the competition kernel is not positive
definite a few niches dominate while all others become extinct. Using LaSalle’s Invariance Principle, we
outlined an algorithm for determining this pattern. Once mutation is present, we found similar results. If
the competition kernel is positive definite all niches coexist. If the competition kernel is not positive definite,
a few niches dominate (the same ones determined with no mutation), but the mutation allows niches close
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to these dominating niches to exists, thus forming clusters of quasispecies.
Although the system is nonlinear, the global stability analysis is predicted by the linear stability analysis.
The the stability patterns are found in the span of the unstable eigenvectors of −G. Also, the Lyapunov
function we used to prove many of the global stability results was simply a quadratic form which is a common
Lyapunov function used for linear systems. This prediction of global behavior by local analysis is uncommon
for a nonlinear system.
We then studied the effects of noise due to finite population sizes. In the presence of noise, the system
can switch between equilibria on a slow timescale. Examining this timescale through stochastic simulations
allowed us to determine which stability pattern “more” stable. We found this stability pattern is given by
the largest unstable eigenvalue of the competition kernel.
Many simulations were run to observe different clustering patterns of the system. These clustering
patterns are much more interesting than patterns observed in many previous models and is a consequence
of the multi-dimensional niche space.
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(f) ∆ = (2, 2, 2, 2, 2), R = 1, σ = 2, µ = 0.00598157
Figure 4.5: Stability patterns for various parameters
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(l) ∆ = (2, 2, 2, 2, 2, 2), R = 2, σ = 2, µ = 0.0051566
Figure 4.5: (cont.)
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Figure 4.5: (cont.)
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Chapter 5
Algorithms
This chapter describes any numerical methods we used in Chapters 2, 3, and 4.
5.1 Numerical Solutions of Differential Equations
Any system of differential equations in this dissertation was solved numerically using either Euler Forward or
4th order Runge–Kutta algorithms. Most often we already determined the behavior of the given differential
equation analytically, so Euler Forward sufficed to provide enough accuracy.
All differential equations were easily solved numerically with the exception of the system of differential
equations (4.3) for the competitive exclusion model. As the number of traits increases, the total niche
space increases exponentially. Therefore, it was important for our algorithm converge rapidly. We began
with a simple Euler Forward algorithm with a fixed time step, but we found the convergence was too slow.
Next, we tried using Matlab’s 4th order Runge–Kutta algorithm. Although this algorithm uses adaptive
timesteps, it is a four stage algorithm and was still too slow for our liking. As a result, we developed two
algorithms specific to our system to increase the convergence rate: an Euler Forward algorithm with adaptive
time–stepping and a parallel implementation of this algorithm.
5.1.1 Adaptive Time Step for Competitive Exclusion
The Euler Forward algorithm for a system of differential equations x˙ = h(x, t) is
x(t+ ∆t) = x(t) + ∆th(x(t), t). (5.1)
It is well known that this Euler Forward algorithm for a system of nonlinear differential equations is stable
if ∆t < 2λi for all eigenvalues λi of the Jacobian matrix of h.
For the competitive exclusion model presented in Chapter 4,
h = Fx− diag(x)Gx.
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The complexity of evaluating h is O(N2). In choosing the timestep, ∆t, we do not want to increase the
complexity of the Euler-Forward algorithm which forces us to determine ∆t in no more than O(N2). Algo-
rithms to explicitly compute eigenvalues are of of complexity at least O(N2) (since it needs to know all N2
entries in the matrix) and additionally are often iterative. Therefore, instead of trying to explicitly compute
all the eigenvalues of the Jacobian, we seek to find an upper bound on the spectral radius in O(N2) steps.
If we know a bound M on the spectral radius and choose ∆t < 2M we get the desired stability condition
∆t <
2
M
<
2
σ(J)
<
2
λi
.
The Jacobian of h has entries
Jij(x) =
∂hi
∂xi
= Fii − 2xiGii −
∑
j 6=i
Gijxj = Fii − xiGii −
∑
j
Gijxj
Jii(x) =
∂hi
∂xj
= Fij − xiGij .
We then calculate that
ρ(J) ≤ ‖J(x)‖∞
= max
i
∑
j
|Jij |
= max
i
∣∣∣∣∂hi∂xi
∣∣∣∣+∑
j 6=i
∣∣∣∣ ∂hi∂xj
∣∣∣∣

= max
i
∣∣∣∣∣∣Fii− xiGii −
∑
j
Gijxj
∣∣∣∣∣∣+
∑
j 6=i
|Fij − xiGij |

≤ max
i
Fii + xiGii +∑
j
Gijxj +
∑
j 6=i
Fij + xi
∑
j 6=i
Gij

= max
i
∑
j
Gijxj +
∑
j
Fij + xi
∑
j
Gij

= max
i
∑
j
Gijxj + 1 + xi
 .
The quantity
∑
j Gijxj + 1 + xi can be calculated in O(N2) steps and the max can be done inline with this
computation, so we can bound the spectral radius in the desired complexity. Therefore we implement the
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Euler Forward algorithm with the adaptive time step
∆t =
2
max
i
∑
j
Gijxj + 1 + xi
 .
5.1.2 Parallelization Performance Model
In addition to the adaptive time stepping, the system of equations (4.3) was implemented in parallel. This
section describes the conceptual and performance models describing this implementation.
Computational Model
• Partition
To implement the system of equations (4.3), the storage requirements for the are as follows:
F −N ×N G−N ×N
x−N × 1 dx−N × 1
It is natural to partition the work into N × N fine grain tasks. Each fine grain task i, j stores Fij
and Gij . Fine grain tasks on the diagonal (i = j) also store both xi and dxi. Fine grain task i, j is
responsible for computing Fijxj and Gijxj . Fine grain tasks on the diagonal (i = j) are responsible
for also computing xi
∑
j Gijxj once the sum is returned for a reduction (see communication section),
computing dxi and updating xi.
• Communicate
Each fine grain task i, j, needs the value of xj . Thus a vertical broadcast must be performed so that
all tasks in column j have the value of xj . After each fine grain task finishes its computation, a
horizontal sum reduction is needed to calculate
∑
j Fijxj and
∑
j Gijxj . The fine grain tasks and the
communication between them is shown in Figure 5.1.
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x1, dx1
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//
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OO
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x3, dx3
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F33x3, G33x3

oo
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OO
oo
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OO
oo
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//
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//
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//
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oo
F45, G45
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OO
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//
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//
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//
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F66, G66
F66x6, G66x6
Figure 5.1: Fine-grain task graph with communication
• Agglomerate
The fine grain tasks can be agglomerated with either 2-D agglomeration, 1-D row agglomeration or
1-D column agglomeration. With 2-D agglomeration, both the vertical broadcasts and horizontal sum
reductions are needed and the task size does not grow with N . With 1-D row agglomeration, the
vertical broadcasts are needed, but not the horizontal row reductions since communication within
a row is now local. With 1-D column agglomeration, the vertical broadcasts are not needed since
communication within a column is now local, but the horizontal row reductions are needed. With
either 1-D row or 1-D column agglomeration, the task size grows with N . The three agglomeration
schemes are shown in Figures 5.2, 5.3, and 5.4.
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Figure 5.2: 2-D agglomeration
Figure 5.3: 1-D row agglomeration
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Figure 5.4: 2-D column agglomeration
• Map
The three agglomerations described above most naturally map into a 2-D grid, a 1-D grid, and a 1-D
grid, respectively. In the 2-D mapping, each processor gets N√p × N√p tasks. The processors on the
diagonal will have slightly more work to do since they need to take the results from the sum reduction,
determine dx and update x. Therefore a cyclic or random mapping onto the 2-D mesh will have a
better load balance. In both the 1-D row and 1-D column agglomerations, each processor gets N tasks
and each does the same amount of work. Therefore any mapping onto the 1-D mesh will have a good
load balance.
Performance Model
• Execution Time, Efficiency, and Speedup
– Serial algorithm
For each i, there are N multiplications and N −1 additions required to compute each of ∑j Fijxj
and
∑
j Gijxj and then one additional multiplication and addition to compute
∑
j Fijxj −
xi
∑
j Gijxj . Therefore it takes 2n + 2(N − 1) + 2 = 4n flops to compute each dxi. Then
the total serial time is
T1 = 4tcn
2,
where tc is the time to do one flop.
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– 2-D agglomeration on a 2-D mesh
Dividing the computation among p processors gives
Tcomp =
4tcn
2
p
.
Each processor needs to vertically broadcast a message of length N/
√
p and then do a horizontal
row reduction in which a message of length N/
√
p is reduced. The diameter of the 2-D grid in
each of the vertical and horizontal directions is
√
p− 1. Therefore the total communication time
is at least
Tcomm =
(
ts + tw
N√
p
)
(
√
p− 1).
The time for 2-D agglomeration on a 2-D mesh is at least
Tp =
4tcn
2
p
+
(
ts + tw
N√
p
)
(
√
p− 1).
Therefore, we also find the efficiency and scalability to be
Ep =
T1
pTp
=
4tcn
2
4tcn2 + p
(
ts + tw
N√
p
)
(
√
p− 1)
,
Sp = pEp =
4tcn
2
4tcn2
p +
(
ts + tw
N√
p
)
(
√
p− 1)
.
– 1-D row/column agglomeration on a 1-D mesh
Dividing the computation among p processors again gives
Tcomp =
4tcn
2
p
Each processor needs to vertically broadcast a message of length N/p or do a horizontal row
reduction in which a message of length N/p is reduced depending on if we choose row or column
agglomeration. The diameter of the 1-D grid is p− 1. Therefore the total communication time is
at least
Tcomm =
(
ts + tw
N
p
)
(p− 1).
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The time for 1-D agglomeration on a 1-D mesh is at least
Tp =
4tcn
2
p
+
(
ts + tw
N
p
)
(p− 1).
Therefore, we also find the efficiency and scalability to be
Ep =
T1
pTp
=
4tcn
2
4tcn2 + p
(
ts + tw
N
p
)
(p− 1)
,
Sp = pEp =
4tcn
2
4tcn2
p +
(
ts + tw
N
p
)
(p− 1)
.
• Isoefficiency and Scalability
– 2-D agglomeration of a 2-D mesh
To determine the isoefficiency set
4tcn
2 = Ep
(
4tcn
2
p
+
(
ts + tw
N√
p
)
(
√
p− 1)
)
= E
(
4tcN
2 + tsp
3/2 + twnp− tsp+ twn√p
)
.
This holds for large p when N = O(p). Since T1 = O(N2), the isoefficiency function is O(p2).
Thus the parallel execution time will grow like p.
– 1-D row/column agglomeration on a 1-D mesh
To determine the isoefficiency set
4tcn
2 = Ep
(
4tcn
2
p
+
(
ts + tw
N
p
)
(p− 1)
)
= E
(
4tcN
2 + tsp
2 + twnp− tsp− twN
)
.
This holds for large p when N = O(p). Since T1 = O(N2), the isoefficiency function is O(p2).
Thus the parallel execution time will also grow like p.
• Optimal Number of Processors
Given problem size we can determine the optimal number of processors to produce the smallest exe-
cution time. To find the optimal number of processors, we treat p at continuous and differentiate Tp
to find the smallest execution time.
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– 2-D agglomeration of a 2-D mesh
Tp =
4tcn
2
p
+
(
ts + tw
N√
p
)
(
√
p− 1)
≈ 4tcn
2
p
+ ts
√
p+ twN
T ′p = −
4tcn
2
p2
+
ts
2
√
p
= 0
p∗ =
(
8tcn
2
ts
)2/3
– 1-D row/column agglomeration on a 1-D mesh
Tp =
4tcn
2
p
+
(
ts + tw
N
p
)
(p− 1)
≈ 4tcn
2
p
+ tsp+ twN
T ′p = −
4tcn
2
p2
+ ts = 0
p∗ =
√
4tcn2
ts
5.2 Stochastic Simulations of Markov Processes
All stochastic simulations were implemented using the Gillespie algorithm [22]. The algorithm is briefly
summarized below.
Stochastic simulations were originally formulated for chemical reactions, so the descriptions below will
use the word reaction. For our purposes, a “reaction” is simply a valid transition the process can take. To
simulate the process we need to know two pieces of information: when the next reaction will occur and which
reaction it will be. These two quantities are determined by the reaction probability density function for the
process. Consider a system of M reactions and let cµ be the rate at which reaction µ occurs and hµ be the
number of reactant combinations in reaction µ. Then the reaction probability density function is given by
P (τ, µ) dτ = aµe
−a0τ (5.2)
where aµ = hµcµ and a0 =
∑M
ν=1 aν .
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For example, if reaction 1 is X1 +X2
k1−→ X3 then a1 = x1x2k1 and if the second reaction is 2X1 k2−→ X2
then a2 =
x1(x1−1)
2 k2.
Once the reaction probability density function is known, the process is simulated as follows
1. Initialize population
2. Generate two random numbers r1 and r2
3. Compute τ such that τ = 1a0 ln
(
1
r1
)
and µ to satisfy 1a0
∑µ−1
ν=1 aν < r2 <
1
a0
∑µ
ν=1 aν
4. Update the time by τ and adjust the population levels according to reaction µ
5. Return to step 2 and repeat
5.3 Simulations of Stochastic Differential Equations
To numerically simulate the SDE
dx = A(x, t)dt+B(x, t)dW (t), (5.3)
we first write down the intuitive Euler scheme,
x(t+ ∆t) = x(t) +A(x(t), t)∆t+B(x(t), t)∆W.
It is shown in Appendix C that ∆W is normally distributed with mean 0 and variance ∆t. Therefore to
simulate the SDE, we first generate a random number r from the distribution N (0,∆t) and then update x
by
x(t+ ∆t) = x(t) +A(x(t), t)∆t+B(x(t), t)r.
5.4 Quasipotential in Multidimensions
The quasipotential discussed in section 3.4 is given by,
Φ(x) = inf
T>0
x(0)=S
x(T )=x
∫ T
0
L(x, x˙) dt (5.4)
The trajectory x(t) that minimizes the action (5.4) will satisfy the Euler-Lagrange equations
d
dt
(
∂L
∂x˙i
)
− ∂L
∂xi
= 0, (5.5)
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with
x(0) = S and x(T ) = x.
Thus we have a boundary value problem (BVP) for a system of n second order differential equations (where
n is the dimension of the system). For our purposes we are only concerned with 2 and 3 dimensional
systems. Therefore, to numerically implement this BVP we use an iterative shooting method. We are also
only interested in Φ(H) where H is the a saddle point. The algorithm described below will explicitly use
the point x = H, but the algorithm still holds for any point x.
The Euler-Lagrange equations for L(x, x˙) = 12
∑
i,j (x˙i −Ai(x))Cij(x) (x˙i −Aj(x)) are
∑
j
Cij(x)x¨j +
∑
j,k
∂Cij
∂xk
x˙k (x˙j −Aj(x))−
∑
j,k
Cij
∂Aj
∂xk
x˙k
+
∑
j,k
∂Aj
∂xi
Cjk(x) (x˙k −Ak(x))− 1
2
∑
j,k
(x˙j −Aj(x)) ∂Cjk
∂xi
(x˙k −Ak(x)) = 0 (5.6)
Introducing the dummy variables yi = x˙i, equation (5.6) can be written as the first order system
x˙i = yi (5.7)
y˙i = x¨i =
∑
j
Bij(x)fj(x,y) (5.8)
where
fj(x,y) = −
∑
j,k
∂Cij
∂xk
yk (yj −Aj(x)) +
∑
j,k
Cij
∂Aj
∂xk
yk
−
∑
j,k
∂Aj
∂xi
Cjk(x) (yk −Ak(x)) + 1
2
∑
j,k
(yj −Aj(x)) ∂Cjk
∂xi
(yk −Ak(x)) .
To solve the BVP problem we use the boundary condition x(0) = S and guess an additional initial
condition y(0) = R. We then solve the IVP using a 4th order Runge–Kutta method. The optimal path will
not actually be reached in finite time (i.e. T = ∞) so we solve this IVP until the solution gets as close as
it can to H. Based on the error between the solution of the IVP at the boundary and H, we update our
guess for the initial condition y(0) = R and again solve the IVP. We repeat this process until the solution
is within a given tolerance of H.
The shooting methods gives the numerical optimal path. To calculate the quasipotential Φ(H), we took
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this optimal path x(t) and used the trapezoid rule to numerically integrate,
∫ T
0
L(x, x˙) dt.
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Chapter 6
Concluding Remarks
In Chapter 2 we developed a model for an arbitrary two strategy iterated Prisoner’s Dilemma game with
Moran dynamics. In Chapter 3, we extended this model to 3 and 4 strategy games and studied specific
examples using the strategies AllC, AllD, TFT, and WSLS. It was easy to extend the model, but harder to
study the model analytically, especially the stochastic analysis. Further directions for this model are to fully
analyze the 3 and 4 strategy examples using the same stochastic methods described in Chapter 2. Also an
analysis using strategies other than the four we considered would be useful.
In Chapter 4, we developed a model for competitive exclusion in a multidimensional niche space. It was
hard to perform a stochastic analysis, since the system size grows exponentially with the length of the niches.
Further directions for this model are to perform some of this stochastic analysis similar to the methods used
in Chapter 2, as well as to prove Conjecture 7 which we are convinced is true. It might be useful to compare
the results of this model to real-world data to see if the inclusion of a multidimensional niche space in our
model allows the clusters to more closely resemble that seen in real-world data.
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Appendix A
Stability of Differential Equations
A.1 Definitions
An ordinary differential equation (or system of equations) has the form
x˙ = f(x, t), (A.1)
where · denotes the derivative with respect to time. In particular we will be concerned with autonomous
differential equations which have the form
x˙ = f(x). (A.2)
An equilibrium of equation (A.2) is a point x∗ such that f(x∗) = 0. Thus if a trajectory starts at x∗ it
will remain at x∗ for all time. It is often not the case that trajectories will be in equilibrium so we develop
language for how the trajectories behave close to equilibrium points.
• The equilibrium x∗ of equation (A.2) is locally stable if for all ε > 0 there exists a δ > 0 such that
|x(t)− x∗| < ε whenever |x(0)− x∗| < δ.
• The equilibrium x∗ of equation (A.2) is locally asymptotically stable if there exists a δ > 0 such that
limt→∞ |x(t)− x∗| = 0 whenever |x(0)− x∗| < δ.
• The equilibrium x∗ of equation (A.2) is globally asymptotically stable if limt→∞ |x(t)− x∗| = 0 for all
x(0).
A.2 Stability of Linear Equations
Consider the system of linear differential equations,
x˙ = Ax (A.3)
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which has a single equilibria at x∗ = 0. Let λ, v be an eigenvalue-eigenvector pair of the matrix A. Then it
is easy to see that x(t) = eλtv is a solution of (A.3):
x˙ = λeλtv = eλtAv = Ax.
If λ has negative real part then x(t) → 0 as t → ∞. The general solution of equation (A.3) is given by a
linear combination of all eigenvalue-eigenvector solutions which gives way to the following stability theorem.
Theorem If the real parts of all eigenvalues of A are negative then the equilibria x∗ = 0 of equation (A.3)
is globally asymptotically stable.
A.3 Stability of Non-Linear Equations
We now consider the nonlinear system of differential equation described by equation (A.2) and discuss only
a few selected stability results.
Hartman–Grobman Theorem (Chicone 1.47 [11])
If x∗ is a hyperbolic equilibrium for the autonomous differential equation (A.2), then there is an open set U
containing x∗ and a homeomorphism H with domain U such that the orbits of the differential equation are
mapped by H to orbits of the linearized system x˙ = Df(x∗)(x− x∗) in the set U .
The Hartman–Grobman theorem implies that behavior of a nonlinear differential equation is the same as
the linearized equation in a small neighborhood of x∗. Thus if Df(x∗) has eigenvalues with negative real
part, then x∗ is locally asymptotically stable. Note that the Hartman–Grobman theorem only gives local
results. Once we leave the local region around x∗, the nonlinear terms have a greater effect and the system
cannot be approximated by the linearization.
We now discuss Lyapunov stability results. The benefit of Lyapunov stability is that solutions of the dif-
ferential equation never need to be known. Also, Lyapunov methods take the nonlinearities of the equation
into account where linearized analysis does not.
A function V : Ω→ Rn is said to be a Lyapunov function if
1. V (x∗) = 0
2. V (x) > 0 for all x ∈ Ω, x 6= x∗
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3. V˙ (x) = ∇V · f(x) ≤ 0
The function V is said to be a strict Lyapunov function if
4. V˙ (x) < 0, for all x ∈ Ω, x 6= x∗
The function V is said to be a global Lyapunov function if V is a strict Lyapunov function defined on the
whole space and
5. V (x)→∞ as ‖x‖ → ∞
Lyapunov’s Stability Theorem (Chicone 1.55, 1.63 [11])
If there is a Lyapunov function defined in an open neighborhood of an equilibrium of equation (A.2), then the
equilibrium is locally stable. If the Lyapunov function is a strict Lyapunov function, then the equilibrium is
locally asymptotically stable. Moreover, if there is a global Lyapunov function, then the equilibrium of (A.2)
is globally asymptotically stable.
Constructing Lyapunov functions can be quite challenging. The next theorem simplifies the assumptions
needed for stability therefore making it easier to construct the Lyapunov function.
LaSalle’s Invariance Principle (LaSalle [37])
Let K be a bounded closed (compact) set with the property that every solution of equation (A.2) which begins
in K remains for all future time in K. Suppose there is a scalar function V (x) which has continuous first
partials in K and is such that V˙ (x) ≤ 0 for all x ∈ K. Let E be the set of all points in K where V˙ (x) = 0.
Let M be the largest invariant set in E. Then every solution starting in K approaches M as t→∞.
Note that the compact set K is required so that V (x(t)) has a limit in K. By dropping the requirement of
this compact set K, LaSalle’s Invariance Principle still holds as long as V (x) is bounded below.
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Appendix B
Background on Markov Processes
The material in this appendix is summarized from Gardiner [21] and Norris [49] in the authors own words
and with possibly additional details included in the computations.
B.1 Stochastic Process
Given a probability space (Ω,F , P ), a measure space (S, µ) and a totally ordered set T , a stochastic process
is the family of random variables {Xt}t∈T such that Xt : Ω → S. In order to fully describe a stochastic
process, we need the joint probability distributions
P (Xt1 = x1;Xt2 = x2; . . .Xtn = xn) (B.1)
for all n ∈ N and all choices of t1, t2, . . . tn ∈ T .
The state space S and the time T can both be either discrete or continuous, yielding four general types
of stochastic processes. Discrete state space, with both discrete and continuous time are studied in detail
in [49]. It is also worth noting that S can be multidimensional so that Xt is actually a vector of random
variables. For notational purposes, a bold Xt is used to denote a multidimensional stochastic process while
Xt is used to denote a 1-dimensional stochastic process.
By abuse of notation, we often denote the joint probability distributions P (Xt1 = x1;Xt2 = x2; . . .Xtn =
xn) simply as P (x1, t1;x2, t2; . . .xn, tn) and we assume t1 < t2 < · · · < tn.
This definition of stochastic processes is very broad. In section B.2 we describe a special class of stochastic
processes: Markov processes.
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B.2 Markov Process
A Markov process is a stochastic process {Xt}t∈T such that conditional probabilities are determined solely
by the most recent state:
P (x1, t1;x2, t2; . . .xn, tn;xn+1, tn+1|x1, t1;x2, t2; . . .xn, tn) = P (x1, t1;x2, t2; . . .xn, tn|xn, tn). (B.2)
Using the definition of conditional probabilities along with the Markov assumption (B.2), we note that all
conditional probabilities can be written in terms of one state conditional probabilities. For example,
P (x1, t1;x2, t2;x3, t3) = P (x2, t2;x3, t3|x1, t1)P (x1, t1)
= P (x3, t3|x2, t2;x1, t1)P (x2, t2|x1, t1)P (x1, t1)
= P (x3, t3|x2, t2)P (x2, t2;x1, t1|x1, t1)P (x1, t1). (B.3)
It is easy to generalize equation (B.3) to show that the joint probability functions for a Markov processes
satisfy,
P (x1, t1;x2, t2; . . .xn, tn) = P (xn, tn|xn−1, tn−1P (xn−1, tn−1|xn−2, tn−2) . . . P (x2, t2|x1, t1)P (x1, t1)
(B.4)
B.3 Chapman–Kolmogorov Equation
The Chapman–Kolmogorov equation is an integral equation used to relate all the one state conditional
probabilities of a Markov process to each other. The derivation begins with the law of total probability:
P (x2, t2) =
∫
P (x1, t1;x2, t2) dx1. (B.5)
Here we are implicitly assuming that the state space is continuous. Most of the discussions in this appendix
will assume continuous state space. If a discrete state space is desired, then the integrals simply become sums.
Using the law of total probability on the conditional probability P (x3, t3|x1, t1) along with the Markov
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property we find,
P (x3, t3|x1, t1) =
∫
P (x3, t3;x2, t2|x1, t1) dx2
=
∫
P (x3, t3|x2, t2)P (x2, t2|x1, t1) dx2, (B.6)
which is the Chapman–Kolmogorov equation.
B.4 Differential Chapman–Kolmogorov Equation
The Chapman–Kolmogorov equation (B.6) is more easily studied when it is in differential form. It can be
described as a differential equation under the following relatively weak conditions:
1. lim
∆t→0
P (x, t+ ∆t|z, t)
∆t
= W (x|z, t) uniformly in x, z, t for |x− z| ≥ ε,
2. lim
∆t→0
1
∆t
∫
|x−z|<ε
(xi − zi)P (x, t+ ∆t|z, t) dx = Ai(z, t) +O(ε) uniformly in z, ε, and t,
3. lim
∆t→0
1
∆t
∫
|x−z|<ε
(xi − zi)(xj − zj)P (x, t+ ∆t|z, t) dx = Bij(z, t) +O(ε) uniformly in z, ε, and t.
The first condition corresponds to discontinuities in the process also referred to as jumps. The second con-
dition describes the instantaneous rate of change of the process at z while the third condition describes the
instantaneous rate of change of the covariance of the process. Further interpretations of these conditions
will be explained in section B.4.1.
Note that conditions 1-3 only describe instantaneous rates of change up to second order. No further condi-
tions are needed since any higher order instantaneous rates will vanish. For example, consider a third order
condition
lim
∆t→0
1
∆t
∫
|x−z|<ε
(xi − zi)(xj − zj)(xk − zj)P (x, t+ ∆t|z, t) dx = Cijk(z, t) +O(ε). (B.7)
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Define C(α, z, t) =
∑
i,j,k αiαjαkCijk(z, t). Then,
∣∣C(α, z, t)∣∣ =
∣∣∣∣∣∣
∑
i,j,k
αiαjαk lim
∆t→0
1
∆t
∫
|x−z|<ε
(xi − zi)(xj − zj)(xk − zj)P (x, t+ ∆t|z, t) dx+O(ε)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ lim∆t→0 1∆t
∫
|x−z|<ε
∑
i,j,k
αiαjαk(xi − zi)(xj − zj)(xk − zj)P (x, t+ ∆t|z, t) dx+O(ε)
∣∣∣∣∣∣
=
∣∣∣∣∣ lim∆t→0 1∆t
∫
|x−z|<ε
(α · (x− z))3P (x, t+ ∆t|z, t) dx+O(ε)
∣∣∣∣∣
≤ lim
∆t→0
1
∆t
∫
|x−z|<ε
∣∣(α · (x− z))3∣∣P (x, t+ ∆t|z, t) dx+O(ε)
= lim
∆t→0
1
∆t
∫
|x−z|<ε
|α · (x− z)| ∣∣(α · (x− z))2∣∣P (x, t+ ∆t|z, t) dx+O(ε)
≤ |α| ε lim
∆t→0
1
∆t
∫
|x−z|<ε
∣∣(α · (x− z))2∣∣P (x, t+ ∆t|z, t) dx+O(ε)
= |α| ε
∑
i,j
αiαjBij(z, t) +O(ε)
+O(ε) (B.8)
= O(ε). (B.9)
Noting that Cijk =
1
3!
∂3
∂αi∂αj∂αj
C(α, z, t) we see that it must be true that Cijk = 0 for all i, j, k. Higher
order conditions follow similarly.
Using conditions 1-3, we seek to derive a differential equation which describes P (x, t|y, t′) which is equivalent
to the Chapman–Kolmogorov equation (B.6). Begin by considering the time evolution of the expectation
of a function f which is a the twice differentiable, continuous function. Using the Chapman–Kolmogorov
equation (B.6) and performing a change of variables, we find
∂
∂t
∫
f(z)P (z, t|y, t′) dz = lim
∆t→0
1
∆t
[ ∫
f(x)P (x, t+ ∆t|y, t′) dx−
∫
f(x)P (x, t|y, t′) dx
]
= lim
∆t→0
1
∆t
[ ∫
f(x)
∫
P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx−
∫
f(x)P (x, t|y, t′) dx
]
= lim
∆t→0
1
∆t
[ ∫
f(x)
∫
P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx−
∫
f(z)P (z, t|y, t′) dz
]
.
(B.10)
By noting that
∫
P (x, t+ ∆t|z, t)dx = 1, the second term can be written as the double integral
∫
f(z)P (z, t|y, t′) dz =
∫∫
f(z)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx (B.11)
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and we then break the region of integration in the first term into two pieces, |x− z| < ε and |x− z| ≥ ε :
∂
∂t
∫
f(z)P (z, t|y, t′) dz = lim
∆t→0
1
∆t
[ ∫∫
|x−z|<ε
f(x)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|≥ε
f(x)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
−
∫∫
f(z)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
]
. (B.12)
By assumption f is twice differentiable so for |x− z| < ε, using Taylor’s theorem f(x) can be written as
f(x) = f(z) +
∑
i
∂f
∂zi
(xi − zi) + 1
2
∑
i,j
∂2f
∂zi∂zj
(xi − zi)(xj − zj) + |x− z|2R(x, z). (B.13)
Substituting this for the first integral in equation (B.12) and combining the first and last terms, we get
∂
∂t
∫
f(z)P (z, t|y, t′) dz = lim
∆t→0
1
∆t
[ ∫∫
|x−z|<ε
f(z)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|<ε
∑
i
∂f
∂zi
(xi − zi)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|<ε
1
2
∑
i,j
∂2f
∂zi∂zj
(xi − zi)(xj − zj)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|<ε
|x− z|2R(x, z))P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|≥ε
f(x)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
−
∫∫
f(z)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
]
(B.14)
= lim
∆t→0
1
∆t
[ ∫∫
|x−z|<ε
∑
i
∂f
∂zi
(xi − zi)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|<ε
1
2
∑
i,j
∂2f
∂zi∂zj
(xi − zi)(xj − zj)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|<ε
|x− z|2R(x, z))P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|≥ε
f(x)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
−
∫∫
|x−z|≥ε
f(z)P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
]
. (B.15)
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Conditions 1-3 can now be used along with a slight change of variables:
∂
∂t
∫
f(z)P (z, t|y, t′) dz =
∫ ∑
i
∂f
∂zi
Ai(z, t)P (z, t|y, t′) dz +O(ε)
+
∫
1
2
∑
i,j
∂2f
∂zi∂zj
Bij(z, t)P (z, t|y, t′) dz +O(ε)
+ lim
∆t→0
1
∆t
∫∫
|x−z|<ε
|x− z|2R(x, z))P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|≥ε
f(x)W (x|z, t)P (z, t|y, t′) dz dx
−
∫∫
|x−z|≥ε
f(z)W (x|z, t)P (z, t|y, t′) dz dx (B.16)
=
∫ ∑
i
∂f
∂zi
Ai(z, t)P (z, t|y, t′) dz +O(ε)
+
∫
1
2
∑
i,j
∂2f
∂zi∂zj
Bij(z, t)P (z, t|y, t′) dz +O(ε)
+ lim
∆t→0
1
∆t
∫∫
|x−z|<ε
|x− z|2R(x, z))P (x, t+ ∆t|z, t)P (z, t|y, t′) dz dx
+
∫∫
|x−z|≥ε
f(z)W (z|x, t)P (x, t|y, t′) dz dx
−
∫∫
|x−z|≥ε
f(z)W (x|z, t)P (z, t|y, t′) dz dx. (B.17)
Taking the limit as ε→ 0, we get
∂
∂t
∫
f(z)P (z, t|y, t′) dz =
∫ ∑
i
∂f
∂zi
Ai(z, t)P (z, t|y, t′) dz +
∫
1
2
∑
i,j
∂2f
∂zi∂zj
Bij(z, t)P (z, t|y, t′) dz
+
∫∫
f(z)(W (z|x, t)P (x, t|y, t′)−W (x|z, t)P (z, t|y, t′)) dz dx. (B.18)
Lastly, integrate by parts to find
∂
∂t
∫
f(z)P (z, t|y, t′) dz =
∫
−f(z)
∑
i
∂
∂zi
(Ai(z, t)P (z, t|y, t′)) dz
+
∫
1
2
f(z)
∑
i,j
∂2
∂zi∂zj
(Bij(z, t)P (z, t|y, t′)) dz
+
∫∫
f(z)(W (z|x, t)P (x, t|y, t′)−W (x|z, t)P (z, t|y, t′)) dz dx. (B.19)
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Equation (B.19) holds for arbitrary choice of the function f which yields the differential Chapman–Kolmogorov
equation.
∂
∂t
P (z, t|y, t′) = −
∑
i
∂
∂zi
(Ai(z, t)P (z, t|y, t′)) + 1
2
∑
i,j
∂2
∂zi∂zj
(Bij(z, t)P (z, t|y, t′))
+
∫
(W (z|x, t)P (x, t|y, t′)−W (x|z, t)P (z, t|y, t′)) dx. (B.20)
Using a more consistent notation with other sections this would be,
∂P (x, t|x0, t0)
∂t
= −
∑
i
∂
∂xi
(Ai(x, t)P (x, t|x0, t0)) + 1
2
∑
i,j
∂2
∂xi∂xj
(Bij(x, t)P (x, t|x0, t0))
+
∫
(W (x|y, t)P (y, t|x0, t0)−W (y|x, t)P (x, t|x0, t0)) dy. (B.21)
B.4.1 Interpretation of Conditions (1)-(3)
Condition 1 - Jump Term
In the differential Chapman–Kolmogorov equation (B.20), W (x|y, t) is know as the jump term. WhenA = 0
and B = 0 the differential Chapman–Kolmogorov equation becomes
∂P (x, t|x0, t0)
∂t
=
∫
(W (x|y, t)P (y, t|x0, t0)−W (y|x, t)P (x, t|x0, t0)) dy. (B.22)
The first term in the integral can be interpreted as the flow from state y into state x while the second the
the flow out of state x into state y. If the state space is discrete instead of continuous, equation (B.22) only
differs by the fact that the integral becomes a sum over all possible states and we often use the variable i
for the state instead of x.
This equation is also known as the master equation and will be discussed more in appendix E. In general,
this equation cannot be solved but we can look at the first order Taylor expansion of P (x, t0 + ∆t|x0, t0) to
get an idea of the behavior of a jump process.
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P (x, t0 + ∆t|x0, t0) = P (x, t0|x0, t0) + ∆t ∂
∂t
P (x, t0|x0, t0) (B.23)
= P (x, t0|x0, t0) + ∆t
∫
(W (x|y, t0)P (y, t0|x0, t0)−W (y|x, t0)P (x, t0|x0, t0)) dy
(B.24)
= δ(x− x0) + ∆t
∫
(W (x|y, t0)P (y, t0|x0, t0)−W (y|x, t0)δ(x− x0)) dy (B.25)
= δ(x− x0) + ∆t
∫
(W (x|y, t0)P (y, t0|x0, t0)−W (y|x0, t0)δ(x− x0)) dy (B.26)
= δ(x− x0)
(
1−
∫
∆tW (y|x0, t0) dy
)
+ ∆t
∫
W (x|y, t0)P (y, t0|x0, t0) dy (B.27)
= δ(x− x0)
(
1−
∫
∆tW (y|x0, t0) dy
)
+ ∆t
∫
W (x|y, t0)δ(y − x0) dy (B.28)
= δ(x− x0)
(
1−∆t
∫
W (y|x0, t0) dy
)
+ ∆tW (x|x0, t0). (B.29)
The two terms here describe that at time t + ∆t, the process will either stay in state x0 (given by the
δ(x − x0) term) or the process will jump to state x (given by the W (x|x0, t) term). Therefore, a jump
process consists of constant segments and is highly discontinuous. Figure B.1 show two trajectories of a
1-dimensional jump process.
Figure B.1: Two realizations of a 1-D jump process
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Condition 2- Drift Term
In the differential Chapman–Kolmogorov equation (B.20), A is know as the drift term. When B = 0 and
W (y|x, t) = 0 for all y, (B.20) is
∂P (x, t|x0, t0)
∂t
= −
∑
i
∂
∂xi
[Ai(x, t)P (x, t|x0, t0)] . (B.30)
Suppose y(t) satisfies the system of differential equations
dy(t)
dt
= A(y(t), t), (B.31)
and consider P (x, t|x0, t0) = δ(x− y(t)). Plugging this into both the LHS and RHS of equation (B.30) we
find,
∂P (x, t|x0, t0)
∂t
=
∂
∂t
[δ(x− y(t))]
= −
∑
i
∂
∂xi
[δ(x− y(t))]Ai(y(t), t)
and
−
∑
i
∂
∂xi
[Ai(x, t)δ(x− y(t))] = −
∑
i
∂
∂xi
[Ai(y(t), t)δ(x− y(t))]
= −Ai(y(t), t)
∑
i
∂
∂xi
[δ(x− y(t))] .
Therefore P (x, t|x0, t0) = δ(x − y(t)) satisfies equation (B.30) and thus the process simply evolves deter-
ministically according to equation (B.31).
Condition 3 - Diffusion Term (Wiener Process)
In the differential Chapman–Kolmogorov equation (B.20), B is know as the diffusion term. When A = 0
and W (y|x, t) = 0 for all y, (B.20) is
∂P (x, t|x0, t0)
∂t
=
1
2
∑
i,j
∂2
∂xi∂xj
[Bij(x, t)P (x, t|x0, t0)] . (B.32)
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A process with constant diffusion term equal to 1 is called a Wiener process. For this reason we often denote
the process as Wt and the differential Chapman–Kolmogorov equation (B.32) for a Wiener process is
∂P (w, t|w0, t0)
∂t
=
1
2
∑
i,j
∂2
∂wi∂wj
[Bij(w, t)P (w, t|w0, t0)] . (B.33)
The differential Chapman–Kolmogorov equation (B.20) for the 1-dimensional Wiener process Wt is
∂P (w, t|w0, t0)
∂t
=
1
2
∂2
∂w2
P (w, t|w0, t0). (B.34)
We will discuss a few properties of the Wiener process in 1 dimension, but all the properties generalizes to
equation (B.33).
1. Distribution of Wt
We can solve equation (B.34) using Fourier transforms. Let φ(s, t) =
∫
eiswP (w, t|w0, t0) dw. Then
φt(s, t) =
∂
∂t
∫
eiswP (w, t|w0, t0) dw (B.35)
=
∫
eisw
∂
∂t
P (w, t|w0, t0) dw (B.36)
=
∫
eisw
(
1
2
∂2
∂w2
P (w, t|w0, t0)
)
dw (B.37)
=
∫
∂2
∂w2
[
eisw
](1
2
P (w, t|w0, t0)
)
dw (B.38)
=
∫
−s2eisw
(
1
2
P (w, t|w0, t0)
)
dw (B.39)
=
−s2
2
φ(s, t). (B.40)
Note that φ(s, t0) =
∫
eiswP (w, t0|w0, t0) dw =
∫
eiswδ(w − w0) dw = eisw0 . Now we can easily solve
equation (B.40)
φ(s, t) = eisw0e−
s2
2 (t−t0).
By taking the inverse Fourier transform we get
P (w, t|w0, t0) = 1√
2pi(t− t0)
e
−(w−w0)2
2(t−t0) . (B.41)
This shows that Wt is a Gaussian with mean w0 and variance t− t0.
2. Independent Increments
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A Wiener process has independent increments. That is, for any choice of 0 ≤ t1 ≤ · · · ≤ tn, the
increments ∆Wi = Wti −Wti−1 are all independent. The Wiener process is a Markov process, so we
can write the joint probability density as
P (wn, tn;wn−1, tn−1; . . . ;w0, t0) = P (wn, tn|wn−1, tn−1)P (wn−1, tn−1|wn−2, tn−2) · · ·P (w1, t1|w0, t0)P (w0, t0)
(B.42)
= Πn−1i=0
1√
2pi(ti+1 − ti)
e
−(wi+1−wi)2
2(ti+1−ti) P (w0, t0). (B.43)
If we define ∆wi = wi − wi−1 and ∆ti = ti − ti−1 then the joint probability density for ∆Wi is
P (∆wn,∆tn; ∆wn−1,∆tn−1; · · · ; ∆w1,∆t1;w0, t0) = Πn−1i=0
1√
2pi∆ti
e
−∆w2i
2∆ti . (B.44)
By definition, this shows that increments are independent.
3. Gaussian Increments
If follows from equation (B.44) that the distribution of the increment ∆Wi = Wti −Wti−1 for any
choice of ti and ti−1 is
P (∆wi,∆ti) =
1√
2pi∆ti
e
−∆w2i
2∆ti . (B.45)
Thus ∆Wi = Wti −Wti−1 is Gaussian with mean 0 and variance ti − ti−1.
4. Nowhere differentiable
By definition, a Wiener process is continuous, but it is nowhere differentiable. Using the distribution
of the increments is the previous section we see that
P
(
Wt+h −Wt
h
> k
)
=
∫ ∞
hk
P (Wt+h −Wt = w) dw (B.46)
=
∫ ∞
hk
1√
2pih
e−
w2
2h dw (B.47)
h→0−−−→ 1. (B.48)
Therefore, at any given point, the derivative of W does not exist with probability 1.
Figure B.2 show two trajectories of a 1-dimensional jump process.
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Figure B.2: Two realizations of a 1-D Wiener process
B.4.2 Diffusion Process
A diffusion process is a process that has only drift and diffusion terms. When W (y|x, t) = 0 for all y, the
differential Chapman–Kolmogorov equation (B.20) becomes
∂P (x, t|x0, t0)
∂t
= −
∑
i
∂
∂xi
Ai(x, t)P (x, t|x0, t0)]+ 1
2
∑
i,j
∂
∂xi∂xj
[
Bij(x, t)P (x, t|x0, t0)
 . (B.49)
An equation of this form is known as the Fokker-Plank equation. The vector A is the drift vector and the
matrix B is the diffusion matrix and the process will move according to the drift term, with the addition of
noise from the diffusion term. The solution to this equation is messy, but P (x, t0 +δt|x0, t0) is Gaussian with
mean x0 +A(x0, t0)∆t and variance B(x0, t0). More details of the Fokker–Planck equation are discussed in
Appendix D.
Figure B.3 show two trajectories of a 1-dimensional diffusion process with linear drift and constant diffusion.
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Figure B.3: Two realizations of a 1-D diffusion process with linear drift
B.5 Example — Ornstein–Uhlenbeck Process
The Ornstein–Uhlenbeck Process is one in which we add a linear drift term to the Wiener process. A one
dimensional Ornstein–Uhlenbeck process satisfies the Fokker–Planck equation
∂P (x, t|x0, t0)
∂t
=
∂
∂x
[kxP (x, t|x0, t0)] + 1
2
D
∂2
∂x2
[P (x, t|x0, t0)] . (B.50)
Again we will use Fourier transforms to solve this. Let φ(s, t) =
∫
eisxP (x, t|x0, t0) dx. Then
∂φ
∂t
=
∫
eisx
∂P (x, t|x0, t0)
∂t
dx
=
∫
eisx
(
∂
∂x
[kxP (x, t|x0, t0)] + 1
2
D
∂2
∂x2
[P (x, t|x0, t0)]
)
dx
= −
∫
iseisxkxP (x, t|x0, t0) dx−
∫
s2eisx
1
2
DP (x, t|x0, t0) dx
= −
∫
iseisxkxP (x, t|x0, t0) dx+ −s
2D
2
φ(s, t),
and
∂φ
∂s
=
∫
∂
∂s
[
eisxP (x, t|x0, t0)
]
dx
=
∫
ixeisxP (x, t|x0, t0) dx.
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Therefore φ satisfies the equation
∂φ
∂t
+ sk
∂φ
∂s
=
−s2D
2
φ. (B.51)
We can use method of characteristics to solve equation (B.51). Noting that φ(s, t0) = e
isx0 . we parametrize
Γ : (r, 0, eirx0). The characteristic equations of (B.51) are
ds
dτ = sk,
dt
dτ = 1,
dφ
dτ =
−s2D
2 φ
s = c1e
kτ , t = τ + c2, =
−c21De2kτ
2 φ
dφ
φ =
−c21De2kτ
2 dτ
ln(φ) =
−c21De2kτ
4k + c3
φ = exp
(−c21De2kτ
4k + c3
)
.
Using the parametrization Γ we solve for c1, c2, c3.
r = c1, t0 = c2, e
irx0 = e
−c21D
4k +c3
eirx0 = e
−r2D
4k +c3
c3 = irx0 +
r2D
4k .
Therefore we find
φ(s, t) = exp
(−r2De2kτ
4k
+ irx0 +
r2D
4k
)
.
Substituting τ = t− t0 and r = se−k(t−t0) we find the final solution for φ,
φ(s, t) = exp
(−s2De−2k(t−t0)e2k(t−t0)
4k
+ isx0e
−k(t−t0) +
s2De−2k(t−t0)
4k
)
= exp
(−s2D
4k
(
1− e−2k(t−t0)
)
+ isx0e
−k(t−t0)
)
. (B.52)
Using the solution for φ (B.52), we can find the mean an variance of the Ornstein–Uhlenbeck process (B.50).
E[x] =
1
i
∂φ
∂s
∣∣∣∣
s=0
=
1
i
∂
∂s
[
exp
(−s2D
4k
(
1− e−2k(t−t0)
)
+ isx0e
−k(t−t0)
)] ∣∣∣∣
s=0
=
1
i
(
exp
(−s2D
4k
(
1− e−2k(t−t0)
)
+ isx0e
−k(t−t0)
)(−2sD
4k
(
1− e−2k(t−t0)
)
+ ix0e
−k(t−t0)
)) ∣∣∣∣
s=0
= x0e
−k(t−t0) (B.53)
103
and
E[x2] = −∂
2φ
∂s2
∣∣∣∣
s=0
= − ∂
2
∂s2
[
exp
(−s2D
4k
(
1− e−2k(t−t0)
)
+ isx0e
−k(t−t0)
)] ∣∣∣∣
s=0
= −
(
exp
(−s2D
4k
(
1− e−2k(t−t0)
)
+ isx0e
−k(t−t0)
)(−2sD
4k
(
1− e−2k(t−t0)
)
+ ix0e
−k(t−t0)
)2
+ exp
(−s2D
4k
(
1− e−2k(t−t0)
)
+ isx0e
−k(t−t0)
)(−2D
4k
(
1− e−2k(t−t0)
)))∣∣∣∣
s=0
= −
((
ix0e
−k(t−t0)
)2
+
−2D
4k
(
1− e−2k(t−t0)
))
= x20e
−2k(t−t0) +
D
2k
(
1− e−2k(t−t0)
)
. (B.54)
Therefore
Var(x) = E[x2]− E[x]2
= x20e
−2k(t−t0) +
D
2k
(
1− e−2k(t−t0)
)
− x20e−2k(t−t0)
=
D
2k
(
1− e−2k(t−t0)
)
. (B.55)
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Appendix C
Stochastic Differential Equations
The material in this appendix is summarized from Gardiner [21] in the authors own words and with possibly
additional details included in the computations.
C.1 Itoˆ Stochastic Integral
This section defines the Itoˆ stochastic integral
∫ t
t0
G(t′) dW (t′), (C.1)
where W (t) is a Wiener process described in section B.4.1. Throughout this whole chapter we assume that G
is a non-anticipating function. A function G is said to be non-anticipating if for all t < s, G(t) is independent
of W (s)−W (t).
We begin to define the Itoˆ stochastic integral (C.1) in a manner similar to the Riemann–Stieltjes integral.
First partition the interval [t0, t] into n subintervals,
t0 ≤ t1 ≤ · · · ≤ tn−1 ≤ t.
Within each subinterval define a point τi such that ti−1 ≤ τi ≤ ti. Then the stochastic integral (C.1) is the
mean-square limit (also know at L2 limit) of the partial sums,
Sn =
n∑
i=1
G(τi) (W (ti)−W (ti−1)) .
Note that Sn depends on the choice of τi. The Itoˆ Stochastic integral is defined as above with the choice of
τi = ti−1:
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∫ t
t0
G(t′) dW (t′) = ms lim
n→∞
n∑
i=1
G(ti−1) (W (ti)−W (ti−1)) , (C.2)
where we define the mean-square limit to be, ms limn→∞Xn = X if and only if
lim
n→∞E
[
(Xn −X)2
]
= lim
n→∞
∫
(Xn(ω)−X(ω))2 P (ω) dω = 0.
C.1.1 dW n(t)
This section describes integrals of the form
∫ t
t0
G(t′)dWn(t′). We begin by showing that
∫ t
t0
G(t′)dW 2(t′) =∫ t
t0
G(t′)dt′ by defining I =
∫ t
t0
G(t′)dW 2(t′)− ∫ t
t0
G(t′)dt′. Then by definition
I = ms lim
n→∞
(
n∑
i=1
G(ti−1)
(
W (ti)−W (ti−1)2
)− n∑
i=1
G(ti−1) (ti − ti−1))
)
= lim
n→∞E
( n∑
i=1
Gi−1((Wi −Wi−1)2 − (ti − ti−1))
)2
= lim
n→∞E
( n∑
i=1
Gi−1(∆W 2i −∆ti)
)2
= lim
n→∞E
 n∑
i=1
G2i−1(∆W
2
i −∆ti)2 +
∑
i6=j
Gi−1(∆W 2i −∆ti)Gj−1(∆W 2j −∆tj)

= lim
n→∞E
 n∑
i=1
G2i−1(∆W
2
i −∆ti)2 + 2
∑
i>j
Gi−1(∆W 2i −∆ti)Gj−1(∆W 2j −∆tj)
 .
In section B.4.1 we showed that W has independent increments and as stated above, we are assuming that
G is non-anticipating. Therefore
I = lim
n→∞
n∑
i=1
E
[
G2i−1
]
E
[
∆W 4i − 2∆Wi∆ti + ∆t2i
]
+ 2
∑
i>j
E
[
(∆W 2i −∆ti)
]
E
[
Gi−1Gj−1(∆W 2j −∆tj)
]
.
Due to the Gaussian nature of ∆Wi proved in section B.4.1 it is easy to see that
E
[
∆W 4i
]
= 3∆t2i and E
[
∆W 2i
]
= ∆ti.
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Using these facts,
I = lim
n→∞
n∑
i=1
E
[
G2i−1
] (
3∆t2i − 2∆t2i∆ti + ∆t2i
)
+ 2
∑
i>j
E [(∆ti −∆ti)]E
[
Gi−1Gj−1(∆W 2j −∆tj)
]
= lim
n→∞
n∑
i=1
E
[
G2i−1
]
(2∆t2i ).
Under reasonable assumptions on G, limn→∞
∑n
i=1 E
[
G2i−1
]
(2∆t2i ) = 0. This shows that
∫ t
t0
G(t′)dW 2(t′) =
∫ t
t0
G(t′)dt′.
Similar arguments can show that
∫ t
t0
G(t′)dW 2+n(t′) = 0 for all n ∈ N and ∫ t
t0
G(t′)dtdW (t′) = 0. In
shorthand we summarize the results as follows
dW 2(t) = dt, dW 2+n(t) = 0, dtdW (t) = 0
C.1.2 Mean-Value and Correlation
LetG(t) be a non-anticipating function. Then we calculate the mean of the Itoˆ stochastic integral
∫ t
t0
G(t′) dW (t′)
to be:
E
[∫ t
t0
G(t′) dW (t′)
]
= ms limE
[
n∑
i=1
Gi−1∆Wi
]
= ms lim
n∑
i=1
E [Gi−1]E [∆Wi]
= ms lim
n∑
i=1
E [Gi−1] · 0
= 0.
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Let G(t) and H(t) be non-anticipating functions. Then we calculate the correlation of the Itoˆ stochastic
integrals
∫ t
t0
G(t′) dW (t′) and
∫ t
t0
H(t′) dW (t′) to be:
E
[∫ t
t0
G(t′) dW (t′)
∫ t
t0
H(t′) dW (t′)
]
= ms limE
[
n∑
i=1
Gi−1∆Wi
n∑
j=1
Hj−1∆Wj
]
= ms limE
[
n∑
i=1
Gi−1Hi−1∆W
2
i +
∑
i>j
[Gi−1Hj−1 +Gj−1Hi−1]∆Wj∆Wi
]
= ms lim
n∑
i=1
E
[
Gi−1Hi−1∆W
2
i
]
+
∑
i>j
E [(Gi−1Hj−1 +Gj−1Hi−1) ∆Wj ]E [∆Wi]
= ms lim
n∑
i=1
E
[
Gi−1Hi−1∆W
2
i
]
+
∑
i>j
E [(Gi−1Hj−1 +Gj−1Hi−1) ∆Wj ] · 0
= ms lim
n∑
i=1
E
[
Gi−1Hi−1∆W
2
i
]
= ms lim
n∑
i=1
E [Gi−1Hi−1]E
[
∆W 2i
]
= ms lim
n∑
i=1
E [Gi−1Hi−1] ∆ti
=
∫ t
t0
E
[
G(t′)H(t′)
]
dt′.
In particular, when H(t) = G(t) this leads to Itoˆ’s formula
E
[(∫ t
t0
G(t′) dW (t′)
)2]
=
∫ t
t0
E[G2(t′)] dt′. (C.3)
C.2 Stochastic Differential Equations
Now that the notion of Itoˆ stochastic integrals are defined, we can define a stochastic differential equation.
The stochastic quantity x(t) is said to obey the SDE
dx(t) = A(x(t), t) dt+B(x(t), t) dW (t), (C.4)
if for all t and t0, x(t) satisfies the integral equation
x(t) = x(t0) +
∫ t
t0
A(x(t′), t′) dt′ +
∫ t
t0
B(x(t′), t′) dW (t′). (C.5)
108
Under the discretization t0 < t1 < t2 < · · · < tn = t, we can construct an approximate solution of (C.5) by
iterating equation (C.6)
x(ti+1) = x(ti) +A(x(ti), ti)∆ti +B(x(ti), ti)∆Wi, (C.6)
where ∆ti = ti+1 − ti and ∆Wi = W (ti+1) −W (ti). Letting the mesh size go to 0, we obtain a formal
solution to equation (C.5).
C.2.1 Existence and Uniqueness
A solution of the stochastic differential equation (C.4) is said to exist if for a particular instance of the
Wiener process W (t) the solution x(t) exists with probability 1. A solution of the stochastic differential
equation (C.4) is said to be unique if for a particular instance of the Wiener process W (t) the solution x(t)
is unique.
The following two conditions are required for the existence and uniqueness a solution of the SDE (C.4) on
an interval [t0, T ]:
1. Lipschitz condition
There exists a K such that |A(x, t) − A(y, t)| + |B(x, t) − B(y, t)| ≤ K|x − y| for all x and y and
t ∈ [t0, T ]
2. Growth condition
There exists a K such that for all t ∈ [t0, t], |A(x, t)|2 + |B(x, t)|2 ≤ K(1 + |x|)2.
As with ODEs most SDEs satisfy the Lipschitz condition. The growth condition is not always satisfied. An
SDE which does not satisfy the growth condition will blow up in finite time and therefore a solution may
not exist for all time in [0, T ] depending on what time the solution blew up.
C.2.2 Itoˆ’s Change of Variables Formula
An important result of SDE’s is Itoˆ’s change of variables. Suppose x(t) satisfies the SDE (C.4) Itoˆ’s change
of variables formula determines the SDE that an arbitrary function f(x(t)) will satisfy. To determine this
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SDE we expand df(x(t)) and use the formulas for infinitesimals of the Wiener process given in section C.1.1
df(x(t)) = f(x(t) + dx(t))− f(x(t))
= f(x(t)) + dx(t)f ′(x(t)) +
(dx(t))2
2
f ′′(x(t)) + · · · − f(x(t))
= dx(t)f ′(x(t)) +
(dx(t))2
2
f ′′(x(t)) + · · ·
= f ′(x(t)) (A(x(t), t) dt+B(x(t), t) dW (t)) +
1
2
f ′′(x(t)) (A(x(t), t) dt+B(x(t), t) dW (t))2 + · · ·
= f ′(x(t)) (A(x(t), t) dt+B(x(t), t) dW (t))
+
1
2
f ′′(x(t))
(
A(x(t), t)2 dt2 + 2A(x(t), t)B(x(t), t) dt dW (t)B(x(t), t)2 dW (t)2
)
+ · · ·
= f ′(x(t)) (A(x(t), t) dt+B(x(t), t) dW (t)) +
1
2
f ′′(x(t))B(x(t), t)2 dW (t)2
= f ′(x(t)) (A(x(t), t) dt+B(x(t), t) dW (t)) +
1
2
f ′′(x(t))[B(x(t), t)2 dt
=
(
f ′(x(t))A(x(t), t) +
1
2
f ′′(x(t))B(x(t), t)2
)
dt+ f ′(x(t))B(x(t), t) dW (t).
Thus f(x(t)) satisfies the SDE
df(x(t)) =
(
f ′(x(t))A(x(t), t) +
1
2
f ′′(x(t))B(x(t), t)2
)
dt+ f ′(x(t))B(x(t), t) dW (t). (C.7)
C.2.3 Relationship between SDEs and the Fokker–Planck Equation
The Fokker-Plank equation
∂tP (x, t|x0, t0) = − ∂
∂x
(A(x(t), t)P (x, t|x0, t0)) + 1
2
∂2
∂x2
(B(x(t), t)2P (x, t|x0, t0)) (C.8)
was briefly mentioned in section B.4.2 and will be discussed more in section D.1. This section will explain
the relationship between SDEs and Fokker–Planck equations. Let x(t) satisfy the SDE (C.4) By definition,
for arbitrary f ,
d
dt
E [f(x(t))] =
d
dt
∫
f(x(t))P (x, t|x0, t0) (C.9)
=
∫
f(x(t))
∂P (x, t|x0, t0)
∂t
dx. (C.10)
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However, sing Itoˆ’s formula (C.7) and the expectation of an Itoˆ stochastic discussed in section C.1.2,
d
dt
E [f(x(t))] =
E [df(x(t))]
dt
(C.11)
=
E
[(
f ′(x(t))A(x(t), t) + 12f
′′(x(t))B(x(t), t)2
)
dt+ f ′(x(t))B(x(t), t) dW (t)
]
dt
(C.12)
=
E
[(
f ′(x(t))A(x(t), t) + 12f
′′(x(t))B(x(t), t)2
)
dt
]
dt
+
E [f ′(x(t))B(x(t), t) dW (t)]
dt
(C.13)
=
E
[(
f ′(x(t))A(x(t), t) + 12f
′′(x(t))B(x(t), t)2
)
dt
]
dt
+
0
dt
(C.14)
= E
[(
f ′(x(t))A(x(t), t) +
1
2
f ′′(x(t))B(x(t), t)2
)]
(C.15)
=
∫ (
f ′(x(t))A(x(t), t) +
1
2
f ′′(x(t))B(x(t), t)2
)
P (x, t|x0, t0) dx. (C.16)
Therefore, it must be true that
∫
f(x(t))
∂P (x, t|x0, t0)
∂t
dx =
∫ (
f ′(x(t))A(x(t), t) +
1
2
f ′′(x(t))B(x(t), t)2
)
P (x, t|x0, t0) dx. (C.17)
Integrating equation (C.17) by parts,
∫
f(x(t))
∂P (x, t|x0, t0)
∂t
dx =
∫
f(x)
(
− ∂
∂x
[A(x(t), t)P (x, t|x0, t0)] + 1
2
∂2
∂x2
[
B(x(t), t)2P (x, t|x0, t0)
])
dx.
(C.18)
Since f was arbitrary, P (x, t|x0, t0) must satisfy
∂tP (x, t|x0, t0) = − ∂
∂x
(A(x(t), t)P (x, t|x0, t0)) + 1
2
∂2
∂x2
(B(x(t), t)2P (x, t|x0, t0)), (C.19)
which is exactly the Fokker–Planck equation (C.8). Thus, the SDE (C.4) has 1-1 correspondence with the
Fokker–Planck equation (C.8).
C.3 Example — Ornstein–Uhlenbeck Process
This example illustrates the use of Itoˆ’s formula to find a solution of the Ornstein–Uhlenbeck process. The
Fokker–Planck equation for an Ornstein–Uhlenbeck process described in section B.5 is
∂P (x, t)
∂t
=
∂
∂x
[kxP (x, t)] +
1
2
D
∂2
∂x2
[P (x, t)] . (C.20)
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Using the 1-1 correspondence between SDEs and Fokker–Planck equation described in section C.2.3, an
Ornstein–Uhlenbeck process must satisfy the SDE
dx = −kx dt+
√
D dW (t). (C.21)
To solve equation (C.21) let y = xekt. Then
dy = xd(ekt) + d(x)ekt (C.22)
= kxekt dt+ ekt dx (C.23)
= kxekt dt+ ekt(−kx dt+
√
D dW (t)) (C.24)
=
√
Dekt dW (t). (C.25)
The solution of equation (C.25) is
y(t) = y(0) +
∫ t
0
√
Dekt
′
dW (t′). (C.26)
Noting that x(0) = y(0) we then find x(t) satisfies
x(t) = x(0)e−kt +
∫ t
0
√
De−k(t−t
′) dW (t′). (C.27)
If x(0) is deterministic and non-anticipating then we can use section C.1.2 to find x(t) is Gaussian with
E[x(t)] = E
[
x(0)e−kt +
∫ t
0
√
De−k(t−t
′) dW (t′)
]
(C.28)
= E
[
x(0)e−kt
]
+ E
[∫ t
0
√
De−k(t−t
′) dW (t′)
]
(C.29)
= x(0)e−kt (C.30)
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and
E[x2(t)] = E
[(
x(0)e−kt +
∫ t
0
√
De−k(t−t
′) dW (t′)
)2]
(C.31)
= E
[
x2(0)e−2kt + 2x(0)e−kt
∫ t
0
√
De−k(t−t
′) dW (t′) +
(∫ t
0
√
De−k(t−t
′) dW (t′)
)2]
(C.32)
= x2(0)e−2kt + 2x(0)e−ktE
[∫ t
0
√
De−k(t−t
′) dW (t′)
]
+ E
[(∫ t
0
√
De−k(t−t
′) dW (t′)
)2]
(C.33)
= x2(0)e−2kt + 0 +
∫ t
0
E
[
De−2k(t−t
′)
]
dt′ (C.34)
= x2(0)e−2kt +
∫ t
0
De−2k(t−t
′) dt′ (C.35)
= x2(0)e−2kt +
D
2k
(
1− e−2kt) . (C.36)
Therefore
Var (x(t))) = E[x2(t)]− E[x(t)]2 (C.37)
=
D
2k
(
1− e−2kt) . (C.38)
C.4 Small Noise Expansions for SDEs
We begin by assuming x(t) satisfies the SDE,
dx(t) = A(t) dt+ εB(t) dW (t), (C.39)
where ε is a small noise parameter. Exact solutions of equation (C.39) are difficult to come by, so it is
often useful to consider approximations of equation (C.39) by performing a small noise expansion around
the deterministic equation.
Expanding in powers of ε assume
x(t) = x0(t) + εx1(t) + ε
2x2(t) + · · ·
A(x) = A0(x0) + εA1(x0, x1) + ε
2A2(x0, x1, x2) + · · ·
B(x) = b0(x0) + εb1(x0, x1) + ε
2b2(x0, x1, x2) + · · ·
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It is hard to write out the generic formula for An(x0, . . . xn) (similarly bn(x0, . . . , xn)), but we can figure out
what the first couple terms are.
A(x) = A(x0 + εx1 + ε
2x2 + · · · )
= A(x0 + εx1 + ε
2x2 +O(ε
3))
= A(x0) + a
′(x0)(εx1 + ε2x2 +O(ε3)) +
a′′(x0)(εx1 + ε2x2 +O(ε3))2
2
+O(ε3)
= A(x0) + εa
′(x0)x1 + ε2a′(x0)x2 +
ε2a′′(x0)x21
2
+O(ε3).
Therefore
A0(x0) = A(x0)
A1(x0, x1) = a
′(x0)x1
A2(x0, x1, x2) = a
′(x0)x2 +
a′′(x0)x21
2
and similarly
B0(x0) = B(x0)
B1(x0, x1) = b
′(x0)x1
B2(x0, x1, x2) = b
′(x0)x2 +
b′′(x0)x21
2
.
Substituting the expansions for x(t), A(x), and B(x) back into the SDE (C.4) we obtain
dx0 + εdx1 + ε
2dx2 +O(ε
3) =
(
A0(x0) + εA1(x0, x1) + ε
2A2(x0, x1, x2) +O(ε
3)
)
dt
+ ε
(
B0(x0) + εB1(x0, x1) + ε
2B2(x0, x1, x2) +O(ε
3)
)
dW (t).
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Equating powers of ε results in a system of SDEs which can be solved iteratively.
dx0 = A0(x0) dt (C.40)
dx1 = A1(x0, x1) dt+B0(x0) dW (t) (C.41)
dx2 = A2(x0, x1, x2) dt+B1(x0, x1) dW (t) (C.42)
...
Equation (C.40) is a deterministic differential equation. Assume that we know the solution of equation (C.40),
then equation (C.41) is a 1-dimensional Ornstein–Uhlenbeck process which was discussed in section C.3.
Similarly, assuming we know all the solutions of the previous equations, the higher order equations are also
Ornstein–Uhlenbeck processes.
We will demonstrate this process on an SDE derived from a system size expansion in Appendix E.2.1 where
A(x) = α1(x) and B(x) =
√
α2(x). Assume x∗ is an attracting fixed point of the differential equation
dx
dt = A(x).
Equation (C.40) in terms of α1 and α2 is
dx∗ = α1(x∗) dt.
This is the deterministic equation (E.27).
Equation (C.41) is
dx1 = α
′
1(x∗)x1 dt+
√
α2(x∗) dW (t).
This is an Ornstein-Uhlenbeck process (Section C.3) with solution
x1 = x1(0)e
α′1(x∗)t +
√
α2(x∗)
∫ t
0
eα
′
1(x∗)(t−t0) dW (t0). (C.43)
With deterministic initial condition x1 is clearly Gaussian, thus we only need to calculate the first two
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moments:
E[x1] = x1(0)eα
′
1(x∗)t
E[x1]→ 0 since α′1(x∗) ¡0
E[x21] = E
[(
x1(0)e
α′1(x∗)t +
√
α2(x∗)
∫ t
0
eα
′
1(x∗)(t−t0) dW (t0)
)2]
= E
[
x1(0)
2e2α
′
1(x∗)t + 2x1(0)e
α′1(x∗)t
√
α2(x∗)
∫ t
0
eα
′
1(x∗)(t−t0) dW (t0)
+ α2(x∗)
(∫ t
0
eα
′
1(x∗)(t−t0) dW (t0)
)2 ]
= x1(0)
2e2α
′
1(x∗)t + 2x1(0)e
α′1(x∗)t
√
α2(x∗)E
[∫ t
0
eα
′
1(x∗)(t−t0) dW (t0)
]
+ α2(x∗)E
[(∫ t
0
eα
′
1(x∗)(t−t0) dW (t0)
)2]
= x1(0)
2e2α
′
1(x∗)t + 0 + α2(x∗)
∫ t
0
E[eα
′
1(x∗)(t−t0)] dt0 Ito Isometry
= x1(0)
2e2α
′
1(x∗)t +
α2(x∗)
−2α′1(x∗)
(1− e2α′1(x∗)t)
→ α2(x∗)−2α′1(x∗)
Thus
Var(x1) = E[(x1 − E[x1])2]
= E[x21 − 2x1E[x1] + E[x1]2
= E[x21]− E[x1]2
→ α2(x∗)−2α′1(x∗)
and
E[(x1 − E[x1])3] = E[x31 − 3x21E[x1] + 3x1E[x1]2 − E[x1]3]
= E[x31]− 3E[x21]E[x1] + 3E[x1]E[x1]2 − E[x1]3
→ 0
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Equation (C.42) is
dx2 =
(
α′1(x∗)x2 +
α′′1(x∗)x
2
1
2
)
dt+
α′2(x∗)
2
√
α2(x∗)
x1 dW (t)
and again, this is an Ornstein-Uhlenbeck process with solution
x2 = x2(0)e
α′1(x∗)t +
α′′1(x∗)x
2
1
−2α′1(x∗)
(1− eα′1(x∗)t) +
∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0).
Again
E[x2] = x2(0)eα
′
1(x∗)t +
α′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t)
→ α
′′
1(x∗)α2(x∗)
4(α′1(x∗))2
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E[x22] = E[x2(0)2e2α
′
1(x∗)t +
(α′′1(x∗))
2x41
4(α′1(x∗))2
(1− 2eα′1(x∗)t + e2α′1(x∗)t)
+
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)2
+
2x2(0)e
α′1(x∗)tα′′1(x∗)x
2
1
−2α′1(x∗)
(1− eα′1(x∗)t)
+ 2
α′′1(x∗)x
2
1
−2α′1(x∗)
(1− eα′1(x∗)t)
∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
+ x2(0)e
α′1(x∗)t
∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)]
= x2(0)
2e2α
′
1(x∗)t +
(α′′1(x∗))
2E[x41]
4(α′1(x∗))2
(1− 2eα′1(x∗)t + e2α′1(x∗)t)
+ E
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)2
+
2x2(0)e
α′1(x∗)tα′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t) + 0 + 0
= x2(0)
2e2α
′
1(x∗)t +
(α′′1(x∗))
2 4!
2!4E[x
2
1]
2
4(α′1(x∗))2
(1− 2eα′1(x∗)t + e2α′1(x∗)t)
+
∫ t
0
E
( α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0)
)2 dt0
+
2x2(0)e
α′1(x∗)tα′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t) (Ito Isometry)
= x2(0)
2e2α
′
1(x∗)t +
(α′′1(x∗))
2 4!
2!4E[x
2
1]
2
4(α′1(x∗))2
(1− 2eα′1(x∗)t + e2α′1(x∗)t)
+
∫ t
0
(α′2(x∗))
2
4α2(x∗)
E[x21]e2α
′
1(x∗)(t−t0) dt0 +
2x2(0)e
α′1(x∗)tα′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t)
= x2(0)
2e2α
′
1(x∗)t +
(α′′1(x∗))
2 4!
2!4E[x
2
1]
2
4(α′1(x∗))2
(1− 2eα′1(x∗)t + e2α′1(x∗)t)
+
(α′2(x∗))
2
4α2(x∗)
E[x21]
(1− e2α′1(x∗)(t−t0))
−2α′1(x∗)
+
2x2(0)e
α′1(x∗)tα′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t)
→ 3(α
′′
1(x∗))
2(α2(x∗))2
16(α′1(x∗))4
+
(α′2(x∗))
2
−8α2(x∗)α′1(x∗)
α2(x∗)
−2α′1(x∗)
→ 3(α
′′
1(x∗))
2(α2(x∗))2
16(α′1(x∗))4
+
(α′2(x∗))
2
16(α′1(x∗))2
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E[x32] = E[(x2(0))3e3α
′
1(x∗)t +
(α′′1(x∗))
3x61
−8(α′1(x∗))3
(1− eα′1(x∗)t)3
+
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)3
+ 3(x2(0))
2e2α
′
1(x∗)t
α′′1(x∗)x
2
1
−2α′1(x∗)
(1− eα′1(x∗)t)
+ 3(x2(0))
2e2α
′
1(x∗)t
∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
+ 3x2(0)e
α′1(x∗)t
(α′′1(x∗))
2x41
4(α′1(x∗))2
(1− eα′1(x∗)t)2
+ 3
(α′′1(x∗))
2x41
4(α′1(x∗))2
(1− eα′1(x∗)t)2
∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
+ 3x2(0)e
α′1(x∗)t
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)2
+ 3
α′′1(x∗)x
2
1
−2α′1(x∗)
(1− eα′1(x∗)t)
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)2
+ 6x2(0)e
α′1(x∗)t
α′′1(x∗)x
2
1
−2α′1(x∗)
(1− eα′1(x∗)t)
∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)]
= (x2(0))
3e3α
′
1(x∗)t +
(α′′1(x∗))
3E[x61]
−8(α′1(x∗))3
(1− eα′1(x∗)t)3 + 0
+ 3(x2(0))
2e2α
′
1(x∗)t
α′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t) + 0
+ 3x2(0)e
α′1(x∗)t
(α′′1(x∗))
2E[x41]
4(α′1(x∗))2
(1− eα′1(x∗)t)2 + 0
+ 3x2(0)e
α′1(x∗)tE
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)2
+ 3
α′′1(x∗)
−2α′1(x∗)
(1− eα′1(x∗)t)E
x21
(∫ t
0
α′2(x∗)
2
√
α2(x∗)
x1e
α′1(x∗)(t−t0) dW (t0)
)2
+ 0
= (x2(0))
3e3α
′
1(x∗)t +
(α′′1(x∗))
3E[x61]
−8(α′1(x∗))3
(1− eα′1(x∗)t)3
+ 3(x2(0))
2e2α
′
1(x∗)t
α′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t)
+ 3x2(0)e
α′1(x∗)t
(α′′1(x∗))
2E[x41]
4(α′1(x∗))2
(1− eα′1(x∗)t)2
+ 3x2(0)e
α′1(x∗)t
∫ t
0
(α′2(x∗))
2
4α2(x∗)
E[x21]e2α
′
1(x∗)(t−t0) dt0
+ 3
α′′1(x∗)
−2α′1(x∗)
(1− eα′1(x∗)t)
∫ t
0
(α′2(x∗))
2
4α2(x∗)
E[x41]e2α
′
1(x∗)(t−t0) dt0
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E[x32] = (x2(0))3e3α
′
1(x∗)t +
(α′′1(x∗))
3E[x61]
−8(α′1(x∗))3
(1− eα′1(x∗)t)3
+ 3(x2(0))
2e2α
′
1(x∗)t
α′′1(x∗)E[x21]
−2α′1(x∗)
(1− eα′1(x∗)t)
+ 3x2(0)e
α′1(x∗)t
(α′′1(x∗))
2E[x41]
4(α′1(x∗))2
(1− eα′1(x∗)t)2
+ 3x2(0)e
α′1(x∗)t
(α′2(x∗))
2
4α2(x∗)
E[x21]
1− eα′1(x∗)t
−2α′1(x∗)
+ 3
α′′1(x∗)
−2α′1(x∗)
(1− eα′1(x∗)t) (α
′
2(x∗))
2
4α2(x∗)
E[x41]
1− eα′1(x∗)t
−2α′1(x∗)
→ 0 + (α
′′
1(x∗))
3
−8(α′1(x∗))3
6!
3!8
E[x21]3 + 0 + 0 + 0 + 3
α′′1(x∗)
−2α′1(x∗)
(α′2(x∗))
2
4α2(x∗)
4!
2!4
E[x21]2
1
−2α′1(x∗)
→ (α
′′
1(x∗))
3
−8(α′1(x∗))3
15(α2(x∗))3
−8(α′1(x∗))3
+ 3
α′′1(x∗)
−2α′1(x∗)
(α′2(x∗))
2
4α2(x∗)
3(α2(x∗))2
4(α′1(x∗))2
1
−2α′1(x∗)
→ 15(α
′′
1(x∗))
3(α2(x∗))3
64(α′1(x∗))6
+
9α′′1(x∗)α2(x∗)(α)2
′(x∗))2
64(α′1(x∗))4
Then we can calculate the centered moments of x2,
Var(x2) = E[(x2 − E[x2])2]
= E[x22 − 2x2E[x2] + E[x2]2
= E[x22]− E[x2]2
→ 3(α
′′
1(x∗))
2(α2(x∗))2
16(α′1(x∗))4
+
(α′2(x∗))
2
16(α′1(x∗))2
−
(
α′′1(x∗)α2(x∗)
4(α′1(x∗))2
)2
→ 3(α
′′
1(x∗))
2(α2(x∗))2
16(α′1(x∗))4
+
(α′2(x∗))
2
16(α′1(x∗))2
− α
′′
1(x∗))
2(α2(x∗))2
16(α′1(x∗))4
→ (α
′′
1(x∗))
2(α2(x∗))2
8(α′1(x∗))4
+
(α′2(x∗))
2
16(α′1(x∗))2
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E[(x2 − E[x2])3] = E[x32 − 3x22E[x1] + 3x2E[x2]2 − E[x2]3]
= E[x32]− 3E[x22]E[x2] + 3E[x2]E[x2]2 − E[x2]3
= E[x32]− 3E[x22]E[x2] + 2E[x2]3
→ 15(α
′′
1(x∗))
3(α2(x∗))3
64(α′1(x∗))6
+
9α′′1(x∗)α2(x∗)(α)2
′(x∗))2
64(α′1(x∗))4
− 3
(
3(α′′1(x∗))
2(α2(x∗))2
16(α′1(x∗))4
+
(α′2(x∗))
2
16(α′1(x∗))2
)(
α′′1(x∗)α2(x∗)
4(α′1(x∗))2
)
+ 2
(
α′′1(x∗)α2(x∗)
4(α′1(x∗))2
)3
→ 15(α
′′
1(x∗))
3(α2(x∗))3
64(α′1(x∗))6
+
9α′′1(x∗)α2(x∗)(α)2
′(x∗))2
64(α′1(x∗))4
− 9(α
′′
1(x∗))
3(α2(x∗))3
64(α′1(x∗))6
− 3α
′′
1(x∗)α2(x∗)(α)2
′(x∗))2
64(α′1(x∗))4
+
2(α′′1(x∗))
3(α2(x∗))3
64(α′1(x∗))6
→ (α
′′
1(x∗))
3(α2(x∗))3
8(α′1(x∗))6
+
3α′′1(x∗)α2(x∗)(α)2
′(x∗))2
32(α′1(x∗))4
We can continue this process to calculate the moments of x1, x2, . . . to estimate the moments of equa-
tion (C.4). To second order we find,
E[x] = E[x∗ + εx1 + ε2x2]
= E[x∗] + εE[x1] + ε2E[x2]
→ x∗ + 0 + α
′′
1(x∗)α2(x∗)
4N(α′1(x∗))2
→ x∗ + α
′′
1(x∗)α2(x∗)
4N(α′1(x∗))2
,
Var(x) = Var(x∗ + εx1 + ε2x2)
= Var(x∗) + ε2Var(x1) + ε4Var(x2)
→ − α2(x∗)
2Nα′1(x∗)
+
(α′′1(x∗))
2B4
8N2A4
+
(α′2(x∗))
2
−8N2A2
→ − α2(x∗)
2Nα′1(x∗)
+
(α′′1(x∗))
2α22(x∗)
8N2(α′1(x∗))4
+
(α′2(x∗))
2
−8N2(α′1(x∗))2
,
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E[(x− E[x])3 = E[(x∗ − E[x∗])3 + ε3E[(x1 − E[x1])3 + ε6E[(x2 − E[x2])3
→ (α
′′
1(x∗))
3(α2(x∗))3
8N6(α′1(x∗))6
+
3α′′1(x∗)α2(x∗)(α)2
′(x∗))2
32N6(α′1(x∗))4
.
C.5 Multidimensional SDEs
Similar to the previous sections, we can define a multidimensional SDE. An n-dimensional multidimensional
SDE has the form
dx(t) = A(x(t), t) dt+B(x(t), t) dW (t) (C.44)
where A is an n× 1 vector, B is an n× n matrix, and W is an n-dimensional Wiener process (a vector of
n independent 1-dimensional Wiener processes). Then x(t) is said to be a solution to the multidimensional
SDE (C.44) if for all t and t0, if each xi(t) satisfies the integral equation
xi(t) = xi(t0) +
∫ t
t0
Ai(x(t
′), t′) dt′ +
n∑
j=1
∫ t
t0
Bij(x(t
′), t′) dWj(t′) (C.45)
C.5.1 Itoˆ’s Change of Variables Formula
The multidimensional case of Itoˆ’s change of variable formula for equation (C.44) is simply,
d(f(x)) =
[∑
i
Ai(x, t)
∂f(x)
∂xi
+
1
2
∑
i,j
(
B(x, t)BT (x, t)
)
ij
∂f(x)
∂xi∂xj
]
dt+
∑
i,j
Bij(x, t)
∂f(x)
∂xi
dWj(t) (C.46)
C.5.2 Relationship between SDEs and the Fokker–Planck Equation
The multidimensional SDE (C.44) has a 1-1 correspondence with the multidimensional Fokker–Planck equa-
tion
∂P (x, t|x0, t0)
∂t
= −
∑
i
∂
∂xi
Ai(x, t)P (x, t|x0, t0)]+ 1
2
∑
i,j
∂
∂xi∂xj
[
Bij(x, t)P (x, t|x0, t0)
 (C.47)
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Appendix D
The Fokker–Planck Equation
The material in this appendix is summarized from Gardiner [21] in the authors own words and with possibly
additional details included in the computations.
D.1 Forward Fokker–Planck Equation
As described in appendix B.4.2, the one dimensional Fokker–Planck equation is
∂tP (x, t|x0, t0) = − ∂
∂x
[A(x, t)P (x, t|x0, t0)] + 1
2
∂2
∂x2
[B(x, t)P (x, t|x0, t0)] . (D.1)
We will often write this equation as
∂tP (x, t|x0, t0) = − ∂
∂x
J(x, t), (D.2)
where J(x, t) = A(x, t)P (x, t|x0, t0)− 12 ∂∂x [B(x, t)P (x, t|x0, t0)] is the probability current.
The initial condition P (x, t0|x0, t0) = δ(x − x0) is inherent to the formulation of equation (D.1). The F-P
equation is a second order PDE, so we will also need boundary conditions.
D.1.1 Boundary Conditions
We consider reflecting and absorbing boundary conditions for the one dimensional Fokker–Planck equa-
tion (D.1) on the region [a, b].
Reflecting Barrier
In this case, we assume that when a particle reaches the boundary it gets reflected. If the particle starts in
region [a, b], it can never leave [a, b] and thus there is no flow of probability across the boundary and the
reflecting boundary conditions are,
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J(a, t) = 0 and J(b, t) = 0. (D.3)
Absorbing Boundary
In this case we assume that when a particle reaches the boundary it is removed from the system. Therefore
particles can never be on the boundary and the absorbing boundary conditions are,
P (a, t|x0, t0) = 0 andP (b, t|x0, t0) = 0. (D.4)
D.2 Backwards Fokker–Planck Equation
Begin with the Chapman-Kolmogorov equation described in section B.3
P (x, t|x0, t0) =
∫
P (x, t|y, s)P (y, s|x0, t0) dy. (D.5)
Differentiating both sides with respect to s we get
0 =
∫
∂P (x, t|y, s)
∂s
P (y, s|x0, t0) dy +
∫
P (x, t|y, s)∂P (y, s|x0, t0)
∂s
dy. (D.6)
Substituting the forward Fokker–Planck equation (D.1) for the term ∂P (y,s|x0,t0)∂s and integrating by parts
yields
0 =
∫
∂P (x, t|y, s)
∂s
P (y, s|x0, t0) dy −
∫
P (x, t|y, s) ∂
∂y
[A(y, s)P (y, s|x0, t0)] dy
+
∫
1
2
P (x, t|y, s) ∂
2
∂x2
[B(y, s)P (y, s|x0, t0)] dy
=
∫
∂P (x, t|y, s)
∂s
P (y, s|x0, t0) dy +
∫
∂P (x, t|y, s)
∂y
A(y, s)P (y, s|x0, t0) dy
+
∫
1
2
∂2P (x, t|y, s)
∂y2
B(y, s)P (y, s|x0, t0) dy
=
∫
P (y, s|x0, t0)
[
∂P (x, t|y, s)
∂s
+A(y, s)
∂P (x, t|y, s)
∂y
+
1
2
B(y, s)
∂2P (x, t|y, s)
∂y2
]
dy.
By definition P (y, s|x0, t0) ≥ 0 and therefore it must hold that
0 =
∂P (x, t|y, s)
∂s
+A(y, s)
∂P (x, t|y, s)
∂y
+
1
2
B(y, s)
∂2P (x, t|y, s)
∂y2
, (D.7)
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yielding the backwards Fokker–Planck equation
−∂P (x, t|y, s)
∂s
= A(y, s)
∂P (x, t|y, s)
∂y
+
1
2
B(y, s)
∂2P (x, t|y, s)
∂y2
. (D.8)
Using translation invariance, it is easy to show that
∂P (x, t|y, s)
∂s
=
∂P (x, 0|y, s− t)
∂s
= −∂P (x, 0|y, s− t)
∂t
= −∂P (x, t|y, s)
∂t
, (D.9)
which then yields the equivalent backward Fokker–Planck equation
∂P (x, t|y, s)
∂t
= A(y, s)
∂P (x, t|y, s)
∂y
+
1
2
B(y, s)
∂2P (x, t|y, s)
∂y2
. (D.10)
Changing the variables y → x0 and s→ t0 so as to agree with equation (D.1) we have
∂P (x, t|x0, t0)
∂t
= A(x0, t0)
∂P (x, t|x0, t0)
∂x0
+
1
2
B(x0, t0)
∂2P (x, t|x0, t0)
∂x20
. (D.11)
D.2.1 Boundary Conditions
To derive the boundary conditions for the backwards Fokker–Planck equation (D.11) we begin with equa-
tion (D.6) and substitute the backward Fokker–Planck equation (D.10) in the first term and the forward
Fokker–Planck equation (D.1) in the second term:
0 =
∫
R
(
−A(y, s)∂P (x, t|y, s)
∂y
− B(y, s)
2
∂2P (x, t|y, s)
∂y2
)
P (y, s|x0, t0) dy
+
∫
R
P (x, t|y, s)
(
− ∂
∂y
[A(y, s)P (y, s|x0, t0)] + 1
2
∂2
∂y2
[B(y, s)P (y, s|x0, t0)]
)
dy
=
∫
R
∂
∂y
[−A(y, s)P (x, t|y, s)P (y, s|x0, t0)] dy +
∫
R
∂
∂y
[
1
2
P (x, t|y, s) ∂
∂y
[B(y, s)P (y, s|x0, t0)]
]
dy
−
∫
R
∂
∂y
[
B(y, s)P (y, s|x0, t0)∂P (x, t|y, s)
∂y
]
dy
=
[
P (x, t|y, s)
(
−A(y, s)P (y, s|x0, t0) + 1
2
∂
∂y
[B(y, s)P (y, s|x0, t0)]
)
−B(y, s)P (y, s|x0, t0)∂P (x, t|y, s)
∂y
] ∣∣∣∣
y=a,y=b
=
[
P (x, t|y, s)J(y, s)−B(y, s)P (y, s|x0, t0)∂P (x, t|y, s)
∂y
] ∣∣∣∣
y=a,y=b
.
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Reflecting Boundary
Since P (y, s|x0, t0) satisfies the forwards Fokker–Planck equation with reflecting boundary conditions (D.3),
the first term vanishes leaving
0 =
[
−B(y, s)P (y, s|x0, t0)∂P (x, t|y, s)
∂y
] ∣∣∣∣
y=a,y=b
.
Assuming B(y, s) 6= 0, this equation holds for all P (y, s|x0, t0) if
∂P (x, t|y, s)
∂y
∣∣∣∣
y=a,y=b
= 0.
Changing variables, we have the reflecting boundary condition for the backwards Fokker–Planck equa-
tion (D.11)
∂P (x, t|x0, t0)
∂y
∣∣∣∣
x0=a,x0=b
= 0.
Absorbing Boundary
Since P (y, s|x0, t0) satisfies the forwards Fokker–Planck equation with absorbing boundary conditions (D.4),
the second term vanishes leaving
0 =
1
2
P (x, t|y, s) ∂
∂y
[B(y, s)P (y, s|x0, t0)]
∣∣∣∣
y=a,y=b
.
Assuming B(y, s) 6= 0, this equation holds for all P (y, s|x0, t0) if
P (x, t|y, s)
∣∣∣∣
y=a,y=b
= 0.
Changing variables, we have the absorbing boundary condition for the backwards Fokker–Planck equa-
tion (D.11)
P (x, t|x0, t0)
∣∣∣∣
x0=a,x0=b
= 0.
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D.3 Stationary Solutions for the Homogeneous Fokker–Planck
Equation
If a process is homogeneous (independent of time), then we can write the stationary Fokker–Planck equation
as
d
dx
A(x)Ps(x)− 1
2
d2
dx2
[B(x)Ps(x)] = 0 (D.12)
or
dJ(x)
dt
= 0 where J(x) = A(x)Ps(x)− 1
2
d
dx
[B(x)Ps(x)]. (D.13)
We therefore get the solution J ≡ const. If the motion takes place in the interval [a, b] then J(a) = J(b) =
J(x) for all x ∈ [a, b]
Reflecting Boundary
If the boundary is reflecting then using equation (D.3) it is easy to see that J ≡ 0. Therefore we need to
solve A(x)Ps(x)− 12 ddx [B(x)ps(x)] = 0.
1
2
d
dx
[B(x)ps(x)] = A(x)ps(x)
d
dx
[B(x)ps(x)] = 2
A(x)
B(x)
B(x)ps(x)
B(x)ps(x) = N e2
∫ x
a
A(x′)
B(x′) dx
′
ps(x) =
N
B(x)
e
2
∫ x
a
A(x′)
B(x′) dx
′
,
where N is the normalizing constant such that ∫ b
a
ps(x) dx = 1.
Absorbing Boundary
Note that it does not make much sense to discuss a stationary solution for a Fokker–Planck equation with
absorbing boundary conditions, since the absorbing boundary conditions would imply Ps(x) = 0.
D.4 First–Passage Times
It is often of interest to determine the amount of time it takes for a process described by a Fokker–Planck
equation to exit a particular region. We begin with the one dimensional Fokker–Planck equation (D.1) on
the interval [a, b] with reflecting boundary conditions. Given the process starts at x0 which is in the region
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[a, c) for a < c < b, we want to determine how long it takes for the process to to exit the interval through
c. The reflecting boundary condition at a is kept and an absorbing boundary condition is imposed at c so
that the process is stopped once the process exits the interval [a, c).
Let T be the (stochastic) time at which the particle starts at x0 and leaves the region [a, c) and let G(x0, t)
be the probability that starting at x0, the particle has not yet left [a, c) at time t. Then we see that
G(x0, t) = Prob(T ≥ t) =
∫ c
a
P (x, t|x0, t0) dx. (D.14)
Applying the operator L+ = A(x0)
∂
∂x0
+ B(x0)2
∂2
∂x20
to both sides of equation (D.14) and using the equivalent
backwards Fokker–Planck equation (D.11) results in,
A(x0)
∂G(x0, t)
∂x0
+
B(x0)
2
∂2G(x0, t)
∂x20
=
∫ c
a
A(x0)
∂P (x, t|x0, t0)
∂x0
+
B(x0)
2
∂2P (x, t|x0, t0)
∂x20
dx
=
∫ c
a
∂P (x, t|x0, t0)
∂t
dx
=
∂
∂t
∫ c
a
P (x, t|x0, t0) dx
=
∂G(x0, t)
∂t
.
Thus G satisfies the equation
∂G(x0, t)
∂t
= A(x0)
∂G(x0, t)
∂x0
+
B(x0)
2
∂2G(x0, t)
∂x20
. (D.15)
The reflecting boundary condition at x0 = a for a backward Fokker–Planck equation is inherited by G to
give
∂G(x0, t)
∂x0
∣∣∣∣
x0=a
=
∂
∂x0
[∫ c
a
P (x, t|x0, t0) dx
]
=
∫ c
a
∂P (x, t|x0, t0)
∂x0
∣∣∣∣
x0=a
dx
= 0.
Similarly, the absorbing boundary condition at c is inherited by G to give G(c, t) = 0.
Let τ(x0) be the mean first–passage time of the process when started at the point x0. Using the definition
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of τ , we determine τ in terms of G:
τ(x0) = E[T ]
=
∫ ∞
t0
tP (T = t) dt
=
∫ ∞
t0
t
∂
∂t
[Prob(T < t)] dt
=
∫ ∞
t0
t
∂
∂t
[1− Prob(T ≥ t)] dt
=
∫ ∞
t0
t
∂
∂t
[1−G(x0, t)] dt
= −
∫ ∞
t0
t
∂G(x0, t)
∂t
dt
=
∫ ∞
t0
G(x0, t) dt. (D.16)
Integrate both sides of equation (D.15) over the time interval t0 to ∞, and use equation (D.16) to find,
∫ ∞
t0
∂G(x0, t)
∂t
dt =
∫ ∞
t0
A(x0)
∂G(x0, t)
∂x0
+
B(x0)
2
∂2G(x0, t)
∂x20
dt
G(x0,∞)−G(x0, t0) = A(x0) ∂
∂x0
∫ ∞
0
G(x0, t) dt+
B(x0)
2N
∂2
∂x20
∫ ∞
0
G(x0, t) dt
0− 1 = A(x0)∂τ(x0)
∂x0
+
B(x0)
2
∂2τ(x0)
∂x20
.
Thus τ satisfies the equation
A(x0)
∂τ(x0)
∂x0
+
B(x0)
2
∂2τ(x0)
∂x20
= −1. (D.17)
Translating the boundary conditions for G we find the boundary conditions for τ to be
τ ′(a) =
d
dx0
[∫ ∞
t0
G(x0, t) dt
] ∣∣∣∣
x0=a
=
∫ ∞
t0
∂
∂x0
[G(x0, t)]
∣∣∣∣
x0=a
dt
= 0 (D.18)
and
τ(c) =
∫ ∞
t0
G(c, t) dt
= 0. (D.19)
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Equation (D.17) with boundary conditions (D.18) and (D.19) can be solved using integrating factors. First,
rewrite the equation as
d2τ
dx20
+
2A(x0)
B(x0)
dτ
dx0
= − 2
B(x0)
.
Let Φ(x0) = −2
∫ x0
a
A(x′)
B(x′) dx
′ be the quasipotential. Then using the integrating factor ρ(x0) = e−Φ(x0) and
the initial condition we find,
(
ρ(x0)
dτ
dx0
)′
= −2ρ(x0)
B(x0)
ρ(x)
dτ
dx0
= −
∫ x
0
2ρ(x′)
B(x′)
dx′
dτ
dx0
= − 1
ρ(x0)
∫ x
0
2ρ(x′)
B(x′)
dx′
τ(x0) = −
∫ x
0
1
ρ(x′)
∫ x′ 2ρ(x′′)
B(x′′)
dx′′ dx′
τ(x0) =
∫ c
x0
1
ρ(x′)
∫ x′
0
2ρ(x′′)
B(x′′)
dx′′ dx′
τ(x0) = 2
∫ c
x0
eΦ(x
′)
∫ x′
a
e−Φ(x
′′)
B(x′′)
dx′′ dx′. (D.20)
D.4.1 Escape Over a Barrier
Suppose the process moves according to the following Fokker–Planck equation with small-noise driven by a
large system-size N on the interval [0, 1].
∂tP (x, t|x0, t0) = − ∂
∂x
[A(x, t)P (x, t|x0, t0)] + 1
2N
∂2
∂x2
[B(x, t)P (x, t|x0, t0)] . (D.21)
Fokker–Planck equations of this form are often obtained by performing a system-size expansion of a master
equation (see section E.2). We are interested in the case when Φ is a double well potential. Assume Φ has
minima at x+ and x− and a maximum at x∗. Then we want to describe how long it takes to escape from
the basins around the minima x− and x+. We will begin by describing the MFPT from [0, x∗) starting at
x−. Similarly, the MFPT from (x∗, 1] starting at x+ will follow.
As solved by equation (D.20), the MFPT from x− is given by
τ−(x0) = 2N
∫ x∗
x0
eNΦ(x
′)
∫ x′
0
e−NΦ(x
′′)
B(x′′)
dx′′ dx′. (D.22)
Since x− is a minimum of Φ, then it is a maximum of e−NΦ(x). Thus for large enough N , e−NΦ(x) is sharply
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peaked at x−. Similarly, eNΦ(x0) is sharply peaked around x∗. Therefore
∫ x′
a
e−NΦ(x
′′) dx′′ is about the
same for all x′ ∈ [x0, x∗] for which eNΦ(x′) is well above zero. Then we can rewrite the MFPT as,
τ(x0) = 2N
∫ x∗
x0
eNΦ(x
′) dx′
∫ x∗
0
e−NΦ(x
′′)
B(x′′)
dx′′.
We know that eNΦ(x
′) is sharply peaked around x∗, so we use Laplace’s Method to approximate it around
x∗,
∫ x∗
x0
eNΦ(x
′) dx′ =
∫ x∗
x0
eNΦ(x∗)−N
(x′−x∗)2
2 |Φ′′(x∗)| dx′
= eNΦ(x∗)
∫ x∗
x0
e−N
(x′−x∗)2
2 |Φ′′(x∗)| dx′
= eNΦ(x∗)
√
2
N |Φ′(x∗)|
∫ x∗
x0
e−s
2
ds
=
√
pi
2N |Φ′′(x∗)|e
NΦ(x∗).
Similarly, we expand
∫ x∗
a
e−NΦ(x
′′)
B(x′′) dx
′′ around x−,
∫ x∗
0
e−NΦ(x
′′)
B(x′′)
dx′′ =
∫ x∗
0
e−NΦ(x−)−N
(x′′−x−)2
2 Φ
′′(x−)
B(x−)
dx′′
=
e−NΦ(x−)
B(x−)
∫ x∗
0
e−N
(x′′−x−)2
2 Φ
′′(x−) dx′′
=
e−NΦ(x−)
B(x−)
√
2
NΦ′′(x−)
∫ x∗
0
e−s
2
ds
=
√
2pi
NΦ′′(x−)
e−NΦ(x−)
B(x−)
.
The the MFPT becomes,
τ− = 2N
√
pi
2N |Φ′′(x∗)|e
NΦ(x∗)
√
2pi
NΦ′′(x−)
e−NΦ(x−)
B(x−)
=
2pi
B(x−)
√
Φ′′(x−)|Φ′′(x∗)|
eN(Φ(x∗)−Φ(x−). (D.23)
Note that we dropped the dependence upon the starting position x0, since the MFPT is independent of
x0 as long as it is not too close to x∗. Thus we can think of the quantity τ− as the MFPT for any initial
condition starting in a neighborhood of x− to reach a neighborhood of x0.
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Similarly,
τ+ =
2pi
B(x+)
√
Φ′′(x+)|Φ′′(x∗)|
eN(Φ(x∗)−Φ(x+). (D.24)
D.5 Multidimensional Fokker–Planck Equation
D.5.1 Forward Fokker–Planck Equation
As described in appendix B.4.2, the multidimensional Fokker–Planck equation is
∂tP (x, t|x0, t0) = −
∑
i
∂
∂xi
[Ai(x, t)P (x, t|x0, t0)] + 1
2
∑
i,j
∂2
∂xi∂xj
[Bij(x, t)P (x, t|x0, t0)] . (D.25)
Boundary Conditions
Define the probability current
Ji(x, t) = Ai(x, t)P (x, t|x0, t0)− 1
2
∑
j
∂
∂xj
Bij(x, t)P (x, t|x0, t0). (D.26)
Then (D.1) becomes
∂P (x, t|x0, t0)
∂t
= −
∑
i
∂
∂xi
Ji(x, t). (D.27)
Consider a region R with boundary S and define P (R, t|x0, t0) =
∫
R
P (x, t|x0, t0) dx. Then equation (D.27)
is equivalent to
∂P (R, t|x0, t0)
∂t
=
∂
∂t
∫
R
P (x, t|x0, t0) dx (D.28)
=
∫
R
∂
∂t
P (x, t|x0, t0) dx (D.29)
= −
∫
R
∑
i
∂
∂xi
Ji(x, t|x0, t0) dx (D.30)
= −
∫
R
divJ(x, t|x0, t0) dx (D.31)
= −
∫
S
J(x, t|x0, t0) · n dS, (D.32)
where n is the outward pointing normal to S.
Next, consider adjacent regions R1 and R2 with shared boundary S12 and other boundaries S1 and S2 as
shown in Figure D.1. We want to consider the net flow of probability from region R2 into R1. Let ∆t be
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Figure D.1: Region demonstrating the boundary
small enough such that the probability of crossing from R2 at time t to R1 at time t+ ∆t is
∫
R1
∫
R2
P (x, t+ ∆t;y, t|y0, t0) dy dx. (D.33)
Then net flow of the probability across S12 is defined as
net flow = lim
∆t→0
1
∆t
∫
R1
∫
R2
P (x, t+ ∆t;y, t|y0, t0) dy dx−
∫
R2
∫
R1
P (y, t+ ∆t;x, t|x0, t0) dx dy
=
∫
R1
∫
R2
(
∂
∂t′
P (x, t′;y, t|y0, t0)− ∂
∂t′
P (y, t′;x, t|x0, t0)
) ∣∣∣∣
t′=t
dy dx
=
∫
R1
∫
R2
[
−
∑
i
∂
∂xi
Ji(x, t
′;y, t|y0, t0) +
∑
i
∂
∂yi
Ji(y, t
′;x, t|x0, t0)
] ∣∣∣∣
t′=t
dy dx
= −
∫
R1
[∑
i
∂
∂xi
Ji(x, t
′;R2, t|y0, t0)
] ∣∣∣∣
t′=t
dx+
∫
R2
[∑
i
∂
∂yi
Ji(y, t
′;R1, t|x0, t0)
] ∣∣∣∣
t′=t
dy
= −
∫
R1
∑
i
∂
∂xi
Ji(x, t;R2, t) dx+
∫
R2
∑
i
∂
∂yi
Ji(y, t;R1, t) dy
= −
∫
S1
J(x, t;R2, t|y0, t0) · n1 dS −
∫
S12
J(x, t;R2, t|y0, t0) · n12 dS
+
∫
S2
J(y, t;R1, t|x0, t0) · n2 dS +
∫
S12
J(y, t;R1, t|x0, t0) · n21 dS,
where n1 is the outward pointing normal to S1, n2 is the outward pointing normal to S2, n12 is the normal
to S12 pointing from R1to R2 and n21 = −n12 is the normal to S12 pointing from R2 to R1.
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Since x ∈ R2 the first integral vanishes and similarly the third integral vanishes giving,
net flow = −
∫
S12
J(x, t;R2, t|y0, t0) · n12 dS +
∫
S12
J(y, t;R1, t|x0, t0) · n21 dS
=
∫
S12
J(x, t;R2, t|y0, t0) · n21 dS +
∫
S12
J(y, t;R1, t|x0, t0) · n21 dS
=
∫
S12
[J(x, t;R2, t|y0, t0) + J(y, t;R1, t|x0, t0)] · n dS.
Both x and y are in S12, and therefore by definition, x also belongs to R2 and y belongs to R1. This shows
that the net flow across S12 is given by,
net flow =
∫
S12
J(x, t) · n21 dS. (D.34)
Next, we use equation (D.34) to discuss various boundary conditions. We will only discuss the special cases
of reflecting and absorbing boundary conditions, but other boundary conditions can be found in [21].
Reflecting Barrier
In this case, we assume that when a particle reaches the boundary it gets reflected. If the particle starts
in region R, it can never leave R and thus it never crosses a boundary and the net flow of probability is
therefore zero. The reflecting boundary condition is then,
J(x, t) · n = 0 for all x ∈ S. (D.35)
Absorbing Boundary
In this case we assume that when a particle reaches the boundary it is removed from the system. Therefore
particles can never be on the boundary. The absorbing boundary condition is then,
P (x, t|x0, t0) = 0 for all x ∈ S. (D.36)
D.5.2 Backward Fokker–Planck Equation
The multidimensional backward Fokker–Planck equation is
∂P (x, t|y, s)
∂t
=
∑
i
Ai(y, s)
∂P (x, t|y, s)
∂yi
+
1
2
∑
i,j
Bij(Ai(y, s)y, s)
∂2P (x, t|y, s)
∂yi∂yj
. (D.37)
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D.5.3 First–Passage Times
The MFPT, τ(x), from a point x to an absorbing boundary S2 of the multidimensional FPE (D.25) is given
by ∑
i
Ai(x, t)
∂τ(x)
∂i
+
1
2
∑
i,j
∂2τ(x)
∂i∂j
= −1, (D.38)
with boundary conditions τ(x) = 0 for x ∈ S1 where S1 is the reflecting boundary imposed by the original
problem and τ ′(x) = 0 for x ∈ S2.
In multiple dimensions, instead of solving equation (D.38) it is often easier to instead approach this from a
classical mechanics point of view. Assuming we want to calculate the MFPT from a stable equilibrium S
and a saddle point H, we begin with the quasipotential
Π(x) = k(x)e−NΦ(x). (D.39)
Plugging equation (D.39) into the FPE (D.25), the order 1 equation is
∑
i
Ai(x)
∂Φ
∂xi
+
1
2
∑
i,j
Bij(x)
∂Φ
∂xi
∂Φ
∂xj
= 0. (D.40)
Equation (D.40) has the form of a Hamiltonian equations H(x,p) = 0 where
H(x,p) =
∑
i
Ai(x)pi +
1
2
∑
i,j
Bij(x)pipj (D.41)
and pi =
∂Φ
∂xi
. Therefore the equations of motion of this Hamiltonian are
x˙i =
∂H
∂pi
= Ai(x) +
∑
j
Bij(x)pj (D.42)
p˙i = −∂H
∂xi
=
∑
i,j
∂Ai
∂xj
+
1
2
∑
i,j,k
∂Bij
∂xk
pipj (D.43)
Using equation (D.42) we can solve that pi =
∑
j Cij(x) (x˙j −Aj(x)) where C = B−1.
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We can then find the Lagrangian conjugate to the Hamiltonian (D.41) using the Legendre transform:
L(x, x˙) =
∑
i
x˙ipi −H(x,p)
=
∑
i
x˙ipi −
∑
i
Ai(x)pi − 1
2
∑
i,j
Bij(x)pipj
=
∑
i,j
x˙iCij(x) (x˙j −Aj(x))−
∑
i,j
Ai(x)Cij(x) (x˙j −Aj(x))− 1
2
∑
i
pi (x˙i −Ai(x))
=
∑
i,j
(x˙i −Ai(x))Cij(x) (x˙j −Aj(x))− 1
2
∑
i,j
Cij(x) (x˙j −Aj(x)) (x˙i −Ai(x))
=
1
2
∑
i,j
(x˙i −Ai(x))Cij(x) (x˙j −Aj(x)) (D.44)
Then the quasipotential Φ is given by the classical action function
Φ(x) = inf
T>0
x(0)=S
x(T )=x
∫ T
0
L(x, x˙) dt (D.45)
To optimize the action above we require δΦ(x) = 0 where
δΦ(x) = δ
∫ T
0
L(x, x˙) dt
=
∫ T
0
∑
i
∂L
∂xi
x˙i +
∂L
∂x˙i
δx˙i dt
=
∫ T
0
∑
i
∂L
∂xi
x˙i +
∂L
∂x˙i
d
dt
[δxi] dt
=
∫ T
0
∑
i
∂L
∂xi
x˙i dt+
∑
i
∂L
∂x˙i
δx
∣∣∣∣T
0
−
∫ T
0
∑
i
δx
d
dt
[
∂L
∂x˙i
]
dt
=
∫ T
0
∑
i
(
∂L
∂xi
− d
dt
[
∂L
∂x˙i
])
dt
Thus the trajectory x(t) that minimizes the action from S to H will satisfy the Euler-Lagrange equations
d
dt
(
∂L
∂x˙i
)
− ∂L
∂xi
= 0, (D.46)
with
x(0) = S and x(T ) = x.
This optimal path is the most probable path the process will take from S to H. Once the optimal path is
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found, Φ can be found by integrating the Lagrangian along this path.
Plugging equation (D.39) into the FPE (D.25), the order 1/N equation is
∑
i
∂Ai
∂xi
k(x)+
∑
i
Ai(x)
∂k
∂xi
+
∑
i,j
∂Bij
∂xj
∂Φ
∂xi
k(x)+
∑
i,j
Bij(x)
∂k
∂xi
∂Φ
∂xj
+
1
2
∑
i,j
Bij(x)
∂2Φ
∂xi∂xj
k(x) = 0 (D.47)
which can be written as
∑
i
∂H
∂pi
∂k
∂xi
= −
∑
i
∂2H
∂xi∂pi
+
1
2
∑
i,j
∂2Φ
∂xi∂xj
∂2H
∂pi∂pj
 k(x). (D.48)
Using the fact that x˙i =
∂H
∂pi
this can be written as
k˙ = −
∑
i
∂2H
∂xi∂pi
+
1
2
∑
i,j
∂2Φ
∂xi∂xj
∂2H
∂pi∂pj
 k(x). (D.49)
In multi-dimensions, equations (D.45) and (D.49) can usually not be solved analytically and must be solved
numerically.
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Appendix E
Birth–Death Processes
The material in this appendix is summarized from Gardiner [21] and Bressloff [10] in the authors own words
and with possibly additional details included in the computations.
E.1 Birth–Death Master Equation
birth–death processes consist of a population of individuals in which at each time step a finite number of
individuals are born or a finite number of individuals die. The simplest birth–death process is one individual
is born or one individual dies. Let X denote the number of individuals in the population with only two
transition rates corresponding to the birth and death of individuals.
W (x+ 1|x, t) = ω+(x), (E.1)
W (x− 1|x, t) = ω−(x). (E.2)
In B.4.1 we discussed the master equation for a jump process on a discrete state space is
∂tP (i, t|i0, t0) =
∑
j
(W (i|j, t)P (j, t|i0, t0)−W (j|i, t)P (i, t|i0, t0)). (E.3)
Plugging in the transition rates (E.1) and (E.2) into the master equation (E.3) we get the 1-dimensional
birth–death master equation,
∂P (i, t|i0, t0)
∂t
= W (i|i− 1)P (i− 1, t|i0, t0) +W (i|i+ 1)P (i+ 1, t|i0, t0) +W (i|i)P (i, t|i0, t0)
= W (i|i− 1)P (i− 1, t|i0, t0) +W (i|i+ 1)P (i+ 1, t|i0, t0) (E.4)
−W (i+ 1|i)P (i, t|i0, t0)−W (i− 1|i)P (i, t|i0, t0)
= ω+(i− 1)P (i− 1, t|i0, t0) + ω−(i+ 1)P (i+ 1, t|i0, t0) (E.5)
− ω+(i)P (i, t|i0, t0)− ω−(i)P (i, t|i0, t0). (E.6)
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E.1.1 Boundary Conditions
Consider 1-dimensional the birth–death master equation (E.6) on the interval [a, b]. We will discuss both
reflecting and absorbing boundary conditions at a and b. Additional boundary conditions can be derived,
but for our purposes these two will suffice.
Reflecting Boundary
A reflecting boundary condition is obtained by forbidding exit from the boundaries or namely,
ω−(a) = 0 and ω+(b) = 0. (E.7)
However, it is sometimes useful for the boundary conditions to have a form involving P . Introducing the
fictitious state a− 1 such that P (a− 1, t|i0, t0) = 0, the birth–death master equation (E.6) at the boundary
a is
∂P (a, t|i0, t0)
∂t
= ω+(a−1)P (a−1, t|i0, t0)+ω−(a+1)P (a+1, t|i0, t0)−(ω+(a) + ω−(a))P (a, t|i0, t0). (E.8)
We want the terms containing ω−(a) and P (a− 1, t|i0, t0) to vanish which implies
ω+(a− 1)P (a− 1, t|i0, t0)− ω−(a)P (a, t|i0, t0) = 0. (E.9)
Similarly, introducing the fictitious state b+ 1, a reflecting boundary condition at b implies
ω−(b+ 1)P (b+ 1, t|i0, t0)− ω+(b)P (b, t|i0, t0) = 0. (E.10)
Absorbing Boundary
An absorbing boundary condition is obtained by forbidding re-entrance into the boundaries or namely,
ω+(a− 1) = 0 and ω−(b+ 1) = 0. (E.11)
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Again, it is sometimes useful for the boundary conditions to have a form involving P . As in the previous
sections, the birth–death master equation (E.6) at the boundary a is
∂P (a, t|i0, t0)
∂t
= ω+(a−1)P (a−1, t|i0, t0)+ω−(a+1)P (a+1, t|i0, t0)−(ω+(a) + ω−(a))P (a, t|i0, t0). (E.12)
We want the terms containing ω+(a− 1) to vanish which implies
P (a− 1, t|i0, t0) = 0. (E.13)
Similarly, an absorbing boundary condition at b implies
P (b+ 1, t|i0, t0) = 0. (E.14)
E.1.2 Stationary Solution
The equation for a stationary solution of the birth–death master equation (E.6) is
0 = ω+(i− 1)Ps(i− 1) + ω−(i+ 1)Ps(i+ 1)− ω+(i)Ps(x)− ω−(x)Ps(x) (E.15)
or
0 = J(i+ 1)− J(i), (E.16)
where J(i) = ω−(i)Ps(i)− ω+(i− 1)Ps(i− 1).
A population of individuals requires that i ≥ 0 which forces
ω−(0) = 0P (i, t|i0, t0) = 0 if either i < 0 or i0 < 0. (E.17)
Using these conditions,
J(0) = ω−(0)Ps(0) + ω+(−1)Ps(−1) = 0. (E.18)
Summing equation (E.16) this implies
0 =
i−1∑
j=0
J(j + 1)− J(j) = J(i)− J(0) = J(i). (E.19)
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Using the definition for J(x) we get
Ps(i) =
ω+(i− 1)
ω−(i)
Ps(i− 1) (E.20)
and solving this recursively gives a solution for the stationary distribution
Ps(i) = Ps(0)
i∏
j=1
ω+(j − 1)
ω−(j)
.
E.2 System–Size Expansions
The birth–death master equation (E.6) is difficult to solve in general so we introduce two approximations
derived using system size expansions.
E.2.1 Kramers–Moyal Expansion
We begin with the birth–death master equation (E.6) on the interval [0, N ] with reflecting boundary condi-
tions at 0 and N given by equations (E.9) and (E.9). We approximate the birth–death master equation by
doing a system size expansion for large N . Begin by switching to the scaled variable x = iN and assuming
the transition rates scale like NΩ±(x) = ω±(i). In terms of this scaled variable x, the birth–death master
equation (E.6) is
∂P (x, t|x0, t0)
∂t
= NΩ+(x− 1/N)P (x− 1/N, t|x0, t0) +NΩ−(x+ 1/N)P (x+ 1/N, t|x0, t0|x0, t0) (E.21)
−N(Ω+(x) + Ω−(x))P (x, t|x0, t0).
Next, Taylor expand equation (E.21) in powers of 1N
141
∂P (x, t|x0, t0)
∂t
=
∞∑
n=0
N
(−1)n
n!Nn
∂n
∂xn
[Ω+(x)P (x, t|x0, t0)] +
∞∑
n=0
N
1
n!Nn
∂n
∂xn
[Ω−(x)P (x, t|x0, t0)]
+NΩ−(x+ 1/N)P (x+ 1/N, t|x0, t0)−N(Ω+(x) + Ω−(x))P (x, t|x0, t0)
=
∞∑
n=1
N1−n
(−1)n
n!
∂n
∂xn
[Ω+(x)P (x, t|x0, t0)] +
∞∑
n=1
N1−n
1
n!
∂n
∂xn
[Ω−(x)P (x, t|x0, t0)]
=
∞∑
n=1
N1−n
(−1)n
n!
∂n
∂xn
[(Ω+(x) + (−1)nΩ−(x))P (x, t|x0, t0)]
=
∞∑
n=1
N1−n
(−1)n
n!
∂n
∂xn
[αn(x)P (x, t|x0, t0)] , (E.22)
where αn(x) = Ω+(x) + (−1)nΩ−(x).
Equation (E.22) is known as the Kramers–Moyal expansion of the master equation (E.6). For large N ,
terminating this series at order 1/N results in the diffusion approximation
∂P (x, t|x0, t0)
∂t
= − ∂
∂x
[α1(x)P (x, t|x0, t0)] + 1
2N
∂2
∂x2
[α2(x)P (x, t|x0, t0)] . (E.23)
Note that diffusion approximation (E.23) has the form of a Fokker–Planck equation described in section D.1.
The boundary conditions (E.9) and (E.10) are translated by similarly performing a Taylor expansion and
truncating at order 1/N :
ω+(−1)P (−1, t|i0, t0)− ω−(0)P (0, t|i0, t0) = 0
NΩ+(−1/N)P (−1/N, t|x0, t0)−NΩ−(0)P (0, t|x0, t0) = 0
N
∞∑
n=0
1
n!
(−1
N
)n
∂
∂x
[Ω+(0)P (0)]−NΩ−(0)P (0, t|x0, t0) = 0
N
(
Ω+(0)P (0, t|x0, t0)− ∂
∂x
[Ω+(0)P (0)]
)
−NΩ−(0)P (0, t|x0, t0) = 0
(Ω+(0)− Ω−(0))P (0, t|x0, t0)− 1
2N
∂
∂x
[(Ω+(0) + Ω−(0))P (0, t|x0, t0)] = 0
J(0, t) = 0 (E.24)
and
J(1, t) = 0, (E.25)
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where J(x, t) = (Ω+(x)− Ω−(x))P (x, t|x0, t0)− 12N ∂∂x [(Ω+(x) + Ω−(x))P (x, t|x0, t0)].
Thus the reflecting boundary conditions (E.24) and (E.24) for the diffusion approximation are exactly the
zero flux across the boundary condition for a reflecting boundary of a Fokker–Planck equation described in
section D.1.1.
E.2.2 van Kampen Expansion
The van Kampen Expansion is similar the the diffusion approximation, but further approximates the master
equation (E.6) by assuming linear noise, that is x = φ(t) +N−1/2z where φ(t) is a deterministic term to be
determined, and z is a fluctuation term. Starting with an initial condition x0 at time t0 this assumption
determines that P (x, t|x0, t0) will be a peak centered at some position described by the motion of φ(t) with
width of order N1/2 Staring with the Kramers–Moyal expansion (E.22) and performing a change of variables
from x, t to z, t we find
∂
∂t
=
∂
∂t
+
∂
∂z
∂z
∂t
=
∂
∂t
−N1/2φ′(t) ∂
∂z
and
∂n
∂xn
=
∂n
∂zn
(
∂z
∂x
)n
= Nn/2
∂n
∂zn
and equation (E.22) becomes
∂P (z, t|z0, t0)
∂t
−N1/2φ′(t)∂P (z, t|z0, t0)
∂z
=
∞∑
n=1
(−1)n
n!
N1−n/2
∂n
∂zn
[
αn(φ(t) +N
−1/2z)P (z, t|z0, t0)
]
,
where z0 =
x0−φ(t0)
N .
Next we expand αn(φ(t) +N
−1/2z) in powers of N1/2 to get
∂P (z, t|z0, t0)
∂t
−N1/2φ′(t)∂P (z, t|z0, t0)
∂z
=
∞∑
n=1
∂n
∂zn
[ ∞∑
k=0
(−1)n
n!k!
N
2−n−k
2 zkα(k)n (φ(t))P (z, t|z0, t0)
]
. (E.26)
Inspecting equation (E.26), we note that there are two terms of order N1/2 (one on LHS and one on RHS
corresponding to n = 1, k = 0) which will cause an issue when we take N → ∞. However, it is possible to
make them cancel by choosing φ(t) such that
φ′(t) = α1(φ(t)) = Ω+(φ(t))− Ω−(φ(t)). (E.27)
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This equation is called the deterministic equation and in section E.2.2 it will be shown that it appropriately
describes the mean of the van Kampen approximation. Choosing φ(t) that satisfies equation(E.27) and
taking the limit as N →∞ of equation (E.26) we are left with,
∂P (z, t|z0, t0)
∂t
= −α′1(φ(t))
∂
∂z
[zP (z, t|z0, t0)] + 1
2
α2(φ(t))
∂2
∂z2
[P (z, t|z0, t0)] , (E.28)
which is the van Kampen expansion of equation (E.6).
Moments of van Kampen Expansion
The solution of equation (E.28) is Gaussian. We will first calculate the first two moments and then prove
that z is Gaussian.
Using the van Kampen expansion (E.28), we calculate the moments of z. We first determine dE[z]dt and
dE[z2]
dt
by integrating by parts:
∂
∂t
E[z] =
∂
∂t
∫
zP (z, t|z0, t0) dz
=
∫
z
∂
∂t
P (z, t|z0, t0) dz
=
∫
−zα′1(φ(t))
∂
∂z
[zP (z, t|z0, t0)] dz +
∫
1
2
zα2(φ(t))
∂2
∂z2
[P (z, t|z0, t0)] dz
=
∫
α′1(φ(t))zP (z, t|z0, t0) dz −
∫
1
2
α2(φ(t))
∂
∂z
[P (z, t|z0, t0)] dz
=
∫
α′1(φ(t))zP (z, t|z0, t0) dz (IBP- 1st term once, 2nd term twice)
= α′1(φ(t))E[z] (E.29)
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and
∂
∂t
E[z2] =
∂
∂t
∫
z2P (z, t|z0, t0) dz
=
∫
z2
∂
∂t
P (z, t|z0, t0) dz
=
∫
−z2α′1(φ(t))
∂
∂z
[zP (z, t|z0, t0)] dz +
∫
1
2
z2α2(φ(t))
∂2
∂z2
[P (z, t|z0, t0)] dz
=
∫
2zα′1(φ(t))zP (z, t|z0, t0) dz +
∫
1
2
2α2(φ(t))P (z, t|z0, t0) dz
=
∫
2z2α′1(φ(t))P (z, t|z0, t0) dz +
∫
α2(φ(t))P (z, t|z0, t0) dz
= 2α′1(φ(t))E[z2] + α2(φ(t)). (E.30)
Assuming that if the process runs long enough, the first and second moments will eventually be stationary,
we find
E[z] = 0. (E.31)
Switching back to the variable x this allows us to calculate
E[x] = E
[
φ(t) +
z
N1/2
]
= φ(t) +
E[z]
N1/2
= φ(t). (E.32)
Then it is easy to see that
d
dt
E[x] = φ0(t) = α1(φ(t)) = α1(E((x)), (E.33)
which shows that the deterministic equation (E.27) indeed describes the mean of the van Kampen approx-
imation. Thus as t → ∞, E[x] → x∗ where x∗ is a stable equilibrium of the deterministic equation. From
here on, we assume the process has been run long enough so that φ(t) ≈ x∗ and α1(φ(t)) ≈ α1(x∗) and
α2(φ(t)) ≈ α2(x∗) can be treated as constants.
Using the assumption on φ describes above, we can solve equation (E.30) to get
E[z2] =
α2(x
∗)
−2α′1(x∗)
+
α2(x
∗)
−2α′1(x∗)
e2α
′
1(x
∗)t.
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Since x∗ is a stable equilibrium of the deterministic equation, α1(x∗) < 0 and thus as t→∞,
E[z2]→ α2(x
∗)
−2α′1(x∗)
. (E.34)
Equations (E.31) and (E.34) are used to calculate the variance of x around a stable equilibria x∗,
Var(x) = E[x2]− E[x]2 (E.35)
= E
[
(φ(t) +
z√
N
)2
]
− E
[
φ(t) +
z√
N
]2
= E
[
φ2(t) +
2φz√
N
+
z2
N
]
− E
[
φ(t) +
z√
N
]2
= E[φ2(t)] + E
[
2φz√
N
]
+ E
[
z2
N
]
−
(
E[φ(t)] + E
[
z√
N
])2
= φ2(t) +
2φ√
N
E[z] +
1
N
E
[
z2
]− (φ(t) + 1
N
E [z]
)2
=
1
N
E
[
z2
]
=
α2(x
∗)
−2Nα′1(x∗)
. (E.36)
To prove z (and therefore x) is Gaussian we begin with the characteristic functionG(k, t) =
∫
P (z, t|z0, t0)eikz dz.
Having P (z, t|z0, t0) satisfy (E.28) implies that G(k, t) satisfies
∂G(k, t)
∂t
=
∂
∂t
∫
P (z, t|z0, t0)eikt dz
=
∫
∂P (z, t|z0, t0)
∂t
eikt dz
=
∫
−α′1(φ(t))
∂
∂z
[zP (z, t|z0, t0)] eikt dz +
∫
α2(φ(t))
∂2
∂z2
[P (z, t|z0, t0)] eikt dz
=
∫
ikα′1(φ(t))zP (z, t|z0, t0)eikt dz −
∫
ikα2(φ(t))
∂
∂z
[P (z, t|z0, t0)] eikt dz IBP
=
∫
ikα′1(φ(t))zP (z, t|z0, t0)eikt dz −
∫
k2α2(φ(t))P (z, t|z0, t0)eikt dz IBP
= α′1(φ(t))
∂G(k, t)
∂k
− k2α2(φ(t))G(k, t) (E.37)
≈ α′1(x∗)
∂G(k, t)
∂k
− k2α2(x∗)G(k, t), (E.38)
with initial condition G(k, t0) = e
ikz0 . Equation (E.38) can be solved using method of characteristics. We
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begin by parameterizing the initial condition by Γ : (r, 0, eirz0). The characteristic equations of (E.38) are
dk
ds = α
′
1(x∗)k,
dt
ds = −1, dGds = α2(x∗)k2G
k = c1e
α′1(x∗)s, t = −s+ c2, = α2(x∗)c21e2α
′
1(x∗)sG
dG
G = α2(x∗)c
2
1e
2α′1(x∗)s ds
ln(G) =
α2(x∗)c21
2α′1(x∗)
e2α
′
1(x∗)s + c3
G = exp
(
α2(x∗)c21
2α′1(x∗)
e2α
′
1(x∗)s + c3
)
.
Using the parametrization Γ we solve for c1, c2, c3.
r = c1, 0 = c2, e
irz0 = e
α2(x∗)c21
2α′1(x∗)
+c3
irz0 =
α2(x∗)r2
2α′1(x∗)
+ c3
c3 = irz0 − α2(x∗)r
2
2α′1(x∗)
.
Therefore we find
G(k, t) = exp
(
α2(x∗)r2
2α′1(x∗)
e2α
′
1(x∗)s + irz0 − α2(x∗)r
2
2α′1(x∗)
)
.
Substituting s = −t and r = ke−α′1(x∗)s we find the final solution for G,
G(k, t) = exp
(
α2(x∗)k2
2α′1(x∗)
e2α
′
1(x∗)te−2α
′
1(x∗)t + ikz0e
α′1(x∗)t − α2(x∗)k
2
2α′1(x∗)
e2α
′
1(x∗)t
)
= exp
(
α2(x∗)k2
2α′1(x∗)
+ ikz0e
α′1(x∗)t − α2(x∗)k
2
2α′1(x∗)
e2α
′
1(x∗)t
)
. (E.39)
The quadratic nature (in k) of equation (E.39) shows that z is indeed Gaussian.
E.2.3 Comparison of the Kramers–Moyal Expansion and the van Kampen
Expansion
Diffusion approximation from the Kramers–Moyal expansion in section E.2.1 is
∂P (x, t|x0, t0)
∂t
= − ∂
∂x
[α1(x)P (x, t|x0, t0)] + 1
2N
∂2
∂x2
[α2(x)P (x, t|x0, t0)] . (E.40)
Making the same substitution x = φ(t) + z√
N
as in the van Kampen expansion in equation (E.40) becomes
∂P (z, t|z0, t0)
∂t
+N1/2φ′(t)
∂P (z, t|z0, t0)
∂z
= −N1/2 ∂
∂z
[
α1(φ(t) +N
−1/2z)P (z, t|z0, t0)
]
(E.41)
+
1
2
∂2
∂z2
[
α2(φ(t) +N
−1/2z)P (z, t|z0, t0)
]
.
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Expanding αn(φ(t)+N
−1/2z) in powers of N1/2 and using the deterministic equation (E.27), to lowest order
we are left with
∂P (z, t|z0, t0)
∂t
= − ∂
∂z
[zα′1(φ(t))P (z, t|z0, t0)] +
1
2N
∂2
∂z2
[α2(φ(t))P (z, t|z0, t0)] . (E.42)
Equation (E.42) is exactly the lowest order terms in the van Kampen expansion. Thus both expansions
agree to lowest order. In many cases it is often easier to deal with the diffusion approximation.
E.3 WKB Method for First–Passage Times
Section E.2.1 derived a Fokker–Planck equations as an approximation of the master equation for large N
and section (D.4) derived the mean first–passage time of a process described by a Fokker–Planck equation,
in particular over a barrier. The approximation of the master equation by a Fokker–Planck equation does
not take into account the slow timescale for which the process switches between stable states. This difference
will lead to exponentially large errors when calculating the escape rates. This section will describe a WKB
approximation used to more appropriately calculate the escape time.
We start with the discrete state-space birth-death master equation
dP (i, t|i0, t0)
dt
= ω+(i− 1)P (i− 1, t|i0, t0) +ω−(i+ 1)P (i+ 1, t|i0, t0)− (ω+(i) + ω−(i))P (i, t|i0, t0). (E.43)
In particular, we are interested in the case where the deterministic equation(E.27) exhibits bistability. Keep-
ing consistent with notation in section D.4.1, let x−, x∗ and x+ be stable, unstable and stable equilibria,
respectively, of equation (E.27). We calculate the MFPT from x− to x∗ and similarly we can determine
the MFPT from x+ to x∗. To calculate the escape time from x−, begin with the birth-death master equa-
tion (E.6) on the discrete state space i = 0, . . . N and impose an absorbing boundary condition at i = i∗
where x∗ = i∗N . Restricting the birth-death master equation (E.6) to 0 ≤ i ≤ i∗ we can rewrite it as a
transition matrix
dP
dt
= AP, (E.44)
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where
A =

−ω + (0) ω−(1) 0 0 0 . . . 0
ω+(0) −ω+(1)− ω−(1) ω−(2) 0 0 . . . 0
0 ω+(1) −ω+(2)− ω−(2) ω−(3) 0 · · · 0
...
. . .
...
0 0

. (E.45)
If we order the eigenvalues of A such that 0 > λ0 ≥ λ1 ≥ λ2 ≥ . . . the Perron-Frobenius theorem implies
|λ0| ∼ e−ηN for η = O(1) and λr are only weakly dependent on N . Using these eigenvalues we can represent
P (i, t|i0, t0) using its eigenvalue expansion:
P (i, t|i0, t0) =
n0∑
r=0
cre
−λrtφ(r)i , (E.46)
where φ
(r)
i is the ith component of the eigenvector corresponding to λr. From the ordering of the eigenvalues,
all other eigenvectors decay much faster than φ
(0)
n . Thus we can approximate P with a quasistationary
solution
P (i, t|i0, t0) = c0e−λ0tφ(0)i . (E.47)
We now use this quasistationary solution we determine the MFPT. Let G(t) =
∑i∗−1
i=0 P (i, t|i0, t0) be the
probability that the particle has not reached i∗ at time t. Let T be the (stochastic) first–passage time. Then
P (T ≤ t) = 1− P (T > t) = 1−G(t) = 1−
i∗−1∑
i=0
c0e
−λ0tφ(0)i .
Normalizing correctly we can find that
P (T = t) =
d
dt
P (T ≤ t) ∼ λ0e−λ0t.
Thus the mean first–passage time is directly proportional to λ0:
τ = E[T ] =
∫ ∞
0
λ0te
−λ0t dt =
1
λ0
. (E.48)
In general, it is hard to solve the eigenvalue problem for λ0. Therefore we switch to the scaled variable x
and try to determine λ0 by finding a quasistationary distribution of the form,
P (x, t) = Π(x)e−λ0t. (E.49)
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Switching to the scaled variable x, the master equation is
dP (x, t|x0, t0)
dt
= Ω+
(
x− 1
N
)
P
(
x− 1
N
, t|x0, t0
)
+ Ω−
(
x+
1
N
)
P
(
x+
1
N
, t|x0, t0
)
− (Ω+(x) + Ω−(x))P (x, t|x0, t0)
(E.50)
and we begin by seeking a stationary solution for Π(x) in the form Π(x) = k(x)e−NΨ(x). Substituting Π(x)
into the master equation (E.50) we get
0 = Ω+
(
x− 1
N
)
Π
(
x− 1
N
)
+ Ω−
(
x+
1
N
)
Π
(
x+
1
N
)
− (Ω+(x) + Ω−(x)) Π(x). (E.51)
Expanding equation (E.51) in powers of 1N and combining powers like terms, the order 1 equation is
0 = Ω+(x)
(
eΨ
′(x) − 1
)
+ Ω−(x)
(
e−Ψ
′(x) − 1
)
(E.52)
and the order 1N equation is
0 = Ω+(x)e
Ψ′(x)
(
−k
′(x)
k(x)
− Ψ
′′(x)
2
)
+ Ω−(x)e−Ψ
′(x)
(
k′(x)
k(x)
− Ψ
′′(x)
2
)
− Ω′+(x)eΨ
′(x) + Ω′−(x)e
−Ψ′(x).
(E.53)
The order 1 equation (E.52) takes the form of a Hamilton-Jacobi equation H(x,Ψ′(x)) = 0 where
H(x, p) = Ω+(x) (e
p − 1) + Ω−(x)
(
e−p − 1) . (E.54)
Solving H(x, p) = 0 we find two solutions,
0 = Ω+(x)e
p − (Ω+(x) + Ω−(x)) + Ω−(x)e−p
0 = Ω+(x)e
2p − (Ω+(x) + Ω−(x))ep + Ω−(x)
ep =
Ω+(x) + Ω−(x)± (Ω+(x)− Ω−(x))
2Ω+(x)
= 1 or
Ω−(x)
Ω+(x)
p = 0 or ln
(
Ω−(x)
Ω+(x)
)
.
Therefore we find two solutions for Ψ,
Ψ(x) = const or
∫ x
ln
(
Ω−(y)
Ω+(y)
)
dy. (E.55)
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The first solution is called the relaxation trajectory. The equation of motion along this solution is exactly
the deterministic equation (E.27) so we expect points on this trajectory to move very fast towards a stable
equilibrium of the deterministic equation. The second solution is the activation solution and represents the
escape path from a stable equilibrium of the deterministic equation which will occur on an exponentially
long time scale.
With Ψ(x) determined, we can substitute Ψ(x) into the order 1N equation (E.53) to solve for k(x). Along
the relaxation trajectory Ψ(x) = const, equation (E.53) becomes
k′(x)
k(x)
= −Ω
′
+(x)− Ω′−(x)
Ω+(x)− Ω−(x) .
Thus k(x) = BΩ+(x)−Ω−(x) and the relaxation solution is
Πrel(x) =
B
Ω+(x)− Ω−(x) . (E.56)
Next we will consider the activation trajectory, Ψ(x) =
∫ x
0
ln
(
Ω−(y)
Ω+(y)
)
dy. First note that
Ψ′(x) = ln
(
Ω−(y)
Ω+(y)
)
,
Ψ′′(x) =
Ω+(x)Ω
′
−(x)− Ω−(x)Ω′+(x)
Ω+(x)Ω−(x)
.
Then along the activation trajectory, equation (E.53) becomes
k′
k
= −Ω−(x)Ω+(x)
′ + Ω+(x)Ω−(x)′
2Ω+(x)Ω−(x)
.
Thus k(x) = A√
Ω+(x)Ω−(x)
and the activation solution is
Πact(x) =
A√
Ω+(x)Ω−(x)
e−NΨ(x) where Ψ(x) =
∫ x
ln
(
Ω−(y)
Ω+(y)
)
dy. (E.57)
Since we are determining the MFPT from x−, the process will follow the activation trajectory for x ∈ [x−, x∗)
while it is trying to escape the basin around x− and then follow the relaxation trajectory for x ∈ (x∗, x+] as
it falls into the basin around x+. We need the two solutions to match and satisfy the absorbing boundary
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condition we imposed at x∗. To match the relaxation and activation solutions consider an appropriate
solution near x∗ using the diffusion approximation of the master equation. As discussed in section E.2.1,
the diffusion approximation of the master equation (E.50) is
∂P (x, t|x0, t0)
∂t
= − ∂
∂x
J(x, t|x0, t0), (E.58)
where
J(x, t|x0, t0) = (Ω+(x)− Ω−(x))P (x, t|x0, t0)− 1
2N
∂
∂x
[(Ω+(x) + Ω−(x))P (x, t|x0, t0)] . (E.59)
On an exponential timescale, plugging the quasistationary solution Π(x, t) given in equation (E.49) into
equation (E.59) results in the constant flux through x∗:
J = (Ω+(x)− Ω−(x))Π(x)− 1
2N
∂
∂x
[(Ω+(x) + Ω−(x))Π(x)] , (E.60)
where Π(x) is now either the relaxation or activation solution depending on which region the process is in.
In a neighborhood of x∗ equation (E.60) can be expanded in terms of ε = x− x∗.
J = (Ω+(x)− Ω−(x))Π(x)− 1
2N
∂
∂x
[(Ω+(x) + Ω−(x))Π(x)]
J = (Ω+(x)− Ω−(x))Π(x)− 1
2N
(Ω+(x) + Ω−(x))Π′(x)− 1
2N
(Ω′+(x) + Ω
′
−(x))Π(x)
J = (Ω+(x∗ + ε)− Ω−(x+ ε))Π(x)− 1
2N
(Ω+(x∗ + ε) + Ω−(x∗ + ε))Π′(x)− 1
2N
(Ω′+(x∗ + ε) + Ω
′
−(x∗ + ε))Π(x)
J = (Ω+(x∗) + εΩ′+(x∗)− Ω−(x)− εΩ′−(x)))Π(x)−
1
2N
(Ω+(x∗) + εΩ′+(x∗) + Ω−(x∗) + εΩ
′
−(x∗))Π
′(x)
− 1
2N
(Ω′+(x∗) + εΩ
′′
+(x∗) + Ω
′
−(x∗) + εΩ
′′
−(x∗))Π(x).
For ε ∼ O(1/N), up to order 1N we have
J = (x− x∗)(Ω′+(x∗)− Ω′−(x∗))Π(x)−
1
N
(Ω+(x∗))Π′(x),
where we used the fact that Ω+(x∗)− Ω−(x∗) = 0.
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We can solve this equation for Π(x) using an integrating factor. Let
ρ(x) = e
∫ −N(x−x∗)(Ω′+(x∗)−Ω′−(x∗))
Ω+(x∗) dx
= e
−N(x−x∗)
2(Ω′+(x∗)−Ω′−(x∗))
2Ω+(x∗)
= e−
(x−x∗)2
σ2 where σ =
√
2Ω+(x∗)
N(Ω′+(x∗)− Ω′−(x∗))
.
Then
Π′(x)− N(x− x∗)(Ω
′
+(x∗)− Ω′−(x∗))
Ω+(x∗)
Π(x) =
JN
Ω+(x∗)
(E.61)
(Π(x)ρ(x))′ =
JN
Ω+(x∗)
ρ(x)
Π(x)ρ(x) =
JN
Ω+(x∗)
∫
ρ(y) dy
Π(x) =
JN
Ω+(x∗)ρ(x)
∫
ρ(y) dy
Π(x) =
JN
Ω+(x∗)
e
(x−x∗)2
σ2
∫ ∞
x
e−
(y−x∗)2
σ2 dy. (E.62)
We want to match this solution to the relaxation and activation solutions (E.56) and (E.57) to appropriately
match the two. The relaxation and activation solutions respectively match with the asymptotic behavior of
equation (E.62) for x− x∗ >> σ and x∗ − x >> σ match.
For x− x∗ >> σ,
Π(x) =
JNσ
Ω+(x∗)
e
(x−x∗)2
σ2 e
−(x−x∗)2
σ2
σ
2(x− x∗)
=
JNσ2
2(x− x∗)Ω+(x∗)
=
NJ2Ω+(x∗)
2(x− x∗)Ω+(x∗)N(Ω′+(x∗)− Ω′−(x∗))
=
J
(x− x∗)(Ω′+(x∗)− Ω′−(x∗))
.
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Expanding in a neighborhood ε = x− x∗ of x∗, the relaxation trajectory is
Πrel(x) =
B
Ω+(x)− Ω−(x)
=
B
Ω+(x∗ + ε)− Ω−(x∗ + ε)
=
B
Ω+(x∗) + εΩ′+(x∗)− Ω−(x∗)− εΩ′−(x∗)
=
B
εΩ′+(x∗)− εΩ′−(x∗)
=
B
(x− x∗)(Ω′+(x∗)− Ω′−(x∗))
.
Therefore the relaxation matches the inner solution when B = J .
For x∗ − x >> σ,
Π(x) =
JNσ
Ω+(x∗)
e
(x−x∗)2
σ2
∫ ∞
−∞
e−s
2
ds
=
JNσ
√
pi
Ω+(x∗)
e
(x−x∗)2
σ2 .
Expanding in a neighborhood ε = x− x∗ of x∗, the activation trajectory is
Πact(x) =
A√
Ω+(x)Ω−(x)e−NΨ(x)
=
A√
Ω+(x∗)Ω−(x∗)
e−N(Ψ(x∗)−
(x−x∗)2
Nσ2
)
=
A
Ω+(x∗)
e−NΨ(x∗)e
(x−x∗)2
σ2 .
Therefore the activation matches the inner solution when J = A
Nσ
√
pi
e−NΨ(x∗) which can be rewritten as
J = AΩ+(x∗)√
Ω+(x∗)Ω−(x∗)
√
|Ψ′′(x∗)|
2piN e
−NΨ(x∗).
Lastly, we want to determine λ0 by correctly linking it with J . Substituting the quasistationary solution
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P (x, t) = Π(x)e−λ0t into the diffusion approximation we get,
∂
∂t
P (x, t) = − ∂
∂x
J(x, t)
∂
∂t
[
Π(x)e−λ0t
]
= − ∂
∂x
[
e−λ0tJ
]
−λ0Π(x)e−λ0t = −e−λ0t ∂
∂x
J
λ0Π(x) =
∂
∂x
J.
Integrating over [0, x∗] using the activation solution, we find
λ0
∫ x∗
0
Π(x) dx =
∫ x∗
0
∂
∂x
J dx
λ0
∫ x∗
0
Π(x) dx = J
1
λ0
=
1
J
∫ x∗
0
Πact(x) dx.
Πact(x) is strongly peaked around x−. Therefore we use Laplace’s method to estimate
Πact(x) ∼ A
Ω+(x−)Ω−(x−)
e−N(Ψ(x−))+
(x−x−)2
2 Ψ
′′(x−)
∼ A
Ω+(x−)Ω−(x−)
e−NΨ(x−)e−N
(x−x−)2
2 Ψ
′′(x−).
Assuming N is large enough so that all the mass of Πact(x, t) lies in the interval [0, x∗] we find,
∫ x∗
0
Π(x) dx =
A
Ω+(x−)Ω−(x−)
e−NΨ(x−)
√
2pi
NΨ′′(x−)
.
Therefore
λ0 =
J∫ x∗
0
Π(x) dx
=
AΩ+(x∗)√
Ω+(x∗)Ω−(x∗)
√
|Ψ′′(x∗)|
2piN e
−NΨ(x∗)
A
Ω+(x−)Ω−(x−)
e−NΨ(x−)
√
2pi
NΨ′′(x−)
=
Ω+(x−)
2pi
√
|Ψ′′(x∗)|Ψ′′(x−)e−N(Ψ(x∗)−Ψ(x−))
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and
τ− =
1
λ0
=
1
J
∫ x∗
0
Πact(x) dx
=
A
Ω+(x−)Ω−(x−)
e−NΨ(x−)
√
2pi
NΨ′′(x−)
AΩ+(x∗)√
Ω+(x∗)Ω−(x∗)
√
|Ψ′′(x∗)|
2piN e
−NΨ(x∗)
=
2pi
Ω+(x−)
√|Ψ′′(x∗)|Ψ′′(x−)eN(Ψ(x∗)−Ψ(x−)),
where Ψ(x) =
∫ x
ln
(
Ω−(y)
Ω+(y)
)
dy.
The MFPTs are then
τ− =
2pi
Ω+(x−)
√|Ψ′′(x∗)|Ψ′′(x−)eN(Ψ(x∗)−Ψ(x−)) (E.63)
τ+ =
2pi
Ω+(x−)
√|Ψ′′(x∗)|Ψ′′(x−)eN(Ψ(x∗)−Ψ(x−)) (E.64)
E.4 Multidimensional Birth–Death Master Equation
A multidimensional birth–death master equation will consist of L reactions between M populations. We
denote the reactions by ` = 1, . . . , L and the populations as Xm, m = 1, . . . ,m. We represent each reaction
as a rate equation ∑
i
C`mXm
k`+

k`−
∑
i
D`mXm, (E.65)
where C`m is the coefficient of population Xm involved in the left hand side of reaction `, D
`
m is the coefficient
of population Xm involved in the right hand side of reaction `, k
+
` is the forward rate of reaction ` and k
−
`
is the backward rate of reaction `. For simplicity, we used vector notation, i, C`, and D` for each reaction.
We then define the step size reaction ` to be
r` = C` −D`. (E.66)
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Then the transition rates of reaction ` which corresponds to the jumps i → i + r` and i → i − r` are
respectively defined as
ω`+(i) = k
`
+
M∏
m=1
im!
(im − C`m)!
, (E.67)
ω`−(i) = k
`
−
M∏
m=1
im!
(im −D`m)!
. (E.68)
(E.69)
Similar to equation (E.6), the multidimensional birth–death master equation is
∂P (i, t|i0, t0)
∂t
=
L∑
`=1
(
ω`−(i+r
`)P (i+r`, t|i0, t0)+ω`+(i−r`)P (i−r`, t|i0, t0)−
(
ω`−(i) + ω
`
+(i)
)
P (i, t|i0, t0)
)
.
(E.70)
E.4.1 Kramers–Moyal Expansion
We now switch to the scaled variables x = iN and assume the transition rates scale like ω
`
± = NΩ
`
±. The
Kramers–Moyal expansion for the multidimensional birth–death process (E.70) is
∂P (x, t|x0, t0)
∂t
=
∞∑
n=0
L∑
`=1
((
r` · ∇)n
Nn−1n!
[
Ω`−(x)P (x, t|x0, t0)
]
+
(−r` · ∇)n
Nn−1n!
[
Ω`+(x)P (x, t|x0, t0)
])
. (E.71)
Again, terminating this series at order 1/N results in the multidimensional diffusion approximation,
∂P (x, t|x0, t0)
∂t
= −
M∑
m=1
∂
∂xm
[Am(x)P (x, t|x0, t0)] + 1
2N
M∑
m=1
M∑
n=1
∂2
∂xm∂xn
[Bmn(x)P (x, t|x0, t0)] , (E.72)
where
Am(x) =
L∑
`=1
r`m
(
Ω`+(x)− Ω`−(x)
)
,
Bmn(x) =
L∑
`=1
r`mr
`
n
(
Ω`+(x) + Ω
`
−(x)
)
.
157
E.4.2 van Kampen Expansion
Assuming linear noise, x = φ(t) + z√
N
and performing an expansion similar to section E.2.2 we get the
multidimensional van Kampen expansion,
∂P (z, t|z0, t0)
∂t
= −
M∑
m=1
∂
∂zm
[(z · ∇Am(φ(t)))P (z, t|z0, t0)] + 1
2
Bmn(φ(t))
∂2
∂zm∂zn
[P (z, t|z0, t0)] , (E.73)
where φ(t) satisfies the deterministic equation
φ′(t) =
n∑
`=L
r`
(
Ω`+(φ)− Ω`−(φ)
)
. (E.74)
Or in other words
φ′(t) = J(A(φ)), (E.75)
where J is the Jacobian and A(x) = (A1(x), A2(x), · · ·An(x)).
Moments of the van Kampen Expansion
The first two moments of z satisfy the following equations:
∂
∂t
E[z] = J(A(φ)E[z] (E.76)
∂
∂t
E[zzT ] = J(A(φ))E[zzT ] + (J(A(φ))E[zzT ])T +B(φ) (E.77)
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