ABSTRACT Summary: The Linnaeus Centre for Bioinformatics Data Warehouse (LCB-DWH) is a web-based infrastructure for reliable and secure microarray gene expression data management and analysis that provides an online service for the scientific community. The LCB-DWH is an effort towards a complete system for storage (using the BASE system), analysis and publication of microarray data. Important features of the system include: access to established methods within R/ Bioconductor for data analysis, built-in connection to the Gene Ontology database and a scripting facility for automatic recording and re-play of all the steps of the analysis. The service is up and running on a high performance server. At present there are more than 150 registered users.
INTRODUCTION
The aim of the LCB-DWH is to help facilitate management and analysis of two-channel microarray data, and to help non-experts to keep-up with developments in the field of data analysis by continuously integrating new tools and new sources of biological information. LCB-DWH differs from most other systems in that it also provides secure and reliable storage according to current international standards.
DESCRIPTION
The LCB-DWH is developed from BASE, a widely used open source platform for comprehensive management and analysis of microarray data (Saal et al., 2002) . The main difference in system design is that LCB-DWH, as opposed to BASE, enables storage and analysis of data to be performed on separate hardware. The LCB-DWH benefits from features that are inherited directly from the BASE architecture, such as MIAME compliant storage (Brazma et al., 2001) , data sharing between groups of researchers, separation of projects, publication through MAGE-ML format (Spellman et al., 2002) and presentation of data analysis in a tree structure.
Development in the LCB-DWH has been focused on integrating a wide collection of data analysis tools, and this work has been facilitated by the BASE plug-in architecture. A wrapper to the programming language R (Ithaka and Gentleman, 1996) has been developed, enabling access to the open source packages within Bioconductor (Gentleman et al., 2004) , which contains a wide collection of efficient tools for microarray data analysis and visualization. Within the LCB-DWH system, those tools and several new ones are integrated in one and easy to comprehend framework that allows non-expert users to apply the sophisticated tools to their data in an intuitive manner. Moreover, we have designed and implemented an interactive Gene Ontology (The Gene Ontology Consortium, 2000) tool, which is invoked from within the user interface. It enables users to explore the biological function of a set of genes with a GO browser, or to test for the statistical over-or under-representation of different GO classes in a set of genes with respect to a reference set, e.g. all genes on the array. The problem of multiple testing is handled in two ways. The default option is to calculate the expected number of significant GO terms at some user specified cut-off level. If it is considerably lower than the number of observed significant GO terms at that level, then the results of the whole test is more likely to be correct. Optionally, the user may select a method for multiple test correction. Furthermore, we have implemented a useful feature for creating customized links from all genes in a dataset to any external web resource of biological knowledge.
Another issue that is addressed in the LCB-DWH is reproduction of data analysis. For this purpose, a facility that enables the user to save all steps of data analysis in a script has been developed. The script may be applied either to a specific path in the data analysis tree or to the complete structure. These scripts form protocols that may be re-used for automating repetitive tasks or by reviewers judging the quality of the analysis.
Security and reliability issues are given high priority. Data are stored on a server with a double RAID solution; in addition, incremental backups are taken daily. Communication with the server is done through encrypted connections for password protected accounts.
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WORKFLOW
LCB-DWH implements the whole dataflow described in the MIAME requirements for microarray experiments. The starting point is data from image quantification software, and data from several arrays are grouped into a single experiment. The experiment may then be shared within a research group, before it is transferred to data analysis module.
Then follows the pre-processing of data, where there are a number of different methods available for background correction, normalization and filtering. Moreover, spots that are printed on multiple positions on an array may be merged into one single value. At any point the quality of data may be checked with several different data visualization methods such as, for instance, array plots, PCA plots and plots for control clones. Such plots can prove helpful, e.g. when selecting an appropriate pre-processing method for some specific dataset. The step after pre-processing usually is detection of candidate genes, i.e. all genes that were targeted by the particular experiment. For example, this can be done using various methods for detecting differentially expressed genes, or by clustering methods. Once a set of candidate genes has been identified, the Gene Ontology tool can be used to analyze biological processes, molecular functions and cellular compartments in which those genes are involved. Sample pictures produced within the LCB-DWH in the data analysis process are shown in Figure 1 .
Major journals require that the expression data be made available on public repositories such as ArrayExpress (Brazma et al., 2003) at EBI. The LCB-DWH enables export of data in MAGE-ML format, which can be uploaded to such repositories. Manual uploading of data is otherwise a tedious and time consuming process.
CURRENT DEVELOPMENTS
Ongoing development of the LCB-DWH system includes adaptation to new microarray technologies such as ChIP-chip and array-CGH, which require new methodologies both for data storage and analysis.
