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The time evolution of a quantum dot exciton in Coulomb interaction with wetting layer carriers is
treated using an approach similar to the independent boson model. The role of the polaronic unitary
transform is played by the scattering matrix, for which a diagrammatic, linked cluster expansion is
available. Similarities and differences to the independent boson model are discussed. A numerical
example is presented.
PACS numbers:
I. INTRODUCTION
Quantum dots (QD) in semiconductor heterostruc-
tures are sometimes regarded as artificial atoms, but one
aspect in which they differ from real atoms is that they
live in an invasive environment. QD carriers interact with
both acoustic and optical phonons, and sometimes with
free carriers in the wetting layer (WL) or in the bulk.
Such interactions play an important role in the QD opti-
cal properties, and especially in the dissipative behavior,
like carrier population redistribution and polarization de-
phasing.
In this respect, the role of the phonons enjoyed a much
larger attention in the literature, one reason being the
availability of the independent boson model (IBM)1–3,
which is both simple and in certain circumstances exact.
The popularity of the method cannot be overestimated,
it being used in various contexts like the theory of exci-
ton dephasing and absorption4–6, phonon-assisted exci-
ton recombination7, phonon-mediated off-resonant light-
matter coupling in QD lasers8,9, generation of entan-
gled phonon states10 or phonon-assisted adsorption in
graphene11, to cite only a few.
The IBM relies on the carrier-phonon interaction be-
ing diagonal in the carrier states. If not, or if additional
interactions are present, the method ceases to be exact,
but it is still helpful as a way to handle a part of the
interaction, responsible for the polaron formation. This
diagonality implies that the bosons see an occupation
number, either zero or one, according to whether the QD
excitation is present or not. The difference between the
two cases amounts, in a linear coupling, to a displace-
ment of the phonon oscillation centers, without changing
their frequency. In other words one has just a change
of basis, performed by a unitary operator, the polaronic
transform. The diagonality requirement means that the
method is particularly suited for calculating pure dephas-
ing, i.e. polarization decay without population changes,
and absorption spectra4,12, where it produces exact ana-
lytic results.
In view of this wide range of applications it is legiti-
mate to ask whether such a unitary transform does not
exist for the interaction with the free carriers too. We
show that the answer is positive, if we frame the prob-
lem as above, i.e. if the interaction is diagonal in the
QD states. We illustrate the situation in the case of
a two-level system where the electron-hole vacuum acts
as the ground state and an exciton pair as the excited
state. The charge distribution of the latter acts as a
scattering center for the carriers in the continuum. It
is known13,14 that the free and the scattered continua
are unitary equivalent, with the transform provided by
the scattering matrix. In many ways this approach re-
sembles the IBM, and can be regarded as its fermionic
analogue. Many similarities between the two can be seen,
but we also point out the differences. Most importantly,
the method is not exact any more, but it lends itself to
a diagrammatic expansion.
In a previous paper15 this approach has been already
used in the context of a nonresonant Jaynes-Cummings
(JC) model. The cavity feeding was assisted by the
fermionic bath of WL carriers, which compensated the
energy mismatch. The situation there is more compli-
cated due to the QD states getting mixed by the JC in-
teraction with the photonic degrees of freedom.
In the present paper, we address a simpler, more
clearcut situation, involving only the exciton-continuum
interaction. We illustrate the method by calculating the
polarization decay and absorption line shape, as func-
tions of bath temperature and carrier concentration. We
also discuss in more detail the similarities and differences
with respect to the IBM.
II. THE MODEL
The system under consideration consists of a QD ex-
citon interacting with a fermionic thermal bath, repre-
sented by the WL carriers. The latter are taken inter-
actionless and in thermal equilibrium. The Hamiltonian
2describing the problem is (~ = 1)
H = εXX
†X + (1 −X†X)h0 +X†X hX ,
h0 =
∑
λ=e,h
∑
k
ελkλ
†
kλk , hX = h0 +W .
(1)
Here X†, X are the excitonic creation and annihilation
operators. Specifically, considering in the QD one s-state
in each band, with operators e†, e and h†, h for elec-
trons and holes respectively, we have X = he. Limit-
ing the QD configurations to the neutral ones, one has
X†X = e†e = h†h. The exciton energy is εX . The WL
Hamiltonian is given by h0, with the subscripted λ sym-
bol meaning either e or h WL-continuum operators, and
the momentum index k including tacitly the spin. In the
presence of the exciton the WL Hamiltonian hX gets ad-
ditionally a term W , describing the interaction with the
QD carriers.
This is expressed in terms of the matrix elements
V λλ
′
ij,kl =
∑
q
Vq 〈ϕλi | eiqr |ϕλl 〉 〈ϕλ
′
j | e−iqr |ϕλ
′
k 〉 (2)
of the Coulomb potential Vq, between one-particle states,
with λ, λ′ = e, h. Only two of these indices are needed
since band index conservation is, as usual, assumed.
The WL-QD interaction has the form
X†XW =∑
k,k′
e†kek′
[
V eesk,k′se
†e− V hesk,k′sh†h− V eesk,sk′e†e
]
+
∑
k,k′
h†khk′
[
V hhsk,k′sh
†h− V ehsk,k′se†e− V hhsk,sk′h†h
]
.
(3)
It shows that the WL carriers are scattered by an external
field produced by the exciton, having the form
W =
∑
λ=e,h
∑
k,k′
Wλk,k′λ
†
kλk′ . (4)
In each Wλ
k,k′ the first two terms describe direct, elec-
trostatic interaction between WL-carriers with the QD
electron and hole respectively. The difference between
repulsion and attraction is nonzero due to the different
charge densities of these two. The exciton is globally
neutral, but local charges are usually present and gen-
erate scattering. The strength of the scattering depends
on the degree of charge compensation within the exci-
ton. The third term is the exchange contribution, and it
is not expected to be large, since around q = 0 the ma-
trix elements in Eq.(2) become overlap integrals between
orthogonal states.
The idea of the present method relies on the unitary
equivalence between the WL Hamiltonians h0 and hX
provided by the scattering matrix S(0,−∞) (see e.g.
13,14). One has
S(−∞, 0)hX S(0,−∞) = h0 , (5)
with S generated by the scattering potential W
S(t1, t2) = S†(t2, t1)
= T exp
[
−i
∫ t1
t2
W (t) dt
]
, t1 > t2 .
(6)
T is the time ordering operator and the interaction rep-
resentation of the perturbation W (t) with respect to h0
is used.
For the full WL-QD Hamiltonian we formally eliminate
the interaction part using the unitary transform
U = 1−X†X +X†X S(0,−∞) , (7)
which switches on the action of the S-matrix only when
the exciton is present. It follows that
U †
[
(1−X†X)h0 +X†X hX
]
U =
(1−X†X)h0+X†X S(−∞, 0)hX S(0,−∞) = h0 .
(8)
The excitonic operators are changed, according to X˜ =
U †X U = X S(0,−∞) = S(0,−∞)X and similarly
X˜† = X†S(−∞, 0), but X†X remains invariant. There-
fore in the transformed problem
H˜ = U †H U = εXX
†X + h0 , (9)
the QD and the WL become uncoupled. This follows
faithfully the effect produced by the polaronic transform
in the bosonic bath case, as described by the IBM.
Assuming an instantaneous excitation at t = 0, the
linear optical polarization of the QD is expressed in terms
of the exciton retarded Green’s function
P(t) = −i θ(t) 〈X(t)X†〉 = −i θ(t)Tr{ρX(t)X†} . (10)
In the unitary transformed picture
P(t) = −i θ(t)Tr{ρ˜ X˜(t)X˜†} , (11)
the problem is interaction-free, and QD and WL opera-
tors evolve independently. Therefore
X˜(t) = e−iεX tXeih0tS(0,−∞)e−ih0t
= e−iεX tXS(t,−∞) , (12)
and as a consequence
P(t) = −i θ(t)e−iεX t 〈XX†〉 〈S(t, 0)〉 . (13)
Essentially, besides a trivial exciton energy oscillation,
the problem boils down to evaluating the thermal bath
average of the scattering matrix S(t, 0) for positive times.
This is again formally similar to the IBM case, but dif-
fering in the details, as will be discussed below. In the
present case one makes use of the linked cluster (cumu-
lant) expansion for 〈S(t, 0)〉1,16, in which a lot of resum-
mation has been performed. As a consequence 〈S(t, 0)〉 is
expressed as an exponential, exp[Φ(t)], where Φ(t) is the
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Figure 1: (a) Elementary interaction vertex. (b) First three
connected diagrams L1, L2 and L3 of the linked cluster expan-
sion in the evaluation of the thermal average of the S-matrix
〈S(t, 0)〉.
sum of all connected diagrams with no external points
Φ(t) =
∑
n Ln(t), where the diagram Ln , n = 1, 2, 3 . . .
of order n comes with a factor 1/n. Its internal points
are time-integrated from 0 to t. In our case the interac-
tion is an external potential, not a many-body one and
the elementary interaction vertex in the diagrams is as
in Fig. 1(a). The first diagrams of the expansion are
represented in Fig. 1(b). One has
L1(t) =−
∑
λ,k
∫ t
0
dt1W
λ
k,kG
0
λk(t1, t
+
1 )
L2(t) =− 1
2
∑
λ,k,k′
∣∣∣Wλk,k′∣∣∣2
×
∫ t
0
dt1
∫ t
0
dt2G
0
λk(t1, t2)G
0
λk′(t2, t1) ,
(14)
where G0λk is the free Green’s function for the WL state
λk.
For the first-order contribution one obtains an imagi-
nary, linear time dependence, which amount to a correc-
tion to the exciton energy.
L1(t) = −i
∑
λ,k
Wλk,k f
λ
k t (15)
with fλk the Fermi function for the WL level carrying the
same indices.
More important is the second order diagram (ελ
kk′
de-
notes the difference ελk − ελk′)
L2(t) =
∑
λ,k,k′
∣∣∣Wλk,k′∣∣∣2(1 − fλk )fλk′
×
(
e−i ε
λ
kk′
t − 1 + i ελkk′ t
)(
ελkk′
)−2
.
(16)
Initially it decays quadratically with time, as obvious
from the double integral from 0 to t in Eq.(14), and also
reflected in Eq.(16) by the subtraction of the first two
terms in the expansion of the exponential.
More relevant is the long-time behavior of the real part
ReL2(t) = −
∑
λ,k,k′
∣∣∣Wλk,k′ ∣∣∣2(1− fλk )fλk′ 1− cos(ελkk′ t)(ελ
kk′
)2
,
(17)
which controls the polarization decay. Indeed, using the
large t asymptotics of (1 − cosωt)/ω2 ∼ pi δ(ω) t, one
finds an exponential attenuation P(t) ∼ exp(−Γt) with
the decay rate given by
Γ = pi
∑
λ,k,k′
∣∣∣Wλk,k′∣∣∣2(1− fλk )fλk′ δ(ελkk′) . (18)
A comparative discussion with the IBM is in order.
The dephasing process does not imply a change of pop-
ulation (pure dephasing) and therefore the decay rate Γ
does not involve energy transfer, as seen by the presence
of the δ-function. In the case of IBM that means only
zero-energy phonons are involved. Then all the discus-
sion takes place around the spectral edge, and depends on
the density of states and coupling constants there. Usu-
ally they vanish as a higher power of energy and overcome
the singularity of the Bose-Einstein distribution, with the
result that Γ = 0. This leads to the problem of the zero-
phonon line (ZPL) appearing as an artificial pure δ-peak
in the spectrum. This is a weak point and several ways
out have been devised, like including a phenomenological
line broadening4, a phonon-phonon interaction17, or con-
sidering a lower dimensionality5 to enhance the density
of states. The fermionic case is free from this problem,
since Γ relies on quantities around the chemical potential.
Also, it is worth noting that limiting the expansion to
L2 gives the exact result in the IBM, while here it is only
an approximation. One may plead in favor of neglecting
higher diagrams by arguing that a lot of compensation
takes place between the direct terms in Eq.(3) and the
exchange terms are small, in other words the QD-WL
coupling is weak. Nevertheless, this is not sufficient, since
it might turn out that higher order diagrams behave as
higher powers in time, and thus asymptotically overtake
the second order one. We argue below that this is not
the case.
Indeed, the structure of the diagrams is such that the
θ-functions contained in the Green’s functions splits the
expression into integrals of the form
In(t) =
∫ t
0
dt1e
iω1t1
∫ t1
0
dt2e
iω2t2 . . .
∫ tn−1
0
dtne
iωntn .
(19)
The frequency appearing in each time integration is the
difference of the energies of the Green’s functions meet-
ing at the corresponding internal points. Summing these
pairwise differences around the diagram entails the rela-
tion ω1 + ω2 + . . .+ ωn = 0.
4On the other hand, the Laplace transform of In(t) can
be easily calculated and gives
Jn(s) =
1
s
1
s+ iω1
1
s+ i(ω1 + ω2)
· · ·
· · · 1
s+ i(ω1 + ω2 + . . .+ ωn)
(20)
The last factor is actually 1/s, like the first, so that
Jn(s) ∼ 1/s2 around s = 0. This corresponds to a
behavior In(t) ∼ t as t → ∞ for all n. For instance,
the n = 2 case, discussed above, can be recovered from
J2(s) = 1/s
2 · 1/(s+ iω1). The low-s asymptotics of its
real part generates the linear large time behavior times
the piδ(ω1) factor, with ω1 = ε
λ
k,k′ .
Using g as a generic notation for the coupling strength,
we conclude that the contribution of the diagram of order
n at large times is ∼ gn t. This is in agreement with
the so-called weak interaction limit18, stating that when
g → 0 and simultaneously t → ∞ so that g2 t remains
constant, the Born-Markov dissipative evolution becomes
exact. Indeed, here all n > 2 contributions vanish in this
scaling limit.
III. NUMERICAL EXAMPLE
As an illustration we consider an InAs/GaAs het-
erostructure, with a self-assembled QD on a WL of
L = 2.2 nm width. The relevant material parame-
ters are those of Vurgaftman et al.19. We assume the
wavefunctions to be factorized into the square-well solu-
tion χλ(z) along the growth direction and the in-plane
function. The latter are taken as oscillator ground-
state gaussians for the QD s-states for electrons and
holes, and as plane waves, orthogonalized on the for-
mer, for the WL extended states. The gaussians are
defined by their width αλ in the reciprocal space, i.e.
ϕλs (r) = αλ/
√
pi exp(−α2λr2/2) with r here the in-plane
position. These parameters depend on many geometric
and composition features of the QD, so that they can
reach a broad set of values. For the sake of our example
we take αe = 0.2/nm and αh = 0.1/nm.
The phonon-induced dephasing is expected to be less
important at low temperatures. The Coulomb-assisted
dephasing depends on both temperature and WL-carrier
concentration, therefore lowering the temperature and in-
creasing the concentration it has a chance to compete
with the phononic processes. We consider only the neu-
tral charging, with electrons and holes in the WL at the
same concentration n.
In Fig. 2 the time evolution of the real part of Φ(t)
is plotted for two different temperatures. The inital
quadratic behavior is followed by a linear decrease, whose
slope Γ is the dephasing rate predicted by Eq.(18). It in-
creases with temperature, as confirmed by Fig. 3, which
shows the values of Γ at various temperatures and carrier
concentrations.
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Figure 2: (color online) Time evolution of the real part of Φ
for two temperatures, 5K (a) and 10K (b) at the same carrier
concentration n = 1012/cm2. The dephasing reaches a linear
decay whose rate increases with temperature.
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Figure 3: (color online) Dephasing rates Γ as functions of
temperature for different carrier concentrations.
The range of those values is such that ~Γ is of the or-
der of a few µeV. This is comparable with results for
dephasing by phonons at low temperatures both in theo-
retical simulations4,20 and in experimental data21,22. Ex-
perimental data obtained by four-wave mixing22 do not
separate phonon and injected carrier contributions to de-
phasing, but their total effect is still in the µeV range.
For an increase of temperatures from 5K to 120K the
dephasing grows by roughly one order of magnitude. In
the same conditions the rate of dephasing by phonons
gains two orders of magnitude4,21, showing a higher sen-
sitivity to temperature. Yet in the case of the fermionic
bath the decay is enhanced also by increasing a second
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Figure 4: (color online) Absorption spectra for n = 1012/cm2
at T=10, 30, 50, 100K
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Figure 5: (color online) Temperature dependence of the de-
phasing rate for different WL width L and space extension
parameters α. All curves for n = 1012/cm2
controllable parameter, the carrier concentration.
As mentioned above, the description of the phonon de-
phasing by the IBM runs into the ZPL problem. As seen
in Refs.6,17 the slope of the long-time linear asymptotics
is zero, for reasons discussed Sec.II. This leads to an un-
physical pure δ-spike in the frequency domain.
This is not the case with the fermionic bath, as also
seen in Fig. 4. The main feature of the spectra is their
Lorentzian shape, as a consequence of the exponential
decay in the time domain. Still, the quadratic initial
behavior replaces the cusp at t = 0 of a pure exponential
by a smooth matching. In the frequency domain this
leads to a departure from the Lorentzian, in the sense of
a faster decay at large frequencies.
In Fig. 5 we also consider the dependence of dephasing
on other, more geometric parameters. It is seen that Γ
is not very sensitive to the WL width L, but it is sig-
nificantly influenced by the spatial extension of the QD
s-states. The broader the states, the stronger the de-
phasing, due to a more efficient scattering.
IV. CONCLUSIONS
In conclusion, we have shown that a fermionic counter-
part of the popular IBM is possible. It describes the QD
exciton interaction with the fermionic bath consisting of
injected carriers in the bulk or WL. Similarities and dif-
ferences to the IBM are pointed out. For instance, the
present solution takes the form of a diagrammatic series
expansion, while the IBM is exact, but this advantage
is lost as soon as other interactions are present. Also,
our case is free from the ZPL problem inherent to the
bosonic case. The dephasing process is controlled not
only by temperature but also by the chemical potential
of the bath. The numerical illustration shows that at
low temperatures and higher carrier concentrations the
dephasing times are comparable with those produced by
the phonon interaction. But, of course, this is also depen-
dent on the parameters of the particular case considered.
The dephasing gets stronger at higher temperature and
concentration, as well as with broader charge distribution
of QD states.
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