Prisoners' dilemma is a typical game theory issue. In our study, it is regarded as an incomplete information game with unpublicized game strategies. We solve our problem by establishing a machine learning model using Bayes formula. The model established is referred to as the Bayes model. Based on the Bayesian model, we can make the prediction of players' choices to better complete the unknown information in the game. And we suggest the hash table to make improvement in space and time complexity. We build a game system with several types of game strategy for testing. In double-or multiplayer games, the Bayes model is more superior to other strategy models; the total income using Bayes model is higher than that of other models. Moreover, from the result of the games on the natural model with Bayes model, as well as the natural model with TFT model, it is found that Bayes model accrued more benefits than TFT model on average. This demonstrates that the Bayes model introduced in this study is feasible and effective. Therefore, it provides a novel method of solving incomplete information game problem.
Introduction
Incomplete information games are influenced by the private information owned by at least one game player, such as current game state, mechanism of other players in decision-making, the game state of other players, and the reward/punishment mechanism of the game [1] . However, due to the absence of its optimal or relatively optimal solution (at any certain game state), such an incomplete information game is insoluble by traditional study methods. This is due to the fact that the other players restrain the strategy of incomplete information games. Harsanyi [2] analyzed an incomplete information game using Bayesian game player strategies and proposed methods for modeling and analyzing game problems. Zinkevich et al. [3] investigated incomplete information games using Nash equilibrium and minimizing regret method and proposed some game strategies for improving poker game problems.
As a branch of artificial intelligence and a cuttingedge research topic, machine learning has been paid great attention in related fields in recent years. Machine learning is defined as a research method aiming at obtaining a more desired approximate solution based on the general rules obtained by analyzing a large amount of data [4] . Statistical machine learning is a branch of machine learning. It integrates statistical theory into machine learning by combining probability theory and stochastic mathematical knowledge with machine learning to improve the efficiency and accuracy [5, 6] . The Bayesian classification algorithm is a commonly used machine learning method [7] . The simplified model of naive Bayesian classification is often used in text classification.
The prisoners' dilemma game is a classic cooperation and selection problem based on the assumption of selfish human motives [8] . It is popular and widely applied in mathematics and economics [9] . For a long time, it has been a classical game theory problem and attracted great interest from mathematics and economics researchers around the world. Game theory was born in the mid-twentieth Century and was founded by von Neumann (a famous mathematician and founding father of computing) and Morgenstern (a famous economist). The starting point for the development of game theory was the publication of John von Neumann and Oscar Morgenstern's seminal work The Theory of Games and 2
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Economic Behavior in 1944 [10] . Game theory brought radical changes to economics and provided a standard analysis tool for economists. In light of the contributions of game theory to economics, the Royal Swedish Academy of Sciences awarded Nobel Prizes for economics to Nash, Harsanyi, and Selten in 1994 and Aumann and Schelling in 2005, respectively [10] . In the famous artificial intelligence algorithm competition of prisoners' dilemma, Axelrod concluded that a TFT (tit-fortat) model was the optimum solution through brute force competition in participating algorithms [11, 12] . Miller [13] introduced an automaton model to simplify and analyze prisoners' dilemma and proposed a more general prisoners' dilemma decision analysis method. He also applied the model to solve problems arising from generalisation. And Press suggested that the prisoner's dilemma is an ultimatum game and gave an example of strategy, which can gain an unfair share of rewards, to support his claim [14] . Using genetic algorithm, Lin and Wu [15] studied the evolution of strategies in the iterated prisoner's dilemma on complex networks and found that the agents located on complex networks can naturally develop some self-organization mechanics of cooperation, which can not only result in the emergence of cooperation but also strengthen and sustain the persistent cooperation.
Evolutionary game theory [16, 17] extends and combines ideas from game theory and evolutionary biology to study the evolution of an interacting population of individuals. Perhaps one of the simplest games in evolutionary game theory is the so-called evolutionary spatial prisoners' dilemma (ESPD) [18] . Cardillo et al. [19] investigated the coevolution of strategies and update rules in the evolutionary spatial prisoners' dilemma (ESPD). The authors concluded, for a variety of underlying graph topologies, that when the dynamics coevolves with the strategies it leads to more cooperation in the weak prisoners' dilemma in general. Du et al. discussed another evolutionary method that uses the improved weighted network to solve the problem [20] . Literature [21] proposed a model using two graphs in conjunction with the ESPD: one for determining player interaction and second for updating strategies. Moreover, Wang et al. have proposed some evolutionary algorithm to solve relevant problems [22, 23] . Game theory techniques have been widely applied to various engineering design problems in which the action of one component has impact on (and perhaps conflicts with) that of any other component.
Prisoners' dilemma could be regarded as a game with incomplete information. It satisfies the conditions for an incomplete information game; namely, the players of each game are incapable of determining the choice of their rival in any current station. In our study, we propose a naive Bayesian classification method, which is used to establish the machine learning model for prisoners' dilemma in an attempt to solve it through statistical machine learning. With the use of Bayesian classification, the opponents' strategy can be presented as the possibility of choice which means the accuracy of the prediction on opponents' strategy has been promoted. Moreover, we introduce an evaluation with multiple processes to provide the information with high precision for the final decision in our strategy. In the step of record, we suggest some efficient data structures and ensure a reasonable space and time complexity in our method. We test the proposed method during the competitions with some typical methods. The simulation experimental results show that our method outperforms four classical methods (see Figure 1 for more details). We further apply the Bayes method to multiplayer games. The simulation result indicates that the Bayes method gains the highest income in the multiplayer test (see Figure 5 for more details).
Game Model

Game with Incomplete Information.
Games with incomplete information can be defined as the game where the players are uncertain about some important parameters [2] . Generally, the incomplete information can be regarded as players' lack of full information on some basic law of the game. Such incomplete information can mainly arise in three different ways as follows.
(1) Lack the information of the profit function of the game: the profit function is a function with or more parameters to get the final income of each player's profit ( means the total number of players). It can be represented as
where 1 , 2 , . . . , is all the players' strategy set and 1 , 2 , . . . , is the other parameters involving the outcome, like the number of turn.
(2) Lack the information of the strategy of other players in the game; a strategy list can be defined as the decision of a player made in each step ( is the temporary number of turn):
Players will make their decision for next step based on the previous situation of the game We can say that all other cases of incomplete information can be reduced into these three basic cases [1] . In the prisoner's dilemma, the player is not aware of the other player's strategy (case 2) for there is no best or winning strategy in the game. Yet the profit function (the outcome according to each player's choice) and the choice space (cooperate or betray) are definite in the game.
In our research, we mainly focus on the game in case 2 where players know nothing about others' strategy. Such game model can be found in various ranges of areas. For example, in some economical model, the choice space is limited by the situation of the problem and the profit curves can be found from the previous models. And the strategy of each competitor will be unpredictable in the case that the profit is not linear or varied by time (as it is in reality). So such model can be regard as a game with incomplete information in case 2.
Game of Prisoners' Dilemma.
In this game, two individuals determine cooperation or defection. If the two individuals are mutually cooperative, they both earn incomes ; if they defect to each other, the incomes of both sides are ; if one individual is cooperative while the other is in a state of betrayal, the cooperative one gains , while the treacherous player gains (Table 1) . Here, > > > , and 2 > + . The latter formula means that total income of the two cooperative individuals is always larger than that gained in case of one individual's treachery. However, with regard to individuals, the incomes earned by defection to cooperation are greater than that by cooperation to cooperation.
In this experiment, the parameters selected were consistent with those that Axelrod and Hamilton [12] used in solving the prisoners' dilemma. That is to say, the incomes were = 3, = 5, = 0, and = 1, which satisfied the conditions: > > > and 2 > + .
In addition, each pair of strategies was competed for times; namely, both sides had to make selections. The result of each turn was recorded and the information of opponents' selection was sent to each player in the end of each turn. After turns, the results of each pair of strategies were listed in forms of their total score. According to the total score, the strategy of corresponding strategy models was evaluated. In general competition, was set as 10,000. It can be seen that the game, in the long-term, could yield stable income results.
Several typical strategy models are presented in the following.
(1) TFT (tit-for-tat) strategy, that is, "return like-for-like" strategy: TFT is a well-known model for prisoners' dilemma. The main idea of this strategy is that, by starting with cooperation, the strategy selection of a round is made on the basis of the selection from the previous round. That is, if the rival selects cooperation or defection in the previous round, the selection will be repeated in the current round. This Table 1 : Game information. ) strategy performed best in the artificial intelligence algorithm competition organized by Axelrod and Hamilton [12] (although the TFT strategy in this study was consistent in concept with that TFT strategy, the difference here lies in its details).
(2) PTFT, an improved TFT strategy [24] : this strategy is relatively more selfish than TFT. It still starts with cooperation; however, in the following rounds, cooperation is only selectable in the case of an absence of defection for three rounds.
(3) GTFT, another improved TFT strategy [8] : its strategy allows a certain probability of cooperation in the case of rival defection and a certain probability of defection in the case of cooperation. It solves the deadlock arising from mutual defection in the competition.
(4) Pavlov, a different strategic concept [8] : it bullies the weak and fears the strong; namely, cooperation is continued in cases of mutual cooperation. However, defection is selected when one side chooses defection. Moreover, in the case of mutual defection, cooperation is given priority. Such a strategy represents a local optimum in genetic algorithm terms.
(5) Random, random strategy, that is, randomly returning to cooperation or noncooperation: in related programs, a 50 : 50 random strategy is more commonly applied; that is, the probability of returning to cooperation or defection is 50%. This strategy is mainly adopted to assess fixed strategies, set competition parameters, and so forth.
(6) Normal, a strategy mode developed by simulating common players: in this strategy, cooperation or defection would be selected with different probabilities based on the selections of both sides in the previous game. This strategy simulates player participation in a game using different strategies.
Extended Prisoners' Dilemma's Model.
The original prisoners' dilemma problem contains only two players with two different choices. And the profit function of the game is given and fixed during the game. However, most of the problems in reality are not in such simple scene but multiplayer variants. Therefore, multiplayer formats afford the opportunity for a useful expansion of the prisoners' dilemma game. In the extended prisoners' dilemma, players will be considered in a game. A time-invariant profit function is given. The profit function has parameters and for each set of input only one corresponding output would be produced. The choice set contains two elements, the cooperation or the defection. That is to say, each player can only select one of these two choices as their action. The game would have rounds. In one round, all players have to give their choice to the judges at the same time and then get the feedback. The feedback includes other players' choices. As the profit function is provided for the game, all players can get the competitors' profit through the feedback which includes all players' choice. As a game with incomplete information, all the players could mask their strategy. Plus, other players' choice would be unknown before the step of returning feedback.
By referring to a published multiplayer dilemma study [25] , a reward and punishment rule was defined for this study as follows.
(1) When all players selected cooperation (C), their income was averaged across each player.
(2) When partial players selected defection (D), their income was averaged out among the treacherous players, while income was shared amongst cooperatives players.
(3) When all players selected defection (D), the income was averaged out among all players.
For a prisoners' dilemma with = 4, the parameters were set to = 12, = 10, = 0, and = 4, which was in agreement with the standard form of the game. That is, the individual optimum solution of every player was obtained when one player selected defection, while the overall optimum solution was obtained when all players selected cooperation.
In this prisoners' game, the four strategies of each group were unavailable to the other players before they made their decision. After decisions were made, the income of each player was calculated and the decisions were revealed: the game was repeated 10,000 times.
Strategy in Prisoner's Dilemma Game
In the prisoner's dilemma game we are studying, the strategy of other players is unknown while the profit function and choice space are clear. Our strategy in this game is to reduce the unclear information and maximize the profit in expectation. There are at least three challenges as follows.
(i) The strategies of other players are variable and unstable. They may make a different choice in the same situation (like the strategy to randomly make a choice). That is to say, no best choice can be selected in a single game.
(ii) All of the other players in the game will have different strategy. And they play together in one game.
(iii) The performance and efficiency of the strategy should be promised, especially in the case that the number of players is large.
To solve the problem listed above, we propose the Bayes formula is the basic method of our strategy. Though players choice can be considered being random and irregular, their action can be descripted as a serial of probabilities of the possible choices. The Bayes formula provides us with a way to make the prediction based on the history. According to Bayes formula, we can build our prediction table, which includes the probability sets to individual player. As the game in our study is a multiple-turn-based game, the historical data is easy to get and restore.
After the prediction, we could evaluate each choice in our choice space with some probability-based method, for instance, the expectation of profit. To be more convincing, we can include the multiple future steps in our evaluation. Finally, we select the one choice with the highest value as the decision of temporary turn.
To make our strategy more effective, we can usedimension array or hash table for data storage. -dimension array shows best performance in the competition with small number of players. Hash table is used in game including a large number of players.
Prediction.
In an extended prisoner's dilemma game's model, we assume that there are players in the game and each player has choices. The goal of prediction is to get the possibility distribution of each different players' choice. That is,
We do not know each different players' strategy, but we can get each player's choice in the past. Our strategy assumes that other players would base their decision on the historical data they recorded and the decision possibility table. Other players would record limited steps of historical data and use a decision possibility table to make their decision. For example, Table 2 shows the decision possibility table, which is used in TFT. As a consequent, we can infer such table with the use of some tools from probability theory including Bayes formula and make a prediction of other players' choice based on the history data.
The decision possibility table can be presented as the possibility function ( = | = ℎ ), which means the possibility of player ( ) to choose when the history of opponents' choice is ℎ . From the Bayes formula [26] , we can know that 
where is a set of choices of each player in the th turn. And the record set ℎ dates back to turns of the records and includes set of records and , is the player th choice in the th turn, which is one of the elements in the set of choices. , is the -step choice history of player . Here, we consider that all the strategies would base their decision on the last few steps and therefore the historical choices would be immaterial at the temporary judge. If the is very large or in some extreme cases, there may not be enough records for building ℎ . The denominator of the formula may become 0. To avoid such situation, we can make a correction for the original formula by simultaneously increasing the molecule and denominator
Next step is to get the historical record for the possibility of each situation. From the previous analysis, we know that we should get the extra value of ( = ) and ( = ℎ | = ) from { }. Basically, we can easily get the probability from the formula that
Here, ℎ , is an ordered and comparable sequence of player th -step records and is the temporary number of turn. We can get the result of formula (7) from the data we record. Moreover, as the strategy varies from player to player, we should not expect all players to use similar strategies in the game. For example, some players may ignore the choices made by their own and focus on others' choice. The records from the player himself should be abandoned when making the prediction. So, we have to add a weight for each history record. The weight function will be relevant to the player and the choice:
and the probability formula would be
.
The weight function, which distributes the weight to each history record, would vary in different strategies. In the experiment of depth of considered step of weight functions, we could find that the depth within 5 could preform similarly in the game (see Figure 13 ). So in our study, we use an oneturn weight function for prediction. Plus, we can find that most of the classical strategies ignore the self-made choices and regard all the choices to be the same. Therefore, we can get one of the weight functions by concluding these attributes from classical strategies:
Income Evaluation.
In this step, we must evaluate each choice we can return and choose one of them as the final decision. We would select the choice with the highest score after the evaluation = arg max val ( , ℎ ) .
We can judge the evaluation based on the possibility of each player's choices and the profit function. As the situation that the profit function is given, we can easily predict the value that our player would make from the choice. In one-step prediction, the value equals the expectation of the income. Consider
The function "profit" is a given profit function with parameters, which is equal to the number of players; the return will be a vector of the income of the players who make the same choice as the first parameter. We can make our value 6 Mathematical Problems in Engineering
function more visionary if both the and the are small (like the classical prisoner's dilemma where = 2, = 2). A -step prediction of the income will be a more efficient method. We can get the best choice by the recursive program (see Algorithm 1).
Feedback Record.
At the end of each turn of the game, we can get the feedback from the system. The feedback includes each player's choice and the income they get. In our model, the profit function is given, so we can detect the income of all players with the historical records of all players.
The content of feedback can be represented as follows:
We can record the feedbacks as a list. As a list, the space complexity of the record is ( ). In the step of prediction, the time complexity is ( 2 2 ). In the step of income evaluation, the time complexity is ( ). In the step of record, the time complexity is ( ). In our discussion, the number of players and the number of the choices is relatively small and the number of turns is large. Such that , ≪ . And we can find that the bottleneck of the problem will be the time complexity of prediction.
To improve the problem that all the records have the same weight and consider one historical step, we can use adimension array for storage. We can build an -dimension array where each dimension's length is . The entries of are counters of all specific situations, which represent the combination of the choice space. Then . In such situation, formula (10) will be simplified into
The time complexity of the prediction will reduce to ( ). The time complexity of the step of recording will be (1) (actually it is ( ) in actual data structure), while the space complexity will rise to ( ). The space complexity is acceptable when the and are relatively small.
The -dimension array can just be satisfied in 1-step dateback, and its data structure will be complexity when the becomes large. Here we can use hash table to make a more efficient record. A list of -step data record is shown as follows:
We can get its hash code through a hash function:
And the hash code provides an index of record array, which records the time that a specific situation happens. With the use of hash table, the complexity of prediction will still be ( ). The time complexity of the recording will be (1). And the space complexity will become (1) which is based on the device and not relevant to the or . Table 3 shows space and time complexity of different strategy.
Brief Step of the Algorithm
Firstly, we built an environment for the prisoner's dilemma game. Each player is asked to provide a strategy and update function. The program of the environment is as shown in Algorithm 2.
And the strategy and update function we provide is as shown in Algorithm 3.
Experimental Results and Analysis
The Performance of Bayes Model in the Double-Player
Game. Four typical models were run against the Bayes model 10,000 times each; the total incomes of both players in each game were recorded. Figure 1 shows the overall incomes of both players recorded over 10,000 games comparing the proposed Bayes model with the other four typical models. Overall the Bayes model was more advantageous and achieved a higher score (overall income) than the other four. Of these other four typical strategy models, TFT performed best. It showed an equivalent overall income compared to that of the Bayes model and a higher income than all the others. For each game pair, this research presented two test results, each corresponding to one of the two stable score results from the selected game pair. Figure 2 reveals that the Bayes model earned a higher income than the random, Pavlov, and GTFT models. The income ratio to the GTFT model reached 6.6, while that with the TFT model also exceeded one. By examining the final income from repeated games, it was found that the Bayes model was more advantageous than the other four typical strategy models tested here.
In games repeated 10,000 times, the cases when the Bayes model scored 5, 3, 1, and 0 were statistically analyzed. As Table 3 : Time and space complexity of Bayes method with different data structures and some typical models.
Space complexity
Time complexity of prediction Time complexity of record shown in Figure 3 , the scores of 5 and 1 represented a relatively large proportion. That is to say, the Bayes model was prone to defection. Analysis of Figures 1 and 3 implied that high scores mostly corresponded to cases scoring 5. Moreover, the results of each game competition showed that the incomes achieved by the Bayes model were higher when manifesting its tendency to defection. Analysis of the overall income of both players in each game (Figure 4) showed that the overall income in the game with a TFT model was lower. According to the performance of the rivals in each game ( Figure 3 ) and comparison with test result 2 (with the name end with "2"), it was noted that both strategy models in test result 1 (with the name end with "1") were less inclined to defection. Therefore, their overall income was higher. Since TFT is considered to be the model that can achieve more desired results amongst the four typical strategy models, games setting the TFT strategy model and the Bayes model in opposition were mainly investigated. In this game, the overall incomes of both sides were lower than those in other game competitions. This indicated that the game between the TFT strategy model and the Bayes model both suffered losses. By studying the single game results from the Bayes model and the TFT model, it was found that the scores from the Bayes model were 1 (both sides simultaneously selected defection). This result suggested that, in any game between the Bayes model and the TFT model, defection appeared more frequently and represented a mark of the defection-prone tendencies of the two models.
The Performance of the Bayes Model in a Multiplayer
Game. With regard to multiplayer games, this study jointly used four different strategy models to run against the Bayes model and the overall income from each model was recorded.
With the methods described in Section 4, the income accruing to each player was distributed and the overall income was calculated. In this section, the decision method of TFT, Pavlov, and GTFT models differed slightly from those applied to the two-player game: in the event of the defection of one of the other players in the previous round, the rivals selected defection. In the following two-player game, the decision for the current round was made with the investigation of the decisions of players A and B in the previous round. It can be deduced from Figure 5 that, in the multiplayer game, the Bayes model returned the highest overall income. In addition, the overall game situation implied that the proportion that the four typical strategy models selected cooperation was the highest. That is to say, in the game with four models, each treated cooperation as its main strategy ( Figure 6 ).
Analysis of the Performance of the Bayes Model versus
Normal Models. The normal model refers to the strategy models that are possibly encountered in real-life enactments of the game, simulated here using a natural model. The natural model was a model adopting a random strategy (that is, when faced with identical decisions from the previous round, the probabilities that the natural models selected cooperation were different). To verify that the strategy selected by the proposed Bayes model reaped more benefits in games versus the normal model, the game between them was repeated 500 times. In each game, there were 1,000 selections. It was an attempt to more comprehensively analyze the advantages and disadvantages of the Bayes model. Figure 7 shows that the Bayes model performed better than most of natural models. Overall, the income from the Bayes model can reach approximately 3,000 and even 4,500 in individual extreme cases. The income ratio in Figure 8 was maximized at approximately 14, while most of the income ratios were above one.
In addition, the TFT model also conducted the games with the normal model: the result is shown in Figure 9 . It was shown that the average income of the TFT model was approximately 2,500, which was lower than that of the Bayes model, while still equivalent to those of its other rivals.
The Performance of the Bayes Model When Run over
Fewer Games. Since the Bayes model was a machine learning model, it needed a certain amount of data to guarantee its learning. Therefore, when there were fewer games, whether or The number of betrayals not the Bayes model could achieve better game results should be considered. In this study, the Bayes model was evaluated using fewer game times in competition with the TFT model 100 times with the game repeated 100 times. From Figures 10 and 11 , we can see that the Bayes model was more advantageous.
Game Results from a PTFT Model Compared with the
Other Models. The game models discussed above merely considered the attitude immediately after the selection of the previous step of both sides, while the PTFT model took account of the attitude during the selection of the previous three steps. Over 10,000 runs of the PTFT model against the other models, the incomes of each model are shown in Figure 12 which suggested that the Bayes model was disadvantageous over the game and gained neither more nor less than the TFT model (both models became trapped in the mutual defection deadlock). Moreover, the Pavlov model returned the lowest individual income, while the GTFT model gained the most.
This revealed one of the disadvantages of the Bayes model: if it failed to comprehensively consider all state characteristics that may appear in the game, it cannot obtain the optimum solution. In the current experiment, since the decision state steps of both sides considered by the Bayes model were set to one, the Bayes model was incapable of obtaining the optimum income result in the game against the PTFT model. 0   1000   2000   3000   4000   5000   1  19  37  55  73  91  109  127  145  163  181  199  217  235  253  271  289  307  325  343  361  379  397  415  433  451  469  487 Bayes Normal 1  19  37  55  73  91  109  127  145  163  181  199  217  235  253  271  289  307  325  343  361  379  397  415  433  451  469  487 TFT Normal Figure 9 : The income of the TFT model and normal models in the game.
Conclusions
choices to better complete the unknown information. And we suggested the hash table to make improvement in space and time complexity. We built a game system with several types of game strategy for testing. The experimental results show that the proposed Bayes model could obtain more desired game results compared with conventional typical strategy models in double-or multiplayer games 10,000 times. It was even believed that the Bayes model was slightly better than the acknowledged optimal strategy TFT model. In a game with more general single-step decision modeling and fewer games runs, the Bayes model also dominated. This result indicated that the naive Bayesian classification algorithm was feasible and effective at establishing the strategy model of an incomplete information game. It provided a novel idea for solving incomplete information game problems. However, the results obtained by the naive Bayesian classification algorithm showed certain defects: it was unable to obtain the desired solution in the case of the decision ability of a rival beyond its estimation range. Therefore, it reduced the applicability of the machine learning algorithm when encountering complex models. This should be the subject of future research.
