Cognitive Aging and Time Perception: Roles of Bayesian Optimization and Degeneracy by Martine Turgeon et al.
REVIEW
published: 18 May 2016
doi: 10.3389/fnagi.2016.00102
Cognitive Aging and Time
Perception: Roles of Bayesian
Optimization and Degeneracy
Martine Turgeon 1, Cindy Lustig 2 and Warren H. Meck 3*
1 Douglas Mental Health University Institute, McGill University, Montreal, QC, Canada, 2 Department of Psychology, University
of Michigan, Ann Arbor, MI, USA, 3 Department of Psychology and Neuroscience, Duke University, Durham, NC, USA
Edited by:
Pamela M. Greenwood,
George Mason University, USA
Reviewed by:
Martin Wiener,
George Mason University, USA
Claudette Fortin,
Université Laval, Canada
*Correspondence:
Warren H. Meck
meck@psych.duke.edu
Received: 14 February 2016
Accepted: 20 April 2016
Published: 18 May 2016
Citation:
Turgeon M, Lustig C and Meck WH
(2016) Cognitive Aging and Time
Perception: Roles of Bayesian
Optimization and Degeneracy.
Front. Aging Neurosci. 8:102.
doi: 10.3389/fnagi.2016.00102
This review outlines the basic psychological and neurobiological processes associated
with age-related distortions in timing and time perception in the hundredths of
milliseconds-to-minutes range. The difficulty in separating indirect effects of impairments
in attention and memory from direct effects on timing mechanisms is addressed. The
main premise is that normal aging is commonly associated with increased noise and
temporal uncertainty as a result of impairments in attention and memory as well as
the possible reduction in the accuracy and precision of a central timing mechanism
supported by dopamine-glutamate interactions in cortico-striatal circuits. Pertinent to
these findings, potential interventions that may reduce the likelihood of observing age-
related declines in timing are discussed. Bayesian optimization models are able to
account for the adaptive changes observed in time perception by assuming that older
adults are more likely to base their temporal judgments on statistical inferences derived
from multiple trials than on a single trial’s clock reading, which is more susceptible
to distortion. We propose that the timing functions assigned to the age-sensitive
fronto-striatal network can be subserved by other neural networks typically associated
with finely-tuned perceptuo-motor adjustments, through degeneracy principles (different
structures serving a common function).
Keywords: interval timing, attention, clock, memory, decision-making, striatal beat-frequency model
INTRODUCTION
We often hear that time flies by as we get older, but that idea is most applicable to our retrospections
on years gone by e.g., Gallant et al. (1991), Hinton and Meck (1997a), Ukraintseva (2001), Wearden
(2005), Friedman and Janssen (2010), Sucala et al. (2010), Janssen et al. (2013); (cf., McAuley
et al., 2006). Our ability to time intervals in the milliseconds-to-minutes and extending into the
hours-to-days range of circadian timing (Lewis and Miall, 2009) relies largely on different neural
systems (Hinton and Meck, 1997b; Buhusi and Meck, 2005; Buonomano, 2007; Agostino et al.,
2011; Hass and Durstewitz, 2016). Age differences in the temporal window of integration and
performance on various timing tasks in the milliseconds-to-minutes range are often quite subtle
or nonexistent (e.g., Rammsayer et al., 1993; Horváth et al., 2007), and in many cases almost
completely accounted for by age differences in other cognitive functions such as attention and
working memory (Krampe et al., 2002; Wittmann and Lehnhoff, 2005; Desai, 2007; Ulbrich et al.,
2007; Bartholomew et al., 2015) and/or in circadian rhythms (Meck, 1991; Lustig and Meck,
2001; MacDonald et al., 2007; Halberg et al., 2008; Anderson et al., 2014; Golombek et al., 2014).
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The age differences that do exist have traditionally been
explained using an information-processing framework, typically
with an attentional gate and/or switch that allows pulses that
mark the passage of time to accumulate and be passed to working
memory, where they are compared with standard values drawn
from reference memory (Meck, 1984; Zakay and Block, 1997;
Vanneste and Pouthas, 1999; Vanneste et al., 2001; Lustig, 2003;
Allman et al., 2014b).
However, the neurophysiological plausibility of these
pacemaker-accumulator models has been called into question
(Matell and Meck, 2000; van Rijn et al., 2014). More current
timing models instead emphasize the role of neural oscillations
in providing the ‘‘raw material’’ analogous to the pulses
or ticking of the clock, and the coincidence detection of
patterns in those oscillations that mark relevant durations
(e.g., Matell and Meck, 2004; Lustig et al., 2005; Allman and
Meck, 2012; Merchant et al., 2013). A related development is
the proposal that Bayesian processes govern decisions about
time when a participant is comparing the current duration
to the stored values of some previously timed standard (e.g.,
Jazayeri and Shadlen, 2010; Cicchini et al., 2012; Shi et al.,
2013; Gu et al., 2015a; Shi and Burr, 2016; van Rijn, 2016).
To our knowledge, these theoretical proposals have not yet
been integrated into the broader literature on aging and
time perception. Here, we take the first steps towards such
an integration, and address the question of whether age
differences in interval timing reflect ‘‘nothing more’’ than
age differences in general cognition (especially attention and
working memory). Alternatively, there may be fundamental
age differences in the quality of timing information that older
adults may attempt to compensate for via attention, working
memory, as well as increased reliance on environmental
support and timing circuitries other than cortico-striatal timing
circuits.
The idea that attention influences our perception of time is
intuitive and is reflected in popular culture, e.g., ‘‘time flies when
you’re having fun’’ but ‘‘a watched pot never boils’’. In other
words, the less attention that is paid to the time dimension, the
slower one’s internal clock runs relative to the passage of physical
time. This leads to the under-estimation and over-production
of intervals relative to physical time (i.e., a person with a slow
internal clock may perceive a 5-s stimulus as lasting only 3 s,
and when asked to produce a 3-s interval, instead produce a 5-
s one). Supporting this intuitive understanding of the relation
between attention and time, laboratory studies consistently find
that interval-timing performance is highly sensitive to attentional
manipulations (e.g., divided attention and distraction) and that
timing tasks and other tasks (e.g., memory search) that also load
on attention and working memory show mutual interference
(e.g., Penney et al., 1998, 2014; Bherer et al., 2007; Brown et al.,
2015; Fortin and Schweickert, 2016). Not surprisingly, then, most
studies comparing young and older adults on interval-timing
tasks find that the presence and size of young adults’ performance
advantage depends heavily on attention and memory demands
(see review and discussion by Block et al., 1999; Lustig, 2003;
Balci et al., 2009; Lustig and Meck, 2009; Szymaszek et al., 2009;
Krampe et al., 2010; Bisiacchi and Cona, 2016).
On the other hand, it would be surprising if older adults
showed no decline in timing per se, as the dopaminergic functions
and cortico-striatal circuits that support our sense of time
(e.g., Hinton and Meck, 2004; Matell and Meck, 2004; Meck and
Malapani, 2004; Lustig et al., 2005; Meck and N’Diaye, 2005;
Meck et al., 2008a; Merchant et al., 2013; Agostino and Cheng,
2016) are among the most sensitive to age-related decline (e.g.,
Rubin, 1999; Raz et al., 2010; Seidler et al., 2010; Abedelahi
et al., 2013; Bauer et al., 2015; Kleerekooper et al., 2016). Most
reviews emphasize the age differences observed in timing when
demands on attention and working memory are high. However,
age differences are also found in situations where the opportunity
for such processes to make a contribution appears to be quite
low. For example, Turgeon and Wing (2012) tested healthy adults
across ages 19–98 on a series of unpaced timing tasks where
performance relies largely on internal representations and the
opportunity to detect and correct errors is relatively low (see
also McAuley et al., 2006). These included spontaneous motor
tapping (SMT), where the participant is simply told to tap at their
most comfortable pace, serial interval production (SIP), where
the goal is to tap at a rate of 1 s and 12 s, but no external standard is
presented, fastest regular tapping (FRT), where the goal is to tap
regularly as quickly as possible, and continuation tapping (CT),
where participants first tap in rhythm to an external stimulus,
but are then asked to continue tapping at that rate when the
stimulus is discontinued. Across all of these tasks, greater age
was associated with longer and more variable tapping rates,
indicating a slower and more variable internal clock. Additional
analyses indicated that these increases were reflective of clock
rather than motor variance. In most cases, the increases with age
were quite subtle until advanced age (75+ years), suggesting that
previous studies failing to find age effects (e.g., Surwillo, 1964;
Arenberg, 1968; Salthouse et al., 1979; Block et al., 1998) may
have suffered from a lack of power due to smaller participant
numbers and older adults who were primarily in the ‘‘young-old’’
(under 75 years) age range. See Kołodziejczyk and Szelsg (2008)
for a study of temporal order judgments including centenarians.
In a similar manner, Ramos et al. (2015, 2016) measured
tactile temporal discrimination thresholds (TDT) in healthy
individuals from 18 to 79 years of age. The TDT was measured
as the individual’s ability to discriminate two short (0.2 ms)
tactile stimuli from each other as a function of the inter-stimulus
interval (ISI). Consequently, the TDT is the shortest ISI that
allows a participant to reliably perceive successive stimuli, tested
using 6 trials of alternating ascending and descending limits. No
effect was observed for gender, race, ethnicity, or handedness,
and the reproducibility of the results was good. The overall
finding was that every year of increased age was associated with
a 0.66 ms increase in TDT. These findings were discussed in
terms of models for interval timing involving clock, memory, and
decision stages (Allman and Meck, 2012) with the conclusion
that age-related effects at the clock stage were most likely to
account for the data. The slowing down of an internal clock as a
function of age would be expected to lead to the ISI separating
the 0.2 ms duration electrical stimulations to be subjectively
shorter, making it more difficult to separate sequential stimulus
presentations. This finding is of interest given the potential
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importance of TDT as a behavioral screen for various genetic
components of neurological dysfunction (e.g., Conte et al., 2010,
2012, 2014, 2015).
On the one hand, the results of these relatively simple
tapping and duration discrimination tasks, which would seem to
minimize the involvement of attention and memory processes,
seem to point to a ‘‘true’’ age difference in clock speed and
time perception. In a seeming paradox, however, there is
little evidence that the accuracy and precision of magnitude
estimations decline with age on more difficult or ‘‘cognitively
based’’ duration discrimination or production tasks once age
differences in general intelligence/cognitive function (attention,
working memory, resource-sharing, and processing speed) are
taken into account (e.g., Salthouse, 1996; Wearden et al., 1997;
Greenwood and Parasuraman, 2003; Baudouin et al., 2004;
Wearden, 2005; Hancock and Rausch, 2010; Lambrechts et al.,
2013; Bartholomew et al., 2015). For example, in the largest
timing study to date, evaluating 647 participants, Bartholomew
et al. (2015) found that both discrimination and production
were strongly correlated with scores on a general cognitive
battery; more importantly, after controlling for cognitive scores,
timing performance was unrelated to age. However, a potential
caveat is that the age range of participants was limited to
18–67 years, precluding the observation of potential aging
effects on timing accuracy and precision that may only become
evident or independent of cognitive processes sometime after
approximately 75 years of age (c.f., Turgeon and Wing, 2012).
These patterns could be explained in two ways. From a
‘‘timing-centric’’ perspective, they may reflect that ‘‘timing is
everything’’, that is, a hallmark of general intelligence and
cognitive function that may fundamentally underlie other
cognitive functions. This view receives some support from the
increasing interest in oscillatory function in general cognition
(for reviews, see Siegel et al., 2012; Henry and Herrmann,
2014). Alternatively, timing may depend on the interaction and
output of those cognitive functions. Teasing apart these two
possibilities is an important challenge for current research, and
the explanation may differ depending on the level of analysis.
However, in either case, the proposition that interval timing and
cognition are intricately linked leads to two predictions. First,
the scalar property—reflecting the proportional relationship
between the mean of the duration being timed and the
standard deviation (SD) of these estimates (i.e., coefficient of
variation [CV] is constant)—is the hallmark of interval timing
(e.g., Gibbon and Church, 1984a,b; Gibbon et al., 1984; Church,
2003; Buhusi and Meck, 2005; Cui, 2011). This suggests that there
should be a similar relationship between sources (e.g., clock,
memory, and decision) and forms of variability (e.g., Bernoulli,
Gaussian, or Poisson distributions) for other cognitive processes
(e.g., Gibbon, 1992; Rakitin et al., 1998, 2005; Cordes et al.,
2001; MacDonald and Meck, 2004; Baudouin et al., 2006a,b;
Jazayeri and Movshon, 2006; Rakitin and Malapani, 2008;
Cordes and Meck, 2014; Namboodiri et al., 2014; Gu et al.,
2015b) given the need for the synchronization of oscillatory
processes among brain areas for information transfer (e.g., Cheng
et al., 2008b; Buehlmann and Deco, 2010; Gu et al., 2015b).
Second, from a translational perspective, engaging in mental and
physical exercises that require precise timing, balance, and motor
coordination during practice (e.g., musical drumming, piano
playing, flamenco dancing, video gaming, etc.) should improve
not only our sense of time, but also other cognitive processes
(e.g., Krampe and Ericsson, 1996; Lustig et al., 2009; Donohue
et al., 2010; Anderson et al., 2012, 2013; Cicchini et al., 2012;
Kattenstroth et al., 2013; Szabo et al., 2013; Bamidis et al., 2014;
Benoit et al., 2014; Szelag and Skolimowska, 2014; Dallal et al.,
2015; Kshtriya et al., 2015). Moreover, recent results suggest
that rhythmical training exercises can counteract the lengthening
errors of total duration in rhythmic reproduction observed after
60 years of age (Iannarilli et al., 2013). Earlier findings, however,
provide a note of caution by indicating that moderate levels of
skill do not protect against the negative age-related decline in
temporal processing and that a certain level of expertise needs
to be achieved in order for benefits to be observed (Krampe et al.,
2001, 2002; Krampe, 2002).
AGE AND TIMING PERFORMANCE:
DECLINE, PRESERVATION, AND
COMPENSATION
One interpretation of the above statements is that age differences
in cognition (e.g., attention, memory, and decision-making)
provide more proximal and parsimonious explanations of age
differences in timing than does the proposal that older adults
generally have a slower internal clock (e.g., Block et al., 1998;
Lustig and Meck, 1998, 2001, 2002, 2005, 2011; Lustig, 2003;
Bherer et al., 2007; Gooch et al., 2009; cf., Ragot et al., 2002;
Pouthas and Perbal, 2004; Moni et al., 2014). Nonetheless,
numerous brain areas (e.g., caudate and frontal lobes) tend to
atrophy as a consequence of normal aging and the shrinkage of
these neural networks is a mediator of reduced dopamine-related
temporal processing (e.g., Rubin, 1999; Cheng et al., 2006, 2007;
Li et al., 2010; Coull et al., 2011; Gu et al., 2015a). As noted above,
the cortico-striatal circuits that support our sense of time (e.g.,
Matell and Meck, 2004; Lustig et al., 2005; Meck and N’Diaye,
2005; Meck, 2006a,b,c; Meck et al., 2008a; Merchant et al., 2013)
are one of the most sensitive neural networks in terms of age-
related changes, suggesting that decreases in clock speed per se
and increases in temporal variability should also be associated
with normal aging (e.g., Bäckman et al., 2010; Hurley et al., 2011;
Klostermann et al., 2012).
Age-related changes in brain and behavior likely involve
long-term dynamic interactions between neural degeneration
and recovery processes both within ‘‘canonical’’ regions
involved in timing by both young and old adults, possibly
involving compensatory sprouting within the damaged pathways
(Song and Haber, 2000), buffering of noisy and sustained
environmental perturbations (Domijan and Rand, 2011), and
compensatory recruitment of other neural networks (Cabeza
et al., 2002). This last form of compensation has been referred
to as ‘‘degeneracy’’ (Edelman and Gally, 2001; Whitacre, 2010;
Whitacre and Bender, 2010), namely, the ability of different
brain regions and networks to produce the same or highly
similar output, especially when the primary or canonical circuits
are dysfunctional or impaired (e.g., Meck, 2002a; Jahanshahi
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et al., 2010; Lewis and Meck, 2012; Jones and Jahanshahi,
2014, 2015; Harrington and Jahanshahi, 2016). We will use
the term ‘‘de-generacy’’ as suggested by Mason et al. (2015)
to minimize the common association between degeneracy
and degeneration1. De-generacy is apparent in many of our
neural systems, including vision, hearing, movement, etc. and
is distinctive from redundancy in that structurally different
mechanisms are involved in the former and multiple copies of
identical mechanisms are involved in the latter (Mason, 2010).
In the simplest sense, de-generacy can be thought of as a strategy
by which the organism protects itself against loss of a vital
function by having distribution of function in combination with
structural variation. When it comes to purely neural systems,
however, de-generacy can be more complex and subtle. It is
unlikely that any two separate neural systems perform a given
function in exactly the same way unless they have an almost
identical neural architecture (as in the examples listed above).
Instead, it is becoming increasingly apparent that the brain
frequently provides several alternate routes to any given goal,
with each of these drawing upon quite separate machinery
(Price and Friston, 2002; Brandtstädter and Rothermund, 2003).
Evidence for this type of ‘‘synergistic replication’’ comes both
from patients with brain damage and from neuroimaging studies
of normal, healthy participants. The former group frequently
show a remarkable resiliency, still performing well on tasks such
as semantic judgment and motor control even when the regions
that are most strongly associated with these functions have
been fully resected. Similarly, the huge variability in functional
imaging results show that different participants perform the
same task in different ways (e.g., using different neural systems).
These data have been elegantly explained as evidence for
de-generacy (Price and Friston, 2002; Noppeney et al., 2004).
Furthermore, the proponents of this approach argue that such
de-generacy is highly adaptive because it allows flexibility at an
evolutionary level: if no single system is 100% essential, then it is
more feasible to experimentally alter them without causing fatal
side effects (Whitacre, 2010, 2012; Whitacre and Bender, 2010,
2013). The applicability of this line of thought to time perception
should be obvious—it is very difficult to completely abolish
time perception, especially as a result of focal, unilateral brain
1In neural Darwinism (Edelman and Gally, 2001), the term degeneracy refers
to the concept of heteromorphic isofunctionality (i.e., different structures
subserving the same function). On the other hand, degeneration is a term
much more familiar to the lay public; it refers to deleterious decay, including
that of neural structures. In a seemingly paradoxical way, de-generacy
is a highly adaptive feature of complex biological systems like the brain
given the inevitable degenerative processes (i.e., degeneration at many levels
of neural organization) that ensues with their aging. Unlike redundancy
(same structures subserving same functions), the structural diversity arising
from de-generacy in the nervous system is highly conducive to functional
plasticity or pluripotentiality (one structure subserving different functions).
In Mason’s words: ‘‘A key corollary of degeneracy is that, because it entails
diversity at the structural level, different circumstances may elicit different
outputs from the same degenerate set. Thus, one-to-many structure-function
relationship has been dubbed pluripotentiality’’ (Mason, 2015). In sum, de-
generacy (many-to-one structure-function relationship) is as essential for the
emergence of complexity through evolution, and by extension the brain, as is
pluripotentiality.
lesions where redundancy from the opposite hemisphere is likely
to contribute to recovery (Lewis and Meck, 2012). Moreover,
it has been proposed that de-generacy occurs as an active
monitoring process during sleep, much like the sleep-dependent
consolidation of temporal rhythms and other memories (e.g.,
Cheng et al., 2008b, 2009; Soshi et al., 2010; Lewis et al., 2011;
Lewis and Meck, 2012; Scullin and Bliwise, 2015).
Regardless of the proximal cause of aging (Blagosklonny,
2012), de-generacy could explain why timing dysfunctions are
likely to be less obvious in normal aging and/or during the
initial stages of neurodegenerative disorders such as Parkinson’s
and Huntington’s diseases than in experimental subjects with
targeted bilateral brain lesions or genetic manipulations (e.g.,
Liu et al., 2002; Meck and Benson, 2002; Meck, 2006a,b; Desai,
2007; Centonze et al., 2008; Wild-Wall et al., 2008; Balci et al.,
2009; Meck et al., 2012a; Church et al., 2014). That is, older
adults (and these other patient populations) may be able to
recruit alternative cognitive processes and neural networks to
maintain performance, at least until those alternatives also
‘‘break down’’ under cognitive demand or due to age-related (or
disease-related) physical declines (e.g., Paulsen et al., 2004). This
would also explain the seeming paradox that on the one hand,
age differences are quite reliable on the simplest timing tasks
that attempt to minimize cognitive involvement (i.e., there is
little or no opportunity for these alternative processes/networks
to intervene), but on the other hand, once one enters the
‘‘cognitive realm’’, age differences tend to increase with demands
on functions such as attention and working memory (i.e.,
the task demands eventually exceed the ability of older adults
to compensate). Interestingly, the effects of de-generacy and
the application of a Bayesian decision rule would lead to the
‘‘migration’’ of temporal memories towards each other and
violation of the scalar property of interval timing whereby longer
durations are timed with less variability than shorter durations
(e.g., Malapani et al., 1998; Rakitin et al., 2006; Shi et al., 2013; Gu
et al., 2015a).
As we grow older, the speed of our internal clock seemingly
winds down over the course of a day and take longer to recover
than when we were younger. This ‘‘fatigue effect’’ has been
proposed to be the result of the gradual depletion of striatal
dopamine as a function of sustained cognitive engagement
during skill learning acquisition (Kawashima et al., 2012) and
is facilitated by certain dopamine-related disorders such as
normal aging, adult attention deficit hyperactivity disorder, and
Parkinson’s and Huntington’s diseases (e.g., Malapani et al.,
1998; Meck, 2005; Balci et al., 2009; Allman and Meck, 2012; Gu
et al., 2015a). This more rapid depletion in dopamine function
is accompanied by our sense that the external world is going
faster, when in fact it may be our internal clock that is going
slower, thereby suggesting to us that sequences of events are
occurring in a shorter amount of time than would typically be
expected (see Cooper and Erickson, 2002). An example of this
‘‘fatigue effect’’ was reported by Malapani et al. (1998) in their
study of Parkinson’s disease patients and aged-matched controls
trained and then tested on a duration reproduction procedure
without feedback (see Yin et al., 2016a for procedural details).
Over the course of a 2 h session, healthy aged participants
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FIGURE 1 | Reproduced time (s) in a peak-interval procedure with 8-s
and 21-s target durations for young (19–28 years, n = 7) and aged
(67–90 years, n = 12) participants as a function of 30 min blocks during
a 2 h session without feedback. Participants received training with inter-trial
interval feedback prior to the discontinuation of feedback during the test
phase. Data are taken from test sessions described by Malapani et al. (1998)
and Rakitin et al. (1998). See Lustig and Meck (2005), Lake and Meck (2013),
and Yin et al. (2016a) for a review of the benefits of the peak-interval
procedure.
showed proportional rightward shifts in the reproduction of
8-s and 21-s target durations that increased as a function of
30-min session blocks as illustrated in Figure 1. In contrast,
young participants (Rakitin et al., 1998) demonstrated a much
smaller trend that didn’t reach significance. This relative
discrepancy between physical and psychological measurement is
what most influences our sense of time in every day life (e.g.,
McAuley et al., 2006; Matthews et al., 2014; Wearden et al., 2014;
Matthews and Meck, 2016).
Like memory and intelligence, our sense of time is
multifaceted and some timing abilities are likely more resilient
to the aging process than others. Timing tasks that do not
involve controlled attention and working memory, or at least
do so with a very minimal load (e.g., remembering the
current task instructions like ‘‘tapping every second’’) are more
indicative of our ability to perceive and produce temporal
intervals than those that do (e.g., reproducing a series of
intervals of a complex rhythm in the correct order). Even
within less cognitively demanding (or low level) timing tasks,
there is substantial heterogeneity in how performance varies
with age. Results from paced and unpaced tapping tasks,
respectively reported in Turgeon et al. (2011) and Turgeon
and Wing (2012), demonstrate that timing error detection and
correction abilities are preserved into advanced age, despite
a reduction in timekeeping abilities. Indeed, individuals in
their 8th and 9th decades of age were as sensitive to the
presence of unpredictable temporal perturbations (a sound
happening slightly later than it should have were the sequences
completely regular, the rhythm being preserved from that
point on) as those in their 3rd decade of age. Specifically,
the just detectable phase shifts varied from 5 to 15% of
Inter-Onset Interval (IOI) across individuals independently
of age.
Weber fractions were estimated for intervals spanning a wide
portion of the pulsation zone (i.e., IOIs of 300, 600 and 900 ms),
that is, intervals that while repeated evoke the sensation of a
pulse (or rhythm) and a tendency to move in unison with
it (i.e., entrainment). Hence, the high sensitivity to deviations
from regularity in old age is likely to reflect adjustments in
motor preparedness (i.e., when to perform the next move).
Indeed, when tapping in time with the sounds of sequences
containing such unpredictable perturbations, elderly participants
were as efficient in adjusting for the timing of their taps (i.e.,
within 1–3 tone(s) from the phase-shift location) as their young
counterparts; whether these errors were consciously detectable
or not. This suggests that predictable timing mechanisms, that
is, the neural processes allowing an individual to generate
accurate predictions as to when the next event or series of
events should happen and adjust behavior accordingly, are
quite resilient to the aging process (cf., Bornkessel-Schlesewsky
et al., 2015). In contrast, the same elderly individuals are more
variable in tasks depending mainly on the integrity of an
internal clock, like tapping regularly as fast as possible (fastest
regular rate of FRT) or at the most comfortable rate referred
to as SMT.
Other timing tasks showing a clear increase in variability with
age were: SIP and the continuation part of synchronization-
continuation (SC). While SIP involved tapping every second
or half of a second (i.e., twice as fast), SC requires tapping
at a regular rate after the pacing sequence ends at the same
rates as sensorimotor synchronization (SMS) task, i.e., IOIs
of 300, 600 and 900 ms. Moreover, the age-related increased
variability in CT could not be attributed to motoric factors
(see Figure 5 in Turgeon and Wing, 2012). Interestingly, even
though elderly participants tended to produce longer intervals
when asked to tap every second or every half second (i.e.,
age-related impairment in timing accuracy), relative timing
accuracy did not decline with age, that is, they produced taps
twice as fast for the 0.5-s target interval as for the preceding
1-s one to the same degree as young participants. This is
consistent with the use of the just-produced slow sequences as
a baseline reference for the adjustment of the ongoing ‘‘twice-
as-fast’’ rate. Accordingly the initial 1-s SIP trials are more
likely to reflect an internal representation of an interval of
1 s than the subsequent 0.5-s SIP trials in which the just-
produced series of slower taps serve as highly useful external
cues forming a 1–2 ratio with the current target interval
of half a second. These results are in general agreement
with the use of all available contextual information (in this
case that of concurrent and/or previous event sequences) to
improve precision (reduce temporal uncertainty) as predicted
by Bayesian models of interval timing (Shi et al., 2013; Gu
et al., 2015a). As we will discuss below, Bayesian optimization
models can be fruitfully integrated with more general theories
of neurocognitive aging in order to provide a new perspective
on when (and how) age differences in timing performance
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are and are not likely to be observed (De Ridder et al.,
2014).
A BAYESIAN DECISION THEORY
PERSPECTIVE
The idea of increased noise and variability in older adults
coordinates with Bayesian decision theory to explain patterns of
age differences and preservation in timing performance. From
this perspective, the proposal would be that older adults build
an internal representation of both the experimentally imposed
distribution of signal durations (the prior) and of the error
(the loss function). This means that when participants are asked
to reproduce or compare a recently presented signal duration
they incorporate the knowledge of the distribution of previous
durations into the perception of the current duration, thus
biasing the reproduction towards the mean of the distribution
of all durations experienced within a particular context (e.g.,
Jazayeri and Shadlen, 2010; Acerbi et al., 2012; Cicchini et al.,
2012; Gu et al., 2015a). In Bayesian models of this sort, it
is hypothesized that a tradeoff exists between accuracy and
precision, such that the distribution of durations within a
particular context is used to optimize timing performance
by reducing uncertainty at the cost of accuracy. In this
case, the implicit knowledge of the underlying distribution
of durations from which a sample is drawn would be useful
when the current clock reading is unreliable due to the effects
of variability which may result from age-related declines in
dopaminergic function and clock speed (e.g., Malapani et al.,
1998; Lake and Meck, 2013; Gu et al., 2015a; Cheng et al.,
2016). This explains how the inter-mixing of the memories
of previous trials signal durations with the current trial’s
clock reading could bias performance (Penney et al., 1998;
Gu and Kukreja, 2011; Gu and Meck, 2011; Matell and
Kurti, 2014; van Rijn et al., 2014). Under challenging or
stressful conditions, however, this statistical analysis provides
an efficient strategy for reducing variability in the presence
of high levels of uncertainty that may accompany age-related
declines in temporal processing (Gu and Kukreja, 2011; Shi
et al., 2013; Gu et al., 2015a). In order to justify such an
approach, however, one must first demonstrate that older
adults do in fact have a slower and/or more variable internal
clock. Unfortunately, previous applications of Bayesian decision
models have made this assumption without providing direct
evidence of such effects (e.g., Sato and Aihara, 2011; Gu et al.,
2015a).
A SLOWER/NOISER CLOCK: DIRECT
EVIDENCE IN SUPPORT OF A BAYESIAN
OPTIMIZATION APPROACH TO AGE
DIFFERENCES IN TIMING
Regular tapping at the most comfortable rate (i.e., SMT
procedures) has been assumed to reflect the natural resonance
(or referent) period of the internal clock (McAuley et al.,
2006). Variability in SMT is thus a good indicator of how
noisy the clock becomes with age. When asked to tap at a
rate that feels comfortable and natural for 30 s, older people
produced longer inter-tap intervals (ITI) than younger people
(see Figure 2A—Turgeon and Wing, 2012); this is consistent
with a slowing of their internal clock (Vanneste et al., 2001).
In addition, age was associated with relatively large increases in
variability. Compared to the variability in tapping performance
for the 15 youngest participants (age 19–30 yrs) who were quite
stable (SD = 65 ms or 12% of mean of 549 ms), those produced
across the 15 eldest participants (age 78–98 yrs) varied almost
twice as much (SD = 177 ms or 21% of mean of 839 ms).
Within-trial variability as measured by the CV for each of
the 60 participants (3 trials at the beginning and 3 trials at the
end of the study) increased with age (see Figure 2B—Turgeon
and Wing, 2012), age accounting for 13% and 11% of the
variance among CV scores at the beginning and end, respectively.
As most of the age-related changes observed in this study
occurred at the top end of the age spectrum, we performed
a more focused analysis for the 26 participants aged between
58–98 years for whom we have measures of general cognitive
abilities using the Mini Mental State Examination (MMSE —
Folstein et al., 1975). This additional analysis of the Turgeon
and Wing (2012) data allowed for the examination of both
the within-trial CV and the inter-trial SD as a function of age
and MMSE at the beginning of the study when participants
performed without practice and at the end of testing after having
completed a variety of unpaced and paced tapping tasks. The
results from these additional analyses (as illustrated in Figure 2)
provide further evidence for a noisier internal clock in older
adults, even when taking into account general cognitive abilities
(MMSE scores) and practice effects (beginning vs. end of study
measures).
Notably, even in this supposedly minimally-cognitive timing
task, the effects of attention and memory can be seen and may
interact with age. Although the MMSE is a rough measure of
general cognitive abilities, the score accounts for a substantial
proportion of the variance at the beginning of testing, namely
27% of the variance among within-trial CV (Figure 2B) and
48% among inter-trial SD (Figure 2D). In contrast, MMSE no
longer predicts variability within or across trials at the end of
testing, only 5–6% of the variance being accounted for by the
MMSE. That general cognitive abilities contribute to a reduction
in variability on the very first task seems plausible as older
adults with high MMSE scores are more likely to understand
the instructions rapidly, while those with lower MMSE scores
might require a bit longer to ‘‘get into the swing’’ of tapping tasks.
For instance, they might need to be reminded to be as regular
as possible and maintain the same pace for the whole half-a-
minute period. The lack of a relationship between MMSE and
variability at the end of testing suggests that practice overcame
any initial cognitive challenges of the SMT task. Interestingly,
the predictive effect of Age on within-trial CV (Figure 2A) and
inter-trial-SD (Figure 2C) is actually higher at the end (43–48%
of variance accounted for) than at the beginning (27–28% of
variance accounted for). This suggests that despite the age-related
decline in performance due to general cognitive factors, there
is an increased variability within and across trials arising from
slower and less reliable timing mechanisms consistent with our
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FIGURE 2 | Spontaneous motor tempo (SMT) across age and its associated variability at the beginning and end of testing. The top two panels show the
mean coefficient of variation (CV) across the first 3 trials (beginning) and the last 3 trials (end), each CV equaling to the standard deviation (SD) of inter-tap intervals
(ITI) divided by its mean on a given 30-s trial) across Age (A) and mini mental state examination (MMSE) scores (B). The bottom two panels show the SD of the mean
ITI across the 3 trials at the beginning and end of the study across Age (C) and MMSE scores (D). Data represent additional analyses of the findings reported in
Turgeon and Wing (2012).
earlier discussion of dopamine depletion and cognitive ‘‘fatigue
effect’’ across a session. On a methodological front, these findings
point to the importance of including enough trials and analyzing
performance only after it has stabilized to increase the likelihood
of testing ‘‘true’’ age differences in timing while minimizing
artifacts and confounds due to individual or group differences
in task acquisition and learning.
The age-related increase in inter-trial variability in
combination with the age-related decrease in precision (i.e.,
increase of CV with age) on SMT as well as other unpaced
tapping tasks reported by Turgeon and Wing (2012) is consistent
with a noisier and less reliable clock in older participants with
otherwise intact predictive timing mechanisms—as assessed
from error detection and correction performance, with the
external sound sequence providing some ‘‘feedback’’ that
reduces uncertainty. The fact that age does not predict relative
timing accuracy in SIP (see Figure 3C—Turgeon and Wing,
2012) provides further evidence that when a temporal context
is available (i.e., a target period with a simple 2:1 ratio in SIP
or a pacing sequence in SMS), it is used to compensate for a
slower, more variable internal clock in an aging nervous system
as opposed to effects on motor variability (e.g., Wing and
Kristofferson, 1973).
Procedural limitations (e.g., limited range of durations and
the use of magnitude estimation or reproduction procedures
allowing for the calibration and rescaling of stimulus durations)
as well as inadequate statistical power and improper control for
general intelligence factors may have precluded the observation
of age-related decreases in clock speed in numerous reports
(e.g., Surwillo, 1964; Arenberg, 1968; Salthouse et al., 1979;
Block et al., 1998). In general, the observation of age-related
rightward horizontal shifts in psychometric timing functions
is consistent with the internal clock slowing down if trial-
by-trial and/or session-by-session analyses show appropriate
temporal dynamics as a function of within-session feedback
(e.g., Vanneste et al., 2001; Lustig and Meck, 2005; Rakitin
and Malapani, 2008) and/or between-session train and test
conditions (e.g., Meck, 1983, 1996, 2005; Malapani et al., 1998;
Lake and Meck, 2013). Moreover, the observed reversals in
duration categorization around the point of subjective equality
for pairs of anchor durations and larger modality differences
would be expected to occur with age-related decreases in clock
speed as a result of duration discriminations becoming more
difficult with a slower, less precise clock that normally exhibits
differential sensitivity to auditory and visual stimuli (e.g., Penney
et al., 1998, 2000, 2005; Cheng et al., 2008a, 2011) particulary
when timing multiple signal durations concurrently (e.g., Lustig
and Meck, 2001, 2002; Buhusi and Meck, 2009a,b; McAuley
et al., 2010; Todorov et al., 2014). In contrast, systematic
changes in temporal accuracy (e.g., horizontal rightward shifts
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FIGURE 3 | Outline of the Striatal Beat-Frequency (SBF) model of interval timing with the incorporation of a cerebellar adjustment mechanism into
the time code. (A) At the start of a to-be-timed signal a phasic pulse of dopamine from the ventral tegmental area (VTA) synchronizes cortical oscillations. Cortical
oscillations in areas such as the prefrontal cortex (PFC) can be modulated with synchronous stimuli possibly through efferents from the thalamus. (B) These
dispersed cortical neurons synapse onto medium spiny neurons (MSNs) within the striatum, which are activated at specific target durations based on the oscillatory
activity pattern of synapsing projections. These neurons project from non-motor regions in the thalamus such as the caudal portion of ventralis lateralis, pars caudalis
(VLcc) and receive extensive inputs from the cerebellar dentate nucleus (DN). (C) The DN also exhibits changes in population activity in response to synchronous
stimuli, which may drive the modulation seen in cortical regions of the cerebrum. (D) The change in DN activity is likely modulated by decreases in tonic Purkinje cell
activity (pauses) allowing for the precise tuning of timing mechanisms through disinhibition. Adapted from the initiation, continuation, adjustment, and termination
(ICAT) model of temporal integration described by Lusk et al. (2016) and Petter et al. (submitted).
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in psychometric timing functions that are gradually acquired
over the course of the lifespan and maintained in the face
of corrective feedback) are indicative of age-related decreases
in memory storage speed (K∗) resulting in proportional
increases in the durations stored in long-term memory
(e.g., Meck, 1983, 1996, 2002a,b, 2006c; Meck and Church,
1985, 1987; Meck et al., 1986; Meck and Williams, 1997;
Lejeune et al., 1998; McCormack et al., 1999, 2002; Lustig, 2003;
Meck et al., 2008b; Balci et al., 2009; Oprisan and Buhusi,
2011).
In summary, the findings reviewed here lend support to
the application of Bayesian models of optimization in order
to account for decision-making made under increased levels of
uncertainty in the aging brain as a function of age and cognitive
fatigue. Moreover, it appears justified to assume a slower and/or
noiser internal clock as a contributing factor to this uncertainly
above and beyond any age-related changes in attention and
memory.
STRIATAL BEAT-FREQUENCY (SBF)
MODEL: NEUROBIOLOGICAL BASIS FOR
BAYESIAN TIMING
The striatal beat frequency (SBF) model of interval
timing accounts well for much of the pharmacological,
neurophysiological, and psychological data on timing and
time perception (e.g., Matell and Meck, 2000, 2004; Coull
et al., 2011; Oprisan and Buhusi, 2011, 2013, 2014; van Rijn
et al., 2011; Allman and Meck, 2012; Buhusi and Oprisan,
2013; Oprisan et al., 2014; Kononowicz, 2015; Kononowicz and
van Wassenhove, 2016). The SBF model proposes that time
perception is largely subserved by connections between the
striatum, cortex, and thalamus, with the dorsal striatum being
specifically crucial for proper timing abilities (Meck, 2006a,b).
According to this model, the start signal to time a stimulus is
marked by the phasic release of dopamine from dopaminergic
midbrain projections to the cortex and dorsal striatum (Matell
and Meck, 2004; Gu et al., 2011). This neurotransmitter release
causes oscillatory cortical neurons to synchronize their firing
and resets activity in the dorsal striatum. Thousands of these
oscillating cortical neurons converge on individual medium
spiny neurons (MSNs) in the striatum. As ensembles of cortical
glutamatergic pyramidal neurons oscillate with varying intrinsic
frequencies, their oscillations fall out of phase after the initial
synchronizing action of dopamine. The different cortical
oscillation frequencies result in input activation patterns to
striatal neurons that vary with the time elapsed from the cortical
synchronization event (e.g., van Rijn et al., 2014; Gu et al., 2015b;
Hashimoto and Yotsumoto, 2015; Murai et al., 2016). Each
MSN in the striatum is thought to integrate these oscillatory
cortical inputs and respond to select patterns of cortical neuronal
firing, based on previous reinforcement through long-term
potentiation (LTP). In the striatum, cortical firing results in
long-term depression, unless there is a concurrent release of
dopamine in which case LTP may occur. This dopaminergic
input, originating from the dorsal midbrain, and the LTP it
induces along this pathway, may strengthen connections with
cortical inputs active at the time of reinforcement or feedback. In
this way, striatal neurons may become specialized in responding
to specific temporal intervals, as the threshold for firing is
reduced when the correct cortical inputs are present. Prior
to learning, the delivery of an unexpected reinforcement or
feedback causes a phasic surge of dopamine release in the
striatum that may represent the dopaminergic input necessary
for LTP. Striatal output influences activity of the thalamus
via a direct and an indirect pathway, which have opposing
effects on thalamic activity. In turn, the thalamus has excitatory
projections to the cortex, which then project back to the striatum,
completing the cortico-thalamic-striatal loop (Buhusi and Meck,
2005; Agostino et al., 2011). The direct and indirect pathways of
the basal ganglia are suggested to play a role in the start, stop,
and resetting of the timing process, though further research
is necessary to elaborate the proposed roles of these pathways
in anticipatory timing, intertemporal choice, and temporal
discounting (Wiener et al., 2008; Kim and Zauberman, 2009;
Cui, 2011; Löckenhoff et al., 2011; MacDonald et al., 2012;
Agostino et al., 2013; Heilbronner and Meck, 2014). In addition
to cortico-striatal circuits, cortico-cerebellar circuits provide
feedback and fine tuning of the processes described above for
the cortico-striatal circuits as illustrated in Figure 3 (see Cheng
et al., 2016; Lusk et al., 2016; Petter et al., submitted).
As described above, the SBF model provides the necessary
neurobiological substrates and neural firing properties in order
to identify sources and forms for increased variability associated
with aging effects on timing and time perception (e.g., Meck
and Malapani, 2004; Buhusi and Oprisan, 2013; Oprisan and
Buhusi, 2014; Cheng et al., 2016). For example, a slower clock
with increased variability in clock speed could be accounted for
by the effects of tonic and phasic dopamine release from the
ventral tegmental area (VTA) to the frontal cortex. This would
involve specific changes in the period, variability, resetting, and
phase of cortical oscillatory processes being monitored by striatal
median spiny neurons in the dorsal striatum (e.g., Oprisan and
Buhusi, 2011; Gu et al., 2015b; Kononowicz, 2015; Cheng et al.,
2016; Kononowicz and van Wassenhove, 2016).
DE-GENERACY IN PREDICTIVE TIMING
MECHANISMS AS A POTENTAIL ROUTE
FOR COMPENSATION
Though not specifically addressed by the SBF model, diminished
striatal functioning might also engage brain circuits that
compensate via de-generacy mechanisms (Lewis and Meck,
2012), wherein different anatomical networks are engaged
(Meck, 2002a; Merchant et al., 2013). De-generacy in timing
systems is plausible since time-related cell activity is not only
found in the basal ganglia, but also the cerebellum, thalamus,
posterior parietal cortex, prefrontal cortex (PFC), and the
supplementary motor area (SMA and preSMA; Merchant et al.,
2013; Strenziok et al., 2013; Lusk et al., 2016; Petter et al.,
submitted). Timing in different behavioral contexts is also
associated with different neural architectures. For example,
explicit timing is thought to depend on the striatum and basal
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ganglia, whereas activation of the SMA, inferior cortex, and
cerebellum is considered to be more task specific. In contrast,
implicit perceptual timing is associated with a different set of
brain regions, most frequently the parietal cortex (e.g., Coull and
Nobre, 2008; Coull et al., 2011)—although the cerebellum has
been argued to be involved in both explicit and implicit motor
timing as well as explicit and implicit perceptual timing, perhaps
distinguished from the striatum along a discrete vs. dynamic
or duration-based vs. beat-based dimension (e.g., Liverence and
Scholl, 2012; Teki et al., 2012; Breska and Ivry, 2016; Petter
et al., submitted). Similarly, cortico-cortical systems are more
engaged when timed movements are externally paced, whereas
the striatum is engaged when movements are self-paced or
internally timed (Taniwaki et al., 2003).
The results reported by Turgeon and colleagues (Turgeon
et al., 2011; Turgeon and Wing, 2012) provide evidence that
the adjustment component of timing is preserved up until
the 9th decade of age in healthy, aged brains, that is, those
without any diagnosed pathologies. By adjustment timing, we
mean the adaptive use of predictable intensity fluctuations
or temporal dynamics (e.g., the abrupt rise of intensity or
onsets of the regularly-spaced events of a metronome) to
initiate an action (e.g., when to jump) or series of actions
(e.g., when to switch directions when running an obstacle
course) and/or regulate an ongoing act/behavior (e.g., in a jazz
performance, a double bass player delaying the plucking of a
chord following a missed beat by the drummer). Predictability
in temporal dynamics is inherent to rhythmic patterns (beat-
based timing); however, it is also present whenever the
signal provides enough information to generate expectations
as to what should happen when (perceived and/or produced
events). For instance, well-trained contemporary musicians
or dancers can learn complex arrhythmic patterns; that is,
they can prepare, initiate and smoothly execute the right
moves at the right time despite the lack of metrical structure
(present in most western music) or non-metrical regularity
(as in speech prosody). Adjustment can also be made in the
timekeeper’s settings. For instance, the detection of a phase
shift in an otherwise perfectly regular sequence presumably
leads to a resetting of the clock period, even if no external
movement is produced. Of course, the correct detection of
temporal perturbations is not informative per se for the
underlying internal timekeeping parameters. However, the fact
that the same participants with the same sequences correct
for these errors rapidly when asked to tap in time with the
sounds of the pacing sequence is a strong indicator of a
resetting of the period of the internal clock following the
detection of a phase-shift perturbation. It’s important to note,
however, that apart from the age-related effects observed for
auditory duration discrimination, the effects of variable rhythmic
grouping on temporal sensitivity is greatest among older listeners
independent of hearing loss. Such findings have implications for
speech discrimination in degraded/noisy environments in terms
of identifying deficits in temporal processing that are unrelated
to the loss of hearing sensitivity associated with normal aging
(Gordon-Salant et al., 2011; Fitzgibbons and Gordon-Salant,
2015).
CONCLUDING REMARKS
Our review of the literature suggests that there are fundamental
age-related changes in the functioning of the cortico-thalamic-
basal ganglia circuits that implement timing in the hundredths
of milliseconds-to-minutes range. There are also instances of
at least partial compensation that can in many cases mask
age-related declines in timing and time perception and allow
older adults to perform as well or nearly as well as young
adults until the load of either cognitive demands or physical
decline pushes them past their threshold for being able to
compensate. Reuter-Lorenz and colleagues (e.g., Reuter-Lorenz
and Lustig, 2005; Reuter-Lorenz and Cappell, 2008; Lustig et al.,
2009; Lustig and Jantz, 2015) have referred to this as the
compensation-related utilization of neural circuits (CRUNCH)
hypothesis. Despite age-related declines in cognitive functions
such as attention and working memory, older adults are
still able to rely on these processes by recruiting additional
cognitive resources and capitalizing on the availability of external
cues that serve as environmental support. This leads to an
increased reliance on predictive timing circuits, monitoring
deviations from expectations (i.e., temporal errors) and allowing
for adaptive corrections (i.e., online adjustments) to the
parameters of internal timekeeping mechanisms and/or external
movements like the olivocerebellar and parietofrontal networks
(e.g., Turgeon and Wing, 2012; Gu et al., 2015a; Petter et al.,
submitted).
As a consequence of the above observations, we propose that:
(1) as the functioning of MSNs in cortico-thalamic-basal ganglia
circuits serving as coincidence detectors of patterns of cortical
oscillations become more variable and therefore less reliable
with age (see Allman and Meck, 2012), cortico-cerebellar or
hippocampal regions that are less affected by the aging process
are recruited to influence and/or take over some of these timing
functions through de-generacy principles (e.g., Meck, 2002a;
Merchant et al., 2013; Lusk et al., 2016; Petter et al., submitted);
(2) the dynamic adjustments performed by error correction
pathways implement Bayesian optimization principles, namely
to estimate the likelihood of an actual event distribution (prior
function) with as much relevant data as possible and to minimize
error (loss function), that is the disparity between predicted (via
internal clock) and actual (via external feedback) interval series
(e.g., Jazayeri and Movshon, 2006; Jazayeri and Shadlen, 2010;
Shi et al., 2013; Gu et al., 2015a).
It is important to note that the interplay among the regulation
of multisensory integration, clock speed, feedback, and brain
dopamine levels that contributes to distortions and preservations
in time perception and timed performance are relevant not only
to normal aging, but also to the timing differences associated with
psychosis, dementia, and other types of neurodegeneration (e.g.,
MacDonald and Meck, 2005; Meck, 2005; Bonnot et al., 2011;
Allman and Meck, 2012; Lake and Meck, 2013; Piras et al., 2014;
Gu et al., 2015a; Bedard and Barnett-Cowan, 2016). The overall
conclusion is that normal aging is commonly associated with
reductions in the speed and increased variability in the operation
of a core timing circuit supported by distributed dopamine-
glutamate and GABA interactions in cortico-striatal circuits (e.g.,
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Buhusi and Meck, 2002; Tseng and O’Donnell, 2004; Cheng
et al., 2006, 2007, 2016; Merchant et al., 2013; Matthews et al.,
2014; Terhune et al., 2014). These age-related changes in interval
timing and relative time-sharing function at the level of multiple
time scales, systematically affecting reaction time and unpaced
finger tapping, the playing of sports and musical instruments,
consciousness, retrospective and prospective memory processes,
and other types of time, number, and reward-based decision
making (e.g., Tulving, 2002; Fortin, 2003; Zakay and Block, 2004;
Buonomano, 2007; Buhusi and Meck, 2009a; Fortin et al., 2009;
Nyberg et al., 2010; Meck et al., 2012b; Turgeon and Wing, 2012;
Aagten-Murphy et al., 2014; Allman et al., 2014a; Bermudez and
Schultz, 2014; French et al., 2014; MacDonald, 2014; MacDonald
et al., 2014; Wolkorte et al., 2014; Zakay, 2014; Yin et al.,
2016b).
Given that senescence is observed in natural populations
of animals—affecting their foraging strategies based, in part,
on interval timing and the setting of temporal horizons
(Bateson, 2003; MacDonald et al., 2007), the understanding
of age-related changes in timing and time perception would
appear to have widespread implications for bio-gerontology,
emotional regulation, time-based prospective memory and other
types of temporal cognition (e.g., Löckenhoff and Carstensen,
2007; Löckenhoff, 2011; Alexander et al., 2012; Nussey et al.,
2013; Anderson et al., 2014; Fingelkurts and Fingelkurts, 2014;
Matthews and Meck, 2014, 2016; Tucci et al., 2014; Vanneste
et al., 2015; Lake, 2016; Lake et al., 2016; Mather, 2016). By
providing a foundation for evaluating brain aging effects on
timing and time perception we are now better prepared to
evaluate the need for and effectiveness of interventions designed
to alleviate age-related declines in temporal cognition (Roberts
and Allen, 2016).
AUTHOR CONTRIBUTIONS
MT, CL, and WHM jointly wrote the review article.
ACKNOWLEDGMENTS
The authors would like to thank Melissa Allman, Penny Lewis,
Devin McAuley, and John Wearden for previous discussions on
this and related topics. We would also like to thank Nicholas
Lusk and Elijah Petter for their illustration of cortico-striatal and
cortico-cerebellar timing circuits.
REFERENCES
Aagten-Murphy, D., Iversen, J. R., Williams, C. L., and Meck, W. H. (2014). Novel
inversions in auditory sequences provide evidence for spontaneous subtraction
of time and number. Timing Time Percept. 2, 188–209. doi: 10.1163/22134468-
00002028
Abedelahi, A., Hasanzadeh, H., Hadizadeh, H., and Joghataie, M. T. (2013).
Morphometric and volumetric study of caudate and putamen nuclei
in normal individuals by MRI: effect of normal aging, gender and
hemispheris differences. Pol. J. Radiol. 78, 7–14. doi: 10.12659/PJR.
889364
Acerbi, L., Wolpert, D. M., and Vijayakumar, S. (2012). Internal representations of
temporal statistics and feedback calibrate motor-sensory interval timing. PLoS
Comput. Biol. 8:e1002771. doi: 10.1371/journal.pcbi.1002771
Agostino, P. V., and Cheng, R. K. (2016). Contributions of dopaminergic signaling
to timing accuracy and precision. Curr. Opin. Behav. Sci. 8, 153–160. doi: 10.
1016/j.cobeha.2016.02.013
Agostino, P. V., Cheng, R. K., Williams, C. L., West, A. E., and Meck, W. H.
(2013). Acquisition of response thresholds for timed performance is regulated
by a calcium-responsive transcription factor, CaRF. Genes Brain Behav. 12,
633–644. doi: 10.1111/gbb.12059
Agostino, P. V., Golombek, D. A., and Meck, W. H. (2011). Unwinding the
molecular basis of interval and circadian timing. Front. Integr. Neurosci. 5:64.
doi: 10.3389/fnint.2011.00064
Alexander, G. E., Ryan, L., Bowers, D., Foster, T. C., Bizon, J. L., Geldmacher, D. S.,
et al. (2012). Characterizing cognitive aging in humans with links to
animal models. Front. Aging Neurosci. 4:21. doi: 10.3389/fnagi.2012.
00021
Allman, M. J., and Meck, W. H. (2012). Pathophysiological distortions in
time perception and timed performance. Brain 135, 656–677. doi: 10.
1093/brain/awr210
Allman, M. J., Teki, S., Griffiths, T. D., and Meck, W. H. (2014a). Properties
of the internal clock: first- and second-order principles of subjective
time. Annu. Rev. Psychol. 65, 743–771. doi: 10.1146/annurev-psych-010213-
115117
Allman, M. J., Yin, B., and Meck, W. H. (2014b). ‘‘Time in the psychopathological
mind,’’ in Subjective Time: The Philosophy, Psychology and Neuroscience of
Temporality, eds D. Lloyd and V. Arstila (Cambridge, MA: MIT Press),
637–654.
Anderson, J. A. E., Campbell, K. L., Amer, T., Grady, C. L., and Hasher, L.
(2014). Timing is everything: age differences in the cognitive control network
are modulated by time of day. Psychol. Aging 39, 648–657. doi: 10.1037/a00
37243
Anderson, S., Parbery-Clark, A., White-Schwoch, T., and Kraus, N. (2012). Aging
affects neural precision of speech encoding. J. Neurosci. 32, 14156–14164.
doi: 10.1523/JNEUROSCI.2176-12.2012
Anderson, S., White-Schwoch, T., Parbery-Clark, A., and Kraus, N. (2013).
Reversal of age-related neural timing delays with training. Proc. Natl. Acad. Sci.
U S A 110, 4357–4362. doi: 10.1073/pnas.1213555110
Arenberg, D. (1968). Retention of time judgment in young and old adults.
J. Gerontol. 27, 35–40. doi: 10.1093/geronj/23.1.35
Bäckman, L., Lindenberger, U., Li, S.-C., and Nyberg, L. (2010). Linking cognitive
aging to alterations in dopamine neurotransmitter functioning: recent data and
future avenues. Neurosci. Biobehav. Rev. 34, 670–677. doi: 10.1016/j.neubiorev.
2009.12.008
Balci, F., Meck, W. H., Moore, H., and Brunner, D. (2009). ‘‘Timing deficits in
aging and neuropathology,’’ in Animal Models of Human Cognitive Aging, eds
J. L. Bizon and A. Woods (Totowa, NJ: Humana Press), 161–201.
Bamidis, P. D., Vivas, A. B., Styliadis, C., Frantzidis, C., Klados, M.,
Schlee, W., et al. (2014). A review of physical and cognitive interventions in
aging. Neurosci. Biobehav. Rev. 44, 206–220. doi: 10.1016/j.neubiorev.2014.
03.019
Bartholomew, A. J., Meck, W. H., and Cirulli, E. T. (2015). Analysis of genetic
and non-genetic factors influencing timing and time perception. PLoS One
10:e0143873. doi: 10.1371/journal.pone.0143873
Bateson, M. (2003). ‘‘Interval timing and optimal foraging,’’ in Functional and
Neural Mechanisms of Interval Timing, ed. W. H. Meck (Boca Raton, FL: CRC
Press), 113–141.
Baudouin, A., Vanneste, S., and Isingrini, M. (2004). Age-related cognitive
slowing: the role of spontaneous tempo and processing speed. Exp. Aging Res.
30, 225–239. doi: 10.1080/03610730490447831
Baudouin, A., Vanneste, S., Isingrini, M., and Pouthas, V. (2006a). Differential
involvement of internal clock and working memory in the production and
reproduction of duration: a study on older adults. Acta Psychol. (Amst) 121,
285–296. doi: 10.1016/j.actpsy.2005.07.004
Baudouin, A., Vanneste, S., Pouthas, V., and Isingrini, M. (2006b). Age-related
changes in duration reproduction: involvement of working memory processes.
Brain Cogn. 62, 17–23. doi: 10.1016/j.bandc.2006.03.003
Frontiers in Aging Neuroscience | www.frontiersin.org 11 May 2016 | Volume 8 | Article 102
Turgeon et al. Aging and Time
Bauer, E., Toepper, M., Gebhardt, H., Gallhofer, B., and Sammer, G. (2015). The
significance of caudate volume for age-related memory decline. Brain Res. 1622,
137–148. doi: 10.1016/j.brainres.2015.06.026
Bedard, G., and Barnett-Cowan, M. (2016). Impaired timing of audiovisual
events in the elderly. Exp. Brain Res. 234, 331–340. doi: 10.1007/s00221-015-
4466-7
Benoit, C. E., Dalla Bella, S., Farrugia, N., Obrig, H., Mainka, S., and
Kotz, S. A. (2014). Musically cued gait-training improves both perceptual and
motor timing in Parkinson’s disease. Front. Hum. Neurosci. 8:494. doi: 10.
3389/fnhum.2014.00494
Bermudez, M. A., and Schultz, W. (2014). Timing in reward and decision
processes. Phil. Trans. R. Soc. Lond. B Biol. Sci. 369:20120468. doi: 10.1098/rstb.
2012.0468
Bherer, L., Desjardins, S., and Fortin, C. (2007). Age-related differences in timing
with breaks. Psychol. Aging 22, 398–403. doi: 10.1037/0882-7974.22.2.398
Bisiacchi, P. S., and Cona, G. (2016). ‘‘Time perception and aging,’’ in Encyclopedia
of Geropsychology, ed. N. A. Pachana (Singapore: Springer Science+Business
Media), 1–8.
Blagosklonny, M. V. (2012). Answering the ultimate question ‘‘what is the
proximal cause of aging?’’ Aging 4, 861–877. doi: 10.18632/aging.100525
Block, R. A., Zakay, D., and Hancock, P. A. (1998). Human aging and duration
judgments: a meta-analytic review. Psychol. Aging 13, 584–596. doi: 10.
1037/0882-7974.13.4.584
Block, R. A., Zakay, D., and Hancock, P. A. (1999). Developmental changes in
human duration judgments: a meta-analytic review. Dev. Rev. 19, 183–211.
doi: 10.1006/drev.1998.0475
Bonnot, O., de Montalembert, M., Kermarrec, S., Botbol, M., Walter, M., and
Coulon, N. (2011). Are impairments of time perception in schizophrenia
a neglected phenomenon? J. Physiol. Paris 105, 164–169. doi: 10.1016/j.
jphysparis.2011.07.006
Bornkessel-Schlesewsky, I., Philipp, M., Alday, P. M., Kretzschmar, F., Grewe, T.,
Gumpert, M., et al. (2015). Age-related changes in predictive capacity versus
internal model adaptability: electrophysiological evidence that individual
differences outweigh effects of age. Front. Aging Neurosci. 7:217. doi: 10.
3389/fnagi.2015.00217
Brandtstädter, J., and Rothermund, K. (2003). ‘‘Intentionality and time in
human development and aging: compensation and goal adjustment
in changing developmental contexts,’’ in Understanding Human
Development: Dialogues with Lifespan Psychology, eds U. M. Staudinger
and U. Lindenberger (Dordrecht, ZH: Kluwer Academic Publishers),
105–124.
Breska, A., and Ivry, R. B. (2016). Taxonomies of timing: where does the
cerebellum fit in? Curr. Opin. Behav. Sci. 8, 282–288. doi: 10.1016/j.cobeha.
2016.02.034
Brown, S. W., Johnson, T. M., Sohl, M. E., and Dumas, M. K. (2015). Executive
attentional resources in timing: effects of inhibitory control and cognitive
aging. J. Exp. Psychol. Hum. Percept. Perform. 41, 1063–1083. doi: 10.
1037/xhp0000078
Buehlmann, A., and Deco, G. (2010). Optimal information transfer in the cortex
through synchronization. PLoS Comput. Biol. 6:e1000934. doi: 10.1371/journal.
pcbi.1000934
Buhusi, C. V., and Meck, W. H. (2002). Differential effects of methamphetamine
and haloperidol on the control of an internal clock. Behav. Neurosci. 116,
291–297. doi: 10.1037/0735-7044.116.2.291
Buhusi, C. V., and Meck, W. H. (2005). What makes us tick? Functional and
neural mechanisms of interval timing. Nat. Rev. Neurosci. 6, 755–765. doi: 10.
1038/nrn1764
Buhusi, C. V., and Meck, W. H. (2009a). Relative time sharing: new findings and an
extension of the resource allocation model of temporal processing. Phil. Trans.
R. Soc. Lond. B Biol. Sci. 364, 1875–1885. doi: 10.1098/rstb.2009.0022
Buhusi, C. V., and Meck, W. H. (2009b). Relativity theory and time perception:
single or multiple clocks? PLoS One 4:e6268. doi: 10.1371/journal.pone.
0006268
Buhusi, C. V., and Oprisan, S. A. (2013). Time-scale invariance as an emergent
property in a perceptron with realistic, noisy neurons. Behav. Processes 95,
60–70. doi: 10.1016/j.beproc.2013.02.015
Buonomano, D. V. (2007). The biology of time across different scales. Nat. Chem.
Biol. 3, 594–597. doi: 10.1038/nchembio1007-594
Cabeza, R., Anderson, N. D., Locantore, J. K., and McIntosh, A. R. (2002).
Aging gracefully: compensatory brain activity in high-performing older adults.
NeuroImage 17, 1394–1402. doi: 10.1006/nimg.2002.1280
Centonze, D., Rossi, S., De Bartolo, P., De Chiara, V., Foti, F., Musella, A., et al.
(2008). Adaptations of glutamatergic synapses in the striatum contribute to
recovery from cerebellar damage. Eur. J. Neurosci. 27, 2188–2196. doi: 10.
1111/j.1460-9568.2008.06182.x
Cheng, R. K., Ali, Y. M., and Meck, W. H. (2007). Ketamine ‘‘unlocks’’ the
reduced clock-speed effect of cocaine following extended training: evidence
for dopamine-glutamate interactions in timing and time perception. Neurobiol.
Learn. Mem. 88, 149–159. doi: 10.1016/j.nlm.2007.04.005
Cheng, R. K., Dyke, A. G., McConnell, M. W., and Meck, W. H. (2011). Categorical
scaling of duration as a function of temporal context in aged rats. Brain Res.
1381, 175–186. doi: 10.1016/j.brainres.2011.01.044
Cheng, R. K., MacDonald, C. J., and Meck, W. H. (2006). Differential effects of
cocaine and ketamine on time estimation: implications for neurobiological
models of interval timing. Pharmacol. Biochem. Behav. 85, 114–122. doi: 10.
1016/j.pbb.2006.07.019
Cheng, R. K., Scott, A. C., Penney, T. B., Williams, C. L., and Meck, W. H. (2008a).
Prenatal choline availability differentially modulates timing of auditory and
visual stimuli in aged rats. Brain Res. 1237, 167–175. doi: 10.1016/j.brainres.
2008.08.062
Cheng, R. K., Williams, C. L., and Meck, W. H. (2008b). Oscillatory bands,
neuronal synchrony and hippocampal function: implications of the effects of
prenatal choline supplementation for sleep-dependent memory consolidation.
Brain Res. 1237, 176–194. doi: 10.1016/j.brainres.2008.08.077
Cheng, R. K., Williams, C. L., and Meck, W. H. (2009). Neurophysiological
mechanisms of sleep-dependent memory consolidation and its facilitation
by prenatal choline supplementation. Chin. J. Physiol. 52, 223–235. doi: 10.
4077/CJP.2009.AMH085
Cheng, R. K., Tipples, J., Narayanan, N. S., and Meck, W. H. (2016). Clock speed as
a window into dopaminergic control of emotion and time perception. Timing
Time Percept. 4, 99–122. doi: 10.1163/22134468-00002064
Church, R. M. (2003). ‘‘A concise introduction to scalar timing theory,’’ in
Functional and Neural Mechanisms of Interval Timing, ed. W. H. Meck (Boca
Raton, FL: CRC Press), 3–22.
Church, R. M., Miller, M. C., Freestone, D., Chiu, C., Osgood, D. P., Machan, J. T.,
et al. (2014). Amyloid-beta accumulation, neurogenesis, behavior and the age
of rats. Behav. Neurosci. 128, 523–536. doi: 10.1037/a0036433
Cicchini, G. M., Arrighi, R., Cecchetti, L., Giusti, M., and Burr, D. C. (2012).
Optimal encoding of interval timing in expert percussionists. J. Neurosci. 32,
1056–1060. doi: 10.1523/JNEUROSCI.3411-11.2012
Conte, A., Ferrazzano, G., Manzo, N., Leodori, G., Fabbrini, G., Fasano, A.,
et al. (2015). Somatosensory temporal discrimination in essential tremor and
isolated head and voice tremors. Mov. Disord. 30, 822–827. doi: 10.1002/mds.
26163
Conte, A., Modugno, N., Lena, F., Dispenza, S., Gandolfi, B., Iezzi, E., et al. (2010).
Subthalamic nucleus stimulation and somatosensory temporal discrimination
in Parkinson’s disease. Brain 133, 2656–2663. doi: 10.1093/brain/
awq191
Conte, A., Rocchi, L., Ferrazzano, G., Leodori, G., Bologna, M., Li Voti, P.,
et al. (2014). Primary somatosensory cortical plasticity and tactile temporal
discrimination in focal hand dystonia. Clin. Neurophysiol. 125, 537–543.
doi: 10.1016/j.clinph.2013.08.006
Conte, A., Rocchi, L., Nardella, A., Dispenza, S., Scontrini, A., Khan, N.,
et al. (2012). Theta-burst stimulation-induced plasticity over primary
somatosensory cortex changes somatosensory temporal discrimination in
healthy humans. PLoS One 7:e32979. doi: 10.1371/journal.pone.0032979
Cooper, L. F., and Erickson, M. H. (2002). Time Distortions in Hypnosis: An
Experimental and Clinical Investigation. 2nd Edn. Carmarthen, UK: Crown
House Publishing.
Cordes, S., Gelman, R., Gallistel, C. R., and Whalen, J. (2001). Variability
signatures distinguish verbal from nonverbal counting for both large and small
numbers. Psychon. Bull. Rev. 8, 698–707. doi: 10.3758/bf03196206
Cordes, S., and Meck, W. H. (2014). Ordinal judgments in the rat:
an understanding of ‘longer’ and ‘shorter’ for suprasecond, but not
subsecond, durations. J. Exp. Psychol. Gen. 143, 710–720. doi: 10.1037/a00
32439
Frontiers in Aging Neuroscience | www.frontiersin.org 12 May 2016 | Volume 8 | Article 102
Turgeon et al. Aging and Time
Coull, J. T., Cheng, R. K., and Meck, W. H. (2011). Neuroanatomical and
neurochemical substrates of timing. Neuropsychopharmacology 36, 3–25.
doi: 10.1038/npp.2010.113
Coull, J. T., and Nobre, A. C. (2008). Dissociating explicit timing from temporal
expectations with fMRI. Curr. Opin. Neurobiol. 18, 137–144. doi: 10.1016/j.
conb.2008.07.011
Cui, X. (2011). Hyperbolic discounting emerges from the scalar property
of interval timing. Front. Integr. Neurosci. 5:24. doi: 10.3389/fnint.2011.
00024
Dallal, N. L., Yin, B., Nekovárˇová, T., Stuchlík, A., and Meck, W. H. (2015).
Vestibular inputs to spatial navigation and interval timing: the role of self-
initiated motion in spatial-temporal integration. Timing Time Percept. 3,
269–305. doi: 10.1163/22134468-03002053
De Ridder, D., Vanneste, S., and Freeman, W. (2014). The Bayesian brain:
phantom percepts resolve sensory uncertainty. Neurosci. Biobehav. Rev. 44,
4–15. doi: 10.1016/j.neubiorev.2012.04.001
Desai, V. R. (2007). The effects of aging and brain damage on time
perception. CUREJ: Coll. Undergrad. Res. Electr. J. University of Pennsylvania,
http://repository.upenn.edu/curej/60
Domijan, M., and Rand, D. A. (2011). Balance equations can buffer noisy and
sustained environmental perturbations of circadian clock. Interface Focus 1,
177–186. doi: 10.1098/rsfs.2010.0007
Donohue, S. E., Woldorff, M. G., and Mitroff, S. R. (2010). Video game players
show more precise multisensory temporal processing abilities. Atten. Percept.
Psychophys. 72, 1120–1129. doi: 10.3758/APP.72.4.1120
Edelman, G. M., and Gally, J. A. (2001). Degeneracy and complexity in biological
systems. Proc. Natl. Acad. Sci. U S A 98, 13763–13768. doi: 10.1073/pnas.
231499798
Fingelkurts, A. A., and Fingelkurts, A. A. (2014). Present moment, past and future:
mental kaleidoscope. Front. Psychol. 5:395. doi: 10.3389/fpsyg.2014.00395
Fitzgibbons, P. J., and Gordon-Salant, S. (2015). Age effects in discrimination of
intervals within rhythmic tone sequences. J. Acoust. Soc. Am. 137, 388–396.
doi: 10.1121/1.4904554
Folstein, M. F., Folstein, S. E., and McHugh, P. R. (1975). ‘‘Mini-mental state.’’
A practical method for grading cognitive state of patients for clinician.
J. Psychiatr. Res. 12, 189–198. doi: 10.1016/0022-3956(75)90026-6
Fortin, C. (2003). ‘‘Attentional timing-sharing,’’ in Functional and Neural
Mechanisms of Interval Timing, ed. W. H. Meck (Boca Raton: CRC Press),
235–260.
Fortin, C., Fairhurst, S., Malapani, C., Morin, C., Towey, J., and Meck, W. H.
(2009). Expectancy in humans in multisecond peak-interval timing with gaps.
Atten. Percept. Psychophys. 71, 789–802. doi: 10.3758/APP.71.4.789
Fortin, C., and Schweickert, R. (2016). Timing, working memory and expectancy:
a review of interference studies. Curr. Opin. Behav. Sci. 8, 67–72. doi: 10.1016/j.
cobeha.2016.01.016
French, R. M., Addyman, C., Mareschal, D., and Thomas, E. (2014). GAMIT -
A fading-Gaussian activation model of interval-timing: unifying prospective
and retrospective time estimation. Timing Time Percept. Rev. 1, 1–17. doi: 10.
1163/24054496-00101002
Friedman, W. J., and Janssen, S. M. J. (2010). Aging and the speed of time. Acta
Psychol. (Amst) 134, 130–141. doi: 10.1016/j.actpsy.2010.01.004
Gallant, R., Fidler, T., and Dawson, K. A. (1991). Subjective time estimation and
age. Percept. Mot. Skills 72, 1275–1280. doi: 10.2466/pms.72.4.1275-1280
Gibbon, J. (1992). Ubiquity of scalar timing with a Poisson clock. J. Math. Psychol.
35, 283–293. doi: 10.1016/0022-2496(92)90041-5
Gibbon, J., and Church, R. M. (1984a). ‘‘Sources of variance in an information
processing theory of timing,’’ in Animal Cognition, eds H. L. Roitblat, T. G.
Bever and H. S. Terrace (Hillsdale: NJ: Erlbaum), 465–488.
Gibbon, J., and Church, R. M. (1984b). Time left: linear versus logarithmic
subjective time. J. Exp. Psychol. Anim. Behav. Process. 7, 87–108. doi: 10.
1037/0097-7403.7.2.87
Gibbon, J., Church, R. M., and Meck, W. H. (1984). Scalar timing in memory. Ann.
N Y Acad. Sci. 423, 52–77. doi: 10.1111/j.1749-6632.1984.tb23417.x
Golombek, D. A., Bussi, I. L., and Agostino, P. V. (2014). Minutes, days and years:
molecular interactions among different scales of biological timing. Phil. Trans.
R. Soc. Lond. B Biol. Sci. 369:20120465. doi: 10.1098/rstb.2012.0465
Gooch, C. M., Stern, Y., and Rakitin, B. C. (2009). Evidence for age-related changes
to temporal attention and memory from the choice time production task.
Neuropsychol. Dev. Cogn. B Aging Neuropsychol. Cogn. 16, 285–310. doi: 10.
1080/13825580802592771
Gordon-Salant, S., Fitzgibbons, P. J., and Yeni-Komshian, G. H. (2011). Auditory
temporal processing and aging: implications for speech understanding of older
people. Audiol. Res. 1:e4 doi: 10.4081/audiores.2011.e4
Greenwood, P. M., and Parasuraman, R. (2003). Normal genetic variation,
cognition and aging. Behav. Cogn. Neurosci. Rev. 2, 278–306. doi: 10.
1177/1534582303260641
Gu, B. M., Cheng, R. K., Yin, B., and Meck, W. H. (2011). Quinpirole-induced
sensitization to noisy/sparse periodic input: temporal synchronization as a
component of obsessive-compulsive disorder. Neuroscience 179, 143–150.
doi: 10.1016/j.neuroscience.2011.01.048
Gu, B.-M., Jurkowski, A. J., Lake, J. I., Malapani, C., and Meck, W. H. (2015a).
‘‘Bayesian models of interval timing and distortions in temporal memory as
a function of Parkinson’s disease and dopamine-related error processing,’’
in Time Distortions in Mind: Temporal Processing in Clinical Populations,
eds A. Vatakis and M. J. Allman (Boston, MA: Brill Academic Publishers),
284–329.
Gu, B.-M., van Rijn, H., and Meck, W. H. (2015b). Oscillatory multiplexing of
neural population codes for interval timing and working memory. Neurosci.
Biobehav. Rev. 48, 160–185. doi: 10.1016/j.neubiorev.2014.10.008
Gu, B.-M., and Kukreja, K. (2011). Obsessive-compulsive disorder and memory-
mixing in temporal comparison: is implicit learning the missing link? Front.
Integr. Neurosci. 5:38. doi: 10.3389/fnint.2011.00038
Gu, B. M., and Meck, W. H. (2011). New perspectives on Vierordt’s law: memory-
mixing in ordinal temporal comparison tasks. Lect. Notes Comp. Sci. 6789,
67–78. doi: 10.1007/978-3-642-21478-3_6
Halberg, F., Sothern, R. B., Cornélissen, G., and Czaplicki, J. (2008). Chronomics,
human time estimation and aging. Clin. Interv. Aging 3, 749–760. doi: 10.
2147/CIA.S4194
Hancock, P. A., and Rausch, R. (2010). The effects of sex, age and interval duration
on the perception of time. Acta Psychol. (Amst) 133, 170–179. doi: 10.1016/j.
actpsy.2009.11.005
Harrington, D. L., and Jahanshahi, M. (2016). Reconfiguration of striatal
connectivity for timing and action. Curr. Opin. Behav. Sci. 8, 78–84. doi: 10.
1016/j.cobeha.2016.02.007
Hashimoto, Y., and Yotsumoto, Y. (2015). Effect of temporal frequency spectra
of flicker on time perception: behavioral testing and simulations using a
striatal beat frequency model. Timing Time Percept. 3, 201–222. doi: 10.
1163/22134468-03002049
Hass, J., and Durstewitz, D. (2016). Time at the center, or time at the side?
Assessing current models of time perception. Curr. Opin. Behav. Sci. 8,
238–244. doi: 10.1016/j.cobeha.2016.02.030
Heilbronner, S. R., and Meck, W. H. (2014). Dissociations between interval timing
and intertemporal choice following administration of fluoxetine, cocaine, or
methamphetamine. Behav. Processes 101, 123–134. doi: 10.1016/j.beproc.2013.
09.013
Henry, M. J., and Herrmann, B. (2014). Low-frequency neural oscillations support
dynamic attending in temporal context. Timing Time Percept. 2, 6–86. doi: 10.
1163/22134468-00002011
Hinton, S. C., and Meck, W. H. (1997a). ‘‘How time flies: functional and neural
mechanisms of interval timing,’’ in Time and Behaviour: Psychological and
Neurobiological Analyses, eds C. M. Bradshaw and E. Szabadi (New York, NY:
Elsevier), 409–457.
Hinton, S. C., and Meck, W. H. (1997b). The ‘‘internal clocks’’ of circadian and
interval timing. Endeavour 21, 82–87. doi: 10.1016/s0160-9327(96)10022-3
Hinton, S. C., and Meck, W. H. (2004). Frontal-striatal circuitry activated by
human peak-interval timing in the supra-seconds range. Cogn. Brain Res. 21,
171–182. doi: 10.1016/j.cogbrainres.2004.08.005
Horváth, J., Czigler, I., Winkler, I., and Teder-Sälejärvi, W. A. (2007). The
temporal window of integration in elderly and young adults. Neurobiol. Aging
28, 964–975. doi: 10.1016/j.neurobiolaging.2006.05.002
Hurley, P. J., Elsworth, J. D., Whittaker, M. C., Roth, R. H., and Redmond, D. E.,
Jr. (2011). Aged monkeys as a partial model for Parkinson’s disease. Pharmacol.
Biochem. Behav. 99, 324–332. doi: 10.1016/j.pbb.2011.05.007
Iannarilli, F., Pesce, C., Persichini, C., and Capranica, L. (2013). Age-related
changes of rhythmic ability in musically trained and untrained individuals.
Sport Sci. Health 9, 43–50. doi: 10.1007/s11332-013-0144-y
Frontiers in Aging Neuroscience | www.frontiersin.org 13 May 2016 | Volume 8 | Article 102
Turgeon et al. Aging and Time
Jahanshahi, M., Jones, C. R. G., Zijlmans, J., Katzenschlager, R., Lee, L., Quinn, N.,
et al. (2010). Dopaminergic modulation of striato-frontal connectivity
during motor timing in Parkinson’s disease. Brain 133, 727–745. doi: 10.
1093/brain/awq012
Janssen, S. M. J., Naka, M., and Friedman, W. J. (2013). Why does life
appear to speed up as people get older? Time Society 22, 274–290. doi: 10.
1177/0961463x13478052
Jazayeri, M., and Movshon, J. A. (2006). Optimal representation of sensory
information by neural populations. Nat. Neurosci. 9, 690–696. doi: 10.
1038/nn1691
Jazayeri, M., and Shadlen, M. N. (2010). Temporal context calibrates interval
timing. Nat. Neurosci. 13, 1020–1026. doi: 10.1038/nn.2590
Jones, C. R. G., and Jahanshahi, M. (2014). Contributions of the basal ganglia to
temporal processing: evidence from Parkinson’s disease. Timing Time Percept.
2, 87–127. doi: 10.1163/22134468-00002009
Jones, C. R. G., and Jahanshahi, M. (2015). ‘‘Striatal and frontal pathology:
Parkinson’s disease and patients with lesions of the basal ganglia and
frontal cortex,’’ in Time Distortions in Mind: Temporal Processing in Clinical
Populations, eds A. Vatakis and M. J. Allman (Boston, MA: Brill Academic
Publishers), 250–280.
Kattenstroth, J.-C., Kalisch, T., Holt, S., Tegenthoff, M., and Dinse, H. R.
(2013). Six months of dance intervention enhances postural, sensorimotor
and cognitive performance in elderly without affecting cardio-respiratory
functions. Front. Aging Neurosci. 5:5. doi: 10.3389/fnagi.2013.00005
Kawashima, S., Ueki, Y., Kato, T., Matsukawa, N., Mima, T., Hallet, M.,
et al. (2012). Changes in striatal dopamine release associated with human
motor-skill acquisition. PLoS One 7:e31728. doi: 10.1371/journal.pone.00
31728
Kim, B. K., and Zauberman, G. (2009). Perception of anticipatory time in temporal
discounting. J. Neurosci. Psychol. Econ. 2, 91–101. doi: 10.1037/a0017686
Kleerekooper, I., van Rooij, S. J. H., van den Wildenberg, W. P. M., de Leeeuw, M.,
Kahn, R. S., and Vink, M. (2016). The effects of aging on fronto-striatal
reactive and proactive inhibitory control. NeuroImage 132, 51–58. doi: 10.
1016/j.neuroimage.2016.02.031
Klostermann, E. C., Braskie, M. N., Mandau, S. M., O’Neil, J. P., and
Jagust, W. J. (2012). Dopamine and fronto-striatal networks in cognitive aging.
Neurobiol. Aging 33, 623.e15–623.e24. doi: 10.1016/j.neurobiolaging.2011.
03.002
Kołodziejczyk, I., and Szelsg, E. (2008). Auditory perception of temporal order in
centenarians in comparison with young and elderly subjects. Acta Neurobiol.
Exp. (Wars) 68, 373–381.
Kononowicz, T. W. (2015). Dopamine-dependent oscillations in frontal cortex
index ‘‘start-gun’’ signal in interval timing. Front. Hum. Neurosci. 9:331. doi: 10.
3389/fnhum.2015.00331
Kononowicz, T. W., and van Wassenhove, V. (2016). In search for oscillatory
traces of the internal clock. Front. Psychol. 7:224. doi: 10.3389/fpsyg.2016.00224
Krampe, R. T. (2002). Aging, expertise and fine motor movement. Neurosci.
Biobehav. Rev. 26, 769–776. doi: 10.1016/s0149-7634(02)00064-7
Krampe, R. T., Doumas, M., Lavrysen, A., and Rapp, M. (2010). The costs of
taking it slowly: fast and slow movement timing in older age. Psychol. Aging
25, 980–990. doi: 10.1037/a0020090
Krampe, R. T., Engbert, R., and Kliegl, R. (2001). Age specific problems in
rhythmic timing. Psychol. Aging 16, 12–30. doi: 10.1037/0882-7974.16.1.12
Krampe, R. T., Engbert, R., and Kliegl, R. (2002). The effects of expertise and age on
rhythm production: adaptations to timing and sequencing constraints. Brain
Cogn. 48, 179–194. doi: 10.1006/brcg.2001.1312
Krampe, R. T., and Ericsson, K. A. (1996). Maintaining excellence: deliberate
practice and elite performance in young and older pianists. J. Exp. Psychol. Gen.
125, 331–359. doi: 10.1037/0096-3445.125.4.331
Kshtriya, S., Barnstaple, R., Rabinovich, D. B., and DeSouza, J. F. X. (2015). Dance
and aging: a critical review of findings in neuroscience. Am. J. Dance Ther. 37,
81–112. doi: 10.1007/s10465-015-9196-7
Lake, J. I. (2016). Recent advances in understanding emotion-driven temporal
distortions. Curr. Opin. Behav. Sci. 8, 214–219. doi: 10.1016/j.cobeha.2016.
02.009
Lake, J. I., LaBar, K. S., and Meck, W. H. (2016). Emotional modulation of interval
timing and time perception. Neurosci. Biobehav. Rev. 64, 403–420. doi: 10.
1016/j.neubiorev.2016.03.003
Lake, J. I., and Meck, W. H. (2013). Differential effects of amphetamine
and haloperidol on temporal reproduction: dopaminergic regulation of
attention and clock speed. Neuropsychologia 51, 284–292. doi: 10.1016/j.
neuropsychologia.2012.09.014
Lambrechts, A., Karolis, V., Garcia, S., Obende, J., and Cappelletti, M. (2013).
Age does not count: resilience of quantity processing in healthy aging. Front.
Psychol. 4:865. doi: 10.3389/fpsyg.2013.00865
Lejeune, H., Ferrara, A., Soffie, M., Bronchart, M., and Wearden, J. H. (1998).
Peak procedure performance in young adult and aged adult rats: acquisition
and adaptation to a changing temporal criterion. Q. J. Exp. Psychol. B 51,
193–217.
Lewis, P. A., Couch, T. J., and Walker, M. P. (2011). Keeping time in your sleep:
overnight consolidation of temporal rhythm. Neuropsychologia 49, 115–123.
doi: 10.1016/j.neuropsychologia.2010.10.025
Lewis, P. A., and Meck, W. H. (2012). Time and the sleeping brain. Psychologist 25,
594–597.
Lewis, P. A., and Miall, R. C. (2009). The precision of temporal judgement:
milliseconds, many minutes and beyond. Phil. Trans. R. Soc. Lond. B Biol. Sci.
364, 1897–1905. doi: 10.1098/rstb.2009.0020
Li, S.-C., Lindenberger, U., and Bäckman, L. (2010). Dopaminergic modulation of
cognition across the life span. Neurosci. Biobehav. Rev. 34, 625–630. doi: 10.
1016/j.neubiorev.2010.02.003
Liu, J., Head, E., Gharib, A. M., Yuan, W., Ingersoll, R. T., Hagen, T. M., et al.
(2002). Memory loss in old rats is associated with brain mitochondrial decay
and RNA/DNA oxidation: partial reversal by feeding acetyl-L-carnitine and/or
R-α-lipoic acid. Proc. Natl. Acad. Sci. U S A 99, 2356–2361. doi: 10.1073/pnas.
261709299
Liverence, B. M., and Scholl, B. J. (2012). Discrete events as units of perceived
time. J. Exp. Psychol. Hum. Percept. Perform. 38, 549–554. doi: 10.1037/a00
27228
Löckenhoff, C. E. (2011). Age, time and decision making: from processing speed
to global time horizons. Ann. N Y Acad. Sci. 1235, 44–56. doi: 10.1111/j.1749-
6632.2011.06209.x
Löckenhoff, C. E., and Carstensen, L. L. (2007). Aging, emotion and health-related
decision strategies: motivational manipulations can reduce age differences.
Psychol. Aging 22, 134–146. doi: 10.1037/0882-7974.22.1.134
Löckenhoff, C. E., O’Donoghue, T., and Dunning, D. (2011). Age differences in
temporal discounting: the role of dispositional affect and anticipated emotions.
Psychol. Aging 26, 274–284. doi: 10.1037/a0023280
Lusk, N. A., Petter, E. A., MacDonald, C. J., and Meck, W. H. (2016). Cerebellar,
hippocampal and striatal time cells. Curr. Opin. Behav. Sci. 8, 186–192. doi: 10.
1016/j.cobeha.2016.02.020
Lustig, C. (2003). ‘‘Grandfather’s clock: attention and interval timing in older
adults,’’ in Functional and Neural Mechanisms of Interval Timing, ed. W. H.
Meck (Boca Raton: CRC Press), 261–293.
Lustig, C., and Jantz, T. (2015). Questions of age differences in interference
control: when and how, not if? Brain Res. 1612, 59–69. doi: 10.1016/j.brainres.
2014.10.024
Lustig, C., Matell, M. S., and Meck, W. H. (2005). Not ‘‘just’’ a coincidence: frontal-
striatal synchronization in working memory and interval timing. Memory 13,
441–448. doi: 10.1080/09658210344000404
Lustig, C., and Meck, W. H. (1998). Attention mediated temporal processing
deficits as a function of age, signal modality and time of day. J. Cogn. Neurosci.
10, 134–135.
Lustig, C., and Meck, W. H. (2001). Paying attention to time as one gets older.
Psychol. Sci. 12, 478–484. doi: 10.1111/1467-9280.00389
Lustig, C., and Meck, W. H. (2002). Age deficits and sparing in simultaneous
temporal processing. J. Cogn. Neurosci. 14, 122–123.
Lustig, C., and Meck, W. H. (2005). Chronic treatment with haloperidol induces
deficits in working memory and feedback effects of interval timing. Brain Cogn.
58, 9–16. doi: 10.1016/j.bandc.2004.09.005
Lustig, C., and Meck, W. H. (2009). Book review of ‘The overflowing
brain: information overload and the limits of working memory’ by
Torkel Klingberg. N. Engl. J. Med. 360:1469. doi: 10.1056/nejmbkrev08
09181
Lustig, C., and Meck, W. H. (2011). Modality differences in timing and temporal
memory throughout the lifespan. Brain Cogn. 77, 298–303. doi: 10.1016/j.
bandc.2011.07.007
Frontiers in Aging Neuroscience | www.frontiersin.org 14 May 2016 | Volume 8 | Article 102
Turgeon et al. Aging and Time
Lustig, C., Shah, P., Seidler, R., and Reuter-Lorenz, P. A. (2009). Aging, training
and the brain: a review and future directions. Neuropsychol. Rev. 19, 504–522.
doi: 10.1007/s11065-009-9119-9
MacDonald, C. J. (2014). Prospective and retrospective duration memory in the
hippocampus: is time in the foreground or background? Philos. Trans. R. Soc.
Lond. B Biol. Sci. 369:20120463. doi: 10.1098/rstb.2012.0463
MacDonald, C. J., Cheng, R. K., and Meck, W. H. (2012). Acquisition
of ‘‘Start’’ and ‘‘Stop’’ response thresholds in peak-interval timing is
differentially sensitive to protein synthesis inhibition in the dorsal and
ventral striatum. Front. Integr. Neurosci. 6:10. doi: 10.3389/fnint.2012.
00010
MacDonald, C. J., Cheng, R.-K., Williams, C. L., and Meck, W. H.
(2007). Combined organizational and activational effects of short and long
photoperiods on spatial and temporal memory in rats. Behav. Processes 74,
226–233. doi: 10.1016/j.beproc.2006.08.001
MacDonald, C. J., Fortin, N. J., Sakata, S., and Meck, W. H. (2014). Retrospective
and prospective views on the role of the hippocampus in interval timing
and memory for elapsed time. Timing Time Percept. 2, 51–61. doi: 10.
1163/22134468-00002020
MacDonald, C. J., and Meck, W. H. (2004). Systems-level integration of interval
timing and reaction time. Neurosci. Biobehav. Rev. 28, 747–769. doi: 10.1016/j.
neubiorev.2004.09.007
MacDonald, C. J., and Meck, W. H. (2005). Differential effects of clozapine and
haloperidol on interval timing in the supraseconds range. Psychopharmacology
(Berl) 182, 232–244. doi: 10.1007/s00213-005-0074-8
Malapani, C., Rakitin, B., Levy, R., Meck, W. H., Deweer, B., Dubois, B.,
et al. (1998). Coupled temporal memories in Parkinson’s disease: a
dopamine-related dysfunction. J. Cogn. Neurosci. 10, 316–331. doi: 10.
1162/089892998562762
Mason, P. H. (2010). Degeneracy at multiple levels of complexity. Biol. Theory 5,
277–288. doi: 10.1162/biot_a_00041
Mason, P. H. (2015). Degeneracy: demystifying and destigmatizing a core concept
in systems biology. Complexity 20, 12–21. doi: 10.1002/cplx.21534
Mason, P. H., Domínguez, D. J. F., Winter, B., and Grignolio, A. (2015). Hidden in
plain view: degeneracy in complex systems. Biosystems 128, 1–8. doi: 10.1016/j.
biosystems.2014.12.003
Matell, M. S., and Kurti, A. N. (2014). Reinforcement probability modulates
temporal memory selection and integration processes. Acta Psychol. (Amst)
147, 80–91. doi: 10.1016/j.actpsy.2013.06.006
Matell, M. S., and Meck, W. H. (2004). Cortico-striatal circuits and interval timing:
coincidence-detection of oscillatory processes. Cogn. Brain Res. 21, 139–170.
doi: 10.1016/j.cogbrainres.2004.06.012
Matell, M. S., and Meck, W. H. (2000). Neuropsychological mechanisms of
interval timing behaviour. Bioessays 22, 94–103. doi: 10.1002/(sici)1521-
1878(200001)22:1<94::aid-bies14>3.0.co;2-e
Mather, M. (2016). The affective neuroscience of aging. Annu. Rev. Psychol. 67,
213–238. doi: 10.1146/annurev-psych-122414-033540
Matthews, W. J., and Meck, W. H. (2014). Time perception: the bad news and the
good. Wiley Interdiscip. Rev. Cogn. Sci. 5, 429–446. doi: 10.1002/wcs.1298
Matthews, W. J., and Meck, W. H. (2016). Temporal cognition: connecting
subjective duration to perception, attention and memory. Psychol. Bull. in
press.
Matthews, W. J., Terhune, D. B., van Rijn, H., Eagleman, D. M., Sommer, M. A.,
and Meck, W. H. (2014). Subjective duration as a signature of coding efficiency:
emerging links among stimulus repetition, prediction coding and cortical
GABA levels. Timing Time Percept. Rev. 1, 1–12. doi: 10.1163/24054496-
00101005
McAuley, J. D., Jones, M. R., Holub, S., Johnston, H. M., and Miller, N. S. (2006).
The time of our lives: life span development of timing and event tracking. J. Exp.
Psychol. Gen. 125, 348–367. doi: 10.1037/0096-3445.135.3.348
McAuley, J. D., Miller, J. P., Wang, M., and Pang, K. C. H. (2010). Dividing
time: concurrent timing of auditory and visual events by young and
elderly adults. Exp. Aging Res. 36, 306–324. doi: 10.1080/0361073x.2010.
484744
McCormack, T., Brown, G. D. A., Maylor, E. A., Darby, R. J., and Green, D.
(1999). Developmental changes in time estimation: comparing childhood
and old age. Dev. Psychol. 35, 1143–1155. doi: 10.1037/0012-1649.35.
4.1143
McCormack, T., Brown, G. D. A., Maylor, E. A., Richardson, L. B. N., and
Darby, R. J. (2002). Effects of aging on absolute identification of duration.
Psychol. Aging 17, 363–378. doi: 10.1037/0882-7974.17.3.363
Meck, W. H. (1983). Selective adjustment of the speed of internal clock and
memory processes. J. Exp. Psychol. Anim. Behav. Process. 9, 171–201. doi: 10.
1037/0097-7403.9.2.171
Meck, W. H. (1984). Attentional bias between modalities: effect on the internal
clock, memory and decision stages used in animal time discrimination.
Ann. N Y Acad. Sci. 423, 528–541. doi: 10.1111/j.1749-6632.1984.
tb23457.x
Meck, W. H. (1991). Modality-specific circadian rhythmicities influence
mechanisms of attention and memory for interval timing. Learn. Motiv. 22,
153–179. doi: 10.1016/0023-9690(91)90021-y
Meck, W. H. (1996). Neuropharmacology of timing and time perception. Cogn.
Brain Res. 3, 227–242. doi: 10.1016/0926-6410(96)00009-2
Meck, W. H. (2002a). Choline uptake in the frontal cortex is proportional to the
absolute error of a temporal memory translation constant in mature and aged
rats. Learn. Motiv. 33, 88–104. doi: 10.1006/lmot.2001.1101
Meck, W. H. (2002b). ‘‘Distortions in the content of temporal memory:
neurobiological correlates,’’ in Animal Cognition and Sequential Behavior:
Behavioral, Biological and Computational Perspectives, eds S. B. Fountain, M. D.
Bunsey, J. H. Danks and M. K. McBeath (Boston, MA: Kluwer Academic Press),
175–200.
Meck, W. H. (2005). Neuropsychology of timing and time perception. Brain Cogn.
58, 1–8. doi: 10.1016/j.bandc.2004.09.004
Meck, W. H. (2006a). Frontal cortex lesions eliminate the clock speed effect of
dopaminergic drugs on interval timing. Brain Res. 1108, 157–167. doi: 10.
1016/j.brainres.2006.06.046
Meck, W. H. (2006b). Neuroanatomical localization of an internal clock:
a functional link between mesolimbic, nigrostriatal and mesocortical
dopaminergic systems. Brain Res. 1109, 93–107. doi: 10.1016/j.brainres.2006.
06.031
Meck, W. H. (2006c). Temporal memory in mature and aged rats is sensitive to
choline acetyltransferase inhibition. Brain Res. 1108, 168–175. doi: 10.1016/j.
brainres.2006.06.047
Meck, W. H., and Benson, A. M. (2002). Dissecting the brain’s internal clock:
how frontal-striatal circuitry keeps time and shifts attention. Brain Cogn. 48,
195–211. doi: 10.1006/brcg.2001.1313
Meck, W. H., Cheng, R. K., MacDonald, C. J., Gainetdinov, R. R., Caron, M. G., and
Çevik, M. Ö. (2012a). Gene-dose dependent effects of methamphetamine on
interval timing in dopamine-transporter knockout mice. Neuropharmacology
62, 1221–1229. doi: 10.1016/j.neuropharm.2011.01.042
Meck, W. H., Doyère, V., and Gruart, A. (2012b). Interval timing and time-
based decision making. Front. Integr. Neurosci. 6:13. doi: 10.3389/fnint.2012.
00013
Meck, W. H., and Church, R. M. (1985). Arginine vasopressin inoculates against
age-related changes in temporal memory. Ann. N Y Acad. Sci. 444, 453–456.
doi: 10.1111/j.1749-6632.1985.tb37608.x
Meck, W. H., and Church, R. M. (1987). Cholinergic modulation of the content of
temporal memory. Behav. Neurosci. 101, 457–464. doi: 10.1037/0735-7044.101.
4.457
Meck, W. H., Church, R. M., and Wenk, G. L. (1986). Arginine vasopressin
inoculates against age-related increases in sodium-dependent high
affinity choline uptake and discrepancies in the content of temporal
memory. Eur. J. Pharm. 130, 327–331. doi: 10.1016/0014-2999(86)
90287-6
Meck, W. H., and Malapani, C. (2004). Neuroimaging of interval timing. Cogn.
Brain Res. 21, 133–137. doi: 10.1016/j.cogbrainres.2004.07.010
Meck, W. H., and N’Diaye, K. N. (2005). Un modèle neurobiologique de la
perception et de l’estimation du temps. Psychol. Fr. 50, 47–63. doi: 10.1016/j.
psfr.2004.10.009
Meck, W. H., Penney, T. B., and Pouthas, V. (2008a). Cortico-striatal
representation of time in animals and humans. Curr. Opin. Neurobiol. 18,
145–152. doi: 10.1016/j.conb.2008.08.002
Meck, W. H., Williams, C. L., Cermak, J. M., and Blusztajn, J. K. (2008b).
Developmental periods of choline sensitivity provide an ontogenetic
mechanism for regulating memory capacity and age-related dementia.
Front. Integr. Neurosci. 1:7. doi: 10.3389/neuro.07.007.2007
Frontiers in Aging Neuroscience | www.frontiersin.org 15 May 2016 | Volume 8 | Article 102
Turgeon et al. Aging and Time
Meck, W. H., and Williams, C. L. (1997). Simultaneous temporal processing is
sensitive to prenatal choline availability in mature and aged rats. NeuroReport
8, 3045–3051. doi: 10.1097/00001756-199709290-00009
Merchant, H., Harrington, D. L., and Meck, W. H. (2013). Neural basis of the
perception and estimation of time. Annu. Rev. Neurosci. 36, 313–336. doi: 10.
1146/annurev-neuro-062012-170349
Moni, G., Grondin, S., and Stablum, F. (2014). Temporal dysfunction in traumatic
brain injury patients: primary or secondary impairment? Front. Hum. Neurosci.
8:269. doi: 10.3389/fnhum.2014.00269
Murai, Y., Whitaker, D., and Yotsumoto, Y. (2016). The centralized and
distributed nature of adaptation-induced misjudgments of time. Curr. Opin.
Behav. Sci. 8, 117–123. doi: 10.1016/j.cobeha.2016.02.011
Namboodiri, V. M., Mihalas, S., and Hussain Shuler, M. G. (2014). A temporal
basis for Weber’s law in value perception. Front. Integr. Neurosci. 8:79. doi: 10.
3389/fnint.2014.00079
Noppeney, U., Friston, K. J., and Price, C. J. (2004). Degenerate neuronal systems
sustaining cognitive functions. J. Anat. 205, 433–442. doi: 10.1111/j.0021-8782.
2004.00343.x
Nussey, D. H., Froy, H., Lemaitre, J.-F., Gaillard, J.-M., and Austad, S. N. (2013).
Senescence in natural populations of animals: widespread evidence and its
implications for bio-gerontology. Ageing Res. Rev. 12, 214–225. doi: 10.1016/j.
arr.2012.07.004
Nyberg, L., Kim, A. S. N., Habib, R., Levine, B., and Tulving, E. (2010).
Consciousness of subjective time in the brain. Proc. Natl. Acad. Sci. U S A 107,
22356–22359. doi: 10.1073/pnas.1016823108
Oprisan, S. A., and Buhusi, C. V. (2011). Modeling pharmacological clock and
memory patterns of interval timing in a striatal beat-frequency model of
realistic, noisy neurons. Front. Integr. Neurosci. 5:52. doi: 10.3389/fnint.2011.
00052
Oprisan, S. A., and Buhusi, C. V. (2013). How noise contributes to time-scale
invariance of interval timing. Phys. Rev. E Stat. Nonlin. Soft Matter Phys.
87:052717. doi: 10.1103/physreve.87.052717
Oprisan, S. A., and Buhusi, C. V. (2014). What is all the noise about in interval
timing? Philos. Trans. R. Soc. Lond. B Biol. Sci. 369:20120459. doi: 10.1098/rstb.
2012.0459
Oprisan, S. A., Dix, S., and Buhusi, C. V. (2014). Phase resetting and its
implications for interval timing with intruders. Behav. Processes 101, 146–153.
doi: 10.1016/j.beproc.2013.09.005
Paulsen, J. S., Zimbelman, J. L., Hinton, S. C., Langbehn, D. R., Leveroni, C. L.,
Benjamin, M. L., et al. (2004). fMRI biomarker of early neuronal dysfunction
in presymptomatic Huntington’s disease. AJNR Am. J. Neuroradiol. 25,
1715–1721.
Penney, T. B., Allan, L. G., Meck, W. H., and Gibbon, J. (1998). ‘‘Memory
mixing in duration bisection,’’ in Timing of Behavior: Neural, Psychological
and Computational Perspectives, eds D. A. Rosenbaum and C. E. Collyer
(Cambridge, MA: MIT Press), 165–193.
Penney, T. B., Gibbon, J., and Meck, W. H. (2000). Differential effects of
auditory and visual signals on clock speed and temporal memory. J. Exp.
Psychol. Hum. Percept. Perform. 26, 1770–1787. doi: 10.1037/0096-1523.26.
6.1770
Penney, T. B., Meck, W. H., Roberts, S. A., Gibbon, J., and Erlenmeyer-
Kimling, L. (2005). Interval-timing deficits in individuals at high risk
for schizophrenia. Brain Cogn. 58, 109–118. doi: 10.1016/j.bandc.2004.
09.012
Penney, T. B., Yim, E. N. K., and Ng, K. K. (2014). Distractor expectancy effects
on interval timing. Timing Time Percept. 2, 1–19. doi: 10.1163/22134468-000
02010
Piras, F., Piras, F., Ciullo, V., Danese, E., Caltagirone, C., and Spalletta, G. (2014).
Time dysperception perspective for acquired brain injury. Front. Neurol. 4:217.
doi: 10.3389/fneur.2013.00217
Pouthas, V., and Perbal, S. (2004). Time perception depends on accurate clock
mechanisms as well as unimpaired attention and memory processes. Acta
Neurobiol. Exp. (Wars) 64, 367–385.
Price, C. J., and Friston, K. J. (2002). Degeneracy and cognitive anatomy. Trends
Cogn. Sci. 6, 416–421. doi: 10.1016/s1364-6613(02)01976-9
Ragot, R., Ferrandez, A.-M., and Pouthas, V. (2002). Time, music and
aging. Psychomuscol. J. Res. Music Cogn. 18, 28–45. doi: 10.1037/h00
94053
Rakitin, B. C., Gibbon, J., Penney, T. B., Malapani, C., Hinton, S. C., and Meck,
W. H. (1998). Scalar expectancy theory and peak-interval timing in humans.
J. Exp. Psychol. Anim. Behav. Process. 24, 15–33. doi: 10.1037/0097-7403.
24.1.15
Rakitin, B. C., and Malapani, C. (2008). Effects of feedback on time production
errors in aging participants. Brain Res. Bull. 75, 23–33. doi: 10.1016/j.
brainresbull.2007.07.014
Rakitin, B. C., Scarmeas, N., Li, T., Malapami, C., and Stern, Y. (2006). Single-dose
levodopa administration and aging independently disrupt time production. J.
Cogn. Neurosci. 18, 376–387. doi: 10.1162/jocn.2006.18.3.376
Rakitin, B. C., Stern, Y., and Malapani, C. (2005). The effects of aging on time
reproduction in delayed free-recall. Brain Cogn. 58, 17–34. doi: 10.1016/j.
bandc.2004.09.006
Rammsayer, T. H., Lima, S. D., and Vogel, W. H. (1993). Aging and temporal
discrimination of brief auditory intervals. Psychol. Res. 55, 15–19. doi: 10.
1007/bf00419889
Ramos, V. F. M. L., Esquenazi, A., Villegas, M. A. F., Wu, T., and Hallett, M. (2015).
Developing a technique-specific nomogram for temporal discrimination
threshold testing. Neurology 84:P2.018.
Ramos, V. F. M. L., Esquenazi, A., Villegas, M. A. F., Wu, T., and Hallett, M. (2016).
Temporal discrimination threshold with healthy aging. Neurobiol. Aging in
press. doi: 10.1016/j.neurobiolaging.2016.04.009
Raz, N., Ghisletta, P., Rodrigue, K. M., Kennedy, K. M., and Lindenberger, U.
(2010). Trajectories of brain aging in middle-aged and older adults:
regional and individual differences. Neuroimage 51, 501–511. doi: 10.1016/j.
neuroimage.2010.03.020
Reuter-Lorenz, P. A., and Cappell, K. A. (2008). Neurocognitive aging and the
compensation hypothesis. Curr. Dir. Psychol. Sci. 17, 177–182. doi: 10.1111/j.
1467-8721.2008.00570.x
Reuter-Lorenz, P. A., and Lustig, C. (2005). Brain aging: reorganizing discoveries
about the aging mind. Curr. Opin. Neurobiol. 15, 245–251. doi: 10.1016/j.conb.
2005.03.016
Roberts, K. L., and Allen, H. A. (2016). Perception and cognition in the ageing
brain: a brief review of the short- and long-term links between perceptual and
cognitive decline. Front. Aging Neurosci. 8:39. doi: 10.3389/fnagi.2016.00039
Rubin, D. C. (1999). Frontal-striatal circuits in cognitive aging: evidence
for caudate involvement. Aging Neuropsychol. Cogn. 6, 241–259. doi: 10.
1076/1382-5585(199912)06:04;1-b;ft241
Salthouse, T. A. (1996). The processing-speed theory of adult age differences
in cognition. Psychol. Rev. 103, 403–428. doi: 10.1037/0033-295x.
103.3.403
Salthouse, T. A., Wright, R., and Ellis, C. L. (1979). Adult age and the rate of an
internal clock. J. Gerontol. 34, 53–57. doi: 10.1093/geronj/34.1.53
Sato, Y., and Aihara, K. (2011). A Bayesian model of sensory adaptation. PLoS One
6:e19377. doi: 10.1371/journal.pone.0019377
Scullin, M. K., and Bliwise, D. L. (2015). Sleep, cognition and normal aging:
integrating a half century of multidisciplinary research. Perspect. Psychol. Sci.
10, 97–137. doi: 10.1177/1745691614556680
Seidler, R. D., Bernard, J. A., Burutolu, T. B., Fling, B. W., Gordon, M. T.,
Gwin, J. T., et al. (2010). Motor control and aging: links to age-related brain
structural, functional and biochemical effects. Neurosci. Biobehav. Rev. 34,
721–733. doi: 10.1016/j.neubiorev.2009.10.005
Shi, Z., and Burr, D. (2016). Predictive coding of multisensory timing. Curr. Opin.
Behav. Sci. 8, 200–206. doi: 10.1016/j.cobeha.2016.02.014
Shi, Z., Church, R. M., and Meck, W. H. (2013). Bayesian optimization of time
perception. Trends Cogn. Sci. 17, 556–564. doi: 10.1016/j.tics.2013.09.009
Siegel, M., Donner, T. H., and Engel, A. K. (2012). Spectral fingerprints of
large-scale neuronal interactions. Nat. Rev. Neurosci. 13, 121–143. doi: 10.
1038/nrn3137
Song, D. D., and Haber, S. N. (2000). Striatal responses to partial dopaminergic
lesion: evidence for compensatory sprouting. J. Neurosci. 20, 5102–5114.
Soshi, T., Kuriyama, K., Aritake, S., Enomoto, M., Hida, A., Tamur, M.,
et al. (2010). Sleep deprivation influences diurnal variation of human
time perception with prefrontal activity change: a functional near-
infrared spectroscopy study. PLoS One 5:e8395. doi: 10.1371/journal.pone.
0008395
Strenziok, M., Greenwood, P. M., Santa Cruz, A., Thompson, J. C., and
Parasuraman, R. (2013). Differential contributions of dorso-ventral and rostro-
Frontiers in Aging Neuroscience | www.frontiersin.org 16 May 2016 | Volume 8 | Article 102
Turgeon et al. Aging and Time
caudal prefrontal white matter tracts to cognitive control in healthy older
adults. PLoS One 8:e81410. doi: 10.1371/journal.pone.0081410
Sucala, M., Scheckner, B., and David, D. (2010). Psychological time: interval length
judgments and subjective passage of time judgments.Curr. Psychol. Let. 26, 2–9.
Surwillo, W. W. (1964). Age and the perception of short intervals of time.
J. Gerontol. 19, 322–324. doi: 10.1093/geronj/19.3.322
Szabo, A. N., Bangert, A. S., Reuter-Lorenz, P. A., and Seidler, R. D. (2013).
Physical activity is related to timing performance in older adults. Neuropsychol.
Dev. Cogn. B Aging Neuropsychol. Cogn. 20, 356–369. doi: 10.1080/13825585.
2012.715625
Szelag, E., and Skolimowska, J. (2014). Time perception in aging: age-
related cognitive and temporal decline is reduced by intensive temporal
training. Procedia Soc. Behav. Sci. 126, 109–110. doi: 10.1016/j.sbspro.2014.
02.332
Szymaszek, A., Sereda, M., Pöppel, E., and Szelag, E. (2009). Individual
differences in the perception of temporal order: the effect of age and
cognition. Cogn. Neuropsychol. 26, 135–147. doi: 10.1080/026432908025
04742
Taniwaki, T., Okayama, A., Yoshiura, T., Nakamura, Y., Goto, Y., Kira, J., et al.
(2003). Reappraisal of the motor role of basal ganglia: a functional magnetic
resonance image study. J. Neurosci. 23, 3432–3438.
Teki, S., Grube, M., and Griffiths, T. D. (2012). A unified model of time perception
accounts for duration-based and beat-based timing mechanisms. Front. Integr.
Neurosci. 5:90. doi: 10.3389/fnint.2011.00090
Terhune, D. B., Russo, S., Near, J., Stagg, C. J., and Cohen Kadosh, R.
(2014). GABA predicts time perception. J. Neurosci. 34, 4364–4370. doi: 10.
1523/JNEUROSCI.3972-13.2014
Todorov, I., Del Missier, F., and Mäntylä, T. (2014). Age-related differences
in multiple task monitoring. PLoS One 9:e107619. doi: 10.1371/journal.pone.
0107619
Tseng, K. Y., and O’Donnell, P. (2004). Dopamine-glutamate interactions
controlling prefrontal cortical pyramidal cell excitability involve multiple
signaling mechanisms. J. Neurosci. 24, 5131–5139. doi: 10.1523/jneurosci.1021-
04.2004
Tucci, V., Buhusi, C. V., Gallistel, C. R., and Meck, W. H. (2014). Towards an
integrated understanding of the biology of timing. Philos. Trans. R. Soc. Lond.
B Biol. Sci. 369:20120470. doi: 10.1098/rstb.2012.0470
Tulving, E. (2002). ‘‘Chronesthesia: conscious awareness of subjective time,’’ in
Principles of Frontal Lobe Function, eds D. T. Stuss and R. T. Knight (Oxford:
Oxford University Press), 311–325.
Turgeon, M., and Wing, A. M. (2012). Late onset of age-related difference
in unpaced tapping with no age-related difference in phase-shift error
detection and correction. Psychol. Aging 27, 1152–1163. doi: 10.1037/a00
29925
Turgeon, M., Wing, A. M., and Taylor, L. W. (2011). Timing and aging: slowing
of fastest regular tapping rate with preserved timing error detection and
correction. Psychol. Aging 26, 150–161. doi: 10.1037/a0020606
Ulbrich, P., Churan, J., Fink, M., and Wittmann, M. (2007). Temporal
reproduction: further evidence for two processes. Acta Psychol. (Amst) 125,
51–65. doi: 10.1016/j.actpsy.2006.06.004
Ukraintseva, S. V. (2001). Aging and the subjective sense of time,’’ in Current
Concepts in Experimental Gerontology, eds C. Bertoni-Freddari and H. H.
Niedernmüller (Wien: Facultas), 243–249.
Vanneste, S., Baudouin, A., Bouazzaoui, B., and Taconnat, L. (2015). Age-related
differences in time-based prospective memory: the role of time estimation in
the clock monitoring strategy. Memory doi: 10.1080/09658211.2015.1054837
[Epub ahead of print].
Vanneste, S., and Pouthas, V. (1999). Timing in aging: the role of attention. Exp.
Aging Res. 25, 49–67. doi: 10.1080/036107399244138
Vanneste, S., Pouthas, V., and Wearden, J. H. (2001). Temporal control of
rhythmic performance: a comparison between young and old adults. Exp. Aging
Res. 27, 83–102. doi: 10.1080/03610730125798
van Rijn, H. (2016). How memory mechanisms influence interval timing: a review.
Curr. Opin. Behav. Sci. 8, 245–249. doi: 10.1016/j.cobeha.2016.02.016
van Rijn, H., Gu, B.-M., and Meck, W. H. (2014). Dedicated clock/timing-circuit
theories of time perception and timed performance. Adv. Exp. Med. Biol. 829,
75–99. doi: 10.1007/978-1-4939-1782-2_5
van Rijn, H., Kononowicz, T. W., Meck, W. H., Ng, K. K., and Penney, T. B. (2011).
Contingent negative variation and its relation to time estimation: a theoretical
evaluation. Front. Integr. Neurosci. 5:91. doi: 10.3389/fnint.2011.00091
Wearden, J. H. (2005). ‘‘The wrong tree: time perception and time experience in
the elderly,’’ in Measuring the Mind: Speed, Control and Age, eds J. Duncan, L.
Phillips, and P. McLeod (Oxford: Oxford University Press), 135–158.
Wearden, J. H., O’Donoghue, A., Ogden, R., and Montgomery, C. (2014).
‘‘Subjective duration in the laboratory and the world outside,’’ in Subjective
Time: the Philosophy, Psychology and Neuroscience of Temporality, eds D. Lloyd
and V. Arstila (Cambridge, MA: MIT Press), 287–306.
Wearden, J. H., Wearden, A. J., and Rabbitt, P. M. A. (1997). Age and IQ effects
on stimulus and response timing. J. Exp. Psychol. Hum. Percept. Perform. 23,
962–979. doi: 10.1037/0096-1523.23.4.962
Wiener, M., Magaro, C. M., and Matell, M. S. (2008). Accurate timing but
increased impulsivity following excitotoxic lesions of the subthalamic nucleus.
Neurosci. Lett. 440, 176–180. doi: 10.1016/j.neulet.2008.05.071
Whitacre, J. M. (2010). Degeneracy: a link between evolvability, robustness
and complexity in biological systems. Theor. Biol. Med. Model. 7:6. doi: 10.
1186/1742-4682-7-6
Whitacre, J. M. (2012). Biological robustness: paradigms, mechanisms, and
systems principles. Front. Genet. 3:67. doi: 10.3389/fgene.2012.00067
Whitacre, J. M., and Bender, A. (2010). Degeneracy: a design principle for
achieving robustness and evolvability. J. Theor. Biol. 263, 143–153. doi: 10.
1016/j.jtbi.2009.11.008
Whitacre, J., and Bender, A. (2013). Pervasive flexibility in living technologies
through degeneracy-based design. 19, 365–386. doi: 10.1162/ARTL_a_00116
Wild-Wall, N., Willemssen, R., Falkenstein, M., and Beste, C. (2008). Time
estimation in healthy ageing and neurodegenerative basal ganglia disorders.
Neurosci. Lett. 442, 34–38. doi: 10.1016/j.neulet.2008.06.069
Wing, A. M., and Kristofferson, A. B. (1973). Timing of interresponse intervals.
Percept. Psychophys. 13, 455–460. doi: 10.3758/bf03205802
Wittmann, M., and Lehnhoff, S. (2005). Age effects in perception of time. Psychol.
Reports 97, 921–935. doi: 10.2466/pr0.97.7.921-935
Wolkorte, R., Kamphuis, J., and Zijdewind, I. (2014). Increased reaction times
and reduced response preparation already starts at middle age. Front. Aging
Neurosci. 6:79. doi: 10.3389/fnagi.2014.00079
Yin, B., Lusk, N. A., and Meck, W. H. (2016a). ‘‘Interval-timing protocols and their
relevancy to the study of temporal cognition and neurobehavioral genetics,’’ in
Handbook of Neurobehavioral Genetics and Phenotyping, ed. V. Tucci (Wiley-
Blackwell), in press.
Yin, B., Terhune, D. B., Smythies, J., and Meck, W. H. (2016b). Claustrum,
consciousness and time perception. Curr. Opin. Behav. Sci. 8, 258–267. doi: 10.
1016/j.cobeha.2016.02.032
Zakay, D. (2014). Psychological time as information: the case of boredom. Front.
Psychol. 5:917. doi: 10.3389/fpsyg.2014.00917
Zakay, D., and Block, R. A. (1997). Temporal cognition. Curr. Dir. Psychol. Sci. 6,
12–16. doi: 10.1111/1467-8721.ep11512604
Zakay, D., and Block, R. A. (2004). Prospective and retrospective duration
judgments: an executive-control perspective. Acta Neurobiol. Exp. (Wars) 64,
319–328.
Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.
Copyright © 2016 Turgeon, Lustig and Meck. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution and reproduction in other forums is permitted, provided the
original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution
or reproduction is permitted which does not comply with these terms.
Frontiers in Aging Neuroscience | www.frontiersin.org 17 May 2016 | Volume 8 | Article 102
