Bermudan swaptions have until recently been valued using only one-factor models such as the Black-Derman-Toy (BDT) or Black-Karasinski (BK) models. The LIBOR We have applied this method to the LM model and use this to verify the premia found by
Introduction
Pricing contingent claims where no closed form solution exists essentially amounts to do a numerical integration. In the general case with multiple state variables, Monte-Carlo simulation is superior to other methods such as lattices/trees. Monte-Carlo simulation is a very general subject on which [BBG97] give an excellent overview.
Contingent claims with "European decision features" can be priced easily using MonteCarlo simulation-even when there are multiple state variables and/or multiple stochastic factors. Bermudan and American claims cannot be priced correctly using straightforward Monte-Carlo simulation, as they require the simultaneous solution of an optimal stopping time problem and the pricing problem relying on the solution of the optimal stopping time problem.
For low-dimensional problems American and Bermudan options can be priced using lattices (recombing trees) as exemplified by [Hul97] . Lattices is contained in the class of grid-sampling methods, and works only when the underlying process is Markovian. Benchmark models in this setting are those of [BK91] and [BDT90] . When this is not the case the "lattices" become non-recombining trees which in practice are very memory intensive. In fact, the memory requirement grows exponentially in the number of time steps and in practice only very few time steps can be handled. 1 Also lattices become very hard to handle when there is more than just a couple of state variables.
Since the obvious alternative to lattices is simulation, some attempts have been made extending Monte-Carlo simulation to deal with Bermudan and American options. [BM95] suggest a technique where the state space is mapped into a simple one-dimensional stratified space which in turn is used to determine holding-value. A different and very simple approach has been suggested recently by [LS98] . They suggest holding value to be determined from regressions made on the actual outcome and corresponding values of underlyings on the simulated paths. Another generalised approach is proposed by [BG97b] who generalise the lattice approach to deal with multiple state variables and the problem that non-Markovian process leads to non-recombining trees. An overview and comparison of some of the presently known methods are given by [BG97a] .
The LM model is a state-of-the-art model of interest rate dynamics modelling not only a single rate but the entire term structure of interest rates. It was originally introduced simultaneously by [MSS97] and [BGM96] as a model in terms of the market born with closed form pricing for caps and a good price approximation for swaptions.
The LM models can be used for pricing interest rate derivatives that rely strongly on the correlations between rates on the term structure of interest rates. Pricing pathdependent derivatives with neither Bermudan nor American decision features, MonteCarlo simulation is an easy solution to the problem. A discussion of simulation techniques for this model is given in [GZ98] . In the major European interest market, Bermudan swaptions are heavily traded. It is therefore important for the practical importance of the LM model, that derivatives with Bermudan decision features can be dealt with correctly.
Since the model is Markovian in the entire term-structure and non-Markovian in any subset of forward rates the nice lattice framework is not well suited for this problem. The brute force approach is to develop non-recombining trees in multiple dimensions of the model. This is commonly accepted to be computationally too intensive. Alternatively, it has been suggested to approximate the model with a (simpler) Markovian model, which fits into the lattice, and by which one can easily compute optimal exercise boundaries. One should however bear in mind that by using a simpler model with a lesser number of stochastic factors one jeopardises the influence of correlations onto the optimal exercise boundary. In the defintion of the LM model the state vector is a continuum of rates. Suppose a time-discretisation of the continuum consisting of ten points, then we will have to deal with a lattice with eleven or more dimensions (counting process time as a single dimension too). This also seems inefficient.
The application of simulation methods for the pricing of Bermudan Swaptions and similar instruments in the LM model has been done already in a couple of places. [CY97] propose an approach inspired by that of [BM95] by setting up a stratification for the numeraire. In a Stochastic Mesh context this stratification is then used to compute proxies for the transition densities. A different approach proposed recently by [And98] use a small simulation sample to estimate the exercise boundary which is then reused for the valuation of Bermudan swaptions using a much larger simulation sample. This paper is organised as follows. First we will state the LM model and some notation for simulation, and for pricing of caplets and swaptions in section 2. Then we will review the method proposed by [And98] in section 3. We will in this paper also review the Longstaff-Schwartz method and apply it to the LM model (in section 4). In section 5 we will review the Stochastic Mesh method and consider its applications for the LM model.
For the comparison of these methods we will use scenarios given in [And98] . Some of these scenarios originate from [Rad98] who also provide swaption premia computed using non-recombining trees which we may use for additional reference. The scenarios and reference swaption values are in appendix A and appendix C. As a further benchmark we have also added the values of some European swaptions computed using closed-form approximation, non-recombining trees, and Monte-Carlo simulation. In the event that the reader wishes to cross check, note that the modification of [Rad98] is necesitated as his scenarios are for a log-normal HJM model while those of [And98] (and therefore also ours) are for log-normal LM model: The continuously compounded forward rates must be translated into discretely compounded rates and an adjustment must be made on the volatilities. 2 We compare the three methods on their premia estimates, convergence of these, and the performance of the methods in section 6.
As a curiosum we will finally examine the impact on the Bermudan swaption premia in section 7 when adding factors to the LM model along the lines of [Sid98] . For this purpose we use data sampled (in appendix B) from the EURIBOR market.
We close this paper with a discussion in section 8.
The LM Model
The LM model is based on the general Heath-Jarrow-Morton (HJM) framework for modelling the term structure of interest rates introduced in [HJM92] . The HJM framework focus on the continuously compounded instantaneous forward rates, f (t, T, 0) -being the instantaneous forward rate at maturity T as seen at time t. Starting at a general process for the price of a discount bond, P (t, T ) for maturity T as seen at time t,
where r(t) is the continuously compounded instantaneous spot interest rate at time t, v(t, T ) is the instantaneous volatility function of P (t, T ). v(t, T ) is not allowed to be stochastic in itself, only via its dependence on P (t, T ). W (t) is a standard Wiener process. This induces the continuously compounded instantaneous forward rate diffusion
In the LM model the focus is the discretely compounded period forward rates, f (t, T, α) for the period [T, T + α] as seen at time t. In terms of discount bond prices (or the instantaneous forward rates) these rates are defined as
It turns out that by combining eq(3) and eq(1) and assuming a log-normal diffusion of the period rates,
the diffusion for the period forward rates must be
where the volatility function of P (t, T ) must be
in order to preserve absence-of-arbitrage. With the measure transformation
the period forward rates, f (t, T, α), now becomes martingales under their respective T + α forward measures. Details of the above derivations are given in [Ped98] . In the following we will use the following structure of discrete maturities:
where T N +1 is the horizon of the model. Define
On this maturity structure, the money market account formed by rolling a unit payment over is
Caps and Swaptions
An immediate consequence of log-normality and the martingale property is that caplets are prices in consistence with the Black-76 formula [Bla76] , ie the Black volatility must be replaced as follows:
where t is the valuation time and T is the option expiry time.
The value at time t of a payer swap starting at time T s and maturity at time T e is given by
where κ is the swap-rate. 3 The value at time t of a European payer swaption with exercise at time T s and swap maturity at time T e at strike κ (for clarity κ is omitted from the notation) is given by
where Q is the risk neutral equivalent martingale measure and Q Ts is the equivalent martingale measure induced by choosing P (t, T s ) as the numeraire. This expectation cannot be computed analytically under the LM model. Fair approximations do, however, exist: [BGM96] and [AA98] .
[And98] focuses on a special type of Bermudan swaption. This type, designated S s,x,e , is defined by three dates: The first exercise date, T s , the last exercise date, T x , and the swap maturity, T e . Obviously, T s < T x < T e and all three are taken from the maturity structure defined previously. Moreover, s, x, e are integers between 0 and N + 1. This kind of Bermudan swaption is an option into a decreasing swap meaning that early exercise will give a long maturity swap while late exercise will give a short maturity swap. A different kind of Bermudan swaption will provide a swap that initiates at exercise and lasts for a fixed period of time. The value of a Bermudan payer swaption (of the former kind) is given by
while the value of the latter kind would be
Simulation
In principle the initial forward curve and the volatility function determines uniquely the distribution of all interest rates at all times. For a simulation this means in practice that the forward curve at one point in simulation time together with the volatility function and some random shocks determine the forward curve at the next point. Under the spot measure, the forward curves follow the process in eq(5) in which we define v α (t, T ) ≡ v(t, T + α) such that the diffusion reads:
To simulate this equation we may choose between more or less accurate simulation schema. First, however, we must define a simulation step size, ∆t. This must be chosen to be a divisor of α, ie. α = m ∆t where m is some positive integer. Throughout this paper we will use α as the simulation step. To generate the simulation paths, ie. the approximation of eq(12), we will use the log-Euler scheme, in terms of which the forward rates are generated as:
where is a deviate drawn from a standard normal distribution. Further schema are reviewed in [KP95] -in particular most of these are refered to as higher order schema. Simulation schema for LIBOR Market models has been studied by [BR98] , who compares the two Euler schema with the "Order 2.0 weak scheme". The log-Euler is found to have less bias than the direct Euler, whilst the Order 2.0 weak scheme is found superior to the log-Euler although being more computational involved.
As we are using a simulation step size of α we may for the simulation re-use the time discretisation set-up earlier. We introduce the short-hand notation 4 (with i ≤ j)
in terms of which eq(13) can be written
with
which as a recursion relation
is a very efficient way of generating v α . [GZ98] demonstrates that this log-Euler simulation scheme has an inherent bias on zero-coupon prices. They provide alternative simulation schema that are free of this bias problem. In practice these biases are very small, and for the purpose of this paper we accept this. We are also aware that no simulation scheme is able to exactly reproduce (not even with a very large number of simulation paths) neither the closed form caplet prices nor the approximative swaption prices.
Simulation under the spot measure corresponds to taking expectation under Q as in eq(10) and eq(11).
The Andersen Method
In this section, we will review the method proposed by [And98] .
As the search for the optimal exercise strategy will include too many period forward rates to retain feasible in the simulation framework, Andersen first introduce an early exercise indicator function, I(t), that is unity if exercise is optimal at time t and zero otherwise. This function is suggested to depend only on the values of the European swaptions contained in the Bermudan swaption and on the value of a single function of time H(t), ie
This assumption could easily be relaxed as long as it doesn't introduce dependency on a lot more variables. Any specification of f will satisfy
ie a Bermudan swaption will be exercised (if in-the-money) at the last exercise date (if not earlier). Andersen suggests two specifications of f of which the most restrictive is:
ie exercise only if the payer swap is worth more than some barrier level and also worth more than the remaining European swaptions contained in the Bermudan swaptions. With a specific form of f , the valuation of the Bermudan swaption simply amounts to determining the values
Quoting from [And98] the steps to find the values of H(t) and subsequently the value of the Bermudan swaption are:
Step 1 Decide on a functional form f for the exercise strategy in eq(17). The functional form is allowed to depend on the values of the European swaptions and one timedependent function H(t).
Step 2 Run an n-path Monte Carlo simulation where for each path and each time T s , T s+1 , . . . , T x the following is stored in memory:
i) instrinsic value ii) the numeraire β iii) other data necessary to compute f .
For the strategy eq(19), iii) would be the maximum value of the remaining European swaptions.
Step 3 Using eq(11), eq(17), and the numbers stored in i) and ii) in Step 2, compute the values H(T s ), H(T s+1 ), . . . , H(T x ) such that the value of the Bermudan swaption is maximised. This optimisation problem can be done in backwards fashion starting with H(T x−1 ) and the boundary condition eq(18). In total, x − s simple one-variable optimisation problems need to be solved to determine the exercise strategy.
Step 4 Change the random number generator seed to ensure independence to steps 2 and 3. Using the exercise strategy found in step 3, price the option by an N -path (N n) Monte Carlo simulation of eq(11).
Andersen suggest that, to reduce the number of one-dimensional optimsations done in step 3, the function H(t) is specified as a linear spline with fewer spline points than exercise dates. This will also reduce the number of simulations necessary to get a "smooth" estimate of the exercise boundary.
The Longstaff-Schwartz Method
While the method reviewed in the preceeding section attempts to estimate the exercise boundary without actually attempting to compute the holding value, the method proposed by [LS98] (the LS paper) attempts to simulate the decision problems faced by the holder of a Bermudan option. In this section we will review the method proposed by Longstaff and Schwartz.
The method as described in their paper is very general, and they also provide suggestions on how to implement it for a range of models. 5 At the end of this section we will suggest how to implement the method for the LM model in relation to the previously discussed Bermudan swaptions.
The decision problem of exercising an Bermudan or American option is that of comparing at each exercise date the value of exercising immediately and the value of holding the option and wait for later exercise date. The key problem is the computation of the holding value which is not immediately facilitated by the simulation in contrast to lattice methods. The crux of the method is that the holding value is approximated by assuming that the holding value-considered as an expectation conditional on continuation-is a simple function of variables observable at the exercise date in question. These functions can be estimated from cross-sectional information in the simulation using standard regression techniques. That is, ex-post realised pay-offs are regressed against the specified function of ex-ante observed values. Estimating such functions for each exercise date will provide an approximated functional expression of holding values at all exercise dates which can be used to value the Bermudan or American directly by simulation.
The mathematical foundation of the method is that any twice-differentiable functionincluding the aforementioned conditional expectation-can be approximated by a countable set of linear independent functions-basic functions. Except for linear independence, there is no restrictions on the choice of basis functions except, of course, that the choice will influence the quality of the approximation. In the examples of the LS paper the basis functions used are simple polynomia.
A Simple Example
To further illustrate how the method works we will in the following reproduce the simple example given in the LS paper.
We consider a put option on a dividendless stock with current value S 0 = 1.0. The option may be exercised at times t = 1, t = 2, and t = 3 at a rate of K = 1.10. Period discount factor is β(t, t + 1) −1 = 0.942.
For the holding value function, W , evaluated at time t we will use only the value of the underlying, S t . We will use the following function:
By W * t we will denote the observed holding value, by X t we will denote the value of immediate exercise, and by V t we will denote the realised option value when using W t in the exercise decision. This forms the following set of recursions:
The parameters (α 0 , α 1 , α 2 ) shall be estimated for each exercise time t (except for the final exercise time) by regressing eq(20) on β(t, t + 1) −1 X t .
The sample paths under consideration are shown in table 1. The regression pertaining to the exercise decision at time t = 2 is shown in table 2 and the one at time t = 1 is shown in table 3. Note that at each time step we only include those paths in the regression that are in-the-money, eg at time t = 2 paths 2, 5, and 8 are out-of-the-money and are excluded from the regression.
For the regression at time t = 1 we use the realised values V 2 that were computed using the regression result at time t = 2. We note this, as it has consequences for the amount of data that need to be stored when running this procedure on a computer. Due to this fact, it is necessary to store relevant values, eg the value of the underlying as well Table 2 : Regression data at time 2 with the result
as the period discounting if this is path-dependent, for each exercise time and each path. such that the regressions can be performed successively. Note also, that we need not store all the information contained in the path, just the information required to evaluate the system of recursions in eq(21).
A Simple Enhancement
We recommend that exercise only be done when the immediate exercise value is bigger that the continuation value (eq(20)) estimate and the values of the outstanding European options included in the Bermudan option in question. This additional restriction corresponds to eq(19).
Application for the LM model
Applying the LS method to the LM model for the valuation of Bermudan swaptions will require the determination of two items
• Identification of observable variables being expected to be correlated with the holding value.
• A set of linear independent functions of the variables identified above. Since the path discounting is path-dependent in the LM model we will have to store the values of period discounting, effectively the value of the accumulated money market account. Obvious candidates for the first item are the value of the underlying swap, the value of the European swaptions included in the Bermudan swaption. As polynomia seems to work out fine in the examples provided in LS paper we will use such function out as well.
As previously recommended we will also compare the immediate exercise value with the value of the outstanding European swaptions included in the Bermudan.
The storage capacity required from running the LS method on the LM model for Bermudan swaptions will be manageable. We don't need to store the state vector, the accumulated money market account and a few swap and swaption values will suffice. It should therefore be quite possible to use a reasonable number of paths such as 10,000 for the regressions.
As a simple non trivial example we test approximating the holding-value by a (twovariable) quadratic function in the money market account and the value underlying fixed swap leg.
The Stochastic Mesh Method
A method entirely different from the two previously reviewed combines the advantages of the lattice approach with the advantages of Monte-Carlo simulation into a hybrid method called the Stochastic Mesh. This hybrid supports non-Markov process and the valuation of path-dependent Bermudan options. Trees do facilitate the valuation of these options, but they grow exponential in size-the Stochastic Mesh does not. Another feature of the tree methods is that each of the terminal nodes only contribute very little to the computation of the present value of the claim. To improve this [BG97b] constructs a hybrid lattice-a stochastic mesh-by letting a node at any time level have branches to all nodes in the next time level. A node at level i + 1 thus contributes to the valuation on all nodes at level i. The number of nodes pr level is denoted the "mesh width" which remains constant over time levels. The branching probabilities are derived using the conditional marginal transition densities implied by the process definition.
Valuation of contingent claims in a Stochastic Mesh is done the same way as in lattices.
Using this method, the memory requirement stays polynomial in the number of time steps, mesh width, and the number of state variables. An appealing theorectical property of the estimates computed using a Mesh is that they are high biased (asymptotically unbiased) estimators. In conjunction there's also low biased (asymptotically unbiased) estimators. Consider a stochastic process with state variable X t of some dimension |I|. The initial state is denoted X 0 . Denote node i at time level t in the mesh by X i t . To generate the mesh, simply generate as many sample paths of the state variables as the mesh width. For the purpose of valuation using the generated mesh branching weights are required for all branches. To compute the branch weight w(t, x, y) corresponding to the branch from state x at time t to state y at time t + 1, the marginal transition density of reaching state y at time t + 1 given state x at time t must be computed. This is the core computational problem in the mesh method. [BG97b] shows that the way the w tij 's are computed has implications for the convergence of the prices computed using mesh.
Let the conditional marginal density function of time t + 1 given state u at time t be denoted,
ϕ(t, u, ·)
The w(t, x, y) are defined to be computed as:
where ϕ mesh (t, u) is the so-called "mesh-density" of being in state u at time t + 1 and b is the mesh width. With the following choice of mesh-density, the convergence is controlled:
A sample mesh is shown in figure 1 . It is shown in [BG97b] , that the price of a contingent claim (eg, an interest rate derivative) computed using a mesh will be an upper bound to the true price. Furthermore it is also shown how to compute a lower bound. The lower bound is computed by generating additional sample paths. Value the derivative for each path, linking the path at each time step to the mesh. It is then possible to both take into account both path-dependency and compute expected values at each time step. Both bounds are shown to converge to the true price.
The low biased and high biased estimators are computed as follows. The high biased estimatorQ =Q(0, S 0 ) is given by the recursion:
where X i t denotes the state vector at node i at time t, π(t, x) is the pay-off function giving the pay-off from exercise at time t in state x, and w * (t, x, ·) is the normalised version of w(t, x, ·), ie.
. While the high biased estimator is based on a mesh, the low biased estimator is based on a single path using the mesh only for the estimating the "holding-value". The low biased estimatorq is given by:q
withτ S defined in terms of the entire path and the high biased estimator:
Application for the LM model
The Stochastic Mesh method was examplified in [BG97b] using a multi-variate version of the Black-Scholes model. In these examples the state vector had typically 5 elements (|I| = 5) and the examples had around 4 time steps. When moving to the LM model, the state vector will normally become quite larger. For a mesh spanning 10 years sampling time and taking into account forward maturities out to 14 years, the mesh will in the DEM market where the natural choice of α is 6 months have 28 time steps, but also 28 elements in the state vector. To represent the mesh in such a setting one may run into problems with memory when using a high mesh width. Of course with that many time steps and state vector elements, the time required for constructing the mesh will be considerable. 6 Since the mesh construction amounts to generation of a set of sample paths, the favorite method for path generation in relation to Monte-Carlo simulation can be applied with no changes.
To compute the branching weights one needs to compute the conditional marginal density. In the LM model this will require numerical integration. To avoid this we suggest to use approximations along the lines of the swaption price approximation derived in [BGM96] . Specifically we approximate by the following assumption
for some where α| . Transition densities cannot be computed in the LM model as the state-vector (of period forward rates) has infinite dimension and the vector of Wiener shocks, W t , has only finite dimension. In a discretised model, the dimension of the state vector will normally be much larger than the dimension of the Wiener shocks vector.
Although, the stochastic mesh technique doesn't seem to be applicable to the LM model, we still find it worthwhile to test the technique as it could provide a high biased estimate for the premia of Bermudan swaptions.
Conditional Marginal Transition Densities
We consider as set of forward time discretisation (denoted by I), the process time t j , and the set of forward rates at t j and at each mesh node: 7
where i = 1, . . . , b denotes the node index in a given time discretisation point, j = 1, . . . , n denotes the time discretisation index, and I is a set of specified forward time discretisation points. Under the equivalent martingale measure Q (with the money market account β as the numeraire) we search the (conditional marginal) distribution of
First we find f (t + , t
with reference to eq(6) and eq(12) in [Ped98] .
Accordingly we have,
We now approximate:
or maybe a better approximation of the variance would be
and a similar correction of the last term of µ. We use the "simple" approximation of σ 2 with which we proceed to vector notation:
or, with the extended approximation
and a similar correction of the last term of µ. Then
Hence, the density
is
where
Finally note,
We now return to eq(23). First assume, that = t j+1 − t j . Then eq(23) reads:
which is computed by eq(25) using integrals of the form:
γ(s, t + + x) · γ(s, t + + y)ds
As it would seem quite obvious, the calculation of the transition weights w is quite involved, and it also requires at lot of memory space as the marginal forward rate covariance matrix has to be stored and inverted.
Note also that in most cases the Σ matrix will be highly singular as the state vector will be large while stemming only from a (relatively) low factor dynamics. As such eq(25) is not directly computable. We circumvent this problem by approximating Σ with its principal components using as many components as factors in the model dynamics.
The following numerical examples will give us indications on the bias of the estimators using this approach relative to each other and relative to other methods.
Using Digital Caplets
Alternatively, the transition weights could be computed to match the values of instruments such as caplets where closed form pricing is possible and can be done quickly. 8 Ideally, the transition weights could be computed explicitly by carefully setting up digital caplets at each mesh node. At node i at time t j , we will construct caplets on the first forward rate-being the forward rate covering the period [t j+1 , t j+2 ], fixing at the start of the period-with varying strikes.
We will choose the striks as follows: At node i at time t j define ι(·) to be the ordering of the rates ϕ · (t j+1 , t j+1 , α), such that ϕ ι(1) (t j+1 , t j+1 , α) is the largest, ϕ ι(2) (t j+1 , t j+1 , α) is the second largest, etc. Denote g i = ϕ ι(i) (t j+1 , t j+1 , α) We could choose the strike as an arbitrary weighted average of g i and g i+1 . We will use the average with even weights arguing that this will distribute probability evenly between the values of the g i 's. Moreover, for each i = 1, . . . , b − 1 construct a digital caplet maturing at time t j+1 with strike (g i + g i+1 )/2 and construct a caplet with strike 0.
The premia of these caplets computes easily at time t j . The premium of digital caplet at strike (
). The weights w(t j , i, i ) for the branch connecting node i at time t j with node i at time t j+1 can then be compute as
We use the midpoints of the g i 's in order to distribute probability "evenly". By this choice of weights, at least the digital caplets premia will be reproduced exactly. Applying the branch weights computed using this scheme to the mesh instead of the transition densitities and mesh densities, we will compute two estimates for the premium of a Bermudan swaptions. One will be computed in the same way as the high biased Stochastic Mesh estimator is computed and the other will be computed in the same way as the low biased Stochastic Mesh estimator.
We will refer to the estimator using the mesh only to compute prices by the pure mesh estimator. By the mixed mesh estimator we will refer to the estimator using the mesh for the exercise decision in Monte-Carlo simulation.
The pure mesh estimator obtained using this scheme of branch weights is similar in the spirit to the [CY97] approach. The pure mesh estimator is guaranteed to be biased high only if we use the density function corresponding to the stochastic process that underlies the generation of the mesh. Moreover, the bias of the pure mesh estimator is unknown if we are using a density function other than that of the term structure to compute the mesh branch weights. The mixed mesh estimator is however still biased low.
Numerical Examples
We give a number of numerical examples examing the accuracy and efficiency of the various pricing methods.
We first use the 1-factor model scenario E to assert the convergence pattern of the Stochastic Mesh estimators. We then compare the Stochastic Mesh estimator on the very simple 1-factor model scenarios A-D.
Before comparing the Stochastic Mesh estimates with those of other methods, we examine the effect to the Longstaff-Schwartz estimates by changing basis functions using scenario E. Subsequently we use scenarios E and F to check convergence.
Finally we compare the estimates obtained by [And98] and [Rad98] with those of the Longstaff-Schwartz and the Stochastic Mesh methods.
Then the Longstaff-Schwartz and Andersen methods are compared using the one and two factor models in table 12 and table 12 .
For all comparisons we used European style swaptions as control variates. This proves to effectively reduce both bias and variance. 9 The actual choice of control variates for each tested scenario is listed in the appendix.
Note, however, that the use of control affects only the estimated premmia and not the exercise decision. Given the problem in computing the necessary densities for the Stochastic Mesh estimators, control variates may eliminate some of the inherent bias but not the bias stemming from a faulty exercise decision. The fact that we are discretisating a model in continuous time with a infinite dimensional state vector also introduces bias into all of the pricing procedures-not only to the Stochastic Mesh estimators. Table 4 exhibits the convergence results for the Stochastic Mesh estimator on a six different in-, at-, and out-of-the-money Bermudan receiver swaptions with five or eight years to maturity in a LM model based on six months rates. The mesh estimates and the standard error estimates were computed by re-running the method 50 times. M c indicates the estimates obtained using the "first-forward rate" technique while M d indicates the estimates obtained using densities in the stochastic mesh.
Convergence of the Mesh Estimators
Firstly, we note that the M c estimates converges and that the pure mesh estimator produces higher price estimates than the mixed estimator. Although we have no theoretical evidence for the relative position of these two estimators it is quite satisfying to see consistence to this degree.
Secondly, we note that in many cases are the M d estimates inconsistent in that the high biased estimator produces smaller estimates than the low biased estimator, thereby contradicting the theorectical properties of these estimators. This may be attributed to the fact that we are approximating a density function that really doesn't compute. Also, the low and high biased estimator may exhibit different kinds of bias patterns on accumulated 9 In earlier versions of this paper we used no control variates to reduce bias and variance of the estimates. We found that the high biased mesh estimator produced results inconsistent with those of all other estimators. As is turned out that similar inconsistencies were experienced in the works [BG97b] (refering to a personal conversation with Prof. Broadie, one of the authors of that paper), and these inconsistencies disappear when control variates were introduced, we decided to re-do all calculations using control variates. money market account estimates and caplet price estimates which will definitely influence the estimates of the swaption premia. Thirdly, we find convergence of all M d estimates to be poor (for some estimates there is slight even divergence). Taking into account that the time consumption grows by a factor of four as we move from "50/500" to "100/1000" mesh estimates or from "100/1000" to '200/2000" mesh estimates for each of the six Bermudan swaptions, it is evident that the "small" mesh estimator (50/500) is the one to be used.
On the basis of these results we conclude, that the M d estimators should not be used. It remains an issue whether the M c estimators are relevant alternatives. We will address this in the following sections.
As an aside we tried the M c estimator on the two factor model of scenario F and found the results to be consistent we the above. Table 5 exhibits a comparison between the "first-forward rate" mesh estimates and premia found using finite-difference on a BDT model by [And98] using a 200×200 finite-difference grid calibrated to a subset of LM model European swaption premia. The comparison is based on four different volatility scenarios in 1-factor models and four different swaption maturities. Again the LM models are based on six months rates. The mesh estimates were computed using a mesh width of 50, 500 simulation paths for the mixed estimator. Everything was re-run 50 times to reduce bias and obtain standard error estimates.
Mesh Estimators versus BDT
The table shows that mixed mesh estimates are nicely in line with the BDT premia, while the pure mesh estimates are in terms of basis points very close to the BDT premia. Most of the differences are, however, more than two standard errors. We note also that some of the pure mesh estimates are more than two standard errors larger than the BDT premia. On the basis of these results, we conclude that the pure estimator has roughly the same bias as the BDT whilst the mixed estimator is even lower biased.
As an aside we also added the results obtained using mesh estimators with densities. The table does not shown the inconsistencies found in the preceeding section. We atribute this to the fact that the scenarios A through D are all trivial volatility scenarios in constrast to the scenarios E and F.
Choice of Basis Functions for Longstaff-Schwartz Regression
For the continuation value function at each exercise date for each Bermudan swaption we will consider four different choices of functions: 10 Choice 1 A quadratic function in the current value of the money market account and the value of the underlying swap.
Choice 2 As choice 1, including also the value of the European swaption with exercise at 1/3 in between first and last exercise of the Bermudan swaption and the value of 10 Quadratic or quartic functions of one or more variables are refered to its general algebraic form. A quadratic function of two variables x1 and x2 is of the form the European swaption with exercise at 2/3 in between first and last exercise of the Bermudan swaption in the quadratic function.
Choice 3 As choice 1, including also the value of all European swaptions including in the Bermudan swaption in the quadratic function
Choice 4 A quartic function in the current value of the money market account and the value of the underlying swap.
As some or all of the European swaptions in choice 2 and 3 will be expired when considering the final exercise points of the Bermudan swaption, these will only be included when alive. Table 6 shows the estimated premia for a subset of Bermudan swaptions. We used 5,000 paths for the regression and 50,000 paths for the valuation. Clearly, there is no advantage in choosing a function more complex than that of choice 1. We have done the same examination for other Bermudan swaptions with the same finding. For the continuation value at each exercise date for each Bermudan swaption we will subsequently use Choice 1. Table 7 exhibits the convergence results for the prices estimated using Longstaff-Schwartz method on six different in-, at-, and out-of-the-money Bermudan receiver swaptions with five or eight years to maturity in a LM model based on six months rates. Except for problems with in-the-money options (strike at 6%) in the runs with 5,000 paths for the regressions, the estimates appears to converge. We also note that the standard error estimates are very small (much smaller the standard error estimates obtained in our initial runs where we used no control variates). Examing these problems into further detail we found that the in-the-money options tended to be exercised immediately much more in the run with 5,000 paths for the regressions than in the other runs. This could be caused by the fact that almost all of the regressions performed in the Longstaff-Schwartz method had a fairly low explanatory power. Table 7 : Convergence of Longstaff-Schwartz estimates on Bermudan receiver swaptions in scenarios E and F. Regres/Paths is short for the number of paths for regressions and the number of paths for valuation respectively. The swaptions can be exercised immediately, ie. T s = 0, and the final exercise date is after three years, ie. T x = 3. Standard errors are in parantheses. Table 8 and table 9 exhibits a comparison between the two Monte-Carlo extensions: the Longstaff-Schwartz method and the Andersen method. For the Longstaff-Schwartz method we estimated the continuation value at each exercise date for each Bermudan swaption using a quadratic function defined as Choice 1 in sub-section section 6.4. For the "LS-MC" estimates, we used 5,000 paths for the regression and 50,000 paths for the valuation. The "LA-MC" estimates were taken from table 18.
Convergence of the Longstaff-Schwartz Estimates

Longstaff-Schwartz versus Andersen
We observe that there is a good match between the premia we computed using the Longstaff-Schwartz method and the reference premia, although the exercise condition is different. In line with [And98] , we claim that the accuracy of exercise condition is less important to the accuracy of the swaption premium. Consistency is also fine with the premia computed using a non-recombining tree in [Rad98] .
Recalling the remark on the low explanatory power of the regressions in the LongstaffSchwartz method in the preceeding section, we favor the Andersen method due to it's non-parametric nature. Table 9 : Longstaff-Schwartz and Andersen prices versus BDT prices on Bermudan swaptions in scenarios A, B, C, and D for Bermudan swaptions. P/R is short-hand for Payer/Receiver. The final exercise date is one period prior to maturity, ie. T x = T e − 0.5. "LS-MC" are the premia computed using the Longstaff-Schwartz method with 1,000 simulation paths for the regressions and 10,000 simulation paths for the valuation. LA-MC are the premia computed by [And98] using 10,000 simulation paths for the exercise boundary search and 50,000 simulation paths for the valuation. Standard errors are in parantheses. The "LA-MC" premia were taken from table 17.
Mesh versus Longstaff-Schwartz and Andersen
By comparing the results in table 8 and table 4 and similarly by comparing the results in  table 9 and table 5 we find that the swaption premia computed using the three methods 11 are roughly in line with each other.
Moreover, we observed that the pure mesh estimates tended to be larger than estimates obtained by the other methods.
On a 400 MHz Pentium-II processor, the time consumption for a "50/500" mesh estimate (for table 4) using "first-forward rates" was 114 seconds while being 6814 seconds when using densities. The Longstaff-Schwartz estimates (for the scenario E part of table 8) required 205 seconds.
Factor Impact
Some studies (including [Sid98] and [LSCS99] ) indicate that there is a strong dependence (while others say the opposite) of exotics premia on the number of factors in the model.
When calibrating a LM model, the correlations of the period forward rates is often prefixed and depedent only of forward maturity tenor. By pre-fixing the correlatios we loose degrees of freedom in the calibration to given market quotes on caps and swaptions. When calibrating we also decide how many factors to include in the model, which is equivalent to saying how many factors (eigen-vectors) of the forward rate covariance we consider. To vanilla derivatives less dependent on forward rate correlations, these restrictions are of less importance-at least from a calibration point of view. In fact, the quality of fit will be largely indepedent of the number of factors in the model.
For a derivative highly dependent on the correlation of forward rates the situation might be different. High correlation (de-correlation) could imply low (high) sensitivity to the number of factors in model. Which in turn is the same sensitivity to correlation.
The question is whether Bermudan swaptions are correlation sensitive. A comprehensive study of this issue is not within the scope of this paper. Instead, we will here examine the impact on Bermudan swaption premia when adding factors to the LM model. For this purpose we sampled the EURIBOR swap, cap, and swaption market on February 17, 1999. The sampled quotes are in appendix B. Using these market data we calibrated LM models with 1-5, 7 and 10 factors. We used six months as the basic model period. We used pre-fixed correlations between the s and t forward tenor rates. The correlation matrix was constructed as ρ(s, t) = 0.3 + 0.7 exp {(−0.12 − 0.005 max(s, t))|s − t|} .
where s and t are forward tenors. 12 This produced a nice correlation structure similar to the one that can be obtained from the RiskMetrics datasets. The root mean square errors (between market premium and model premium) for all calibrations ranged from 1.3 to 1.6.
With these calibrated models we priced a range of Bermudan swaptions covering different strikes and maturities using the Longstaff-Schwartz method with the simple "Choice 1" continuation value function (as defined in section 6.3). We used 5,000 simulation paths for the estimation of the continuation value functions and 50,000 simulation paths for the valuation. The total run-time for pricing all swaptions varied between 800 and 1200 seconds depending on the number of factors in the model. Table 10 : Bermudan Swaptions Premia in multi-factor models. Receiver Bermudan swaptions with final exercise date one period prior to maturity, ie. T x = T e − 0.5. Used 5,000 simulation paths for the regressions and 50,000 simulation paths for the valuation. All standard errors were less than 1 bp.
The price results are shown in table 10. We find some impact on the swaption premia when increasing the number of factors. In fact, for most of the "short-lived" swaptions there is a tendency to decreasing premia while this is opposite for most of the "longlived" swaptions. We note that due to the small standard errors, these changes in premia are significant. Unlike what was shown in [Sid98] for a range of exotic instruments, we don't see the impact for Bermudan swaptions to be dramatic-even though our correlation matrix was far from being rank-one.
Discussion
We have reviewed and compared three different methods to price Bermudan swaptions in a LM model.
Each of the methods are general and could easily be used for other models than the LM model. In essence all three methods are extensions to Monte-Carlo simulation attempting to estimate the optimal exercise boundary. While the Longstaff-Schwartz and Andersen methods are very straigtforward and intuitive, the Stochastic Mesh method draws upon the intuition behind the tree and lattice methods.
In fact, one can see the Longstaff-Schwartz (LS) method as a special case of the Andersen method. The regressions of the LS method examplified in eq(20) is effectively a part of the early exercise indicator function of the Andersen method in eq(17). And as such LS simply provides a more elaborate-but less general-way of determining this function.
We have proposed two ways of computing the branch weights for the Stochastic Mesh. Although transition densities cannot be computed explicitly, we tried Stochastic Mesh with using a proxy for the conditional marginal transition densities. This is derived by effectively reducing the dimensionality of the state vector to the number of random factors in the model thereby ensuring that the covariance matrix for a marginal transition of rates is non-singular. This is a rather complicated and delicate procedure. As an alternative we fixed branch weights to match digital caplets on the "first-forward". In terms of time consumption the first method is several orders of magnitude slower than the latter.
In our numerical studies we found good match between the Longstaff-Schwartz, Andersen, and the mesh estimates using "first-forwards".
Theoretically, the Stochastic Mesh techniques produces low and high biased estimators. Probably due to the lack of explicit transition densities, the biasedness of the Stochastic Mesh is lost in practice. As the presence of the high biased estimator is the major advantage of the technique there is only little reason for using it on the LM model. The mesh estimates found using "first-forwards" are both biased low. The numerical results indicate the "pure mesh estimate" obtained with this technique to be in line with both Andersen and Longstaff-Schwartz.
Results generally indicate that the exercise boundary need not be estimated accurately to obtain results matching those that can be obtained using standard lattice methods. Indeed, as Andersen puts it, his method is "simple" and relatively easy to implement for Bermudan swaptions.
We also find that in a multi-factor LM model Bermudan swaption premia may change significantly although not dramatically as the number of factors in the model increase.
As a final note one can speculate how these methods would fit to more complex pricing problems such as Bermudan call-able structured swaps and flexible caps. The advantage of the Andersen method is indeed its simplicity. It would be interesting to see how the methods compare for Bermudan derivatives with a more complicated exercise decision problem such as flexi-caps. Table 12 : Scenario E (1-factor model) and F (2-factor model). The initial forward rate curve is flat 5.063%. For scenario E, these volatilities corresponds to the "Total Volatility" of Table 5 in [Rad98] each total volatility being multiplied by 1.02. For scenario F, these volatilities corresponds to the volatility loadings of Table 5 in [Rad98] each factor being multiplied by 1.035. The volatilities are taken to be right-continuoues stepwise constant, eg γ(t, T ) = 0.2493 when 0 ≤ T − t < 0.5. Table 13 : Premia for European options with exercise in three years (T s = 3) for scenarios E and F. The "CF" premia were computed using the [AA98] closed-form approximation. The "Tree" were taken from [Rad98] , while the "LA-MC" were taken from [And98] . We used Monte-Carlo simulation to compute the "MC" premia. The latter two used 50,000 simulation paths. Standard errors are in parantheses. All these European swaptions were used as control variates for the mesh estimators and the Longstaff-Schwartz estimators. Table 18 : Scenario E and F reference results. The swaptions can be exercised immediately, ie. T s = 0, and the final exercise date is after three years, ie. T x = 3. Standard errors are in parantheses. LA-MC results are reproduced from Tables 5a and 5b in [And98] where 5,000 simulation paths were used for the determination of the exercise boundary and 50,000 simulation paths were used for the valuation. Tree results are reproduced from Table 6 in [Rad98] where a 14-step tree was used for the valuation. All results in this table  where based on scenarios table 12 and table 12. 
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