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ABSTRACT
Despite decades of effort, the timing and duration of He II reionization and the properties of the
quasars believed to drive it, are still not well constrained. We present a new method to study both via
the thermal proximity effect – the heating of the intergalactic medium (IGM) around quasars when
their radiation doubly ionizes helium. We post-process hydrodynamical simulations with 1D radiative
transfer and study how the thermal proximity effect depends on He II fraction, xHeII,0, which prevailed
in the IGM before the quasar turned on, and the quasar lifetime tQ. We find that the amplitude of
the temperature boost in the quasar environment depends on xHeII,0, with a characteristic value of
∆T ≃ 104K for xHeII,0 = 1.0, whereas the size of the thermal proximity zone is sensitive to tQ,with
typical sizes of ≃ 100 cMpc for tQ = 10
8 yr. This temperature boost increases the thermal broadening
of H I absorption lines near the quasar. We introduce a new Bayesian statistical method based on
measuring the Lyα forest power spectrum as a function of distance from the quasar, and demonstrate
that the thermal proximity effect should be easily detectable. For a mock dataset of 50 quasars at
z ≃ 4, we predict that one can measure xHeII,0 to an (absolute) precision ≈ 0.04, and tQ to a precision
of ≈ 0.1 dex. By applying our formalism to existing high-resolution Lyα forest spectra, one should
be able to reconstruct the He II reionization history,providing a global census of hard photons in the
high-z universe.
Keywords: cosmology: theory – dark ages, reionization, first stars – intergalactic medium – quasars:
general
1. INTRODUCTION
The Epoch of Reionization, when the intergalactic
medium was ionized by astrophysical sources, is a key
juncture in the history of the Universe. When and
how reionization occurred informs models for the for-
mation and evolution of the first stars, galaxies, and
large-scale structure. Constraints on the Epoch of
Reionization are derived mainly from the measurements
of the Thompson scattering optical depth from the
Cosmic Microwave Background (Robertson et al. 2015;
Planck Collaboration et al. 2016) together with stud-
ies of the Lyα forest opacity towards high-redshift
quasars (Fan et al. 2006; McGreer et al. 2011). It is
widely believed that galaxies provide enough ionizing
photons (Robertson et al. 2010; Finkelstein et al. 2012)
to reionize intergalactic hydrogen by z ≃ 6. How-
ever, radiation from galaxies is unlikely to have been
hard enough to have doubly ionized helium (He II
−→ He III, requiring hν ≥ 54.4 eV). The cur-
rent paradigm is that the complete reionization of he-
lium was delayed until lower redshifts (z ∼ 3), when
quasars, which can emit the required energetic pho-
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tons, became sufficiently abundant (Madau & Meiksin
1994; Miralda-Escude´ et al. 2000; McQuinn et al. 2009;
Haardt & Madau 2012; Compostella et al. 2013, 2014;
La Plante et al. 2016).
The focus of this paper is on a new method to constrain
this reionization of the last electron of helium, termed
He II reionization. The temporal extent and morphology
of He II reionization remains relatively unconstrained.
Intergalactic He II Lyα absorption (λrestLyα = 303.78A˚) in
the far-UV spectra of zem ≃ 3−4 quasars directly probes
He II in the IGM (Hogan et al. 1997; Anderson et al.
1999; Heap et al. 2000; Shull et al. 2010; Worseck et al.
2011; Syphers et al. 2012; Syphers & Shull 2014;
Worseck et al. 2014; Zheng et al. 2015). The recent
discovery of regions in the IGM at z & 3.3 with signif-
icant transmission (Worseck et al. 2011, 2014) suggests
that He II reionization may have occurred earlier than
current models predict (which generically reionize He II
at the peak of the quasar epoch at z ≃ 3; McQuinn et al.
2009; Compostella et al. 2013, 2014; La Plante et al.
2016). However, this discrepancy could also result from
uncertainties in the simulations and in simplistic models
for quasar light curves (D’Aloisio et al. 2016).
If He II reionization did occur significantly earlier
than current models predict, additional photons be-
yond those produced by & L∗ quasars might be re-
quired. A possible candidate is a population of faint
quasars (Giallongo et al. 2015; Madau & Haardt 2015),
but other exotic sources have also been proposed, in-
cluding UV emission from ∼ 106K halos (Miniati et al.
2004), primordial globular clusters (Power et al. 2009),
mini-quasars (Madau et al. 2004), and dark matter an-
nihilations (Araya & Padilla 2014). Irrespective of the
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nature of these sources, if they reionized intergalactic he-
lium at z & 4, these sources also likely contributed sub-
stantially to H I reionization (Madau & Haardt 2015).
Unfortunately, it is not currently possible to probe the
ionization state of He II via far-UV He II Lyα absorption
at z & 4, and constraints on He II reionization from the
thermal state of the IGM do not all agree (Lidz et al.
2010; Becker et al. 2011; Upton Sanderbeck et al. 2016).
This paper introduces a new method to constrain the
timing of He II reionization.
In the last decades significant effort was invested
in measuring the thermal state of the IGM, aiming
to constrain the timing of H I and He II reioniza-
tion epochs. During these reionization events ioniza-
tion fronts propagated supersonically impulsively heat-
ing IGM gas to ∼ 104 K, though the exact amount
of injected heat depends on the spectral shape and
abundance of the ionizing sources, and the opacity of
the IGM (McQuinn 2012; Davies et al. 2016). Hydro-
dynamical simulations show that within several hun-
dred Myr of reionization, IGM gas relaxes onto a tight
power law temperature-density relation T = T0(ρ/ρ¯)
γ−1,
where T0 is the temperature at the cosmic mean density,
ρ¯ (Hui & Gnedin 1997; McQuinn & Upton Sanderbeck
2016). However, quasar driven He II reionization, which
is thought to increase the temperature of the IGM by
∆T ≃ 5 − 10 × 103 K at z ≃ 3 − 4 (McQuinn et al.
2009; Compostella et al. 2013), can lead to a signif-
icant changes in this relation (McQuinn et al. 2009;
Upton Sanderbeck et al. 2016; La Plante et al. 2016). A
comparable temperature increase at z ≃ 3 was reported
by Schaye et al. (2000) (see also Theuns et al. 2002c),
which was later qualitatively supported by Becker et al.
(2011). However, there is generally a lack of con-
sistency between these measurements and those from
other studies (Ricotti et al. 2000; McDonald et al. 2001;
Zaldarriaga et al. 2001; Lidz et al. 2010). In particu-
lar Lidz et al. (2010) found evidence for a much hot-
ter IGM at z & 3.5 than expected from current mod-
els (Puchwein et al. 2015; Upton Sanderbeck et al. 2016;
On˜orbe et al. 2016), in disagreement with Becker et al.
(2011).
Another important ingredient in reionization models
is the quasar lifetime, which determines the morphol-
ogy of the hard UV background (McQuinn et al. 2009;
Compostella et al. 2013, 2014; McQuinn & Worseck
2014). Recent lifetime estimates based on the light travel
time arguments in quasar host galaxies (tQ ≃ 10
5 yr;
Schawinski et al. 2010, 2015), and quasar powered Lyα
fluorescence (106 . tQ . 3 × 10
7 yr; Trainor & Steidel
2013; Borisova et al. 2015) are indirect, and alternative
physical mechanisms can be invoked to explain the obser-
vations. To date the most robust estimates of the quasar
lifetime are derived from the line-of-sight H I proximity
effect (Bajtlik et al. 1988; Haiman & Cen 2002) in Lyα
forest spectra. The quasar must shine for tQ & teq to
produce a detectable proximity zone, where the equili-
bration timescale teq ≃ Γ
−1
HI is the time it takes for the
IGM to reach ionization equilibrium with the quasar ra-
diation. At z ≃ 3−5, the H I photoionization rate is con-
strained to be ΓHI ≃ 10
−12s−1, which means light curve
variations from the proximate quasar will only produce a
line-of-sight proximity effect if tQ & 3×10
4 yr. On a pos-
itive note, Khrykin et al. (2016) demonstrated that He II
Lyα line-of-sight proximity zones in the far-UV spectra
of z ≃ 3−4 can probe quasar lifetimes on the more inter-
esting timescale of ∼ 10 Myr, although this method has
yet to be applied to real data. Here we propose another
method that we show is sensitive to comparable lifetimes
based on H I Lyα spectra, for which there exists a sub-
stantial amount of high-S/N, high-resolution data.
Before reionization is complete, quasars that turn on
in a medium in which the helium is initially He II, doubly
ionize it, creating He III regions. Photoionization of He II
−→ He III produces suprathermal photoelectrons, which
are thermalized, raising the temperature of the gas by
∼ 104K (Abel & Haehnelt 1999; Miralda-Escude´ & Rees
1994; McQuinn et al. 2009; Bolton et al. 2009). Such an
increase in IGM temperatures in the quasar environs is
referred to as the thermal proximity effect. As discussed
by Bolton et al. (2009) and Meiksin et al. (2010), this
temperature boost due to the evolution of He II frac-
tion can significantly alter the H I Lyα forest around the
quasar via additional thermal broadening of the Lyα ab-
sorption lines. For instance, Bolton et al. (2010, 2012)
claimed to measure IGM temperatures ≃ 0.3 dex higher
than expected in the proximity zones of z ∼ 6 quasars,
attributing this extra heating to the quasar reionizing its
surrounding He II. They also showed that this tempera-
ture boost can be used to infer the quasar lifetime, and
estimated a lower limit tQ & 10
6.5 yr.
The aim of this paper is to further investigate the line-
of-sight thermal proximity effect, quantify its detectabil-
ity, and determine how well it can constrain the timing
of He II reionization and the average quasar lifetime. We
combine cosmological hydrodynamical simulations with
post-processing radiative transfer calculations using the
1D radiative transfer algorithm specifically developed in
Khrykin et al. (2016) for this purpose, which allows us to
track the changes in the ionization state of helium and
hydrogen, and the associated temperature of the IGM
around quasars. We apply the power spectrum statistic
to the output of our simulations, which is directly sensi-
tive to thermal broadening, and thus to the average tem-
perature profile around quasars. We use Bayesian meth-
ods with Markov Chain Monte Carlo (MCMC) calcula-
tions to determine the accuracy with which the amount
of singly ionized helium in the IGM and the quasar life-
time can be determined.
This paper is organized as follows. In § 2 we briefly
explore the most important parameters of our numerical
model. We describe the thermal proximity effect during
He II reionization and show its impact on the properties
of the IGM gas in § 3. We introduce our method for
measuring He II fraction and quasar lifetime from the 1D
Lyα forest power spectrum in § 4. We present the results
of our MCMC analysis in § 5, and explore the possibility
of reconstructing the history He II reionization in § 6.
We briefly explore wavelet analysis as another method
to detect the thermal proximity effect in § 7. Possible
uncertainties and systematic errors are discussed in § 8,
and we summarize and conclude in § 9.
Throughout this paper we assume a flat ΛCDM cos-
mology with Hubble constant h = 0.7, Ωm = 0.27,
Ωb = 0.046, σ8 = 0.8 and ns = 0.96, and helium mass
fraction YHe = 0.24, consistent with recent Planck re-
sults (Planck Collaboration et al. 2016). All distances
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are quoted in units of comoving Mpc, i.e., cMpc.
As noted above, one of the goals of this paper is to un-
derstand the constraints that can be put on the quasar
lifetime, which is the time spanned by a single episode
of accretion onto the black hole. One should distinguish
this from the quasar duty cycle, which refers to the total
time that galaxies shine as active quasars. In the context
of proximity effects in the IGM, one actually only con-
strains the quasar on-time, which we will denote as tQ.
If we imagine that time t = 0 corresponds to the time
when the quasar emitted light that is just now reach-
ing our telescopes on Earth, then the quasar on-time is
defined such that the quasar turned on at time −tQ in
the past. This timescale is, in fact, a lower limit on the
quasar lifetime, which arises from the fact that we ob-
serve a proximity zone at t = 0 when the quasar has
been shining for time tQ, whereas this quasar episode
may indeed continue, which we can only record on Earth
if we could conduct observations in the future. For sim-
plicity in the text, we will henceforth refer to the quasar
on-time as the quasar lifetime denoted by tQ, but the
reader should always bear in mind that this is actually a
lower limit on the duration of quasar emission episodes.
2. SUMMARY OF THE NUMERICAL MODEL
We use a combination of smooth particle hydrodynam-
ics (SPH) simulations and a 1D post-processing radiative
transfer algorithm to study the thermal evolution of the
intergalactic medium around quasars. In this section we
present the most important features of our model and
refer the reader to the more detailed description given in
Khrykin et al. (2016).
2.1. Hydrodynamical Simulations
We run SPH simulations using the Tree-SPH code
Gadget-3 (Springel 2005) with 2 × 5123 particles and
a box size of 25h−1 cMpc. Starting at the location
of the most massive halos (M > 5 × 1011M⊙) at z =
[3.1, 3.5, 3.9, 4.3, 4.6] we extract 1000 sightlines (which we
will refer to as skewers) by casting the rays through the
simulation box at random angles and using the periodic
boundary conditions to wrap the skewers through the
simulation volume. The resulting skewers have a total
length of 160 cMpc with a pixel scale of dr = 0.01 cMpc
(dv = 1.0 km s−1). While most of the discussion in this
paper focuses on the output at z = 3.9, we consider other
redshifts as well in § 6. Note that we also perform our
calculations at redshift z = 5.0, for which we do not
have outputs of the hydrodynamical simulations. How-
ever, assuming that there is no evolution of the density
field between two redshifts, and the only change is due
to the cosmological expansion, we simply re-scaled the
density field of z = 4.6 output by a factor of (1 + z)
3
,
which is a good approximation.
2.2. Radiative Transfer Algorithm
Skewers are extracted from the SPH simulation vol-
ume, and are post-processed using our 1D radiative
transfer algorithm, based on the C2-Ray algorithm
(Mellema et al. 2006). We assume the quasar, placed at
the beginning of each skewer, has a spectral energy dis-
tribution (SED) which can be approximated by a power-
law, such that its specific photon production rate Nν at
frequencies ν ≥ νth is given by
Nν =
αQ
νth
(
ν
νth
)−(α+1)
, (1)
where Q is the production rate (photons s−1) of photons
with frequency above the H I (or He II) ionization thresh-
old νth, and the spectral index is assumed to be α = 1.5
(fν ∼ ν
−α), consistent with inferred values from UV
composite quasar spectra (Telfer et al. 2002; Shull et al.
2012; Lusso et al. 2015). Following the procedure de-
scribed in Hennawi et al. (2006) (see also Khrykin et al.
(2016) for details), we find that for a median i-band mag-
nitude i = 18.6 of quasars at z ≃ 4 the Q1Ry ≃ 10
57.4s−1
and Q4Ry ≃ 10
56.5s−1, which we adopt as our fiducial
values throughout the paper.
2.2.1. Photoionization of He II
The quasar He II photoionization rate in each cell is
given by
ΓQSOHeII =
∫ ∞
ν4Ry
Nνe
−〈τν〉
(
1− e−〈δτν〉
)
〈nHeII〉Vcell
dν, (2)
where 〈τν〉 is the optical depth along the skewer from
the source to the current cell, 〈δτν〉 is the optical depth
inside the cell, 〈nHeII〉 is the average number density of
He II in this cell, and Vcell is the volume of the cell. The
angular brackets indicate time averages over the discrete
time step δt. Combining with eqn. (1), eqn. (2) becomes:
ΓQSOHeII =
αQ4Ry
nHeIIVcellνth
∫ ∞
νth
(
ν
νth
)−(α+1)
e
−〈τν〉
(
1− e−〈δτν〉
)
dν.
(3)
We note that our radiative transfer algorithm is not
tracking multiple frequencies, but rather calculates the
frequency-integrated quasar photoionization rate given
by eqn (3). For a given quasar SED (eqn. 1), and ap-
proximating the He II absorption cross-section as σν ≈
σth (ν/νth)
−3
, eqn. (3) has a direct analytic solution de-
pending on 〈τth〉 and 〈δτth〉, evaluated at a single fre-
quency corresponding to the He II 4 Ry ionization thresh-
old.
In order to account for additional ionizations caused
by He II ionizing photons emitted by other sources in
the Universe, we also include the He II intergalactic
ionizing background in our calculations. We approxi-
mate it as being constant in space and time, and we
add it in each pixel of our skewers, yielding the total
He II photoionization rate ΓtotHeII = Γ
QSO
HeII + Γ
bkg
HeII. We
also include a prescription for more careful modeling of
the attenuation of He II ionizing background by He II-
LLSs (McQuinn & Switzer 2010), details of which can be
found in Appendix B of Khrykin et al. (2016).
2.2.2. Time-evolution of He II Fraction
Given eqn. (3), the time-evolution of the He II fraction
xHeII (t) is described by
dxHeII
dt
= −ΓtotHeII (t) xHeII + neα
[HeII]
A (1− xHeII) , (4)
where ne is the number density of free electrons, and
α
[HeII]
A is the He II Case A recombination coefficient. In
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Khrykin et al. (2016) we showed that evolution of He II
proximity zones around quasars can be described by the
He II fraction xHeII approaching ionization equilibrium.
This approach depends on the characteristic timescale on
which the He II ionization state of IGM gas responds to
the changes in the radiation field, i.e., the equilibration
time, given by
teq =
(
ΓtotHeII + neα
[HeII]
A
)−1
≈ ΓtotHeII
−1 (5)
Since for He II at z ≃ 3 − 4 the equilibration timescale
is t
[HeII]
eq ≈ 107 yr, comparable to quasar lifetimes tQ, the
ionization equilibrium is a poor approximation. Hence,
we follow the full time-dependent radiative transfer of
He II in the proximity zone.
The mean initial He II fraction xHeII,0 is calculated
from 100 skewers by running our radiative transfer algo-
rithm with quasar turned off, and the He II background
being the only source of ionizations. The desired value of
xHeII,0 is then set by adjusting the He II ionizing back-
ground. These He II background values are then used in
radiative transfer calculations with quasar turned on.
Further, using our 1D radiative transfer algorithm we
integrate eqn. (4) for the time-evolution of xHeII over
time t = tQ, which denotes the quasar lifetime, yielding
the He II fraction xHeII at each location along the given
skewer. We refer the interested reader to Khrykin et al.
(2016) for more detailed description of our radiative
transfer calculations, the time-evolution of He II fraction,
and its effect on the structure of the quasar proximity
zones.
2.2.3. Treatment of H I
Analogous to eqn. (2), our radiative transfer algorithm
calculates the quasar H I photoionization rate ΓQSOHI
given by
ΓHIQSO =
1
4πr2
∫ ∞
ν1Ry
NνσHIdν, (6)
where σHI is H I absorption cross-section, and we as-
sumed that hydrogen is highly ionized and hence opti-
cally thin to ionizing radiation, which is valid at z . 6,
well after H I reionization has been completed. We also
assume that all radiation at frequencies ν & ν4Ry is ab-
sorbed by He II, which is valid for the same case of highly
ionized H I.
Similar to helium, we introduce the metagalactic H I
ionizing background, described by the photoionization
rate ΓbkgHI , to quantify the influence of all other sources
of H I ionizing photons, i.e., ΓtotHI = Γ
QSO
HI + Γ
bkg
HI . The
value of ΓbkgHI is chosen to match the mean transmission
at all redshifts considered in this work, consistent with
the measurements of Becker et al. (2013a)7
Because the H I equlibration time is so short, i.e.
t
[HI]
eq ∼ Γ
−1
HI ≈ 10
4 yr, we assume that H I is in ion-
ization equilibrium, which is an excellent approximation
provided tQ ≫ Γ
−1
HI . Hence, under this assumption, the
7 We match these values of the mean transmitted flux by run-
ning radiative transfer simulations with quasar turned off and H I
ionizing background ΓbkgHI as the only source.
H I fraction xHI at every pixel along the skewer is set by
xHI = neα
[HI]
A
(
neα
[HI]
A + Γ
tot
HI
)−1
, (7)
where α
[HI]
A is the H I Case A recombination coefficient.
We note that in our radiative transfer calculations we
have assumed that all neutral helium, i.e., He I, has been
already singly ionized together with H I at z & 6. Hence,
the He I fraction is xHeI ≪ 1. Therefore, the He I elec-
trons are taken into account when computing the frac-
tions of He II and H I, whereas He II electrons are used
according to the computed xHeII from the radiative trans-
fer algorithm.
2.3. Evolution of the Temperature
Consider an element of ideal gas in the expanding Uni-
verse exposed to the quasar radiation. The temperature
T of the gas element then evolves with time t according
to the first law of thermodynamics (see Hui & Gnedin
1997)
dT
dt
= −2HT +
2T
3 (1 + δ)
dδ
dt
−
T
ΣiXi
dΣiXi
dt
+
2
3kBnb
dE
dt
,
(8)
where H is the Hubble parameter, E is the internal en-
ergy of the gas, nb is the number density of the baryonic
particles (including electrons), and kB is the Boltzmann
constant.
The first term on the right-hand side of eqn. (8) corre-
sponds to adiabatic cooling due to the expansion of the
Universe. The expansion cooling timescale of the low
density photoionized gas in the IGM (∆ . 10) is the
Hubble time tH (Miralda-Escude´ & Rees 1994). Thus,
because tH (z ≃ 4) ∼ 2× 10
9 yr is much longer than the
quasar lifetimes we consider in this paper (106 yr ≤ tQ ≤
108 yr), this term would result in a small change in the
temperature of the gas over this timescale and therefore
is neglected in our analysis. The second term describes
the cooling or heating from structure formation, which
also has a characteristic time of the Hubble time, tH.
Thus, this term can be neglected for the same reason as
the first one, i.e. tQ/tH ≪ 1. The third term, which
represents the change in the internal energy of the gas
particles due to the change in the number of particles
is also smaller than the dominant heating mechanism
during reionization described by the last term (≈ 4%;
Upton Sanderbeck et al. 2016), which accounts for the
amount of heat gained (lost) per unit volume from radia-
tion processes. Hence, assuming that hydrogen is already
ionized and helium is singly ionized (He I −→ He II), and
that gas is exposed to the quasar radiation for the time
tQ ≪ tH, we can simplify eqn. (8) to
dT
dt
≃
2
3kBnb
dE
dt
=
2
3kBnb
nHeIIǫHeII, (9)
where nHeII is the number density of He II atoms
and ǫHeII is the total quasar photoheating rate. Us-
ing eqn. (4) and given that the recombination timescale
is very long compared to the photoionization timescale
(trec ≃ 10
9 yr≫ 1/ΓtotHeII), and ignoring collisional ioniza-
tion of He II, the rate of change of He II number density
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nHeII is
dnHeII
dt
= −nHeIIΓ
tot
HeII (10)
Therefore, combining eqn. (9) and eqn. (10) yields
dT
dt
≃
2
3kBnb
∣∣∣∣dnHeIIdt
∣∣∣∣ ǫHeIIΓtotHeII . (11)
We can also write dnHeII/dt in terms of He II fraction
xHeII as
dnHeII
dt
=
ρcritΩb
mp
YHe
4
(1 + δ) (1 + z)
3 dxHeII
dt
, (12)
where ρcrit is the critical density of the Universe, mp
is the mass of proton, and (1 + δ) is the gas density in
units of the cosmic mean density. Finally, combining
eqn. (11) and eqn. (12) and taking into account that the
total number density of baryons is nb ≈ nH + nHe +
ne (number density of hydrogen and helium atoms, and
electrons) the temperature evolution is given by
dT
dt
≃
2
3kB
YHe
4 (2− 5YHe/4)
dxHeII
dt
〈E〉 (13)
where 〈E〉 = ǫHeII/Γ
tot
HeII is the average excess energy per
per photoionization of a He II atom given by
〈E〉 =
[∫ ∞
νth
Nνσνe
−〈τν〉
(
1− e−〈δτν〉
)
(hν − hνth) dν
]
/[∫ ∞
νth
Nνσνe
−〈τν〉
(
1− e−〈δτν〉
)
dν
]
(14)
We neglect the heating by the H I and He II ionizing
background, since this is accounted for via the treat-
ment of photoionization heating in the hydrodynamical
simulation. Given the quasar SED slope α (eqn. 1),
the frequency integral for the the average excess en-
ergy per ionization 〈E〉 in eqn. (14) has an analytical
solution, which is then evaluated at each time step of
our 1D radiative transfer calculations using the values
of 〈τν〉 and 〈δτν〉 computed by the code. If we assume
an optically thin limit and use eqn. (13), we can esti-
mate the lower limit on expected heating produced by
the quasar ∆T ≃ 0.6hνth/[28 kB (α+ 2)] ≃ 4500
◦K
(McQuinn et al. 2009). In reality, however, the exact
amount of heating depends on how many of hard pho-
tons are absorbed close to the quasar (i.e., their mean-
free path), the properties of quasar itself and the history
of He II reionization.
2.4. Examples Outputs from the Radiative Transfer
Code
Following the approach described in Theuns et al.
(1998), we calculate H I and He II spectra along each of
the skewers taken from the SPH simulations at all con-
sidered redshifts. Figure 1 illustrates an example output
of our radiative transfer calculations with multiple phys-
ical quantities along one skewer. The quasar is located
at r = 0. We show results from two models: the red
curves assume a quasar which shines for tQ = 10
6 yr in
an IGM where helium is already largely doubly ionized
with xHeII,0 = 0.05, where xHeII,0 represents the He II
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Figure 1. Example sightline at z = 3.9 from our radiative trans-
fer calculations assuming a quasar turns on for tQ = 10
6 yr in IGM
with initial He II fraction xHeII,0 = 0.05 (red) and tQ = 10
8 yr in
IGM with xHeII,0 = 1.00 (black). We indicate the initial He II
fractions xHeII,0 before the quasar is on by the dashed lines in the
panel with xHeII evolution. The x-axis indicates distance r from
the quasar in units of comoving Mpc. Panels show (from top to
bottom): the overdensity, the He II fraction xHeII, the He II pho-
toionization rate ΓtotHeII, the temperature of the gas T , transmission
in He II and H I, respectively.
fraction before the quasar turns on. Whereas for the
black curves the quasar shines for a longer tQ = 10
8 yr
in an initially singly ionized IGM (i.e. before the epoch of
He II reionization) with xHeII,0 = 1.0. The quasar photon
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production rates at H I and He II ionization thresholds
are set to our fiducial values (see Section 2.2).
The uppermost panel of Figure 1 plots the gas density
along the skewer in units of the cosmic mean density.
The second panel from the top illustrates the He II frac-
tion for the two models. The horizontal dashed lines
indicate the initial He II fraction set by He II ionizing
background only, which prevailed in the IGM prior to
the quasar turning on (see § 2.2.2). As expected, close to
the quasar (at r . 20 cMpc) helium is highly doubly ion-
ized (xHeII,0 . 10
−3.5) in both models due to the quasar’s
radiation. However, because the quasar photoionization
rate drops off approximately as r−2, which is illustrated
in the third panel from the top, at larger radii it becomes
sufficiently small and no longer dominates over the He II
background. Therefore, the xHeII in both models asymp-
tote to the initial values set by ΓbkgHeII, i.e., xHeII,0 = 0.05
(red) and xHeII,0 = 1.00 (black), respectively.
The fourth panel from the top illustrates the IGM tem-
perature along the skewer. According to eqn. (13) the
heat input due to quasar radiation is proportional to the
change in the He II fraction as the quasar ionization front
traverses through the surrounding IGM. Hence, the tem-
perature in the xHeII,0 = 1.00 model, where the quasar
radiation significantly changes xHeII, is ≈ 2 times higher,
than that of the xHeII,0 = 0.05 model, in which the IGM
was already highly doubly ionized to begin with.
As expected, the He II transmission (fourth panel from
the top), which depends on xHeII, follows the general ra-
dial trend set by the evolution of the He II fraction. It
is apparent from Figure 1 that, the sizes of He II prox-
imity zones in two illustrated models are nearly identi-
cal, despite the different values of tQ and Γ
bkg
HeII used in
these models. Indeed, as we showed in Khrykin et al.
(2016), there is a significant degeneracy between xHeII
and quasar lifetime tQ in setting the sizes of He II Lyα
proximity zones. Remember that acquiring far ultravi-
olet He II Lyα spectra of quasars at such high redshifts
(z & 3.9) is extremely difficult, therefore, it will be hard
to break this degeneracy and determine tQ and xHeII di-
rectly from the spectra. The apparent difference in IGM
temperatures in two considered models is also difficult to
distinguish from the effect of this degeneracy.
The H I transmission, on the other hand, which can
be directly probed with optical spectra to much higher
redshifts z . 6, when hydrogen is highly ionized af-
ter the end of H I reionization, is also sensitive to the
heating of the intergalactic gas. The bottom panel of
Figure 1 shows that H I Lyα transmission in the hot-
ter model (black curve) with xHeII,0 = 1.00 is smoother
and shows less small-scale structure, than that of cooler
xHeII,0 = 0.05 model. This so-called “thermal proximity
effect” due to the nearby quasar radiation results from
thermal Doppler broadening and the differences in IGM
temperature between the two models (see middle panel
of Figure 1). In § 4 we show that this effect can be used
to constrain the parameters of interest, i.e., quasar life-
time tQ and the initial He II fraction xHeII,0. But first, to
build intuition about the physical mechanisms responsi-
ble for the shape of the IGM temperature profiles in the
vicinity of quasars, we explore how these profiles depend
on quasar lifetime and initial He II fraction in the next
section.
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Figure 2. Thermal evolution of the intergalactic medium around
the quasar in different radiative transfer simulations. The upper
panels show the evolution of the median fraction of singly ionized
helium xHeII, while the bottom panels illustrate the evolution of
the median temperature boost in the IGM. Left side panels show
thermal evolution of the IGM as a function of initial He II fraction
at a fixed quasar lifetime tQ = 10
8 yr. Whilst right side panels
show thermal evolution of the IGM as a function of different values
of quasar lifetime while keeping fixed initial He II fraction xHeII,0 =
1.0. The dashed lines in the upper left panel indicate the values of
initial He II fraction xHeII,0 in three different models. All median
profiles are computed from 1000 simulated skewers.
3. THE STRUCTURE OF QUASAR THERMAL
PROXIMITY ZONES
3.1. Temperature profiles: effects of tQ and xHeII,0
We calculate the median temperature and xHeII pro-
files for several models using radiative transfer calcula-
tions for 1000 skewers. The results are shown in Figure 2:
the upper panels show the evolution of the median He II
fraction xHeII and bottom panels show the median dif-
ference in temperature of the IGM ∆T prior to quasar
turning on (Tinit) and after quasar activity (TQSO) for
several different models8. The panels at left show the
evolution of these parameters as a function of initial He II
fraction xHeII,0, which prevailed in the IGM before the
quasar turned on, while keeping the quasar lifetime fixed
to tQ = 10
8 yr. Whereas, the panels on the right show
models with three different values of quasar lifetime tQ
and the initial fraction of singly ionized helium fixed to
xHeII,0 = 1.0. Several trends are immediately apparent
from Figure 2.
First, in Khrykin et al. (2016) we showed that the size
of the He II proximity zone, where the He II fraction
is greatly reduced by the quasar ionization front sweep-
ing across the IGM, depends strongly on the quasar life-
time tQ. This is clearly shown in the upper right panel
of Figure 2. The same lifetime dependence is manifest
8 We compute the median profiles for illustration purposes only,
because the mean profiles are much noisier due to sightline-to-
sightline fluctuations and the effects of He II LLSs.
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Figure 3. Temperature-density relation in simulations. Left: prior to quasar turning on, right: in radiative transfer simulations after
quasar has been on for tQ = 10
8 yr in IGM with initial He II fraction xHeII,0 = 1.00. The relation is calculated at radial distances
r = 40− 70 cMpc where the temperature boost is maximal in the models we consider (see Figure 2).
in the temperature profiles in the bottom right panel
of Figure 2. This is because for longer lifetimes (e.g.,
tQ = 10
8 yr) the quasar ionization front travels much
further into the IGM, boosting the IGM temperature by
∆T ≃ 104 K (in case of xHeII,0 = 1.0). In contrast,
the quasar ionization front has not yet reached the same
distance in the short lifetime model (e.g., tQ = 10
6 yr),
for which the size of the region is ≈ 4 times smaller. In
other words, the longer the IGM has been exposed to
the quasar radiation, the larger the radial extent of the
thermal proximity effect.
The panels at left in Figure 2 indicate that the IGM
temperature in the quasar proximity zone also depends
significantly on the amount of initially singly ionized he-
lium, xHeII,0. It is apparent that if xHeII,0 = 1.0 (black
curve), more hard photons emitted by the quasar photo-
heat the IGM and the median temperature is boosted by
∆T ≃ 104 K, whereas there is no significant change in
temperature if helium was already highly doubly ionized
(xHeII,0 = 0.05) before the quasar turned on (blue curve).
According to eqn. (13) ∆T ∼ constant × ∆xHeII〈E〉,
hence, if xHeII ≃ 0.05, then the temperature boost will
be much smaller. To summarize, whereas the quasar life-
time determines the size of the thermal proximity zone,
the value of initial He II fraction sets the amplitude of
the temperature boost in the zone.
Finally, it is apparent from bottom panels of Figure 2
that for fixed values of initial He II fraction and quasar
lifetime the boost of IGM temperature is higher at larger
distances from the quasar. This is due to the filtering of
the intrinsic quasar spectrum by the IGM, which hard-
ens the ionizing radiation field (Abel & Haehnelt 1999;
McQuinn et al. 2009; Bolton et al. 2009; Meiksin et al.
2010). Eqn. (13) indicates that the amount of heat input
over the time-step t is proportional to the average excess
energy 〈E〉. Since the mean free path of He II ionizing
photons scales as λmfp ∝ ν
3, photons with energy near
the edge Eion ≃ hν ≃ 4 Ry have a short mean free path.
They, therefore, are preferably absorbed by the IGM very
near the quasar resulting in a small value of 〈E〉. On the
other hand, the high-energy photons can travel much fur-
ther into the IGM before getting absorbed, owing to their
sufficiently longer mean free path. They, thus inject more
heat at larger distances from the quasar.
3.2. Temperature-Density Relation
Eqn. (8) indicates that the temperature of the
intergalactic gas is determined by the competition
between heating and cooling processes, dominated
by the photoheating due to metagalactic UV back-
ground radiation and adiabatic cooling due to the
expansion of the Universe.9 This competition re-
sults in a tight relation between the temperature and
density of the (unshocked) gas which can be approx-
imated by a power-law T = T0∆
γ−1
b (for ∆b ≤ 10),
where T0 is the temperature at mean density, γ is
the power-law index, and ∆b = ρ/ρ¯ is the overden-
sity. This power-law index asymptotes to a value
γ ≈ 1.6 (Miralda-Escude´ & Rees 1994; Hui & Gnedin
1997; Hui & Haiman 2003; McQuinn et al. 2009;
McQuinn & Upton Sanderbeck 2016) several hundred
Myr after reionization events.
It is expected that He II reionization will significantly
change the temperature-density relation, tending to
make it more isothermal, with γ −→ 1 (McQuinn et al.
2009; Compostella et al. 2013; La Plante et al. 2016).
This is illustrated in Figure 3 where we compare the
temperature-density relation from 1000 skewers before
quasar turns on (left panel) with their values after
these skewers have been post-processed with our ra-
diative transfer code, for a model with tQ = 10
8 yr
and xHeII,0 = 1.00 (right panel). The figure shows
the temperature-density relation at distances r = 40 −
70 cMpc from the quasar, where according to Figure 2
9 Gadget-3 code used in this study also models radiative cooling.
It uses a cooling curve for primordial gas assuming an ionizing
background with ΓHI = 10
−12s−1 which takes a spectral index in
the specific intensity Iν of 0 (Noh & McQuinn 2014).
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Figure 4. Parameters of the temperature-density relation: tem-
perature at mean density T0 and the power-law index γ, for the
same set of radiative transfer simulations as in Figure 2.
the temperature boost is maximal for the models we con-
sider. Whereas the original hydrodynamical simulation
resulted in temperature-density relation of (T0 = 10
4K,
γ = 1.5), the roughly density independent boost of ∆T ≃
0.3 dex in the proximity zone results in (T0 = 10
4.3K,
γ = 1.2). Similar effects are seen in full 3D radiative
transfer simulations of He II reionization (McQuinn et al.
2009; Compostella et al. 2013; La Plante et al. 2016).
In order to study how the quasar radiation impacts
the temperature-density relation with respect to our pa-
rameters of interest tQ and xHeII,0 we fit the distribution
of densities and temperatures in each pixel along 1000
sightlines of models shown in Figure 2 with a power-law
to calculate T0 and γ. To reduce the scatter due to den-
sity fluctuations, we calculate the mean T0 and γ in bins
of 20 pixels, which corresponds to ∆r ≃ 0.25 cMpc. The
results are shown in Figure 4. As expected, the radial
profile of T0 and γ closely follows that of the IGM tem-
perature boost, which in turn reflects the dependencies
on He II fraction and quasar lifetime described previously
(see Figure 2).
The main effect of quasar radiation on the
temperature-density relation is twofold. First, the inter-
galactic medium becomes much hotter due to additional
heat injected by the quasar ionization front traversing
through the IGM. This is reflected by the increase in
T0 by ∆T0 ≃ 0.3 − 0.4 for xHeII,0 = 1.00 model and
smaller temperature boosts for smaller He II fractions.
Second, the temperature-density relation flattens in the
quasar proximity zone with γ deviating from the asymp-
totic value γ = 1.5 (which prevailed in the IGM prior to
quasar turning on; see left panel of Figure 3) towards the
isothermal value of γ = 1. As illustrated previously, the
exact amplitude and extent of these changes strongly de-
pend on the value of the initial He II fraction and quasar
lifetime, as well as distance from the quasar in the ther-
mal proximity zone. These trends are illustrated by the
different curves in Figure 4.
To summarize, we investigated the dependence of the
radial IGM temperature profile around quasars on the
initial He II fraction xHeII,0 and the quasar lifetime tQ.
We demonstrated that the radial extent of the elevated
IGM temperatures probes the quasar lifetime, whereas
the amplitude of the temperature boost is set by the
amount of singly ionized helium in the IGM prior to
the quasar turning on. Therefore the thermal proxim-
ity effect can be used to constrain both of these parame-
ters and ultimately determine how quasar lifetime evolves
with redshift, and the redshift at which He II reioniza-
tion occurred. In what follows we describe a method to
detect the thermal proximity effect and constrain these
parameters.
4. LINE-OF-SIGHT POWER SPECTRUM
STATISTICS
Among the many methods used to study thermal evo-
lution of the IGM the Lyα forest flux power spectrum
is the most sensitive probe of the temperature of the
gas in the IGM. This is due to the fact that thermal
Doppler broadening affects the properties of the H I Lyα
forest resulting in a prominent small-scale (high-k) cut-
off in the power (McDonald et al. 2000; Zaldarriaga et al.
2001; Croft et al. 2002; Viel et al. 2009). In this section
we show that by measuring the power spectrum in bins
of radial distance from the quasar, one can detect the
thermal proximity effect and constrain the He II fraction
xHeII,0 and quasar lifetime tQ. In § 7 we also discuss
another method to detect the thermal proximity effect
based on wavelet analysis.
Recall Figure 2 where we showed that the amplitude
and the extent of the thermal proximity effect around the
quasar have a strong radial dependence which is sensitive
to the quasar lifetime, and a temperature boost sensitive
to the initial singly ionized fraction. Hence, the thermal
broadening of the H I Lyα forest will be a function of
quasar lifetime tQ, initial He II fraction xHeII,0 and dis-
tance r from the quasar. Our approach is therefore to
calculate the average H I Lyα forest power spectrum of
a sample of quasars (we use a total number of N = 1000
simulated H I Lyα spectra) in bins of ∆r = 10 cMpc
and to compare the results with the power spectra from
control regions far away from quasars and hence outside
of their proximity zones. Very close to the quasar strong
absorbers intrinsic to the quasar environment and shock-
heated gas will complicate our analysis, and this galaxy
formation physics will not be properly captured by our
hydrodynamical simulations, hence we will exclude the
first 3 cMpc closest to the quasar along each line-of-sight.
The flux contrast along the line-of-sight can be written
as
δF (x) =
F (x)
〈F 〉
− 1, (15)
where F (x) = exp (−τ) is the transmitted flux in each
pixel x of the skewer with optical depth τ , and 〈F 〉 is the
mean flux of the IGM at any given redshift, for which we
adopt measurements of Becker et al. (2013a). The line-
of-sight power spectrum of the Lyα forest P (k|r) as a
function of wavenumber k and distance from the quasar
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r is then given by
P (k|r) = 〈|δF˜ (k) |2〉N (16)
where δF˜ (k) corresponds to the Fourier transform of δF
at wavenumber k, for a chunk of spectra in a ∆r =
10 cMpc at distance r from the quasar, and angular
brackets denote the averaging over total ensemble of
skewers N . We adopt the common convention of work-
ing with the dimensionless power spectrum π−1kP (k|r).
Note, given the described binning in radial direction,
we cannot measure k-modes larger than the fundamen-
tal mode of the 10 cMpc radial bin, hence the range of
k-modes we consider is k = [0.007, 0.3] km−1s, where
kmin = 2π/10 cMpc ≃ 0.007 km
−1s and kmax is limited
to kmax ≃ 0.3 km
−1s. The range of k modes between
kmin and kmax is also divided into 10 bins that are equally
spaced in log k space.
In the following sections we investigate the sensitivity
of this power spectrum computed in radial bins to the
value of the quasar lifetime, and the initial fraction of
singly ionized helium.
4.1. Sensitivity to Quasar Lifetime
We compute three different models with tQ = 10
6 yr,
tQ = 10
7 yr, and tQ = 10
8 yr, while the value of the
initial He II fraction is fixed to xHeII,0 = 1.0. The
left columns of Figure 5 show simulated individual H I
Lyα transmission spectra and temperature profiles in the
proximity zone for these three models, calculated in three
different radial bins, while the right column illustrates
the corresponding H I Lyα power spectra averaged over
1000 skewers in the same radial bins. The errorbars
σdata, computed from 500 random realizations of data
power spectrum (N = 50 skewers) drawn from origi-
nal 1000 skewers of the model with tQ = 10
8 yr and
xHeII,0 = 1.00, serve as an example of the constrain-
ing power of a realistic dataset 10. The bottom sub-
panels in the right column also show the difference ∆P
in each radial bin between the power spectrum of each
model and the power spectrum of our fiducial model (i.e.,
tQ = 10
8 yr and xHeII,0 = 1.00) divided by the simulated
error σdata. There are several trends that are immedi-
ately apparent from Figure 5.
First, in the bin closest to the quasar (r = 3−13 cMpc)
the time required by the ionization front to reach this
distance and photoionize the gas is less than the quasar
lifetimes for all three of the models shown. Thus, very
close to the quasar the amplitude of the temperature
boost is the same independent of the quasar lifetime (see
Figure 2), and the resulting H I Lyα forest for these
three lifetimes are indistinguishable in this bin, and the
average power spectra are identical.
However, further away from the quasar the difference
between power spectra increases. It is apparent that at
an intermediate distance r = 43− 53 cMpc the Lyα for-
est spectra and temperature profiles of the three models
differ significantly. For the longest lifetime model the
quasar ionization front has already traversed and ionized
gas at this distance and boosted the IGM temperature
10 The choice of N = 50 skewers is based on the number of
existing archival high-resolution H I Lyα forest spectra covering
z ≃ 4.
by ∆T ≈ 104 K (see Figure 2), whereas it has not yet
reached this distance in models with shorter quasar life-
time (tQ = 10
7 yr and tQ = 10
6 yr). Thus, the temper-
ature of this region of the IGM is lower in these mod-
els, than in tQ = 10
8 yr model. This difference in the
IGM temperature produces different amounts of thermal
broadening in the Lyα forest, that is why the H I Lyα
forest of the longest lifetime model becomes smoother
and contains less saturated absorption features, than H I
Lyα spectra of cooler models. Accordingly, the power
spectrum of the tQ = 10
8 yr models exhibits less small-
scale power (high-k), because it is smoothed out by the
thermal broadening. Thus, we conclude that there is
considerably more small-scale power (k & 0.05 km−1s)
in models with shorter quasar lifetimes. The differences
between the power spectra in this radial bin, illustrated
in the bottom subpanel, shows that these models should
be easily distinguishable.
Finally, far away from the quasar at r ≃ 93−103 cMpc
the difference between the power spectra of tQ = 10
6 yr
and tQ = 10
7 yr models diminishes again because there
was not enough time for the quasar ionization front to
reach and ionize gas at this distance, and significantly
change the temperature of the IGM, whereas the thermal
proximity zone for the tQ = 10
8 yr model extends out to
r ∼ 100 cMpc and still exhibits a small boost ∆T ≈
103 K (see Figure 2). Hence the tQ = 10
6 yr and tQ =
107 yr models are indistinguishable in this bin and the
gas is at the ambient IGM temperature, whereas these
models differ from the tQ = 10
8 yr model.
4.2. Sensitivity to initial He II Fraction
Similarly, we now investigate the sensitivity of the line-
of-sight Lyα power spectrum statistics to the variations
of the initial He II fraction. Akin to the discussion in pre-
vious section we run three radiative transfer simulations,
each with different values of the initial He II fraction
xHeII,0 = 0.05, xHeII,0 = 0.50, and xHeII,0 = 1.00, respec-
tively. The quasar lifetime is fixed to tQ = 10
8 yr. Fig-
ure 6 illustrates the resulting H I Lyα transmission, IGM
temperature profiles and power spectra of these models
in the same radial bins as Figure 5.
In § 2.3 we showed that the initial He II fraction
determines the amplitude of the temperature boost in
the proximity zone (see left panels of Figure 2). Thus,
one naturally expects to see significant differences in
the properties of the H I Lyα forest and its power
spectrum between models with very different values of
xHeII,0. Indeed, one can see from the left column of Fig-
ure 6 that the temperature of the IGM significantly dif-
fers between the considered models (reaching maximum
∆T ≈ 104 K at r ≃ 43 − 53 cMpc). As expected, the
temperature boost in the proximity zone is maximized
in the xHeII,0 = 1.00 model (black). On the contrary,
as explained in Section 2.3, the temperature of the IGM
hardly changes if helium is predominantly highly doubly
ionized before the quasar turns on (xHeII,0 = 0.05, blue
curve). Analogous to the discussion in Section 4.1, this
difference in the photoheating results in different amount
of thermal broadening of the H I Lyα forest, therefore af-
fecting the power spectra of the models, i.e. decreasing
the small-scale power in the hotter model (xHeII,0 = 1.00)
in comparison to the cooler one (xHeII,0 = 0.05).
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Figure 5. Sensitivity of the H I Lyα forest power spectrum statistics to the value of quasar lifetime. Each row corresponds to the different
radial bin from the quasar. Left column illustrates the simulated individual H I Lyα spectra (top) and IGM temperature profiles (bottom)
for three models with tQ = 10
6 yr (blue), tQ = 10
7 yr (red) and tQ = 10
8 yr (black). The value of initial fraction of singly ionized helium
is fixed to xHeII,0 = 1.0 in all models. Right column shows the average H I Lyα power spectra (top subpanels) of the same models. The
difference between the power spectrum of tQ = 10
8 yr model and the other models divided by the simulated error (see text for explanation)
is shown in the bottom subpanels.
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Figure 6. Sensitivity of the H I Lyα forest power spectrum statistics to the value of initial He II fraction. Three models are plotted with
initial He II fraction xHeII,0 = 0.05 (blue), xHeII,0 = 0.50, and xHeII,0 = 1.00. The lifetime of quasar is fixed in all models to tQ = 10
8 yr.
See Figure 5 for the description of the panels.
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Interestingly, the difference between the power spec-
tra of the xHeII,0 = 1.00 (black) and two models with
xHeII,0 = 0.05 (blue) and xHeII,0 = 0.50 (red) first in-
creases as one goes from the bin closest to the quasar (r =
3−13 cMpc) to the intermediate bin (r = 43−53 cMpc)
and decreases afterward as one goes to the outskirts of
the proximity zone (r = 93 − 103 cMpc). This behavior
is driven by two effects. First, as we noted in Section 3,
the intergalactic medium filters quasar radiation, which
results in more heat injected at larger distances from the
quasar, than close to it (see Figure 2). Consequently,
the thermal broadening of the H I Lyα forest lines is
strongest at the intermediate distance r = 43− 53 cMpc
(∆T ≈ 104 K). Hence, the difference between the av-
erage power spectra illustrated in the right columns of
Figure 6 follows similar behavior. However, recall that
the radial extent of the boost of the IGM temperature
depends on the value of quasar lifetime, which is fixed to
tQ = 10
8 yr in all models considered here. As we showed
in Section 4.1 the temperature of the IGM is increased
only at distances r for which the quasar ionization front
has had enough time to travel to and ionize the gas.
At further distances from the quasar, the temperature
asymptotes to the level of the ambient IGM (see right
panels in Figure 2). Therefore, at the largest radii the
power spectra of all three models approach each other
and the differences are significantly smaller.
We have demonstrated the sensitivity of the H I Lyα
forest power spectrum to the parameters defining the ra-
dial extent and the amplitude of the thermal proximity
effect: quasar lifetime tQ and the initial fraction of singly
ionized helium xHeII,0. We now proceed to estimate the
accuracy with which we can constrain these parameters
by applying a Bayesian MCMC analysis to a mock sam-
ple of H I Lyα forest power spectra.
5. ESTIMATION OF THE QUASAR LIFETIME
AND HE II FRACTION
Our subsequent analysis of the H I Lyα forest power
spectrum assumes that the temperature of the ambient
IGM in regions far away from active quasars has already
been measured to high precision. Hence, in what follows
we imagine that the hydrodynamical simulations that we
use as the input to our radiative transfer calculations are
designed to reproduce these temperature measurements,
and thus to have the correct temperature-density relation
in the IGM prior to when the quasars responsible for the
thermal proximity effect turned on. Although the ambi-
ent IGM’s temperature-density relation may very well be
determined by similar thermal proximity effects from a
previous generation of quasars, we can nevertheless imag-
ine that the quasars whose proximity zones we study at
any epoch turned on in an IGM whose thermal state is
precisely known. Assuming that the outputs from our
hydrodynamical simulations have been calibrated in this
way, we then perform radiative transfer calculations for
different combinations of tQ and xHeII,0. Given the de-
pendence of the H I Lyα forest power spectrum on these
parameters (see Section 4), we compare the power spec-
tra of different models and therefore deduce the preci-
sion with which quasar lifetime and initial He II fraction
can be determined. We make no attempt to model or
marginalize out uncertainties on the thermal state of the
ambient IGM. In what follows we describe the basic as-
pects of our method and begin with the definition of the
likelihood required by the MCMC algorithm.
5.1. The Likelihood
We construct a grid of 81 models at z = 3.9
(1000 skewers per model) with combination
of initial He II fraction and logarithmically
spaced quasar lifetime values, where xHeII,0 =
[0.05, 0.10, 0.20, 0.30, 0.50, 0.60, 0.70, 0.90, 1.00] and
log (tQ/Myr) = [0.0, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0].
Further, similar to the discussion in § 4, we choose the
data sample to be represented by N = 50 H I Lyα spec-
tra. In what follows we perform MCMC inference for 9
different data samples, each represented by 50 H I Lyα
spectra drawn from one model with one combination of
{xdataHeII,0, log t
data
Q }, where x
data
HeII,0 = [0.05, 0.5, 1.0] and
log
(
tdataQ /Myr
)
= [0.0, 1.0, 2.0]. It is well known that
the distribution of power spectrum measurements is
well described by a multi-variate Gaussian distribution,
and following the standard approach (McDonald et al.
2006; Palanque-Delabrouille et al. 2013), we adopt the
following form for our likelihood of the data power
spectrum given the model in each radial bin:
L
bin {Pdata (k|r) |xHeII,0, log tQ, r} = (2π)
−Nk/2 ×
det (Σ)
−1/2
exp
(
−
1
2
[
Pdata (k|r)− Pmodel (k|r)
]T
×Σ−1bin
[
Pdata (k|r) − Pmodel (k|r)
])
, (17)
where Nk is the number of band powers that we con-
sider in each radial bin, Pdata (k|r) is the average power
spectrum of N = 50 data skewers in each radial bin,
Pmodel (k|r) is the average power spectrum of each model
on the grid in 2D parameter space in this radial bin (cal-
culated from N = 1000 skewers), and Σbin is the covari-
ance matrix of the data power spectrum in the corre-
sponding radial bin. The covariance is given by
Σbin (k, k
′) =
〈[
Pdata (k|r) − 〈P (k|r)〉
]
×
[
Pdata (k
′|r) − 〈P (k′|r)〉
]〉
N
(18)
where 〈P (k|r)〉 is the average power spectrum of 1000
skewers drawn from the model with the same parameters
as the data subsample. For each of the 9 different models
(different combinations of {xHeII,0, log tQ}) for which we
perform MCMC inference, the covariance matrix Σbin is
computed by calculating Pdata from N = 500 random
realizations of N = 50 data skewers drawn from each
model. An example of the covariance and correlation
matrices given by eqn. (18) is shown in Figure 7 for a
model with tQ = 10
8 yr and xHeII,0 = 1.00, where the
correlation matrix illustrates the degree of correlation
between pairs of pixels {k, k′} and defined as
Rbin (k, k
′) =
Σbin(k, k
′)√
Σbin(k, k)Σbin(k, k′)
(19)
Following eqn. (17) we can compute the likelihood of
the data power spectrum in each radial bin inside the
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Figure 7. Example of the covariance and correlation matrices in a single radial bin r = 63− 73 cMpc (see eqn. 18-19) for the data sample
is drawn from the model with tQ = 10
8 yr and xHeII,0 = 1.0.
thermal proximity region for any given model. The full
likelihood of the data in the proximity zone is then cal-
culated multiplying the corresponding likelihoods in each
radial bin, yielding
L
full (Pdata (k|r) |xHeII,0, log tQ) =
M∏
i=1
L
bin
i (20)
where M = 11 is the number of 10 cMpc r-bins used
(from r = 3 cMpc to r = 113 cMpc). Eqn. (20) is valid
under the assumption that the correlations between the
power spectra in the neighboring radial bins are small or
negligible. We justify this assumption in Appendix A, to
which we refer the interested reader. We use eqn. (20) to
calculate L full at each point in our parameter grid, and
then use bivariate spline interpolation to estimate L full
for any combination of {log tQ, xHeII,0} between the grid
points in this 2D parameter space.
5.2. MCMC
Having arrived at an expression for the likelihood of
each model given by eqn. (17) and eqn. (20), and be-
ing able to evaluate the likelihood in any location of the
{log tQ, xHeII,0} 2D parameter space, we can now explore
this likelihood with MCMC to determine the posterior
distributions of our parameters. This, in turns, allows us
to estimate the accuracy with which we can measure the
mean quasar lifetime tQ and initial He II fraction xHeII,0
from the sample of N = 50 data spectra. For these pur-
poses we apply publicly available affine invariant MCMC
ensemble sampling algorithm emcee presented and de-
scribed in Foreman-Mackey et al. (2013).
Following the algorithm described in § 5.1 we perform
MCMC parameter inference on the N = 50 data spectra
drawn from each of 9 different models. The results of this
inference are illustrated in Figure 8, where each panel
shows results for each of the 9 models. The columns in
Figure 8 show different initial He II fractions xdataHeII,0 =
[0.05, 0.50, 1.00], whereas the rows are for different val-
ues of quasar lifetime log
(
tdataQ /Myr
)
= [0.0, 1.0, 2.0].
The contours illustrate the 95% (blue) and 68% (red)
confidence levels, respectively. Marginalized parameter
distributions for tQ and xHeII,0 are also shown by the
histograms. We compute the 16th, 50th and 84th per-
centiles of these marginalized distributions, which are
quoted as the measurement (50th percentile), and the
lower and upper error bars (16th and 84th percentile) in
each panel. There are several notable trends.
First, consider the case where the IGMs initial He II
fraction is low (xdataHeII,0 = 0.05; left column). According
to Figure 2 there is no significant heating of the gas due
to the quasar turning on, independent of the quasar life-
time value. Consequently, the power spectrum of these
models are not significantly different and the left column
of Figure 8 illustrates that the quasar lifetime is essen-
tially unconstrained. Nevertheless, the lack of a signifi-
cant thermal proximity effect constrains the initial He II
fraction to be small, with the typical absolute errors on
xHeII around δxHeII,0 ≃ 0.04.
Previously we argued that temperature boost is
stronger in models with longer quasar lifetimes and
higher values of initial He II fraction (see Figure 2).
Hence, the thermal broadening of the H I Lyα forest
follows the same dependence on tQ and xHeII,0, as re-
flected by the power spectra in Figures 5-6. As a result,
our MCMC parameter constrains on tdataQ and x
data
HeII,0 im-
prove when the thermal proximity effect in the H I Lyα
forest is both larger in size (longer tQ), and when the
temperature boost is larger (larger xHeII,0). This is il-
lustrated by the middle and right columns of Figure 8,
where we show results of MCMC calculations for two dif-
ferent values of initial He II fraction, i.e., xdataHeII,0 = 0.50
(middle column) and xdataHeII,0 = 1.00 (right-hand col-
umn). For instance, because the radial size of the ther-
mal proximity region is small if the quasar lifetime is only
tQ = 10
6 yr, the absolute error of the MCMC constraints
on the He II fraction is δxHeII,0 ≈ 0.20 (for x
data
HeII,0 = 0.50
and xdataHeII,0 = 1.00). However, as the quasar lifetime be-
comes longer (i.e, tdataQ = 10
7 yr and tdataQ = 10
8 yr)
the size of the thermal proximity zone becomes larger,
and, hence, the thermal proximity effect is more promi-
nent. Hence, the mean absolute errors of the MCMC
constraints on xHeII shrink down to δxHeII,0 ≈ 0.10 if the
quasar lifetime is tQ = 10
7 yr, and to δxHeII,0 ≈ 0.05
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Figure 8. Constraints on quasar lifetime and initial He II fraction from the MCMC analysis. The labels on top of each column and on
the right side of each row show the values of initial He II fraction and quasar lifetime in the sample of N = 50 skewers representing data.
The 95% (red) and 68% (blue) confidence levels from MCMC calculations are shown in each panel. The dashed lines show the values of
lifetime and He II fraction in the sample representing data. The quoted values of xHeII,0 and tQ are the 16th, 50th and 84th percentiles of
the corresponding marginalized distributions.
in case of tQ = 10
8 yr, respectively. Similar trends
are apparent for the constraints on quasar lifetime, for
which the mean absolute error is δlogtQ ≈ 0.1 dex when
tdataQ & 10
7 yr and xdataHeII,0 = 1.00.
Finally, in Khrykin et al. (2016) we illustrated the de-
generacy, which exists between tQ and the He II ionizing
background ΓbkgHeII. This degeneracy significantly compli-
cates any constraints on tQ or xHeII,0 one can obtain from
the direct measurements of the He II proximity zones
sizes in far ultraviolet quasar spectra. We argued that
this degeneracy can be broken if the value of ΓbkgHeII can
be determined from the measurements of He II effective
optical depth. However, these measurements become im-
possible at z & 4 making it challenging to determine tQ
and xHeII,0 from direct observations of He II proximity
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zones. On the other hand, as illustrated in Section 3,
these parameters should not be strongly degenerate for
the thermal proximity effect, because tQ determines the
radial size of the thermal proximity zone and xHeII,0 sets
the amplitude of the temperature boost. Figure 8 illus-
trates that this is indeed the case because the contours
in each panel of Figure 8 are aligned with the xHeII and
log tQ directions on the axes.
Given the high sensitivity of our method to the value of
the IGM He II fraction, our study opens up the exciting
possibility of determining the timing of He II reionization
without direct UV observations of He II Lyα absorption
at z & 4, which are currently impossible. The obvious
next question is how well can we reconstruct the full He II
reionization history with the thermal proximity effect,
which we address in the next section.
6. RECONSTRUCTING THE HE II REIONIZATION
HISTORY
We apply our thermal proximity effect power spectrum
method and perform MCMC inference on mock datasets
extracted from the same set of hydrodynamical + radia-
tive transfer simulations at z = [3.1, 3.5, 3.9, 4.3, 4.6, 5.0]
(1000 skewers per redshift). Similar to Section 5.1,
we construct the same grid of models for each red-
shift, covering values of initial He II fraction xHeII,0 =
[0.05− 1.00] and logarithmically spaced quasar lifetimes
log (tQ/Myr) = [0.00− 2.00]. Figure 9 illustrates the
dependence of the average initial He II fraction at dif-
ferent redshifts on the value of the He II ionizing back-
ground, which sets the initial He II fraction xHeII,0 prior
to when the quasar turns on. The value of H I ioniz-
ing background ΓbkgHI is adjusted at each redshift in order
to match the mean transmission in the H I Lyα forest
measured by Becker et al. (2013a). Following the discus-
sion in Section 5.1, we compute the power spectra of all
models averaged over 1000 skewers at each redshift.
After the grid of average power spectra is computed at
all redshifts, the remaining missing ingredient, necessary
for the likelihood calculations and MCMC analysis (see
Section 5), is the sample of modeled spectra representing
the data at each redshift z. For this we adopt the values
of xdataHeII,0 from the fiducial model of He II reionization
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Figure 9. Average initial He II fraction 〈xHeII,0〉 in our radiative
transfer calculations as a function of the assumed He II ionizing
background (see Section 2 for details) for each value of redshift we
consider. The parameter grids at each redshift were constructed in
accordance to this dependence.
from McQuinn et al. (2009) (see model D1 in the bottom
panel of their Figure 3), resulting in the following values
of He II fraction in the data samples at each redshift
z = 3.1 : xdataHeII,0 = 0.03; z = 4.3 : x
data
HeII,0 = 0.70
z = 3.5 : xdataHeII,0 = 0.30; z = 4.6 : x
data
HeII,0 = 0.80
z = 3.9 : xdataHeII,0 = 0.50; z = 5.0 : x
data
HeII,0 = 0.90
We consider three values of quasar lifetime in the data
samples, i.e., log
(
tdataQ /Myr
)
= [0.0, 1.0, 2.0]. Finally, we
note that the number of existing archival high-resolution
spectra at z ≃ [4.3, 4.6, 5.0] is less than the fiducial num-
ber N = 50 that we used in our analysis in previous sec-
tions. A more realistic choice is N = 20 at these higher
redshifts, which we adopt for the data samples at these
redshifts, whereas for z = [3.1, 3.5, 3.9] we use the same
fiducial number of spectra N = 50 as before.
Using eqn. (17)-(20) we perform MCMC parameter in-
ference at each redshift, resulting in marginalized poste-
rior distributions for xHeII,0. Analogous to Section 5.2,
we compute the 16th, 50th and 84th percentiles of these
distributions, and use those to define the measured value
of xdataHeII,0 (50th percentile) and its uncertainties (16th
and 84th percentiles). Figure 10 illustrates our recon-
structions of the He II reionization history, shown by the
fraction of completely ionized helium xHeIII ≡ 1− xHeII.
The three panels correspond to the different values of
the quasar lifetime that were assumed for the data, i.e.,
log
(
tdataQ /Myr
)
= 0.0 (left), log
(
tdataQ /Myr
)
= 1.0 (mid-
dle), and log
(
tdataQ /Myr
)
= 2.0 (right), respectively.
The red solid curves in each panel show McQuinn et al.
(2009) He II reionization history (red), whereas the
brown solid curve (and grey uncertainty region) are the
default and modified He II reionization histories for the
semi-analytical reionization model of Madau & Haardt
(2015), in which the active galactic nuclei dominate the
reionization process resulting in an early He II reioniza-
tion by the same population of sources that reionized
intergalactic hydrogen. The blue dots with error bars
are the results of our calculations. It is apparent from
Figure 10 that exploiting the thermal proximity effect in
H I Lyα forest around quasars can be used to fully recon-
struct the He II reionization history, and constrain both
its timing and duration.
7. THERMAL PROXIMITY EFFECT: WAVELET
ANALYSIS
Another approach to quantifying the thermal proxim-
ity effect is to use wavelets. Wavelets are filters that
are local in both Fourier and configuration space, al-
lowing one to select the modes of interest as a function
of distance from the quasars. There is a rich history
of applying wavelets to the Lyα forest to measure the
mean temperature as well as to search for temperature
fluctuations (Theuns & Zaroubi 2000; Zaldarriaga 2002;
Lidz et al. 2010). We can use our previous power spec-
trum calculations to design a wavelet to select modes
that contain much of the discriminating information that
the power spectrum analysis is using. Based on a qual-
itative analysis of Figures 5-6, we chose our wavelet to
be a Gaussian filter centered at k0 = 0.13 km
−1s with
a standard deviation of σk = 0.04 km
−1s, roughly the
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Figure 10. Reconstructed history of He II reionization, quantified by the fraction of completely doubly ionized helium xHeIII ≡ 1−xHeII.
Each panel corresponds to assumed value of quasar lifetime in the data samples, i.e., tQ = 10
6 yr (left), tQ = 10
7 yr (middle), and
tQ = 10
8 yr (right), respectively. The solid lines in all three panels illustrate the results of the simulations of He II reionization history:
red - McQuinn et al. (2009), brown - Madau & Haardt (2015) (1σ variance in their models is illustrated by grey shaded area). The blue
data points in each panel show the results of our calculations, specifically the 50th percentile from MCMC 1D posterior distributions of
xdataHeII,0. The errorbars indicate 16th and 84th percentiles of the same distributions (see Section 5.2 for details), respectively. The number
of spectra used in data sample at redshifts z = [3.1, 3.5, 3.9] is N = 50, while at z = [4.3, 4.6, 5.0] N = 20, based on the number of available
to date quasar spectra.
wavenumbers where the power spectra of the different
models for the thermal proximity effect differ the most.
Note that an offset Gaussian kernel in Fourier space is a
phase times a Gaussian in configuration space:
WM (x) = exp [ik0x]× exp
[
−
x2σ2k
2
]
. (21)
This form for the wavelet filter, termed the Morlet
wavelet, is convolved with our different models for the
flux. We consider the “wavelet power” as a function of
distance:
a(r)2 =
[∫
W (r − r′)F (r′) dr′
]2
. (22)
We then smooth a (r)2 with a Gaussian kernel with stan-
dard deviation 200 km s−1 (≈ 2.5 cMpc at z = 3.9) to
generate a smoothed field, 〈a (r)
2
〉200 that is plotted in
Figure 11. Note that our normalization of 〈a (r)2〉200 has
no physical significance.
Before we discuss the results, we comment on the ad-
vantages and disadvantages of the wavelet approach rel-
ative to the power spectrum analysis used in the rest
of the paper. A clear advantage is that the locality of
this filter in configuration space (having width ∼ 1/σk
which for our choice is 25 km s−1) has the nice prop-
erty that the data do not have to be binned into dis-
tance intervals. This allows one to detect trends with
distance from the quasar, even in the absence of a model.
This feature could be particularly useful well into He II
reionization, when the heating profile around quasars is
likely to be more complicated than we have assumed
(McQuinn et al. 2009). Disadvantages include that (1) it
is somewhat more difficult to estimate posteriors as adja-
cent wavelet coefficients are correlated, (2) our wavelet,
in contrast to the power spectrum, does not use all dis-
criminating information in 2-point correlations, and (3),
in our experience, it is easier to diagnose systematics in
the power spectrum (as it is easier to diagnose system-
atics when focusing on a range of wavenumbers).
With these words of caution, we proceed to apply
the wavelet to our models with quasar lifetime fixed
at tQ = 10
8 yr and different initial He II fractions of
xHeII,0 = [0.05, 0.50, 1.00] (the same models as in Fig-
ure 5). The median of the temperature in these models is
shown in the top panel of Figure 11. The average wavelet
coefficient as a function of distance from the quasar at
z = 3.9 are shown in the bottom panel of Figure 11, with
each curve calculated from N = 1000 mock H I spectra.
The shaded regions are the 1σ range from 50 quasars,
calculated using 500 random realizations. It is apparent,
that at large distances all models asymptote to the same
power. However, at smaller distances, i.e. r . 90 cMpc
– the radial extent of the thermal proximity region –,
the three models show different wavelet power levels at
a level that should be distinguishable with 50 spectra,
and the xHeII,0 = 0.05 model can be distinguished from
the others with far fewer spectra. Furthermore, the ra-
dial trends in the wavelet power trace the temperature
and extent of the models’ thermal proximity effect. At
smaller radii still, r . 20 cMpc, the effect of the quasar
being in an overdense location is apparent in all three
cases as a suppression in the wavelength power.11
In conclusion, a wavelet thermal proximity effect anal-
ysis is able to distinguish between the models that we
consider with a similar number of quasar spectra as that
required for a power spectrum analysis. Since trends in
the wavelet coefficient are more easily understood than
trends in the power spectrum, any claimed detection of a
thermal proximity effect in the power spectrum should be
11 We note that this effect is likely to be somewhat larger in
reality as (1) the quasar locations in our mocks are likely in less
biased halos than actual halos, and (2) the scales below which
the wavelet power starts to be suppressed is comparable to our
simulation box size.
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Figure 11. Upper panel: Median temperature profiles for three
models with tQ = 10
8 yr, but different initial He II fraction:
xHeII,0 = 0.05 (blue), xHeII,0 = 0.50 (red), xHeII,0 = 1.00 (black),
similar to Figure 2. Bottom panel: wavelet coefficients for the same
models using N = 1000 simulated H I Lyα spectra. The shaded
areas are the 1σ error bars calculated from 500 random realizations
of N = 50 skewers representing the data samples drawn from each
of the models.
reinforced with a wavelet analysis. Wavelets further en-
able a more model-independent search for thermal prox-
imity regions than the analysis advocated in previous
sections.
8. DISCUSSION
In this section we discuss systematics relevant for de-
tecting the thermal proximity effect and placing robust
constraints on He II fraction and quasar lifetime. In ad-
dition, we discuss several assumptions that went into our
previous estimates and how they affect our conclusions.
8.1. The Uniformity of the He II Ionizing Background
Throughout this work we have assumed that the He II
ionizing background is constant in space and time, and
added it in each pixel along simulated skewers. Here we
note that, except for possibly when xHeII ≪ 1, a perva-
sive and uniform background flux is likely not a good
approximation. Our methodology of including a uni-
form background photoionization rate is a convenience
to maintain the desired xHeII at the mean density. Since
the He III → He II recombination time is comparable to
the age of the Universe, the effect of this background on
our results is minimal and our results would not change
if we turned it off (as motivated in § 2, we also do not
include the photoheating from this background). We
also note that when xHeII is appreciably different from
unity, we expect each quasar to be turning on in a swiss
cheese of relic He III regions. The approximation of a uni-
form xHeII is meant to describe the average effect. Since
our analysis ultimately stacks measurements from many
quasars and since we are concerned with reionization and
heating – which are linear in ∆xHeII (see eqn. 13) – we
expect the thermal proximity profile in a stack of real
sightlines to be reasonably approximated by the stack
of quasars going off in a medium with uniform ionizing
background and xHeII.
12
8.2. Initial Thermal State of the IGM
As discussed at the beginning of § 5.1, our calcula-
tions assume perfect knowledge of the thermal state of
the IGM before the quasar turns on, and that the hy-
drodynamical simulations we compare to have been cal-
ibrated to reproduce this thermal state of the ambient
IGM using data far from quasars. However, note that
the thermal state of the ambient IGM is set by the He II
reionization history. For example, a quasar turning on
in an IGM which has an average xHeII,0 = 0.05 implies
that He II was already reionized by an earlier genera-
tion of quasars (or other sources). In this case, the IGM
around the quasar should have already been photoheated
to higher temperature by the earlier reionization of He II.
Therefore for a model with xHeII,0 = 0.05, quasars would
turn on in an IGM which is actually initially hotter than
a xHeII,0 = 1.00 model, for which there was not yet any
He II reionization heating. This xHeII,0 dependent initial
thermal state has not been modeled in our calculations.
The sensitivity of the power spectrum analysis pre-
sented here depends on the amount of heat ∆T that was
injected into the IGM by quasar radiation (see discus-
sion in § 4) relative to the initial temperature of the
IGM. Therefore, our analysis is likely sensitive to the
initial IGM thermal state. If the temperature of the am-
bient IGM is much higher (lower) than what we have
assumed in our models, the precision of our MCMC
constraints in § 5.2 could be over-estimated (under-
estimated). Throughout this work we used the outputs
of hydrodynamical simulations with the value of ambient
IGM temperature T0 ≃ 10
4 K, which is probably too low
in case when initial He II fraction is xHeII,0 = 0.05 as
outlined previously.
For this reason and in order to verify the sensitivity of
our analysis to the level of initial IGM temperature, we
increase T in all pixels along 1000 skewers drawn from
hydrodynamical simulations at z = 3.9 by ∆T = 7000◦K,
and then run our radiative transfer calculations and con-
struct the same grid of models as in § 5.1. Adding this
∆T mimics the heating produced by He II reionization,
naturally flattening the temperature-density relation as
expected due to the roughly density independent injec-
tion of heat (see § 3.2). It also leaves temperatures effec-
tively unchanged in hot shock-heated regions. Similar to
12 Since quasars go off in biased locations in the Universe, this
means that the typical xHeII will be smaller nearer to quasars.
However, since quasar bubbles are so large, simulations of He II
reionization suggest that such correlations are weak and the fluc-
tuations in xHeII are reasonably approximated by randomly throw-
ing down He III bubbles (McQuinn et al. 2009; Compostella et al.
2013) .
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Figure 12. Constraints on xHeII,0 and tQ from the MCMC analysis in case of increased initial IGM temperature for x
data
HeII,0 = 0.05 (left)
and xdataHeII,0 = 1.00 (right). The bottom left subpanels illustrate the 95% and 68% confidence intervals on xHeII,0 and tQ for two cases: (1)
analogous to Figure 8 when T0 ≃ 104 K (red), and (2) increased initial IGM temperature T0 ≃ 104.3 K (blue). The top and bottom right
subpanels show the marginalized parameter distributions.
the discussion in § 5.1, we estimate the likelihood of two
data samples of N = 50 skewers drawn from the models
with the same value of quasar lifetime tdataQ = 10
8 yr,
but different initial He II fractions, i.e., xdataHeII,0 = 0.05
and xdataHeII,0 = 1.0. We explore these likelihoods with our
MCMC analysis (see 5.2).
The results of this test are shown in Figure 12, where
we compare the results of MCMC analysis in case of in-
creased initial temperature of the IGM to those we ob-
tained previously in § 5.2. The left side panels show
the results in case xdataHeII,0 = 0.05, whereas the right side
panels are for xdataHeII,0 = 1.0. It is apparent from Fig-
ure 12 that, similar to the bottom left panel in Figure 8,
when xdataHeII,0 = 0.05 there is no sensitivity to quasar life-
time due to lack of thermal proximity effect, but the con-
straints we obtain on initial He II fraction given increased
initial temperature of the IGM (xHeII,0 = 0.04
+0.04
−0.02) are
comparable to those in § 5.2. On the other hand, Fig-
ure 12 illustrates that in case xdataHeII,0 = 1.0 the constrain-
ing power of our analysis is decreased by ≃ 50% when
compared to results in § 5.2. This is due to the fact that
the heat injection ∆T (see eqn. 13) is smaller, hence the
thermal proximity effect in the H I Lyα forest is weaker.
However, keep in mind that we have actually modeled
a rather extremely high temperature for xdataHeII,0 = 1.00
case (as our initial temperature of T0 ≃ 10
4.3 K is mo-
tivated by expectations for when most of the He II had
been reionized).
Lastly, our analysis largely ignores the complicated
radiative transfer and heating that is expected during
the last half of He II reionization as the ionizing re-
gions largely overlap and hard photons heat locations far
from quasars (McQuinn et al. 2009; Compostella et al.
2013). The trends with radius should be weaker than at
the earlier times studied here, when proximate heating
dominates the radial trend. Modeling the morphology
of this heating likely requires full 3D calculations, and
non-parametric wavelet methods are likely more suited
to this more model dependent case.
8.3. Continuum Placement and the Mean Flux
Another systematic that could affect the thermal prox-
imity effect inferences is the placement of the quasar con-
tinuum. Throughout this work we have assumed perfect
knowledge of the quasar continuum, but misplacement
of the quasar continuum could lead to systematic er-
rors in the power spectrum measurements which are at
the heart of our method to measure the thermal prox-
imity effect. Although continuum fitting uncertainties
are relatively small (∼ few per cent) at z ≃ 2 − 3 us-
ing high-resolution data, they can reach ≃ 10 − 20% at
z & 4 (Faucher-Gigue`re et al. 2008). Furthermore, the
thermal proximity effect falls on the tail of the quasar’s
broad Lyα line, thus the continuum errors could be sig-
nificantly larger at this location in the spectrum.
To explore how the continuum placement affects power
spectrum estimates, let us define a different flux contrast
field δFC as follows
δFC (r) =
F (r) − 〈F 〉local
〈F 〉local
=
fobs(r)/C − 〈fobs/C〉local
〈fobs/C〉local
(23)
where C is the continuum flux, F is the transmitted
flux, and 〈F 〉local = 〈fobs/C〉local is the mean flux in
the 10 cMpc radial bin under consideration. Note that
〈F 〉local is estimated not from an ensemble of quasars, but
rather from each individual quasar spectrum. Whereas
our original definition of flux contrast δF (eqn. 15) im-
plicitly assumed perfect knowledge of the continuum and
the mean flux, this new δFC suffers from additional noise,
because 〈F 〉local is a noisy estimate of the true mean
flux 〈F 〉 due to fluctuations on ∼ 10 cMpc scales. This
method of local continuum fitting is analogous to the
“trend-removal” approach adopted in previous Lyα for-
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est studies (Hui et al. 2001; Croft et al. 2002; Lidz et al.
2006, 2010). However, if the continuum C is roughly con-
stant over this 10 cMpc r-bin, then according to the def-
inition of δFC in eqn. (23), C cancels out and the power
spectrum is insensitive to the continuum level. Even if C
is not exactly constant, it is very likely that the contin-
uum does not contribute much power on scales smaller
than 10 cMpc, and so our new δFC will be insensitive
to continuum errors. We now redo our analysis to see if
the reduced information in δFC (eqn. 23) relative to δF
(eqn. 15) affects our results.
Using the new flux contrast δFC, we perform our cal-
culations from § 5 for the case of N = 50 skewers, with
tdataQ = 10
8 yr, and xdataHeII,0 = 1.0. We compute the aver-
age power spectrum Pdata (k|r) ≡ 〈|δF˜C(k)|
2〉. We then
calculate the likelihood of this data sample in each radial
bin we consider, and perform parameter inference with
MCMC. The results of this modified analysis, to which
we refer as “LMF” (Local Mean Flux), are shown in Fig-
ure 13, where we present power spectra of the H I Lyα
forest in the r = 43− 53 cMpc radial bin of the thermal
proximity region (see middle panel of Figures 5-6).
The black curve in the upper panel of Figure 13 shows
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Figure 13. Comparison between the power spectra of the H I
Lyα forest at r = 43 − 53 cMpc from the quasar, calculated in
two methods. In the upper panel the solid black line shows the
case when the perfect knowledge of the quasar continuum (“PC”)
is assumed (similar to black curve in the middle panel of Figure 5),
while the blue curve illustrates the results of the local mean flux
(“LMF”) analysis (see discussion in the text for details). In both
cases the power spectra are computed from 1000 skewers drawn
from the model with tQ = 10
8 yr and xHeII,0 = 1.00. The errorbars
are computed from 500 random realizations of data power spectrum
drawn from original 1000 skewers of the each model. The bottom
panel shows the ratio of signal-to-noise ratios in two cases.
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Figure 14. Comparison between the constraints on xHeII,0 and
tQ obtained from the MCMC analysis in two methods. The bottom
left panel shows the 95% and 68% confidence intervals on xHeII,0
and tQ in case when (1) similar to Figure 8, the perfect knowledge
of the quasar continuum is assumed (“PC”), which is shown in
red, and (2) when the local mean flux (“LMF”) is used in models
instead, which is shown in blue. The top and bottom right pan-
els show the marginalized parameter distributions for xHeII,0 and
log tQ, respectively. The solid red histograms are for the PC case,
while the solid blue ones illustrate the LMF approximation.
the power spectrum of the tQ = 10
8 yr, xHeII,0 = 1.0
model (averaging 1000 skewers), calculated assuming
perfect knowledge of the quasar continuum (the same
as in § 4, which we refer to as “PC” - Perfect Contin-
uum). The blue curve shows the power spectrum of the
same model calculated using the LMF (eqn. 23). The
errorbars are computed from 500 random realizations of
data power spectrum drawn from original 1000 skewers
of each model. The bottom panel shows the ratio of the
signal-to-noise ratio (S/N) for the two methods defined
as ∆ = [Pmodel/σ]LMF/[Pmodel/σ]PC. The power spec-
trum and the error bars on the data power spectrum are
reduced when we calculate the mean flux locally. This
is apparent from the bottom panel of Figure 13, where
one can see that at k & 2 × 10−2 km−1s the S/N ratio
has dropped by ≈ 50% for the LMF case relative to the
previous results of § 4.
Figure 14 shows the results of MCMC calculations for
the same data sample for two methods, i.e., the red con-
tours illustrate the results for the global mean flux used
in the power spectrum calculations, whereas the blue con-
tours are for the LMF case. It is apparent that our anal-
ysis of the thermal proximity effect has lost about half
of its constraining power, but nevertheless still allows ro-
bust constraints on both quasar lifetime tQ and initial
He II fraction xHeII,0. The reason why the constraints
have weakened by this amount is that the LMF method
has made us insensitive to the thermal proximity effect’s
impact on the average transmission profile (remember
xHI ∝ T
−0.7 and so the mean absorption in the forest is
modulated by the thermal proximity effect), and because
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δFC suffers from additional noise due to fluctuations of
〈F 〉local about the true mean flux.
To conclude, we have presented two distinct cases.
First, we assumed perfect knowledge of the quasar con-
tinuum, which gives the best possible constraints. Sec-
ond, we analyzed the worst case scenario when there is
no knowledge of the quasar continuum in the thermal
proximity region. In this case, despite the drop in over-
all constraining power of our method, we were still able
to constrain the parameters of interest. Note however
that in principle, one could jointly model both the power
spectrum and the mean flux profile in the thermal prox-
imity zone, effectively mitigating the extra noise present
in the LMF case.
8.4. Degeneracy with Photon Production Rate Q4Ry
In § 3.1 we have illustrated how the radial size of the
thermal proximity region depends on the quasar lifetime
tQ. In practice, the size of this region is correlated with
the distance rIF to which the quasar ionization front trav-
eled in time t = tQ. Given that the recombination time is
long compared to the quasar lifetimes we consider in this
work (tQ ≪ trec ≃ 10
9 yr), the location of the quasar ion-
ization front is approximately proportional to the prod-
uct of quasar lifetime and quasar photon production rate,
i.e., rIF ∝ (tQ ×Q4Ry)
1/3. Hence, in practice, the ra-
dial size of the thermal proximity region must depend on
a degenerate combination of tQ and Q4Ry, or the total
number of ionizing photons emitted.
However, in this work we have ignored this degener-
acy by fixing Q4Ry to a single value and illustrated the
effect of quasar lifetime only. While this might seem to
be an unnecessary simplification, we note that, in real-
ity, the degeneracy between tQ and Q4Ry can be bro-
ken. This is because the average quasar SED directly
constraints the quasar apparent magnitude m912 at the
Lyman limit λ = 912A˚, which, given the knowledge of
the quasar SED slope α1Ry→4Ry between 1 Ry and 4 Ry
(Telfer et al. 2002; Shull et al. 2012; Lusso et al. 2015),
can be used to estimate the quasar photon production
rate at 4 Ry Q4Ry. The most uncertain thing is the slope
of quasar SED above 4 Ry α4Ry→∞, which can change
Q4Ry by ≈ 25 − 45% (Khrykin et al. 2016). However,
the z ≃ 3 He II Lyα proximity effect can be used to
calibrate α4Ry→∞ using stacked proximity zone profiles
(Khrykin et al. 2016). Note also that although quasars
have different luminosities, we are sensitive to the average
quantities only in our analysis of the thermal proximity
effect. Thus, we argue that constraints on the average
quasar luminosity that can be calibrated with the obser-
vations, will allow one to determine the average quasar
lifetime using the thermal proximity effect.
8.5. The Dependence on the Spectral Slope αν
Throughout the paper we have assumed a constant
slope of the quasar SED αν at frequencies blueward
of 1 Ry, with αν = 1.5. However, the spectral slope
regulates the number of high-energy photons with long
mean free path, therefore any change in αν can affect
the IGM temperature and H I transmission at large dis-
tances from the quasar (see discussion in § 3). As we
discussed in § 8.4, the photon production rate Q4Ry can
be constrained from observations given our good knowl-
020406080100120
Distance r [comoving Mpc]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
(T
Q
S
O
−
T
in
it
)/
10
4
K
tQ = 10
8 yr
xHeII,0 = 1.0
α4Ry→∞ = 1.1
α4Ry→∞ = 1.5
α4Ry→∞ = 2.0
10−2 10−1
k
[
km−1s
]
10−3
10−2
10−1
pi
−
1
k
P
1d
(k
|r
)
r = 63− 73 cMpc
10−2 10−1
k [km−1s]
−0.5
0.0
0.5
∆
P
(k
|r
)
/P
α
=
1
.5
Pα=1.1
Pα=2.0
Figure 15. Thermal evolution of the intergalactic medium around
the quasar in different radiative transfer simulations. The upper
panel shows the evolution of the median IGM temperature profiles
(similar to the bottom panels of Figure 2) as a function of the
slope of the quasar SED at ν ≥ ν4Ry α4Ry→∞, whilst the bottom
panel illustrates the resulting average power spectra of the same
models in r = 63−73 cMpc radial bin. The embedded panel shows
the percent change in the power spectra compared to the power
spectrum of our fiducial model with α4Ry→∞ = 1.5. Each curve
is a stack of a 1000 skewers. The quasar lifetime and the initial
He II fraction in each model are tQ = 10
8 yr and xHeII,0 = 1.0,
respectively.
edge of the spectral slope between 1 and 4 Ry. However,
the slope beyond 4 Ry is currently not well defined. In
order to investigate how variations in the slope of the
quasar SED above 4 Ry affect our results, we have run
an additional set of radiative transfer simulations, and in
what follows we describe our findings.
Analogous to the discussion in Khrykin et al. (2016),
we fix the quasar specific photon production rate N4Ry
(see eqn. 1), which is calculated from the observable
specific photon production rate N1Ry at 1 Ry extrap-
olated as a power law to 4 Ry assuming a spectral
slope α1Ry→4Ry = 1.5, consistent with recent constraints
from quasar SED (Telfer et al. 2002; Shull et al. 2012;
Lusso et al. 2015)13. We then change the SED slope from
4 Ry to infinity within the range α4Ry→∞ = 1.1− 2.0
14,
and run our radiative transfer algorithm.
The upper panel of Figure 15 illustrates the effect of
varying the slope of quasar SED α4Ry→∞ on the me-
13 This spectral slope α1Ry→4Ry can also be calibrated from the
H I Lyα line-of-sight proximity effect.
14 This range is motivated by the current constraints on the
quasar SED slope from Lusso et al. (2015), who found αν = 1.70±
0.61 at λ ≤ 912A˚.
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dian IGM temperature profiles. The quasar lifetime
and initial He II fraction are set to tQ = 10
8 yr and
xHeII,0 = 1.00 in all models. As expected (see discus-
sion in § 3), smaller (larger) values of α4Ry→∞ increase
(decrease) the number of hard photons produced by the
quasar, and hence change the amount of energy injected
into the IGM, dramatically altering the amplitude of the
thermal proximity effect. Namely, the maximum temper-
ature boost is a factor of 2 higher (lower) in case when
α4Ry→∞ = 1.1 (α4Ry→∞ = 2.0), compared to the fiducial
model with α4Ry→∞ = 1.5. It is also apparent that the
peak of the temperature profile shifts toward larger dis-
tances from the quasar when the spectral slope becomes
harder (i.e., α4Ry→∞ = 1.1). Since the mean free path
of ionizing photons scales as λmfp ∝ ν
3, the high-energy
photons can travel further into the IGM, depositing their
energy at larger distances, and because there are more
such photons for a harder SED shape (α4Ry→∞ = 1.1),
the peak shifts.
On the other hand, the bottom panel of Figure 15 illus-
trates the resulting average line-of-sight H I power spec-
tra for the same models. It is apparent that the variations
in α4Ry→∞ result in only modest differences in the power
spectrum (∆P/Pα=1.5 ≃ 10%). These are substantially
smaller than the uncertainties in the continuum place-
ment discussed in § 8.3. Hence, we argue that variations
in α4Ry→∞ should not affect our analysis of the thermal
proximity effect significantly.
Finally, we remind the reader that the slope of quasar
SED above 4 Ry can be calibrated with the lower-z He II
Lyα proximity zone profiles (Khrykin et al. 2016). Alter-
natively, it is also possible to constrain the spectral index
α4Ry→∞ by modeling the He II ionizing background at
2.5 ≤ z ≤ 3.5 and comparing it to ΓbkgHeII estimated from
measurements of He II effective optical depth at the same
redshifts (Khaire 2017).
9. CONCLUSIONS
We combined cosmological hydrodynamical simula-
tions with 1D radiative transfer calculations to inves-
tigate the line-of-sight thermal proximity effect and its
detectability in H I Lyα forest absorption spectra. The
hard radiation emitted by quasars photoionizes He II in
their environment, and the resulting photoelectric heat-
ing boosts the temperature of the surrounding IGM.
We showed how the radial temperature profile around
quasars depends on the quasar lifetime, tQ, and the av-
erage He II fraction, xHeII,0, in the IGM before the quasar
turned on. The main conclusions of our work are:
1. The amplitude of the thermal proximity effect de-
pends strongly on the average amount of singly
ionized helium, which prevailed in the IGM prior
to the quasar activity, xHeII,0, whereas the size of
the thermal proximity zone depends on the average
quasar lifetime, tQ.
2. We presented a new method to detect this temper-
ature boost, and thus constrain xHeII,0 and tQ, by
measuring the H I power spectrum of an ensem-
ble of quasar spectra as a function of distance from
the quasar (in several ∼ 10 cMpc bins), and com-
paring the results to control regions far away from
the quasar. We also discussed another method
based on the wavelet analysis, which enables a non-
parametric study of the thermal proximity effect.
3. Combining our power spectrum method with a
Bayesian MCMC formalism, we showed that a
mock dataset of 50 quasars at z ∼ 4 can be used
to measure the mean quasar lifetime tQ to a preci-
sion of ∼ 0.1 dex, and the initial fraction of singly
ionized helium xHeII,0 to an (absolute) precision of
up to ∼ 0.05.
4. Our calculations show that existing H I Lyα for-
est datasets can use line-of-sight thermal proxim-
ity effect to reconstruct the full He II reionization
history over the redshift range 3.1 ≤ z ≤ 5.0, con-
straining the timing and duration of He II reioniza-
tion.
5. We discussed several sources of uncertainties that
affect the constraining power of our analysis, in-
cluding the initial thermal state of the IGM and
uncertainties in the continuum spectra of quasars.
We found that even under the most extreme as-
sumptions, the constraining power of our method
decreases by at most a factor of ≈ 2.
Reconstruction of the He II reionization history over
3 . z . 5 with our method would in turn provide a
global census of hard (> 4 Rydberg) ionizing photons
in the high-z Universe. Besides being fundamental for
understanding He II reionization, this census would have
important implications for the thermal state of the IGM,
the luminosity density of quasars and AGN (or other
sources of hard photons), possibly even H I reionization
(Madau & Haardt 2015; D’Aloisio et al. 2016).
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APPENDIX
APPENDIX A: CROSS-CORRELATIONS AND
THE INFERENCE TEST
In order to estimate the full likelihood of a given data
sample in the thermal proximity region (see Section 5.1),
we assumed that the cross-correlation terms in the multi-
variate Gaussian distribution, describing the correlations
between the power spectra in neighboring radial bins, are
small and can safely be neglected. Thus, according to
eqn. (20), the full likelihood is just the product of like-
lihoods in each radial bin inside the thermal proximity
region.
In order to validate the above assumption we calculate
the cross-correlation of the power spectrum between the
neighboring radial bins and check if the cross-correlations
are indeed small. For this consider two 10 cMpc r-bins,
i.e., r1 and r2, in which we calculate data power spec-
tra P1 (k) and P2 (k
′), respectively (each is the average
of the same N = 50 skewers). The cross-correlation
ρ [P1 (k) , P2 (k
′)] between power spectra in these two ra-
dial bins is then given by
ρ [P1 (k) , P2 (k
′)] =
Σ [P1 (k) , P2 (k
′)]
σP1(k) × σP2(k′)
(A1)
where Σ [P1 (k) , P2 (k
′)] is the cross-covariance matrix
Σ [P1 (k) , P2 (k
′)] =
〈
[P1 (k|r)− 〈P1 (k|r)〉]×
× [P2 (k
′|r) − 〈P2 (k
′|r)〉]
〉
N
(A2)
estimated from N = 500 random samples of P1 (k) and
P2 (k
′) with replacements, σP1(k) and σP2(k′) are the di-
agonal elements of the respective auto-covariance matrix
(in the corresponding bins r1 and r2) for each of the
power spectra P1 (k) and P2 (k
′), respectively.
Figure 16 shows an example of cross-covariance
Σ [P1 (k) , P2 (k
′)] and cross-correlation ρ [P1 (k) , P2 (k
′)]
matrices between data power spectra in two radial bins:
r1 = 63−73 cMpc and r2 = 73−83 cMpc. It is apparent
from Figure 16 that cross-correlations between the power
spectra in neighboring bins are small, i.e., . ±15− 20%,
but not exactly negligible. We note that the same behav-
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Figure 16. Cross-covariance (left panel) and cross-correlation (right panel) matrices for two neighboring bins: r1 = 63 − 73 cMpc and
r2 = 73 − 83 cMpc. The data sample is drawn from the model with tQ = 10
8 yr and xHeII,0 = 1.0.
ior holds for any combination of neighboring radial bins.
Therefore, in order to check the robustness of the results
obtained in Section 5.2 for the covariance matrix (see
eqn. 18) which does not include these cross-correlations
we perform a simple inference test, described in what
follows.
We calculate the power spectrum of the data sample
consisting, as previously, of a realization of N = 50 skew-
ers taken from the model at z = 3.9 with log tdataQ = 1.50
and xdataHeII,0 = 0.50. Following the procedure described in
Section 5.1, we calculate the full likelihood of this data
sample using the covariance matrix given by eqn. (18),
which ignores the cross-correlation terms. We then run
the MCMC algorithm in order to obtain the posterior
distributions of log tQ and xHeII,0. We repeat this in-
ference procedure for Nsamples = 500 different random
realizations of the N = 50 skewers in the data sample,
and ask how often the true value of the parameters, i.e.,
log tdataQ = 1.50 and x
data
HeII,0 = 0.50, falls inside the 68%
and 95% contours of the MCMC posterior distributions.
If our inference is indeed robust, the fraction of realiza-
tions lying inside these contours should correspond to the
probability level of these contours in the posterior, i.e.,
∼ 68% and ∼ 95%, respectively. The inference test re-
covers the probability to encounter true values of log tQ
and xHeII,0 inside the ∼ 68% contour is P (68%) ≃ 66.4%
and for ∼ 95% contour is P (95%) ≃ 92.8%, respec-
tively. Thus, since these probabilities are so close to the
ideal case, the assumption that we can neglect the cross-
correlation terms holds, and demonstrates the robustness
of our likelihood, MCMC, and inference procedure.
