In this paper we study the Cauchy problem for the nonlinear Dirac equation in the Sobolev space H s . We prove the existence and uniqueness of global solutions for small data in H s with s > 1. The method of proof is based on the Strichartz estimate of L 2 t type for Dirac and Klein-Gordon equations. We also prove that the solutions of the nonlinear Dirac equation after modulation of phase converge to the corresponding solutions of the nonlinear Schrödinger equation as the speed of light tends to infinity.
Introduction
We consider the Cauchy problem for the nonlinear Dirac equation (NLD) i∂ t ψ + icα∇ψ − c 2 βψ + 2λ(βψ|ψ)βψ = 0, (1.1)
where ψ is a function from R 4 to C 4 of the variables (x, t) ∈ R 3 × R with x = (x 1 , x 2 , x 3 ) ∈ R 3 , ∂ t = ∂/∂t, ∇ = (∂ 1 , ∂ 2 , ∂ 3 ), ∂ j = ∂/∂x j , c > 0, λ ∈ C. We follow the standard notation of relativistic quantum mechanics. The α j 's and β are 4×4 Hermitian matrices satisfying anticommutation relations, i.e. α j α k + α k α j = 2δ jk I, where δ jk is Kronecker's delta and I is the 4 × 4 unit matrix, α j β + βα j = 0, and β 2 = I. α∇ stands for
Our first purpose in this paper is to show the global existence of solutions of NLD for small data. Escobedo and Vega [5] have studied the local and global existence of solutions with more general forms of nonlinearity, while they remarked that they had not gained the global result for the cubic nonlinearity as above which is supposedly the most important model in relativistic quantum fields (see [4] , [6] , [22] , [23] , [24] ). In fact, in [5] the global existence for solutions has been proved for (1.1) with nonlinearity replaced by 2λ|(βψ|ψ)| (p−1)/2 βψ with p > 3. On the cubic nonlinearity problem p = 3, the difficulty there consisted in that the Strichartz estimates of L 2 t type were unknown. Here we give an affirmative answer to this question in the subcritical framework of Sobolev spaces. We construct the L 2 t type Strichartz estimate for Dirac and Klein-Gordon equations. The Strichartz estimates which play on L 2 t have been studied by Lindblad and Sogge [13] , Ginible and Velo [9] for wave equation and by Keel and Tao [10] for wave and Schrödinger equations. We follow the argument of Keel and Tao [10] which concludes the better estimate than we need. Although we obtain the Strichartz estimate involving the end point, it is not necessarily required for our proof since the problem we will consider is subcritical one. We employ it as only L 
where
Moreover, there exist unique ψ ± ∈ H s such that
where U (t) denotes the Dirac group, which solves the free Dirac equation.
The case s = 1 is actually the critical case for the cubic nonlinearity from the viewpoint of the scaling argument, and nothing is known even for local solutions. The difficulty is due to the lack of Strichartz estimates on L 2 t L ∞ , which is also related to the ill-posedness results for nonlinear wave equations of Lindblad [11] , [12] . The case s > 1 falls within the subcritical case for the cubic nonlinearity. Theorem 1 ensures global existence of small solutions in the subcritical case, which has been left open since [5] .
Our second purpose is to study the nonrelativistic limit of NLD as c → ∞. We will show that solutions of NLD after modulation of phase converge to the corresponding solutions of a coupled system of nonlinear Schrödinger type equations as the speed of light tends to infinity. Substitution by u = 2e itβc 2 βψ into the (1.1) yields the modified nonlinear Dirac equation (mNLD)
where φ c is equal to 2βψ 0 in this situation though from now on it is convenient to regard φ c as new Cauchy data depending on c. As Najman [19] has observed, if the Cauchy data φ c converges to φ ∞ , say, as c → ∞, then the solution u c of (1.4) is expected to converge to a function v : R 4 → C 4 which satisfies the following nonlinear Schrödinger type equation (NLS)
There are a few papers on this problem. In [19] [16] , for general space dimensions n, convergence in weighted Sobolev spaces is studied locally in time in the setting of classical solutions under the assumptions of stronger regularity for Cauchy data.
In this paper we shall improve those available results by reducing the order of Sobolev spaces where φ c , φ ∞ , u c (t), v(t) belong, down close to the optimum as regards the scaling structure of solutions. More specifically we prove the nonrelativistic convergence in the Sobolev spaces H s with s > 1. 
Theorem 2 Let s > 1, and let
* , and for any T with 0 < T < T * ,
In Theorem 2 we treat both local and global solutions. Local existence of solutions has been proved in [5] . Global existence of small solutions with T * c = ∞ is proved by Theorem 1 above. Our method of proof of Theorem 2 is based on the observation of convergence of solutions from (1.4) to (1.5), rather than the previous treatment of convergence from second order equations of Klein-Gordon type to (1.5) as a singular limit. To make a direct convergence go through, we exploit the Strichartz estimates that are uniform in c.
Proof of Theorem 1
In this section, without loss of generality we may assume that c = 1. The Dirac equation to be considered therefore takes the form,
The corresponding linear Dirac equation becomes (2.1)
Differentiating (2.1) in t, we obtain
which is the linear Klein-Gordon equation, where the associated Cauchy data takes the form
This implies that the solution ψ of (2.1) with Cauchy data ψ 0 is represented as
where U (t) is the free propagator defined on L 2 (R 3 ; C 4 ) defined as
Accordingly the solution ψ of NLD will be studied in the form of the integral equation
To treat (2.2) by a contraction argument, we study the Strichartz estimates for the operator U (t). For that purpose we single out K ± (t) = e
as essential parts of U (t).
Lemma 3
The space dimension is denoted by n. We have the estimates
, and p denotes the dual exponent to p defined by 1/p + 1/p = 1.
Remark. For the case n ≥ 3, the pair of exponents (1/q, 1/r) with q = 2, or equivalently, 1/r = 1/2 − 1/(n − 1 + θ) ≡ 1/r e is called "end point", since this case is just excluded from the standard duality argument on the Strichartz estimates [8] , [13] , [25] . We want to use the Lemma 3 in the case n = 3, q = 2 so that we are faced with the restriction 0 < θ ≤ 1, which is caused by (q, r) = (2, ∞).
Proof of Lemma 3.
Regarding the free Schrödinger and wave equations, the end point estimates were proved by Keel and Tao [10] . Here we follow almost the same argument with necessary modifications. Below we concentrate our attention on the end point estimate and therefore we take n ≥ 3. We abbreviate K ± (t) to K(t) for simplicity.
For (2.3), by a duality argument it is sufficient to prove that (2.5)
which follows if we can show that
where {ϕ k } ∞ 0 is the Littlewood-Paley dyadic decomposition on R n and q, r, s are as in Lemma 3.
Indeed, (2.5) follows from (2.6) as
where we have used Minkowski's inequality with q ≤ 2.
Firstly we prove (2.6) for non-endpoint. We use the decay estimate for K(t) [2] , [7] , [20] (2.8)
From the Hardy-Littlewood-Sobolev inequality we have for q > 2,
Thus we obtain
which is precisely (2.6) for q > 2.
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For the estimate at end point, we consider following bilinear estimate which guarantees (2.6) by duality argument,
This is further reduced to (2.10)
We show the following inequalities,
For the first inequality we estimate
We use non-endpoint estimate for the second inequality,
By symmetry the third inequality also follows.
By interpolation between these estimates, we have for all (1/a, 1/b) in a neighborhood of (1/r e , 1/r e ) (2.11)
where, for the existence of a neighborhood of (1/r e , 1/r e ) the point (q, r) = (2, ∞) is excluded. We regard (2.11) as
We use the bilinear interpolation which is found as in Lemma 6.1 in [10] . We use the real interpolation spaces (A 0 , A 1 ) ϑ,q for 0 < ϑ < 1, 1 ≤ q ≤ ∞, for reference [1] . We use the spacė
We define
to obtain the following boundedness of T k as (2.13)
We use the interpolation space identities
where 
Applying this to a ϑ 0 = b ϑ 1 = r e and using the fact that
for r ≤ 2, we obtain the boundedness
which is precisely (2.10) in the end point case. We note that α(r e , r e ) = (n + 1 + θ)(1/2 − 1/r e ).
For the retarded estimate (2.4), we start from (2.9). By duality argument, (2.17) t <t
From Minkowski's inequality for q ≥ 2 and q ≤ 2, we obtain (2.18)
Thus we have (2.4) for the case q 2 = q 3 . We estimate T (F, G) to gain another cases. From (2.5) we have
where X I denotes the characteristic function on the interval I. By symmetry we have
We have from duality argument,
By interpolating between two inequalities from (2.19) (2.20) and (2.21), we have (2.4) for all cases. Now we prove Theorem 1. We apply the contraction mapping principle to obtain global solutions with small data. For s > 1 and M > 0, we define the complete metric space X
where 1/r = 1/2 − 1/(2 + θ), σ = ((4 + θ)/2)(1/2 − 1/r) with 0 < θ ≤ 1 to be determined later. We show that the map A, given by
where the second inequality follows from the embedding
Similarly, we have
This yields (2.28)
By (2.27) and (2.28), if the H s norm of the data is so small that M is chosen to satisfy (2.29)
then A is a contraction map on X s M to have a unique fixed point there. The rest of the theorem follows by the standard argument.
Proof of Theorem 2
We study (1.4) in the integral form as
To prove Theorem 2 on the basis of (3.1), we need the Strichartz estimates for V c (t) with explicit dependence on the parameter c. Since V c (t) is a linear combination of V ± (t) = e ±it(c 4 −c 2 ∆) 1/2 with bounded Fourier multipliers, it suffices to have such estimates for V ± (t), which can be found in [14, Lemma 2.1]. We rewrite a subset of the estimates for reader's convenience.
Lemma 4 Let
, where 1/q j = 1/2 − 1/r j , 2 < q j ≤ ∞, j = 1, 2, 3, and
Local existence of solutions for NLD has been proved in [5] . We shall prove the uniform boundedness of solutions with respect to c. For 2 < q ≤ ∞, we define
where 1/r = 1/2 − 1/q. For any 2 < q ≤ ∞, we apply (3.2) to have
From an elementary calculation we have
Thus we use (3.3) to obtain
Therefore we have from (3.1) 
We are now in a position to prove Theorem 2. We subtract (3.9) from (3.1), and divide the result into four parts as
