1. The model. Pair diffusion models describe the transport of charged particles (dopant atoms, point defects, dopant-defect pairs) in semiconductors [4, 7] . In [12] we specified a typical mathematical model of this kind which we shall study in this paper, too. We consider m species X i . The first l ≤ m species are mobile, the other ones are immobile. We denote by u i , p 0i , b i = u i /p 0i the density, some reference density, the chemical activity of the i-th species, and by ψ some additional potential. The initial boundary value problem which we are interested in reads as follows: Here Γ denotes the boundary of the domain Ω ⊂ R 2 , and ν is the outer unit normal. The transport of the mobile species is governed by the drift-diffusion flux densities The continuity equations for the mobile species include additional boundary source terms generated by boundary reactions with reaction rates R Γ αβ given by
Finally, the nonlinear Poisson equation contains various source terms, namely the fixed charge density f , the charge density e depending on ψ, and the charge density m i=1 Q i u i of all particles, ε is the dielectric permittivity.
In heterostructures which we want to include in our considerations the reference densities p 0i (and other quantities such as D i , k Ω αβ , k Γ αβ , ε, and e) depend on x, and they may jump when crossing interfaces between different materials. The densities u i may jump, too, but the chemical activities b i and the potential ψ remain sufficiently smooth (more precisely, b 1 (t, ·), . . . , b l (t, ·), ψ(t, ·) belong to H 1 (Ω)). In homogeneous structures p 0i = const > 0 holds. Then for the mobile species u i (t, ·) ∈ H 1 (Ω) follows, and the flux densities can be rewritten as j i = −D i (∇u i + Q i (ψ) u i ∇ψ) , i = 1, . . . , l .
If we know that the chemical activities remain strongly positive, b i ≥ const > 0, then we can reformulate the model equations by using the electrochemical potentials ζ i = ln a i = ln b i + P i (ψ). For the mobile species ζ i (t, ·) ∈ H 1 (Ω) holds, and the kinetic relations are obtained as
If each species has a constant charge number, Q i (ψ) = q i = const , P i (ψ) = q i ψ , i = 1, . . . m , then we arrive at a model which we have studied in [8, 9, 10, 11] . There we assumed that all species are mobile, l = m, that all diffusivities do not depend on b, and that the initial values U i are strongly positive. The equations were formulated using the electrochemical potentials as explained above. We proved the global existence and uniqueness of a solution and studied its asymptotic behaviour. The methods developed in the present paper allow us to handle this class of models also in the case that l < m, that D 1 , . . . , D l may depend on b, and that only U i ≥ 0 is assumed.
For the pair diffusion models in [4, 7, 12] the charge numbers and their antiderivatives are given by
where K ik = const > 0, q ik = const. The most important property of the functions Q i is that Q i (ψ) ≤ 0. This property as well as the special structure of the kinetic relations and natural assumptions on the kinetic coefficients ensure that the evolution problem (see (P) later on) as well as needed regularizations of this problem (see (P N ), (P M ) later on) have a convex Lyapunov function [12, 15] .
It is the aim of the present paper to show that the initial boundary value problem considered here has a global solution in a sense which is precisely defined in Section 2. There also all needed assumptions are given. Section 3 contains the proof of the existence result and related assertions.
Global existence results for simplified versions of the model (for homogeneous twodimensional structures with smooth boundary, with a special choice of the reactions, and with kinetic coefficients depending only on ψ) were obtained in [20] (all species are mobile, l = m) and in [19] (some species can be immobile, l ≤ m). In [1] one may find a local existence result for the same simplified model, but in arbitrary space dimension. A pair diffusion model for uncharged species (then the Poisson equation is dropped) and for homogeneous structures is investigated in [14] . There the case l < m is treated by passing to the limit D i → 0, i = l + 1, . . . , m. Several different asymptotic limits for variants of such a model are discussed in [16] .
2. Notation, assumptions and main result.
2.1. Notation. The notation of function spaces corresponds to that in [17] . By Z
we denote the cones of non-negative elements. If u ∈ R n then u ≥ 0 (u > 0) means u i ≥ 0 ∀i (u i > 0 ∀i). For the scalar product in R n we use a centered dot. If u, v ∈ R n then uv = {u i v i } i=1,...,n and u/v is to be understood analogously. Finally, if u ∈ R n + and α ∈ Z n + then u α means the product
i . In our estimates positive constants, which depend at most on the data of our problem, are denoted by c. Some auxiliary results which are relevant for the paper are collected in the appendix.
Assumptions.
Let us summarize all needed assumptions which we suppose to be fulfilled up to the end of the paper:
e: Ω × R → R satisfies the Carathéodory conditions, e(x, ·) is locally Lipschitz continuous uniformly w.r.t. x , |e(x, ψ)| ≤ c e c|ψ| f.a.a. x ∈ Ω , ∀ψ ∈ R with some c > 0 ,
for all R > 0 there exists c R > 0 such that
there is a reaction of the form
where for all R > 0 there exists c R > 0 such that
2.3. Formulation of the problem. We use the function spaces
and define operators B: Y → Y and
The precise formulation of the initial boundary value problem considered in Section 1 reads as follows:
Remark 2.1. Let (u, b, ψ) be a solution of (P). Lemma 4.1 ii), iii) ensure that u, b ∈ C(R + , Y ). Furthermore one easily obtains that u, b ∈ C(R + , (L ∞ (Ω, R m ), w * )), and ψ ∈ C(R + , H 1 (Ω)), see Lemma 3.1, too. These properties imply that the relations
are fulfilled for all t ∈ R + . 2.4. Main result. Now we formulate the main result of the paper. Theorem 2.2. There exists a solution of (P). Remark 2.3. In [12] we found some further results concerning properties of solutions of (P). Uniqueness was obtained using some restrictive assumptions on the diffusivities (see [12, Lemma 7.2] ). Global estimates as well as asymptotic properties of solutions were derived, too (see [12, Theorems 4.1, 6 .1]). Here additional assumptions on the underlying reaction system were needed.
3. Proofs.
The nonlinear Poisson equation.
We start with some results concerning the Poisson equation which we need in the sequel.
Lemma 3.1. For any u ∈ Y there exists a unique solution ψ ∈ H 1 (Ω) of the equation E(ψ, u + ) = 0. Moreover, there are an exponent q > 2, a positive constant c and a monotonously increasing function d:
If u ∈ C(S, Y ) then ψ ∈ C(S, H 1 (Ω)) follows and the last equation holds for all t ∈ S. Proof. For the first existence result and the estimates (3.1), (3.2) we refer to [15, Lemma 1] . The estimate (3.3) is a consequence of Gröger's regularity result for elliptic equations [13, Theorem 1] and of Trudinger's imbedding theorem [23] . Moreover, let ψ 0 be the (unique) solution of E(ψ 0 , 0) = 0. According to (3.1) we have ψ − ψ 0 H 1 ≤ c u Y if u ∈ Y and E(ψ, u + ) = 0. Thus (3.4) follows. The last assertions result from the pointwise existence result and (3.1).
First regularized problem (P N
. In order to prove Theorem 2.2 we shall consider two regularized problems which are defined on an arbitrary given interval S = [0, T ]. First we introduce a problem (P N ) as follows. Let N ∈ R, N > 0, be given and let ρ N : R m+1 → [0, 1] be a Lipschitz continuous function with
We define the functions r
These functions satisfy the Carathéodory conditions, and the functions r 
We define the operator R N :
Now our first regularized problem is formulated as follows:
3.3. Energy estimates for solutions of (P N ). We summarize some results which can be obtained as in [12, 15] . Let F 1 , F 2 : Y → R be given by
Finally, we define the functionals
The value F (u) represents the free energy of the state u ∈ X * .
Lemma 3.2. The functional F = F 1 + F 2 : X * → R is proper, convex and lower semi-continuous. For u ∈ Y + it can be evaluated according to (3.7), (3.8) .
For the proof see [12, Lemma 3.2] . Next, we introduce the functional
with c 2.6 from assumption (2.6). This functional is a non-negative lower estimate for the dissipation rate of problem (P N ) (and of problem (P), too) where the contributions arising from the reactions have been omitted in view of (3.6). Again using the properties (3.6) and following the ideas in [15, Section 5] ) and [12] (see also the proof of Lemma 3.15) we obtain Lemma 3.3. Along any solution (u, b, ψ) of (P N ) the free energy F (u) remains bounded from above and decreases monotonously, more precisely
holds. Moreover, there exist constants c, c 3.11 > 0 depending only on the data but not on N and T such that
for any solution of (P N ). Remark 3.4. Note that the last two estimates of Lemma 3.3 together with the properties (2.4) and (2.6) ensure the existence of constants c,˜ , > 0 such that
for any solution (u, b, ψ) of (P N ).
3.4. Further a priori estimates for solutions of (P N ). The constants in the estimates of this subsection will depend on T . Therefore it is not possible to use these results to obtain global (w.r.t. time) bounds for solutions of (P). Such global bounds are derived in [12] by a modified method.
Lemma 3.5. There is a constant c 3.12 > 0 not depending on N such that
Proof. Let (u, b, ψ) be a solution of (P N ). 1. Choosing q as in Lemma 3.1 we obtain by Lemma 3.1 and Lemma 3.3 that
2. We take into account the assumptions (2.5) and (2.7) concerning the order of the source terms of the reactions and the presence of reactions with quadratic sink terms for the immobile species, respectively. Since ψ L ∞ (S,L ∞ (Σ)) ≤ c 3.11 , Σ = Ω, Γ, and
3. Testing the evolution equation in (P N ) with 2b, and using the estimates from step 2 as well as (4.1), (4.3) and Young's inequality we obtain 
Therefore we can continue the first estimate in step 3 as
Let i, 1 ≤ i ≤ l, be fixed. By Lemma 3.3 and (3.10) we find that
A special form of Gronwall's lemma (cf. [24, p. 14, 15] ) leads to the desired result. Again, let q be chosen as in Lemma 3.1. Since 2q/(2 + q) < 2 we obtain from (3.12), (3.13) the estimate ψ L ∞ (S,W 1,q ) ≤ c q . We define κ = c 2r q + 1 where r = 2q/(q − 2) , q as in Lemma 3.1. (3.14)
Lemma 3.6. There is a constant c 3.15 ≥ 1 not depending on N such that
Proof. Let (u, b, ψ) be a solution of (P N ). We use the test function 4(b 3 1 , . . . , b 3 m ). Arguing similar as in step 2 of the proof of Lemma 3.5 we find that
Therefore we obtain for all t ∈ S
We apply the trace inequality (4.1), Gagliardo-Nirenberg's inequality (4.3), (3.14) and Young's inequality,
and the assertion follows from Lemma 3.5. Theorem 3.7. There exists a constant c 3.16 > 0 not depending on N such that 16) for any solution (u, b, ψ) of (P N ). Proof. The proof will be done in two steps. Firstly, by Moser iteration we establish global upper bounds for the mobile species. Then, using these bounds we derive global upper bounds for the immobile species. Let (u, b, ψ) be a solution of (P N ). Let 
With Lemma 3.6 and Hölder's inequality we can estimate
Therefore we obtain for all
We apply for k = 1 and p = r, p = 2(p + 1)/p and p = 4(p − 1)/p, respectively, Gagliardo-Nirenberg's inequality (4.3) and continue
Therefore the iteration formula
∀t ∈ S results where c > 1 depends only on the data, and κ, r, c 3.15 are defined in (3.14) and Lemma 3.6. Now we set p = 2 k , k ∈ N, k ≥ 3. The iteration formula yields
Passing to the limit k → ∞ we obtain
With Lemma 3.6 and (4.2) the desired estimates for b i , i = 1, . . . , l, are verified. 
The last estimate follows from Young's inequality. Therefore we obtain
And consequently,
≤ c ∞ ∀t ∈ S , k = l + 1, . . . , m .
Passing to the limit p → ∞ we get z k (t) L ∞ ≤ c ∞ for all t ∈ S, k = l + 1, . . . , m, which leads to the desired estimates for b k , k = l + 1, . . . , m.
Second regularized problem (P M ).
We prove the solvability of (P N ) for fixed N > 0 by means of a second regularization (P M ).
Let
Moreover, we introduce the functions
and consider the following problem:
Let us remark that we have u, b ∈ C(S, Y ), ψ ∈ C(S, H 1 (Ω)) for solutions of (P M ). 
Existence result for (P M ). First we derive an equivalent formulation of (P M
and the operators B v :
Moreover, we define the operators
as follows:
We denote by T ψ :
is obviously equivalent to the following system of equations:
Let us shortly outline how these equations will be solved. We start with some fixed v ∈ W l . First we solve the initial value problem
This problem has a unique solution w = T w v (see Lemma 3.8). Next we solve the initial boundary value problem
Also this problem has a unique solution v = Q v (see Lemma 4.2) . The operator Q is completely continuous (see Lemma 3.10) . Using Schauder's Fixed Point Theorem we obtain a fixed point v of Q (see Lemma 3.11) . Then (v, T w v) is a solution of (3.17), (3.18 ). Now we give the detailed proofs. The constants c in the estimates of this subsection can depend on M , N (and on T ).
Lemma 3.8. For any v ∈ W l there exists a unique solution w of problem (3.19), and w belongs to
l be fixed. The initial value problem (3.19) is obviously equivalent to the initial value problem
Since the functions r Ω i (x, ·, ·) are uniformly Lipschitz continuous the estimate
follows, and [6, Chap. V, Theorem 1.3] ensures the existence of a unique solution of (3.21). In principle, this result was obtained by means of the Banach Fixed Point Theorem. We denote by T w : W l → H 1 (S, Y m−l ) the operator which assigns to v the solution w of (3.19) .
Lemma 3.9. There exists a constant c > 0 such that the following estimates hold:
Using the test function w = w 1 − w 2 for the corresponding problems (3.19) , the Lipschitz continuity of r Ω i , Hölder's inequality and Lemma 3.1 we find that
Gronwall's Lemma leads to the first assertion. Next, testing (3.19) with w = T w v and using (3.5) the estimate
follows where c does not depend on v. Again applying Gronwall's Lemma the second assertion is obtained.
Next we conclude that for given v ∈ W l the initial boundary value problem (3.20) has a unique solution. This follows from Lemma 4.2 since B v and A v are diagonal and the right hand side belongs to L 2 (S, X l * ). We denote by Q: W l → W l the operator which assigns to v the solution v of (3.20) . 
From Lemma 3.9 and Lemma 3.1 it follows that
Using the test function v n − v we obtain
Applying Hölder's inequality and Lemma 3.9 we arrive at
Properties of superposition operators ensure that the last four bracket terms tend to zero if n → ∞. Thus in summary we find that
and we arrive at v n → v in W l . The continuity of the operator Q can be shown by similar arguments.
Lemma 3.11. The mapping Q has a fixed point.
We use v as test function for (3.20) , take into account the properties of D iM , Q i , apply Lemma 3.1, (4.1), Lemma 3.9, the boundedness of r Σ i and Young's inequality. Thus we obtain
Therefore we find a constant c > 0 such that for all k > 0
Choosing now k ≥ 3c we obtain
Again using Lemma 3.1 and Lemma 3.9 we estimate
Now we define the set
This set is a non-empty, bounded, closed and convex subset of W l with the property that Q(B) ⊂ B. Since the mapping Q is completely continuous the assertion follows from the Schauder Fixed Point Theorem. 
We set w = T w v ∈ H 1 (S, Y m−l ). Then the pair (v, w) fulfils the equations (3.17) and (3.18) which represent an equivalent formulation of problem (P M ).
3.7. Energy estimates for solutions of (P M ). First, we proof Lemma 3.13. For any solution (u, b, ψ) of (P M ) and for every t ∈ S the inequalities b(t) , u(t) ≥ 0 a.e. on Ω are fulfilled.
Proof. Let (u, b, ψ) be a solution of (P M ). We test the evolution equation with the function −b − . Taking into account that
Y ≤ 0 for all t ∈ S. Next, we introduce a regularized free energy functional F M which is adapted to the regularizations in problem (P M ). We define the function
and the functional F M 2 : Y → R by
Moreover, we set
where F 1 was introduced in Subsection 3.3. Since the function l M has the same essential properties as the function ln which occurs in the definition of the functional F 2 similar arguments as in [12] give the following results. Lemma 3.14. The functional F M = F 1 + F M 2 : X * → R is proper, convex and lower semi-continuous. For u ∈ Y + it can be evaluated according to (3.7), (3.23) .
By the definition of l M the inequality
on Ω , ∀y ∈ R + holds. Therefore it follows that
Lemma 3.15. Along any solution (u, b, ψ) of (P M ) the regularized free energy F M (u) remains bounded by its initial value and decreases monotonously,
Moreover, there exist positive constants c, c 3.25 , c 3.26 not depending on M , such that
for any solution of (P M ).
Proof. Let (u, b, ψ) be a solution of (P M ).
By Lemma 3.14 we find that P (ψ(t)) ∈ ∂F 1 (u(t)) f.a.a. t ∈ S. Thus, the function t → F 1 (u(t)) is absolutely continuous on S and according to the chain rule (see [3, Lemma 3 .3]) we obtain
2. We choose some δ ∈ (0, 1) and define
3. We set ζ δ M = l M (b δ ) + P (ψ) and obtain
The volume integral in the definition of R N (b, ψ), ζ δ M X , namely
is estimated as follows. Since for |(b, ψ)| ∞ > N the integrand vanishes we may assume that |(b, ψ)| ∞ ≤ N and thus
and I ≤ c N δ(1+| ln δ|). The boundary integral is handled analogously and in summary we obtain
Next we consider the term
Here we write
The last estimates ensure that 3.8. Further estimates for solutions of (P M ). We prove Theorem 3.16. There is a constant c 3.27 > 0 not depending on M such that
.27 , i = 1, . . . , l , (3.27) for any solution (u, b, ψ) of (P M ).
Proof. Let (u, b, ψ) be a solution of (P M ). Let q > 2 be chosen as in Lemma 3.1, r = 2q/(q − 2), r = 2q/(2 + q). Other constants in the following estimates can depend on N (and on T ). 1. Testing (P M ) with (0, . . . , 0, b l+1 , . . . , b m ) we obtain in view of (3.5) that b i (t) L 2 ≤ c ∀t ∈ S , i = l + 1, . . . , m , (3.28) which ensures that u i (t) L r ≤ c for all t ∈ S, i = l + 1, . . . , m. Hence we get This provides the desired estimates.
3.9. Existence result for (P N ). Theorem 3.17. There exists a solution of (P N ). Proof. We choose M = max{M * , c 3.26 , c 3.27 } (cf. Lemma 3.15, Theorem 3.16). By Theorem 3.12 there is a solution (u, b, ψ) of (P M ). Since b ≥ 0 (cf. Lemma 3.13) and 3.10. Existence result for (P). Proof of Theorem 2.2. It suffices to prove the existence of a solution of (P) on any finite time interval S = [0, T ]. Such problems are denoted by (P S ). We choose N = 2 max{c 3.11 , c 3.16 } (cf. Lemma 3.3, Theorem 3.7). Then according to Theorem 3.17 there is a solution (u, b, ψ) of (P N ). The choice of N guarantees that the operators R N and R coincide on this solution. Therefore (u, b, ψ) is a solution of (P S ), too.
Appendix. We assume that Ω ⊂ R
2 is a bounded Lipschitzian domain. We apply Sobolev's imbedding theorems (see [17] ) and some other imbedding results, especially the trace inequalities w H 1 (Ω) ∀w ∈ H 1 (Ω) , q ≥ 2 , (4.1)
and the following version of the Gagliardo-Nirenberg inequality (see [5, 21] )
As an extended form of the this inequality one obtains that for any δ > 0 and any p ∈ (1, ∞) there exists a constant c δ,p > 0 such that 
