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Abstract
Robust estimation is concerned with how to provide reliable parameter estimates in
the presence of outliers. Numerous robust loss functions have been proposed in regression
and classification, along with various computing algorithms. This article proposes a uni-
fied framework for loss function construction and parameter estimation. The CC-family
contains composite of concave and convex functions. The properties of the CC-family are
investigated, and CC-estimation is innovatively conducted via composite optimization by
conjugation operator (COCO). The weighted estimators are simple to implement, demon-
strate robust quality in penalized generalized linear models and support vector machines,
and can be conveniently extended to even more broad applications with existing software.
Keywords: CC-estimator, COCO, Conjugate, MM algorithm, Robust, Variable selection
1 Introduction
Outliers are a small proportion of observations deviating from the majority, and can substan-
tially cause bias in standard estimation methods. This problem has been tackled by robust esti-
mation, which has a long history in statistical methodology research and applications (Maronna
et al., 2019; Heritier et al., 2009). Traditional robust estimation heavily relies on weighted esti-
mation methods. The M-estimator based on Huber’s loss is a weighted least squares estimator
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(LSE), where outliers receive smaller weights. Andrews loss and biweight loss offer alternative
weighting mechanisms. The weights are directly related to how the loss functions are treated
as composite functions in convergence analysis (Maronna et al., 2019).
Robust estimation is an active research topic in broadly defined data science. Xu et al.
(2017) developed a rescaled hinge loss for robust support vector machines (SVM). The weighted
estimation is again driven by the composite view of the loss function. Additionally, there are a
variety of robust loss functions and estimation algorithms. Truncated hinge and binomial loss
have been proposed, along with the difference of convex algorithm. See Wang (2018, 2019) and
references therein.
In this article, we connect the weighted estimation and robust loss functions in more wide
settings. The contributions are three folds: First, we develop a unified family of robust loss
functions including the above mentioned examples, and extending to new important areas such
as robust exponential family. The CC-family contains a composite of concave and convex func-
tions. Second, we provide a new weighted estimation scheme for the CC-estimators: composite
optimization by conjugation operator, or COCO. Penalized estimation including variable se-
lection techniques is naturally included in this setting (Tibshirani, 1996; Fan and Li, 2001).
Third, we demonstrate a variety of CC-estimators in penalized robust estimation, including
regression, classification, generalized linear models and SVM.
The rest of this article is organized as follows. In Section 2, we describe the structure and
characteristics of the CC-family. In Section 3, we provide the COCO algorithm for the CC-
estimators, investigate its convergence and connections between other algorithms. In Section 4,
we describe broad applications of the CC-estimators with simulated and real data. We conclude
the article in Section 5 with discussions. The technical proofs are presented in the Appendixes.
2 Composite loss functions
Some classic and new emerging robust loss functions in regression and classifications are listed
in Table 1 (Maronna et al., 2019; Xu et al., 2017; Wang, 2018, 2019). These functions Γ can
be decomposed as a composite function Γ = g ◦ s, g : range s→ R, s : R→ R, and the domain
of g and s is a convex set. This motivates a unified concave convex (CC) family with functions
Γ satisfying the following conditions:
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i. Γ = g ◦ s
ii. g is a nondecreasing closed concave function on range s
iii. ∂(−g(z)) ∀z ∈ range s is nonempty and bounded
iv. s is convex on R.
We call g concave component, and s convex component. The restrictions on the subdifferential
of −g are needed in the COCO algorithm. Table 2 lists concave components derived from
Table 1. Modifications are needed to convert the g of Qloss to ecave such that the latter is
concave with bounded and continuous derivative. The ecave is related to erf, Gaussian error
function. Derived from the g of Gloss, gcave is constructed such that its derivative is bounded
and continuous. The concave component is illustrated in Figure 1. Except for hcave, all
functions are bounded.
Convex components are listed in Table 3. These functions are building blocks in many
data analysis theory and applications. Gaussian and binomial loss are separated from the
exponential family to make presentation convenient. For the exponential family, s(u) is the
negative log-likelihood function for certain functions a(·), b(·) and c(·). It is well-known that
the cumulant function b(·) is convex in its domain (Wainwright and Jordan, 2008, Prop. 3.1).
Hence s(u) is convex.
The following properties are related to the COCO algorithm derived in the next section.
Theorem 1. Assume that g : range s→ R, where range s is open, g and s are twice differen-
tiable, s′(u) 6= 0. Then g is concave if and only if ∀u ∈ dom s, the following holds:
s′′(u)
s′(u)
Γ′(u) ≥ Γ′′(u). (1)
For convex function s, since s′′(u) ≥ 0, (1) is equivalent to
Γ′(u)
s′(u)
≥ Γ
′′(u)
s′′(u)
,
provided that s′′(u) 6= 0. For instance, with s(u) = u2/2, we have ∀u,
Γ′(u)
u
≥ Γ′′(u).
3
Note that Γ
′(u)
u
is the weight used for M-estimator in robust estimation (Maronna et al., 2019).
Likewise, g′(s(u)) = Γ
′(u)
s′(u) is the weight in the COCO algorithm.
Theorem 1 is related to the absolute risk aversion for function s(u), u ≥ 0:
ARA(u) = −s
′′(u)
s′(u)
.
ARA is a popular metric in economics for utility function s(u), which measures preferences
over a set of goods and services (Pratt, 1964). Assuming nondecreasing function s, Γ′(u) =
g′(s(u))s′(u) ≥ 0 for concave function g. Theorem 1 implies that
−s
′′(u)
s′(u)
≤ −Γ
′′(u)
Γ′(u)
for Γ′(u) 6= 0. Hence, Γ(u) shows globally more risk averse than s(u) if and only if Γ(u) is an
concave transform of s(u).
Theorem 1 is applicable to many functions in the CC-family, for instance, concave compo-
nent acave-dcave and gcave (σ ≥ 1), and convex component exponential family. When g is not
twice differentiable in the whole domain, but piecewisely, such as the Huber loss, similar results
hold.
Theorem 2. Assume that g : range s→ R is continuous, range s=(a, b), there is a subdivision
z0 = a < z1 < ... < zk = b of (a, b), g is twice continuously differentiable on each subinterval
(zi−1, zi), i = 1, ..., k, g has one-sided derivatives at z1, ..., zk−1 satisfying D−g(zi) ≤ D+g(zi)
for i = 1, ..., k = 1, s is twice differentiable, s′(u) 6= 0. Then g is concave if and only if
s′′(u)
s′(u)
Γ′(u) ≥ Γ′′(u)
holds on each subinterval (zi−1, zi), i = 1, ..., k.
Theorem 2 is applicable to the CC-family with concave component hcave, ecave and gcave
(σ < 1), and convex component exponential family. With s(u) = u2/2, u ≥ 0, s is nonde-
creasing. The Gaussian induced loss functions have larger ARA, whenever exists, than that of
Gaussian. For the Huber loss with concave component hcave, simple algebra shows that:−
s′′(u)
s′(u) = −Γ
′′(u)
Γ′(u) , if 0 < u < σ
− s′′(u)
s′(u) < −Γ
′′(u)
Γ′(u) , if u > σ.
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ARA is overlapped with the Gaussian loss when 0 < u < σ and greater than the Gaussian
when u > σ. In other words, we obtain the well-known result: the Huber loss is the same as
the Gaussian when 0 < u < σ and more robust than the Gaussian otherwise.
2.1 Regression
The CC-family contains Gaussian induced composite functions, as in Figure 2. In addition to
classic robust loss functions, new members are introduced from dcave, ecave and gcave. Figure
2 also includes innovative -insensitive induced loss functions. The -insensitive is a device
for support vector machine for regression (Hastie et al., 2009). The derivatives of Gaussian
induced loss functions are shown in Figure 3. With monotone Γ′, the M-estimates can break
down to high leverage outliers (Maronna et al., 2019). Except for hcave, i.e., the Huber loss,
all Gaussian induced loss functions are robust to high leverage outliers.
2.2 Classification
For a binary outcome y taking values +1 and −1, denote by u = yf the margin of a classifier
f . Traditional classification problems utilize GaussianC, binomial and hinge loss (Hastie et al.,
2009). These functions, along with their induced loss functions are shown in Figured 4. The
composite values are normalized such that g(s(0)) = 1. The convex component is unbounded
and can’t control outliers well. Except for hcave, the CC-family is bounded, leading to more
robust estimation. A CC-family member with concave component hcave is more robust than
a convex component only, as the figure demonstrates. In classification problems, Fisher con-
sistency of margin-based loss functions was studied in Lin (2004). The following results are
extensions.
Theorem 3. Assume that g : range s → R is nondecreasing, s(u) < s(−u) ∀u > 0, and
s′(0) < 0 exists. Then for Y ∈ {−1, 1},Γ(Y f(X)) is Fisher-consistent if either of the following
two conditions holds:
(i) g′(s(0)) > 0 exists.
(ii) g′(s(0)) doesn’t exist, g(s(u)) = g(s(0)) ∀u < 0, and s is nonincreasing.
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Theorem 3 is handy to check Fisher consistency of the CC-family. One exception is concave
tcave with σ = 1 and convex GaussianC. Theorem 3 is not applicable since g′(s(0)) doesn’t
exist and s is not monotone. A monotonic convex function would have additional benefits.
3 Robust estimation
We have data (xij, yi), i = 1, ..., n, j = 0, 1, ..., p, where xij is the predictor and yi is the response
variable. Let xi = (xi0, ..., xip)
T denote a (p + 1)-dimensional predictor with the first entry 1,
β = (β0, β1, ..., βp)
T a (p + 1)-dimensional coefficient vector and β0 the intercept. Consider
convex component s(ui) given in Table 3, where ui is linked to the linear predictor fi = x
T
i β,
although more complex transformations may be used as in nonlinear kernels of SVM. Thus ui
may be seen as ui = ui(β), where
ui =

yi − fi, for regression,
yifi, for classification with yi ∈ [−1, 1],
fi, for exponential family.
(2)
A CC-estimator is a solution that minimizes the empirical loss L(β) given by
L(β) =
1
n
n∑
i=1
Li(β), Li(β) = g(s(ui)), (3)
where g is a nondecreasing concave component in Table 2. A CC-estimator can be defined
from any combination of concave component in Table 2 and convex component in Table 3. A
regression problem is based on convex component Gaussian or -intensive, and a classification
is derived from GaussianC, binomial or hinge loss. The generalized linear models are derived
from the exponential family. For logistic regression with yi ∈ {0, 1}, we have
s(ui) = −yixiTβ + log(1 + exp(xiTβ)),
which is equivalent to the binomial loss in Table 3 with the margin ui = yixi
Tβ. Another
example is the Poisson regression:
s(ui) = −yixiTβ + exp(xiTβ).
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In many applications, we optimize a penalized loss function F : Rp+1 → R:
F (β) = L(β) + Λ(β), (4)
where
Λ(β) =
p∑
j=1
(
αpλ(|βj|) + λ1− α
2
β2j
)
,
0 ≤ α ≤ 1, λ ≥ 0, and pλ(|βj|) is the penalty function such as the LASSO (Tibshirani, 1996)
or SCAD (Fan and Li, 2001). Minimizing the penalized loss function can avoid overfitting,
provide shrinkage estimates and conduct variable selection. The loss function in (3) is a special
case of (4) with Λ(β) = 0, i.e., λ = 0.
3.1 Conjugation operator
For function h(z), let ϕ(v) be the conjugate function of h(z) defined by:
ϕ(v) = sup
z∈dom h
(zv − h(z)),
The conjugate ϕ(v) is convex on dom ϕ. And conjugate of ϕ(v) is restored if h(z) is a closed
convex function (Lange, 2016, Fenchel-Moreau theorem):
h(z) = sup
v∈dom ϕ
(zv − ϕ(v))
=− inf
v∈dom ϕ
(z(−v) + ϕ(v)).
Let h(z) = −g(z), where g is concave. Thus we obtain
g(z) = inf
v∈dom ϕ
(z(−v) + ϕ(v)).
With z = s(u) for s convex, we get
g(s(u)) = inf
v∈dom ϕ
(s(u)(−v) + ϕ(v)).
Define
Γ(u) = g(s(u)), ζ(u, v) = s(u)(−v) + ϕ(v). (5)
In the COCO algorithm, we minimize Γ(u) via function ζ(u, v) = s(u)(−v) + ϕ(v) in an
alternating scheme. First, given current value of u, we minimize ζ(u, v) with respect to v,
7
which has a simple solution due to the conjugation operator. Second, with the current value of
v, we minimize ζ(u, v) with respect to u. This process repeats until convergency.
The COCO algorithm can be interpreted as majorization-minimization (MM) algorithm
(Lange, 2016, section 4.9). Suppose a function can be represented as partial minima
Γ(u) = min
v
ζ(u, v). (6)
Define a surrogate function for a given uˆ:
γ(u|uˆ) = ζ(u, argmin
v
ζ(uˆ, v)).
Then γ(u|uˆ) majorizes Γ(u) at uˆ, since ∀u we have
Γ(u) ≤ γ(u|uˆ), Γ(uˆ) = γ(uˆ|uˆ). (7)
The MM algorithm is an iterative procedure. Given an estimate u(k) in the kth iteration,
γ(u|u(k)) is minimized at the k + 1 iteration to obtain an updated minimizer u(k+1). This
process is repeated until convergence. The MM algorithm generates a descent sequence of
estimates:
Γ(u(k+1)) ≤ γ(u(k+1)|u(k)) ≤ γ(u(k)|u(k)) = Γ(u(k)). (8)
For the COCO algorithm, function ζ(u, v) defined in (5) satisfies (6). In particular, the corre-
sponding surrogate function is obtained:
γ(u|uˆ) = ζ(u, vˆ), vˆ = argmin
v
s(uˆ)(−v) + ϕ(v).
Therefore, both (7) and (8) hold.
The COCO algorithm to minimize data-driven loss F (β) in (4) is given in Algorithm 1.
Remark 1. Step 4 assumes that v
(k+1)
i exists. This can be justified as follows. If v
(k+1)
i is an
interior point of dom ϕ, then ∂ϕ(v
(k+1)
i ) is a nonempty bounded set (Nesterov, 2004, Theorem
3.1.13) since conjugate function ϕ is closed and convex. Likewise, if −g is closed and convex,
and zi is an interior point of dom g, then ∂(−g(zi)) is a nonempty bounded set. Corresponding
to range s in Table 3, dom g = {z : z ≥ 0} holds; on boundary point z = 0, g must be chosen
such that ∂(−g(z)) is not empty or unbounded. For instance, ecave and gcave (0 < σ < 1)
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Algorithm 1 COCO Algorithm
1: Initialize β(0) and set k = 0
2: repeat
3: Compute ui(β
(k)) in (2) and zi = s(ui(β
(k))), i = 1, ..., n
4: Compute v
(k+1)
i via v
(k+1)
i ∈ ∂(−g(zi)) or zi ∈ ∂ϕ(v(k+1)i ), i = 1, ..., n
5: Compute β(k+1) = argminβ
∑n
i=1 s(ui(β))(−v(k+1)i ) + Λ(β)
6: k = k + 1
7: until convergence of β(k)
are piecewisely constructed to achieve bounded derivative at the origin. For acave, while g′(0)
doesn’t exist, it is simple to choose
g′(0) = lim
z→0+
g′(z). (9)
Remark 2. Step 5 amounts to a weighted minimization problem with weights −v(k+1)i . Since
−g(z) is nonincreasing convex, we have v(k+1)i ≤ 0, i = 1, ..., n. Furthermore, v(k+1)i is a non-
decreasing function of zi. See Table 4 and Figure 5. Thereby, “clean data” with small values
of zi will receive larger weights, while outliers with a large value of zi will receive smaller
weights. Note σ is suppressed in g(z). For hcave, acave, bcave, ccave and tcave, we obtain
∂(−g(z, σ)) → −1 as σ → ∞. While a subdifferential is a set by definition, to simplify nota-
tions, we interchange between set {A} and A when A is the sole element in the set.
Remark 3. The COCO algorithm is a generalization of iteratively reweighted least squares
(IRWLS) to compute M-estimators (Maronna et al., 2019, section 4.5.2). For Γ(u) = g(z), z =
s(u) = u2/2, at k-th iteration of IRWLS, we compute
argmin
n∑
i=1
w
(k+1)
i (ui)u
2
i ,
where the weights are defined by
w
(k+1)
i (ui) =
Γ
′(ui)/ui if ui 6= 0
Γ′′(0) if ui = 0.
(10)
It is simple to show that w
(k+1)
i (ui) = −∂(−g(zi)) if g is differentiable at zi = s(ui): −∂(−g(zi)) =
g′(zi) = g′(s(ui)) =
L′(ui)
s′(ui)
= L
′(ui)
ui
. The remedy in (10) for ui = 0 is the same as (9).
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We have the convergence results for the COCO algorithm.
Theorem 4. Suppose that g is a concave component in the CC-family, and g is bounded below.
(i) The loss function values F (β(k)) generated by Algorithm 1 are nondecreasing and converge.
(ii) Assume that g and s are differentiable, s(u)(−v) + ϕ(v) is jointly continuous in (u, v), ϕ
is the conjugate function of −g, ∇L(β) = ∇`(β|β), where the surrogate loss is given by
`(β|β(k)) =
n∑
i=1
γ(β|β(k)),
pλ(| · |) satisfies mild assumptions. Then every limit point of the iterates generated by
Algorithm 1 is a Dini stationary point of minF (β).
3.2 Connection to trimmed estimation
The CC-estimators are closely related to least trimmed squares (LTS) estimator. For n obser-
vations, a LTS estimator is a solution of the smallest least squares, selected from h observations
among all possible combinations in n observations. See Maronna et al. (2019) and references
therein. For the concave component tcave with g(z) = min(σ, z), replacing ∂(−g(z)) in Algo-
rithm 1, we obtain COCO for truncation-statics (COCOTS) algorithm. The total number of
zi trimmed by σ in step 4 is given by
h(k+1) = #{v(k+1)i = −1, i = 1, ..., n}.
The data-driven h(k+1) is unspecified, but can be computed via the fixed truncation parameter
σ, where truncation-statics is named for. We can modify the COCOTS algorithm such that the
estimator is like the LTS estimator. Step 4 in Algorithm 2 is modified such that h(k+1) = h ∀k
holds. As a result, the location of truncation is subject to change in iterations. Putting together,
Algorithm 3 becomes the trimmed estimator:
βˆ = argmin
β
∑
i∈H
s(ui(β)) + Λ(β),
where H ⊆ {1, ..., n}, |H| = h. The COCOTV algorithm with s(u) = u2/2 and LASSO penalty
is the same as the algorithm for penalized LTS in Alfons et al. (2013).
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Algorithm 2 COCOTS Algorithm
1: Initialize β(0) and set k = 0
2: repeat
3: Compute ui(β
(k)) in (2) and zi = s(ui(β
(k))), i = 1, ..., n
4: Compute v
(k+1)
i = −I(zi ≤ σ)
5: Compute β(k+1) = argminβ
∑n
i=1 s(ui(β))(−v(k+1)i ) + Λ(β)
6: k = k + 1
7: until convergence of β(k)
Algorithm 3 COCOTV Algorithm
1: Initialize β(0) and set k = 0
2: repeat
3: Compute ui(β
(k)) in (2) and zi = s(ui(β
(k))), i = 1, ..., n
4: Compute v
(k+1)
i = −I(zi ≤ zh), where z1 ≤ z2... ≤ zn are ordered statistics, h ≤ n
5: Compute β(k+1) = argminβ
∑n
i=1 s(ui(β))(−v(k+1)i ) + Λ(β)
6: k = k + 1
7: until convergence of β(k)
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4 Applications of CC-estimators
We use simulated and real data to illustrate a variety of CC-estimators for robust regression
and classification. The response variables are continuous, binary and count data.
4.1 Robust least squares in regression
Example 1: Let y = XTβ + , where β = (1.5, 0.5, 1, 1.5, 1)ᵀ,  is a n-dimensional vector
with elements i following a normal distribution with mean 0 and standard deviation 0.5,
i = 1, ..., n,X ∼ N5(0,Σ) with Σij = 0.5|i−j| for i, j = 1, ..., 5. Training and test data are
randomly generated with sample size 100, where training data are used for model estimation,
and test data are used to evaluate prediction accuracy. Test data are not contaminated, and
contamination mechanisms in the training data follow Alfons et al. (2013):
(1) No contamination
(2) Vertical outliers: 10% of the error terms follow N(20, 0.52) instead of N(0, 0.52).
(3) Vertical outliers + leverage points: in addition to (2), the 10% contaminated data also
have predictor variables distributed as N(50, 1), different from the rest of predictor variables.
Gaussian-induced CC-estimators without penalty, i.e., λ = 0 in (4), are compared with least
squares, biweight regression and LTS, based on the root mean squared prediction error (RMSE),
and the average is reported for 100 Monte Carlo simulation runs. The oracle estimator is the
true parameter. The results are summarized in Table 5. The CC-estimators are comparable
with alternative methods for clean data and robust to outliers in general. The exception is
hcave, i.e., Huber estimator, with leverage points. It is well-known that the Huber loss is
robust to vertical outliers but not leverage points.
Example 2: Let y = XTβ + , where β1 = β7 = 1.5, β2 = 0.5, β4 = β11 = 1 and βj = 0
otherwise for j = 1, ..., p,  is a n -dimensional vector with elements i following a normal
distribution with mean 0 and standard deviation 0.5, i = 1, ..., n,X ∼ Np(0,Σ) with Σij =
0.5|i−j| for i, j = 1, ..., p, p = 50. We generate random samples and simulation scheme as in
Example 1. Additional tuning samples were generated and used to select optimal penalty
parameters in penalized estimation.
Gaussian-induced penalized CC-estimators are computed, where the penalty parameters are
chosen to optimize a corresponding loss value with tuning data. We compare with penalized
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linear regression. Huber regression (Yi and Huang, 2017) and sparseLTS (Alfons et al., 2013)
are computed as well, following the tuning parameter selection strategies in the manuscripts.
To evaluate variable selection performances, we compute sensitivity (or sen) and specificity
(or spc), where sensitivity is the proportion of number of correctly selected predictors among
true effective predictors, and specificity is the proportion of number of correctly non-selected
predictors among true ineffective predictors. The average is computed for all simulation runs.
A good estimator should have both sensitivity and specificity close to 1.
The results are summarized in Table 6. The penalized CC-estimators are comparable with
penalized linear regressions for clean data, and outerperform or are comparable with penalized
linear regressions, Huber and LTS with outliers. As expected, the Huber loss (hcave) is robust
to vertical outliers but not leverage points. The SCAD CC-estimators are better than their
corresponding LASSO estimators.
4.2 Robust least squares in classification
Example 3: Predictor variables (x1, x2) are uniformly sampled from a unit disk x
2
1 + x
2
2 ≤ 1
and y = 1 if x1 ≥ x2 and -1 otherwise. We also generate 18 noise variables from uniform[-1, 1].
To add outliers, we randomly select v percent of the data and switch their class labels. The
training/tuning/test sample sizes are n = 100/100/10, 000.
We evaluate GaussianC-induced CC-estimators, i.e., the Gaussian-induced composite loss
with y ∈ {+1,−1}. No-intercept models are adopted for more accurate prediction. The
penalized least squares method is also employed along with the optimal Bayes classifier. The
results are demonstrated in Table 7. It is clear that the CC-estimators are better resistant
to outliers than the LS estimators, and the SCAD estimators are better than the LASSO
counterparts.
4.3 Robust logistic regression
In a UK hospital, 135 expectant mothers were surveyed on the decision of breastfeeding their
babies or not, along with two-level predictive factors (Heritier et al., 2009). We compute
binomial-induced CC-estimators, i.e., robust logistic regression, and display the robust weights
in Figure 6. The subjects 3, 11, 14, 53, 63, 75, 90 and 115 have smallest weights, confirming a
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more complex estimator in Heritier et al. (2009). Despite large estimated probability ≥ 0.8 of
trying to breastfeed or not in a logistic regression, these individuals took the opposite decisions.
For variable selection, we develop a usual SCAD logistic regression, which performs more sparse
estimation than the LASSO estimator when the optimal penalty parameter λ is chosen by a
10-fold cross-validation. This λ value is then utilized to compute binomial-induced SCAD CC-
estimators. The estimated coefficients of the selected variables are shown in Table 8. From the
penalized logistic regression, the odds-ratio of at least try to breastfeed for a current smoking
mother relative to a non-smoking mother is equal to exp(−2) = 0.14. The CC-estimators,
however, provide coefficients of smokenowYes < −2. Being a smoker during pregnancy has
larger negative effect from robust estimation. Likewise, in all CC-estimators except for dcave,
the odds-ratios of at least try to breastfeed for a non-white expecting mother relative to a white
mother is larger than exp(1.94) = 7 from penalized logistic regression.
4.4 Robust Poisson regression
A cohort of 3066 Americans over the age of 50 were studied on health care utilization, doctor
office visits (Heritier et al., 2009). The survey also contained 24 predictors in demographic,
health needs and economic access. We compute Poisson-induced CC-estimators, i.e., robust
Poisson regression, and show the robust weights in Figure 7. The smallest weights occur to
the subjects with 200, 208, 224, 260, 300, 365 and 750 doctor visits in two years. We generate
an ordinary SCAD Poisson regression, where the optimal penalty parameter λ is chosen by
a 10-fold cross-validation. This λ value is then utilized to compute Poisson-induced SCAD
CC-estimators. The estimated coefficients of the selected variables are shown in Table 9. The
negative coefficient of age in penalized Poisson regression suggests that older patients consume
less. This coefficient is also negative, -0.005, and statistically significant for an M-estimator after
a model selection procedure in Heritier et al. (2009). On the other hand, the CC-estimators
provide more sparse estimation and eliminate additional variables like income, insur. In
particular, the coefficients of age are either 0 or negligible in magnitude, making them more
interpret-able.
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4.5 Robust SVM
A dataset called Australian from Lichman et al. (2013) concerns credit card applications for
690 samples with a good mix of 14 predictors – continuous, nominal with small numbers of
values, and nominal with larger numbers of values. We compute hinge-induced CC-estimators,
i.e., robust SVM, to predict Australian credit card approval. We use 10-fold cross validation,
and at each run, we randomly choose 70% of a fold with n = 690 × 0.9 as training data, the
remaining 30% of a fold as tuning data for hyper-parameters of all the classifiers. The test errors
are then computed from the test data with n = 690 × 0.1. This process is repeated 10 times
based on the cross-validation scheme. To study robustness of algorithms, 15% of credit card
approval decision is randomly flipped in the training and tuning data. We adopt the nonlinear
Gaussian kernel in the SVM, both the classical and robust versions. From Table 10, the CC-
estimators are comparable to the SVM with clean data, and more accurate with contaminated
data. The averages number of support vectors from the CC-estimators are smaller than the
SVM with outliers, in favor of the former.
4.6 Robust SVM regression
The Boston housing data include 506 housing values and 14 predictors in suburbs of Boston
(Lichman et al., 2013). We compute -insensitive-induced CC-estimators, i.e., robust SVM
regression, to predict the housing prices. We use 10-fold cross validation as in the previous
example. To study robustness of algorithms, 10% of housing values are randomly multiplied
by 10 in the training and tuning data. In the contaminated tuning data, we use 90% trimmed
RMSE to determine optimal hyper-parameters of the Gaussian kernel SVM regression, while
RMSE is used in the clean data. The results are summarized in Table 11. The RMSEs are
comparable in clean data while the CC-estimators are much robust than the SVM regression
with contaminated data. The number of SVs are similar in the clean data, while six out of
eight CC-estimators have the same or smaller SVs.
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5 Discussion
Expanding the convex component, the CC-estimators and COCO algorithm can be applied to
other statistical applications adapting existing software. It has been shown that M-estimators
are consistent and asymptotic normally distributed (Maronna et al., 2019). The results should
be valid for the CC-estimators with convex component Gaussian and smooth concave compo-
nent. Along the line, it is possible to develop efficiency of CC-estimators against least square
estimators. The adaptive LASSO is a penalized estimation where weighted penalties are pre-
scribed (Zou, 2006). The adaptive LASSO CC-estimators can be developed with the COCO
algorithm. For adaptive LASSO M-estimators, oracle properties have been established (Smu-
cler and Yohai, 2017). Similar results should hold for the CC-estimators with select members of
the CC-family. The CC-estimators are more general, however, therefore much research remain
to be done to develop properties of CC-estimators.
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Appendix A Proofs
Proof of Theorem 1
By assumption we have a well-defined function composition
Γ(u) = g(s(u)).
It is simple algebra to show
Γ′′(u) = g′′(s(u))(s′(u))2 +
s′′(u)
s′(u)
Γ′(u). (11)
Suppose
Γ′′(u) ≤ s
′′(u)
s′(u)
Γ′(u). (12)
From (11) we must have
g′′(s(u))(s′(u))2 ≤ 0.
Since s′(u) 6= 0 by assumption, g′′(s(u)) ≤ 0 ∀u holds, or g is concave. Conversely, if g is
concave, g′′(s(u)) ≤ 0 ∀u, thus (12) holds.
Proof of Theorem 2
We apply similar arguments as in Hiriart-Urruty and Lemare´chal (1993, page 35). Suppose
s′′(u)
s′(u)
Γ′(u) ≥ Γ′′(u) (13)
holds piecewisely. Following the proof of Theorem 1, g′′(s(u)) ≤ 0 holds piecewisely. Since g has
decreasing slopes, then g is concave. Conversely, if g is concave, g′′(s(u)) ≤ 0 holds piecewisely.
Hence (13) is valid as in the proof of Theorem 1.
Proof of Theorem 3
(i) By assumption s(u) < s(−u), ∀u > 0. Thus Γ(u) = g(s(u)) < g(s(−u)) = Γ(−u), ∀u > 0
since g is nondecreasing and g′(s(0)) > 0. Furthermore, Γ′(0) = g′(s(0))s′(0) 6= 0 exists.
We conclude that assumptions of Theorem 3.1 in Lin (2004) are satisfied by Γ = g ◦ s,
thus Γ is Fisher-consistent.
(ii) Note that E(Γ(Y f(X))) = E(E(Γ(Y f(X)|X = x))), we can minimize E(Γ(Y f(X))) by
minimizing E(Γ(Y f(X))|X = x) for every x. For any fixed x, E(Γ(Y f(X))|X = x) =
p(x)Γ(f(x)) + (1− p(x))Γ(−f(x)). We search w that minimizes
V (w) = p(x)Γ(w) + (1− p(x))Γ(−w).
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We have
V (−w) = p(x)Γ(−w) + (1− p(x))Γ(w).
The last two equations lead to
V (w)− V (−w) = (2p(x)− 1)(Γ(w)− Γ(−w)).
Since g is nondecreasing and s is nonincreasing, Γ must be nonincreasing. Together with
s′(0) < 0, we have minimizer w∗ ≥ 0 if p > 1
2
and w∗ ≤ 0 if p < 1
2
. We now show that w = 0
is not a minimizer. Consider u < 0, then we get g(s(u)) = g(s(0)), g(s(−u)) < g(s(0))
and
V (u) = p(x)g(s(u)) + (1− p(x))g(s(−u))
< p(x)g(s(0)) + (1− p(x))g(s(0))
= V (0)
Hence w = 0 is not a minimizer. If u > 0, similar argument suggests that V (u) < V (0).
In conclusion, sign(w) = sign(p− 1
2
).
Proof of Theorem 4
(i) Denote h(z) = −g(z), ϕ(v) the conjugate function of h(z) defined by ϕ(v) = supz(vz −
h(z)). Suppose that vz − h(z) attains its maximum at z∗ for fixed v, then p(z∗) =
−vz∗+h(z∗) attains its minimum. We have 0 ∈ ∂p(z∗) = −v+ ∂h(z∗) or v ∈ ∂h(z∗), and
ϕ(v) = vz∗ − h(z∗). (14)
In convex analysis, the converse holds. Denote ϕ∗(z) the conjugate of ϕ(v). Namely,
ϕ∗(z) = sup
v
(vz − ϕ(v)). (15)
Suppose that vz−ϕ(v) attains its maximum at v∗ for fixed z, then q(v∗) = −v∗z+ϕ(v∗)
attains its minimum. Hence, we obtain z ∈ ∂ϕ(v∗) and
ϕ∗(z) = v∗z − ϕ(v∗). (16)
Again, the converse holds since ϕ(v) is convex. With h(z) closed, the conjugate of conju-
gate function recovers (Lange, 2016, Proposition 3.4.2), i.e.,
ϕ∗(z) = h(z). (17)
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Together with (14) and (16), v ∈ ∂h(z∗) is equivalent to z ∈ ϕ(v∗). Furthermore, from
(15)-(17) we have
h(z) ≥ vz − ϕ(v); h(z) = v∗z − ϕ(v∗),
which is the same as
g(z) ≤ −vz + ϕ(v); g(z) = −v∗z + ϕ(v∗).
Thus −vz + ϕ(v) majorizes g(z) at v∗. In Algorithm 1, given zi, if vi ∈ ∂(−g(zi)) or
zi ∈ ∂ϕ(vi), then −vzi+ϕ(v) is minimized with respect to v. With step 3-5 in Algorithm 1,
zi = s(ui(β
(k))), we get
F (β(k+1)) ≤ Q(β(k+1)|β(k)) ≤ Q(β(k)|β(k)) = F (β(k)).
To minimize Q(β|β(k)) in step 5, the objective function is simplified since v(k+1)i is a
constant in the current iteration step:
argmin
β
Q(β|β(k)) = argmin
β
n∑
i=1
s(ui(β))(−v(k+1)i ) + ϕ(v(k+1)i ) + Λ(β)
= argmin
β
n∑
i=1
s(ui(β))(−v(k+1)i ) + Λ(β).
(18)
Furthermore, by assumption g(z) is bounded below, hence ∀z, g(z) ≥ c for some constant
c. From (3), (4) and Λ(β) ≥ 0, we get F (β(k)) ≥ c. In summary, the sequence F (β(k)) is
nonincreasing and bounded below. Hence the sequence F (β(k)) of Algorithm 1 converges.
(ii) From (18), Q(β|β(k)) majorizes F (β) at β(k). Since g and s are differentiable, L(β) and
`(β|β(k)) are differentiable with respect to β. Furthermore, since s(u)(−v)+ϕ(v) is jointly
continuous in (u, v), `(β|β(k)) is jointly continuous in (β,β(k)). Applying Theorem 7 in
Wang (2019), we obtain the desired results provided that the penalty function pλ(|βj|)
satisfies the following assumptions:
Assumption 1. pλ(θ) is continuously differentiable, nondecreasing and concave on (0,∞)
with pλ(0) = 0 and 0 < p
′
λ(0+) <∞.
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Type Loss function g(s(u)) g(z) s(u)
Regression
Huber

u2
2
if |u| ≤ σ
σ|u| − σ2
2
if |u| > σ
z if z ≤ σ
2/2
σ(2z)
1
2 − σ2
2
if z > σ2/2
u2
2
Andrews

σ(1− cos(u
σ
))
if |u| ≤ σpi
2σ if |u| > σpi

σ(1− cos( (2z)
1
2
σ
))
if z ≤ σ2pi2/2
2σ if z > σ2pi2/2
u2
2
Biweight 1− (1− u2
σ2
)3I(|u| ≤ σ) 1− (1− 2z
σ2
)3I(z ≤ σ2/2) u2
2
ClossR 1− exp(−u2
2σ2
) 1− exp(−z
σ2
) u
2
2
Classification
Closs 1− exp(−(1−u)2
2σ2
) 1− exp(−z
σ2
) (1−u)
2
2
Rhinge 1− exp(−max(0,1−u)
2σ2
) 1− exp( −z
2σ2
) max(0, 1− u)
Thinge
min(1− σ,max(0, 1− u)),
σ ≤ 0
min(1− σ, z) max(0, 1− u)
Tlogit
min(1− σ, log(1 + exp(−u))),
σ ≤ 0
min(1− σ, z) log(1 + exp(−u))
Texp
min(1− σ, exp(−u)),
σ ≤ 0
min(1− σ, z) exp(−u)
Dlogit
log (1 + exp(−u))
− log (1 + exp(−u− σ))
log( 1+z
1+z exp(−σ)) exp(−u)
Gloss 1
(1+exp(au))σ
, σ ≥ 1, a > 0 ( z
1+z
)σ exp(−au)
Qloss 1− ∫ uσ∞ 1√2pi exp(−x22 )dx 1− 1√pi ∫ zσ20 exp(−t)√t dt u22
Table 1: Composite loss functions with σ > 0 unless otherwise specified.
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Concave g(z)
hcave
z if z ≤ σ
2/2
σ(2z)
1
2 − σ2
2
if z > σ2/2
acave
σ
2(1− cos( (2z)
1
2
σ
)) if z ≤ σ2pi2/2
2σ2 if z > σ2pi2/2
bcave σ
2
6
(
1− (1− 2z
σ2
)3I(z ≤ σ2/2))
ccave σ2
(
1− exp(−z
σ2
)
)
dcave 1
1−exp(−σ) log(
1+z
1+z exp(−σ))
ecave

2 exp(− δ
σ
)√
piσδ
z if z ≤ δ
erf(
√
z
σ
)− erf(
√
δ
σ
) +
2 exp(− δ
σ
)√
piσδ
δ if z > δ
gcave

δσ−1
(1+δ)σ+1
z if z ≤ δ
1
σ
( z
1+z
)σ − 1
σ
( δ
1+δ
)σ + δ
σ
(1+δ)σ+1
if z > δ
where δ =
→ 0+ if 0 < σ < 1σ−1
2
if σ ≥ 1
tcave min(σ, z), σ ≥ 0
Table 2: Concave component with σ > 0 except for tcave with σ ≥ 0.
Convex s(u)
Gaussian u
2
2
GaussianC (1−u)
2
2
Binomial log(1 + exp(−u))
Exponential family −
(
yu−b(u)
a(φ)
+ c(y, φ)
)
Hinge max(0, 1− u)
-insensitive
0 if |u| ≤ |u| −  if |u| > 
Table 3: Convex component.
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Concave ∂(−g(z))
hcave
−1 if z ≤ σ
2/2
−σ(2z)− 12 if z > σ2/2
acave

−σ sin(
√
2z
σ
)√
2z
if 0 < z ≤ σ2pi2/2
−1 if z = 0
0 if z > σ2pi2/2
bcave − 1
σ4
(2z − σ2)2I(z ≤ σ2/2)
ccave − exp(− z
σ2
)
dcave − exp(σ)
(z+1)(z+exp(σ))
ecave
−
2√
piσδ
exp(−δ
σ
) if z ≤ δ
− 2√
piσz
exp(−z
σ
) if z > δ
gcave
−
δσ−1
(δ+1)σ+1
if z ≤ δ
− zσ−1
(z+1)σ+1
if z > δ
tcave

{−1} if z < σ
{0} if z > σ
[−1, 0] if z = σ
Table 4: Subdifferential of negative concave component.
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Table 5: RMSE in Example 1
Method(σ) No conta- Vertical Vertical+
mination outliers Leverage
LS 0.51 2.44 3.43
Biweight 0.51 0.51 0.51
LTS 0.52 0.52 0.52
hcave(1.3) 0.51 0.55 3.45
acave(0.9) 0.51 0.51 0.51
bacve(4.7) 0.51 0.51 0.51
ccave(1.5) 0.51 0.51 0.51
dcave(0.5) 0.51 0.52 0.52
ecave(1.5) 0.52 0.52 0.52
gcave(1.5) 0.51 0.51 0.51
tcave(1.0) 0.51 0.51 0.51
Oracle 0.50 0.50 0.50
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Table 6: Estimation and prediction in Example 2.
Method(σ) No contamination Vertical outliers Vertical+Leverage
RMSE Sen Spc RMSE Sen Spc RMSE Sen Spc
LS LASSO 0.54 1 0.76 2.96 0.63 0.84 1.73 0.98 0.50
LS SCAD 0.51 1 0.95 2.98 0.57 0.89 1.84 0.89 0.75
Huber LASSO 0.54 1 0.75 0.57 1.00 0.76 2.71 0.46 0.95
SparseLTS 0.62 1 0.92 0.58 1.00 0.90 0.58 1.00 0.89
hcave(0.5)LASSO 0.54 1 0.75 0.58 1.00 0.75 1.84 0.97 0.53
hcave(0.5)SCAD 0.52 1 0.96 0.53 1.00 0.96 1.90 0.88 0.72
acave(0.9)LASSO 0.54 1 0.76 0.55 1.00 0.77 0.55 1.00 0.77
acave(0.9)SCAD 0.51 1 0.95 0.52 1.00 0.96 0.51 1.00 0.96
bcave(4.7)LASSO 0.54 1 0.76 0.55 1.00 0.77 0.55 1.00 0.77
bcave(4.7)SCAD 0.51 1 0.96 0.51 1.00 0.96 0.52 1.00 0.95
ccave(1.5)LASSO 0.54 1 0.75 0.55 1.00 0.77 0.55 1.00 0.77
ccave(1.5)SCAD 0.51 1 0.95 0.51 1.00 0.96 0.51 1.00 0.96
dcave(0.5)LASSO 0.54 1 0.76 0.55 1.00 0.76 0.55 1.00 0.79
dcave(0.5)SCAD 0.51 1 0.96 0.52 1.00 0.95 0.53 1.00 0.95
ecave(9.0)LASSO 0.54 1 0.74 0.55 1.00 0.76 0.54 1.00 0.82
ecave(9.0)SCAD 0.52 1 0.95 0.52 1.00 0.95 0.52 1.00 0.95
gcave(1.5)LASSO 0.54 1 0.75 0.55 1.00 0.77 0.54 1.00 0.80
gcave(1.5)SCAD 0.51 1 0.96 0.51 1.00 0.96 0.54 1.00 0.95
tcave(2.5)LASSO 0.54 1 0.76 0.55 1.00 0.77 0.54 1.00 0.80
tcave(2.5)SCAD 0.51 1 0.95 0.51 1.00 0.95 0.51 1.00 0.96
Oracle 0.50 1 1.00 0.50 1.00 1.00 0.50 1.00 1.00
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Table 7: Mean test errors, sensitivity and specificity in Example 3.
Method(σ) No contamination 10% contamination 20% contamination
Error Sen Spc Error Sen Spc Error Sen Spc
LS LASSO 0.023 1 0.94 0.137 1 0.87 0.252 1 0.86
LS SCAD 0.010 1 0.96 0.131 1 0.90 0.251 1 0.85
hcave(1)LASSO 0.027 1 0.97 0.135 1 0.90 0.248 1 0.84
hcave(1)SCAD 0.017 1 0.99 0.120 1 0.99 0.224 1 0.97
acave(1)LASSO 0.029 1 0.98 0.137 1 0.90 0.251 1 0.84
acave(1)SCAD 0.018 1 0.99 0.121 1 0.98 0.227 1 0.97
bcave(3.5)LASSO 0.029 1 0.98 0.137 1 0.90 0.251 1 0.84
bcave(3.5)SCAD 0.018 1 0.99 0.121 1 0.99 0.227 1 0.97
ccave(1.5)LASSO 0.030 1 0.98 0.137 1 0.90 0.250 1 0.84
ccave(1.5)SCAD 0.020 1 0.99 0.121 1 0.99 0.227 1 0.96
dcave(4.5)LASSO 0.032 1 0.98 0.137 1 0.91 0.249 1 0.84
dcave(4.5)SCAD 0.020 1 0.99 0.122 1 0.99 0.229 1 0.95
ecave(9)LASSO 0.029 1 0.96 0.136 1 0.91 0.248 1 0.87
ecave(9)SCAD 0.017 1 0.99 0.120 1 0.98 0.226 1 0.95
gcave(1.5)LASSO 0.029 1 0.96 0.135 1 0.90 0.246 1 0.84
gcave(1.5)SCAD 0.018 1 0.99 0.120 1 0.99 0.226 1 0.96
tcave(1)LASSO 0.027 1 0.97 0.129 1 0.91 0.240 1 0.84
tcave(1)SCAD 0.017 1 0.99 0.117 1 0.97 0.222 1 0.95
Bayes 0.000 1 1.00 0.100 1 1.00 0.200 1 1.00
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Table 8: Estimates of robust penalized logistic regression for the breastfeeding data.
Variable logis hcave acave bcave ccave dcave ecave gcave tcave
(Intercept) 0.10 −0.20 0.32 0.33 0.35 2.71 3.27 −0.70 −2.27
pregnancyBeginning
howfedBreast 0.12
howfedfrBreast 1.05 1.42 1.19 1.21 1.18 0.03 0.05 1.76 1.27
partnerPartner 0.48 0.24 0.20 0.13 0.22
smokenowYes −2.00 −2.31 −2.38 −2.44 −2.38 −3.89 −4.25 −2.69 −2.48
smokebfYes
age
educat 0.03 0.01 0.01 0.01 0.06 0.16
ethnicNon-white 1.94 2.49 2.52 2.64 2.48 1.16 2.45 3.25 3.59
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Table 9: Estimates of robust penalized Poisson regression for the doctor visits data.
Variable Poisson hcave acave bcave ccave dcave ecave gcave tcave
(Intercept) 1.86 1.99 1.98 1.98 1.98 1.83 1.88 1.78 1.97
age −4× −5× −4×
10−3 10−5 10−5
gender
race
hispan
marital
arthri 0.03 0.04 0.05 0.04 0.03 0.03 0.03 0.03 0.06
cancer 0.07 0.03 0.03 0.02 0.02 0.01 0.03
hipress 0.12 0.11 0.08 0.12 0.13 0.05 0.07 0.07 0.08
diabet 0.30 0.22 0.20 0.20 0.19 0.03 0.07 0.01 0.24
lung 0.01 0.03 0.03 0.02 0.03
heart 0.29 0.32 0.33 0.33 0.33 0.36 0.35 0.34 0.33
stroke 0.05 0.07 0.07 0.06 0.13
psych 0.25 0.27 0.28 0.29 0.28 0.03 0.08 0.02 0.31
iadla1
iadla2
iadla3
adlwa1 0.37 0.25 0.14 0.27 0.27 0.05 0.20
adlwa2 0.68 0.44 0.37 0.39 0.40 0.36 0.37
adlwa3 0.64 0.54 0.49 0.51 0.52 0.60 0.59 0.65 0.46
edyears
feduc
meduc
log(income + 1) 0.04
insur 0.02
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Table 10: Average test error rate and support vectors for credit card applications with different
percentage of contamination (conta).
Method(σ) No conta 15% conta
Error #SV Error #SV
SVM 0.144 274 0.165 366
hcave(0.8) 0.142 256 0.148 306
acave(0.8) 0.148 241 0.158 311
bcave(4.8) 0.145 275 0.152 340
ccave(2.2) 0.138 278 0.152 338
dcave(2.6) 0.138 244 0.146 303
ecave(6.8) 0.139 227 0.145 294
gcave(1) 0.149 211 0.148 300
tcave(1.4) 0.138 242 0.154 244
Table 11: Average RMSE and # support vectors for Boston housing prices with different
percentage of contamination (conta).
Method(σ) No conta 10% conta
RMSE #SV RMSE #SV
SVM 0.48 190 1.80 120
hcave(1) 0.53 190 0.72 100
acave(5) 0.48 180 0.52 190
bcave(20) 0.48 190 0.56 120
ccave(5) 0.48 170 0.68 88
dcave(5) 0.44 180 0.71 87
ecave(30) 0.53 180 0.65 87
gcave(10) 0.50 190 0.67 86
tcave(30) 0.48 190 0.59 210
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Figure 1: Concave component.
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Figure 2: Convex component Gaussian, -insensitive and their induced composite loss functions.
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Figure 3: Derivatives of Gaussian induced composite loss functions
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Figure 4: Convex component GaussianC, Binomial, Hinge loss and their induced composite
loss functions.
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Figure 5: Weight function −∂(−g(z)).
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Figure 6: Robustness weights of logistic regression for the breastfeeding data.
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Figure 7: Robustness weights of Poisson regression for the doctor visits data.
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