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I. INTRODUCTION
Many processes in engineering systems and the biomedical field exhibit both time-varying and nonlinear behaviours. The identification of mathematical models of dynamical nonlinear systems is vital in many fields. The procedure of system identification is to construct mathematical models using observed data. The developed mathematical models from neural networks, fuzzy or regressive models can be applied to study the behaviour of the underlying system as well as for supervision, fault detection, prediction, and model-based control. A variety of system identification techniques have been developed for dynamic process modelling. However, the majority of physical and biomedical systems contain complex nonlinear relationships which can include nonlinearities and chaotic behaviour, which are difficult to model with conventional techniques.
During recent years, much attention has been devoted to the problem of identification of time-varying systems. In many practical cases, the system parameters are unknown and are time varying. When the system is given in state-space form, a classical approach consists of applying Kalman filter based algorithms for estimation of time-varying parameters [1] - [4] .
The application of the recursive least squares algorithm to the estimation of nonlinear system parameters, often requires the nonlinear model outputs to be expressed linearly in terms of the unknown parameters. A discussion about performance of recursive least squares identification and related adaptive control schemes can be found in [5] - [9] . Neural networks and Markov chain Monte Carlo based identification strategies are also discussed in [10] . Recently, a robust identification and control algorithm with time-varying parameter perturbations has been proposed in [11] , where the nonlinear model outputs are expressed linearly in terms of the unknown parameters. Peng et al. [12] introduced parameter estimation methods based on a radial basis functions (RBF) neuronal predictor.
Although different approaches have been investigated in [13] - [16] for nonlinear system state estimation, only partial and quite weak results have been obtained in terms of time-varying function approximation and time-varying parameter estimation. Estimation of the states using artificial neural networks (ANN) has been presented in [17] . - 
-
The main contribution of this paper is the introduction of a new Time-Varying Common-Structured (TVCS) modelling scheme as a solution to the time-varying nonlinear systems identification problem, where the selection of the common model structure is the critical step throughout the modelling procedure. A new efficient Common Model Structure Selection (CMSS) algorithm is investigated to select a common model structure using an online sliding window approach. Once the common-structured model has been determined, relevant time-varying model parameters can then be estimated using a RLS algorithm. The novel study of common-structured model identification is particularly useful for engineering system design and control, where only a fixed common model structure is involved but with input and output, respectively [18] . This study considers a class of discrete stochastic nonlinear systems which can be represented by the following nonlinear autoregressive with eXogenous inputs (NARX) structure below [19] - [22] :
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where   ut and   yt are the system input and output variables, respectively, u n and y n are the maximum input and output lags, respectively, 
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The NARMAX model (2) was developed and discussed in [13] - [14] .
The non-linear mapping   f of (1) can be constructed using a class of local or global basis functions including radial basis functions (RBF), kernel functions, neural networks, multiresolution wavelet such as B-splines and different types of polynomials such as the Chebyshev and Legendre types [13] , [26] - [36] . The polynomial model representation of a nonlinear time-varying NARX is represented below
where 0
 is a constant term, and
ii t  are time-varying parameters and
The degree of a multivariate polynomial is defined as the highest order amongst the terms. If the number of regressors is m and the maximum polynomial degree is  , the number of parameters (number of polynomial terms) is
For large lags y n and u n , the regression model (1) The main motivation of the present study is to select significant common-structured model terms to form a parsimonious common model structure which generalises well [37] .
The polynomial NARX model of time-varying linear-in-the-parameter can now be formulated as [38] 
where M is the total number of candidate regressors. 
III. TVCS MODEL IDENTIFICATION
The CMSS algorithm is a critical step in TVCS identification. Once the common-structured model has been identified, relevant model parameters for each data set can then be estimated, and the transient properties of the model parameters on the associated data set can thus be deduced. The identification procedure for TVCS models contains the following steps:
Step Step 2) CMSS algorithm. This will be described in detail in section § B below.
Step 3) Model parameter estimation. The parameters for the TIVCS model can be easily calculated using Eq. (25) . The parameters for the TVCS model can be estimated using a recursive algorithm for each data window of the   
A. The multiple regression model
Assume that a total of   1 K  data sets (where the first K represent the training data sets, and the last data set is used as a test data set) obtained by the online sliding window have been carried out on the same system. Also, assume that a common model structure of Eq. (6) can be best fit to all the training data sets. Denote the observed input-output sequences for the k th data set by
Assume that all the K data sets can be represented using a common model structure for the different parameters, then the initial candidate multiple regression model can be formulated as [25] 
where the parameters , km  in Eq. (7) are time-independent constants, Eq. (7) 
. The representation of Eq. (8) using a compact matrix form can be expressed as
where
,,
B. The common model structure selection (CMSS) algorithm
In this subsection, a new CMSS algorithm, which can be regarded as an extension of the orthogonal forward regression (EOFR) algorithms ( [14] , [42] ) will be developed to select a common-structured sparse model from the multiple regression shown in Eq. (7) and (8) an initially chosen candidate common model structure which fits to all the K regression models given by Eq. (7) and (8) . For the k th data set, the dictionary D can be used to form 
Thus the CMSS problem is equivalent to finding a subset   ,,
The CMSS algorithm selects significant model terms in a forward stepwise way, one model term at each search step. Let ,0 kk
and define
Note that ,,
-10 -and define 
is referred to as the m th average error reduction ratio (AERR). The criterion (18) vectors. This step-by-step forward selection algorithm is a non-exhaustive search approach, which usually produces satisfactory and nearly optimal results, see for example [25] , [38] .
From Eq. (17) 
by respectively summing Eq. (18) and (19) for m from 1 to n (generally nM ), yields
From Eq. (20) and (21), the model residual , kn r can be used to form a criterion for model term selection, and the search procedure will be terminated at the n th step if the norm
is satisfied. This produces a parsimonious model containing n regressors.
An appropriate value for  is problem dependent and must be learned empirically.
Alternatively, the generalized cross-validation (GCV) criterion [28] can be adopted to terminate the CMSS procedure. Specially, for the l -term model, the GCV of single regression model is defined as 
GCV l is the value for the GCV criterion associated to the k th data set. If the AGCV reaches the minimum at ln  , then the CMSS procedure is terminated, yielding an n -term model. Instead of using the MSE criterion (21), other criteria including Approximate
Minimum Description Length (AMDL) [45] , Bayesian information criteria (BIC) [46] - [48] can also be adopted for the CMSS procedure.
C. Parameter estimation
For the TIVCS model (7), it is easy to verify that the relationship between the selected bases   
where 
and 
This candidate model involves a total of 21 candidate model terms from Eq. (5). Based on the candidate common model structure, the novel CMSS algorithm was applied to the six training data sets. The AGCV criterion, shown in Figure 2 , suggests that a common model structure, with six model terms, is preferred. The six selected common model terms, ranked in order of significance are shown in Table 1 . Now consider the performance of the identified model, whose parameters are determined by Eq. (25) and Table 1 . The 7 th test data set, which has never been used in the identification procedure, was applied to test the performance of the identified model. To quantitatively measure the identified models, the normalized root mean squared error (RMSE) is defined as follows: of the brain and F4, located over the same area on the right) of EEG recorded from a patient with absence seizure epileptic discharge is investigated in this example, where Channel F3 is the signal input and Channel F4 is the signal output, the main reason is that the phase of Channel F4 is related to the phase of channel F3. The input-output EEG signals of N = 3000 data points pairs of one seizure, which are for a sort of epileptic seizure activity of a patient, with a sampling rate of 500 Hz, recording during 6 seconds, were obtained.
Similar to the previous simulation example, the objective is to identify a TVCS model which can be used to analyse transient properties of EEG signals and dynamically track the variation of the EEG signals using an online sliding window approach. Simulation results have shown that, the choice of sliding window of length W = 600 data points, gives good model identified results. So the parameter K was set to equal to 9. The first 8 datasets will be considered as training data sets, shown in Figure 6 , for the model identification, and the 9 th test data set which has never been used in the identification procedure was then used to test the performance of the identified model. Denote the system input and output sequence using
with N = 3000 data pairs. The predictor vector for all the common-structured models was chosen to be       
This candidate model involves a total of 66 candidate model terms. Based on the candidate common model structure, the new CMSS algorithm was applied to the 8 training data sets.
The AGCV index, shown in Figure 7 , suggests that a common model structure, with 8 model terms is preferred. The 8 selected common model terms, ranked in order of the significance, are shown in Table 2 
To inspect the performance of the identified model (34), the model was simulated using the test data set. The output from the model (34) was then compared with the corresponding measurements. Figure 8 shows a comparison between the model output and the associated measurements. The normalized root-mean-square-error (RMSE), with respect to the test data set, was calculated to RMSE = 0.2755%. Clearly, the TIVCS model provides an excellent representation for the test data set.
where RMSE is 0.2755%. 
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where the parameter   t  is time-dependent. The time-varying parameters can directly be estimated using the RLS algorithm. In Figure 9 , the estimated values for   Table 2 Identification results for the EEG data with the CMSS algorithm for NARX model representation example 1 discussed above, the proposed method can also be applied to track the variation of EEG data dynamically. For example, in Figure 10 (a), the time-varying coefficients are estimated using a RLS algorithm with a forgetting factor of 0.98, corresponding to the EEG training data block "output 2" given in Figure 10(a) , where the estimation results clearly reveal that abrupt changes have taken place at sample index from 300 to 350, and about 500, respectively. These estimated results above can be applied for feature extraction and classification of EEG data which will be discussed in later publications.
V. CONCLUSIONS
The depends on the properties of the observational data. The true model structure of the underlying system will in many cases be unknown and only the input and output observations are available. But the algorithms derived in this study show that a common model structure can be deduced from the available observations. In the two examples, polynomial models were employed to form the common-structured models. However, it should be noted that the CMSS approach can also be applied to any other parametric or non-parametric modelling problems where the initial full models can be written as a linear-in-the-parameters Sample Index  6 (t)  7 (t) Fig. 9 . The time-varying coefficients estimation of NARX identified common-constructed model Eq. (35) for the 9 th EEG test data set using a RLS algorithm with a forgetting factor of 0.98. The time-varying coefficients estimation of NARX identified common-constructed model Eq. (35) for EEG training data set shown in (a) using the RLS algorithm with a forgetting factor of 0.98.
