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UNBIASED MLMC STOCHASTIC GRADIENT-BASED
OPTIMIZATION OF BAYESIAN EXPERIMENTAL DESIGNS∗
TAKASHI GODA† , TOMOHIKO HIRONAKA† , AND WATARU KITADE†
Abstract. In this paper we propose an efficient stochastic optimization algorithm to search for
Bayesian experimental designs such that the expected information gain is maximized. The gradient
of the expected information gain with respect to experimental design parameters is given by a nested
expectation, for which the standard Monte Carlo method using a fixed number of inner samples
yields a biased estimator. In this paper, applying the idea of randomized multilevel Monte Carlo
methods, we introduce an unbiased Monte Carlo estimator for the gradient of the expected informa-
tion gain with finite expected squared ℓ2-norm and finite expected computational cost per sample.
Our unbiased estimator can be combined well with stochastic gradient descent algorithms, which
results in our proposal of an optimization algorithm to search for an optimal Bayesian experimental
design. Numerical experiments confirm that our proposed algorithm works well not only for a simple
test problem but also for a more realistic pharmacokinetic problem.
Key words. Bayesian experimental design, expected information gain, multilevel Monte Carlo,
nested expectation, stochastic gradient descent
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1. Introduction. In this paper we study optimization of Bayesian experimental
designs which aim to maximize the expected amount of information on uncertain input
random variables by carefully designing an experimental setup. Here we measure the
expected amount of information by the Shannon’s expected information gain whose
definition is given below.
Let θ = (θ1, . . . , θs) ∈ Θ ⊆ R
s be a vector of continuous input random variables,
and we denote the prior probability density of θ by π0(θ). The information entropy
of θ is defined by
Eθ [− logπ0(θ)] =
∫
Θ
−π0(θ) log π0(θ) dθ.
Let us consider a situation where, by conducting some experiments under an exper-
imental setup ξ, an observation Yξ = (Y1,ξ, . . . , Yt,ξ) ∈ Y ⊆ R
t is obtained according
to the forward model
Yξ = fξ(θ) + ǫξ,
where fξ is a deterministic function of θ possibly with multiple outputs, and ǫξ is a
zero-mean random variable with density ρξ which represents the observation noise.
As is well known, Bayes’ theorem states that the posterior probability density of θ
given Yξ, denoted by π
Yξ , is given by
πYξ(θ) =
ρ(Yξ | θ)π0(θ)
ρ(Yξ)
with ρ(Yξ) = Eθ [ρ(Yξ | θ)] ,(1.1)
where ρ(Yξ | θ) is called the data likelihood and it follows from the above forward
model that ρ(Yξ | θ) = ρξ(Yξ−fξ(θ)), see for instance [29]. The posterior information
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entropy of θ after observing Yξ is given by
Eθ|Yξ
[
− log πYξ(θ)
]
=
∫
Θ
−πYξ(θ) log πYξ(θ) dθ,
and hence, the expected posterior information entropy of θ by conducting an experi-
ment under an experimental setup ξ becomes
EYξEθ|Yξ
[
− logπYξ(θ)
]
=
∫
Y
∫
Θ
−πYξ(θ) log πYξ(θ) dθ ρξ(Yξ) dYξ.
Now the difference
U(ξ) := Eθ [− log π0(θ)] − EYξEθ|Yξ
[
− logπYξ(θ)
]
is called the expected information gain, the quantity originally introduced in [15] as a
measure of experimental designs. By using Bayes’ theorem (1.1), we see that U(ξ) is
equivalently given by
U(ξ) = EθEYξ|θ [log ρ(Yξ | θ)]− EYξ [log ρ(Yξ)]
= EθEYξ|θ [log ρ(Yξ | θ)]− EYξ [logEθ [ρ(Yξ | θ)]] .(1.2)
The aim of Bayesian experimental designs is to construct an optimal experimen-
tal setup ξ = ξ∗ which maximizes the expected information gain U [5]. As can be
seen from the second term of (1.2), however, estimating U(ξ) is inherently a nested
expectation problem with an outer expectation with respect to Yξ and an inner ex-
pectation with respect to θ, which has been considered computationally challenging.
The standard, nested Monte Carlo method generates N outer random samples for
Yξ first and then, for each sample of Yξ, generates M inner random samples for θ.
To estimate U(ξ) with root-mean-square accuracy ε,1 we typically need N = O(ε−2)
and M = O(ε−1), resulting in a total computational complexity of O(ε−3) [25, 2].
Recently there have been some attempts in [12, 3] to reduce this cost to O(ε−2) or
O(ε−2(log ε−1)2) by applying a multilevel Monte Carlo (MLMC) method [9, 10] in con-
junction with Laplace approximation-based importance sampling [16]. These results
are an intermediate step towards an efficient construction of optimal experimental
designs since design optimization has been left behind.
In this paper we deal with this optimization problem more directly. More pre-
cisely, under the assumption that the experimental setup, or the set of design param-
eters, ξ lives in a continuous space such that U is differentiable with respect to ξ, we
consider applying stochastic gradient descent optimizations to search for an optimal ξ.
As we shall see, the gradient∇ξU is again given by a nested expectation, for which the
standard, nested Monte Carlo method using a fixed number of inner samples yields a
biased estimator. By applying an unbiased MLMC method from [20], a randomized
version of the original MLMC method, we can construct an unbiased estimator of
∇ξU . This way, in this paper, we arrive at a stochastic gradient-based optimization
algorithm in which unbiased random samples to estimate ∇ξU are generated at each
iteration step.
Here we have to mention that the idea of using stochastic gradient-based methods
in Bayesian experimental designs already exists in the literature [13, 4]. In particular,
1Here and in what follows, the difference between the noise ǫ and the accuracy ε should not be
confused.
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a work by Carlon et al. [4] takes a similar standpoint in that an analytical expression
of the gradient ∇ξU is derived and then stochastic gradient-based method is applied
in conjunction with Monte Carlo estimation of ∇ξU . However, the expression of
∇ξU given in [4, Proposition 1], proven only for the Gaussian noise ǫ, seems to be
incorrect and the standard (biased) Monte Carlo estimator is used at each iteration
step within stochastic gradient-based methods. Given that stochastic gradient-based
methods are usually established under the assumption that each sample is drawn
from the underlying true distribution, using an unbiased estimator of ∇ξU should be
favorable, and by doing so, we do not need to take care of the bias-variance tradeoff.
Although application of MLMC methods to stochastic approximation algorithms have
been investigated recently in [8, 6], neither of them considers using a randomized
MLMC method to generate unbiased random samples at each iteration step.
The rest of this paper is organized as follows. In Section 2, we provide an an-
alytical expression of the gradient ∇ξU and also briefly review some of stochastic
gradient-based optimization methods. In Section 3, after introducing a standard,
nested Monte Carlo estimator of ∇ξU , which is obviously biased, we provide an un-
biased, multilevel Monte Carlo estimator of ∇ξU and prove under some conditions
that our estimator has a finite expected squared ℓ2-norm with finite computational
cost per sample. Our proposal for optimizing Bayesian experimental designs is given
in Algorithm 3.1. To demonstrate the effectiveness of our proposed algorithm, we
conduct numerical experiments not only for a simple test problem but also for a more
realistic pharmacokinetic problem in Section 4. We conclude this paper with some
remarks in Section 5.
2. Stochastic gradient-based optimization.
2.1. Gradient of expected information gains. In this subsection we give an
explicit form of the gradient ∇ξU . Note that our claim does not assume that the
noise ǫ is a Gaussian random variable. Also, our expression contains the coefficient η
which can be chosen arbitrarily as a control variate parameter when estimating ∇ξU
by Monte Carlo methods.
Proposition 2.1. For any real η, we have
∇ξU(ξ) = EθEYξ|θ
[(
log
ρ(Yξ | θ)
Eθ [ρ(Yξ | θ)]
− η
)
∇ξ log ρ(Yξ | θ)
]
.
Proof. Recalling that U(ξ) is given by (1.2), we have
∇ξU(ξ) = ∇ξ
∫
Θ
∫
Y
ρ(Yξ | θ) log ρ(Yξ | θ) dYξ π0(θ) dθ −∇ξ
∫
Y
ρ(Yξ) log ρ(Yξ) dYξ
=
∫
Θ
∫
Y
∇ξ (ρ(Yξ | θ) log ρ(Yξ | θ)) dYξ π0(θ) dθ
−
∫
Y
∇ξ (ρ(Yξ) log ρ(Yξ)) dYξ
=
∫
Θ
∫
Y
[log ρ(Yξ | θ) + 1]∇ξρ(Yξ | θ) dYξ π0(θ) dθ
−
∫
Y
[log ρ(Yξ) + 1]∇ξρ(Yξ) dYξ.
The equality
∇ξρ(Yξ) = ∇ξ
∫
Θ
ρ(Yξ | θ)π0(θ) dθ =
∫
Θ
∇ξρ(Yξ | θ)π0(θ) dθ
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leads to
∇ξU(ξ) =
∫
Θ
∫
Y
[1 + log ρ(Yξ | θ)]∇ξρ(Yξ | θ) dYξ π0(θ) dθ
−
∫
Y
[1 + log ρ(Yξ)]
∫
Θ
∇ξρ(Yξ | θ)π0(θ) dθ dYξ
=
∫
Θ
∫
Y
log
ρ(Yξ | θ)
ρ(Yξ)
∇ξρ(Yξ | θ) dYξ π0(θ) dθ
=
∫
Θ
∫
Y
log
ρ(Yξ | θ)
ρ(Yξ)
ρ(Yξ | θ)∇ξ log ρ(Yξ | θ) dYξ π0(θ) dθ
= EθEYξ|θ
[
log
ρ(Yξ | θ)
ρ(Yξ)
∇ξ log ρ(Yξ | θ)
]
.
Moreover we have
EθEYξ|θ [∇ξ log ρ(Yξ | θ)] =
∫
Θ
∫
Y
[∇ξ log ρ(Yξ | θ)] ρ(Yξ | θ) dYξ π0(θ) dθ
=
∫
Θ
∫
Y
∇ξρ(Yξ | θ) dYξ π0(θ) dθ
= ∇ξ
∫
Θ
∫
Y
ρ(Yξ | θ) dYξ π0(θ) dθ
= ∇ξ1 = 0.
Therefore, for any real η, we have
∇ξU(ξ) = EθEYξ|θ
[
log
ρ(Yξ | θ)
ρ(Yξ)
∇ξ log ρ(Yξ | θ)
]
− ηEθEYξ|θ [∇ξ log ρ(Yξ | θ)]
= EθEYξ|θ
[(
log
ρ(Yξ | θ)
ρ(Yξ)
− η
)
∇ξ log ρ(Yξ | θ)
]
.
Since it holds that ρ(Yξ) = Eθ [ρ(Yξ | θ)] as in (1.1), we complete the proof.
By dropping out the factor ∇ξ log ρ(Yξ | θ) and letting η = 0, our expression for the
gradient ∇ξU reduces to the expected information gain U itself.
As is clear from this proposition, because of the non-commutativity between the
logarithmic function and the operator Eθ, the gradient ∇ξU is inherently given by a
nested expectation with an inner expectation with respect to θ.
2.2. Basics of stochastic gradient-based optimization. We recall that the
aim of Bayesian experimental designs is to find an optimal experimental setup ξ = ξ∗
which satisfies
ξ∗ = argmax
ξ∈X
U(ξ),
where X denotes the feasible set of ξ. To achieve this goal, one of the reasonable
approaches is to use some gradient-based optimization methods in which we set an
initial experimental setup ξ0 ∈ X and recursively update itself as
ξt+1 = gt(ξt,∇ξU(ξt)) for t = 0, 1, . . .,
until a certain stopping criterion is met. However, computing ∇ξU is already chal-
lenging since it is given by a nested expectation. As inferred from the results shown
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in the next section, it is possible to construct an antithetic MLMC estimator which
efficiently estimates ∇ξU , but we avoid such a “pointwise” accurate gradient estima-
tion by using stochastic gradient-based optimization methods. What we need here is
an unbiased estimator of ∇ξU with finite variance and computational cost.
To simplify the presentation, let us define a vector of random variables
ψξ :=
(
log
ρ(Yξ | θ)
ρ(Yξ)
− η
)
∇ξ log ρ(Yξ | θ),(2.1)
with θ ∼ π0(θ) and Yξ ∼ ρ(Yξ | θ) being the underlying stochastic variables. It follows
from Proposition 2.1 that E[ψξ] = ∇ξU(ξ). Suppose at this moment that we are able
to generate i.i.d. random samples of ψξ. We emphasize that random sampling of ψξ
is far from trivial but we shall show in the next section that this is indeed possible.
In stochastic gradient-based optimization methods, after setting an initial exper-
imental setup ξ0 ∈ X , we recursively update itself as
ξt+1 = gt(ξt, ψξt) for t = 0, 1, . . .,
or more generally,
ξt+1 = gt
(
ξt,
1
N
N∑
n=1
ψ
(n)
ξt
)
for t = 0, 1, . . .,
where ψ
(1)
ξt
, . . . , ψ
(N)
ξt
are i.i.d. realizations of ψξt for a sample size N ∈ Z>0. This
means that, at each iteration, we only need (rough) unbiased Monte Carlo estimate
of E[ψξ] instead of the true value. There have been many examples for this recursion
gt proposed in the literature.
For instance, one of the most classical methods due to Robbins and Monro [21]
is simply given by
ξt+1 = ΠX
(
ξt + at ·
1
N
N∑
n=1
ψ
(n)
ξt
)
,
with a sequence of non-negative reals called learning rates a0, a1, . . . such that
∞∑
t=0
at =∞ and
∞∑
t=0
a2t <∞,
where ΠX denotes the projection operator which maps the input to a closest point in
X , i.e., ΠX (ξ
′) = argminξ∈X ‖ξ − ξ
′‖ with ‖ · ‖ being the Euclidean norm of vector.2
As described in [27, Chapter 5.9], for instance, if X is convex, U is strongly concave
and differentiable with respect to ξ, and E
[
‖ψξ‖
2
2
]
< ∞ for any ξ ∈ X , then the
estimate ξt converges to the optimal ξ
∗ with the mean squared error of O(1/t).
There have been many variants of the classical Robbins-Monro algorithm pro-
posed in the literature, notably such as Polyak-Ruppert averaging [18, 22] and stochas-
tic counterpart of Nesterov’s acceleration [17]. More recently, the idea of using not
2Note that most of the textbooks on stochastic algorithms such as [1, 27] consider minimization
problems for which the update rule should be replaced by
ξt+1 = ΠX
(
ξt − at ·
1
N
N∑
n=1
ψ
(n)
ξt
)
,
and the objective function is often assumed to be convex instead of concave.
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only the first moment of the gradient estimate but also its second moment to set
the learning rates for individual design parameters in ξ adaptively has been explored
insensitively, especially in the machine learning community, see [7, 30, 14, 19]. In our
proposal to optimize Bayesian experimental designs (Algorithm 3.1), one can use any
of these stochastic gradient-based methods, and we do not give any recommendation
on which method should be used in our algorithm, since it is not the objective of this
paper.
3. Monte Carlo gradient estimation. Here we introduce two Monte Carlo
estimators of the gradient ∇ξU(ξ) = E[ψξ]. Subsequently we propose an algorithm
to efficiently search for optimal Bayesian experimental designs.
3.1. Standard Monte Carlo. The standard Monte Carlo method is one of the
easiest and the most straightforward methods to approximate ψξ. Since ρ(Yξ) is the
expectation of ρ(Yξ | θ) with respect to θ as in (1.1), it can be estimated by using
random samples of θ. For randomly chosen θ and Yξ, let
ψξ,M :=
(
log
ρ(Yξ | θ)
ρ(Yξ | ·)
M
− η
)
∇ξ log ρ(Yξ | θ)
with
ρ(Yξ | ·)
M
=
1
M
M∑
m=1
ρ(Yξ | θ
(m)),
where θ(1), . . . , θ(M) are random samples from the prior distribution π0 of θ. More
generally, for an importance distribution q which may depend on Yξ, we can consider
ψξ,M,q :=
(
log
ρ(Yξ | θ)
ρ(Yξ | ·)π0(·)/q(·)
M
− η
)
∇ξ log ρ(Yξ | θ)
with
ρ(Yξ | ·)π0(·)
q(·)
M
=
1
M
M∑
m=1
ρ(Yξ | θ
(m))π0(θ
(m))
q(θ(m))
,
where θ(1), . . . , θ(M) are random samples from the distribution q. Although we have
E
[
ρ(Yξ | ·)π0(·)
q(·)
M]
= Eθ [ρ(Yξ | θ)] = ρ(Yξ),
the non-linearity of the logarithmic function yields E[ψξ,M ],E[ψξ,M,q] 6= E[ψξ] =
∇ξU(ξ) unless q = π
Yξ , meaning that neither ψξ,M nor ψξ,M,q is an unbiased es-
timator of the gradient ∇ξU(ξ).
3.2. Unbiased multilevel Monte Carlo. Here we introduce an unbiased mul-
tilevel Monte Carlo estimator by using the debiasing technique from [20] which itself
is an extension of the multilevel Monte Carlo method due to Giles [9, 10]. Let us
consider an increasing sequence 0 < M0 < M1 < . . . such that Mℓ →∞ as ℓ→∞. It
is elementary to check that the following telescoping sum holds:
∇ξU(ξ) = E[ψξ] = E[ψξ,M0,q] +
∞∑
ℓ=1
E[ψξ,Mℓ,q − ψξ,Mℓ−1,q].
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More generally, if we have a sequence of “correction” random variables ∆ψξ,0,∆ψξ,1, . . .
such that E[∆ψξ,0] = E[ψξ,M0,q] and
E[∆ψξ,ℓ] = E[ψξ,Mℓ,q − ψξ,Mℓ−1,q] for ℓ > 0,
it holds that
∇ξU(ξ) = E[ψξ] =
∞∑
ℓ=0
E[∆ψξ,ℓ].
Then, for any sequence of positive reals w0, w1, . . . such that w0 + w1 + · · · = 1, the
expectation of the random variable
∆ψξ,ℓ
wℓ
with the index ℓ ≥ 0 being selected randomly with probability wℓ, is equal to the
gradient ∇ξU(ξ). In fact, it is easy to see that
E
[
∆ψξ,ℓ
wℓ
]
=
∞∑
ℓ=0
E[∆ψξ,ℓ]
wℓ
wℓ =
∞∑
ℓ=0
E[∆ψξ,ℓ] = ∇ξU(ξ).
Therefore, for any number of outer samples N ∈ Z>0,
1
N
N∑
n=1
∆ψξ,ℓ(n)
wℓ(n)
with ℓ(1), . . . , ℓ(N) being independent and randomly chosen with probability wℓ is an
unbiased Monte Carlo estimator of ∇ξU(ξ).
Let Cℓ denote the expected cost of computing ∆ψξ,ℓ, which is essentially pro-
portional to Mℓ. In order for the random variable ∆ψξ,ℓ/wℓ to have finite expected
squared ℓ2-norm and finite expected computational cost, we must have
∞∑
ℓ=0
E[‖∆ψξ,ℓ‖
2
2]
wℓ
<∞ and
∞∑
ℓ=0
Cℓwℓ <∞.(3.1)
In what follows, we provide an explicit form of ∆ψξ,ℓ and show that there exists a
sequence of positive reals w0, w1, . . . which satisfies the condition (3.1).
Throughout this paper let us consider a geometric progression Mℓ = M02
ℓ for
some M0 ∈ Z≥0. Although it is possible to change the base of the progression to a
general integer b ≥ 2, we restrict ourselves to the case b = 2 for simplicity of exposition.
The correction random variables ∆ψξ,0,∆ψξ,1, . . . are defined by ∆ψξ,0 = ψξ,M0,q and
∆ψξ,ℓ = ψξ,M02ℓ,q −
ψ
(a)
ξ,M02ℓ−1,q
+ ψ
(b)
ξ,M02ℓ−1,q
2
=
[
1
2
(
log
ρ(Yξ | ·)π0(·)
q(·)
(a)
+ log
ρ(Yξ | ·)π0(·)
q(·)
(b))
− log
ρ(Yξ | ·)π0(·)
q(·)
]
×∇ξ log ρ(Yξ | θ),
for ℓ > 0, where ψ
(a)
ξ,M02ℓ−1,q
and ψ
(b)
ξ,M02ℓ−1,q
are two independent realizations of
ψξ,M02ℓ−1,q which are generated by using the first and second M02
ℓ−1 samples of
θ used to compute ψξ,M02ℓ,q, respectively. That is,
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• ρ(Yξ | ·)π0(·)/q(·) denotes the average over M02
ℓ random samples of θ ∼ q
(note that we omit the superscript since it is clear from the subscript of
∆ψξ,ℓ),
• ρ(Yξ | ·)π0(·)/q(·)
(a)
denotes the average over the first M02
ℓ−1 samples of
θ ∼ q used in ρ(Yξ | ·)π0(·)/q(·), and
• ρ(Yξ | ·)π0(·)/q(·)
(b)
denotes the average over the second M02
ℓ−1 samples of
θ ∼ q used in ρ(Yξ | ·)π0(·)/q(·).
Here we note that the control variate parameter η disappears from the form of ∆ψξ,ℓ
for ℓ ≥ 1, so that the variance reduction attained with this parameter only works for
the smallest level ℓ = 0. It is clear that the cost Cℓ is of O(2
ℓ), and that the following
antithetic property holds
1
2
[
ρ(Yξ | ·)π0(·)
q(·)
(a)
+
ρ(Yξ | ·)π0(·)
q(·)
(b)]
=
ρ(Yξ | ·)π0(·)
q(·)
,(3.2)
which is crucial to prove the following claim.
Theorem 3.1. Assume that
sup
θ,Yξ
‖∇ξ log ρ(Yξ | θ)‖
2
2 <∞,
and that there exist u, v > 2 with (u− 2)(v − 2) > 4 such that
Eθ∼q,Yξ
[∣∣∣∣ρ(Yξ | θ)π0(θ)q(θ)ρ(Yξ)
∣∣∣∣
u]
,Eθ∼q,Yξ
[∣∣∣∣log ρ(Yξ | θ)π0(θ)q(θ)ρ(Yξ)
∣∣∣∣
v]
<∞.
Then the following holds true:
1. For a fixed ℓ, we have
E[‖∆ψξ,ℓ‖
2
2] = O(2
−βℓ) with β = min
(
u(v − 2)
2v
, 2
)
.
2. In order to have (3.1), it suffices to choose wℓ ∝ 2
−τℓ with 1 < τ < β.
We postpone the proof of the theorem to Appendix A.
Remark 3.2. 1. Although we can alternatively consider a simpler correction
∆ψξ,ℓ = ψξ,M02ℓ,q − ψ
(a)
ξ,M02ℓ−1,q
,
the antithetic property (3.2) does not hold for this ∆ψξ,ℓ and the order of
E[‖∆ψξ,ℓ‖
2
2] cannot be better than O(2
−ℓ), which results in a difficulty in
finding a sequence of positive reals w0, w1, . . . which satisfies the condition
(3.1).
2. Under the same condition considered in Theorem 3.1, it holds that
E[‖∆ψξ,ℓ‖1] = O(2
−αℓ) with α = min
(
u(v − 1)
2v
, 1
)
,
for a fixed ℓ. Using this property, the bias of the standard Monte Carlo
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estimator with M = M02
L inner samples is bounded as
∥∥∇ξU(ξ)− E[ψξ,M02L,q]∥∥1 =
∥∥∥∥∥
∞∑
ℓ=L+1
E[∆ψξ,ℓ]
∥∥∥∥∥
1
≤
∞∑
ℓ=L+1
E
[
‖∆ψξ,ℓ‖1
]
= O(2−αL) = O(M−α).
3.3. Unbiased MLMC stochastic optimization. Finally we arrive at our
proposal of a stochastic algorithm to search for an optimal Bayesian experimental
design ξ∗ ∈ X .
Algorithm 3.1 Unbiased MLMC stochastic optimization
For a given 1 < τ < β, set w0, w1, . . . > 0 such that w0+w1 + · · · = 1 and wℓ ∝ 2
−τℓ.
For the feasible set X , initialize ξ0 ∈ X and t = 0. For N ∈ Z>0, do the following:
1. Choose ℓ(1), . . . , ℓ(N) ∈ Z≥0 independently and randomly with probability wℓ.
2. Comput an unbiased MLMC estimate of the gradient ∇ξU at ξ = ξt:
1
N
N∑
n=1
∆ψξt,ℓ(n)
wℓ(n)
.
3. Apply a stochastic gradient-based algorithm to get ξt+1:
ξt+1 = gt
(
ξt,
1
N
N∑
n=1
∆ψξt,ℓ(n)
wℓ(n)
)
.
4. Check whether a certain stopping criterion is satisfied. If yes, stop the itera-
tion. Otherwise, go to Step 1 with t← t+ 1.
Remark 3.3. Some comments are in order.
1. Algorithm 3.1 assumes that the conditions appearing in Theorem 3.1 hold for
any ξ ∈ X with common values of u and v. Given additional assumptions that
X is convex and that U is strongly concave and differentiable with respect to
ξ, most of the stochastic gradient-based optimization algorithms mentioned
in Subsection 2.2 have theoretical guarantee that ξt converges to the optimal
ξ∗ ∈ X with some decay rate.
2. As in [2, 12, 4], using Laplace approximation-based importance distribution
for q helps not only reduce the expected squared ℓ2-norm of the Monte Carlo
gradient estimator but also avoid numerical instability coming from concen-
trated posterior measures of θ given Yξ. We also refer to [26] for some theo-
retical analyses on the Laplace approximation.
3. Since we set wℓ ∝ 2
−τℓ, the smallest level ℓ = 0 is chosen with high prob-
ability. Thus, by reducing the expected squared ℓ2-norm of ∆ψξ,0 through
a suitable choice of the control variate parameter η, the overall expected
squared ℓ2-norm
∞∑
ℓ=0
E[‖∆ψξ,ℓ‖
2
2]
wℓ
can be made smaller at each iteration step.
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4. Numerical experiments. Here we conduct numerical experiments for two
examples on Bayesian experimental designs. The first example is aimed at verifying
our proposed algorithm by using a simple test forward model originally introduced
in [12, Section 4.1]. Then, in order to see practical performance of our algorithm, we
consider a pharmacokinetic (PK) model similar to that used in [23] for our second
example. The Python codes used in our experiments are available from https://
github.com/Goda-Research-Group/MLMC stochastic gradient.
4.1. Simple test case. Let θ be a vector in Rs and consider the following linear
forward model:
Yξ = Aξθ + ǫ,
where Yξ, ǫ ∈ R
t and the matrix Aξ ∈ R
t×s depends only on design parameters ξ. We
assume that the prior distribution π0 of θ is given by the multivariate normal distri-
bution N(µθ,Σθ) and that the noise ǫ follows N(0,Σǫ). The expected information
gain for a given ξ is analytically calculated as
U(ξ) =
1
2
log
∣∣Σ−1ǫ AξΣθA⊤ξ + I∣∣ ,
where I denotes the identity matrix of size t× t. In our experiments below, let s = 2,
t = 3,
µθ =
(
1
0
)
, Σθ =
(
0.01 −0.0025
−0.0025 0.01
)
, Σǫ =

 0.02 −0.005 0−0.005 0.02 −0.005
0 −0.005 0.02

 ,
and
Aξ =

e
−(ξ1−ξ2)
2
2e−ξ
2
2
2e−ξ
2
2 3 sin ξ1
3e−ξ
2
1 4e−(ξ1+ξ2)
2

 ,
for a set of design parameters ξ = (ξ1, ξ2) ∈ R
2.
Throughout this subsection, we do not use any importance sampling for the un-
biased MLMC estimator of ∇ξU and set M0, the number of level 0 inner samples,
to 1. Fig. 1 shows the convergence behaviors of the correction variables ∆ψξ,ℓ at
(ξ1, ξ2) = (1, 1). In the left panel, the expected ℓ1-norms of ψξ,Mℓ and ∆ψξ,ℓ are
plotted on a log2 scale as functions of the level ℓ. Here the expectations are estimated
empirically by using 2×104 i.i.d. samples at each level. While the expected ℓ1-norm of
ψξ,Mℓ takes an almost constant value for ℓ ≥ 4, that of ∆ψξ,ℓ decreases geometrically
as the level increases. The linear regression of the data for the range 2 ≤ ℓ ≤ 10 pro-
vides an estimation of α slightly larger than 1, which is better than what we expect
from the theoretical analysis, see the second item of Remark 3.2. Using the same
i.i.d. samples of ψξ,Mℓ and ∆ψξ,ℓ, we also estimate their expected squared ℓ2-norms,
which are plotted as functions of ℓ in the right panel. Again, the expected squared
ℓ2-norm of ψξ,Mℓ takes an almost constant value for ℓ ≥ 4, whereas that of ∆ψξ,ℓ
decreases geometrically as the level increases. The linear regression of the data for
the range 2 ≤ ℓ ≤ 10 provides an estimation of β as 1.482, which agrees well with our
theoretical result shown in the first item of Theorem 3.1.
Such a fast geometric decay of the correction variables ∆ψξ,ℓ motivates us to apply
Algorithm 3.1 to search for optimal design parameters ξ = (ξ1, ξ2) which maximize
the expected information gain U(ξ). For comparison, let us consider the following
three estimators for the gradient of the expected information gain:
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Fig. 1. The expected ℓ1-norms and expected squared ℓ2-norms of the variables ψξ,Mℓ and ∆ψξ,ℓ
for the test case at (ξ1, ξ2) = (1, 1)
1. standard Monte Carlo estimator ψξ,M with M inner samples and the prior
distribution q = π0 (biased),
2. standard Monte Carlo estimator ψξ,M,q with one inner sample and the exact
posterior distribution q = πYξ (unbiased),
3. randomized multilevel Monte Carlo estimator with M0 = 1 (the number of
level 0 inner samples) and the prior distribution q = π0 (unbiased),
within stochastic gradient descent. Moreover, we fix η = 2.5 regardless of the location
of ξ. We vary M = 1, 2, 3, 10, 100 for the first estimator, and we set τ = 1.5 and
wℓ = 2
−3ℓ/2(1 − 2−3/2) to randomly choose the level ℓ for the third estimator. The
expected number of inner samples used in the third estimator is given by
∞∑
ℓ=0
2ℓwℓ = (1− 2
−3/2)
∞∑
ℓ=0
2−ℓ/2 =
1− 2−3/2
1− 2−1/2
≈ 2.21.
In order to verify our proposed algorithm, we consider a large number of outer samples
N = 105 at each iteration step. We use the AMSGrad optimizer proposed in [19]
with constant learning rate αt = 0.004 and exponential moving average parameters
β1 = 0.9, β2 = 0.999 as a stochastic descent algorithm, and set the maximum iteration
steps T to 1000 as a stopping criterion. The initial design parameter at t = 0 is given
by (1, 1) and the feasible set X is set to R2. Note that we consider constant learning
rate αt just for testing purposes as often done in the literature.
Fig. 2 shows the trajectories of design parameters (ξ1, ξ2) observed for the con-
sidered estimators of the gradient ∇ξU . As expected, the trajectory for the second
estimator, which is expected to be most accurate, is always perpendicular to contour
curves of the expected information gain U and finally reaches to the optimal exper-
imental designs ξ∗. A similar trajectory is observed for the standard Monte Carlo
estimator with large number of inner samples M = 100. With smaller numbers of
inner samples, however, the bias of the standard Monte Carlo estimator leads to quite
different trajectories and the design parameters converge to non-optimal points. The
unbiased MLMC estimator, on the other hand, yields the trajectory which has some
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Fig. 2. The trajectories of design parameters (ξ1, ξ2) for various Monte Carlo estimators of
the gradient ∇ξU
fluctuation but is closely perpendicular to contour curves of U . The resulting design
parameters are too close to the optimal ones that we cannot see a clear difference be-
tween them visually. We would like to emphasize that the expected number of inner
samples used in the unbiased MLMC estimator is only about 2.21 but it enables to
improve the results for the standard Monte Carlo estimator with M = 2 or M = 3
inner samples significantly.
Fig. 3 shows the convergence behaviors of the expected squared ℓ2-norm of the
correction variables ∆ψξ,ℓ at the iteration steps t = 0, T/2, T . Here, similarly to
Fig. 1, the expectations are estimated empirically by using 2 × 104 i.i.d. samples at
each level. For the cases t = T/2 and t = T , the expected squared ℓ2-norm of ψξ,Mℓ
decreases more prominently than the case t = 0 for small values of ℓ but gradually tend
to take an almost constant value. We can confirm a geometric decay of the expected
squared ℓ2-norm of the correction variables for all the cases. The linear regression
of the data for the range 2 ≤ ℓ ≤ 10 provides estimations of β as 1.604, 1.457, 1.469,
respectively, which agrees well with our theoretical result. A slight difference of the
estimate 1.604 for the initial step t = 0 from 1.482 obtained from Fig. 1 comes from
independent computations of the same stochastic quantities. We note that our choice
of wℓ = 2
−3ℓ/2(1 − 2−3/2) might be a bit aggressive in the sense that the expected
squared ℓ2-norm of the unbiased MLMC estimator
∞∑
ℓ=0
E[‖∆ψξ,ℓ‖
2
2]
wℓ
possibly does not converge. A practical issue on how to choose wℓ properly depending
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Fig. 3. The expected squared ℓ2-norms of the variables ψξ,Mℓ and ∆ψξ,ℓ for the test case at
the iteration step t = 0, T/2, T
on the problem at hand is left open for future research.
4.2. Pharmacokinetic model. Let us consider a PK design problem intro-
duced in [23], which itself is based on the previous PK project conducted by [28] to
investigate the effect of extracorporeal membrane oxygenation (ECMO) on the PK
of antibiotics in sheep. Suppose that ECMO treatment starts at time t = 0 min3
and the dose D = 500 mg of some drug such as meropenem is administrated over
Tmin = 30 min. Blood samples are to be taken 10 times at t = ξ1, . . . , ξ10 min after
the commencement of drug administration and the drug concentration is measured
for each blood sample. Given the set of 10 drug concentration measurements, it is
expected that the uncertainty of PK parameters of interest θ can be reduced. Our
objective here is to optimize sampling times ξ = (ξ1, . . . , ξ10) ∈ R
10
≥0 such that the
expected information gain brought from blood sampling is maximized.
Following [23], let θ = (log ke, logV ) ∈ R
2 where ke represents the first-order
elimination rate constant and V does the volume of distribution. Assume that the
drug concentration of blood sample taken at time t > 0 is described as
Yt =
D
Tmin
·
e−kemax(0,t−Tmin) − e−ket
keV
+ ǫt =: gt(θ) + ǫt.
Here, originally in [23], the authors consider the case where the variance of the noise ǫt
is proportional to the square of gt, whereas we assume in this paper that the variance
of the noise ǫt is independent of the value of gt for simplicity. Then our forward model
is given by
Y = (Yξ1 , . . . , Yξ10) = (gξ1(θ), . . . , gξ10(θ)) + (ǫξ1 , . . . , ǫξ10)
=: gξ(θ) + ǫξ ∈ R
10,
where ǫξ1 , . . . , ǫξ10 are assumed mutually independent and follow the same zero-mean
normal distribution N(0, σ2ǫ ) with σ
2
ǫ = 10
−8. The prior distribution of θ is given by
the multivariate normal distribution:
θ ∼ N
((
−3.26
8.99
)
,
(
0.0071 −0.0057
−0.0057 0.0080
))
.
3Here and in what follows, with abuse of notation, we use the same symbol t to denote either
the time of the ECMO treatment or the iteration step of the stochastic optimization.
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for the PK model with the design parameters given in (4.1)
In this setting the posterior distribution of θ given Y cannot be analytically given.
In order to reduce the expected squared ℓ2-norm of the unbiased MLMC estimator
of the gradient ∇ξU , we use Laplace approximation-based importance sampling [16],
that is, for the data Y generated conditionally on the known value of θ = θ∗ from
the forward model, we approximate the posterior distribution πYξ(θ) by a Gaussian
distribution N(θˆ, Σˆ) with
θˆ = θ∗ −
(
J(θ∗)⊤J(θ∗) +H(θ∗)⊤E − σ2ǫ∇θ∇θ log π0(θ
∗)
)−1
J(θ∗)⊤E,
Σˆ =
(
σ−2ǫ J(θˆ)
⊤J(θˆ)−∇θ∇θ log π0(θˆ)
)−1
.
Here J and H denote the Jacobian and Hessian of −gξ, respectively, that is, J(θ) =
−∇θgξ(θ) and H(θ) = −∇θ∇θgξ(θ). Also we write E := Y
⊤ − gξ(θ
∗)⊤. We use this
N(θˆ, Σˆ) as an importance distribution q. In what follows, we fix M0 = 1 and η = 2
2.5
regardless of the location of (ξ1, . . . , ξ10).
First let us consider the set of design parameters given by
(ξ1, . . . , ξ10) = (15, 30, 45, 60, 90, 120, 180, 360, 480, 720),(4.1)
as also considered in [23]. Fig. 4 shows the convergence behaviors of the correction
variables ∆ψξ,ℓ. Similarly to Fig. 1, the expected ℓ1-norms of ψξ,Mℓ and ∆ψξ,ℓ are
plotted on a log2 scale as functions of the level ℓ in the left panel, whereas the expected
squared ℓ2-norms are plotted in the right panel. Here the expectations are estimated
empirically by using 2×104 i.i.d. samples at each level. In this case, both the expected
ℓ1-norm and the expected squared ℓ2-norm of ψξ,Mℓ take almost constant values for
all ℓ ≥ 0. As for the correction variables ∆ψξ,ℓ, we can see large drops between the
levels ℓ = 0 and ℓ = 1 and geometric decays for larger ℓ. The linear regression of the
data for the range 2 ≤ ℓ ≤ 10 provides estimations of α and β as almost 1 and 2,
respectively, which agrees well with our theoretical result.
In order to search for optimal design parameters (ξ1, . . . , ξ10), we do not represent
them by a smaller number of parameters as considered in [24], but instead we optimize
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the iteration step t = 0, T/2, T
them directly. We initialize 10 sampling times by generating 10 points uniformly
and randomly from the interval [0, 240]. In Algorithm 3.1, we set w0 = 0.9 and
wℓ ∝ 2
−3ℓ/2 for ℓ ≥ 1 such that they are summed up to 1, and set the number of
outer samples to N = 5000 at each iteration step. We use the AMSGrad optimizer
with constant learning rate αt = 0.24 and exponential moving average parameters
β1 = 0.9, β2 = 0.999 as a stochastic descent algorithm, and set the maximum iteration
steps T to 10000 as a stopping criterion. The feasible set X is restricted to [0, 240]10.
Fig. 5 shows the set of design parameters (ξ1, . . . , ξ10) obtained at the iteration
steps t = 0, 2000, . . . , 10000 for a single run. We can see some clusters of sampling for
earlier times and an empty period around 120 min as the iteration proceeds. Such an
irregular allocation of sampling times seems quite hard to represent by a fewer number
of parameters, say 2 or 3. Fig. 6 shows the convergence behaviors of the expected
squared ℓ2-norm of the correction variables ∆ψξ,ℓ at the iteration steps t = 0, T/2, T .
Here, similarly to Fig. 4, the expectations are estimated empirically by using 2× 104
i.i.d. samples at each level. Even as the iteration proceeds, a good geometric decay can
be confirmed and the linear regression of the data for the range 2 ≤ ℓ ≤ 10 provides
estimations of β as 1.896, 1.992, 2.002, respectively, which supports our choice of wℓ.
Finally we repeat the same optimization computation 5 times independently.
Fig. 7 shows the behavior of the expected information gain U as a function of the
number of iteration steps for all 5 runs. For this problem, the expected information
16 T. GODA, T. HIRONAKA, AND W. KITADE
iterations
ex
p
ec
te
d
 i
n
fo
rm
at
io
n
 g
ai
n
7.0
6.5
6.0
5.5
5.0
4.5
4.0
3.5
3.0
0 2000 4000 6000 8000 10000
run1
run2
run3
run4
run5
Fig. 7. The behavior of the expected information gain as a function of the number of iteration
steps
gain for any design parameter ξ cannot be evaluated exactly, so that we use a random-
ized variant of the MLMC estimator introduced in [12] with 2 × 104 outer samples
to estimate the expected information gain for every 100 steps. For every run, the
expected information gain increases with some fluctuation as the iteration proceeds,
which is the nature of stochastic optimization, and converges to a value around 6.75.
Figs. 8 and 9 compare the initial blood sampling times and the resulting ones after
T = 10000 iteration steps. Regardless of the initial random allocations, the resulting
ones are similar to each other in the sense that they have some clusters for earlier
times and an empty period around 120 min, which shows a stability of our unbiased
MLMC-based stochastic optimization. In this way, although we do not know whether
the expected information gain is strongly concave as a function of ξ = (ξ1, . . . , ξ10), our
Algorithm 3.1 performs well for this realistic PK problem with 10 design parameters.
5. Conclusion. In this paper we have developed an efficient stochastic algo-
rithm to optimize Bayesian experimental designs such that the expected information
gain is maximized. Since the gradient of the expected information gain with respect
to design parameters is expressed as a nested expectation, a straightforward usage
of stochastic gradient-based optimization algorithms in which the number of inner
Monte Carlo samples is kept fixed only gives a biased solution of Bayesian experi-
mental design unless i.i.d. sampling from the exact posterior distribution is possible.
To overcome this issue, we have introduced an unbiased antithetic multilevel Monte
Carlo estimator for the gradient of the expected information gain, and have proven
under some conditions that our estimator is unbiased and has finite expected squared
ℓ2-norm and finite computational cost per one sample. This way, combining our unbi-
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Fig. 9. Resulting design parameters (ξ1, . . . , ξ10) for independent 5 runs
ased multilevel estimator with stochastic gradient-based optimization algorithms leads
to a novel stochastic algorithm to search for optimal Bayesian experimental designs
without suffering from any bias. Numerical experiments for a simple test case show
that our proposed algorithm can find optimal Bayesian experimental designs with the
convergence behavior similar to stochastic gradient-based methods with Monte Carlo
samples from the exact posterior distribution. Moreover, our proposed algorithm
performs well for a more realistic pharmacokinetic test problem.
Acknowledgements. TG would like to thank Professor Mike Giles of the Uni-
versity of Oxford for useful discussions and comments at an early stage of this research.
Appendix A. Proof of Theorem 3.1. The proof for the first assertion follows
a argument similar to that of [12, Theorem 2]. Using the antithetic property (3.2),
we have
∆ψξ,ℓ =
[
1
2
(
log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
(a)
−
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
(a)
+ 1
)
+
1
2
(
log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
(b)
−
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
(b)
+ 1
)
−
(
log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
−
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
+ 1
)]
∇ξ log ρ(Yξ | θ).
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Applying Jensen’ inequality leads to
‖∆ψξ,ℓ‖
2
2 ≤


∣∣∣∣∣log ρ(Yξ | ·)π0(·)q(·)ρ(Yξ)
(a)
−
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
(a)
+ 1
∣∣∣∣∣
2
+
∣∣∣∣∣log ρ(Yξ | ·)π0(·)q(·)ρ(Yξ)
(b)
−
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
(b)
+ 1
∣∣∣∣∣
2
+2
∣∣∣∣∣log ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) −
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
+ 1
∣∣∣∣∣
2

 ‖∇ξ log ρ(Yξ | θ)‖22 .
In what follows, we prove a bound on the expectation of the product∣∣∣∣∣log ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) −
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
+ 1
∣∣∣∣∣
2
‖∇ξ log ρ(Yξ | θ)‖
2
2 ,
since bounds on the other terms can be shown in the same way.
As in [12, Theorem 2], by using an elementary inequality
|log x− x+ 1| ≤ |x− 1|rmax(− log x, 1),
which holds for any 1 ≤ r ≤ 2 and x > 0, together with Ho¨lder inequality, we have
E


∣∣∣∣∣log ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) −
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
+ 1
∣∣∣∣∣
2
‖∇ξ log ρ(Yξ | θ)‖
2
2


≤ E


∣∣∣∣∣ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) − 1
∣∣∣∣∣
2r(
max
(
− log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
, 1
))2
‖∇ξ log ρ(Yξ | θ)‖
2
2


≤

E


∣∣∣∣∣ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) − 1
∣∣∣∣∣
2sr




1/s
E


(
max
(
− log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
, 1
))2t


1/t
× sup
θ,Yξ
‖∇ξ log ρ(Yξ | θ)‖
2
2 ,
for any Ho¨lder conjugates s, t ≥ 1 with s−1 + t−1 = 1.
Here we see that the following trivial equality
E
[
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
]
= 1
holds for any Yξ. Applying a concentration inequality from [11, Lemma 1], as long as
2sr ≤ u, the first factor above can be bounded by
E


∣∣∣∣∣ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) − 1
∣∣∣∣∣
2sr

 ≤ C2sr
(M02ℓ)sr
Eθ,Yξ
[∣∣∣∣ρ(Yξ | θ)π0(θ)q(θ)ρ(Yξ) − 1
∣∣∣∣
2sr
]
.
Regarding the second factor, following the argument in [12], we have(
max
(
− log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
, 1
))2t
≤
1
M02ℓ
M02
ℓ∑
m=1
(∣∣∣∣log ρ(Yξ | θ(m))π0(θ(m))q(θ(m))ρ(Yξ)
∣∣∣∣
2t
+ 1
)
,
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and thus, as long as 2t ≤ v,
E

(max
(
− log
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
, 1
))2t ≤ Eθ,Yξ
[∣∣∣∣log ρ(Yξ | θ)π0(θ)q(θ)ρ(Yξ)
∣∣∣∣
2t
]
+ 1.
We choose the Ho¨lder conjugates and the exponent r as
s =
v
v − 2
, t =
v
2
and r = β := min
(
u(v − 2)
2v
, 2
)
.
The assumption (u− 2)(v − 2) > 4 ensures β > 1. Altogether we obtain a bound
E


∣∣∣∣∣log ρ(Yξ | ·)π0(·)q(·)ρ(Yξ) −
ρ(Yξ | ·)π0(·)
q(·)ρ(Yξ)
+ 1
∣∣∣∣∣
2
‖∇ξ log ρ(Yξ | θ)‖
2
2


≤
C
(v−2)/v
min(u,4v/(v−2))
(M02ℓ)β
(
Eθ,Yξ
[∣∣∣∣ρ(Yξ | θ)π0(θ)q(θ)ρ(Yξ) − 1
∣∣∣∣
min(u,4v/(v−2))
])(v−2)/v
×
(
Eθ,Yξ
[∣∣∣∣log ρ(Yξ | θ)π0(θ)q(θ)ρ(Yξ)
∣∣∣∣
v]
+ 1
)2/v
sup
θ,Yξ
‖∇ξ log ρ(Yξ | θ)‖
2
2 .
This gives a bound on the expected squared ℓ2-norm E[‖∆ψξ,ℓ‖
2
2] of order 2
−βℓ.
Let us move on to the second assertion. By choosing wℓ ∝ 2
−τℓ, it follows from
the first assertion that
∞∑
ℓ=0
E[‖∆ψξ,ℓ‖
2
2]
wℓ
∝
∞∑
ℓ=0
2−(β−τ)ℓ,
and
∞∑
ℓ=0
Cℓwℓ ∝
∞∑
ℓ=0
2−(τ−1)ℓ.
Thus, if 1 < τ < β, these two quantities are obviously bounded. It is important
to remark that we have these finite bounds on the expected squared ℓ2-norm and
the expected computational cost of the random variable ∆ψξ,ℓ/wℓ, since we assume
(u− 2)(v − 2) > 4, which ensures β > 1.
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