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1. Introduction and main results
Throughout the paper, we use the usual notations and basic results of the Nevanlinna theory (see e.g. [8,12,14]). Let now
f (z) be a meromorphic function in the whole complex plane. We use the notation λ( f ), ρ( f ) and μ( f ) for the convergence
exponent of zeros, the order and the lower order of f (z) respectively. Clearly, λ( 1f ) can be used to denote the convergence
exponent of poles of f (z). Moreover, we say that a meromorphic function α is of growth S(r, f ) if T (r,α) = o(T (r, f )) as
r → ∞, possibly outside a set of r with ﬁnite logarithmic measure. For a set E ⊂ R+ , the upper logarithmic density and the
lower logarithmic density of E are deﬁned as
logdens(E) = limsup
r→∞
∫ r
1 χE(t)
dt
t
log r
, logdens(E) = lim inf
r→∞
∫ r
1 χE(t)
dt
t
log r
where we denote the characteristic function of E by χE(t), that is χE(t) = 1 for t ∈ E and χE(t) = 0 for t /∈ E .
The study of meromorphic solutions of q-difference equations has been ongoing since the 19th century. Valiron has
shown that the non-autonomous Schröder q-difference equation
f (qz) = R(z, f (z)), (1.1)
where R(z, f (z)) is rational in both arguments, admits meromorphic solutions if q ∈ C is suitably chosen [13]. The prop-
erty of meromorphic solutions of (1.1) is deeply investigated during the last decades, see for instance [3,7,10,11]. In 1998,
Bergweiler et al. [2] pointed out that transcendental meromorphic solutions f (z) of the functional equation
n∑
j=0
a j(z) f
(
c j z
)= Q (z), (1.2)
where 0 < |c| < 1 is a complex number, a j(z), j = 0,1,2, . . . ,n, and Q (z) are rational functions with a0(z) ≡ 0, an(z) ≡ 1,
satisfy T (r, f ) = O ((log r)2).
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zero order. Based on their result, for a zero-order meromorphic function f (z) and a non-zero constant q, Zhang and Korho-
nen [15] proved that T (r, f (qz)) = (1+o(1))T (r, f ) on a set of lower logarithmic density 1. As its application, they obtained
the following result.
Theorem A. Let q1, . . . ,qn ∈ C \ {0}, and let a0(z), . . . ,ap(z),b0(z), . . . ,bs(z) be rational functions. If the q-difference equation
n∑
j=1
y(q j z) = P (z, y(z))
Q (z, y(z))
= a0(z) + a1(z)y(z) + · · · + ap(z)y(z)
p
b0(z) + b1(z)y(z) + · · · + bs(z)y(z)s , (1.3)
where P (z, y(z)) and Q (z, y(z)) do not have any common factors in y(z), admits a transcendental meromorphic solution of zero
order, then max{p, s} n.
Recently, Zheng and Chen [16] considered the growth problem for meromorphic solutions of complex q-difference equa-
tions, and they obtained a typical result as follows.
Theorem B. Suppose that y is a transcendental meromorphic solution of equation
n∑
j=1
a j(z)y
(
q j z
)= d∑
i=0
bi(z)y(z)
i, (1.4)
where q ∈ C, |q| > 1, d 2 and the coeﬃcients a j(z), bi(z) are rational functions.
(1) If y is entire or has ﬁnitely many poles, then there exist constants K > 0 and r0 > 0 such that for all r  r0 , logM(r, y) Kd
log r
n log |q| .
(2) If y has inﬁnitely many poles, then there exist constants K > 0 and r0 > 0 such that for all r  r0 , n(r, y) Kd
log r
n log |q| .
(3) Thus, the lower order of y satisﬁes μ(y) logdn log |q| .
When q j = q j ( j = 1, . . . ,n) and |q| > 1, Zheng and Chen[16, Theorem 3] also gave the lower bound of T (r, y) where y(z)
is a transcendental meromorphic solution of more complicated equation than (1.3) with all coeﬃcients of growth S(r, y).
The Valiron–Mohon’ko theorem (see [14, Theorem 1.13]) is an extremely useful tool in [15,16]. Thus, it is easy to understand
why Theorem A and [16, Theorem 3] involve max{p, s}.
In Theorem B, the right-hand side of (1.4) can be also seen as the rational function in y with p = d and s = 0. Then
in this case, d  2 means p − s  2. However, p − s  2 only leads to max{p, s} = p, which does not imply max{p, s} > n.
A natural question can be posed here: what happens to the growth of transcendental meromorphic solution of (1.3) if
p − s 2 and all coeﬃcients are rational functions or even of growth S(r, y)?
In the following, we try to answer the above question, and consider the growth and the poles of meromorphic solutions
of a difference equation more general than (1.3). Indeed, we will prove two theorems as show below.
Theorem 1.1. Suppose that y is a transcendental meromorphic solution of equation
n∑
j=1
d j(z)y ◦ p j = a0(z) + a1(z)y ◦ pn+1 + · · · + at(z)(y ◦ pn+1)
t
b0(z) + b1(z)y ◦ pn+1 + · · · + bs(z)(y ◦ pn+1)s , (1.5)
where p j(z) = q j zk j + · · · ( j = 1,2, . . . ,n+ 1) are the complex polynomials of degree k j > 0 with q j = 0, and all coeﬃcients in (1.5)
are of growth S(r, y). Let d := t− s 2, k = max{k1,k2, . . . ,kn}, and let q ∈ {q1,q2, . . . ,qn} such that |q| = max{|q1|, |q2|, . . . , |qn|}.
(1) If kn+1 > k, then we have λ(1/y)μ(y).
(2) When kn+1 = k 2, if |q| < |qn+1|, then λ(1/y)μ(y); if |q| = |qn+1|, then λ(1/y)μ(y) or μ(y) = ∞; if |q| > |qn+1|, then
λ(1/y)μ(y) or μ(y) logdlog |q|−log |qn+1| .
(3) When kn+1 = k = 1 and |qn+1| > 1, if |q| 1, then λ(1/y)μ(y); if |q| > 1, then λ(1/y)μ(y) or μ(y) logdlog |q| .
Theorem 1.2. Suppose that y is a transcendental meromorphic solution of Eq. (1.5), where p j(z) ( j = 1,2, . . . ,n + 1) and d, k, q are
deﬁned as in Theorem 1.1, and all coeﬃcients in (1.5) are rational functions.
(1) If y(z) has at most ﬁnitely many poles, then kn+1  k, and |qn+1| |q| for kn+1 = k. Moreover, there exists a constant C > 0 such
that for suﬃciently large r, if kn+1 < k, logM(r, y) C(log r)
logd
log(k/kn+1) ; if kn+1 = k and |qn+1| < |q|, logM(r, y) Cd
log r
log |q/qn+1 | ;
if kn+1 = k and |qn+1| = |q|, logM(r, y) CdM log r where M > 0 is any given constant.
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Cd
log r
log |q| (k = 1) and n(r, y) C(log r) logdlogk (k 2).
By the similar method in the proof of Theorem 1.1 and Theorem 1.2, if the left-hand side of (1.5) is replaced by∏n
j=1 d j(z)y ◦ p j , the same assertion also holds. Furthermore, under the condition of Theorem 1.1, when kn+1 = k = 1
and |qn+1| = 1, if we suppose that pn+1(z) = qn+1z, we can also get some property of the transcendental meromorphic
solutions y of (1.5). Here, the additional hypothesis leads to M(r, g ◦ pn+1) = M(r, g). Indeed, for the case |q| = 1, using the
proof similar to that of Part (3) in Theorem 1.1, we have: if |q| < 1, then λ(1/y)μ(y); if |q| > 1, then λ(1/y) μ(y) or
μ(y) logdlog |q| . For |qn+1| = |q| = 1, by the same method in the proof of Part (2) of Theorem 1.1, we obtain λ(1/y)μ(y) or
μ(y) = ∞. The following examples show that μ(y) = ∞ may happen in the case of kn+1 = k and |qn+1| = |q|.
Example 1. The function f (z) = exp{ez} satisﬁes
f
(
zη + ln2)= ( f (zη))2, η ∈ N.
Clearly, d = 2, kn+1 = k = η and |qn+1| = |q| = 1, we have μ( f ) = ∞ and log+ M(r, f ) = er > 2M log r for enough large r, M is
any positive constant.
Example 2. The function f (z) = 1z exp{ez} satisﬁes(
zη + ln2)z−2η f (zη + ln 2)+ 4zη(zη − π i) f (zη − π i)+ z2η(zη + ln2− π i) f (zη + ln 2− π i)
= ( f (z
η))4 + 4 f (zη) + 1
( f (zη))2
, η ∈ N.
Clearly, d = 2, kn+1 = k = η and |qn+1| = |q| = 1, we have μ( f ) = ∞ and log+ M(r, f )  er − log r > 2M log r for enough
large r, M is any positive constant.
2. Preliminary lemmas
Lemma 2.1. Let F , f be transcendental functions, and g be a polynomial of degree m such that F = f ◦ g. Then
λ(1/F ) =mλ(1/ f ), μ(F ) =mμ( f ), ρ(F ) =mρ( f ). (2.1)
Proof. Let g(z) = amzm + · · · + a0, λ = |am| + δ, μ = |am| − δ (δ > 0). In the proof of Lemma 4 in [4], for any value a and for
given ε > 0, there exists
m · n(μrm,a, f ) n(r,a, F )m · n(λrm,a, f ), (2.2)
(1− ε)T (μrm, f ) T (r, F ) (1+ ε)T (λrm, f ), (2.3)
for r large enough. By a result [14, Theorem 2.1], for a transcendental meromorphic function h with inﬁnitely many zeros,
we have
λ(h) = limsup
r→∞
log(n(r,1/h) − n(0,1/h))
log r
.
Consider (2.2), (2.3) and this fact, then obviously (2.1) holds. 
Lemma 2.2. (See [9].) Suppose that T (r) is a continuous and non-decreasing positive function on [r0,∞) (r0  1) whose values are
positive and satisﬁes T (r) → ∞ (r → ∞). If there exists an increasing sequence {rn}, rn ↑ ∞ (n → ∞), such that
lim
n→∞
log T (rn)
log rn
μ < ∞, (2.4)
then for any given τ1 (> 1) and τ2 (> 1), we have
logdens(E) 1− μ logτ1
logτ2
,
where E = {r: T (τ1r) τ2T (r)}.
Lemma 2.3. (See [6].) Let g(r) : (0,+∞) → R, h(r) : (0,+∞) → R be non-decreasing functions. If (i) g(r)  h(r) outside of an
exceptional set of ﬁnite linear measure, or (ii) g(r) h(r), r /∈ H ∪ (0,1], where H ⊂ (1,∞) is a set of ﬁnite logarithmic measure, then
for any α > 1, there exists r0 such that g(r) h(αr) for all r > r0 .
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meromorphic functions of growth S(r, f ). Then exists a set E ⊂ (1,∞) of lower logarithmic density 1, such that
log+ M(r,α j)
log+ M(r, f )
→ 0 ( j = 1,2, . . . ,m) (2.5)
holds simultaneously for r ∈ E, r → ∞.
Proof. By assumption μ( f ) = μ < ∞, there must exist an increasing sequence {rn} with rn ↑ ∞ as n → ∞ such that (2.4)
holds for T (rn, f ). Applying Lemma 2.2, for β > 1, we have a set
H1 =
{
r: T (4βr, f ) 2kT (r, f )
}
with logdens(H1)  1 − log(4β)k μ and the integer k  max{4, [μ log(4β) + 1]}. Note that T (r, f ) is continuous on r, it is
obvious that H1 is a closed set. Then we can set r1 = min{H1 ∩ [1,∞)}, r2 = min{H1 ∩ [2r1,∞)}, . . . , rv = min{H1 ∩
[2rv−1,∞)}. Clearly, the sequence {rv} satisﬁes rv ↑ ∞ as v → ∞, and
H1 ⊂
∞⋃
v=1
[rv ,2rv ]. (2.6)
Since all α j ( j = 1,2, . . . ,m) are of growth S(r, f ), then it means that
T (r,α j) 2−2kT (r, f ) ( j = 1,2, . . . ,m)
for enough large r /∈ H2, where the set H2 with ﬁnite logarithmic measure. By Lemma 2.3, for β > 1, there exists r0 such
that
T (r,α j) 2−2kT (βr, f ) ( j = 1,2 . . . ,m) (2.7)
for all r > r0.
Let a j,s (s = 1,2, . . . ,n(3rv ,1/α j)) and b j,t (t = 1,2, . . . ,n(3rv ,α j)) denote the zeros and poles of α j in |z| 3rv respec-
tively. By the Boutroux–Cartan theorem, we have
n(3rv ,1/α j)∏
s=1
|z − a j,s|
(
rv
2k+me
)n(3rv ,1/α j)
,
n(3rv ,α j)∏
t=1
|z − b j,t |
(
rv
2k+me
)n(3rv ,α j)
(2.8)
except some z in two groups of disks (γ1, j)+ (γ2, j), and the sum of their radii is no larger than rv/2k+m−2. Therefore, there
exist circles of radius ρ that have no intersection with disks (γ1, j) + (γ2, j) ( j = 1,2, . . . ,m) in rv  |z| 2rv , so (2.8) hold
simultaneously for |z| = ρ and all j = 1,2, . . . ,m. We use Ev to denote the set of those ρ , then
m(Ev) rv − 2m
2k+m−2
· 2rv 
(
1− 1
2k−4
)
rv ,
and further
2rv∫
rv
χEv (t)
t
dt  log2−
rv+2−(k−4)rv∫
rv
1
t
dt = log 2
1+ 2−(k−4) . (2.9)
Applying the Poisson–Jensen formula (see [8,14]) to α j , we have
log
∣∣α j(z)∣∣ 3rv + ρ3rv − ρm(3rv ,α j) +
n(3rv ,1/α j)∑
s=1
log
∣∣∣∣ 3rv(z − a j,s)(3rv)2 − a j,sz
∣∣∣∣+
n(3rv ,α j)∑
t=1
log
∣∣∣∣ (3rv)2 − b j,t z3rv(z − b j,t)
∣∣∣∣, (2.10)
where |z| = ρ ∈ Ev . It is easy to see∣∣∣∣ 3rv(z − a j,s)(3rv)2 − a j,sz
∣∣∣∣ 3rv(ρ + |a j,s|)(3rv)2 − |a j,s|ρ 
3rv(2rv + 3rv)
(3rv)2 − 3rv · 2rv = 5.
At the same time, we can get∣∣∣∣ (3rv)2 − b j,t z3r (z − b )
∣∣∣∣ (3rv)2 + |b j,t |ρ3r |z − b |  5rv|z − b | .v j,t v j,t j,t
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log
∣∣α j(z)∣∣ 3rv + ρ3rv − ρm(3rv ,α j) + n(3rv ,1/α j) log5+ n(3rv ,α j) log
(
5 · 2k+me)
 CT (4rv ,α j) C2−2kT (4βrv , f )
where C is a positive constant and |z| = ρ ∈ Ev . Since rv ∈ H1, and from the deﬁnition of H1, it means that for |z| = ρ ∈ Ev ,
log
∣∣α j(z)∣∣ C2−kT (rv , f ) C2−k log+ M(rv , f ) C2−k log+ M(ρ, f ),
which immediately leads to
log+ M(ρ,α j)
log+ M(ρ, f )
 C2−k (2.11)
for ρ ∈ Ev and v → ∞.
Set E =⋃∞v=1 Ev , then logdens(E) = logdens(⋃∞v=1 Ev). Moreover, there exists a sequence {r′n}, r′n ↑ ∞ (n → ∞) such
that
logdens(E) = lim
n→∞
( r′n∫
1
(
χE(t)/t
)
dt
)/
log r′n. (2.12)
Now we discuss the following two cases.
Case 1. Suppose that r′n ∈ [rvn ,2rvn ] for some vn . Clearly, we have∫ r′n
1 (χE(t)/t)dt
log r′n

∫ rvn
r1
(χE(t)/t)dt
log2rvn
. (2.13)
Case 2. Suppose that r′n /∈
⋃∞
v=1[rv ,2rv ]. Set rvn be the closet to r′n of rv and rvn  r′n , then∫ r′n
1 (χE(t)/t)dt
log r′n

∫ rvn
r1
(χE(t)/t)dt
log rvn
. (2.14)
From (2.9), we have
rvn∫
r1
χE(t)
t
dt =
vn−1∑
v=1
2rv∫
rv
χE(t)
t
dt 
vn−1∑
v=1
2rv∫
rv
χEv (t)
t
dt
 1
log2
log
2
1+ 2−(k−4)
vn−1∑
v=1
2rv∫
rv
χH1(t)
t
dt. (2.15)
Thus, substituting (2.13)–(2.15) into (2.12), we can obtain
logdens(E) 1
log2
log
2
1+ 2−(k−4) logdens(H1) =
(
1− log(4β)
k
μ
)
1
log2
log
2
1+ 2−(k−4) ,
where we also use (2.6). The function
φ(x) =
(
1− log(4β)
x
μ
)
1
log2
log
2
1+ 2−(x−4)
is continuous and tends to 1 as x → +∞. Therefore, we have logdens(E) = 1, and from (2.11), the assertion (2.5) holds. 
Remark 2.5. From the proof of Lemma 2.3, since f is a non-constant entire function, then M(r, f ) → ∞ as r → ∞. Making
use of this fact and (2.5), it yields out
M(r,α j)
M(r, f )
→ 0 ( j = 1,2, . . . ,m) (2.16)
for r ∈ E , as r → ∞.
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(i) Suppose that ψ(μrm) Aψ(r)+ B (r  r0), where μ (μ > 0), m (m > 1), A (A  1), B are constants. Then ψ(r) = O ((log r)α)
with α = log Alogm , unless A = 1 and B > 0; and if A = 1 and B > 0, then for any ε > 0, ψ(r) = O ((log r)ε).
(ii) Suppose that (with the notation of (i)) ψ(μrm)  Aψ(r) (r  r0). Then for all enough large values of r, ψ(r)  K (log r)α with
α = log Alogm , for some positive constant K .
3. Proof of Theorem 1.1
We ﬁrst assume that λ(1/y) < μ(y). Then there exists an entire function h(z) = zκ P (z) where κ is the multiplicity of
pole of y at the origin, P (z) is the canonical product of y formed with the non-zero poles of y. By [14, Theorem 2.3], it
follows that ρ(h) = λ(1/y), and consider [14, Theorem 1.18], we have T (r,h) = S(r, y). Therefore, g(z) = h(z)y(z) is entire
and T (r, g) = T (r, y) + S(r, y). It also implies that g is transcendental, μ(g) = μ(y) and T (r,h) = S(r, g). By Lemma 2.1, it
is easy to see ρ(h ◦ p j) = k jρ(h) < k jμ(g) = μ(g ◦ p j) ( j = 1,2, . . . ,n + 1). Thus,
T (r,h ◦ p j) = S(r, g ◦ p j) ( j = 1,2, . . . ,n + 1). (3.1)
Taking y = g/h into (1.5), we obtain
(h ◦ pn+1)d bs
at
n∑
j=1
d j(z)
h ◦ p j g ◦ p j =
a0
at
(h ◦ pn+1)t + a1at (h ◦ pn+1)t−1(g ◦ pn+1) + · · · + (g ◦ pn+1)t
b0
bs
(h ◦ pn+1)s + b1bs (h ◦ pn+1)s−1(g ◦ pn+1) + · · · + (g ◦ pn+1)s
. (3.2)
For simplicity, in the following, we use FL(z) and FR(z) to denote the left-hand side and the right-hand side of (3.2),
respectively.
(1) For the case kn+1 > k, obviously we can deduce that
T
(
r, (h ◦ pn+1)d
)= S(r, g ◦ p), T(r, bs
at
)
= S(r, g ◦ pn+1), T
(
r,
dm
h ◦ pm
)
= S(r, g ◦ pn+1)
for m = 1,2, . . . ,n, and
T
(
r,
ai
at
(h ◦ pn+1)t−i
)
= S(r, g ◦ pn+1), T
(
r,
b j
bs
(h ◦ pn+1)s− j
)
= S(r, g ◦ pn+1)
for i = 0,1, . . . , t and j = 0,1, . . . , s. By Lemma 2.4 and Remark 2.5, there exists a set E1 with logdens(E1) = 1, such that
log+ M(r, (h ◦ pn+1)d)
log+ M(r, g ◦ pn+1) → 0,
log+ M(r,bs/at)
log+ M(r, g ◦ pn+1) → 0, (3.3)
log+ M(r,dm(z)/h ◦ pm)
log+ M(r, g ◦ pn+1) → 0 (m = 1,2, . . . ,n), (3.4)
M(r,ai(h ◦ pn+1)t−i/at)
M(r, g ◦ pn+1) → 0,
M(r,b j(h ◦ pn+1)s− j/bs)
M(r, g ◦ pn+1) → 0, (3.5)
hold simultaneously as r ∈ E1 → ∞, i = 0,1, . . . , t; j = 0,1, . . . , s. Furthermore, according to the choosing of Ev in
Lemma 2.4, we also know that (h ◦ pn+1)d , bs/at , dm(z)/(h ◦ pm) (m = 1,2, . . . ,n) and ai(h ◦ pn+1)t−i/at , b j(h ◦ pn+1)s− j/bs
(i = 0,1, . . . , t; j = 0,1, . . . , s) have no zeros and poles for |z| = r ∈ E1.
For any given δ > 0 satisfying δ < |qn+1|, denote ν = |q| + δ, clearly we can get
M(r, FL) M
(
νrk, g
)
M
(
r, (h ◦ pn+1)d
)
M
(
r,
bs
at
) n∑
j=1
M
(
r,
d j(z)
h ◦ p j
)
,
for suﬃciently large r ∈ E1, which leads to
log+ M(r, FL) log+ M
(
νrk, g
)+ log+ M(r, (h ◦ pn+1)d)+ log+ M
(
r,
bs(z)
at(z)
)
+
n∑
j=1
log+ M
(
r,
d j(z)
h ◦ p j
)
+ logn.
Then for any 0 < ε < max{(d − 1)/4,1/2}, from (3.3) and (3.4), we have
log+ M(r, FL) log+ M
(
νrk, g
)+ ε log+ M(r, g ◦ pn+1), (3.6)
for enough large r ∈ E1. At the same time, we can conclude that M(r, FR) is no less than
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1− |at−1(z)at (z) (h ◦ pn+1)|M(r, g ◦ pn+1)−1 − · · · − |a0(z)at (z) (h ◦ pn+1)t |M(r, g ◦ pn+1)−t
1+ | bs−1(z)bs(z) (h ◦ pn+1)|M(r, g ◦ pn+1)−1 + · · · + | b0(z)bs(z) (h ◦ pn+1)s|M(r, g ◦ pn+1)−s
for z satisfying |z| = r ∈ E1 and |(g ◦ pn+1)(z)| = M(r, g ◦ pn+1). Substituting this and (3.5) into consideration, it yields out
log+ M(r, FR) d log+ M(r, g ◦ pn+1) − log2 (d − ε) log+ M(r, g ◦ pn+1) (3.7)
for suﬃciently large r ∈ E1. Coupling (3.6) with (3.7), we can obtain
(d − 2ε) log+ M(ξrkn+1 , g) (d − 2ε) log+ M(r, g ◦ pn+1) log+ M(νrk, g), (3.8)
for enough large r ∈ E1, ξ = |qn+1| − δ and d − 2ε > 1. Since ξrkn+1 > νrk for r large enough, then (3.8) is a contradiction.
Therefore, in this case, we must have λ(1/y)μ(y).
(2) Next, we treat the case kn+1 = k  2. Then (h ◦ pn+1)d , bs/at and ai(h ◦ pn+1)t−i/at , b j(h ◦ pn+1)s− j/bs (i =
0,1, . . . , t; j = 0,1, . . . , s) are of growth S(r, g ◦ pn+1), so (3.3) and (3.5) hold for r ∈ E1 as r → ∞. On the other
hand, dm/(h ◦ pm) (m = 1,2, . . . ,n) satisfy T (r,dm/(h ◦ pm)) = S(r, g ◦ pm), so all they are of growth S(r, g ◦ p∗) where
p∗(z) = (|q| + δ)zk and 0 < δ < |qn+1|/2. Again by Lemma 2.4, we have
log+ M(r,dm(z)/(h ◦ pm))
log+ M(r, g ◦ p∗) → 0 (m = 1,2, . . . ,n) (3.9)
for r ∈ E2 with logdens(E2) = 1 as r → ∞. Moreover, (h ◦ pn+1)d , bs/at , dm/(h ◦ pm) (m = 1,2, . . . ,n) and ai(h ◦ pn+1)t−i/at ,
b j(h ◦ pn+1)s− j/bs (i = 0,1, . . . , t; j = 0,1, . . . , s) have no zeros and poles for |z| = r ∈ E1 ∩ E2. Recall now the characteristic
function of E1 and E2 satisﬁes the relation
χE1∩E2(t) = χE1(t) + χE2(t) − χE1∪E2(t).
Clearly logdens(E1 ∪ E2) = 1. Thus, we get
1 logdens(E1) + logdens(E2) − logdens(E1 ∪ E2) logdens(E1 ∩ E2).
Similarly, from (3.2), (3.3) and (3.9), we can get
log+ M(r, FL) (1+ ε) log+ M
(
νrk, g
)+ ε log+ M(r, g ◦ pn+1),
with ν = |q| + δ, for suﬃciently large r ∈ E1 ∩ E2. Consider this fact and (3.7), it is natural to conclude that(
d − 2ε
1+ ε
)
log+ M
(
ξrk, g
)

(
d − 2ε
1+ ε
)
log+ M(r, g ◦ pn+1) log+ M
(
νrk, g
)
, (3.10)
with ξ = |qn+1| − δ, for enough large r ∈ E1 ∩ E2.
If |q| < |qn+1|, we can also take δ < (|qn+1|−|q|)/2, which means ξ > ν , so (3.10) is a contradiction. Thus, in this subcase,
there must exist λ(1/y)μ(y).
In the following, we consider the subcase |q| > |qn+1|. For 0 < δ < min{|qn+1|/2, (|q| − |qn+1|)/2}, then ξ < ν . Since
T (r, g) = T (r, y) + S(r, y), and by [14, Theorem 1.4], we have
μ(y) = μ(g) = lim inf
r→∞
log+ log+ M(r, g)
log r
.
If μ(y) = ∞, it immediately leads to μ(y) logdlog |q/qn+1| . We now suppose that μ(y) < ∞. Rewrite (3.10) as(
d − 2ε
1+ ε
)
log+ M(R, g) log+ M
(
ν
ξ
R, g
)
(3.11)
with R = ξrk . Thus by Lemma 2.2, take T (R) = log+ M(R, g), for given τ1 = ν/ξ and τ2 = d−3ε1+ε > 1, the set
E3 =
{
R: log+ M
(
ν
ξ
R, g
)

(
d − 3ε
1+ ε
)
log+ M(R, g)
}
satisﬁes
logdens(E3) := 1− μ(y) log(ν/ξ)
log(d−3ε1+ε )
.
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logdens(E1 ∩ E2 ∩ E˜3) . Then for suﬃciently large r ∈ E1 ∩ E2 ∩ E˜3, from (3.11), there exists(
d − 2ε
1+ ε
)
log+ M(R, g) log+ M
(
ν
ξ
R, g
)

(
d − 3ε
1+ ε
)
log+ M(R, g),
which is impossible. Therefore, we must have   0, which means
μ(y)
log(d−3ε1−ε )
log(ν/ξ)
. (3.12)
Finally, let δ = ε and ε → 0+, it leads to μ(y) logdlog |q/qn+1| . Therefore, under the assumption λ(1/y) < μ(y), we obtain the
lower bound logdlog |q/qn+1| of μ(y). Thus, y(z) must satisfy λ(1/y)μ(y), or μ(y)
logd
log |q/qn+1| .
When |qn+1| = |q|, similarly as above, if μ(y) < ∞, we can get (3.12). Let δ = ε → 0+, and we make use of the fact
log
d − 3ε
1− ε = logd +
(d − 3)ε
d(1− ε) + O
(
ε2
)
, log
ν
ξ
= 2ε|q| − ε + O
(
ε2
)
.
It is easy to see
log(d−3ε1−ε )
log(ν/ξ)
= logd
2ε
|q|−ε
+ O (1) → +∞, as ε → 0+ .
This means that there exists an ε0 such that for 0 < ε < ε0
log(d−3ε1−ε )
log(ν/ξ)
> μ(y),
which is a contradiction. Thus, if λ(1/y) < μ(y), we must have μ(y) = ∞.
(3) Suppose now that kn+1 = k = 1 and |qn+1| > 1. If |q| 1, then g ◦ p j ( j = 1,2, . . . ,n) and all coeﬃcients of Eq. (1.5)
are of growth S(r, g ◦ pn+1). Similarly as in Part (1), we have
(d − 2ε) log+ M(ξr, g) (d − 2ε) log+ M(r, g ◦ pn+1) log+ M(νr, g) (3.13)
for suﬃciently large r ∈ E1. Since 1 < d − 2ε, we take 0 < δ < (|qn+1| − |q|)/2, so ν < ξ , then (3.13) is impossible. Thus, in
this subcase, we must have λ(1/y)μ(y).
If |q| > 1, then similarly as in Part (2), we can get(
d − 2ε
1+ ε
)
log+ M(ξr, g)
(
d − 2ε
1+ ε
)
log+ M(r, g ◦ pn+1) log+ M(νr, g), r ∈ E1 ∩ E2.
We now assume that μ(y) < ∞. Again by Lemma 2.2, for given τ1 = ν and τ2 = d−3ε1−ε > 1, we have
log+ M(νr, g)
(
d − 3ε
1+ ε
)
log+ M(r, g), r ∈ E4
where E4 satisﬁes
logdens(E4) 1− μ(y) logν
log(d−3ε1+ε )
.
Similarly as in Part (2), it leads to a contradiction as(
d − 2ε
1+ ε
)
log+ M(ξr, g)
(
d − 3ε
1+ ε
)
log+ M(r, g), r ∈ E1 ∩ E2 ∩ E4
unless
1− μ( f ) logν
log(d−3ε1+ε )
< 0.
Let δ = ε and ε → 0+, it means μ(y) logd . Thus, we have proved Part (3).log |q|
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(1) Since y is meromorphic with ﬁnitely many poles, then there exists a polynomial P (z) such that g(z) = P (z)y(z) is
entire. Specially, if y is entire, P (z) is just a non-zero constant. We substituting y = g/P into (1.5), and write (1.5) as follows
n∑
j=1
D j(z)g ◦ p j = A0(z) + A1(z)g ◦ pn+1 + · · · + At−1(z)(g ◦ pn+1)
t−1 + (g ◦ pn+1)t
B0(z) + B1(z)g ◦ pn+1 + · · · + Bs−1(z)(g ◦ pn+1)s−1 + (g ◦ pn+1)s , (4.1)
where the coeﬃcients Dm , Ai , B j (m = 1,2, . . . ,n; i = 0,1, . . . , t; j = 0,1, . . . , s) are rational functions. Since g(z) is tran-
scendental, so g ◦ p j ( j = 1,2, . . . ,n + 1) are also transcendental, it is easy to see
log+ M(r, Dm)
logM(r, g ◦ pn+1) → 0,
M(r, Ai)
M(r, g ◦ pn+1) → 0,
M(r, B j)
M(r, g ◦ pn+1) → 0, (4.2)
for m = 1,2, . . . ,n; i = 0,1, . . . , t; j = 0,1, . . . , s, as r → ∞ and r  r0. We recall that for given 0 < δ < |qn+1|, |p j(z)| νrk
( j = 1,2, . . . ,n) with ν = |q| + δ and |z| = r, r is enough large. Consider this fact and the maximum modulus principle, we
can deduce that
M(r, g ◦ p j) M
(
νrk, g
)
( j = 1,2, . . . ,n). (4.3)
Similarly as in the proof of Part (1) in Theorem 1.1, we can get
(d − 2ε) logM(ξrkn+1 , g) (d − 2ε) logM(r, g ◦ pn+1) logM(νrk, g) (4.4)
for 0 < ε < (d − 1)/4, ξ = |qn+1| − δ and suﬃciently large r. It leads to a contradiction unless kn+1  k.
For the case kn+1 < k, we just take ψ(r) = logM(ξrk, g). Then by Lemma 2.6, there exists a constant C > 0 such that
logM
(
ξrk, g
)
 C(log r)α, α = log(d − 2ε)
logk − logkn+1 ,
for suﬃciently large r. Thus, set R = ξrk , we have
logM(R, g) C
(
log R + log ξ
k
)α
 C ′(log R)α (4.5)
with C ′ = C/(2k)α for enough large R . On the other hand, since g is transcendental and P is polynomial, so
logM(r, P )
logM(r, g)
→ 0, as r → ∞.
Consider this fact and (4.5), it is easy to see
logM(r, y) logM(r, g) − logM(r, P ) 1
2
C ′(log r)α
for r large enough. Let ε → 0+, and we are done.
If kn+1 = k, from (4.4), then there must exist |qn+1| |q|, which implies ξ < ν . Iterating (4.4), we get
(d − 2ε)m logM(R, g) log+ M
(
νm
ξm
R, g
)
(m ∈ N) (4.6)
for all R  R0 = ξrk0. For each suﬃciently large s, there exists an m ∈ N such that
s ∈
[
νm
ξm
R0,
νm+1
ξm+1
R0
)
, that ism >
log s − log(νR0/ξ)
log(ν/ξ)
. (4.7)
Thus, it follows from (4.6) and (4.7) that
C(d − 2ε) log slog(ν/ξ)  (d − 2ε)m logM(R0, g) logM
(
νm
ξm
R0, g
)
 logM(s, g)
where the constant C = d−
log(νR0/ξ)
log(ν/ξ) logM(R0, g) < (d− 2ε)−
log(νR0/ξ)
log(ν/ξ) logM(R0, g). Obviously, from this, for given C ′ satisfying
0 < C ′ < C , there exists
C ′(d − 2ε) log slog(ν/ξ)  log+ M(s, g) − log+ M(s, P ) log+ M(s, y).
Let both ε and δ tend to zero, then we prove the assertion.
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poles are ﬁnitely many. Thus, there exists a constant R > 0, all coeﬃcients of (1.5) have no zeros and poles in {z: |z| > R}.
In addition, we also can choose R such that for any given 0 < δ < 12 min{|q j| − 1, j = 1,2, . . . ,n},(|q j| − δ)|z|k j  ∣∣p j(z)∣∣ (|q j| + δ)|z|k j ,
for |z| > R . We pick up a pole of z0 of y ◦ pn+1 having multiplicity τ  1 and |z0| > R . Then the right-hand side of (1.5) has
a pole of multiplicity dτ . Hence, there exists at least one index j1 ∈ 1,2, . . . ,n such that p j1 (z0) is a pole of y of multiplicity
τ1  dτ . Since 1 < |a j | ( j = 1,2, . . . ,n), so |p j(z0)| > |z0| > R , which implies that p j1 (z0) is not a zero and a pole of all
coeﬃcients of (1.5). Similarly, then we can see that at least one of p1(p j1 (z0)), . . . , pn(p j1 (z0)) is a pole of y of multiplicity
τ2  dτ1  d2τ . We denote it by p j2 ◦ p j1 (z0). We proceed to follow the steps above, we can observe that
ζm := (p jm ◦ · · · ◦ p j2 ◦ p j1)(z0)
is a pole of y of multiplicity τm  dmτ for all m ∈ N.
When k 2, |ζ1| ν|z0|k and |ζ2| = |p j2 (ζ1)| ν1+k|z0|k2 , so continuing inductively
|ζm| ν1+k+k2+···+km−1 |z0|km = ν k
m−1
k−1 |z0|km .
From this and (2.2), we can deduce that
dmkn+1n
(
ξrkn+1 , y
)
 dmn(r, y ◦ pn+1) n
(
ν
km−1
k−1 rk
m
, y
)
, r  R. (4.8)
Rewrite (4.8) as
dmkn+1n(s, y) n
(
ν
km−1
k−1 ξ
kn+1
km s
km
kn+1 , y
)
, s ξ Rkn+1 (4.9)
with s = ξrkn+1 . Then applying Lemma 2.6 to (4.9), there exists a constant C > 0 such that
n(s, y) C(log s)α, α = logd
m + logkn+1
logkm − logkn+1
for suﬃciently large s. Obviously, α > (logd)/(logk), and take m enough large, α → (logd)/(logk).
Next, we consider the case k = 1, that is p j(z) = q j z + c j ( j = 1,2, . . . ,n). Set c = max{|c1|, |c2|, . . . , |cn|}. In this case,
|ζ1| = |q j1 z0 + c j1 | |q| · |z0| + c, and
|ζ2| = |q j2(q j1 z0 + c j1) + c j2 | |q|2 · |z0| +
(
1+ |q|)c,
so following this step, we have
|ζm| |q|m|z0| +
(
1+ |q| + · · · + |q|m−1)c (|q| > 1).
It leads to
|ζm| |q|m|z0| + c · |q|
m − 1
|q| − 1  |q|
m|z0| + 2c|q|m−1,
so we can conclude that
τdm  n
(|ζm|, y) n(|q|m|z0| + 2c|q|m−1, y), m ∈ N.
Thus, for each suﬃciently large r, there exists an m ∈ N such that
r ∈ [|q|m|z0| + 2c|q|m−1, |q|m+1|z0| + 2c|q|m),
which implies
m >
log r − log(|qz0| + 2c)
log |q| .
Using the same method as in Part (1), we obtain
Cd
log r
log |q|  n(r, y), C = τd−
log(|qz0 |+2c)
log |q| .
Then we have proved Part (2).
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