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Abstract. The application of higher order implicit time integration schemes to con-
jugate heat transfer problems is analyzed with Dirichlet-Neumann as the decomposition
method. In the literature, only up to second order implicit time integration schemes
have been reported while there is a potential for gaining computational efficiency using
higher orders. For loose coupling of the domains, the IMEX scheme consisting of the
ESDIRK scheme for integrating the governing equations within the subdomains and an
ERK scheme for explicit integration of the explicit coupling terms is utilized. The IMEX
scheme is analyzed for two cases. In one, the material properties of the coupled domains
are the same and in the other they are different. While for both cases, the IMEX scheme
preserves the design order of the time integration scheme, different stability and accuracy
properties are observed for the two. Finally, the computational efficiency of the higher
order IMEX schemes relative to the second order θ scheme is demonstrated using a test
case in 2-D involving coupled conduction problem of three domains.
1 INTRODUCTION
Thermal interaction of flows and structures, also known as conjugate heat transfer,
arises in many engineering disciplines such as aerospace (turbine blades in jet engines),
manufacturing (continuous casting), and MEMS (cooling of electronic chips). In order
to obtain a better understanding of the physics of the coupled problem and hence to
increase the efficiency and/or safety of the designs, numerical simulation servers as a viable
tool. However, accurate numerical solution of transient conjugate heat transfer problems
(CHT) can be time consuming and thus methods to achieve the desired accuracy with
less computational work is of great importance.
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To improve computational efficiency, higher order implicit time integration schemes as
opposed to the traditionally used 1st and 2nd order implicit schemes are investigated. For
this purpose, a family of multi-stage implicit Runge-Kutta schemes (IRK) is analyzed
which can be made of arbitrary higher order while retaining robustness (stability) and
efficiency. For partitioned solve of the domains, the Dirichlet-Neumann decomposition is
used to tackle the spatial coupling of the domains and for time integration a higher order
mixed implicit-explicit (IMEX) scheme similar to one in [1] (used for partitioned solve of
the mechanical coupling of flows and structures) is considered. In the application of the
higher order IMEX schemes to the loose partitioned solve of the CHT problem, the time
integration’s design order preservation, their efficiency relative to lower order schemes,
and their stability are investigated. In particular, their behavior (stability and accuracy)
is analyzed for two cases. In one, the material properties of the coupled domains are the
same and in the other they are different.
2 MODEL PROBLEM
In order to investigate the properties of the numerical algorithm for thermal coupling of
the domains, a model problem consisting of the one dimensional transient heat conduction
in two sub-domains Ω1 = [−1, 0] and Ω2 = [0, 1] which are separated by the common
interface Γ at x = 0 is considered. The two subdomains can have the same or different
material properties. For simplicity, it is assumed that the material properties of each
sub-domain (k thermal conductivity, cp heat capacity, and ρ density) are constant. The


















) 0 ≤ x ≤ 1. (2)
The non-interface boundaries at x = ±1 are insulated. For a well-posed problem, the
continuity of the temperature and heat flux is imposed at the common interface of the
domains, x = 0.








3 IMPOSING INTERFACE BOUNDARY CONDITIONS
To solve the coupled problem, domain decomposition method, in particular the Dirichlet-
Neumann (D-N), is used where the global domain Ω = [−1, 1] is split into Ω1 and Ω2.
The Dirichlet (temperature) condition is assigned to Ω2 with the interface temperature
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of Ω1 being prescribed as its value and the Neumann (the flux) condition to Ω1 with the
interface heat flux of Ω2 being prescribed as its value thus satisfying the two interface
conditions in Eqn.(3) and Eqn.(4).
In the partitioned approach, the stability of the coupling algorithm depends on the
correct assignment of the interface conditions to the subdomains. Henshaw [2] analyzed
the stability and rate of convergence of the interface iterations with the space kept con-
tinuous, and with the θ scheme for time integration and arrived at a criteria for imposing
the interface conditions. With reference to the assigned interface boundary conditions in







The assigned interface boundary conditions are stable if R ≤ 1, otherwise the two con-
ditions must be interchanged. Here, it is assumed that, based on the material properties
of the two subdomains, the imposed interface boundary conditions (Dirichlet condition
imposed on Ω2 and Neumann condition on Ω1) satisfy the criteria. Based on Eqn.(5),
when the sub-domains have similar material properties R ≈ 1, the Dirichlet-Neumann
formulation will encounter difficulties and convergence rate of the interface iterations is
slow. However, when the material properties of the two subdomains are far apart, R << 1,
the interface iterations converge rapidly.
4 SEMI-DISCRETE FORM
To solve the coupled PDE, space and time are discretized separately, with the space
being discretized first in order to arrive at the semi-discrete form of the coupled problem.
With reference to the imposed interface boundary conditions, in the case of coupling
a fluid and a solid, typically Ωs = Ω1 and Ωf = Ω2. Therefore, following a common
practice, Ω1 is discretized using linear-basis finite elements (FEM) and Ω2 using cell
centered finite volumes (CFV) (see Fig.(1)). This combination of space discretizations
for thermal coupling of the domains has been in used in the literature (for example see
[3]). With the space discretized, the interface boundary conditions for the subdomains
are evaluated, Eqn.(6) and Eqn.(7).





(T2,1 − T2,1/2). (7)
The two equations are essentially the discrete form of the interface conditions Eqn.(3)
and Eqn.(4). In order to present the model problem in matrix form, for simplicity, the
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Figure 1: Discretization of the computational domain using FEM-FVM
interface temperature of Ω2 is directly expressed by the interface node of Ω1. Therefore,





(T2,1 − T1,0) = S ′1T1 + S12T2. (8)
The expression on RHS of Eqn.(8) is the matrix representation of q1,0 based on the
nodal temperatures of the two domains. Since q1,0 is defined at the interface, the matrices
S ′1 and S12 contain mainly zero entries (for this 1-D problem, each has only one non-zero
entry). For the two sub-domains after discretization in space, the following two coupled
semi-discrete forms are obtained:
d
dt
(M1T1) = S1T1 + S
′
1T1 + S12T2 + b1 , (9)
d
dt
(M2T2) = S2T2 + S21T1 + b2 . (10)
T1 and T2 are vectors containing the unknown temperature nodes, M1 and M2 diagonal
matrices (mass-matrix), S1 and S2 are sparse tridiagonal matrices (stiffness matrix) and
b1 are b2 are vectors containing the non-interface boundary terms. S21T1 represents the
interface temperature assigned to Ω2. Similar to S
′
1 and S12, S21 contains only one non-
zero entry for this 1-D test case.
5 TIME INTEGRATION
By applying a time integration scheme to the semi-discrete systems Eqn.(9) and Eqn.(10),
a fully discrete system of the coupled problem can be obtained. Here, the higher order
implicit ESDIRK schemes which are L-stable are considered. The L-stability property is
desired since it allows for robust and stable treatment of stiffness within the system and
thus the time step is restricted by accuracy rather than stability. For an ODE system of
the form dT
dt
= F(T, t), the solution at each stage of the ESDIRK scheme is evaluated by:




akiF (i) , (11)
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with aki the coefficients of the corresponding stage. High order solution at the next
time level can be achieved by the weighted sum of the residual functions such that the
lower order errors cancel out:




biF (i) , (12)
where bi are the weight factor with
∑
i bi = 1 .
5.1 Partitioning
In the monolithic approach all the interface terms are evaluated implicitly, however, in
the partitioned method some or all of the interface terms are treated explicitly, depending
on the arrangement with which the two solvers are solved. Following [1], an Additive
Runge-Kutta scheme is used which consists of an Explicit first stage, Singly Diagonally
Implicit Runge-Kutta (ESDIRK) scheme for integrating the governing equations within
the subdomains and an ERK scheme for explicit integration of explicit coupling terms
and hence referred to as an IMEX scheme. For the IMEX scheme considered here, the
stage coefficients given in [4] are used. The coefficients of the implicit ESDIRK scheme
are denoted by aIki and that of the ERK scheme by a
E
ki and both the schemes have the
same weight factors bi. Here, the coupled system is solved using the block Gauss-Seidel
with integrating first Ω2 (GS-21). The solution to the temperature field in Ω2 at stage k,
T
(k)























aIki(S2T2 + S21T1 + f2)
(i) . (14)






























1T1 + S1T1 + f1)
(i) . (16)
E1 and E2 represent the known contributions from the previous stages and/or step and
(S21T1)
∗ and (S ′1T1)
∗ are the coupling terms that need to be predicted. The choice of the
predictor must be such that the design order of the time integration scheme is preserved
-without the use of sub-iterations. Since the coupled problem is linear, only T ∗1 needs to
be predicted which following [1] is given by:
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The solution at the next time step is obtained by applying Eqn.(12) to each subdomain
(noting that for this 1-D test case, M1 and M2 are constant):








1 (S12T2 + S
′
1T1 + S1T1 + f1)
(i) (18)








2 (S21T1 + S2T2 + f2)
(i). (19)
In practice where two separate solvers are used, in Eqn.(17), T1 is replaced with the
interface nodes (for the 1-D problem considered here with T1,0). In addition, to use the
IMEX scheme, the solution field of the computed stage must be stored for evaluating the
later stages and the solution to the time step.
The IMEX scheme introduced will be applied to two cases of R << 1 and R = 1.
6 RESULTS
The model problem described is used to assess the the accuracy and stability of the
higher order IMEX scheme. The length of each subdomain is unit meter. Ω1 is discretized
using 256 elements, and Ω2 with 256 cells. A step initial condition is imposed on the global
domain: Ti ∈ Ω1 = −1 and Ti ∈ Ω2 = 1. Block Gauss-Seidel integrating Ω2 first, GS-21,
is used to solve the coupled system. As Table.(1) shows two sets of material properties
are used. Even though Eqn.(5) is used to approximate the rate of convergence of the
interface iterations for the θ scheme, as it will be demonstrated, it can also be used as
means to estimate whether loose coupling of the domains using IMEX will encounter any
difficulties.
Table 1: Model problem material properties










To evaluate the differences between the two cases, the partitioning error is investi-
gated. In this model problem, the two sources of error in the partitioned solution are the
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partitioning and time integration errors. The partitioning error is defined as the differ-
ence between the partitioned and monolithic solutions both computed with the same time
step. The time integration error is evaluated by computing the difference between the
monolithic solution obtained using a certain time step and the temporally exact solution.
The temporally exact solution was acquired by solving the coupled problem monolithi-
cally using a fine time step, here ∆t = 0.01 sec. When the partitioned error is below the
time integration error, the dominant source of error in the partitioned solution is the time
integration error.
6.1 Case of R << 1
Fig.(2(a)) shows the convergence plot of the partitioning error of the third and fourth
order IMEX schemes (denoted by IMEX3 and IMEX4). In addition, the convergence plot
of time integration errors are shown. The partitioning error of the IMEX schemes, in
the asymptotic range, have the same order as their corresponding time integration errors,
thus allowing the partitioning solution to have the design order of the time integration
scheme. For IMEX3, the 3rd order slope is observed more clearly if smaller time steps are
considered. The figure also shows that when previous stage solution is used as predictor
for the explicit coupling terms, reduction to second order (the stage order) is observed.
For IMEX3, the partitioning error is below the time integration error for all the time
steps considered here. For IMEX4 it is above the time integration error in the asymp-
totic range. It should be noted that for both schemes, as the gird is further refined the
partitioning error increases and for IMEX3 eventually moves above the time integration
error. As it will shown later, for a 2-D test case the partitioning errors for both schemes
are above the time integration error at rather coarse grids. In such cases, subiterations
(or interface iterations) might need to be performed in order to increase the accuracy
of the partitioned solution. A question that arises is whether gain in computational effi-
ciency relative to second order time integration schemes is observed when the higher order
ESDIRK schemes with subiterations are used for the partitioned solve of the domains.
An important behavior of the higher order IMEX schemes that is observed in their
application to cases where R << 1 is that the solution remains stable even for time steps
on the order of the time scale of diffusion within the problem (for this test case, estimated





= 105), even though they are partly explicit.
6.2 Case of R = 1
Fig.(2(b)) shows the convergence plot of the partitioning error for the third and fourth
order IMEX schemes for R = 1. In addition, the time integration errors of the third and
fourth order ESDIRK schemes are also plotted. Just as in the case of R << 1, the IMEX
schemes preserve the design order of the time integration for R = 1 in the asymptotic
range. For both the IMEX schemes, the partitioning errors are above their respective
time integration errors and in comparison to their counterparts in the R << 1, they
7
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Figure 2: Convergence plot of the partitioning and time integration errors for 3rd and 4th order schemes
for case of (a) R << 1 and (b) R = 1.
are larger. Thus, by comparing the behavior of the schemes in the asymptotic range,
one can conclude that as R approaches unity, the influence of the partitioning error on
the partitioned solution becomes more noticeable, causing the larger deviation of the
partitioned solution from the monolithic one.
Referring to Fig.(2(b)), it is noted that the partitioning errors of the IMEX schemes are
shown only up to a maximum time step of ∆t = 2, since above it the partitioned schemes
are unstable. This is another important difference in the application of the IMEX schemes
to the two cases. Such instabilities are not present in the monolithic solution- by observing
the time integration error, and their appearance in the IMEX schemes are due to IMEX
schemes’ partly explicit nature. For this test case, where the material properties and the
mesh spacing of the two domains are the same, instability occurs when the Fourier number
of the domains exceeds Fo = Fo1 = Fo2 = 1. Thus, when the loosely coupled higher
order IMEX schemes are used for time integration of cases where R ≈ 1, the time step size
choice is severely reduced, compared to the time step that can be selected independently
for each domain, due to stability reasons. In order to stabilize the algorithm, subiterations
must be performed.
6.3 Efficiency of the higher order IMEX scheme
When analyzing the thermal coupling of typical fluids and solids, it is observed that
R << 1. For example for steel-air R ≈ 0.07, and for water-copper R ≈ .0013. Thus, the
loosely-coupled IMEX scheme can be used for time-stepping the coupled problem without
encountering any stability issues. However, in comparison to first order BDF1 and second
order time integration schemes such as the θ scheme or BDF2 where only one implicit
solve at each time step is performed, the higher order IMEX schemes, with s number
of stages, computes s − 1 implicit solves at each time step. Therefore, the issue that
8
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Table 2: Set of parameters used in analyzing the model problem, N : number of cells
Subdomain Lx Ly Nx Ny k ρcp
Ω1 .5 .5 20 10 54 7400× 475
Ω2 .5 .5 20 20 .06 1000× 1
Ω3 .5 .5 20 10 54 7400× 475
needs to be considered is whether the higher order IMEX schemes are computationally
more efficient than the lower order schemes in acquiring a certain accuracy. In that
respect, the computational work of third and fourth order IMEX schemes are compared
to that of the θ scheme using the model problem depicted in Fig.(3(a)) where thermal
coupling of 3 domains in 2-D is considered. The governing equation within each domain
is transient conduction. The outer boundaries are insulated. In the previous sections, the
application of the IMEX schemes to the combination of FEM-CFV grids was shown. In
this section, the IMEX schemes is used for time-stepping the coupled subdomains where
all the subdomains are discretized using cell-centered finite volumes. In order to use the
D-N formulation, an approximation to the interface temperature is then required. Here,
this is obtained based on equating one-sided differences to compute the interface heat flux
(see [5] for derivation). The material properties, the size of each domain, and the number
of cells used to discretize each domain, are shown in Table.(2). With reference to the
material properties shown in Table.(2), for a stable time-stepping of the coupled problem,
Ω2 takes the Dirichlet condition at the two interfaces, while the other two subdomains
take the flux condition. The following initial condition was imposed on the global domain:
Ti(x) = 0 for (x) ∈ Ωi with i = 1, 3 and T2(x) =
{
1 if x ≤ 0.25
0 if x > 0
. The simulation were
carried out to tfinal = 1000 sec.
Figure 3(b) shows the total error of the partitioned solution using the IMEX scheme
against the work, where work is defined as the total number of implicit stage calculations
during the simulation (W = (s− 1) ∗ tfinal
∆t
). The total error of the partitioned scheme is
obtained by comparing the partitioned solution field to its corresponding temporally exact
solution field and taking the L2 norm of the difference. The temporally exact solution was
obtained using the fourth order ESDIRK and ∆t = 0.01 sec. Furthermore, the results are
depicted for two possible sequences with which coupled problem can be solved. The work
of the second order θ scheme is also plotted as reference.
As Fig.(3(b)) shows, even in the case where an approximation to the interface equa-
tion has to be introduced to solve the coupled problem, the IMEX schemes preserve their
respective design order in the asymptotic range. This result is irrespective of the se-
quence with which the subdomains are integrated. However, comparing the total error
convergence curves for the two different integration sequences it is noted that the inte-
9
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gration sequence does influence the magnitude of the partition error and hence the total
error. After performing some numerical tests, it was observed that the magnitude of the
difference depends on parameters such as the initial condition and the outer boundaries
imposed on the global domain, the mesh ratio of the coupled domains, and the duration
of the computations, tfinal, and therefore a general conclusion in selecting the sequence
which will always give the lowest partition error cannot be made.
For this test case, since the results, for both the θ and IMEX schemes, are not influenced
noticeably by the order with which the domains are integrated, the following is true for
both the integration sequences considered here. Since the governing equation within all
the subdomains is transient conduction, a rough estimate of the time step to accurately






10sec. For the θ scheme with ∆t = 10, the computational work performed to arrive at
tfinal = 1000sec is approximately 100 and the accuracy of the solution is ≈ 10−5.5. Even
though the 3rd and 4th order IMEX schemes require respectively 3 and 5 implicit solves
per time step compared to the partitioned θ scheme, to arrive at the same accuracy the
amount of work required by them are roughly 1.6 and 2.5 times less than θ scheme (for
this particular test case).
(a)














































Figure 3: (a) Three domains thermally coupled, (b) Comparison of the computational work of the higher
order IMEX and the 2nd order θ scheme.
7 CONCLUSIONS
- The higher order implicit ESDIRK schemes were used to solve thermally coupled
domains with Dirichlet-Neumann as the decomposition method. For loose coupling
of the domains, the IMEX scheme consisting of the ESDIRK scheme for integrating
the governing equations within the subdomains and an ERK scheme for explicit
integration of the explicit coupling terms was utilized. The stability and accuracy
10
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of the IMEX scheme was evaluated for two cases: In one, the material properties
of the coupled domains are quite different (R << 1) and in the other they are
the same (R = 1). For both cases, in the asymptotic range, the IMEX schemes
preserved the design order of the time integration scheme. However, it was observed
that in comparison to R << 1, for R = 1 the influence of the partitioning error
on the partitioned solution becomes more noticeable, causing the larger deviation
of partition solution from the monolithic one. Furthermore, while for R << 1, the
IMEX schemes did not encounter any stability issues for relatively small time steps
(compared to the time scale of diffusion in the problem), for R = 1 instabilities do
appear at such time steps. For the considered test case, instability occurred when
the Fourier number of the domains exceeded unity, Fo = Fo1 = Fo2 > 1. To
stabilize the algorithm, subiterations must be performed.
- The computational efficiency of the higher order IMEX schemes relative to the
partitioned second order θ scheme was considered using a test case in 2-D involving
coupled conduction problem of three domains. Even though greater number of
implicit solved per time step is required for the IMEX schemes compared to the θ
scheme, it was demonstrated that to arrive at the same accuracy, the IMEX schemes
required less computational effort.
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