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Bidiagonal Triples
Darren Funk-Neubauer
Abstract
We introduce a linear algebraic object called a bidiagonal triple. A bidiagonal triple
consists of three diagonalizable linear transformations on a finite-dimensional vector
space, each of which acts in a bidiagonal fashion on the eigenspaces of the other two.
The concept of bidiagonal triple is a generalization of the previously studied and sim-
ilarly defined concept of bidiagonal pair. We show that every bidiagonal pair extends
to a bidiagonal triple, and we describe the sense in which this extension is unique.
In addition we generalize a number of theorems about bidiagonal pairs to the case of
bidiagonal triples. In particular we use the concept of a parameter array to classify
bidiagonal triples up to isomorphism. We also describe the close relationship between
bidiagonal triples and the representation theory of the Lie algebra sl2 and the quantum
algebra Uq(sl2).
Keywords: bidiagonal triple, bidiagonal pair, tridiagonal pair, Leonard pair, Lie al-
gebra sl2, quantum group Uq(sl2).
Mathematics Subject Classification: 15A21, 15A30, 17B37, 17B10.
1 Introduction
In this paper we introduce a linear algebraic object called a bidiagonal triple. Roughly
speaking, a bidiagonal triple is a triple of diagonalizable linear transformations on a finite-
dimensional vector space, each of which acts in a bidiagonal fashion on the eigenspaces of
the other two (see Definition 2.5 for the precise definition). This concept arose as a gener-
alization of the closely related concept of bidiagonal pair (see Definition 2.3). The theory of
bidiagonal pairs was developed in [8]. Any two of the three transformations in a bidiagonal
triple form a bidiagonal pair. Thus, a bidiagonal triple can be thought of as three bidiagonal
pairs interwoven together.
The main purpose of this paper is to generalize the results about bidiagonal pairs in [8]
to the case of bidiagonal triples. First we show that every bidiagonal pair can be extended
to a bidiagonal triple (see Theorem 4.1). That is, we present a construction showing how
to build a bidiagonal triple starting from a bidiagonal pair. In Theorem 4.2 we describe the
sense in which this construction is unique. Using this close connection between bidiagonal
pairs and bidiagonal triples we then do the following. We associate to each bidiagonal triple
a sequence of scalars called a parameter array (see Definition 2.10). We use this concept
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of parameter array to classify bidiagonal triples up to isomorphism (see Theorem 4.3). The
statement of this classification does not make it clear how to construct the bidiagonal triples
in each isomorphism class. Hence, we show how to construct bidiagonal triples using finite-
dimensional modules for the Lie algebra sl2 and the quantum algebra Uq(sl2) (see Theorem
4.8). The finite-dimensional modules for sl2 and Uq(sl2) are well known (see Lemmas 3.5
and 3.12).
Bidiagonal triples and pairs originally arose in the study of the well-known quantum alge-
bras Uq(ŝl2) and Uq(sl2). The discovery of the so called equitable presentations of these alge-
bras was the initial motivation for defining a bidiagonal triple. These equitable presentations
were discovered during the attempt to classify a linear algebraic object called a tridiagonal
pair. See below for more information on the equitable presentations and tridiagonal pairs.
Thus, the importance of bidiagonal triples lies in the fact that they provide insight into the
relationships between several closely connected algebraic objects. Although this paper is the
first to explicitly define bidiagonal triples, they appear implicitly in [2, 6, 7, 15, 20, 26]. In [2]
bidiagonal triples were involved in constructing irreducible Uq(ŝl2)-modules from the Borel
subalgebra of Uq(ŝl2). In [6] bidiagonal triples were used in constructing Uq(ŝl2)-modules
from certain raising and lowering maps satisfying the q-Serre relations. In [7] bidiagonal
triples were present in using a certain type of tridiagonal pair to construct irreducible mod-
ules for the q-tetrahedron algebra. See below for more information on the q-tetrahedron
algebra. In [15] bidiagonal triples were also present in using a certain type of tridiagonal
pair to construct irreducible Uq(ŝl2)-modules. Bidiagonal triples were used in [20] to show
that the generators from the equitable presentation of Uq(sl2) have invertible actions on each
finite-dimensional Uq(sl2)-module. See [26, Theorem 18.3] for another example of how bidi-
agonal triples appear in the representation theory of Uq(sl2).
We now discuss the equitable basis for sl2 and the equitable presentation of Uq(sl2) be-
cause they will be used in our construction of bidiagonal triples. The word equitable is used
here because each exhibit a Z3-cyclic symmetry not appearing in the standard basis for sl2
or the standard presentation of Uq(sl2).
The equitable basis for sl2 was first introduced in [10] as part of the study of the tetrahe-
dron Lie algebra [10, Definition 1.1]. The tetrahedron algebra has been used in the ongoing
investigation of tridiagonal pairs, and is closely related to a number of well-known Lie alge-
bras including the Onsager algebra [10, Proposition 4.7], the sl2 loop algebra [10, Proposition
5.7], and the three point sl2 loop algebra [10, Proposition 6.5]. For more information on the
tetrahedron algebra see [3, 5, 9, 16]. For more information on the equitable basis for sl2 see
[1, 4].
The equitable presentation of Uq(sl2) was first introduced in [20]. This presentation was
used in the study of the q-tetrahedron algebra [14]. The q-tetrahedron algebra has been
used in the ongoing investigation of tridiagonal pairs, and is closely related to a number of
well-known algebras including the Uq(sl2) loop algebra [14, Proposition 8.3] and the positive
part of Uq(ŝl2) [14, Proposition 9.4]. For more information on the q-tetrahedron algebra see
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[7, 13, 17, 18, 22]. We note that there exists an equitable presentation for the quantum
algebra Uq(g), where g is any symmetrizable Kac-Moody algebra [25].
We now offer some additional information on tridiagonal pairs because of their close con-
nection to bidiagonal triples. Tridiagonal pairs originally arose in algebraic combinatorics
through the study of a combinatorial object called a P- and Q-polynomial association scheme
[12]. The precise definition of a tridiagonal pair is given in [12, Definition 1.1]. Tridiago-
nal pairs appear in a wide variety of mathematical subjects including representation theory,
orthogonal polynomials, special functions, partially ordered sets, statistical mechanics, and
classical mechanics. See [8, Introduction] for the appropriate references. A major classifica-
tion result involving tridiagonal pairs appears in [19]. A certain special case of a tridiagonal
pair, called a Leonard pair, has also been the subject of much research. The Leonard pairs
are classified up to isomorphism [23, Theorem 1.9]. See [24] for a survey of Leonard pairs.
This paper is organized as follows. In Section 2 we define a bidiagonal triple and develop
a number of related definitions to be used throughout the paper. In Section 3 we recall
the equitable basis for sl2, the equitable presentation of Uq(sl2), and the finite-dimensional
modules for these algebras. Section 4 contains statements of the main results of the paper.
In Section 5 we develop the tools needed to prove our main results including some additional
properties of bidiagonal triples. Sections 6 through 8 contain the proofs of the main results
stated in Section 4.
2 Bidiagonal Triples
In this section we recall the definition of a bidiagonal pair, present the definition of a bidi-
agonal triple, and make some observations about these definitions.
Notation 2.1 Throughout this paper we adopt the following notation. Let d denote a
nonnegative integer. Let K denote a field. Let V denote a vector space over K with finite
positive dimension. For linear transformations X : V → V and Y : V → V we define
[X, Y ] := XY − Y X .
We present the following lemma in order to motivate the definitions of bidiagonal pair
and bidiagonal triple.
Lemma 2.2 Let X : V → V and Y : V → V denote linear transformations.
(i) Suppose that there exists an ordering {Yi}
d
i=0 of the eigenspaces of Y with
XYi ⊆ Yi + Yi+1 (0 ≤ i ≤ d), where Yd+1 = 0. Then for 0 ≤ i ≤ d, the restriction
[X, Y ]|Yi maps Yi into Yi+1.
(ii) Suppose that there exists an ordering {Yi}
d
i=0 of the eigenspaces of Y with
XYi ⊆ Yi−1 + Yi (0 ≤ i ≤ d), where Y−1 = 0. Then for 0 ≤ i ≤ d, the restriction
[X, Y ]|Yi maps Yi into Yi−1.
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Proof: (i) See the proof of [8, Lemma 2.1].
(ii) Similar to (i). ✷
Definition 2.3 [8, Definition 2.2] A bidiagonal pair (BD pair) on V is an ordered pair of
linear transformations A : V → V and A′ : V → V that satisfy the following three conditions.
(i) Each of A, A′ is diagonalizable.
(ii) There exists an ordering {Vi}
d
i=0 (resp. {V
′
i }
D
i=0) of the eigenspaces of A (resp. A
′) with
A′Vi ⊆ Vi + Vi+1 (0 ≤ i ≤ d), (1)
AV ′i ⊆ V
′
i + V
′
i+1 (0 ≤ i ≤ D), (2)
where each of Vd+1, V
′
D+1 is equal to 0.
(iii) The restrictions
[A′, A]d−2i|Vi : Vi → Vd−i (0 ≤ i ≤ d/2), (3)
[A,A′]D−2i|V ′
i
: V ′i → V
′
D−i (0 ≤ i ≤ D/2), (4)
are bijections.
Lemma 2.4 [8, Lemma 2.4] With reference to Definition 2.3, we have d = D.
Definition 2.5 A bidiagonal triple (BD triple) on V is an ordered triple of linear trans-
formations A : V → V , A′ : V → V , and A′′ : V → V that satisfy the following three
conditions.
(i) Each of A, A′, A′′ is diagonalizable.
(ii) There exists an ordering {Vi}
d
i=0 (resp. {V
′
i }
D
i=0) (resp. {V
′′
i }
δ
i=0) of the eigenspaces of
A (resp. A′) (resp. A′′) with
A′Vi ⊆ Vi + Vi+1, A
′′Vi ⊆ Vi−1 + Vi (0 ≤ i ≤ d), (5)
A′′V ′i ⊆ V
′
i + V
′
i+1, AV
′
i ⊆ V
′
i−1 + V
′
i (0 ≤ i ≤ D), (6)
AV ′′i ⊆ V
′′
i + V
′′
i+1, A
′V ′′i ⊆ V
′′
i−1 + V
′′
i (0 ≤ i ≤ δ), (7)
where each of Vd+1, V−1, V
′
D+1, V
′
−1, V
′′
δ+1, V
′′
−1 is equal to 0.
(iii) The restrictions
[A′, A]d−2i|Vi : Vi → Vd−i, [A
′′, A]d−2i|Vd−i : Vd−i → Vi (0 ≤ i ≤ d/2), (8)
[A′′, A′]D−2i|V ′
i
: V ′i → V
′
D−i, [A,A
′]D−2i|V ′
D−i
: V ′D−i → V
′
i (0 ≤ i ≤ D/2), (9)
[A,A′′]δ−2i|V ′′
i
: V ′′i → V
′′
δ−i, [A
′, A′′]δ−2i|V ′′
δ−i
: V ′′δ−i → V
′′
i (0 ≤ i ≤ δ/2), (10)
are bijections.
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Lemma 2.6 With reference to Definition 2.5, we have d = D = δ.
Proof: Let A, A′, A′′ denote a BD triple. Then A, A′ is a BD pair. So by Lemma 2.4 we
have d = D. Also, A′, A′′ is a BD pair. So by Lemma 2.4 we have D = δ. ✷
In view of Lemma 2.6, for the remainder of this paper we use d to index the eigenspaces
of A, A′, and A′′. With reference to Definition 2.3 and Definition 2.5 we call V the vector
space underlying A, A′ (resp. A, A′, A′′). We say A, A′ (resp. A, A′, A′′) is over K. We call
d the diameter of A, A′ (resp. A, A′, A′′).
For the remainder of this paper we assume that the field K is algebraically closed and
characteristic zero.
Definition 2.7 Let A, A′, A′′ and B, B′, B′′ denote BD triples over K. Let V (resp. W )
denote the vector space underlying A, A′, A′′ (resp. B, B′, B′′). An isomorphism of BD
triples from A, A′, A′′ to B, B′, B′′ is a vector space isomorphism µ : V → W such that
µA = Bµ, µA′ = B′µ, and µA′′ = B′′µ. We say A, A′, A′′ and B, B′, B′′ are isomorphic
whenever there exists an isomorphism of BD triples from A, A′, A′′ to B, B′, B′′.
The corresponding notion of isomorphism of BD pairs appears in [8, Definition 2.11].
Let A, A′, A′′ denote a BD triple of diameter d. An ordering of the eigenspaces of
A (resp. A′) (resp. A′′) is called standard whenever this ordering satisfies (5) (resp. (6))
(resp. (7)). Let {Vi}
d
i=0 (resp. {V
′
i }
d
i=0) (resp. {V
′′
i }
d
i=0) denote a standard ordering of the
eigenspaces of A (resp. A′) (resp. A′′). Then no other ordering of these eigenspaces is stan-
dard, and so the BD triple A, A′, A′′ uniquely determines these three standard orderings.
The corresponding notion of standard orderings of a BD pair appears in [8, Section 2]. For
0 ≤ i ≤ d, let θi (resp. θ
′
i) (resp. θ
′′
i ) denote the eigenvalue of A (resp. A
′) (resp. A′′) cor-
responding to Vi (resp. V
′
i ) (resp. V
′′
i ). We call {θi}
d
i=0 (resp. {θ
′
i}
d
i=0) (resp. {θ
′′
i }
d
i=0) the
first (resp. second) (resp. third) eigenvalue sequence of A, A′, A′′. The corresponding notion
of eigenvalue and dual eigenvalue sequence of a BD pair appears in [8, Section 2]. For the
remainder of this section, we adopt the notation from this paragraph.
Lemma 2.8 For 0 ≤ i ≤ d, the spaces Vi, Vd−i, V
′
i , V
′
d−i, V
′′
i , V
′′
d−i all have the same
dimension.
Proof: Since A, A′ is a BD pair then, by [8, Lemma 2.7], the spaces Vi, Vd−i, V
′
i , V
′
d−i all
have the same dimension. Since A′, A′′ is a BD pair then, by [8, Lemma 2.7], the spaces V ′i ,
V ′d−i, V
′′
i , V
′′
d−i all have the same dimension. ✷
Definition 2.9 With reference to Lemma 2.8, for 0 ≤ i ≤ d, let ρi denote the common
dimension of Vi, Vd−i, V
′
i , V
′
d−i, V
′′
i , V
′′
d−i. We refer to the sequence {ρi}
d
i=0 as the shape of
A, A′, A′′.
The corresponding notion of the shape of a BD pair appears in [8, Definition 2.8].
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Definition 2.10 The parameter array of A, A′, A′′ is the sequence
({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0), where {θi}
d
i=0 (resp. {θ
′
i}
d
i=0) (resp. {θ
′′
i }
d
i=0) is the first
(resp. second) (resp. third) eigenvalue sequence of A, A′, A′′, and {ρi}
d
i=0 is the shape of
A, A′, A′′.
The corresponding notion of the parameter array of a BD pair appears in [8, Definition
2.9].
Lemma 2.11 Let B, B′, B′′ denote a BD triple over K. Then A, A′, A′′ and B, B′, B′′
are isomorphic if and only if the parameter array of A, A′, A′′ equals the parameter array of
B, B′, B′′.
We postpone the proof of Lemma 2.11 until Section 7.
Lemma 2.12 Suppose that d ≥ 2. Then the expressions
θi+1 − θi
θi − θi−1
,
θ′i+1 − θ
′
i
θ′i − θ
′
i−1
,
θ′′i+1 − θ
′′
i
θ′′i − θ
′′
i−1
(11)
are equal and independent of i for 1 ≤ i ≤ d− 1.
Proof: Observe that A,A′ is a BD pair with eigenvalue (resp. dual eigenvalue) sequence
{θi}
d
i=0 (resp. {θ
′
d−i}
d
i=0). So, by [8, Theorem 5.1],
θi+1 − θi
θi − θi−1
,
θ′i+1 − θ
′
i
θ′i − θ
′
i−1
are equal and independent of i for 1 ≤ i ≤ d− 1. Also, A′, A′′ is a BD pair with eigenvalue
(resp. dual eigenvalue) sequence {θ′i}
d
i=0 (resp. {θ
′′
d−i}
d
i=0). So, by [8, Theorem 5.1],
θ′i+1 − θ
′
i
θ′i − θ
′
i−1
,
θ′′i+1 − θ
′′
i
θ′′i − θ
′′
i−1
are equal and independent of i for 1 ≤ i ≤ d− 1. ✷
Definition 2.13 We refer to the common value of (11) as the base of A, A′, A′′. By Lemma
2.12, the base is defined for d ≥ 2. For d ≤ 1, we adopt the convention that the base is 1.
Since {θi}
d
i=0 is a list of distinct scalars then the base of A, A
′, A′′ is always nonzero.
The corresponding notion of the base of a BD pair appears in [8, Definition 5.5]. See also
[8, Lemma 9.1].
Note 2.14 Let b denote the base of A, A′, A′′. Whenever b 6= 1, we let q ∈ K denote a
root of the polynomial λ2 − b−1 ∈ K[λ]. The scalar q exists since K is algebraically closed.
Observe q 6= 0, and so b = q−2. By construction b uniquely determines q up to sign.
6
The following notions of affine equivalence will be used in stating some of our main results
(see Theorem 4.2 and Theorem 4.6).
Definition 2.15 Let {σi}
d
i=0 and {τi}
d
i=0 each denote a sequence of scalars taken from K.
Let X : V → V and Y : V → V denote linear transformations. Let B, B′, B′′ denote a BD
triple on V .
(i) We say {σi}
d
i=0 is affine equivalent to {τi}
d
i=0, denoted {σi}
d
i=0 ∼ {τi}
d
i=0, whenever
there exist r, s in K with r 6= 0 such that σi = rτi + s (0 ≤ i ≤ d).
(ii) We say X is affine equivalent to Y , denoted X ∼ Y , whenever there exist r, s in K
with r 6= 0 such that X = rY + sI.
(iii) We say A, A′, A′′ is affine equivalent to B, B′, B′′ whenever A ∼ B, A′ ∼ B′, and
A′′ ∼ B′′.
3 The Algebras sl2 and Uq(sl2)
First we recall the Lie algebra sl2 and its finite-dimensional modules.
Definition 3.1 Let sl2 denote the Lie algebra over K that has a basis h, e, f and Lie bracket
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.
Theorem 3.2 [10, Lemma 3.2] The Lie algebra sl2 is isomorphic to the Lie algebra over K
that has basis X, Y, Z and Lie bracket
[X, Y ] = 2X + 2Y, [Y, Z] = 2Y + 2Z, [Z,X ] = 2Z + 2X.
An isomorphism with the presentation in Definition 3.1 is given by:
X → 2e− h,
Y → −2f − h,
Z → h.
The inverse of this isomorphism is given by:
e → (X + Z)/2,
f → −(Y + Z)/2,
h → Z.
Definition 3.3 Given an ordered triple X, Y, Z of elements in sl2, we call this triple equi-
table whenever X, Y, Z satisfy the relations from Theorem 3.2.
The following two lemmas give a description of all finite-dimensional sl2-modules.
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Lemma 3.4 [11, Theorem 6.3] Each finite-dimensional sl2-module V is completely reducible;
this means that V is a direct sum of irreducible sl2-modules.
The finite-dimensional irreducible sl2-modules are described as follows.
Lemma 3.5 [11, Theorem 7.2] There exists a family of finite-dimensional irreducible sl2-
modules
V (d), d = 0, 1, 2, . . .
with the following properties: V (d) has a basis {vi}
d
i=0 such that h.vi = (d−2i)vi for 0 ≤ i ≤
d, f.vi = (i+ 1)vi+1 for 0 ≤ i ≤ d, where vd+1 = 0, and e.vi = (d− i+ 1)vi−1 for 0 ≤ i ≤ d,
where v−1 = 0. Moreover, every finite-dimensional irreducible sl2-module is isomorphic to
exactly one of the modules V (d).
Lemma 3.6 [8, Lemma 3.7] Let V denote an sl2-module with finite positive dimension (not
necessarily irreducible). Define
Veven := span{ v ∈ V | h.v = i v, i ∈ Z, i even },
Vodd := span{ v ∈ V | h.v = i v, i ∈ Z, i odd }.
Then Veven and Vodd are sl2-modules, and V = Veven + Vodd (direct sum).
The following definition will be used in stating two of our main results (see Theorem 4.8
and Theorem 4.9).
Definition 3.7 Let V denote an sl2-module with finite positive dimension. With reference
to Lemma 3.6, we say V is segregated whenever V = Veven or V = Vodd.
We now recall the quantum algebra Uq(sl2) and its finite-dimensional modules. Let q
denote a nonzero scalar in K which is not a root of unity.
Definition 3.8 Let Uq(sl2) denote the unital associative K-algebra with generators
k, k−1, e, f and the following relations:
kk−1 = k−1k = 1,
ke = q2ek,
kf = q−2fk,
ef − fe =
k − k−1
q − q−1
.
Theorem 3.9 [20, Theorem 2.1] The algebra Uq(sl2) is isomorphic to the unital associative
K-algebra with generators x, x−1, y, z and the following relations:
xx−1 = x−1x = 1,
qxy − q−1yx
q − q−1
= 1,
qyz − q−1zy
q − q−1
= 1,
qzx− q−1xz
q − q−1
= 1.
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An isomorphism with the presentation in Definition 3.8 is given by:
x±1 → k±1,
y → k−1 + f(q − q−1),
z → k−1 − k−1eq(q − q−1).
The inverse of this isomorphism is given by:
k±1 → x±1,
f → (y − x−1)(q − q−1),
e → (1− xz)q−1(q − q−1).
Definition 3.10 Given an ordered triple x, y, z of elements in Uq(sl2), we call this triple
equitable whenever x, y, z satisfy the relations from Theorem 3.9.
The following two lemmas give a description of all finite-dimensional Uq(sl2)-modules.
Lemma 3.11 [21, Theorems 2.3, 2.9] Each finite-dimensional Uq(sl2)-module V is com-
pletely reducible; this means that V is a direct sum of irreducible Uq(sl2)-modules.
For each nonnegative integer n, define [n] := (qn−q−n)/(q−q−1). The finite-dimensional
irreducible Uq(sl2)-modules are described as follows.
Lemma 3.12 [21, Theorem 2.6] There exists a family of finite-dimensional irreducible Uq(sl2)-
modules
V (d, ǫ), ǫ ∈ {1,−1}, d = 0, 1, 2, . . .
with the following properties: V (d, ǫ) has a basis {vi}
d
i=0 such that k.vi = ǫq
d−2ivi for 0 ≤ i ≤
d, f.vi = [i+ 1]vi+1 for 0 ≤ i ≤ d, where vd+1 = 0, and e.vi = ǫ[d − i+ 1]vi−1 for 0 ≤ i ≤ d,
where v−1 = 0. Moreover, every finite-dimensional irreducible Uq(sl2)-module is isomorphic
to exactly one of the modules V (d, ǫ).
Lemma 3.13 [8, Lemma 4.7] Let V denote a Uq(sl2)-module with finite positive dimension
(not necessarily irreducible). For ǫ ∈ {1,−1}, define
V ǫeven := span{ v ∈ V | k.v = ǫ q
i v, i ∈ Z, i even },
V ǫodd := span{ v ∈ V | k.v = ǫ q
i v, i ∈ Z, i odd }.
Then V 1even, V
−1
even, V
1
odd, V
−1
odd are Uq(sl2)-modules, and V = V
1
even + V
−1
even + V
1
odd + V
−1
odd (direct
sum).
The following definition will be used in stating two of our main results (see Theorem 4.8
and Theorem 4.9).
Definition 3.14 Let V denote a Uq(sl2)-module with finite positive dimension. With refer-
ence to Lemma 3.13, we say V is segregated whenever V = V 1even or V = V
1
odd.
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4 The Main Theorems
The seven theorems in this section make up the main conclusions of the paper. The following
theorem states that every BD pair can be extended to a BD triple.
Theorem 4.1 Let A, A′ denote a BD pair on V with base b and parameter array
({θi}
d
i=0; {θ
′
i}
d
i=0; {ρi}
d
i=0). Then there exists a linear transformation A
′′ : V → V such that
A, A′, A′′ is a BD triple on V of base b. Moreover, {θi}
d
i=0 (resp. {θ
′
d−i}
d
i=0) is the first
(resp. second) eigenvalue sequence of A, A′, A′′, and {ρi}
d
i=0 is the shape of A, A
′, A′′.
We refer to Theorem 4.1 as the extension theorem. In the proof of Theorem 4.1 we
explicitly construct the linear transformation A′′ (see Section 6). The following theorem
implies that the linear transformation A′′ from Theorem 4.1 is uniquely determined up to
affine equivalence. See Corollary 7.1.
Theorem 4.2 Let A, A′, A′′ and B, B′, B′′ denote BD triples on V . Assume
A ∼ B and A′ ∼ B′. Then A′′ ∼ B′′.
We refer to Theorem 4.2 as the uniqueness theorem. The following theorem provides a
classification of BD triples up to isomorphism.
Theorem 4.3 Let
({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0) (12)
denote a sequence of scalars taken from K. Then there exists a BD triple A, A′, A′′ over K
with parameter array (12) if and only if the following (i)–(v) hold.
(i) θi 6= θj, θ
′
i 6= θ
′
j, θ
′′
i 6= θ
′′
j for 0 ≤ i, j ≤ d and i 6= j.
(ii) The expressions
θi+1 − θi
θi − θi−1
,
θ′i+1 − θ
′
i
θ′i − θ
′
i−1
,
θ′′i+1 − θ
′′
i
θ′′i − θ
′′
i−1
,
are equal and independent of i for 1 ≤ i ≤ d− 1.
(iii) ρi is a positive integer for 0 ≤ i ≤ d.
(iv) ρi = ρd−i for 0 ≤ i ≤ d.
(v) ρi ≤ ρi+1 for 0 ≤ i < d/2.
Suppose that (i)–(v) hold. Then A, A′, A′′ is unique up to isomorphism of BD triples.
We refer to Theorem 4.3 as the classification theorem. With reference to Theorem 4.3, for
d = 0 we regard conditions (i), (ii), (v) as holding since they are vacuously true. Similarly,
for d = 1 we regard condition (ii) as holding since it is vacuously true. It is not clear from the
statement of Theorem 4.3 how BD triples are related to finite-dimensional modules for sl2
and Uq(sl2). Also, it is not clear from Theorem 4.3 how the BD triples in each isomorphism
class are constructed. The next four theorems address these issues.
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Theorem 4.4 Let A, A′, A′′ denote a BD triple of base b. Then there exists a sequence of
scalars α, α′, α′′, γ1, γ2, γ3 in K such that
AA′ − bA′A− α′A− αA′ − γ1I = 0, (13)
A′A′′ − bA′′A′ − α′′A′ − α′A′′ − γ2I = 0, (14)
A′′A− bAA′′ − αA′′ − α′′A− γ3I = 0. (15)
This sequence of scalars is uniquely determined by the triple A, A′, A′′ provided d ≥ 2.
We refer to (13)–(15) as the fundamental bidiagonal relations. See Lemma 8.1 for a de-
scription of how the scalars b, α, α′, α′′, γ1, γ2, γ3 are related to the eigenvalues of A, A
′, A′′.
The following definition will be used to state the next three theorems.
Definition 4.5 Let A, A′, A′′ denote a BD triple of diameter d and base b. We say A, A′, A′′
is reduced if either (i) or (ii) holds.
(i) b = 1 and the first, second, and third eigenvalue sequences of A, A′, A′′ are each
{2i− d}di=0.
(ii) b 6= 1 and the first, second, and third eigenvalue sequences of A, A′, A′′ are each
{qd−2i}di=0.
Theorem 4.6 Every BD triple is affine equivalent to a reduced BD triple.
We refer to Theorem 4.6 as the reducibility theorem.
Note 4.7 We make the following observation in order to motivate the next two theorems.
Let A, A′, A′′ denote a reduced BD triple of base b. It is shown in Corollary 8.2 that for
b = 1, (13)–(15) take the form
AA′ −A′A− 2A− 2A′ = 0,
A′A′′ −A′′A′ − 2A′ − 2A′′ = 0,
A′′A− AA′′ − 2A′′ − 2A = 0.
It is also shown in Corollary 8.2 that for b 6= 1, (13)–(15) take the form
qAA′ − q−1A′A− (q − q−1)I = 0,
qA′A′′ − q−1A′′A′ − (q − q−1)I = 0,
qA′′A− q−1AA′′ − (q − q−1)I = 0.
The following two theorems provide a correspondence between reduced BD triples and
segregated sl2/Uq(sl2)-modules.
Theorem 4.8 Let V denote a segregated sl2-module (resp. segregated Uq(sl2)-module). Then
each equitable triple in sl2 (resp. Uq(sl2)) acts on V as a reduced BD triple of base 1 (resp. base
not equal to 1).
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The next theorem can be thought of as a converse of Theorem 4.8.
Theorem 4.9 Let A, A′, A′′ denote a reduced BD triple on V , and let b denote its base.
Then the following (i),(ii) hold.
(i) Suppose that b = 1. Let X, Y, Z denote an equitable triple in sl2. Then there exists an
sl2-module structure on V such that (X−A)V = 0, (Y −A
′)V = 0, and (Z−A′′)V = 0.
This sl2-module structure on V is segregated.
(ii) Suppose that b 6= 1. Let x, y, z denote an equitable triple in Uq(sl2). Then there
exists a Uq(sl2)-module structure on V such that (x − A)V = 0, (y − A
′)V = 0, and
(z −A′′)V = 0. This Uq(sl2)-module structure on V is segregated.
We refer to Theorems 4.8 and 4.9 as the correspondence theorems. A version of Theorem
4.9 in which A, A′, A′′ is assumed to have shape (1, 1, 1, . . . , 1) appears in [26, Theorem 18.3].
Theorem 4.6 and Theorem 4.9 together show that every BD triple is affine equivalent to a
BD triple of the type constructed in Theorem 4.8.
5 Preliminaries
In this section we develop the tools needed to prove our main results.
Definition 5.1 Let b ∈ K. Suppose that d ≥ 2 and let {σi}
d
i=0 denote a sequence of distinct
scalars taken from K. This sequence is called b-recurrent whenever
σi+1 − σi
σi − σi−1
= b (1 ≤ i ≤ d− 1).
Lemma 5.2 Suppose that d ≥ 2 and let {σi}
d
i=0 and {τi}
d
i=0 each denote a sequence of
distinct scalars taken from K. Then the following (i),(ii) hold.
(i) Assume {σi}
d
i=0 and {τi}
d
i=0 are each b-recurrent. Then {σi}
d
i=0 ∼ {τi}
d
i=0.
(ii) Assume {σi}
d
i=0 is b-recurrent and {σi}
d
i=0 ∼ {τi}
d
i=0. Then {τi}
d
i=0 is b-recurrent.
Proof: (i) Solving the recurrence from Definition 5.1 we find that there exist c1, c2 in K with
c2 6= 0 such that for b = 1 (resp. b 6= 1), σi = c1 + c2i (resp. σi = c1 + c2b
i) (0 ≤ i ≤ d).
Similarly, there exist c3, c4 in K with c4 6= 0 such that for b = 1 (resp. b 6= 1), τi = c3 + c4i
(resp. τi = c3 + c4b
i) (0 ≤ i ≤ d). Hence, σi = c2c
−1
4 τi + c1 − c2c3c
−1
4 (0 ≤ i ≤ d), and the
result follows.
(ii) By assumption there exist r, s in K with r 6= 0 such that σi = rτi + s (0 ≤ i ≤ d). From
this and since {σi}
d
i=0 is b-recurrent we have
b =
σi+1 − σi
σi − σi−1
=
rτi+1 + s− (rτi + s)
rτi + s− (rτi−1 + s)
=
τi+1 − τi
τi − τi−1
(1 ≤ i ≤ d− 1).
Thus, {τi}
d
i=0 is b-recurrent. ✷
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Lemma 5.3 Suppose that d < 2 and let {σi}
d
i=0 and {τi}
d
i=0 each denote a sequence of
distinct scalars taken from K. Then {σi}
d
i=0 ∼ {τi}
d
i=0.
Proof: First assume that d = 1. Let r := (σ0−σ1)(τ0−τ1)
−1 and s := σ0−rτ0. Observe r 6= 0
since σ0 6= σ1. We now have σi = rτi + s for 0 ≤ i ≤ 1, and so {σi}
1
i=0 ∼ {τi}
1
i=0. Now as-
sume that d = 0. Let r := 1 and s := σ0−τ0. Hence, σ0 = rτ0+s, and so {σi}
0
i=0 ∼ {τi}
0
i=0. ✷
Definition 5.4 A decomposition of V is a sequence {Ui}
d
i=0 consisting of nonzero subspaces
of V such that V =
∑d
i=0 Ui (direct sum). For any decomposition of V we adopt the
convention that U−1 := 0 and Ud+1 := 0.
Lemma 5.5 Let {Ui}
d
i=0 denote a decomposition of V . Let {σi}
d
i=0 and {τi}
d
i=0 each denote
a sequence of distinct scalars taken from K. Let X : V → V (resp. Y : V → V ) denote
the linear transformation such that for 0 ≤ i ≤ d, Ui is an eigenspace for X (resp. Y ) with
eigenvalue σi (resp. τi). Then {σi}
d
i=0 ∼ {τi}
d
i=0 if and only if X ∼ Y .
Proof: (=⇒): Let v ∈ V . Since {Ui}
d
i=0 is a decomposition of V there exist ui ∈ Ui such
that v =
∑d
i=0 ui. By assumption there exist r, s in K with r 6= 0 such that σi = rτi + s
(0 ≤ i ≤ d). From this we have
Xv =
d∑
i=0
σiui
= r
d∑
i=0
τiui + s
d∑
i=0
ui
= r
d∑
i=0
Y ui + s
d∑
i=0
ui
= (rY + sI)v.
Thus, X = rY + sI, and so X ∼ Y .
(⇐=): Similar to (=⇒). ✷
We now develop some more properties of BD triples. Throughout the remainder of this
paper we will refer to the following assumption.
Assumption 5.6 Let A, A′, A′′ denote a BD triple on V of diameter d and base b. Let
{Vi}
d
i=0 (resp. {V
′
i }
d
i=0) (resp. {V
′′
i }
d
i=0) denote the standard ordering of the eigenspaces of
A (resp. A′) (resp. A′′). Let ({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0) denote the parameter array of
A, A′, A′′.
Referring to Definition 5.4 and Assumption 5.6, the sequences {Vi}
d
i=0, {V
′
i }
d
i=0, {V
′′
i }
d
i=0
are each decompositions of V .
13
Lemma 5.7 Let r, s, t, u, v, w denote scalars in K with r, t, v each nonzero. With reference
to Assumption 5.6, rA + sI, tA′ + uI, vA′′ + wI is a BD triple on V of base b and with
parameter array ({rθi + s}
d
i=0; {tθ
′
i + u}
d
i=0; {vθ
′′
i + w}
d
i=0; {ρi}
d
i=0).
Proof: Imitate the proof of [8, Lemma 2.10]. ✷
Lemma 5.8 With reference to Assumption 5.6, the following (i)–(iii) hold.
(i) A, A′ is a BD pair with parameter array ({θi}
d
i=0; {θ
′
d−i}
d
i=0; {ρi}
d
i=0).
(ii) A′, A′′ is a BD pair with parameter array ({θ′i}
d
i=0; {θ
′′
d−i}
d
i=0; {ρi}
d
i=0).
(ii) A′′, A is a BD pair with parameter array ({θ′′i }
d
i=0; {θd−i}
d
i=0; {ρi}
d
i=0).
Proof: Immediate from Definitions 2.3, 2.5, 2.10 and [8, Definition 2.9]. ✷
Lemma 5.9 With reference to Assumption 5.6, the following (i)–(iii) hold.
(i) Vi + · · ·+ Vd = V
′
0 + · · ·+ V
′
d−i (0 ≤ i ≤ d).
(ii) V ′i + · · ·+ V
′
d = V
′′
0 + · · ·+ V
′′
d−i (0 ≤ i ≤ d).
(iii) V ′′i + · · ·+ V
′′
d = V0 + · · ·+ Vd−i (0 ≤ i ≤ d).
Proof: (i) By Lemma 5.8(i), A, A′ is a BD pair and {Vi}
d
i=0 (resp. {V
′
d−i}
d
i=0) is an ordering
of the eigenspaces of A (resp. A′) satisfying (1) (resp. (2)). Combining this with [8, Lemma
6.6] we obtain the desired result.
(ii), (iii) Similar to (i). ✷
Lemma 5.10 With reference to Assumption 5.6, the following (i)–(iii) hold.
(i) Vi = (V
′
0 + · · ·+ V
′
d−i) ∩ (V
′′
d−i + · · ·+ V
′′
d ) (0 ≤ i ≤ d).
(ii) V ′i = (V
′′
0 + · · ·+ V
′′
d−i) ∩ (Vd−i + · · ·+ Vd) (0 ≤ i ≤ d).
(iii) V ′′i = (V0 + · · ·+ Vd−i) ∩ (V
′
d−i + · · ·+ V
′
d) (0 ≤ i ≤ d).
Proof: (i) Immediate from Lemma 5.9(i),(iii) and the fact that
∑d
i=0 Vi is a direct sum.
(ii), (iii) Similar to (i). ✷
For the remainder of this section we let W denote a vector space over K with finite
positive dimension and µ : V →W denote a vector space isomorphism.
Lemma 5.11 Let X : V → V and Y : V → V denote linear transformations. Let j denote
a nonnegative integer. Then [µXµ−1, µY µ−1]j = µ[X, Y ]jµ−1.
14
Proof: The proof is by induction on j. The result is trivially true for j = 0. Now assume
that j ≥ 1. By induction we have that
[µXµ−1, µY µ−1]j+1 = [µXµ−1, µY µ−1]µ[X, Y ]jµ−1
= (µXY µ−1 − µY Xµ−1)µ[X, Y ]jµ−1
= µ(XY − Y X)[X, Y ]jµ−1
= µ[X, Y ]j+1µ−1,
and the result follows. ✷
Lemma 5.12 With reference to Assumption 5.6, µAµ−1, µA′µ−1, µA′′µ−1 is a BD triple on
W with parameter array ({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0). Moreover, {µ(Vi)}
d
i=0
(resp. {µ(V ′i )}
d
i=0) (resp. {µ(V
′′
i )}
d
i=0) is the standard ordering of the eigenspaces of µAµ
−1
(resp. µA′µ−1) (resp. µA′′µ−1).
Proof: Let v ∈ V . Then for 0 ≤ i ≤ d, the following statements are equivalent:
µ(v) ∈ µ(Vi)
⇐⇒ v ∈ Vi
⇐⇒ Av = θiv
⇐⇒ µAµ−1µv = θiµv.
Thus, for 0 ≤ i ≤ d, θi is an eigenvalue of µAµ
−1 and µ(Vi) is the corresponding eigenspace.
Since {Vi}
d
i=0 is a decomposition of V and µ : V →W is an isomorphism then
W =
∑d
i=0 µ(Vi) (direct sum). So µAµ
−1 is diagonalizable. Similarly, for 0 ≤ i ≤ d, θ′i
(resp. θ′′i ) is an eigenvalue of µA
′µ−1 (resp. µA′′µ−1) and µ(V ′i ) (resp. µ(V
′′
i )) is the cor-
responding eigenspace. Also W =
∑d
i=0 µ(V
′
i ) (direct sum) and W =
∑d
i=0 µ(V
′′
i ) (direct
sum). So µA′µ−1 and µA′′µ−1 are diagonalizable. By (5) – (7) we have for 0 ≤ i ≤ d,
µA′µ−1µ(Vi) ⊆ µ(Vi) + µ(Vi+1), µA
′′µ−1µ(Vi) ⊆ µ(Vi−1) + µ(Vi), (16)
µA′′µ−1µ(V ′i ) ⊆ µ(V
′
i ) + µ(V
′
i+1), µAµ
−1µ(V ′i ) ⊆ µ(V
′
i−1) + µ(V
′
i ), (17)
µAµ−1µ(V ′′i ) ⊆ µ(V
′′
i ) + µ(V
′′
i+1), µA
′µ−1µ(V ′′i ) ⊆ µ(V
′′
i−1) + µ(V
′′
i ). (18)
Since µ : V → W is a bijection then µ|Vd−i : Vd−i → µ(Vd−i) and µ
−1|µ(Vi) : µ(Vi) → Vi
are bijections for 0 ≤ i ≤ d. Combining this and (8) with Lemma 5.11 we find that for
0 ≤ i ≤ d/2, the restrictions
[µA′µ−1, µAµ−1]d−2i|µ(Vi) : µ(Vi)→ µ(Vd−i)
are bijections. Similarly, for 0 ≤ i ≤ d/2, the restrictions
[µA′′µ−1, µAµ−1]d−2i|µ(Vd−i) : µ(Vd−i)→ µ(Vi),
[µA′′µ−1, µA′µ−1]d−2i|µ(V ′
i
) : µ(V
′
i )→ µ(V
′
d−i),
[µAµ−1, µA′µ−1]d−2i|µ(V ′
d−i
) : µ(V
′
d−i)→ µ(V
′
i ),
[µAµ−1, µA′′µ−1]d−2i|µ(V ′′
i
) : µ(V
′′
i )→ µ(V
′′
d−i),
[µA′µ−1, µA′′µ−1]d−2i|µ(V ′′
d−i
) : µ(V
′′
d−i)→ µ(V
′′
i ),
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are bijections. We have now shown that µAµ−1, µA′µ−1, µA′′µ−1 is a BD triple on W . By
(16) (resp. (17)) (resp. (18)) we find that {µ(Vi)}
d
i=0 (resp. {µ(V
′
i )}
d
i=0) (resp. {µ(V
′′
i )}
d
i=0)
is the standard ordering of the eigenspaces of µAµ−1 (resp. µA′µ−1) (resp. µA′′µ−1). Thus,
{θi}
d
i=0 (resp. {θ
′
i}
d
i=0) (resp. {θ
′′
i }
d
i=0) is the first (resp. second) (resp. third) eigenvalue se-
quence of µAµ−1, µA′µ−1, µA′′µ−1. Since µ : V → W is a bijection then ρi = dimVi =
dimµ(Vi) (0 ≤ i ≤ d). So {ρi}
d
i=0 is the shape of µAµ
−1, µA′µ−1, µA′′µ−1. We now have
that ({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0) is the parameter array of µAµ
−1, µA′µ−1, µA′′µ−1. ✷
6 The Proof of the Extension Theorem
In this section we prove Theorem 4.1. Throughout this section we will refer to the following
assumption.
Assumption 6.1 Let A, A′ denote a BD pair on V of diameter d and base b. Let {Vi}
d
i=0
(resp. {V ′i }
d
i=0) denote the ordering of the eigenspaces of A (resp. A
′) satisfying (1) (resp.
(2)). Let ({θi}
d
i=0; {θ
′
i}
d
i=0; {ρi}
d
i=0) denote the parameter array of A, A
′.
Referring to Definition 5.4 and Assumption 6.1, each of the sequences {Vi}
d
i=0, {V
′
i }
d
i=0 is
a decomposition of V .
Definition 6.2 With reference to Assumption 6.1, define
V ′′i := (V0 + · · ·+ Vd−i) ∩ (V
′
0 + · · ·+ V
′
i ) (0 ≤ i ≤ d).
Lemma 6.3 [8, Theorem 11.2] With reference to Definition 5.4 and Definition 6.2, the
sequence {V ′′i }
d
i=0 is a decomposition of V .
Lemma 6.4 With reference to Assumption 6.1 and Definition 6.2, the following (i)–(ii)
hold.
(i) V ′0 + · · ·+ V
′
d−i = V
′′
0 + · · ·+ V
′′
d−i (0 ≤ i ≤ d).
(ii) V ′′i + · · ·+ V
′′
d = V0 + · · ·+ Vd−i (0 ≤ i ≤ d).
Proof: (i) See the proof of [8, Corollary 11.12(i)].
(ii) Similar to (i). ✷
Definition 6.5 With reference to Assumption 6.1 and Definition 6.2, define the following
linear transformations.
(i) Let A ′′ : V → V be the linear transformation such that for 0 ≤ i ≤ d, V ′′i is an
eigenspace for A ′′ with eigenvalue θi.
(ii) Let A ′′ : V → V be the linear transformation such that for 0 ≤ i ≤ d, V ′′i is an
eigenspace for A ′′ with eigenvalue θ′d−i.
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Lemma 6.6 With reference to Assumption 6.1 and Definition 6.5, the following (i)–(iv)
hold.
(i) (A ′′ − θiI)V
′
i ⊆ V
′
i−1 (0 ≤ i ≤ d).
(ii) (A ′′ − θ′iI)Vi ⊆ Vi−1 (0 ≤ i ≤ d).
(iii) A ′′ V ′i ⊆ V
′
i−1 + V
′
i (0 ≤ i ≤ d).
(iv) A ′′ Vi ⊆ Vi−1 + Vi (0 ≤ i ≤ d).
Proof: (i) First assume that d = 0. In this case V = V ′0 and V = V
′′
0 . Thus, (A
′′ − θ0I)V
′
0 =
(A ′′− θ0I)V
′′
0 = 0 and so the result holds. Now assume that d > 0. By [8, Theorem 5.3] and
[8, Lemma 8.1] we have
θi−1 = b
−1(θi − α
∗), (19)
θ′i−1 = bθ
′
i + α, (20)
θi−1θ
′
i = b
−1(γ + θiθ
′
i−1), (21)
where α, α∗, γ denote the scalars from [8, Theorem 5.3]. Substituting (20) into the right-hand
side of (21) we have
θi−1θ
′
i = b
−1γ + θiθ
′
i + b
−1αθi. (22)
By [8, Lemma 11.4(ii)] we have (A ′′ − θi−1I)(A
′ − θ′iI)V
′′
i = 0. Substituting (19) and (22)
into this gives
(A ′′A′ − θ′iA
′′ − b−1(θi − α
∗)A′ + (b−1γ + θiθ
′
i + b
−1αθi)I)V
′′
i = 0. (23)
Recall that V ′′i is an eigenspace for A
′′ with eigenvalue θi. Hence (23) becomes
(A ′′A′ − b−1A′A ′′ + b−1α∗A′ + b−1αA ′′ + b−1γI)V ′′i = 0 for 0 ≤ i ≤ d. From this and Lemma
6.3 we have
A′A ′′ − bA ′′A′ − αA ′′ − α∗A′ − γI = 0. (24)
Recall that V ′i is an eigenspace for A
′ with eigenvalue θ′i. So by (24) we have
(A′A ′′ − (bθ′i + α)A
′′ − α∗θ′i − γI)V
′
i = 0. Substituting (19) – (21) into this and simplifying
gives (A′A ′′−θ′i−1A
′′−θiA
′+θiθ
′
i−1I)V
′
i = 0. From this we have (A
′−θ′i−1I)(A
′′−θiI)V
′
i = 0,
and so (A ′′ − θiI)V
′
i ⊆ V
′
i−1.
(ii) Similar to (i).
(iii), (iv) Immediate from (i), (ii). ✷
Lemma 6.7 With reference to Assumption 6.1, Definition 6.2, and Definition 6.5, the fol-
lowing (i)–(iv) hold.
(i) For 0 ≤ i ≤ d/2, the restriction [A ′′, A]d−2i|Vd−i : Vd−i → Vi is a bijection.
(ii) For 0 ≤ i ≤ d/2, the restriction [A ′′, A′]d−2i|V ′
d−i
: V ′d−i → V
′
i is a bijection.
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(iii) For 0 ≤ i ≤ d/2, the restriction [A,A ′′]d−2i|V ′′
i
: V ′′i → V
′′
d−i is a bijection.
(iv) For 0 ≤ i ≤ d/2, the restriction [A′,A ′′]d−2i|V ′′
d−i
: V ′′d−i → V
′′
i is a bijection.
Proof: (i) First we show that
[A ′′, A]|Vi = (θi − θi−1)(A
′′ − θ′iI)|Vi (0 ≤ i ≤ d). (25)
Let v ∈ Vi. By Lemma 6.6(ii) there exists w ∈ Vi−1 such that A
′′v = θ′iv+w. Using this we
have
[A ′′, A]v = (θiI − A)A
′′v
= θ′i(θiI −A)v + (θiI −A)w
= (θi − θi−1)w
= (θi − θi−1)(A
′′ − θ′iI)v.
We have now shown (25). Using (25) and induction on j we find that
[A ′′, A]j|Vi = Π
i
k=i+1−j(θk − θk−1)(A
′′ − θ′kI)|Vi (0 ≤ i ≤ d) (0 ≤ j ≤ i+ 1). (26)
Combining Lemma 2.2(ii) and Lemma 6.6(iv) we have that [A ′′, A]|Vi maps Vi into Vi−1 for
0 ≤ i ≤ d. So [A ′′, A]d−2i|Vd−i maps Vd−i into Vi for 0 ≤ i ≤ d/2. We now show that
[A ′′, A]d−2i|Vd−i : Vd−i → Vi is an injection for 0 ≤ i ≤ d/2. Let x ∈ ker([A
′′, A]d−2i|Vd−i).
We show x = 0. By construction
x ∈ Vd−i. (27)
By (27) and Lemma 6.4(ii) there exist v′′h ∈ V
′′
h (i ≤ h ≤ d) such that
x =
d∑
h=i
v′′h. (28)
By construction [A ′′, A]d−2ix = 0. From this and (26) we have Πd−ik=i+1(A
′′ − θ′kI)x =
0. Substituting (28) into this gives
∑d
h=iΠ
d−i
k=i+1(A
′′ − θ′kI)v
′′
h = 0. Recall that V
′′
i is an
eigenspace for A ′′ with eigenvalue θ′d−i. Therefore,
∑d
h=d−iΠ
d−i
k=i+1(θ
′
d−h−θ
′
kI)v
′′
h = 0. Recall,
by Lemma 6.3, that
∑d
i=0 V
′′
i is a direct sum. Thus, v
′′
h = 0 for d−i ≤ h ≤ d. From this, (28),
and Lemma 6.4(i) we find that x ∈ V ′0 + · · ·+ V
′
d−i−1. By (27) and [8, Lemma 6.6] we have
that x ∈ V ′d−i + · · ·+ V
′
d . Combining the previous two sentences with the fact that
∑d
i=0 V
′
i
is a direct sum gives x = 0. We have now shown that [A ′′, A]d−2i|Vd−i : Vd−i → Vi is an
injection for 0 ≤ i ≤ d/2. By (3), dim(Vd−i) = dim(Vi), and so [A
′′, A]d−2i|Vd−i : Vd−i → Vi
is also a surjection for 0 ≤ i ≤ d/2. Thus, [A ′′, A]d−2i|Vd−i : Vd−i → Vi is a bijection for
0 ≤ i ≤ d/2.
(ii) Similar to (i).
(iii) First we show that
[A,A ′′]|V ′′
i
= (θ′d−i − θ
′
d−i−1)(A− θd−iI)|V ′′i (0 ≤ i ≤ d). (29)
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Let v ∈ V ′′i . By [8, Lemma 11.4(i)] there exists w ∈ V
′′
i+1 such that Av = θd−iv + w. Using
this we have
[A,A ′′]v = (θ′d−iI −A
′′)Av
= θd−i(θ
′
d−iI −A
′′)v + (θ′d−iI −A
′′)w
= (θ′d−i − θ
′
d−i−1)w
= (θ′d−i − θ
′
d−i−1)(A− θd−iI)v.
We have now shown (29). Using (29) and induction on j we find that
[A,A ′′]j |V ′′
i
= Πj+i−1k=i (θ
′
d−k − θ
′
d−k−1)(A− θd−kI)|V ′′i (0 ≤ i ≤ d) (0 ≤ j ≤ d− i+ 1). (30)
Combining Lemma 2.2(i) and [8, Lemma 11.4(iii)] we have that [A,A ′′]|V ′′
i
maps V ′′i into
V ′′i+1 for 0 ≤ i ≤ d. So [A,A
′′]d−2i|V ′′
i
maps V ′′i into V
′′
d−i for 0 ≤ i ≤ d/2. We now show that
[A,A ′′]d−2i|V ′′
i
: V ′′i → V
′′
d−i is an injection for 0 ≤ i ≤ d/2. Let x ∈ ker([A,A
′′]d−2i|V ′′
i
). We
show x = 0. By construction
x ∈ V ′′i . (31)
By (31) and Lemma 6.4(ii) there exist vh ∈ Vh (0 ≤ h ≤ d− i) such that
x =
d−i∑
h=0
vh. (32)
By construction [A,A ′′]d−2ix = 0. From this and (30) we have Πd−i−1k=i (A−θd−kI)x = 0. Sub-
stituting (32) into this gives
∑d−i
h=0Π
d−i−1
k=i (A− θd−kI)vh = 0. Recall that Vi is an eigenspace
for A with eigenvalue θi. Therefore,
∑i
h=0Π
d−i−1
k=i (θh − θd−kI)vh = 0. Recall, by Assumption
6.1, that
∑d
i=0 Vi is a direct sum. Thus, vh = 0 for 0 ≤ h ≤ i. From this, (32), and [8, Lemma
6.6] we find that x ∈ V ′i+1+· · ·+V
′
d. By (31) and Lemma 6.4(i) we have that x ∈ V
′
0+· · ·+V
′
i .
Combining the previous two sentences with the fact that
∑d
i=0 V
′
i is a direct sum gives x = 0.
We have now shown that [A,A ′′]d−2i|V ′′
i
: V ′′i → V
′′
d−i is an injection for 0 ≤ i ≤ d/2. By [8,
Corollary 11.12(ii)] and (4) we have dim(V ′′i ) = dim(V
′′
d−i), and so [A,A
′′]d−2i|V ′′
i
: V ′′i → V
′′
d−i
is also a surjection for 0 ≤ i ≤ d/2. Thus, [A,A ′′]d−2i|V ′′
i
: V ′′i → V
′′
d−i is a bijection for
0 ≤ i ≤ d/2.
(iv) Similar to (iii). ✷
We are now ready to prove the extension theorem.
Proof of Theorem 4.1: Adopt Assumption 6.1. Define a sequence of scalars {θ′′i }
d
i=0 as follows.
For d ≥ 2, let {θ′′i }
d
i=0 be any b-recurrent sequence of scalars taken from K. Note that by
Lemma 5.2(i) the sequence {θ′′i }
d
i=0 is uniquely determined up to affine equivalence. For
d = 1, let θ′′0 , θ
′′
1 be any two distinct scalars from K. For d = 0, let θ
′′
0 be any scalar from K.
With reference to Definition 6.2, let A′′ : V → V be the linear transformation such that for
0 ≤ i ≤ d, V ′′i is an eigenspace for A
′′ with eigenvalue θ′′i . We now show that A, A
′, A′′ is a
BD triple on V . By Definition 2.3(i) and Lemma 6.3,
each of A, A′, A′′ is diagonalizable. (33)
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By (1) and (2),
A′Vi ⊆ Vi + Vi+1 (0 ≤ i ≤ d), (34)
AV ′d−i ⊆ V
′
d−i+1 + V
′
d−i (0 ≤ i ≤ d). (35)
By [8, Lemma 11.4(iii),(iv)],
AV ′′i ⊆ V
′′
i + V
′′
i+1 (0 ≤ i ≤ d), (36)
A′V ′′i ⊆ V
′′
i−1 + V
′
i (0 ≤ i ≤ d). (37)
Let A ′′ and A ′′ be as in Definition 6.5. We now show that
A′′ ∼ A ′′, (38)
A′′ ∼ A ′′. (39)
First assume that d ≥ 2. By [8, Lemma 9.1] the sequences {θi}
d
i=0, {θ
′
d−i}
d
i=0 are each b-
recurrent, and {θ′′i }
d
i=0 is b-recurrent by construction. From this, Lemma 5.2(i), and Lemma
5.5 we obtain (38), (39). Now assume that d < 2. Then by Lemma 5.3 we have that
{θ′′i }
d
i=0 ∼ {θi}
d
i=0 and {θ
′′
i }
d
i=0 ∼ {θ
′
d−i}
d
i=0. From this and Lemma 5.5 we obtain (38), (39).
Combining Lemma 6.6(iii) with (38) we have
A′′ V ′d−i ⊆ V
′
d−i + V
′
d−i−1 (0 ≤ i ≤ d). (40)
Combining Lemma 6.6(iv) with (39) we have
A′′ Vi ⊆ Vi−1 + Vi (0 ≤ i ≤ d). (41)
By (3) and (4),
the restriction [A′, A]d−2i|Vi : Vi → Vd−i is a bijection (0 ≤ i ≤ d/2), (42)
the restriction [A,A′]d−2i|V ′
i
: V ′i → V
′
d−i is a bijection (0 ≤ i ≤ d/2). (43)
Combining Lemma 6.7(i),(ii) with (38), (39) we have
the restriction [A′′, A]d−2i|Vd−i : Vd−i → Vi is a bijection (0 ≤ i ≤ d/2), (44)
the restriction [A′′, A′]d−2i|V ′
d−i
: V ′d−i → V
′
i is a bijection (0 ≤ i ≤ d/2). (45)
Combining Lemma 6.7(iii),(iv) with (38), (39) we have
the restriction [A,A′′]d−2i|V ′′
i
: V ′′i → V
′′
d−i is a bijection (0 ≤ i ≤ d/2), (46)
the restriction [A′, A′′]d−2i|V ′′
d−i
: V ′′d−i → V
′′
i is a bijection (0 ≤ i ≤ d/2). (47)
Combining (33)–(37) and (40)–(47) we find that A, A′, A′′ is a BD triple on V . By (34)
and (41), {Vi}
d
i=0 is the standard ordering of the eigenspaces of A. So {θi}
d
i=0 is the first
eigenvalue sequence of A, A′, A′′. By (35) and (40), {V ′d−i}
d
i=0 is the standard ordering of the
eigenspaces of A′. So {θ′d−i}
d
i=0 is the second eigenvalue sequence of A, A
′, A′′. By Assump-
tion 6.1, {ρi}
d
i=0 is the shape of A, A
′. Thus, by [8, Definition 2.8] and Definition 2.9, {ρi}
d
i=0
is the shape of A, A′, A′′. For d ≥ 2, [8, Lemma 9.1] and Definition 2.13 show that A, A′, A′′
has base b. For d < 2, A, A′ has base b = 1, and so A, A′, A′′ has base b by Definition 2.13. ✷
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7 The Proofs of the Uniqueness and Classification
Theorems
In this section we prove Theorem 4.2 and Theorem 4.3. First we prove the uniqueness the-
orem.
Proof of Theorem 4.2: Adopt Assumption 5.6. Let B, B′, B′′ denote a BD triple on V of
diameter d. Let {Wi}
d
i=0 (resp. {W
′
i}
d
i=0) (resp. {W
′′
i }
d
i=0) denote the standard ordering of
the eigenspaces of B (resp. B′) (resp. B′′). Let {σi}
d
i=0 (resp. {σ
′
i}
d
i=0) (resp. {σ
′′
i }
d
i=0) denote
the first (resp. second) (resp. third) eigenvalue sequence of B, B′, B′′. Suppose A ∼ B
and A′ ∼ B′. We show that A′′ ∼ B′′. By Lemma 5.8(i), A, A′ is a BD pair and {Vi}
d
i=0
is an ordering of the eigenspaces of A satisfying (1). Since A ∼ B then for 0 ≤ i ≤ d, Wi
is an eigenspace for A. By (5), B′Wi ⊆ Wi + Wi+1 for 0 ≤ i ≤ d. Since A
′ ∼ B′ then
A′Wi ⊆ Wi +Wi+1 for 0 ≤ i ≤ d. Hence, {Wi}
d
i=0 is an ordering of the eigenspaces of A
satisfying (1). Since the ordering of the eigenspaces of A satisfying (1) is uniquely determined
by A, A′ we have that
Vi = Wi (0 ≤ i ≤ d). (48)
Interchanging the roles of A and A′ and the roles of B and B′ in the above argument gives
V ′i = W
′
i (0 ≤ i ≤ d). (49)
Combining (48), (49), and Lemma 5.10(iii) we find that
V ′′i = W
′′
i (0 ≤ i ≤ d). (50)
We now show that
{θ′′i }
d
i=0 ∼ {σ
′′
i }
d
i=0. (51)
First assume that d ≥ 2. Each of the sequences {θi}
d
i=0, {θ
′′
i }
d
i=0 is b-recurrent by Lemma
2.12. Combining A ∼ B and (48) with Lemma 5.5 we have that {θi}
d
i=0 ∼ {σi}
d
i=0. Hence,
{σi}
d
i=0 is b-recurrent by Lemma 5.2(ii). Therefore, {σ
′′
i }
d
i=0 is b-recurrent by Lemma 2.12.
From this and Lemma 5.2(i) we obtain (51). If d < 2 then (51) is immediate from Lemma
5.3. Combining (50) and (51) with Lemma 5.5 we find that A′′ ∼ B′′. ✷
The following corollary states that the linear transformation A′′ constructed in the proof
of Theorem 4.1 is uniquely determined up to affine equivalence.
Corollary 7.1 Let A, A′ denote a BD pair on V . Suppose A′′1 : V → V and A
′′
2 : V → V are
linear transformations such that A, A′, A′′1 and A, A
′, A′′2 are both BD triples on V . Then
A′′1 ∼ A
′′
2.
Proof: Immediate from Theorem 4.2. ✷
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Lemma 2.11 will be used in the proof of Theorem 4.3. So we now prove Lemma 2.11,
namely that two BD triples are isomorphic exactly when their parameter arrays are equal.
Proof of Lemma 2.11: Let A, A′, A′′ and B, B′, B′′ denote BD triples over K. Let V
(resp. W ) denote the vector space underlying A, A′, A′′ (resp. B, B′, B′′). Let
({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0) (52)
denote the parameter array of A, A′, A′′.
(=⇒): Suppose that A, A′, A′′ and B, B′, B′′ are isomorphic. We show that (52) is also the
parameter array of B, B′, B′′. Let µ : V → W denote an isomorphism of BD triples from
A, A′, A′′ to B, B′, B′′. By Lemma 5.8(i), A, A′ is a BD pair on V with parameter array
({θi}
d
i=0; {θ
′
d−i}
d
i=0; {ρi}
d
i=0), and B, B
′ is a BD pair on W . Comparing [8, Definition 2.11]
and Definition 2.7 we find that µ : V → W is an isomorphism of BD pairs from A, A′ to
B, B′. So by [8, Lemma 2.12], ({θi}
d
i=0; {θ
′
d−i}
d
i=0; {ρi}
d
i=0) is the parameter array of B, B
′.
Hence, {ρi}
d
i=0 is the shape of B, B
′, and so {ρi}
d
i=0 is the shape of B, B
′, B′′. Moreover,
{θi}
d
i=0 is the eigenvalue sequence of B, B
′, and so {θi}
d
i=0 is the first eigenvalue sequence of
B, B′, B′′. Similarly, {θ′i}
d
i=0 (resp. {θ
′′
i }
d
i=0) is the second (resp. third) eigenvalue sequence
of B, B′, B′′. Combining the previous three sentences we have that (52) is the parameter
array of B, B′, B′′. Therefore, the parameter array of A, A′, A′′ equals the parameter array
of B, B′, B′′.
(⇐=): Suppose that the parameter array of A, A′, A′′ equals the parameter array of B, B′, B′′.
That is, suppose
(52) is also the parameter array of B, B′, B′′. (53)
We show that A, A′, A′′ and B, B′, B′′ are isomorphic. By Lemma 5.8(i), the BD pairs
A, A′ and B, B′ have the same parameter array. So by [8, Lemma 2.12], A, A′ and B, B′
are isomorphic. So there exists a vector space isomorphism µ : V → W such that
µA = Bµ, µA′ = B′µ. (54)
We now show that
µA′′ = B′′µ. (55)
By Lemma 5.12, µAµ−1, µA′µ−1, µA′′µ−1 is a BD triple onW . So by Corollary 7.1 and (54),
we have µA′′µ−1 ∼ B′′. Thus, there exist r, s in K such that
µA′′µ−1 = rB′′ + sI. (56)
Let {V ′′i }
d
i=0 denote the standard ordering of the eigenspaces of A
′′. By Lemma 5.12,
{µ(V ′′i )}
d
i=0 is the standard ordering of the eigenspaces of µA
′′µ−1. From this, (54), and (56)
we find that {µ(V ′′i )}
d
i=0 is also the standard ordering of the eigenspaces of B
′′. By Lemma
5.12 and (53), {θ′′i }
d
i=0 is the third eigenvalue sequence of both µAµ
−1, µA′µ−1, µA′′µ−1 and
B, B′, B′′. We have now shown that for 0 ≤ i ≤ d, µ(V ′′i ) is an eigenspace for both µA
′′µ−1
and B′′ with eigenvalue θ′′i . Combining this and (56) with Lemma 5.5 we have
θ′′i = rθ
′′
i + s (0 ≤ i ≤ d). (57)
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Now assume that d ≥ 1. Subtracting (57) with i = 1 from (57) with i = 0 gives θ′′0 − θ
′′
1 =
r(θ′′0 − θ
′′
1). Since θ
′′
0 6= θ
′′
1 we find that r = 1. Substituting this into (57) gives s = 0.
Substituting r = 1 and s = 0 into (56) gives (55). Next assume that d < 1. In this case
µA′′µ−1 and B′′ are both equal to θ′′0I, and so (55) holds. Combining (54) and (55) we find
that µ is an isomorphism of bidiagonal triples from A, A′, A′′ to B, B′, B′′. So A, A, A′′
and B, B, B′′ are isomorphic. ✷
We are now ready to prove the classification theorem.
Proof of Theorem 4.3:
(=⇒): Adopt Assumption 5.6. We show that the scalars in (12) satisfy Theorem 4.3(i)–(v).
First assume that d < 1. Theorem 4.3(i),(ii),(v) hold since they are vacuously true. Theorem
4.3(iv) holds since it is trivially true. Recall V0 is an eigenspace of A and ρ0 = dim(V0) by
Definition 2.9. Thus, ρ0 is a positive integer and Theorem 4.3(iii) holds. Now assume
that d ≥ 1. By definition of first (resp. second) (resp. third) eigenvalue sequence {θi}
d
i=0
(resp. {θ′i}
d
i=0) (resp. {θ
′′
i }
d
i=0) is a list of the distinct eigenvalues of A (resp. A
′) (resp. A′′).
Thus, Theorem 4.3(i) holds. For d = 1, Theorem 4.3(ii) holds since it is vacuously true.
For d > 1, Theorem 4.3(ii) holds by Lemma 2.12. Recall for 0 ≤ i ≤ d, Vi is an eigenspace
of A and ρi = dim(Vi) by Definition 2.9. Thus, ρi is a positive integer for 0 ≤ i ≤ d and
Theorem 4.3(iii) holds. By Definition 2.9, ρi = dim(Vi) = dim(Vd−i) = ρd−i for 0 ≤ i ≤ d.
So Theorem 4.3(iv) holds. By (8), the restriction [A′, A]|Vi : Vi → Vi+1 is an injection for
0 ≤ i < d/2. Thus, by Definition 2.9, ρi = dim(Vi) ≤ dim(Vi+1) = ρi+1 for 0 ≤ i < d/2. So
Theorem 4.3(v) holds.
(⇐=): Let (12) denote a sequence of scalars taken from K which satisfy Theorem 4.3(i)–(v).
We construct a BD triple A, A′, A′′ over K which has parameter array (12). Observe that
({θi}
d
i=0; {θ
′
d−i}
d
i=0; {ρi}
d
i=0) satisfy [8, Theorem 5.1(i)–(v)]. Therefore, by [8, Theorem 5.1],
there exists a BD pair A, A′ over K with parameter array ({θi}
d
i=0; {θ
′
d−i}
d
i=0; {ρi}
d
i=0). Let
V denote the vector space underlying A, A′, and let b denote the base of A, A′. By Theorem
4.1 there exists a linear transformation A′′ : V → V such that A, A′, A′′ is a BD triple on
V of base b. Let {V ′′i }
d
i=0 denote the standard ordering of eigenspaces of A
′′. Let {θ′′i }
d
i=0
denote the third eigenvalue sequence of A, A′, A′′. By Theorem 4.1
A, A′, A′′ has parameter array ({θi}
d
i=0; {θ
′
i}
d
i=0; {θ
′′
i }
d
i=0; {ρi}
d
i=0). (58)
We now show that
{θ′′i }
d
i=0 ∼ {θ
′′
i }
d
i=0. (59)
First assume that d ≥ 2. By Lemma 2.12 and Theorem 4.3(ii), each of the sequences {θ′′i }
d
i=0,
{θ′′i }
d
i=0 is b-recurrent. From this and Lemma 5.2(i) we obtain (59). If d < 2 then (59) is
immediate from Lemma 5.3. Let A′′ : V → V be the linear transformation such that for
0 ≤ i ≤ d, V ′′i is an eigenspace for A
′′ with eigenvalue θ′′i . Combining (59) and Lemma 5.5 we
find that A′′ ∼ A′′. Thus, by Lemma 5.7 and (58) we have that A, A′, A′′ is a BD triple over
K with parameter array (12). The uniqueness claim in Theorem 4.3 follows immediately
from Lemma 2.11. ✷
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8 The Proofs of the Remaining Theorems
In this section we prove Theorem 4.4, Theorem 4.6, Theorem 4.8, and Theorem 4.9. The
following lemma will be used in the proof of Theorem 4.4.
Lemma 8.1 With reference to Assumption 5.6 suppose that d ≥ 1. Then there exists a
sequence of scalars α, α′, α′′, γ1, γ2, γ3 in K such that the following (i)–(vi) hold.
(i) θi+1 − bθi = α (0 ≤ i ≤ d− 1),
(ii) θ′i+1 − bθ
′
i = α
′ (0 ≤ i ≤ d− 1),
(iii) θ′′i+1 − bθ
′′
i = α
′′ (0 ≤ i ≤ d− 1),
(iv) bθiθ
′
d−i−1 − θi+1θ
′
d−i = γ1 (0 ≤ i ≤ d− 1),
(v) bθ′iθ
′′
d−i−1 − θ
′
i+1θ
′′
d−i = γ2 (0 ≤ i ≤ d− 1),
(vi) bθ′′i θd−i−1 − θ
′′
i+1θd−i = γ3 (0 ≤ i ≤ d− 1).
Proof: For d ≥ 2, Lemma 2.12 and Definition 2.13 give that
θi+1 − θi
θi − θi−1
= b =
θ′i+1 − θ
′
i
θ′i − θ
′
i−1
, (1 ≤ i ≤ d− 1). (60)
(i) Define α := θ1 − bθ0. Then for d = 1 the result is immediate. For d ≥ 2, (60) becomes
θi+1 − bθi = θi − bθi−1 (1 ≤ i ≤ d− 1), and the result follows.
(ii), (iii) Similar to (i).
(iv) For d = 1, define γ1 := bθ0θ
′
0 − θ1θ
′
1 and the result is immediate. Now assume that
d ≥ 2. First suppose that b = 1. By solving the recurrences in (60) we find that there
exist c1, c2, c3, c4 in K such that θi = c1 + c2i and θ
′
i = c3 + c4i (0 ≤ i ≤ d). Define
γ1 := −(c1c4+c2c3+c2c4d). Combining the previous two sentences we obtain the result. Now
suppose that b 6= 1. By solving the recurrences in (60) we find that there exist c1, c2, c3, c4 in
K such that θi = c1 + c2b
i and θ′i = c3 + c4b
i (0 ≤ i ≤ d). Define γ1 := (b− 1)(c1c3 − c2c4b
d).
Combining the previous two sentences we obtain the result.
(v), (vi) Similar to (iv). ✷
We now prove that the fundamental bidiagonal relations hold.
Proof of Theorem 4.4: Adopt Assumption 5.6. First assume that d ≥ 1. Let α, α′, α′′, γ1, γ2,
γ3 denote the scalars from Lemma 8.1. By Lemma 5.8(i), A, A
′ is a BD pair with parameter
array ({θi}
d
i=0; {θ
′
d−i}
d
i=0; {ρi}
d
i=0). Combining Lemma 8.1(i),(ii),(iv) with [8, Lemma 8.1] we
obtain (13). By Lemma 5.8(ii), A′, A′′ is a BD pair with parameter array
({θ′i}
d
i=0; {θ
′′
d−i}
d
i=0; {ρi}
d
i=0). Combining Lemma 8.1(ii),(iii),(v) with [8, Lemma 8.1] we obtain
(14). By Lemma 5.8(iii), A′′, A is a BD pair with parameter array ({θ′′i }
d
i=0; {θd−i}
d
i=0; {ρi}
d
i=0).
Combining Lemma 8.1(i),(iii),(vi) with [8, Lemma 8.1] we obtain (15). Next we demon-
strate the uniqueness claim for d ≥ 2. Recall that each of the sequences {θi}
d
i=0, {θ
′
i}
d
i=0,
{θ′′i }
d
i=0 is uniquely determined by A, A
′, A′′. From this and Definition 2.13, b is uniquely
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determined by A, A′, A′′. Combining the previous two sentences with Lemma 8.1, each of
α, α′, α′′, γ1, γ2, γ3 is uniquely determined by A, A
′, A′′. Now assume that d = 0. Recall by
Definition 2.13 that b = 1. Define α := 1, α′ := 1, α′′ := 1, γ1 := −(θ0+θ
′
0), γ2 := −(θ
′
0+θ
′′
0),
and γ3 := −(θ
′′
0 + θ0). Observe that A = θ0I, A
′ = θ′0I, and A
′′ = θ′′0I. Combining the pre-
vious three sentences we obtain (13)–(15). ✷
Corollary 8.2 With reference to Assumption 5.6 suppose that A, A′, A′′ is reduced. Then
the following (i),(ii) hold.
(i) Suppose b = 1. Then the relations (13)–(15) take the form
AA′ −A′A− 2A− 2A′ = 0,
A′A′′ −A′′A′ − 2A′ − 2A′′ = 0,
A′′A− AA′′ − 2A′′ − 2A = 0.
(ii) Suppose b 6= 1. Then the relations (13)–(15) take the form
qAA′ − q−1A′A− (q − q−1)I = 0,
qA′A′′ − q−1A′′A′ − (q − q−1)I = 0,
qA′′A− q−1AA′′ − (q − q−1)I = 0.
Proof: (i) First assume that d ≥ 1. Combining Definition 4.5(i) with Lemma 8.1 we find
that α = 2, α′ = 2, α′′ = 2, γ1 = 0, γ2 = 0, γ3 = 0. Substituting these into (13)–(15) we
obtain the result. Now assume that d = 0. Observe that A = θ0I, A
′ = θ′0I, and A
′′ = θ′′0I.
By Definition 4.5(i), θ0 = 0, θ
′
0 = 0, and θ
′′
0 = 0. Combining the previous two sentences we
obtain the result.
(ii) First assume that d ≥ 1. Combining Definition 4.5(ii) with Lemma 8.1 we find that
α = 0, α′ = 0, α′′ = 0, γ1 = q
−1(q − q−1), γ2 = q
−1(q − q−1), γ3 = q
−1(q − q−1). Substituting
these into (13)–(15) we obtain the result. Now assume that d = 0. Observe that A = θ0I,
A′ = θ′0I, and A
′′ = θ′′0I. By Definition 4.5(ii), θ0 = 1, θ
′
0 = 1, and θ
′′
0 = 1. Combining the
previous two sentences we obtain the result. ✷
We now prove the reducibility theorem.
Proof of Theorem 4.6: Adopt Assumption 5.6. Suppose that b = 1. First we show that
each of {θi}
d
i=0, {θ
′
i}
d
i=0, {θ
′′
i }
d
i=0 is affine equivalent to {2i− d}
d
i=0. (61)
Assume that d ≥ 2. By Lemma 2.12 and Definition 2.13, each of the sequences {θi}
d
i=0,
{θ′i}
d
i=0, {θ
′′
i }
d
i=0 is b-recurrent. Observe that the sequence {2i− d}
d
i=0 is also b-recurrent. So
by Lemma 5.2(i) we obtain (61). If d < 2 then (61) is immediate from Lemma 5.3. Let
B : V → V (resp. B′ : V → V ) (resp. B′′ : V → V ) be the linear transformation such
that for 0 ≤ i ≤ d, Vi (resp. V
′
i ) (resp. V
′′
i ) is an eigenspace for B (resp. B
′) (resp. B′′)
with eigenvalue 2i− d. From (61) and Lemma 5.5 we have A ∼ B, A′ ∼ B′, and A′′ ∼ B′′.
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Combining this with Lemma 5.7 we find that B, B′, B′′ is a BD triple. Also A, A′, A′′ is
affine equivalent to B, B′, B′′. Lemma 5.7 also shows that each of the first, second, and third
eigenvalue sequences of B, B′, B′′ is {2i− d}di=0. Hence, B, B
′, B′′ is reduced. So A, A′, A′′
is affine equivalent to a reduced BD triple. Repeating the above argument with {2i− d}di=0
replaced by {qd−2i}di=0 proves the result for b 6= 1. ✷
We now prove the correspondence theorems.
Proof of Theorem 4.8: Let V denote a segregated sl2-module. Let X, Y, Z denote an equi-
table triple in sl2. We show that the action of X, Y, Z on V is a reduced BD triple of base 1.
By [8, Theorem 5.10] the action of Y, Z on V is a reduced BD pair of base 1. By Theorem
4.1 there exists a linear transformation X : V → V such that Y, Z, X is a BD triple on V
of base 1. So X , Y, Z is a BD triple on V of base 1. Since the action of Y, Z on V is a
reduced BD pair of base 1 then the second and third eigenvalue sequences of X , Y, Z are
each {2i− d}di=0. Let {θi}
d
i=0 denote the first eigenvalue sequence of X , Y, Z. We now show
that
{θi}
d
i=0 ∼ {2i− d}
d
i=0. (62)
First assume that d ≥ 2. By Lemma 2.12 and Definition 2.13 the sequence {θi}
d
i=0 is 1-
recurrent. Observe that the sequence {2i − d}di=0 is also 1-recurrent. So by Lemma 5.2(i)
we obtain (62). If d < 2 then (62) is immediate from Lemma 5.3. Let {Vi}
d
i=0 denote the
standard ordering of the eigenspaces of X . Let X : V → V be the linear transformation such
that for 0 ≤ i ≤ d, Vi is an eigenspace for X with eigenvalue 2i − d. Combining (62) with
Lemma 5.5 we have X ∼ X . So, by Lemma 5.7, X , Y, Z is a BD triple on V of base 1 whose
first, second, and third eigenvalue sequences are each {2i − d}di=0. So X , Y, Z is reduced.
We now show that the action of X on V is equal to the action of X on V . By construction
the action of X, Y, Z defines an sl2-module structure on V . Comparing Theorem 3.2 with
Corollary 8.2 we find that the action of X , Y, Z defines another sl2-module structure on V .
So by [8, Lemma 12.5] the action of X on V is equal to the action of X on V . We have
now shown that the action of X, Y, Z on V is a reduced BD triple of base 1. Repeating the
above argument with {2i−d}di=0 replaced by {q
d−2i}di=0 proves the result in the Uq(sl2) case. ✷
Proof of Theorem 4.9: Let A, A′, A′′ denote a reduced BD triple on V of base b.
(i) Suppose that b = 1. Let X, Y, Z denote an equitable triple in sl2. Comparing Theorem
3.2 with Corollary 8.2(i) we find that there exists an sl2-module structure on V such that
(X − A)V = 0, (Y − A′)V = 0, and (Z − A′′)V = 0. We now check that this sl2-module
structure on V is segregated. Using the sl2 automorphism from Theorem 3.2 we find that
(h − Z)V = 0. So (h − A′′)V = 0. Since A, A′, A′′ is reduced then the third eigenvalue
sequence of A, A′, A′′ is {2i− d}di=0. The previous two sentences show that the action of h
on V has eigenvalues {2i−d}di=0. So if d is even (resp. odd) then V = Veven (resp. V = Vodd).
Thus, the sl2-module structure on V is segregated.
(ii) Suppose that b 6= 1. Let x, y, z denote an equitable triple in Uq(sl2). Comparing Theo-
rem 3.9 with Corollary 8.2(ii) we find that there exists a Uq(sl2)-module structure on V such
that (x−A)V = 0, (y−A′)V = 0, and (z−A′′)V = 0. We now check that this Uq(sl2)-module
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structure on V is segregated. Using the Uq(sl2) automorphism from Theorem 3.9 we find
that (k − x)V = 0. So (k − A)V = 0. Since A, A′, A′′ is reduced then the first eigenvalue
sequence of A, A′, A′′ is {qd−2i}di=0. The previous two sentences show that the action of k
on V has eigenvalues {qd−2i}di=0. So if d is even (resp. odd) then V = V
1
even (resp. V = V
1
odd).
Thus, the Uq(sl2)-module structure on V is segregated. ✷
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