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Abstract
We construct a family of simple 3-(2m,8,14(2m −8)/3) designs, with odd m 5, from all Z4-Goethals-
like codes Gk . In addition, these designs imply the existence of other design families with the same
parameters as the designs constructed from the Z4-Goethals code G1, i.e. the designs with a block size 7 by
Shin, Kumar, and Helleseth and the designs with a block size 8 by Ranto. In the existence proofs we count
the number of solutions to certain systems of equations over finite fields and use properties of Dickson
and linearized polynomials. Also, the nonequivalence of the designs from different Goethals-like codes is
considered.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A t-(v, k, λ) design is a pair (X,B), where X is a v-element set of points and B is a collection
of k-element subsets of X (called blocks) with the property that every t-element subset of X is
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designs considered are simple.
From the Z4-Goethals code G1 Shin, Kumar, and Helleseth [15] constructed a 3-(2m,7,
14(2m − 8)/3) design for odd m 5 by taking the supports of codewords of Hamming weight 7.
The supports of codewords of Hamming weight 8 in G1 were analyzed by Ranto [13] and he
constructed several families of 3-designs from the different subsets of these supports.
In [14] Ranto verified partly with computer calculations that designs with the same parameters
as introduced in [13] can be also found from the Z4-Goethals-like codes Gk with k ∈ {2,4,8,16}.
In [9] this result was extended for all k = 2l , l  1, with techniques depending heavily on the
fact that k is a power of 2.
In this paper we prove that for all designs constructed from G1 so far we can find a design with
the same parameters from Gk for every k. In addition, we conjecture (and give some evidence)
that they are pairwise nonequivalent.
For a survey on t-designs constructed from Z4-codes, see [8].
We are not going to recall the analysis of the supports of codewords of Hamming weight
8 in the codes Gk—it is exactly the same as with the code G1. Next we state our main results
without explicitly refering to this analysis. An interested reader can find the analysis and the
corresponding set of supports from [13,14].
Let F = Fq be the finite field with q = 2m elements where m  5 is odd. The finite field F
has the usual affine geometry where by an n-flat we mean a coset of an n-dimensional subspace
of Fm2 . Let also k be a parameter satisfying 1 k  (m−1)/2 and gcd(k,m) = 1. The next results
hold for every possible parameter k, that is, for all nonequivalent Z4-Goethals-like codes Gk .
Theorem 1 (Main theorem). Supports in Gk which are disjoint unions of two nonparallel 2-flats
form a 3-(q,8, 143 (q − 8)) design.
Proof of the main theorem is postponed to Section 4. The proofs for the next corollaries are
similar to those described in [13] for the case k = 1. For example, the correspondence between
the designs in Theorem 1 and Corollary 2 (see Table 2) associates a block of size 7 with a block
of size 8 if and only if the difference of the corresponding codewords has a 3-flat support. More
details can be found in [14].
Corollary 2. The supports of size 7 in Gk form a 3-(q,7, 143 (q − 8)) design.
Corollary 3. Certain subsets of supports of size 8 in Gk form a 3-(q,8, λ) designs where λ has
values
32q2 − 985q + 5892
60
,
(q − 8)(q − 32)(q − 49)
120
and
56
15
(q − 8)(q − 12).
Corollary 4. The supports of size 8 in Gk form a 3-(q,8, λ) design with
λ = q
4 − 25q3 + 693q2 − 10 030q + 44 712
120
.
We start by defining Dickson polynomials and recalling some results about them. In Section 3
we define the Z4-Goethals-like codes and list their basic properties. In Section 4 we prove the
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we make some concluding remarks.
2. Dickson polynomials
We recall some properties of the Dickson polynomials.
Definition 5. A Dickson polynomial (of the first kind) of degree n in indeterminate x and with
parameter u is
Dn(x,u) =
n/2∑
i=0
n
n − i
(
n − i
i
)
(−u)ixn−2i .
Let σ1 = x1 + x2, σ2 = x1x2, and Sn = xn1 + xn2 be the first and second elementary symmet-
ric polynomials and the sum of nth powers in two variables. Dickson polynomials arise from
Waring’s formula [11, Theorem 1.76] in the following manner:
Sn = xn1 + xn2 =
n/2∑
i=0
n
n − i
(
n − i
i
)
(−σ2)iσ n−2i1 = Dn(σ1, σ2).
All the polynomials studied in this paper have their coefficients in F or its algebraic closure F
containing F22k and hence the primitive (2k + 1)th root ρ of unity. We need a special case where
n = 2k + 1 and by e.g. [2, Lemma 2.1] we know that
D2k+1(x,u) = x2
k+1 + ux2k−1 + u2x2k−3 + u4x2k−7 + · · · + u2k−1x.
With this identity it is quite clear that we have
D2k+1(x,u + v) = D2k+1(x,u) + D2k+1(x, v) + x2
k+1. (1)
Clearly, when u = 0 the Dickson polynomial Dn(x,0) = xn is a permutation polynomial of F
if and only if gcd(n, q − 1) = 1. The following theorem (see e.g. [10, Theorem 3.2]) settles the
cases when u ∈ F∗.
Theorem 6. If u ∈ F∗, the Dickson polynomial Dn(x,u) is a permutation polynomial of F if and
only if gcd(n, q2 − 1) = 1.
We need a factorization result of D2k+1(x,u) and therefore specialize [10, Theorem 3.12(i)].
Theorem 7. Let βi = ρi + ρ−i . Then we have in F[x, y,u]
D2k+1(x,u) + D2k+1(y,u) = (x + y)
2k−1∏
i=1
(
x2 + βixy + y2 + β2i u
)
.
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usual trace function Trnl : F2n → F2l defined by
Trnl (x) = x + x2
l + x22l + · · · + x2n−2l + x2n−l .
Lemma 8. The quadratic equation x2 + x = a with a ∈ F has two roots in F, if Trm1 (a) = 0, and
no roots in F if Trm1 (a) = 1.
Equation x2 + bx = a, where b = 0, can be transformed to (x/b)2 + x/b = a/b2, and the
condition in the previous lemma becomes Trm1 (a/b
2) = 0.
3. Coding theory preliminaries
Below we have examples of extended binary cyclic codes of length q . Parity-check matrices
of these codes can be described with a primitive element α of F.
Definition 9. Let m 3 be odd. The extended binary two-error-correcting BCH-like code Bk of
length q = 2m is defined by a parity-check matrix
⎛
⎝1 1 1 1 . . . 10 1 α α2 . . . αq−2
0 1 α2k+1 α(2k+1)2 . . . α(2k+1)(q−2)
⎞
⎠ ,
where 1 k  (m − 1)/2 and gcd(m, k) = 1.
The code B1 is the usual two-error-correcting extended BCH (Bose–Chaudhuri–
Hocquenghem) code. The codes Bk are pairwise nonequivalent and have parameters
[q, q − 2m − 1,6], see e.g. [1, Section 4.3]. The famous Assmus–Mattson theorem says that
the supports of codewords of Hamming weight 6 in Bk form a 3-(q,6, (q − 8)/6) design.
We consider linear Z4-codes of length q which are subgroups of Zq4 with componentwise
addition. Let R = GR(4,m) be a Galois ring of characteristic 4 with q2 = 4m elements. The
multiplicative group of units R∗ contains a unique cyclic subgroup 〈β〉 of order q − 1. Every
element of R can be expressed uniquely as A + 2B , where A,B ∈ T and
T = {0,1, β, . . . , βq−2}.
Let μ : Z4 → F2 denote the modulo 2 reduction map. We extend μ to R and Zq4 in a natural way,
and then μ(T ) = F and μ(Zq4) = Fq2 .
Definition 10. Let m 3 be odd. The Z4-Goethals-like code Gk of length q = 2m is defined by a
parity-check matrix ⎛
⎜⎝
1 1 1 1 . . . 1
0 1 β β2 . . . βq−2
0 2 2β2k+1 2β(2k+1)2 . . . 2β(2k+1)(q−2)
⎞
⎟⎠ ,
where 1 k  (m − 1)/2 and gcd(m, k) = 1.
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next theorem (see also [7] for fact (i)). These codes are pairwise nonequivalent [12] and have
22q−3m−2 codewords which means that their binary Gray images have four times as many code-
words as BCH codes of the same length and minimum distance.
Remark 11. The restriction 1  k  (m − 1)/2 comes from the fact Gk = Gm−k . Actually, we
replace this restriction with “1  k < m and k even” in Sections 4.4 and 4.5. Either condition
gives the same family of nonequivalent codes.
By [5, Lemma 2] a word (cX)X∈T ∈ Zq4 , with Cj = {μ(X) | cX = j} for j ∈ Z4, is a codeword
of Gk if and only if it satisfies the following equations over F:∑
x∈F
cx = 0 (in Z4),
∑
x∈C1∪C3
x = 0,
∑
x,y∈C1∪C3
x<y
xy =
∑
x∈C2∪C3
x2,
∑
x∈C1∪C3
x2
k+1 = 0, (2)
where  is some total order on F. As we have equations over F we think from now on that the
codewords are indexed with the elements of F.
Theorem 12.
(i) The minimum Lee distance dL(Gk) = 8;
(ii) μ(Gk) = {μ(c) | c ∈ Gk} = Bk ;
(iii) Gk ∩ 2Zq4 = {2d | μ(d) ∈H} where H is the extended Hamming code;
(iv) the automorphism group of Gk contains the doubly transitive group of affine permutations
x → ax + b, a ∈ F∗, b ∈ F.
4. Proof of the main theorem
The supports of codewords of Hamming weight 8 in all Z4-Goethals-like codes Gk have the
same structure as was found in the codes G1 by Ranto [13]. In particular, we have in every
Gk codewords of cwe-type (complete weight enumerator) X6Z2 which means codewords with
six 1’s and two 3’s. Among the supports of these codewords we have a special class of supports
considered in the main theorem: They are disjoint unions of two nonparallel 2-flats when we
think of them as subsets of F equipped with the m-dimensional affine geometry. In addition, it
is easy to see [14] that the two 3’s occur in different 2-flats. This set of supports is nonempty
whenever m 5 and this explains the restriction in the results. The interested reader is referred
to [13,14] for more details.
To prove the main theorem we have to show that any three distinct coordinate positions are
included in equally many supports of the special type described above. By Theorem 12(iv) we
can assume that these positions are 0, 1, and an arbitrary element a ∈ F \ {0,1}. We divide the
supports into different groups according to the way the fixed positions 0, 1, and a are divided
among the 2-flats and also according to the positions of the two 3’s. Altogether, there are 22 such
groups listed in Table 1.
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All combinations of three fixed positions
1 1 1 3 1 1 1 3
Case x1 x2 x3 x4 y1 y2 y3 y4 Frequency
(0a) 0 1 a (q − 8)/6
(0a′) 0 1 a (q − 8)/6
(0a′′) 0 a 1 (q − 8)/6
(0a′′′) 1 a 0 (q − 8)/6
(1a) 0 1 a 2(q−8)
3(1b) 0 1 a
(2a) 0 1 a q−8
2(2b) 1 0 a
(3a) 0 1 a q−8
6(3b) 1 0 a
(1′) 0 a 1 2(q−8)30 a 1
(2′) 0 a 1 q−82a 0 1
(3′) 0 a 1 q−86a 0 1
(1′′) 1 a 0 2(q−8)31 a 0
(2′′) 1 a 0 q−82a 1 0
(3′′) 1 a 0 q−86a 1 0
The automorphisms x → x + 1 and x → x/a immediately show that some of the 22 groups
are essentially identical to each other. For example, in case (0a) the support contains a 2-flat
{0,1, a, a+1} which the automorphism x → x +1 maps to a 2-flat {1,0, a+1, a}. So the image
of the support belongs to case (0a′). We need to consider only the 7 nonidentical cases, namely
(0a), (1a–b), (2a–b), and (3a–b).
In Table 1 it is shown how many supports with different configurations there are with a fixed a.
Next we verify these frequencies and by summing them up we claim that λ is equal to 14(q−8)/3
and the supports, indeed, form a 3-design.
4.1. Syndrome equations
Next we consider the equations which the support {x1, x2, x3, x4, y1, y2, y3, y4} from Ta-
ble 1 should satisfy. The sets {x1, x2, x3, x4} and {y1, y2, y3, y4} form the two 2-flats and 3’s are
thought to be in the positions x4 and y4. By (2) and the 2-flat structure the following equations
should hold:
σ1(x1, x2, x3, x4) = σ1(y1, y2, y3, y4) = 0,
σ2(x1, x2, x3) = σ2(y1, y2, y3),
S2k+1(x1, x2, x3, x4) = S2k+1(y1, y2, y3, y4), (3)
J. Lahtonen et al. / Finite Fields and Their Applications 13 (2007) 815–827 821Table 2
Structural dependence of blocks in Theorem 1 and Corollary 2 in case (0a)
Corollary 2 → Theorem 1
Fix Combination Frequency
111 1112
2(q−8)
3
3
¯
3
¯
3
¯
13
¯
111 1
1
¯
1
¯
1
¯
33
¯
111
111 1332
3
¯
1
¯
1
¯
33
¯
113 1
1
¯
1
¯
1
¯
13
¯
113
Theorem 1 → Corollary 2
Fix Combination Frequency
1
¯
1
¯
1
¯
3
¯
1113
q−8
6
13
¯
3
¯
3
¯
3
¯
111 1
111 2111
1
¯
1
¯
1
¯
3
¯
1113
13
¯
3
¯
1
¯
1
¯
133 3
111 2 133
where σk(a1, . . . , an) =∑1i1<···<ikn ai1 . . . aik is the kth elementary symmetric polynomial
and Sk(a1, . . . , an) =∑ni=1 aki is the sum of kth powers.
If the variables xi and yi are distinct, the corresponding codeword is of the desired type.
The only possible overlapping of the variables xi and yi satisfying (3) is the case where the 2-
flats are equal and x4 = y4; that is, they form the support {0,1, a, a + 1} of cwe-type Y 4 (four
2’s). This kind of supports correspond to codewords of the extended Hamming code H, see
item (iii) in Theorem 12, and they form a 3-(q,4,1) design by Assmus–Mattson theorem. Hence
the solutions of (3) have one extra codeword which must be excluded.
4.2. Case (0a)
As mentioned after Definition 9 there are (q − 8)/6 codewords of Hamming weight 6 in Bk
that contain the three fixed coordinates. These codewords can be uniquely lifted to codewords in
Gk of cwe-type X6Y : The codeword of Bk satisfies two of the four equations in (2) and suitably
positioning a single 2 makes the remaining two equations hold, too. This 2-symbol cannot be
within the original support of size 6 as dL(Gk) = 8.
We can lift the same codeword as above in three different ways to a codeword of cwe-type
X4YZ2 in Gk such that the three fixed coordinates are all 1’s: Choose two 3-positions outside
the three fixed positions and find the unique position for 2. We have all in all (1 + 3)(q − 8)/6 =
2(q − 8)/3 such codewords of cwe-type X6Y and X4YZ2. The geometric connection between
the supports of size 7 and the supports in the main theorem is described in [13,14] and in case
(0a) this connection is now recalled in Table 2.
We counted the frequency in the left-hand side of Table 2, i.e. verified Corollary 2 in relevant
cases first. In the table some 3-flat codewords from Gk are shown to be differences of codewords
connected to Theorem 1 and Corollary 2. If a support of a codeword includes a 2-flat, elements
of one 2-flat are underlined. From one codeword in Corollary 2 we get one codeword in the main
theorem; to the other direction we get 4 codewords from one codeword. Therefore the frequency
in the right-hand side must be (q − 8)/6 which concludes this case.
4.3. Cases (1a) and (1b)
Next we study case (1a), so x1 = 0, x2 = 1, x4 = x3 + 1, y1 = a, and y4 = a + y2 + y3.
The syndrome equations (2) imply that x3 = a(y2 + y3) + y2y3 and
1 + x2k+1 + (x3 + 1)2k+1 = a2k+1 + y2k+1 + y2k+1 + (a + y2 + y3)2k+1.3 2 3
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W(U + V ) = UV,
where W = a + a2k , U = y2 + y2k2 , and V = y3 + y2
k
3 for any k.
It is well known that the mapping u → u + u2k is two-to-one and its image is T0 =
{u ∈ F | Trm1 (u) = 0}. Now we have for all k the following equation:
W(U + V ) = UV, W,U,V ∈ T0. (4)
In [13] it was noticed that the number of solutions does not depend on a when k = 1. Therefore
the number of solutions of (4) does not depend on W and this holds now for all k. One value of
W = a + a2k corresponds to a and a + 1 simultaneously but this is not a problem since there
are equally many codewords for the values a and a + 1 as can be seen via the automorphism
x → x + 1. Hence the number of solutions of (4) does not depend on a.
In case (1b) we have x1 = 0, x2 = 1, x4 = x3 + 1, y4 = a, y1 = a + y2 + y3. By (3) we derive
x3 = a(y2 + y3) + y2y3 + (y2 + y3)2 and
W(U + V ) = UV + (U + V )2, W,U,V ∈ T0.
With the same argument as above the number of solutions depends neither on k nor on a. Con-
sidering U and V as roots of a quadratic equation T 2 + (U + V )T = UV we see also that the
value of
Trm1
(
W
U + V
)
determines whether the solution (U,V ) belongs to case (1a) or (1b).
In [13] the number of solutions in cases (1a) and (1b) together is counted to be 2(q − 8)/3
when k = 1. Above we proved that this number does not depend on k so it must be the same for
all k.
4.4. Cases (2a) and (2b)
In case (2a) we have x1 = 0 and x4 = 1, and in case (2b) x1 = 1 and x4 = 0, and in both cases
y1 = a. We denote x = x2, s = y2 + y3, and t = y2y3 which implies x3 = x + 1 and y4 = a + s
by (3). One of the equations
x + x2 = as + t (2a),
1 + x + x2 = as + t (2b) (5)
holds and now the third equation in (3) transforms to
x + x2k = a2k+1 + y2k+1 + y2k+1 + (a + s)2k+1. (6)2 3
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x + x2k =
k−1∑
i=0
(
x + x2)2i = k−1∑
i=0
(
1 + x + x2)2i
we can consider cases (2a) and (2b) simultaneously and writing (6) down with a Dickson poly-
nomial we derive
k−1∑
i=0
(as + t)2i = a2k+1 + D2k+1(s, t) + (a + s)2
k+1.
We substitute t = T + as + a2 and get
k−1∑
i=0
(
T + a2)2i = a2k+1 + D2k+1(s, T + as + a2)+ (a + s)2k+1. (7)
By (1) and the identity a2k+1 + (a + s)2k+1 = D2k+1(s, as + a2) we have
k−1∑
i=0
(
T + a2)2i = D2k+1(s, T ) + s2k+1. (8)
By regrouping the terms we arrive at the equation
Pk(s, T ) :=
k−1∑
i=0
(
s2
k+1−2i+1 + 1)T 2i = k∑
i=1
a2
i
. (9)
We will count the solutions T , and hence t , of the above equation for each s ∈ Fa = F \
{0,1, a, a + 1}. This restriction assures that the extra codeword of cwe-type Y 4 is not included
to the solutions.
In [9] the number of solutions of (9) in the cases where k = 2l was counted by decomposing
Pk(s, T ) to k − 1 quadratic polynomials with respect to the variable T . This idea does not work
for all values of k, e.g. for P6(s, T ).
For a while, we view Pk(s, T ) as a polynomial in F2[s, T ]. By (8) and Theorem 7 we get the
polynomial Pk(s, T ) to a form
Pk(s, T ) = D2k+1(s, T ) + D2k+1(1, T ) + s2
k+1 + 1
= (s + 1)
2k−1∏
i=1
(
s2 + βis + 1 + β2i T
)+ s2k+1 + 1
= (s + 1)
[ 2k−1∏( s2
β2
+ s
βi
+ 1
β2
+ T
)
+
2k−1∏(
s2 + βis + 1
)]
.i=1 i i i=1
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and therefore its roots are of the form (1/β21 + 1/β2i )s2 + (1/β1 + 1/βi)s + (1/β21 + 1/β2i ). It is
easy to see that Trk1(1/βi) = 1 for every i and{
1/β1 + 1/βi | i = 1, . . . ,2k−1
}= {x ∈ F2k | Trk1(x) = 0}.
Altogether, we get a factorization
Pk(s, T ) = (s + 1)
∏
α∈F2k ,Trk1(α)=0
(
T + α2s2 + αs + α2).
Let Rk be a polynomial having half of the roots of Pk (with respect to T )
Rk(s, T ) =
∏
α∈F2k ,Trk2(α)=0
(
T + α2s2 + αs + α2) ∈ F2[s, T ].
It is clearly left fixed by the Frobenius automorphism and therefore its coefficients are in F2.
Let also  ∈ F2k be an element with Trk2() = 1. We can now decompose, see e.g. [3, Proposi-
tion 1.3.5], Pk (with respect to T ) as
Pk(s, T )
s + 1 =
(
T 2 + Rk
(
s, 2s2 + s + 2)T ) ◦ Rk(s, T ). (10)
We need the following lemma to connect the polynomial Rk in the above decomposition to a
permutation polynomial.
Lemma 13. (s + 1)Rk(s, 2s2 + s + 2)2 = D2k+1(s + 1,1).
Proof. By Theorem 7 the above Dickson polynomial has a factorization
D2k+1(s + 1,1) = (s + 1)
2k−1∏
i=1
(
(s + 1)2 + β2i
)
= (s + 1)
2k−1∏
i=1
(
s + 1
βi
+ 1
)2
= (s + 1)
∏
α∈F2k ,Trk1(α)=1
(
α(s + 1) + 1)2.
The claim can be now reduced to form∏
γ∈F2k ,Trk2(γ )=1
(
γ 2s2 + γ s + γ 2)= ∏
α∈F2k ,Trk1(α)=1
(
α(s + 1) + 1).
Let us denote the rhs by N(s). The zeros of N(s) have the form s = 1 + 1/α and such s should
satisfy Trk(1/(s + 1)) = 1. On the other hand, zeros of the lhs, say M(s), should satisfy γ =1
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implies Trk1(1/(s + 1)) = Tr21(x) = 1 and thus every zero of M(s) is a zero of N(s). In addition,
the monic polynomials M(s) and N(s) have the same degree which proves the claim. 
Let now s ∈ F be a fixed parameter and Pk(s, T ) ∈ F[T ]. We view the polynomial Pk as a
linear mapping Pk : F → F, x → Pk(s, x). As gcd(k,m) = 1 one easily checks that ker(Pk) =
{0, s2 + s + 1} and therefore Pk is 2-to-1 map when s = 1. So im(Pk) is an (m− 1)-dimensional
subspace of F and we claim that these subspaces are different for every s ∈ F \ {1}.
By Lemma 13 we see that r := Rk(s, 2s2 + s + 2) ∈ F. Decomposition (10) means now
that for every T ∈ F we have a solution Rk(s, T ) ∈ F to a quadratic equation U2 + rU =
Pk(s, T )/(s + 1) ∈ F. Lemmas 8 and 13 give us
Trm1
(
Pk(s, T )
(s + 1)Rk(s, 2s2 + s + 2)2
)
= Trm1
(
Pk(s, T )
D2k+1(s + 1,1)
)
= 0
and by Theorem 6 the Dickson polynomial is a permutation polynomial as gcd(2k + 1,
22m − 1) = 1. All (m − 1)-dimensional subspaces of F can be described in the form Hb = {x |
Trm1 (bx) = 0} for some b ∈ F∗ and therefore we get them all.
Now we count the solutions of (9). Let us denote the rhs ∑ki=1 a2i by p(a) which is some
nonzero element of H1. Clearly, this p(a) is included in q/2 − 1 different hyperplanes Hb , that
is, Eq. (9) has a solution T ∈ F for q/2 − 1 choices of s ∈ F \ {1}. There are 3 extra solutions:
We see that Pk(0, a2) = p(a), Pk(a, a2) = p(a), and Pk(a + 1, a2 + 1) = p(a + 1) = p(a). As
P is 2-to-1 map, we have exactly two solutions T and T + s2 + s + 1 for (q − 8)/2 choices of
s ∈ Fa .
By Lemma 8 the pair (s, t) gives us the variables y2 and y3 iff the condition
Trm1
(
t
s2
)
= Trm1
(
T + as + a2
s2
)
= Trm1
(
T
s2
)
= 0
is satisfied and this is true for exactly one of the solutions T and T + s2 + s + 1. The variable x
can be solved from exactly one of Eqs. (5). The other solution x + 1 refers to the same codeword
and all in all we have (q − 8)/2 codewords containing the three coordinates 0, 1, and a.
4.5. Cases (3a) and (3b)
The setting in these cases differs from the previous subsection such that Eqs. (5) are re-
placed by
x + x2 = as + t + s2 (3a),
1 + x + x2 = as + t + s2 (3b) (11)
so there is one additional term s2 in both equations. The ideas are exactly the same as above. By
substituting t = T + as + a2 + s2 we replace (7) by
k−1∑(
T + a2)2i = a2k+1 + D2k+1(s, T + as + a2 + s2)+ (a + s)2k+1i=0
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k−1∑
i=0
(
T + a2)2i = D2k+1(s, T ) + (k + 1)s2k+1.
We assume again that k is even and this leads to exactly the same Eq. (9) as in the previous
cases. We can count the solutions as above but now the solution T should satisfy
Trm1
(
T + as + a2 + s2
s2
)
= Trm1
(
T
s2
)
+ 1.
This means that from the pair of solutions T and T + s2 + s + 1 one is always a solution to
cases (2a) and (2b) and the other is a solution to cases (3a) and (3b). Again the variable x can
be solved from one of Eqs. (11) but this time every codeword is counted three times—there are
three ways to choose a pair from three positions y1, y2, and y3. All in all we have (q − 8)/6
codewords containing the three coordinates 0, 1, and a.
5. Nonequivalence
It is natural to ask whether some of the 3-designs constructed from the codes Gk are equivalent
for some k and k′. We present some partial results and give two conjectures.
Conjecture 14 (BCH). The minimum weight codewords, i.e. the codewords of Hamming
weight 6, generate the codes Bk .
Partial proof. We have verified this claim by computer for m ∈ {5,7,9} and all suitable choices
of k. 
This conjecture holds for Reed–Muller codes and RM(m − 3,m) ⊂ Bk ⊂ RM(m − 2,m) and
therefore the conjecture seems somewhat natural.
Theorem 15 (Assuming BCH-conjecture). The designs in Corollary 2 are pairwise nonequivalent
for different values of k.
Proof. Suppose we have two equivalent designs (F,Bk) and (F,Bk′) with block size 7 corre-
sponding to values k and k′. So we have a permutation p : F → F such that Bk′ = p(Bk). We
will deduce below that Bk′ = p(Bk) which implies k′ = k as the codes Bk are nonequivalent, see
remarks after Definition 9.
Consider an arbitrary block b ∈ Bk . It is a support of size 7 in Gk which can be divided into
two parts: A part with 6 positions which is a support in Bk and one 2-position. We have all in
all 16 blocks in Bk which contain the same support from Bk : One support of cwe-type X6Y and
15 supports of cwe-type X4YZ2, see Section 4.2 for the lifting procedure.
Let b′ = p(b) so b′ ∈ Bk′ and b′ consists of two parts as above. If the p-image of the Bk-part
of b differs from the Bk′ -part of b′, we have two codewords of weight 6 in Bk′ which intersect in
exactly 5 positions. This contradicts with the minimum distance of Bk′ . We conclude that p must
map a minimum weight codeword of Bk to a minimum weight codeword of Bk′ and assuming
BCH-conjecture we see that p is a permutation of the codes Bk and Bk′ . 
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for every k.
6. Conclusions and further research
We have shown that for all the designs which have been found in the code G1 so far we can find
a design with the same parameters from the code Gk for all possible k. We conjecture that these
designs are pairwise nonequivalent but we cannot prove it. In addition, there are several other
open problems to be solved (see [14]): Do codewords of the form 11111133 which supports do
not contain any 2-flats form a 3-design in every Gk? Can one find 3-designs from larger supports
of codewords in Gk? Are the complete weight enumerators of all Gk equal?
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