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Introduction
The paper considers parabolic type stochastic partial differential equations (SPDEs). Boundary value problems for parabolic type SPDEs are well studied in the literature, including the case of forward and backward equations (see, e.g., [1, 3, 9, 5, 7, 8, 10, 11, 13, 15, 16, 18, 19, 20, 21, 22, 24, 26, 29, 30, 31, 34, 37, 38, 39] and the references therein.
This is a pre-copy-editing, author-produced PDF of an article published in Discrete and Continuous Dynamical 35.5317 Usually, SPDEs of parabolic types are considered under some assumptions of coercivity such as Condition 2.1 below with ϱ > 0. Without this condition, an equation is regarded as degenerate. For the degenerate SPDEs in the whole space, i.e., without boundaries, regularity results were obtained in [24, 29, 30, 37, 23] . In [24, 29, 30, 37] , second order parabolic type degenerate SPDEs were considered. In [23] , first order forward SPDEs were considered; these equations also can be classified as degenerate. For problems with boundaries, a different class of backward first order SPDEs was introduced in [4] . The methods applied in these works cannot be applied in the case of a domain with a boundary because of regularity issues that cannot be fixed via approximation of the differential operator by a non-degenerate one. It turns out that the theory of degenerate SPDEs in domains is much harder than in the whole space and was not addressed yet in the existing literature. It can be noted that regularity is a difficult issue for the degenerate equations in the presence of a boundary for deterministic PDEs as well.
Systems -Series A (DCDS-
The present paper addresses these problems again. We consider parabolic type homogeneous backward SPDEs that can be degenerate; the coercivity condition is not necessary satisfied. We consider Dirichlet conditions on the boundary of the state domain and a Cauchy condition at the terminal time. We suggest a generalized solutions based on the representation theorem for the backward equations [17] . We present sufficient conditions for existence and regularity of this solution (Theorem 3.2). This result for the domains with a boundary is new. Our proof is based on the estimates [12, 14] of the L 1 -distances between the first exit times of characteristic processes of underlying backward SPDEs; these estimates imply estimates (5.15) and (5.17) below that were crucial for the proof. The estimates for non-Markov processes were established in [14] in a setting that covered only the case of one dimensional processes and the case of vector processes in domains with lacunas. Because of this, we consider only these two types of the domains in non-Markov case (Condition 3.1(ii)). Note that regularity for first order backward SPDEs in [4] in semi-infinite intervals was studied using different approach.
As an example of applications, we consider a hedging problem for barrier type option for a non-Markovian market model with random coefficients (Theorem 4.1). We represent the hedging portfolio via solution of a degenerate SPDE defined on a finite interval. This supplements the existing results for barrier options which focus mainly on Markov models (see, e.g., [2, 6, 36] ).
The problem setting and definitions
We are given a standard complete probability space (Ω, F, P), where Ω is a set of elementary events, F is a complete σ-algebra of events, and P is a probability measure. Further, we are given a right-continuous filtration F t of complete σ-algebras of events, t ≥ 0. We assume that F 0 is the P-augmentation of the set {∅, Ω}. We are given also a N -dimensional Wiener process w(t) with independent components; it is a Wiener process with respect to F t .
Assume that we are given a bounded open domain D ⊂ R n with a C 2 -smooth boundary ∂D. Let T > 0 be given, and let Q
We will study the following boundary value problem in Q
In (2.1),
where dv/dx is the row vector with values in R 1×n , b ij , f i , x i are the components of b, f , and x respectively, and
We assume that the functions b(x, t, ω) :
Spaces and classes of functions
We denote by ∥ · ∥ X the norm in a linear normed space X, and (·, ·) X denote the scalar product in a Hilbert space X.
We introduce some spaces of real valued functions. 
We denote by | · | the Euclidean norm for vectors and Frobenious norm for matrices. We denote byl k the Lebesgue measure in R k , and we denote byB k the σ-algebra of Lebesgue sets in R k .
We denote byP the completion (with respect to the measurel 1 × P) of the σ-algebra of subsets of [0, T ] × Ω, generated by functions that are progressively measurable with respect to
We introduce the spaces
The spaces X k (s, t) and Z k t are Hilbert spaces. We introduce the spaces
. For brevity, we shall use the notations
, and let V be the set of all v ∈V such that v(x)| x∈∂D = 0 a.s.
We consider V as a Banach space equipped with the norm ofV. Sometimes we shall omit ω.
Conditions on the domain and the coefficients
To proceed further, we assume that Conditions 2.1-2.2 remain in force throughout this paper.
Condition 2.1
The matrix b = b ⊤ is symmetric, bounded, and such that there exists a constant 
, and Proof follows from completeness of X 0 and from the equality
Non-degenerate case: solution from
, where the sequence {ζ k } is such as in Proposition 2.1.
Definition 2.2 We say that equations (
for all r, t such that 0 ≤ r < t ≤ T , and this equality is satisfied as an equality in Z T .
Lemma 2.1 Assume that Condition 2.1 holds with
ϱ > 0. Let k = 0 or k = 1. Then problem (2.1)-(2.3) has a unique solution (u, χ 1 , ..., χ N ) in the class Y k+1 × (X 1 ) N for any ξ ∈ Z k T ,
and
where C > 0 does not depend on ξ.
For k = 1, this result is well known; see, e.g., [10] In the case where ϱ = 0, Condition 2.1 is too weak to ensure solvability of problem (2.1)-
Therefore, we will need a relaxed version of solution that does not require Y 1 -type regularity of u.
The main result: degenerate case

Solution in the representation sense
Without a loss of generality, we assume that there exist
andβ i has the similar properties as
. ,w M (t)) be a new Wiener process independent on w(t). Consider the following Ito equation
Let y(t) = y x,s (t) be the solution of (3.1), and let
To proceed further, we have to impose more conditions.
Let r 1 , r 2 ∈ R be such that r 1 < r 2 .
For the case where n = 1, set O ∆ = {x ∈ R : r 1 < x < r 2 }. For the case where n > 1, we assume that r 1 > 0 and O ∆ = {x ∈ R n : r 1 < |x| < r 2 }, i.e., it is a spherical layer.
We assume that the following condition is satisfied.
Condition 3.1 At least one of the following conditions is satisfied.
(
where r x,s (t)
Condition 3.1(ii) covers the following two cases:
• n = 1, and D is a connected interval; or
Note that, in both cases, there exists a bijection ϕ : D → O such that ϕ is continuously twice differentiable inside D, and the derivatives are uniformly bounded. The verification of the conditions required is straightforward.
) .
Definition 3.1 We say that differential equation (2.1) is satisfied for u ∈ U in the representation sense if, for any
Remark 3.1 Definition 3.1 allows to consider solutions of differential equation (2.1) without any requirements on their differentiability.
A justification for this definition is the following. First, u ∈ U is uniquely defined by (3.2) and (2.3), since it follows from these equations that
In addition, (2.2) holds for any u ∈ U . Second, property (3.2) holds for the traditional solution from Definition 2.2; this can be seen from the following. The following Theorem covers a so-called degenerate case, i.e., where ϱ in Condition 2.1 is allowed to be zero.
Theorem 3.1 Assume that Condition 2.1 holds with some
ϱ > 0. Let ξ ∈ V ∩ Z 0 T ,
Theorem 3.2 For any ξ ∈ V, there is a unique u ∈ U such that equations (2.1)-(2.2) are satisfied in the representation sense, and that (2.3) is satisfied as an equality in Z 0
T . In addition,
where We consider the following model of a securities market consisting of a risk free bond or bank account with the price B(t), t ≥ 0, and a risky stock with price S(t), t ≥ 0. The prices of the stocks evolve as
where w(t) is a Wiener process, a(t) is an appreciation rate, σ(t) is a volatility coefficient. The initial price S(0) > 0 is a given deterministic constant. The price of the bond evolves as
where B(0) is a given constant, r ≥ 0 is a short rate. For simplicity, we assume that r = 0 and 0); the extension on the case of non-zero r is straightforward.
We assume that w(·) is a standard Wiener process on a given standard probability space
(Ω, F, P), where Ω is a set of elementary events, F is a complete σ-algebra of events, and P is a probability measure.
Let F t be the filtration generated by w(t). In particular, this means that F t is independent from {w(t 2 ) − w(t 1 )} t 2 ≥t 1 ≥t , and F 0 is trivial, i.e., it is the P-augmentation of the set {∅, Ω}.
We assume that the processes a(t), σ(t), and σ(t) −1 are bounded and F t -adapted and continuous. In particular, this means that the process the process a(t) can be random.
Portfolio strategies
The rules for the operations of the agents on the market define the class of admissible strategies where the optimization problems have to be solved.
Let X(0) > 0 be the initial wealth at time t = 0 and let X(t) be the wealth at time t > 0.
We assume that the wealth X(t) at time t ∈ [0, T ] is
X(t) = β(t)B(t) + γ(t)S(t).
Here β(t) is the quantity of the bond portfolio, γ(t) is the quantity of the stock portfolio, t ≥ 0.
The pair (β(·), γ(·)) describes the state of the bond-stocks securities portfolio at time t. Each of these pairs is called a strategy.
A pair (β(·), γ(·)) is said to be an admissible strategy if the processes β(t) and γ(t) are progressively measurable with respect to the filtration F t .
In particular, the agents are not supposed to know the future (i.e., the strategies have to be adapted to the flow of current market information).
Let P * be an equivalent probability measure such that S(t) is a martingale under P * .
A pair (β(·), γ(·)) is said to be an admissible self-financing strategy, if
dX(t) = β(t)dB(t) + γ(t)dS(t).
Since B(t) ≡ B(0), this means that
and the process γ(t) alone defines the strategy.
By the assumptions on (a, σ), this measure exists and is unique. Under the martingale measure P * , X(t) is a martingale. In addition, any square integrable martingale M (t) on
(Ω, F t , P * ) can be represented as a wealth: by the Martingale Representation Theorem, there exists a unique square integrable F t -adapted process µ(t) such that
where
The hedging problem
In portfolio theory, a hedging problem is creation of a portfolio strategy such that the wealth replicates a given contingent claim. Let us consider a claim representing a payoff of a European barrier option.
given. Here V is defined as above with n = 1 and with D = (s L , s U ), and let
We consider the following hedging problem: find an initial wealth X(0) and a self-financing portfolio such that the corresponding wealth X(t) is bounded and such that
3)
The terminal wealth X(T ) here is the payoff of a barrier option. Conditions (4.1)-(4.2) may describe preferences for the case of the extreme event τ < T ; this can be considered as an extreme event if s L is sufficiently small and s U is sufficiently large.
Backward SPDE for hedging portfolio
Let us consider problem (2.1)-(2.3) with n = N = 1, D = (s L , s U ), and with
In other words, we consider the following problem
The backward equation (4.4) for u is degenerate, and assumptions of Theorem 3.2 are satisfied. 
By this theorem, there exists a unique solution u(x, t, ω)
: [s L , s U ] × [0, T ] × Ω → R of problem
u(x, t) = E{ξ(S(T ∧ τ ))|F t , S(t) = x}.
Let
H(x, t, ω)
∆ = u(x, t, ω) + ℓ(x).
Theorem 4.1 The investment problem (4.1)-(4.3) has a solution with the wealth
In this case, the value X(0) = H(S(0), 0) can be accepted as the fair price of the option.
The corresponding quantity of shares γ(t) is defined by the Martingale Representation Theorem
such that
γ(t)dS(t).
It follows form the SPDE representation that if t ≥ τ then γ(t) = 0 , and if t < τ and the derivative ∂u ∂x (x, t) exists at x = S(t) then
γ(t) = ∂H ∂x (S(t), t) = ∂u ∂x (S(t), t) + a.
Proofs
For the brevity, we will use notations P s (·)
We need the following auxiliary lemma. (ii) For any
Proof of Lemma 5.1. Assume that Condition 3.1(i) is satisfied. In this case, the process Assume that Condition 3.1(ii) is satisfies. We will follow the approach from [12] , p. 296. 
By Condition 3.1(ii), we have
It is easy to see that
Clearly, 
We have that ν ∈ (0, 1) and it depends on D, A, B j only. This completes the proof of Lemma
5.1(i).
Let us prove statement (ii). Clearly, dist (x, ∂D) → 0 if and only if |ϕ(x)| → r
Clearly,
By (5.1), (5.6),(5.7), and (5.8), and by the properties of a Brownian motion, it follows that
The case where |ϕ(x)| → r 1 can be considered similarly. This completes the proof of Lemma
5.1(ii).
Let us prove statement (iii). LetD r (t)
We have that
By (5.1), (5.9), (5.10), and (5.11), it follows that
This completes the proof of Lemma 5.1.
Proof of Theorem 3.1. For this proof, we consider the case where ϱ > 0 in Condition 2.1.
Further, for the case where u ∈ X 2 c and χ j ∈ X 1 c , this theorem follows immediately from the proof of Lemma 4.1 from [17] . [17] were stated under some more restrictive condition than Condition 2.1 with ϱ > 0 (Condition 3.5 in the cited paper). Thanks to Theorem 3.1. from [19] , this additional condition can be lifted, i.e., all results from [17] are still valid if Condition 3.5 from this paper is replaced by Condition 2.1.
Remark 5.1 The results in
Let us consider the general case. We introduce operators
and
Here b ij , x i , β ik are the components of b, β i , and x.
Let ρ ∈ Z 0 s , and let p = p(x, t, ω) be the solution of the problem
By Theorem 3.4.8 from [37] , this boundary value problem has a unique solution p ∈ Y 1 (s, T ).
is the solution of this boundary value problem.
Let ρ ∈ Z 0 s be such that ρ ≥ 0 a.e. and
(Ω, F, P; R n ) be such that a ∈ D a.s. and it has the conditional probability density function ρ given F s . We assume that a is independent from (w(t 1 ) − w(t 0 ),w(t 1 ) −w(t 0 )}, s < t 0 < t 1 To prove the theorem, it suffices to show that
a.s. for any t. For this, it suffices to prove that
for any ρ ∈ Z 0 s such as described above. By Theorem 6.1 from [17] and Remark 5.1, we have that
By the duality established in Theorem 3.3 from [17] and Remark 5.1, it follows that
This means that E(E t q(a, s, t)) = E(E T q(a, s, T )), where
Hence
E(E t q(a, s, t)) = E(E t q(a, s, T )). (5.13)
Without a loss of generality, we shall assume that a is a random vector on the probability space (Ω,F,P), whereΩ = Ω × Ω ′ , where
where B D is the set of Borel subsets of D, and
for S 1 ∈ F and S 2 ∈ B D . The symbolẼ denotes the expectation in (Ω,F,P). We suppose that ω = (ω, ω ′ ),Ω = {ω}, and a(w) = ω ′ .
Since the choices of α and ρ are arbitrary, it follows from (5.13) that (5.12) holds. This completes the proof of Theorem 3.1.
We return now the more general case where ϱ ≥ 0 in Condition 2.1 covering degenerate equations.
Lemma 5.2 Let ξ ∈ V, and let u be defined by (3.3). Then u(·, s) ∈ V for any s.
Proof of Lemma 5.2 . By Theorem II.8.1 from [26] applied on the conditional probability space given F s , we have that
(5.14)
In addition, we have that
where τ 
By ( Further, 
Let us show that, for all s,
Let (x, s) ∈ Q be given. Let
By the definitions,
Hence 
The last two limits hold by (5.16)- (5.20) and by the Lebesgue Dominated Convergence Theorem.
Hence expectation (5.21) converges to zero as δ = δ i → 0. Since the processes z δ (t) and z(t) are uniformly bounded, it follows that there exists a subsequence {δ ′ k } of the sequence {δ i } such that
Similar to (5.22), we obtain that By Theorem 3.1, z δ (t) = E t z δ (T ) for any t, i.e., this process is a martingale in t ∈ [s, T ].
Therefore, the limit process z(t) is also a martingale. This completes the proof of Lemma 5.3. Proof of Theorem 4.1. Without a loss of generality, we assume that P is a martingale probability measure, i.e.
, S(t) is a martingale and dS(t) = σ(t)S(t)dw(t). By the Martingale
Representation Theorem, there exists ψ(t) such that ψ(t) = 0 for t > τ and 
H(S(τ T
)
X(T ) = H(S(τ T ), τ T ).
By the linearity of ℓ and martingale property of S(t), we have that
E{ℓ(S(τ T ))|F t } = ℓ(S(t ∧ τ )).
Since u is the solution of problem (2.1)-(2.3) in the representation sense, we have that
E{u(S(τ T ), τ T )|F t } = u(S(t ∧ τ ), t ∧ τ ). Hence X(t) = H(S(t ∧ τ ), t ∧ τ ).
By the choice of u and ℓ, conditions (4.1)-(4.2) are satisfied for this X(t).
Let us show that condition (4.3) is satisfied for this X(t). By the definitions,
X(T ) = H(S(τ T ), τ T ) = u(S(τ T ), τ T ) + ℓ(S(τ T )) = u(S(τ T ), τ T ) + ζ(S(τ T )) − ξ(S(τ T ))
= ζ(S(τ T )).
This completes the proof of Theorem 4.1.
