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Abstract. One of the most promising strategies to identify the nature of dark matter consists
in the search for new particles at accelerators and with so-called direct detection experiments.
Working within the framework of simplified models, and making use of machine learning tools
to speed up statistical inference, we address the question of what we can learn about dark
matter from a detection at the LHC and a forthcoming direct detection experiment. We show
that with a combination of accelerator and direct detection data, it is possible to identify
newly discovered particles as dark matter, by reconstructing their relic density assuming they
are weakly interacting massive particles (WIMPs) thermally produced in the early Universe,
and demonstrating that it is consistent with the measured dark matter abundance. An
inconsistency between these two quantities would instead point either towards additional
physics in the dark sector, or towards a non-standard cosmology, with a thermal history
substantially different from that of the standard cosmological model.
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1 Introduction
An overwhelming body of observational evidence points to the existence of dark matter, an
elusive form of matter that permeates the Universe, and is fundamentally different from the
particles contained in the Standard Model of particle physics [1]. Understanding the nature
of dark matter and the role it plays in the evolution of the early Universe is one of the most
compelling problems in cosmology and particle physics [1–4].
The most widely discussed dark matter candidates are stable, weakly interacting mas-
sive particles (WIMPs). A particularly attractive feature of WIMPs is that the production
mechanism to explain the abundance of dark matter, thermal freeze-out, is simple and en-
tirely understood: WIMPs were in thermal equilibrium in the early Universe, then stopped
interacting significantly with any other particles as the Universe expanded, freezing-out of
equilibrium [5–11]. A massive particle with weak interactions freezes-out with the observa-
tionally inferred relic density [12] if its self-annihilation cross-section is at the weak scale [13].1
WIMPs can be searched for with a variety of detection strategies, for instance by de-
tecting new particles at high-energy colliders; by measuring the recoil energy of nuclei struck
by dark matter particles in underground direct detection experiments; or by observing the
secondary particles produced by the self-annihilation with indirect detection experiments. No
trace of WIMP dark matter has been found so far but many existing or planned experiments
will soon probe a large fraction of the parameter space of the most promising extensions of
the Standard Model of particle physics in which WIMPs arise (see e.g. refs. [15, 16]).
In this context, a particularly interesting question to address is: assuming a positive
detection of new particles at colliders or with direct detection experiments, can we identify
those particles as WIMP dark matter? A number of studies have attempted to address this
question (see e.g. refs. [17–20]), typically within the context of a global fitting analysis [21–
52]. Given a positive detection in one or more experiments, a global fitting analysis enables
the parameters of a specified model to be reconstructed. In the case of WIMP dark matter,
the reconstructed model parameters also enter into the calculation of the thermal freeze-out
abundance, so we can reconstruct the value of the freeze-out abundance that is consistent
with the positive detections. We can therefore quantify how compatible the reconstructed
freeze-out abundance is with the observationally inferred value; consistent values imply that
the positive detections at colliders or direct detection experiments are consistent with WIMP
dark matter produced within the standard cosmological model.
In this study, we seek to address whether we can identify particles as WIMP dark matter
within the context of simplified models. In recent years, the dark matter collider community
has moved towards simplified models as a useful way to display the results from their searches
for dark matter [53–73]. The aim of a simplified model is to provide a bottom-up framework to
characterise all of the relevant dynamical processes that occur in the production, scattering or
self-annihilation of dark matter with a small number of additional particles and parameters.
We consider two benchmark simplified models of dark matter that are described in
section 2. The first benchmark contains WIMP dark matter (i.e. the abundance is set by
1Different definitions of WIMPs are used in the literature. To avoid confusion, here we use the term
WIMP to refer to any particle in the O(1) GeV to O(100) TeV mass range that interacts with Standard
Model particles with a strength similar to the weak-interaction, such that the abundance is obtained through
the thermal freeze-out mechanism. Our definition is sometimes referred to as a ‘hidden-sector WIMP’ [14].
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thermal freeze-out) while the second benchmark must achieve its abundance through an
unspecified mechanism. We assume that both benchmarks will lead to a signal in searches
for an energetic jet and large missing transverse momentum (typically referred to as monojet
searches) at the LHC, together with a signal in a future direct detection experiment. The
details of how we generate the signals in the upcoming experiments are described in section 3.
We make use of recent developments in machine learning techniques that have increased
the potential of global fitting analyses by significantly speeding up much of the expensive
calculations [42, 74, 75]. These techniques are described in section 4 and the details of the
validation procedure are presented in appendix A. The results of our global fitting analysis
are given in section 5, which show that within the context of our first benchmark model, it
is possible to identify the dark matter as WIMP dark matter. Conversely, for the second
benchmark model we are able to show that the positive detections are not consistent with
WIMP dark matter. Our full conclusions are given in section 6. Additional plots showing
the robustness of our conclusions under different assumptions for future monojet searches
and under a different statistical interpretation are given in appendices B and C, respectively.
2 Simplified models and benchmark points
In this section, we describe the two benchmark points for two minimal four-parameter sim-
plified models that we use throughout the paper. We use the minimal simplified models
recommended by the LHC Dark Matter Working Group [73], which contain only two new
particles and four new parameters: the dark matter particle (χ), typically taken as a Dirac
fermion; a ‘mediator’ particle (Z ′ or φ) that mediates the interaction between dark matter
and quarks or gluons; the mass of the dark matter and mediator particles, mDM and Mmed
respectively; a coupling of the mediator to dark matter, gDM; and a coupling of the mediator
to quarks, gq. Couplings to leptons are often set to zero to avoid stringent constraints from
di-lepton searches. Finally, the mediator is taken to be either a spin-0 or spin-1 particle.
Benchmark 1 contains a spin-1 mediator with axial-vector couplings (which we’ll refer
to as an axial-vector mediator for simplicity) while benchmark 2 contains a spin-0 mediator
with scalar couplings (a scalar mediator). As we will explicitly show, benchmark 1 is an
example of WIMP dark matter in which the observationally inferred dark matter abundance
is obtained through the thermal freeze-out mechanism. In contrast, benchmark 2 predicts an
abundance through the freeze-out mechanism that is significantly larger than the observed
value. For easy reference, the parameter values and the values of observable quantities are
summarised in table 1.
2.1 Benchmark 1: Axial-vector mediator
The first benchmark is an axial-vector mediator model. The interaction Lagrangian for this
model is
Lintaxial-vector = −gDM Z ′µ χ¯γµγ5χ− gq
∑
q=u,d,s,c,b,t
Z ′µ q¯γ
µγ5q . (2.1)
To motivate the choice of benchmark parameters, we first consider constraints from dijet and
missing transverse energy searches at the LHC, then the relic density calculation, where we
choose parameters to obtain the observationally inferred value through the thermal freeze-
– 3 –
Benchmark 1 Benchmark 2
Dark matter mass, mDM [GeV] 218 3
Mediator mass, Mmed [GeV] 580 100
Mediator type Axial-vector, Z ′ Scalar, φ
Dark matter-mediator coupling, gDM 1 1
Quark-mediator coupling, gq 0.1 1
ΩDMh
2 [freeze-out] 0.12 3× 103
〈σχχ¯→qq¯ann v〉s−wave [cm3 s−1] 9.0× 10−27 0
σSI [cm
2] 0 8.8× 10−43
σpSD [cm
2] 1.9× 10−42 0
σnSD [cm
2] 4.2× 10−42 0
Table 1. The two benchmark scenarios considered in our study. Benchmark 1 is an axial-vector me-
diator model and is an example of WIMP dark matter: mDM and Mmed have weak-scale masses and
the observationally inferred value of ΩDMh
2 is obtained from thermal freeze-out. This model leads
to a spin-dependent scattering cross-section within reach of upcoming xenon-based direct detection
experiments. Benchmark 2 is the scalar mediator model and predicts a value of ΩDMh
2 from thermal
freeze-out that is significantly larger than the observed value. To explain the observed dark matter
abundance in this model, additional physics not included in the simplified model or a modified cos-
mological history is required. This model leads to a spin-independent scattering cross-section within
reach of the CRESST-III experiment. Both benchmark models also lead to a signal in a future LHC
monojet search.
out mechanism, and finally, constraints on the scattering cross-section from direct detection
experiments and IceCube.
2.1.1 LHC searches for dijets and missing transverse energy
The production of an axial-vector mediator at the LHC can lead to two distinctive signatures.
The first signature occurs if the axial-vector mediator decays back to partons, which shower
and hadronise creating collimated jets. This signature is searched for in dijet searches. The
second signature occurs if the mediator decays to dark matter particles, which leads to
signatures with missing transverse energy (MET). As the dark matter escapes the detectors
unseen, the dark matter must be produced in association with Standard Model states to
trigger an event at the LHC . We will focus on dark matter searches that contain an energetic
jet and large MET, generically known as monojet searches.
Existing dijet constraints already provide strong constraints on the value of gq as a
function of Mmed, from the search for a local bump on top of a smooth Standard Model
background in the dijet mass spectrum [55, 76]. In order to explore models that have an
observable direct detection signal, we will limit ourselves to models with Mmed  1 TeV.
Although this mass range is difficult to constrain at the LHC owing to the large Standard
Model background rate, dedicated searches provide stringent constraints. For instance in the
range Mmed ∼ 550 - 600 GeV, the CMS searches in refs. [77, 78] both place a 95% CL limit
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Figure 1. The black star shows the benchmark point for the axial-vector mediator model (bench-
mark 1 in table 1) in the plane relevant for monojet searches (left panel) and direct detection searches
(right panel). The blue shaded regions show the parameter space that is currently excluded (extracted
from refs. [83, 84]) while the red dashed lines show the projected sensitivity for future searches (LZ
from ref. [85] and monojet constructed by us). The Panda-X and XENONnT experiments are ex-
pected to achieve the same sensitivity as LZ. The dot-dashed green line shows the parameters that
produce the observationally inferred relic abundance though thermal freeze-out.
on gq ' 0.07. The ATLAS searches in Refs. [79, 80] are also competitive, placing a 95%
CL limit on gq ' 0.15 and gq ' 0.08 at Mmed ∼ 550 - 600 GeV, respectively.2
These limits assume that the axial-vector mediator cannot decay to dark matter (as
occurs for 2mDM > Mmed). As discussed in ref. [82], the dijet signal is proportional to
g2q × BR(Z ′ → qq¯). Therefore, when the decay channel to dark matter is open, the dijet
limits must be rescaled to take into account the smaller branching ratio (BR) for the decay
of the mediator into quarks. Using the results in ref. [62] for the decay width of the axial-
vector mediator, we find that for mDM ' 218 GeV, Mmed ' 580 GeV and gDM = 1, the CMS
limits in this case are gq = 0.11. We therefore choose gq = 0.1 to maximise future signals
while remaining consistent with the dijet constraints.
We next discuss constraints from searches involving the pair production of dark matter
and either jets or photons in the final state. The ATLAS and CMS monojet searches [86–88]
provide the strongest constraint at Mmed ∼ 580 GeV. The blue shaded region in the left
panel of figure 1 shows the current ATLAS monojet limit (extracted from ref. [83]) on the
axial-vector benchmark scenario recommended in ref. [89]. This benchmark is similar to our
model but includes a non-zero lepton coupling gl. The 95% CL limit is mDM ' 218 GeV
at Mmed ' 580 GeV, gDM = 1, gq = 0.1 and gl = 0.1. As this is a search for jets, the
impact of gl enters only through the mediator width. The inclusion of gl = 0.1 changes the
width by approximately 10%, so this limit on mDM gives a good indication of the exclusion
limit for our benchmark model. A comparable constraint is also obtained from the MET
2There are also constraints from CDF [81] but these are weaker than the ATLAS and CMS limits in this
mass range. For instance, at Mmed ∼ 580 GeV, CDF excludes gq ≥ 0.2.
– 5 –
+ γ ATLAS search [90] (where the observed limit gained from a & 1σ upward fluctuation
above the expected limit). ATLAS again place a limit on the axial-vector benchmark scenario
recommended in ref. [89]. The 95% CL limit is mDM ' 225± 10 GeV at Mmed = 580 GeV,
gDM = 1, gq = 0.1 and gl = 0.1, where the quoted error is the 1σ theory uncertainty.
As with the dijet constraints, we choose our benchmark dark matter mass, mDM =
218 GeV (indicated by the black star in figure 1), to lie close to the current exclusion limit
to maximise the size of a future signal. This also means that these benchmark parameters
are easily within the reach of future searches, as demonstrated by the dashed red line in the
left panel of figure 1, which shows our estimate of the sensitivity for future searches (using
the set-up described in sections 3 and 4).
2.1.2 Thermal freeze-out abundance and indirect detection
We numerically calculate the thermal freeze-out abundance with micrOMEGAs 4.3 [91] using
the standard model files available in the FeynRules model database [92]. To motivate our
choice of benchmark parameters, it is also instructive to consider the analytic calculation for
the process χχ¯ → Z ′ → qq¯. Over a significant range of the parameter space in this model,
both the s-wave and p-wave terms contribute with a similar strength to the annihilation
cross-section at the time of thermal freeze-out. The full expression for the p-wave part is
rather cumbersome (our expression agrees with the result in ref. [93]) so we only show the
s-wave part:
〈σχχ¯→qq¯ann v〉s−wave ≈ 9.0× 10−27 cm3s−1
(gDM gq
0.1
)2(580 GeV
Mmed
)4( βq
0.61
)
, (2.2)
where v is the relative velocity [94] and βq = (1−m2q/m2DM)0.5. The numerical pre-factor in
eq. (2.2) is valid for dark matter heavier than the top quark mass, which is the case for our
benchmark parameters. Our numerical calculation with micrOMEGAs finds that the freeze-
out density saturates the observed value, ΩDMh
2 ≈ 0.119 [12], when mDM ' 218 GeV (with
Mmed = 580 GeV, gDM = 1, gq = 0.1). This is consistent with the usual approximation for
the value of the annihilation cross-section, 〈σχχ¯→qq¯ann v〉s−wave ≈ 10−26 cm3s−1, that results in
the observed abundance [2].
We also comment on indirect detection experiments searching for the product of dark
matter self-annihilation since the quantity that these experiments constrain is the s-wave
annihilation cross-section (i.e. eq. (2.2)). The strongest constraint at mDM = 218 GeV is from
the Fermi-LAT observation of dwarf spheroidal galaxies (dSphs) [95], where a cross-section
larger than 〈σχχ¯→qq¯ann v〉s−wave ' 5×10−26 cm3s−1 is excluded at 95% CL. This is over a factor
of five higher than the s-wave cross-section predicted by our benchmark. Unfortunately, even
the most optimistic future sensitivity studies from both Fermi-LAT (15 years observation of
60 dSphs) [96] and CTA (observing the Galactic Centre) [97, 98] do not quite reach the
cross-section predicted by our benchmark point. For this reason we will not consider indirect
detection searches further in this study.
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2.1.3 Direct detection and IceCube constraints
The axial-vector mediator gives rise to a spin-dependent interaction at direct detection ex-
periments. The naive result for the scattering cross-section is
σnaiveSD =
3 g2q g
2
DM µ
2
nχ
piM4med
(
∆(p,n)u + ∆
(p,n)
d + ∆
(p,n)
s
)2
(2.3)
' 2.9× 10−42 cm2 ·
(gq gDM
0.1
)2(580 GeV
Mmed
)4 ( µnχ
0.93 GeV
)2
, (2.4)
where µnχ = mnmDM/(mn+mDM) is the dark matter-nucleon reduced mass, mn ' 0.939 GeV
is the nucleon mass and the ∆
(p,n)
u,d,s factors parametrise the quark spin content of the nucleon.
We have used the PDG values: ∆
(p)
u = ∆
(n)
d = 0.84, ∆
(p)
d = ∆
(n)
u = −0.43 and ∆s =
−0.09 [99].
For this naive result, both the proton-only and neutron-only spin-dependent cross-
sections are the same. However, in order to consistently compare the results of LHC and
direct detection experiments, we must account for the running of the axial-vector couplings
when comparing the results at different scales (see e.g. refs. [100, 101]). While the LHC and
annihilation scale is O(Mmed), typically hundreds of GeV, the typical direct detection scale
is only O(100) MeV. We use runDM [102] to consistently calculate the low-energy proton-only
and neutron-only scattering cross-section.3 Compared to the naive cross-section, we find that
for our benchmark points, the neutron-only cross-section increases to σnSD = 4.2×10−42 cm2,
while the proton-only cross-section decreases to σpSD = 1.9× 10−42 cm2.
Both of these cross-sections lie below any current exclusion limits from LUX [84],
PandaX-II [107] or PICO-60 [108] (see right panel of figure 1). The value of σnSD is easily
within reach of the LZ [109], Panda-X [110] and XENONnT [111] multi-tonne liquid xenon
experiments, as demonstrated by the red dashed line in the right panel of figure 1 (which
was extracted from ref. [85]). This cross-section may also be observable with a larger xenon
experiment such as DARWIN [112] in the channel where the 129Xe nucleus is excited into
a low-lying state, with subsequent prompt de-excitation [113, 114]. The benchmark value
of σpSD lies more than an order of magnitude below current IceCube exclusion limits [115]
and is unlikely to be probed with future IceCube searches. However, it is just within the
projected reach of PICO-500 [116].
2.2 Benchmark 2: Scalar mediator
The second benchmark is the simplified model with a scalar mediator. The interaction
Lagrangian for this model is
Lintscalar = −gDMφχ¯χ− gq
∑
q=u,d,s,c,b,t
mq
vEW
φq¯q , (2.5)
where mq is the quark mass and vEW ' 246 GeV is the Higgs vacuum expectation value. In
this benchmark, we choose parameters that will result in a monojet signal and direct detection
3The runDM code captures the leading effects of the running but does not account for the smaller correction
from the q2 dependence in the Wilson coefficients of the non-relativistic effective field theory, which is relevant
for the axial-vector mediator [103–106].
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Figure 2. The black star shows the benchmark point for the scalar mediator model (benchmark 2
in table 1) in the plane relevant for monojet searches (left panel) and direct detection searches (right
panel). The blue shaded regions show the parameter space that is currently excluded (extracted
from refs. [119–121]). There are no constraints on the parameter space in the left panel from current
monojet searches. The red dashed lines show the projected sensitivity for future searches (LZ from
ref. [122] and monojet constructed by us). Our benchmark point does not lie on the dot-dashed green
line, which shows the parameters that produce the observationally inferred relic abundance though
thermal freeze-out, implying that the dark matter abundance is obtained through a mechanism other
than freeze-out.
signal at upcoming experiments but which predict a value of the dark matter density from
thermal freeze-out that is significantly different from the observationally inferred value. This
implies that additional particle physics not included in the simplified model or a modified
cosmological history is required to explain the observed dark matter abundance. Here, we
won’t specify the precise mechanism but see for instance, refs. [117, 118] for examples of how
the relic density could be brought into the observed range.
2.2.1 LHC searches for dijets and missing transverse energy
The smallness of the scalar coupling to light quarks (mu,d/vEW ≈ 10−2) means that there
are no dijet constraints on this model, nor are there likely to be constraints in the future.
For MET + X searches, the quark-mass dependence of the scalar-quark coupling means
that the most relevant coupling is to the heaviest quarks [123]. In practice, this means that
diagrams that contribute most to the production cross-section have gluons in the initial state.
The most sensitive searches are monojet and MET + t¯t(b¯b) searches, which are expected to
have a similar sensitivity for small values of mDM and Mmed (see e.g. refs. [87, 124]). For
gq = gDM = 1, these searches do not currently provide any constraints on Mmed or mDM. For
instance, the CMS monojet [125] and MET + t¯t, (b¯b) [126] searches are currently sensitive
to production cross-sections a factor of two larger than in this model with the parameters
gq = gDM = 1, Mmed . 100 GeV and mDM  Mmed. For this reason, the left panel of
figure 2 does not contain any current monojet constraints. Our benchmark point is however
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within reach of future searches (described in further detail in section 3), as demonstrated by
the dashed red line in the left panel of figure 2
2.2.2 Thermal freeze-out abundance and indirect detection
The smallness of the scalar coupling to light quarks also has important implications for the
freeze-out abundance in this model. For this model, the s-wave part of the annihilation
cross-section for χχ¯→ φ→ qq¯ is zero so no indirect detection signal is predicted. We again
performed the freeze-out calculation numerically with micrOMEGAS 4.3, and used our own
calculation as a check of the micrOMEGAS result. The p-wave annihilation cross-section is
generally very small:
σχχ¯→qq¯ann v ∼ 2× 10−31 cm3s−1
(gDM gq
1
)2(100 GeV
Mmed
)4
×
(
mc/vEW
0.005
)2 ( mDM
3 GeV
)2( βq
0.91
)3 ( v
0.3
)2
,
(2.6)
so the relic abundance from thermal freeze-out is generally significantly larger than the ob-
served value since, schematically,
ΩDMh
2 [freeze-out] ∼ 0.1× 10
−26 cm3s−1
σχχ¯→qq¯ann v
. (2.7)
The annihilation to gluons also contributes to the total annihilation cross-section and
could in principle play a role [68]. At our benchmark point, however, we find that σχχ¯→qq¯ann v ≈
6.3σχχ¯→ggann v, so the annihilation to gluons plays a negligible role. In addition, for mDM .
1 GeV, the description of the annihilation process in terms of quarks and gluons begins to
break down since QCD becomes non-perturbative. For masses above this however, eq. (2.6)
is still valid.
2.2.3 Direct detection constraints
The scalar mediator gives rise to a spin-independent interaction at direct detection exper-
iments, with an interaction strength with protons and neutrons that is the same (to an
excellent approximation). The nucleon scattering cross-section is
σSI =
g2qg
2
DM
pi
f2Nm
2
n
v2EW
µ2nχ
M4med
(2.8)
' 1.5× 10−42 cm2 ·
(gqgDM
1
)2(100 GeV
Mmed
)4 ( µnχ
0.93 GeV
)2
, (2.9)
where fN = 0.308 [127] parametrises the Higgs coupling to the nucleons in the direct detec-
tion target.4 From this result, we see that the dominant constraints on this model arise from
direct detection experiments, since the xenon-based experiments LUX [119], Panda-X [107]
and XENON1T [128] exclude σSI & 10−46 cm2 for mDM & 10 GeV. To avoid these con-
straints, we consider mDM = 3 GeV as our benchmark dark matter mass. This avoids the
4The running of the scalar coupling between the scale probed at the LHC and direct detection experiments
is negligible for scalar mediators so can be safely ignored.
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constraints from xenon-based experiments, CDMS-Lite [120] and CRESST-II [121] while be-
ing within reach of upcoming dedicated low-mass direct detection experiments. We focus on
the projected sensitivity from CRESST-III [122], demonstrated in the right panel of figure 2,
while SuperCDMS is also projected to be sensitive to our benchmark parameters [129].
In summary, the scalar mediator benchmark model is an interesting example of a model
that predicts observable LHC and direct detection signals but where it is difficult to envis-
age that the thermal freeze-out mechanism is solely responsible for the dark matter relic
abundance.
2.3 Potential limitations of simplified models
Before proceeding, it is worth pausing to consider some of the potential limitations of simpli-
fied models (for a more comprehensive discussion, see e.g. refs. [70, 130–132]). As mentioned
in the Introduction, simplified models are motivated from a bottom-up perspective so at the
very least, they should provide a complete description of the low-energy physics.
In the context of our study, the models should be valid at the TeV-scale (energies
probed by the LHC and in self-annihilation channels). Satisfying this criteria also implies
that the models will be valid at direct detection experiments, where the energy scales that
are probed are much lower. For a model with an axial-vector mediator to be valid at the
TeV-scale, mDM should satisfy mDM ≤
√
pi/2Mmed/gDM so that the mediator coupling
remains perturbative [133, 134]. Furthermore, the couplings should be less than O(4pi) so
that perturbative unitarity of the scattering amplitude is not violated at the LHC [135]. The
parameters used in benchmark 1 satisfy both of these criteria (cf. table 1).
The simplified models must also be consistent with flavour and CP-constraints. We
follow the standard procedure for avoiding these constraints by imposing the Minimal Flavour
Violation (MFV) structure on the couplings [136]. For the axial-vector mediator, this meant
that the couplings gq were chosen to be independent of quark-flavour, while for the scalar
mediator, the couplings gq were proportional to the quark Yukawa couplings (equivalent
to mq/vEW) [70].
Further restrictions can also be derived from a top-down perspective. A fully-consistent
UV completion of an axial-vector model requires the absence of gauge anomalies. The min-
imal model with an axial-vector mediator that we consider does not satisfy this require-
ment [137–145] so requires either non-zero couplings to leptons, which results in stringent
constraints from di-lepton searches, or the presence of additional particles that cancel the
anomaly. As these additional particles can be heavy and beyond the reach of the LHC
(∼ 10 TeV) [142], their impact on the low-energy signals that we consider are small. This
is the scenario that we envisage in this study. Additionally, UV complete models of the
axial-vector simplified model may allow for extra contributions to the total annihilation
cross-section and therefore alter the thermal freeze-out calculation [146, 147]. We do not
consider any extra contributions in this work, assuming that they would be sub-dominant
to the process χχ¯ → Z ′ → qq¯. With all of the caveats mentioned above in mind, we now
proceed to give the details of our procedure for generating signals at upcoming experiments.
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3 Generating mock signals at upcoming experiments
In the previous section, we established that the benchmark parameters are outside current
exclusion limits yet are within the reach of near future experiments. In this section we
describe our numerical implementation of current and future LHC searches, together with
our assumptions for upcoming runs of the LZ and CRESST-III direct detection experiments.
3.1 Simulating LHC signals
For both benchmark scenarios we focus on the production of a pair of dark matter particles
recoiling against hard initial state radiation, i.e.
pp→ Z ′(∗) + j or φ(∗) + j → χχ¯+ j , (3.1)
where (∗) denotes off-shell s-channel resonances. Since the dark matter particles do not
interact with the detector, the corresponding signature is a large transverse momentum jet
back-to-back to the MET. In general, the monojet signal is accompanied by additional softer
jets due to strong initial state QCD bremsstrahlung. As a consequence the experimental
collaborations allow for additional jets.
3.1.1 Current monojet searches
We use the results from the 13 TeV ATLAS monojet analysis with an integrated luminosity
of 3.2 fb−1 [148] as a constraint in our parameter scan.5 This analysis consists of seven
inclusive signal regions (IM1-IM7) as well as six exclusive signal regions (EM1-EM6) with
increasing cuts on the MET ranging from 250 GeV to 700 GeV. We make use of the exclusive
signal regions as they allow us to take the shape of the MET distribution as input. All
signal regions demand a leading jet with a transverse momentum (pT ) of at least 250 GeV.
Moreover, a lepton veto is applied and events with more than four jets with pT > 30 GeV
are rejected. Finally, a cut is imposed on the azimuthal angle between the missing transverse
momentum and all jets in order to suppress the QCD background.
We generated parton level signal events for the axial-vector and the scalar mediator
scenario with the next–to–leading (NLO) event generator POWHEG BOX V2 [68, 149–152]. We
applied a parton level cut on the leading jet of 150 GeV while keeping all other settings to
their default values. The parton level events are correctly matched with the parton shower of
Pythia 8 [153] with the NLOPS scheme. We have simulated 50000 Monte Carlo events for
each point of the scalar and axial-vector mediators models and used the NNPDF3.0 NLO [154]
parton distribution functions. The scale uncertainty is roughly 10%.
The search has been implemented within the CheckMATE 2.0.13 framework [155–157],
which is based on the fast detector simulation Delphes 3.4.0 [158] with modified detector
settings of the ATLAS detector and relies on FastJet 3.3.0 for jet clustering [159]. The
search is fully validated and the validation notes can be found on the official web page [160].
With CheckMATE, we can determine the number of signal events for all signal regions and
we assume a theoretical error of 10% on the signal. Together with the NLO cross-section
from POWHEG, we can determine whether the signal can be seen above the Standard Model
background.
5While carrying out this work, ATLAS and CMS published updated results with 36 fb−1 [86, 88]. The
updated ATLAS analysis uses similar signal regions to [148]. The new exclusion limits are stronger for light
dark matter particles but for our axial-vector benchmark point, the increase in sensitivity is relatively small.
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3.1.2 Future monojet searches
We assume that a future monojet search will see an excess from our benchmark models. In
our implementation of future LHC searches, we assume an integrated luminosity of 100 fb−1
at a centre-of-mass energy of 13 TeV. This scenario corresponds to the expected integrated
luminosity collected by the end of LHC Run 2.
We estimate the sensitivity of future monojet searches by extrapolating the current
ATLAS search to higher integrated luminosities while keeping the same signal region defini-
tions. An advantage of this approach is that we can rescale the number of predicted Standard
Model background events given by the ATLAS collaboration. When rescaling the integrated
luminosity from 3.2 fb−1 to 100 fb−1, the number of background events are scaled with the
ratio 100/3.2. This ansatz assumes that no significant detector upgrades will be made or
that there will be a notable change in pileup.
The projected sensitivity depends on the uncertainty of the predicted Standard Model
rates in the respective signal regions. Recent ATLAS monojet searches show that good
improvements in reducing systematic uncertainties have been achieved (e.g. from around 5%
to 3% from ref. [148] to ref. [86]). It is therefore reasonable to assume that this error will
continue to decrease with additional data. Unfortunately, the overall systematic error and its
relative contribution to the statistical uncertainty is difficult to predict for future searches.
Owing to this uncertainty, we therefore consider two scenarios; in the first scenario, we assume
that the systematic error improves to 1%, while in the second scenario, we assume 3%. As
the current uncertainty is around 3%, this second scenario corresponds to the pessimistic
assumption that the systematic error undergoes no further reduction.
3.1.3 Implementation of other LHC constraints
So far, we have only considered the monojet signature. However, as discussed in Section 2.1.1,
the mediator can also decay back to partons and thus resonant dijet searches can provide
strong constraints. We implemented a trigger based analysis which is sensitive to resonance
masses as low as 425 GeV [80]. The selection criteria are similar to common dijet searches
with the exception that the leading trigger jets must have pT > 185 GeV.
We also implemented ref. [79] that considered very light resonances. This analysis
focuses on dijet resonances which are produced in association with a photon or a jet. Apart
from the dijet selection cuts they demand pT (γ) > 150 GeV and pT (j) > 430 GeV. If the
mediator mass is too small, then the extra jet cannot be separated from the dijet configuration
and a lower limit of 350 GeV on the resonance mass must be imposed.
We have implemented both ATLAS searches within the CheckMATE framework. The MC
events are generated with MadGraph5aMC@NLO [161] with the UFO model files obtained by the
FeynRules implementation [162]. The parton level events are further passed to Pythia 8.
We impose an upper limit on the total width of Γmed ≤ 0.1Mmed, i.e. we only test a model
point against dijet constraints if the width-to-mass ratio is less than 10%. We use these
searches only to constrain our model i.e. we do not model an excess in these searches with
an integrated luminosity of 100 fb−1.
Finally, we have not implemented MET + t¯t (b¯b) searches for the scalar model, or the
MET + γ search for the axial-vector model since the expected sensitivity of these searches
is comparable to or lower than from the monojet search [68].
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3.2 Simulating direct detection signals
The values of the parameters for benchmarks 1 and 2 are chosen such that they are within
the reach of the next generation of direct detection experiments: LZ and CRESST-III for
benchmark 1 and 2, respectively. Below we describe how we simulate the dark matter signal
in each of these experiments. For the dark matter distribution in the Galaxy, we assume
the so-called Standard Halo Model with canonical parameter choices. Namely, a Maxwell-
Boltzmann velocity distribution truncated at the escape speed of 544 km/s, a local dark
matter density of 0.3 GeV/cm3, and a local circular speed of 220 km/s. We do not take
into account the effect of astrophysical uncertainties on the parameter reconstruction in this
work, which could play a role for the scalar mediator benchmark where mDM = 3 GeV (see
e.g. refs. [163, 164]).
3.2.1 LZ
The LZ (LUX-ZEPLIN) [109, 165] direct detection experiment is a next generation liquid
xenon experiment. It is the successor to the LUX experiment [119] and is expected to start
operation during 2020. It will search for the scintillation and ionization signals produced
by a recoiling nucleus due to the scattering of a dark matter particle in the detector. The
XENONnT and upgraded PandaX experiments are expected to have a similar sensitivity to
the LZ experiment. Owing to the more detailed LZ design proposals [109, 165], we focus
on LZ but our results are expected to also apply to XENONnT and PandaX.
We assume an exposure of 1000 days and 5.6 tonnes of Xe, and a nuclear recoil energy
range of [6, 30] keV [165]. We adopt an energy resolution of σdet(E) = 0.065 keV(E/keV) +
0.24 keV
√
E/keV, obtained from a fit to the black points (the most LZ-like scenario) in
the right panel of figure 1 in ref. [166]. We assume 2.37 background events for a 5.6 ×
106 kg day exposure in the energy range [6, 30] keV, as given in table 3.8.1.1 of ref. [165]. This
corresponds to a rate of 1.76×10−8 counts/(keV kg day), assuming that the background rate is
constant in energy. This assumption is reasonable since the LZ background rate is dominated
by pp solar-neutrinos and Rn and Kr radio-nuclides, all of which are approximately constant
in energy for the low-energy range used in our study (see e.g. ref. [114]). The backgrounds
from 136Xe decay and neutron scattering are energy dependent but are sub-dominant. To
simplify our analysis, We assume a 100% nuclear recoil efficiency above 6 keV, which is
consistent with LZ simulations [167]. Furthermore, we only consider events in the lower half
of the nuclear recoil band so include a 50% acceptance of the nuclear recoils. We use the Xe
nuclear structure functions for spin-dependent dark matter-nucleus scattering from ref. [168],
and assume an isotope abundance for 129Xe and 131Xe of 26.4% and 21.2%, respectively.
In our analysis we consider six energy bins of width 4 keV in the range of [6, 30] keV.
For our benchmark parameters, mDM = 218 GeV and σ
n
SD = 4.2 × 10−42 cm2 (cf. table 1)
we obtain 3.94, 2.96, 2.22, 1.68, 1.28 and 0.98 events in each 4 keV energy bin, respectively.
This compares to a constant background count rate of 0.394 in each energy bin.
3.2.2 CRESST-III
The CRESST experiment uses CaWO4 crystals to search for the scintillation and phonon
signals due to the scattering of dark matter particles with the target nuclei in the detector.
The CRESST-II Phase 2 experiment released two major results during the last few years:
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one with the TUM40 detector that reached an overall background of 3.5 counts/(keV kg
day) [169], and the other with the Lise detector which reached the low energy threshold
of 0.3 keV [121] More recently, the first results with CRESST-III detectors have been pre-
sented [170]. These detectors achieved the design low energy threshold of 0.1 keV. Taken
together, the CRESST results set the strongest exclusion limit on the spin-independent dark
matter-nucleon cross-section in the mass range between approximately 0.4 GeV and 1.7 GeV
(ref. [120] and [171] set exclusion limits above and below this mass range respectively).
In this study, we adopt the detector configuration of CRESST-III Phase 3, which is
expected to deliver data in 2019–2020 [122]. CRESST-III Phase 3 is projected to consist of 100
24g detectors that have a nuclear recoil energy threshold of 100 eV. The projected background
rate is 0.035 counts/(keV kg day), which is approximately 100 times smaller than the rate in
Phase 2 [169]. The expected sensitivity of this next generation CRESST experiment is shown
in figure 6 of ref. [122]: it is expected to be sensitive to σSI ≈ 7×10−44 cm2 at mDM = 3 GeV,
approximately an order of magnitude lower than our benchmark cross-section (cf. table 1).
In our simulation, we assume an exposure of 250 kg day, which is sufficient to discover our
benchmark point with approximately six months of data taking. This exposure is also well
within the CRESST collaboration’s total projection of a 1000 kg day exposure from two years
of data taking.
The energy resolution obtained with the Lise detector depended linearly on the deposited
energy with a slope of 6.6 eV/keV [121]. We assume a similar behaviour for CRESST-III
and adopt a detector resolution of σdet(E) = 20 eV + 6.6 eV(E/keV) [172]. We adopt a
detection efficiency of 56% down to the energy threshold [172], which is the asymptotic value
of the TUM40 detector efficiency and a reasonable expectation for the new detectors [169].
To obtain the final dark matter signal rate, we multiply this detection efficiency by 50% to
take into account the nuclear recoil acceptance region (see figure 5 of ref. [121]).
In our simulation we consider the following configuration of energy bins in the range of
[0.1, 10] keV, such that we obtain an observable signal over background for our benchmark
dark matter model given the exposure, energy resolution, and detection efficiency discussed
above: [0.1, 0.2] keV, [0.2, 0.3] keV, [0.3, 1] keV, [1, 5] keV, and [5, 10] keV. For our benchmark
parameters, mDM = 3 GeV and σSI = 8.8 × 10−43 cm2, the number of signal events in each
energy bin is 5.1, 1.7, 1.1, 0.17, and 2.3× 10−5, respectively. This compares to a background
count rate of 0.875, 0.875, 6.13, 35.0, and 43.8, respectively. We have checked that increasing
the number of energy bins beyond the five bins considered here, or increasing the energy
range beyond 10 keV does not change our results.
4 Parameter reconstruction
In this work we adopt a Bayesian framework for the statistical interpretation of our results.
The cornerstone of Bayesian inference is provided by Bayes’ theorem,
p(θ|D) = L(D|θ)p(θ)
p(D)
, (4.1)
where D are the data and θ are the model parameters. The posterior probability distribution
function (pdf), p(θ|D), is the product of the likelihood function, L(D|θ), and the prior pdf,
p(θ). Finally, p(D) is the Bayesian evidence, which for parameter inference acts only as an
overall normalisation constant. It is therefore not considered in this analysis.
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Axial-vector mediator Scalar mediator
mDM 1 GeV – 1 TeV 0.1 GeV – 1 TeV
Mmed 1 GeV – 1 TeV 1 GeV – 1 TeV
gDM 0.1 – 10 0.1 – 10
gq 0.01 – 1 0.1 – 10
Table 2. The prior ranges for the axial-vector and scalar mediator models. The prior distributions
are uniform over the common logarithm of the model parameters.
In order to study the constraints on a single parameter of interest θi, we consider
the one-dimensional marginal posterior pdf. The marginal pdf is obtained from the full
posterior distribution by integrating (marginalising) over the unwanted parameters in the
n-dimensional parameter space:
p(θi|D) =
∫
p(θ|D) dθ1 . . . dθi−1 dθi+1 . . . dθn. (4.2)
This result can be easily generalised to obtain the marginal pdf for more than one parameter
of interest.
We choose uniform priors on the common logarithm of the model parameters that enter
into eq. (4.1) because we want to give a priori equal probability to all the scales considered for
the couplings and the masses. In table 2 we tally our prior ranges for the model parameters
of the axial-vector and scalar cases.
In order to sample the posterior we employ the MultiNest algorithm [173], which is
based on the method of nested sampling [174]. MultiNest is an efficient sampler for likelihood
functions with a very complex structure.
4.1 Incorporating experimental signals and constraints
The likelihood function that enters eq. (4.1) is composed of several pieces, each corresponding
to a different independent type of experimental constraint that we apply in this analysis. The
total likelihood can be expressed as
L = LLHC × LDD , (4.3)
where we next discuss LLHC and LDD in turn.
4.1.1 LHC likelihood
The LHC likelihood, LLHC, is composed of two parts. The first corresponds to constraints
from dijet searches, for which we have implemented a step function on the signal following
ref. [80]. The second corresponds to a future signal observed in the monojet channel. The
monojet signal regions (EM1-EM6, cf. section 3.1.1) considered in our analysis are exclusive
so the likelihood corresponding to the monojet signal is simply the product of the likelihoods
from each of the six exclusive signal regions: L = ∏6i=1 Li.
The likelihood for each signal region i is given by
Li(ni|s, b,ν) = Poisson (ni|λLHC[s, b,ν])× LG(ν) . (4.4)
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The first factor reflects the Poisson probability of observing ni events in the i-th signal region
given the mean value λs. The mean value is given by
λLHC[s, b,ν] = s (1 + ∆sνs) + b (1 + ∆bνb) , (4.5)
where s and b are the mean values of the signal and background, ∆s and ∆b are systematic
uncertainties of the signal and background, and ν = {νs, νb} are nuisance parameters that
parametrise systematic uncertainties. These uncertainties are constrained by the likelihood
term LG(ν), which is taken as a product of standard normal distributions for each component
of ν.
For the systematic uncertainty on the signal, ∆s, we assume two sources: one from the
cross-section determination of 10% (cf. section 3.1.1) and the other from the uncertainty in
the predictions of the efficiencies by the distributed Gaussian processes machine learning pre-
dictors (described further in section 4.2). These two sources of uncertainty are uncorrelated
so we add them in quadrature. For the systematic uncertainty on the background, ∆b, we
assume two scenarios as described in section 3.1.2, namely an uncertainty of 1% and 3%.
Finally, the four parameters from our simplified models enter through the mean signal
value i.e. s = s(mDM,Mmed, gq, gDM). We obtain the marginal likelihood for a signal region
by integrating over the nuisance parameters,
Li(ni|s, b) =
∫
Li(ni|s, b,ν)p(ν)dν , (4.6)
where the prior over ν is uniform around ν = 0 and of length six standard deviations on
either side.
4.1.2 Direct detection likelihood
The dark matter direct detection likelihood, LDD, is split in two parts. One part includes
current results from the LUX and PICO experiments, as implemented in the DDCalc pack-
age [175], while the other part includes the likelihood for the upcoming LZ and CRESST-III
experiments for the axial-vector and scalar mediator benchmarks, respectively. The likeli-
hood function for LZ and CRESST-III is given by the product of Poisson likelihoods over m
energy bins, L = ∏mi=1 Li, where
Li(ni|mDM, σ) = Poisson (ni|λDD[s(mDM, σ), b]) , (4.7)
is the Poisson probability of observing ni events in the i-th energy bin given the mean number
of events λDD[(mDM, σ), b] = s(mDM, σ) + b. Here, s(mDM, σ) and b are the number of signal
and background events in the i-th energy bin respectively, while σ refers to σnSD when the
likelihood is computed for LZ, and to σSI when it is computed for CRESST-III. Specific
values of s and b for our benchmark scenarios are given in section 3.2.
4.2 Fast likelihood evaluation with machine learning tools
Performing a global analysis of theories with even moderately large parameter spaces, such
as the simplified models we study in this paper, involves evaluating the likelihood tens to
hundreds of thousands of times. This makes incorporating LHC results computationally
expensive as the LHC likelihood evaluation requires simulating the collision and detection
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on an event-by-event basis. To accelerate this evaluation of the LHC likelihood, we make
use of machine learning to bypass all of the simulation steps. We construct machine learning
models that learn the mapping from model parameters θ to the signal quantities, such as the
number of events in a signal region n. These machine learning models can then predict the
signal quantities from the model parameters without performing any of the simulation steps,
which drastically reduces the overall computing time.
In this subsection, we describe our implementation of the various machine learning
tools that we use to accelerate the likelihood evaluation. For clarity, we have collected the
configuration details of our machine learning models and all of the figures detailing the
performance of these models in appendix A, and focus on the high-level description of our
procedure.
We use three different machine learning methods: random forest classifier [176, 177] to
implement the dijet constraints, and a combination of deep neural networks and distributed
Gaussian processes [74, 178] to compute the signal events for the monojet likelihood. All of
these algorithms fall under the umbrella of supervised learning, in which the algorithm learns
the rules, or mapping, between the inputs and the output from examples. The typical way to
assess the quality of the taught algorithm is to randomly split the dataset of examples into a
training dataset and a testing dataset. The training dataset is used by the algorithm to infer
an approximate representation of the mapping. The quality of the inferred representation
is then assessed using the testing set. For both the scalar and the axial-vector models, we
generated, using the set-up described in section 3, datasets of example inputs with associated
outputs. In the scalar case we generated ∼ 20000 model points by sampling uniformly in
the common logarithm of each model parameter over the ranges given in table 2. For the
axial-vector case we similarly generated ∼ 20000 model points with again the same prior as
in table 2 but with the exception that log10 gq ranged from −1 to 1. We extended this dataset
by an additional ∼ 15000 model points sampling from log10 gq ∈ [−2,−0.8] in order to cover
the whole region of our interest.
The random forest classifier was trained on the axial-vector dataset in order to be
able to mark points as excluded or allowed by the dijet constraint during the global analysis.
Random forests are an ensemble method where the predictions of many decision trees trained
on subsets of the data are averaged together. This increases classification accuracy while
protecting against over-fitting.
In order to evaluate the monojet likelihood we need to compute the number of signal
events n in each signal region. The number can be written as n = L · σprod · eff where L is
the time-integrated luminosity, σprod the production cross-section for the relevant processes
and eff encodes the detector efficiencies and the cut acceptances. We use a combination of
two methods: deep neural networks to compute σprod, and distributed Gaussian processes to
compute eff . Gaussian processes use the training data and a calibrated measure of similarity
between points, i.e. a kernel function, to predict the functional value at a previously unseen
point. The prediction is not only a mean estimate but a full (Gaussian) posterior distri-
bution and thus the prediction comes with an uncertainty estimate. Deep neural networks
are collections of (fully) connected layers consisting of artificial neurons which acts as an
approximate representation of a mapping from some input to a target, which here, is the
mapping from simplified model parameters to monojet production cross-section. The propa-
gation of the input through the neural network proceeds via multiplication with the weights,
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i.e. the connection factor between neurons, and a possible shift called bias for each neuron.
To the sum of both, each neuron applies a non-linear function, the activation function. A
gradient-descent based optimisation algorithm is then used to search for the global minimum
of a function measuring the error of the predictions by updating the weights and biases.
5 Results and interpretation of our global fitting analysis
We now discuss the results and implications of our global analysis of the two benchmark
models introduced in section 2. We first discuss the results for the axial-vector model, which
contains WIMP dark matter (i.e. the observationally inferred dark matter density is obtained
from thermal freeze-out), before turning to the scalar model, where the density from thermal
freeze-out is significantly larger than the observed value. In this section, we focus on the
marginalised posterior distributions that assume a 1% systematic error on the Standard
Model background rates in future LHC monojet searches (as detailed in Section 3.1.2). For
clarity, we have relegated the results with a 3% systematic error on the background rates to
appendix B and the profile likelihood distributions (with a 1% systematic error) to appendix C
since the conclusions drawn are similar in all cases.
5.1 Benchmark 1: Axial-vector mediator
Figures 3 and 4 show the marginalised posteriors from our global analysis of the (synthetic)
excesses in LZ and the ATLAS monojet search. The red diamond and the black cross in
figures 3 to 6 show the benchmark parameters in table 1 and the best fit point, respec-
tively. Figure 3 focuses on the posteriors for the four parameters that define the axial-vector
simplified model, while figure 4 focuses on the more phenomenological parameters.
Figure 3 shows that we are able to constrain at the 68% credibility level (CL): the dark
matter mass within the range mDM ∈ [119, 213] GeV; the mediator mass within Mmed ∈
[421, 573] GeV; the mediator–dark matter coupling within gDM ∈ [0.42, 0.96]; and the mediator–
quark coupling within gq ∈ [0.08, 0.13]. These values for the reconstructed parameters are
consistent with the benchmark parameters (cf. table 1). For gq, the benchmark parameter
lies squarely in the middle of the 68% CL range, while the mDM, Mmed and gDM benchmark
parameters lie just outside the 68% CL range.
In figure 4, we additionally show the posteriors for the reconstructed dark matter relic
density ΩDMh
2 and the spin-dependent scattering cross-section σnSD. Mainly from the mock
signal in LZ, we are able to constrain at 68% CL, σnSD ∈ [2.51, 4.64] × 10−42 cm2, while the
dark matter relic density is constrained to ΩDMh
2 ∈ [0.12, 1.77]. The reconstructed value
of the relic density ΩDMh
2 is consistent with the observationally inferred dark matter relic
density, as can be clearly seen in the marginalised posterior.
Figures 3 and 4 contain a number of interesting features. The effect of the top quark
mass mt threshold can be seen in the two-dimensional posteriors of ΩDMh
2–mDM in figure 4,
where two distinct peaks in the 68% CL regions can clearly be seen. One region lies above mt
and the other below mt. This is a reflection of the dependence of the annihilation cross-
section on the quark mass mq, where specifically, the s-wave contribution is proportional
to m2q [93]. The reconstructed value of ΩDMh
2 is also strongly dependent on mDM since
the p-wave contribution to the annihilation cross-section, which dominates for mDM < mt,
is proportional to m2DM [93]. As mDM decreases, the annihilation cross-section decreases,
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Figure 3. Axial-vector mediator: Posteriors over the model parameters assuming future ex-
cesses in an ATLAS monojet search (with 1% syst.) and LZ (as described in section 3). The full
one-dimensional posteriors are shown. In the two-dimensional case the 68% (dark blue) and 95% (light
blue) credibility regions are shown. Also marked are the best fit point (black cross), and the bench-
mark model (red diamond). All of the reconstructed parameters are consistent with the benchmark
parameters.
so the value of ΩDMh
2 must increase (cf. eq. (2.7)). The dependence of ΩDMh
2 on mDM
is responsible for the behaviour of the ΩDMh
2 one-dimensional posterior in figure 4, which
has a clear double peak structure. In the axial-vector mediator model, the precision of the
reconstructed value of ΩDMh
2 is therefore controlled by our accuracy in reconstructing the
dark matter mass mDM.
In this context, the LZ (mock) excess is useful because it places a lower bound on mDM.
For small values of mDM, the recoil energy spectrum of the xenon nucleus drops off too
quickly in energy such that the fit to the observed (synthetic) signal is poor (i.e. small val-
ues of mDM are not able to explain the presence of signal events at higher energy). At
higher values of mDM, the xenon nucleus’ energy recoil spectrum flattens and the sensitiv-
ity to mDM is reduced [179]. However, here the monojet signal provides a complementary
upper bound on mDM. The monojet signal is only sensitive to on-shell production of the
axial-vector mediator, which corresponds to mDM < Mmed/2 (this is immediately apparent
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Figure 4. Axial-vector mediator: Posteriors over the phenomenological dark matter quantities
assuming future excesses in an ATLAS monojet search (with 1% syst.) and LZ (as described in
section 3). The full one-dimensional posteriors are shown. In the two-dimensional case the 68%
(dark blue) and 95% (light blue) credibility regions are shown. Black dashed line indicate where
mDM = mtop, the top quark mass. Also marked are the best fit point (black cross), and the benchmark
model (red diamond). The reconstructed value of the relic density ΩDMh
2 is consistent with the
observationally inferred dark matter relic density (ΩDMh
2 ≈ 0.12), as can be seen in the marginalised
posterior.
from the monojet constraints shown in the left panel of figure 1, where only the parameter
space mDM < Mmed/2 is constrained). The mock monojet signal is largely responsible for
the reconstruction of Mmed, so the maximum value of Mmed (around 750 GeV in the one-
dimensional posterior shown in figure 3) corresponds to a maximum value of mDM of around
325 GeV, which is indeed what we observe in figure 3.
5.2 Benchmark 2: Scalar mediator
In figures 5 and 6, we show the marginalised posteriors of the scalar mediator model para-
meters that follow from (synthetic) excesses in CRESST-III and the ATLAS monojet analysis.
Figure 5 show the posteriors for the four parameters that define the scalar simplified model,
while figure 6 display on the phenomenological observables.
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Figure 5. Scalar mediator: Posteriors over the model parameters assuming future excesses in
an ATLAS monojet search (with 1% syst.) and CRESST-III (as described in section 3). The full
one-dimensional posteriors are shown, in the two-dimensional case the 68% (dark blue) and 95%
(light blue) credibility regions are shown. Also marked are the best fit point (black cross), and
the benchmark model (red diamond). All of the reconstructed parameters are consistent with the
benchmark parameters. The weak constraint on gDM is explained in the text.
Figure 5 shows that we are able to constrain the dark matter massmDM ∈ [0.32, 5.03] GeV
(68% CL), reconstruct the mediator massMmed ∈ [24.8, 134.3] GeV (68% CL), and the quark–
mediator coupling gq to within [0.41, 1.27] (68% CL). There is only weak sensitivity to the
dark matter–mediator coupling gDM leaving it unconstrained, with a weak preference for
larger values. These reconstructed values are compatible with the benchmark parameters
given in table 1, with all the benchmark parameters lying within the 68% CL range.
In figure 6 we show the posteriors for the reconstructed dark matter relic density ΩDMh
2
and the spin-independent scattering cross-section σSI. The scattering cross-section is con-
strained to lie in the range σSI ∈ [0.49, 44] × 10−42 cm2 (68% CL), consistent with the
benchmark value. The relic density is bounded from below ΩDMh
2 > 1.3 × 103 (90% CL),
approximately four orders of magnitude larger than the observationally inferred value. For
this model to be a reasonable dark matter theory, either new particle physics contributions
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Figure 6. Scalar mediator: Posteriors over the phenomenologically interesting quantities as-
suming future excesses in an ATLAS monojet search (with 1% syst.) and CRESST-III (as described
in section 3). The full one-dimensional posteriors are shown, in the two-dimensional case the 68%
(dark blue) and 95% (light blue) credibility regions are shown. Also marked are the best fit point
(black cross), and the benchmark model (red diamond). The reconstructed value of the relic den-
sity ΩDMh
2 is more than four orders of magnitude larger than the observationally inferred value,
implying the presence of additional particle physics not included in the simplified model or that a
modified cosmological history is required to explain the observed dark matter abundance within this
model.
to the annihilation cross-section or modified thermal history must be introduced in order to
reduce the relic density to its observed value.
As with the axial-vector mediator results, there are a number of interesting features
in the scalar mediator’s posterior distributions shown in figures 5 and 6. We begin by
discussing the insensitivity of the monojet search to the dark matter–mediator coupling gDM
observed in figure 5. The monojet search is sensitive to on-shell production of the mediator,
which subsequently decays invisibly to a pair of dark matter particles. In the narrow width
approximation, this means that the signal is proportional to g2q × BR(φ → χ¯χ), where the
g2q factor comes from the production of the mediator and BR(φ → χ¯χ) from its subsequent
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decay. The branching ratio is approximately
BR(φ→ χ¯χ) ≈ g
2
DM∑
q 3g
2
q · (mq/vEW)2 + g2DM
, (5.1)
where the sum extends over all quarks that satisfy mDM < Mmed/2. Considering the
benchmark value Mmed ' 100 GeV, the bottom-quark dominates in the sum. Now, since
mb/vEW = 4.2/246 ∼ 10−2, we see that in-fact, BR(φ → χ¯χ) ≈ 1. This implies that the
monojet search is essentially independent of gDM for the scalar mediator model.
The next feature that deserves comment is the tail feature that is observed in the mDM–
σSI, mDM–ΩDMh
2, ΩDMh
2–σSI plots in figure 6, and the Mmed–mDM plot in figure 5. The
feature in all plots has a common origin, arising from fitting the (synthetic) CRESST-III
excess with sub-threshold events that have fluctuated above the energy threshold into the
signal region. As the event rate for events that must fluctuate up into the signal region
is small, a very large scattering cross-section σSI is required to explain the signal (cf. the
mDM–σSI plot in figure 6 where we see the largest cross-section is six orders of magnitude
above the best fit point). Such a large cross-section can only be explained with a smaller
value of Mmed (cf. eq. (2.8) where σSI ∝ M−4med). This is the reason for the tail at small
values of Mmed in the Mmed–mDM plot in figure 5. A small value of Mmed at small mDM
and large σSI is also responsible for the tails seen in the mDM–ΩDMh
2, ΩDMh
2–σSI plots in
figure 6. As Mmed becomes closer to 2mDM, an s-channel resonance begins to develop in the
dark matter self-annihilation cross-section, meaning that it increases significantly. A large
increase in the annihilation cross-section leads to a smaller value of ΩDMh
2 (cf. eq. (2.7)). As
discussed in ref. [180], the treatment of sub-threshold events is somewhat subtle, so to some
extent, these tails may be considered as an artefact of our treatment of sub-threshold events
in CRESST-III.
In any case, however, the tail doesn’t affect our conclusion, which for clarity, we again
restate: for the scalar mediator, the reconstructed value of the relic density is bounded from
below ΩDMh
2 > 1.3 × 103 (90% CL), approximately four orders of magnitude larger than
the observationally inferred value. We have therefore been able to show that for this model,
additional particle physics not included in the simplified model or a modified cosmological
history is required to explain the observed dark matter abundance.
6 Summary and conclusions
In this article we have tackled the question of whether it is possible to reconstruct the relic
density of new particles discovered at colliders and with direct detection experiments, and
to identify them with WIMP dark matter. Since the interpretation of experimental data is
possible only in the framework of a well-defined particle physics model, we focused here on
simplified models, which emerged over the last few years as a useful tool to interpret and
display LHC searches.
We considered two benchmarks: a model with an axial-vector mediator, in which the
dark matter particle achieves the correct abundance by thermal freeze-out; and a model
with a scalar mediator, in which the dark matter relic density is set through an unspecified
mechanism. Both benchmarks are compatible with current searches, and would lead by
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2019-2020 to detectable signals in monojet searches at the LHC, as well as at future direct
detection experiments like LZ, XENONnT, PandaX, or CRESST-III.
For both benchmarks, we generated mock LHC and direct detection data, and we then
assessed how well one can reconstruct the particle physics parameters, and corresponding
phenomenological quantities – in particular the relic density, in order to investigate the
identification of the new particles with dark matter – from a combined analysis of those
data. The reconstruction procedure was made possible by the introduction of state-of-the-
art machine learning techniques that significantly sped up much of the expensive calculations.
In the case of the axial-vector benchmark model, we have demonstrated (see figure 4)
that upcoming observations would allow us to reconstruct within a factor of 2, at 68% CL,
the dark matter mass (mDM ∈ [119, 213] GeV) and the spin-dependent cross-section (σnSD ∈
[2.51, 4.64] × 10−42 cm2) . The compatibility of the reconstructed relic density (ΩDMh2 ∈
[0.12, 1.77]) with the dark matter abundance inferred from cosmological observations would
provide a powerful validation of the particle physics model adopted, as well as of the standard
cosmological model. Our analysis thus demonstrates that a combination of accelerator and
direct detection data may allow us to identify newly discovered particles as the dark matter
in the universe.
In the case of the scalar benchmark model, we could reconstruct (at 68% CL) within an
order of magnitude the dark matter mass (mDM ∈ [0.32, 5.03] GeV) and the spin-independent
cross-section (σSI ∈ [0.49, 44]× 10−42 cm2). Interestingly, the reconstruction procedure leads
to a (90% CR) lower bound on the relic density of ΩDMh
2 > 1303, a result clearly incompatible
with cosmological data. The data would point in this case to additional physics in the dark
sector, or to non-standard cosmologies, with a thermal history substantially different from
that of the standard model of cosmology.
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A Details, validation and performance of the machine learning tools
In this appendix we have collected the performance figures of the various machine learning
tools used to compute the LHC likelihood, and their configurations and training procedures.
The performance on the testing datasets for the deep neural networks in predicting the
monojet production cross-section is shown in figure 7. Good agreement is found in both
cases, with a mean absolute percentage error (MAPE) of 1.2 – 1.3%, which is sub-dominant
to the theoretical error. We used the Keras deep learning library [181] with a Tensorflow
backend to implement the neural networks. To train the networks the data was preprocessed;
all inputs were scaled to the interval [0, 1] via min-max scaling, and a natural logarithm has
– 24 –
been applied to the output, the production cross-section, since the values range across many
orders of magnitude. The feed-forward neural networks in both cases consist of three fully
connected hidden layers with 200 neurons each with s-shaped rectified linear activation units
(SReLU) [182]. To guard against over-fitting we used early stopping regularisation with a
patience of 900 epochs. To find a reasonable local minimum of the loss function, we used the
Adam optimiser [183] with default values beside the learning rate. Learning rate scheduling
has been implemented with a starting value of 0.001, decreasing by a factor of 3 every 7000
epochs or when exceeding the patience until 10−7 is reached. A batch size of 3200 was found
to be suitable. In order to minimise a meaningful objective, we customised the loss function
such that the MAPE of the true, non-logarithmic cross-sections is minimised. As mentioned
in section 4.2, the training data for the axial-vector case comes in two batches which are
sampled from a disjunct volume of the parameter space. Since the huge difference in point
density of the batches prevent our neural networks from performing well when training a
single neural network on both batches, we used one neural network for each batch and stacked
both nets. The performance shown in figure 7 is for the batch containing 20000 samples and
because the performance for the other batch was very similar, we omit the presentation of
its performance plot.
Figures 8 and 9 show the distributed Gaussian processes (DGPs) performance in pre-
dicting the signal region efficiency for the six ATLAS monojet exclusive signal regions (EM1
- EM6). The χ2 are less than expected, indicating that the Gaussian processes are overly
conservative when estimating the errors. As seen in the inset panels, the distributions of
(dgp − mc)/σdgp for the test points are more peaked than the expected standard normal.
However, the discrepancies are conservative in nature, and are not significant enough to affect
the final results. The procedure to train the DGP predictors was as follows: An additional
input feature was constructed, the mass gap Mmed − 2mDM, which captures the reduced
signal region efficiency when the eponymous monojet becomes soft as less energy becomes
available. The inputs were preprocessed by rotating them to eliminate correlations, and both
the input and the output were rescaled so that each was distributed as a standard normal.
The DGP architecture we used was a single layer of 32 experts (each a GP), with a standard
squared exponential kernel with independent length scale for each dimension, often referred
to as automatic relevance detection (ARD). For more context on GPs we refer the reader
to, e.g., ref. [184]. The training data was split among the experts using the k-dimensional
(KD) tree algorithm, the dataset was split into 32 subsets and each expert was assigned two
random subsets, ensuring some overlap between the experts.
Finally, figure 10 shows the performance of the dijet exclusion classifier for all of the
example dataset. We used the scikit-learn implementation [185] with 250 decision trees, max 3
features, and ‘entropy’ as the splitting criterion. No specific preprocessing was necessary, as
decision trees are quite robust to input variance. Using 4000 model points as the test dataset
we found that the classifier misclassified 43 points, or 1.1%.
B Posterior distributions with a larger systematic uncertainty
In this appendix we include supplementary figures showing the results of our global scan
when we increase the systematic error on the Standard Model background rates for the
future monojet analysis from 1% to 3% (as discussed in section 3.1.2). Figures 11 and 12
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Figure 7. The performance of the deep neural networks described in section 4.2 and appendix A
in predicting the monojet production cross-section for the axial-vector (left) and the scalar mediator
(right) models. The blue dots are the results for testing datasets (N = 947 and N = 999 respectively),
previously unseen by the network. The horizontal axis (labelled σtrue) is the cross-section as calculated
by the traditional MC set-up (described in section 3), while the vertical axis (labelled σnn) is the deep
neural network prediction. The black line indicates perfect agreement i.e. σnn = σtrue. Also given is
the MAPE for each deep neural network on their respective validation dataset.
show the posteriors for a 3% systematic error for the axial-vector and scalar simplified models,
respectively. These should be compared with figures 3 to 6, the results with a 1% systematic
error.
In the axial-vector case, degrading the impact of the monojet excess by increasing the
systematic error reduces our ability to reconstruct the model parameters. The reconstruction
of the couplings gq and gDM especially suffers in comparison with the 1% reconstruction, but
the mass reconstruction also suffers to a lesser degree. The reconstruction of the phenomeno-
logical observables is consequently also impacted, and the freeze-out density is much less
constrained. However, it is still consistent with the observationally inferred value.
In the scalar mediator case, increasing to 3% systematic error means our ability to
reconstruct the mediator-quark coupling gq deteriorates. However, the phenomenological
consequences do not change. Namely, the freeze-out density is reconstructed at a much
higher value than the observationally inferred value, while σSI is reconstructed around the
true value.
C Profile likelihood results
In figures 13 and 14, we show the profile likelihoods for the axial-vector and scalar mediator
cases, respectively. These are the equivalents of the posteriors shown in figures 3 to 6, and
assume a 1% systematic error on the Standard Model rates for the future monojet analysis. To
visualise the full multidimensional likelihood we profile it with respect to some parameter(s)
of interest α. If we denote the parameters we suppress with β, we define the profile likelihood
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L(D|α) in terms of the full likelihood L(D|α, β) as
L(D|α) = max
β
L(D|α, β). (C.1)
The fundamental difference between profiling (maximising) and marginalising (integrat-
ing, see eq. (4.2)) makes profile likelihoods and marginalised posteriors complementary; with
both we can identify the regions that are highly tuned. In these specific cases the poste-
riors and the profile likelihoods do not differ significantly so we are able to draw the same
conclusions.
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Figure 8. Axial-vector mediator: The performance of the DGPs described in section 4.2 and
appendix A in predicting the signal region efficiencies for the ATLAS monojet signal regions. The blue
error bars are the results for the testing dataset (N = 3000), previously unseen by the DGPs. The
horizontal axes show the rescaled efficiencies as calculated by the traditional MC set-up for each of the
six exclusive signal regions (see section 3), while the vertical axes show the rescaled DGP prediction.
The black line indicates perfect agreement i.e. dgp = mc. Also indicated is the MAPE, and the χ2
of the validation dataset. The inset in each panel shows how the distribution of the (dgp− mc)/σdgp
compares with the standard normal distribution.
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Figure 9. Scalar mediator: The performance of the DGPs described in section 4.2 and appendix A
in predicting the signal region efficiencies for the ATLAS monojet signal regions. The blue error bars
are the results for the testing dataset (N = 3000), previously unseen by the DGPs. The horizontal
axes show the rescaled efficiencies as calculated by the traditional MC set-up for each of the six
exclusive signal regions (see section 3), while the vertical axes show the rescaled DGP prediction. The
black line indicates perfect agreement i.e. dgp = mc. Also indicated is the MAPE, and the χ2 of
the validation dataset. The inset in each panel shows how the distribution of the (dgp − mc)/σdgp
compares with the standard normal distribution.
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Figure 10. Comparison of points excluded by the dijet search using the traditional MC set-up
(described in section 3.1.2) and the predictions by the random forest classifier (described in section 4.2
and appendix A). The fraction of excluded points are shown projected on two planes: (Mmed,mDM)
and (gq, gDM). The panels labelled “Truth” show the results from the MC set-up, while the panels
labelled “Prediction” shows the predictions from the random forest classifier. The last row, with panels
labelled “Misclassification” show the misclassification, i.e. how the truth and prediction columns differ.
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Figure 11. Axial-vector mediator: Posteriors over the model parameters and the phenomenolog-
ically interesting quantities assuming future excesses in LZ and the ATLAS monojet search, assuming
a 3% systematic error on the Standard Model rates. The full one-dimensional posteriors are shown.
In the two-dimensional case, the 68% (dark blue) and 95% (light blue) credibility regions are shown.
Also marked are the best fit point (black cross), and the benchmark model (red diamond). These
results are similar to the posterior distributions in figures 3 and 4 so we are able to draw the same
conclusions.
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Figure 12. Scalar mediator: Posteriors over the model parameters and the phenomenologically
interesting quantities assuming future excesses in CRESST and the ATLAS monojet search, assuming
a 3% systematic error on the Standard Model rates. The full one-dimensional posteriors are shown.
In the two-dimensional case, the 68% (dark blue) and 95% (light blue) credibility regions are shown.
Also marked are the best fit point (black cross), and the benchmark model (red diamond). These
results are similar to the posterior distributions in figures 5 and 6 so we are able to draw the same
conclusions.
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Figure 13. Axial-vector mediator: Profile likelihoods over the model parameters and the
phenomenologically interesting quantities assuming future excesses in an ATLAS monojet search (with
1% syst.) and LZ. The full one-dimensional profile likelihoods are shown. In the two-dimensional case,
the 68% (dark green) and 95% (light green) confidence regions are shown. Also marked are the best
fit point (black cross), and the benchmark model (red diamond). These results are similar to the
posterior distributions in figures 3 and 4 so we are able to draw the same conclusions.
– 33 –
g
q
Benchmark 2
Best fit
90% CL ΩDMh
2 lower limit
10-1
100
101
g
D
M
100
101
102
103
M
m
e
d
[G
eV
]
10-1
100
101
102
103
m
D
M
[G
eV
]
10-1
100
101
102
103
104
105
Ω
D
M
h
2
10-1 100 101
gq
10-44
10-42
10-40
10-38
10-36
10-34
σ
S
I
[c
m
2
]
10-1 100 101
gDM
100 101 102 103
Mmed [GeV]
10-1 100 101 102 103
mDM [GeV]
10-1100101102103104105
ΩDMh
2
10-4410-4210-4010-3810-3610-34
σSI [cm
2]
Figure 14. Scalar mediator: Profile likelihoods over the model parameters and the phenomeno-
logically interesting quantities assuming future excesses in an ATLAS monojet search (with 1% syst.)
and CRESST. The full one-dimensional profile likelihoods are shown. In the two-dimensional case,
the 68% (dark green) and 95% (light green) confidence regions are shown. Also marked are the best
fit point (black cross), and the benchmark model (red diamond). These results are similar to the
posterior distributions in figures 5 and 6 so we are able to draw the same conclusions.
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