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Abstract  
Using a gravity model and data on 182 countries worldwide, this paper estimates the effects of exchange rate volatility and currency 
unions on international trade for ten years spanning 1980 through 2010. We provide added confirmation and further strengthen the 
empirical findings in Rose (2000) prior to 1999, but we find a gradually diminishing Rose effect for the 2000-2010 period, when 
the Euro Zone is added to the currency union dummy. The rest of the coefficients generally comply in magnitude and sign with 
he 
hypothetical effect of reducing exchange rate volatility to zero. 
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1. Introduction to the Rose Effect 
New developments in the world economy have triggered research designed to better understand the 
rapidly intensifying cross-border competition among currencies and, ultimately, the trade creating effect of a 
common currency. Although traditional trade theory has much to offer in explaining parts of this puzzle, 
other parts still remain unsolved. In spite of consensus regarding the fact that trade between two countries that use 
the same currency is cheaper than trade between countries using their own monies, the question that is still debated 
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We can all concur that, nowadays, in many countries, there are no longer market actors restricted to using solely 
the national currency, despite governmental efforts to preserve the exclusivity of their own currencies. Cohen(2003) 
this struggle is, according 
 
Moreover, in the opinion of many economists, the only solution is monetary union, a strategy of currency alliance 
more appealing jo
Furstenberg (2000) is even more forthright asserting that c  
a much debated topic especially since, despite potential advantages, the number of monetary unions remains generally 
small. But are the existing currency unions advantageous, and, in particular, do they boost trade? More generally, is 
it worth joining a currency union? This paper seeks to highlight the effect such currency unions have on world trade.  
The effect of a common currency on trade (henceforth the Rose effect)  is an important issue and is considered a 
One Money, 
One Market: Estima . Rose (2000) used a large cross-country panel 
data set of 33,903 bilateral trade observations for 186 countries to estimate a naive gravity equation. His innovative 
touch refers to the inclusion of a dummy for 
the same currency trade almost three times more than comparable countries with their own currencies.  Obtaining 
significant positive estimates of the Rose effect can be extremely useful for many countries that still are undecided in 
terms of joining or not some sort of currency unions such as Denmark, Sweden and the UK which are considering 
se effect exists, if it is 
strong and statistically significant, trade policies should aim to gradually remove these existent non-tariff barriers to 
trade by either forming more currency unions, or by enlarging the existing ones.This article reviews the evidence on 
the trade links of currency union throughout 1980-2010 and its main aim is to separate out the effects of currency 
unions on bilateral trade from all other factors that influence trade between two countries. 
Furthermore, the euro is indisputable 
nations accounted for 20% of world output, 30% of world trade and 300 million people started using the same 
currency, the importance of European nations has been gradually increasing.  
tripling estimate was just far too large to be believed, his results being received with much scepticism. Moreover, 
 
Therefore, another important aim of this paper is to achieve statistically reliable estimates for the trade-creating 
effect of a currency union. 
2. The roots: a literature review 
-fold.  
First of all, it seeks to redress the existent literature imbalance since there has been much work on macroeconomic 
costs of the currency unions, but little on the microeconomic benefits of the common currency areas. One of the few 
undisputed gains from monetary unions, in general, and from European Monetary Union, in particular, refers to the 
boost in trade generated by a common currency. Actually, it is well known that one of the primary motivations behind 
EMU project is the reduction of the transaction costs of trade within a certain group of countries that use a single 
currency (European Commission, 1990). Taking this into account, it is safe to state that trade between two countries 
that use the same currency is cheaper than trade between countries using their own monies. However, the question 
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On one hand, even EMU-sceptics such as Feldstein(1997) agree that common currencies reduce transaction costs 
of trade within that particular group of countries, but they also believe that Euro has only a small impact in the increase 
of intra-EU trade. 
Europhiles, on the other hand, thought that sharing a common currency could have a larger effect on trade than 
even a complete reduction in exchange rate volatility. Here lies the second objective of this paper, as Rose(2000) tries 
to find a solution for this argument by estimating the separate effects of exchange rate volatility and common 
currencies on trade. 
Even though many empirical studies have been done on the effect of exchange rate volatility on international trade, 
there is a long and infamous tradition of ambiguous, weak and negative results.  
If economists have come to this conclusion by either observing that the effect of exchange rate volatility on 
international trade is usually estimated to be small or assuming that currency union was the same as the radical 
elimination of exchange rate volatility, Rose(2000) went a step further asking himself what happens if the currency 
union is not the same as the absence of exchange rate volatility and what may be the repercussions if the effect of 
currency union on trade is large(if the Rose effect exists and is large).  
Rose(2000) exploited a panel of cross-country data covering bilateral trade between 186 countries at five-year 
touch to this conventional gravity refers solely to the inclusion of a dummy for common currency status. The trade 
data was drawn from the World Trade Data Bank, which contains data for a large number of country-pairs, though 
with many missing observations. Moreover, in this data set, only a small number of the observations are currency 
unions. Further, countries in currency unions tend to be either small or poor. 
His cross-section regression was: 
 
  ln(RVod)=a0+ 1ln(RYoRYd)+ 2ln(Distanceod)+ 3(CUod)+controls  (1) 
 
where RVod is the real value of bilateral trade, the RYs are real GDPs of the origin and destination countries, and 
CU is a dummy which is 1 when the destination and the origin country share the same currency. The coefficient of 
interest to Rose(2000) was, obviously,
In his favourite regression 3=1.21 which implies trade between common-currency pairs was e1.21 = 3.35 times 
larger than country pairs using different monies.  
To sum up the two main claims of Rose (2000), he found a large positive effect of a common currency on 
international trade, and a small negative effect of exchange rate volatility on trade.  
reduce the size of the impact. As a result, there have been a number of different types of critique to Rose(2000): 
econometric critiques; about 1% of the sample involves pairs of countries in currency unions; Tenreyro(2001) argues 
that sampling the data every fifth year is dangerous, since trade between members of currency unions may not be large 
enough to be consistently positive; omitted variables (biases stemming from omitted variables that are pro-trade and 
correlated with the CU dummy); reverse causality (big bilateral trade flows cause a common currency rather than vice 
versa). 
In his own revisions, Rose did a series of robustness checks that he claimed to reject each of these critiques, leaving 
his main result essentially unaltered.  Indeed, most of these critiques rely on obv
almost all turned on the fact that most of the pre-Euro common currency pairs involved nations that were very small, 
very poor and open in comparison to the more developed, larger, Western European countries. Moreover, Rose(2000) 
does not have data for all these small nations. 
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3. Our own Roses 
The full updated dataset consists of 91,214 bilateral trade observations spanning ten different years (1980, 1985, 
1990, 1995, 2000, 2005, 2006, 2007, 2008 and 2010) as well as the entire data set of 236,810 bilateral trade 
observations for the pooled regression.  
The trade data has been collected using two main sources: the International Monetary Fund, Direction of Trade 
Statistics, which contains data for a large number of country  pairs (182) and the World Trade Bank which in 2005 
covered 82% of world trade flows. Unfortunately, the data on imports for 1980  1999 was not provided so we could 
not calculate the bilateral trade flow just as Rose (2000) defined it (the average of the two-way trade flow, that is, the 
average of exports and imports). Instead, we used the log of total exports. This constitutes into a big problem since it 
does not eliminate the VAT fraud effect, but it eliminates another potential problem referred to as 
 
The data on GDP, GDP per capita and exchange rates was drawn exclusively from  International Monetary Fund, 
World Economic Outlook, Country Data which contains data for 179 countries, though with many missing 
observations. Therefore, I lack GDP data for certain countries, just as in Rose (2000). Please note that the definition 
a 1:1 par for an extended period of time so that there is no need to convert prices when trading, we say that these two 
European Union countries that adopted the Euro since 1999  and Greece who joined Euro Zone in 2001) in the currency 
union dummy, 175 extra CU country-pairs were added to the model for 2000 and 2005 only.  For 2010 there are 55 
extra CU dummy country pairs bringing the total number of CU pairs to 560 (the number includes all 330 observations 
where two countries trade and use the same currency collected from Rose (2000) and the extra CU pairs from including 
the Euro Zone). Even so, the CU country pair dummy accounts for only around 0.92% of the sample. 
We used an 
in the sense that the standard gravity model only includes the natural logarithms of income and distance variables. In 
order to account for as many other factors as possible, our equation adds a host of extra conditioning variables together 
with all the important monetary variables: 
 
 ln(TEijt)= 0 + 1lnPrGDPijt + 2lnPrGDPPCijt + 3CUt + 4FTAt + 5border + 6lndistance 
+ 7com_lang + 8com_col + 9colonial + 10landlocked + 11oneisland + 12twoisland + 13exrate_volt 
+ 14yeardummies  (2) 
 
Where i and j denotes exporting and importing countries respectively, t denotes time and the variables are defined 
as follows: 
 
 TEijt denotes nominal exports from country i to country j measured in million US dollars deflated by US 
consumer price index (main sources for export flows: World Bank and International Monetary Fund, Direction of 
Trade Statistics; main sources for CPI: International Financial Statistics, IMF); 
 PrGDPijt denotes the product of the real GDP of country i and country j in constant 2000 million US dollars 
(main source: IMF); 
 PrGDPPCijt denotes the product of the real GDP per capita of country i and country j in constant US dollars( 
main source: IMF); 
 CUt denotes a binary variable equal to 1 if country i and country j use the same currency (main sources: 1980-
1990 Rose(2000) 1991-2010 own research, mainly using IMF); 
 FTAt denotes a binary variable equal to 1 if country I and country j have a bilateral free trade agreement(main 
source: World Trade Organization); 
 border denotes a binary variable which equals 1 if country i and country j share a land border( own research, 
mainly using Google maps); 
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 distance denotes the distance measured in kilometers between country i and country j (main source: World 
Bank); 
 com_lang denotes a binary variable which equals 1 if country i and country j have a common official language 
(main source: World Bank); 
 com_col denotes a binary variable which equals 1 if country i and country j were colonies after 1945 with the 
same colonizer (main source: Glick and Rose(2002)); 
 colonial denotes a binary variable which equals 1 if country i colonized country j or vice versa (main source: 
Glick and Rose(2002)); 
 oneisland denotes a binary variable which equals 1 if any of the country i or country j are islands and 0 otherwise 
( own research); 
 twoisland denotes a binary variable which equals 1 if both countries in a pair are islands and 0 otherwise (own 
research); 
 landlocked denotes a variable which equals 2 if both countries are landlocked, 1 if any of the country i or 
country j are landlocked and 0 if none of them are landlocked (own research); 
 exrate_vol denotes the exchange rate volatility between country i and country j measured as the standard 
deviation of the first differences of the natural log of the bilateral exchange rate in the five years preceding year t, 
as defined in Rose (2000); (main source: International Financial Statistics, IMF). 
 
In other words, we carried out the same estimation as Rose (2000) and Rose and Glick (2002) but with major 
modifications, updates and improvements in the data. First of all, instead of using two dummy variables for countries 
that are landlocked as Rose(2000) did, we used a variable that equalled the number of landlocked countries in the 
country pair. Second of all, we have improved two main variables used in the OLS regressions: the free trade area 
dummy by using World Trade Organisation as the only source for the whole period and the Currency Union variable 
by including the Economic and Monetary Union starting with 1999.  
F
observations. Actually, what we are doing is using two observations for each country - pair. This allows for direction-
specific variables if one believes that asymmetry persists within the Rose effect estimates. Moreover, it avoids the 
averaging problem found and criticized in Rose (2000). Flam and Nordstrom (2003) is probably the best paper 
covering this topic so far, using a data set that has far fewer data issues than those used in previous literature, namely 
they used, just like we did, bilateral exports rather than an average of bilateral exports and imports. The use of 
direction-specific bilateral trade flows  measured by exports reported by the exporting nation  is what the basic 
gravity theory suggests should be used. Moreover, this method allows us to look at an issue that concerns all the non 
Euro Zone nations, whether the euro puts their exporters at a disadvantage in Euro-land. 
Additionally, one can argue that this method is more efficient since there are good theoretical reasons to suspect 
asymmetry in the estimates of the Rose effect, as Baldwin (2006) points out.  
Finally, the advantage of the directional trade flows, used in our paper, is that there will be two observations for 
every single country out of all 182 included in our data set: one that controls for the exports from a particular nation 
and a second one that controls for the imports of the same nation.  
The coefficient of interest to us is, obviously, 3 which is the effect of a currency union on trade flows or the Rose 
effect. Of lesser interest to us is 13 which measures the response of nominal exports to bilateral nominal exchange 
rate volatility.  
Tables 1 and 2 include the OLS estimates of the gravity equation. In Table 1 there are ten columns comprising the 
coefficient estimates of some separate regressions for ten years of the sample, whereas the pooled regression with year 
controls is presented in the first column of Table 2. Few of the effects vary over time, so pooling the data simply 
improves the precision of the coefficient estimates. Moreover, in contrast to cross-sectional gravity regressions that 
measure the short-run Rose effect, there is another advantage to the pooled regression since it actually measures the 
long-run Rose effect.  Table 2 is also useful for a double comparison: the Rose effect before and after the inclusion of 
Euro Zone and the influence of the currency unions throughout different time intervals. 
According to Table 1 and Table 2, our results prior to the year 2000 are relatively similar in both magnitude and 
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year 2000, especially throughout the period 2005 - 2010 when the Euro Zone is added to the model along with 230
extra currency union pairs.
As Table 1
literature.
To start with, the coefficients on GDP and GDP per capita show once again that larger and richer countries tend to
trade more, caeteris paribus; the coefficients on distance show that countries who are far away tend to trade less,
caeteris paribus, whereas the countries who share a common border tend to trade more. These coefficients are both
sharing the same language or a bilateral free trade agreement are intuitively reasonable, in concordance with existing
estimates and statistically significant. Additionally, ex-colonies and their colonizers as well as countries with the same
colonizer tend to have intense trade, consistent with previous literature.
Note also that the equations fit the data relatively well: R2 of the regressions shows that a good proportion (around
63%) of the variation in the bilateral trade flows is determined by the explanatory variables. Finally, when running
the Breusch-Pagan test, the null hypothesis of constant variance is rejected, so we use robust standard errors.
For the pooled regression, as shown in Table 2, second column, the coefficient on the currency union dummy is
0.674 and highly significant. This estimate implies that trade between countries with the same currency is higher by a
factor of e0.674 1.96 relative to countries using different currencies, caeteris paribus. In other words, currency unions
almost double trade for the 1980-2010 period. 
Surprisingly, our point estimates for every year after 1999, when the Economic and Monetary Union was included 
into the currency union dummy, imply that the Rose effect is diminishing in both significance and magnitude
(withering roses). Moreover, for 2010 The Rose effect is not even statistically significant. 
If we take into account that these years have an additional 230 currency union country - pairs from the Euro Zone,
one could reasonably conclude that the Rose effect is shrinking when 16 European countries from the Euro Zone 
This raises another important question: Do the above results suggest that the currency unions only influence the
bilateral trade flows between small and poor countries? Not necessarily. There may be many different reasons behind
these results, one of which leads us to a very important distinction in this literature: long run Rose effect versus short 
run Rose effect. As Jeffrey Frankel points out
Rose (2000) have used the same monies for several years and perhaps the estimates from Rose (2000) just as ours
prior to 1999, are estimates of the long-run Rose effect, thus highly significant. 
Therefore, it may be too soon to analyze the effects of a new emerging currency union on trade and it may very
well be the case that, in order for a currency union to exercise its full influence on international bilateral trade flows,
it might need much longer time (Glick and Rose (2002) as well as Jeffrey Frankel (2008) argue that it can take up to
thirty years for the full potential of a currency union to be seen at its real magnitude).
Nonetheless, we cannot deny that there are good reasons not to believe the tripling Rose effect in both Rose (2000)
and in our regressions prior to 1999.
Remember that the percentage of currency union pairs in our sample is very low prior to 1999, accounting for only
330 observations where two countries trade and use the same currency. Also, for the same period, most of the countries
involved are small, poor or both, unlike most of the EMU-16. These constitutes into a big problem since it might bias 
the results, and hence, we should not take the exact point estimates too literally, as Rose (2000) also points out in his
own data set. The percentage of CU pairs is slightly increasing post 1999 but, on the whole, it is still less than 1% of 
the entire sample.
Further on, our estimates prior to 1999 imply that joining a currency union generates more trade than being in a
free trade area, caeteris paribus, whereas throughout 2005-2010 they diminish gradually having roughly the same 
magnitude as the estimates on currency union. As a result, for the pooled 1980-2010 regression, the coefficient on
free trade agreement dummy is higher than that counting the currency union effect on international trade.
Starting from the estimate of the coefficient on exchange rate volatility which is -0.013 for the pooled 1980-2010
regression, the mean of exchange rate volatility of 5.8% with a standard deviation of 7.8%, one can calculate that 
hypothetically reducing exchange rate volatility by one standard deviation around its mean from 7.8 % to 0 % would
increase the log of bilateral trade by (-0.013) (-7.8) 0.101 that is, around 11%:  
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 (e0.101-1) 10.63%  (3) 
 
Therefore, the currency union effects on trade relative to reducing bilateral exchange rate volatility by one standard 
deviation to zero are higher by a factor of around 9: 
 
 96.2%/10.63% 9.05  (4) 
Table 1: OLS regressions using the updated sample, 
Source: aut  
 
 
Table 2  Pooled OLS regressions for different time intervals 
Variables 1980 1985 1990 1995 2000 2005 2006 2007 2008 2010 
GDP 
0.849*** 0.865*** 0.899*** 0.958*** 0.947*** 0.989*** 0.990*** 0.992*** 1.002*** 0.958*** 
(0.017) (0.015) (0.012) (0.010) (0.009) (0.010) (0.010) (0.010) (0.009) (0.009) 
GDP/capita 
0.195*** 0.168*** 0.149*** 0.075*** 0.059*** 0.054*** 0.066*** 0.069*** 0.051*** 0.122*** 
(0.023) (0.020) (0.017) (0.014) (0.012) (0.013) (0.013) (0.013) (0.013) (0.013) 
CU 
2.095*** 2.428*** 1.872*** 1.469*** 0.244*** 0.368** 0.394** 0.381** 0.365** 0.227 
(0.384) (0.608) (0.350) (0.244) (0.129) (0.157) (0.165) (0.168) (0.168) (0.150) 
FTA 
0.593** 1.275*** 1.369*** 1.105*** 0.822*** 0.369*** 0.386*** 0.364*** 0.381*** 0.545*** 
(0.378) (0.215) (0.152) (0.116) (0.076) (0.100) (0.104) (0.106) (0.145) (0.080) 
Exrate_vol 
-0.923 -0.084 -0.669** -0.259 0.0002*** 0.00006 0.002* -0.003 -0.002 0.000 
(0.392) (0.606) (0.318) (0.165) (0.000) (0.002) (0.001) (0.003) (0.001) (0.000) 
Rose effect 
(%) 712.54% 1033.62% 550.13% 334.48% 41.80% 44.50% 48.30% 46.40% 44.00% 25.50% 
No. of 
Observations 3,908 4,645 6,061 9,534 11,756 11,213 11,266 11,344 11,280 11,287 
No. of CU=1 
observations 1.22% 0.99% 0.89% 1.04% 1.60% 1.47% 1.47% 1.48% 1.49% 1.54% 
 
 
0.61 0.61 0.62 0.63 0.63 0.63 0.63 0.63 0.63 0.68 
RMSE 2.22 2.16 2.18 2.16 2.16 2.24 2.28 2.27 2.27 2.09 
* significant at 10% 
** significant at 5% 
***significant at 1% 
Notes: Robust standard errors in parentheses. 
2R
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Variables <1999 1980-2010 1980, 1985, 1990, 
1995, 2000, 2005, 
2008, 2010 
1996, 1998, 2000, 
2002, 2004, 2006, 
2008, 2010 
>1999 
GDP 0.917*** 0.939*** 0.949*** 0.965*** 0.968*** 
(0.003) (0.002) (0.004) (0.004) (0.003) 
GDP/capita 0.117*** 0.097*** 0.085*** 0.075*** 0.072*** 
(0.004) (0.003) (0.006) (0.005) (0.004) 
CU 1.605*** 0.674*** 0.650*** 0.433*** 0.332*** 
(0.083) (0.043) (0.080) (0.078) (0.063) 
FTA 0.243*** 0.839*** 0.682*** 0.667*** 0.611*** 
(0.035) (0.022) (0.045) (0.040) (0.034) 
Exrate_vol -0.01*** -0.013*** -0.014*** -0.007*** -0.005*** 
(0.001) (0.001) (0.001) (0.001) (0.001) 
Percentage Rose 
effect 
397.80% 96.20% 91.60% 54.20% 39.40% 
Number of 
Observations 
124,136 236,810 58,397 76,725 101,804 
Number of CU=1 
observations (% ) 
0.51% 0.92% 1.38% 1.34% 1.38% 
 
 
0.62 0.74 0.77 0.76 0.78 
RMSE 2.18 2.19 2.21 2.19 2.2 
* significant at 10% 
** significant at 5% 
***significant at 1% 
Note: Robust standard errors in parentheses 
  
4. Concluding remarks 
To summarise, the chief findings are an intuitive significant negative effect of exchange rate volatility, a large 
positive effect of a common currency on trade with plausible estimates after 2000 and a novel finding that currency 
union effect on trade diminishes in magnitude throughout the 2005-2010 period when including EMU16 which is a 
 effect of 
reducing exchange rate volatility to zero. 
Andrew Rose has introduced, through his papers, a tradition of jocular writing into this literature and Volker 
why, throughout this article, we strive to follow this tradition and we cannot help but invite you to envision the effect 
of common currencies on trade for the 2005-2010 period as withering roses rather than blooming ones. As for the 
underlying explanation for these results, there are three possible scenarios open for debate: firstly, Euro Zone 
constitutes into the indispensable water required for the roses to bloom (in which case we have to wait for the long 
run Rose effect to see the full magnitude of trade creating effect of the euro). Secondly, Euro zone represents fertilizer 
2R
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used to artificially bloom the roses in the short run (in which case we have already seen the maximum potential of 
trade creating effect of the euro) and, thirdly, we could be dealing with rootless roses to begin with, in which case we 
can keep them in water all we want but they will ultimately wither and die. 
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