Abstract-In this work, we show that using the eigen-decomposition of the adjacency matrix, we can consistently estimate latent positions for random dot product graphs provided the latent positions are i.i.d. from some distribution. If class labels are observed for a number of vertices tending to infinity, then we show that the remaining vertices can be classified with error converging to Bayes optimal using the k-nearest-neighbors classification rule. We evaluate the proposed methods on simulated data and a graph derived from Wikipedia.
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INTRODUCTION
T HIS paper is concerned with the semi-supervised setting where a graph, consisting of vertices and edges between vertices, is observed along with class labels for a subset of the graph's vertices. The goal is to build a classifier, using the vertices with known class labels as the training data, to predict the class labels for the remaining vertices. This setting arises in a variety of areas. In social network analysis, we might know of some interesting and uninteresting people and wish to classify the remaining individuals based on their friendships with others. In brain network analysis, we may know the categories for a certain set of neurons and wish to determine the categories for the remaining neurons based on their connectivity patterns. In the analysis of the Internet, we may wish to use the hyper-link graph to classify web pages into categories based on training data.
In this paper, we consider the setting where the graph is distributed according the random dot product graph model [21] , [27] , an example of a latent space model for random graphs [13] . Latent space models offer a framework in which a graph structure can be parameterized by latent vectors associated with each vertex. Generally, one posits that the adjacency of two vertices is determined by a Bernoulli trial with parameter depending only on the latent positions associated with each vertex; consequently, edges are independent conditioned on the latent positions of the vertices. The value of the latent space approach is that the complexities of the graph structure can be characterized using well-known techniques for vector spaces.
In the case that the latent positions are i.i.d. from some distribution, then the latent space approach is closely related to the theory of exchangeable random graphs [17] . Aldous [2] and Hoover [15] showed that all exchangeable random graphs can be realized by associating each vertex i 2 ½n with a latent i.i.d. uniform ½0; 1 random variable X i . Conditioned on the fX i g, the adjacency of vertices i and j is determined by a Bernoulli trial with parameter gðX i ; X j Þ, where g is a (symmetric) link function, g : ½0; 1 2 7 ! ½0; 1. Bickel and Chen [3] provide a concise overview of the details of this framework, and Bickel et al. [4] consider estimation for general exchangeable random graphs using the method of moments.
Taking a more constrained approach, an important example of a latent space model is the stochastic blockmodel [14] . In this model, each latent position can take one of only finitely many distinct values, and two vertices with the same latent position are said to be members of the same block. The block membership of each vertex determines the probabilities of adjacency. Vertices in the same block are said to be stochastically equivalent. This model has been studied extensively, with many efforts focused on unsupervised estimation of vertex block membership. Snijders and Nowicki [24] demonstrated the consistency of an algorithm to estimate block membership in the two block setting. Bickel and Chen [3] showed consistency of a likelihood modularity technique for general stochastic blockmodels in a sparse regime, while Choi et al. [5] demonstrated that maximum likelihood methods are consistent in the case of a growing number of blocks. The value of the stochastic blockmodel is its strong notions of communities and parsimonious structure; however, the assumption of stochastic equivalence may be too strong for many scenarios.
Many latent space approaches seek to generalize the stochastic blockmodel to allow for variation within blocks. For example, the mixed membership model of Airoldi et al. [1] posits that a vertex could have partial membership in multiple blocks. In [12] , latent vectors are presumed to be drawn from a mixture of multivariate normal distributions with the adjacency probabilities depending only on the distance between the latent vectors. For the random dot product model considered here, the probability of adjacency between two vertices is given by the dot product of their latent positions, as described in detail in Section 2. In latent space models, the latent vectors determine the distribution of the random graph; hence, accurate estimates of the latent positions will often lead to accurate subsequent inference.
In this approach, given a latent space model for a graph, we first estimate the latent positions and then use the estimated latent positions to perform subsequent analysis. In this work, we show that under the random dot product graph model, the latent positions can be estimated consistently as the number of vertices in the graph tends to infinity using an eigen-decomposition of the adjacency matrix (see Theorem 4.1). This approach is similar to those in [23] , [26] , where it is shown that an eigen-decomposition of the normalized Laplacian and the adjacency matrix, respectively, leads to consistent block membership estimation in the stochastic blockmodel. Indeed, the use of spectral methods in graph theory has a long history [7] ; specifically, the work of Fiedler [10] demonstrated the importance of the eigenvector corresponding to the second smallest eigenvalue of the graph Laplacian for the min-cut problem. McSherry [20] also considered clustering vertices using an eigen-decomposition of the adjacency matrix.
As discussed above, most previous work in this area considers the unsupervised setting where no class labels are known and the goal is to cluster the vertices. In this work, we consider the vertex classification task in the semi-supervised setting where some vertices have known class labels. Once the latent positions have been estimated, we show that using a k-nearest-neighbor classifier trained on the estimated latent positions yields a universally consistent classifier, i.e., a classifier with error rate that converges to the best possible (Bayes optimal) error rate as the number of vertices with known class labels tends to infinity, regardless of the distribution of the latent positions (see Section 2 and [9] ).
The remainder of the paper is structured as follows: Section 2 provides additional background on classical pattern recognition, latent space models, and the random dot product graph. In Section 3, we introduce the basic framework for random dot product graphs and our proposed latent position estimator. In Section 4, we argue that the estimator is consistent, and in Section 5, we show that the k-nearest-neighbors algorithm yields consistent vertex classification. In Section 6, we consider some immediate ways the results presented herein can be extended and discuss some possible implications. Finally, Section 7 provides illustrative examples of applications of this work through simulations and a graph derived from Wikipedia articles and hyper-links.
BACKGROUND
The classical statistical pattern recognition setting involves where the X i : 7 ! IR d are observed feature vectors and the Y i : 7 ! f0; 1g are observed class labels for some probability space . If the joint distribution F X;Y is known, then it is well known that the Bayes classifier given by h Ã ðxÞ ¼ argmax y2f0;1g IP½Y ¼ yjX ¼ x has optimal performance in the sense of minimum probability of error. This probability of error, which we denote L Ã ¼ IP½h Ã ðXÞ 6 ¼ Y , is called the Bayes optimal probability of error.
Given a training set, D ¼ fðX i ; Y i Þg n i¼1 , the goal is to learn a classifier hðÁ; DÞ : IR d ! f0; 1g such that the probability of error IP½hðX; DÞ 6 ¼ Y jD converges in probability to Bayes optimal as n ! 1 for all distributions F X;Y -this is known as universal consistency [9] . Here we consider the case wherein the feature vectors X; X 1 ; . . . ; X n are unobserved, and we observe instead a latent position graph GðX; X 1 ; . . . ; X n Þ on n þ 1 vertices. In Section 5, we show that a universally consistent classification rule (specifically, knearest neighbors) remains universally consistent for this extension of the pattern recognition setup to the random dot product graph model.
The adjacency matrix for a random graph is the symmetric hollow random matrix A : 7 ! f0; 1g nÂn such that A ij ¼ 1 if and only if the vertices i and j are adjacent.
In the latent space approach, one posits that each vertex i 2 ½n is associated with a latent position X i . We assume that the latent positions X 1 ; . . . ; X n $ i:i:d: F for some dis-
there is a link function g : X Â X 7 ! ½0; 1 such that conditioned on the fX i g, the upper triangular entries of A are independent with A ij $ BernðgðX i ; X j ÞÞ. Altogether we have that
iid F ; and
Note that since the distribution of the latent vectors and the link function do not depend on n, we are considering only the dense regime in the sense that the number of edges is IP ðn 2 Þ. For random dot product graphs, the link function is given by the dot product, gðx; yÞ ¼ hx; yi and the space X is restricted so that the dot products are guaranteed to be in ½0; 1 (see Section 3). Note that the latent space approach replaces the latent uniform random variables of the exchangeable graph theory with random variables in a more general space X . On one hand, these random graphs still have exchangeable vertices and so could be represented in the i.i.d. uniform framework. On the other hand, d-dimensional latent vectors allow for additional structure and advance interpretation of the latent positions.
In fact, the following result provides a characterization of finite-dimensional exchangeable graphs as random dot product graphs. First, we say a link function g is rank d < 1 and positive semidefinite if g can be written as gðx; yÞ ¼ P d i¼1 i ðxÞ i ðyÞ for some linearly independent functions j : ½0; 1 7 ! ½À1; 1. Using this definition and the inverse probability transform, one can easily show the following: Put in another way, random dot products graphs are exactly the finite-dimensional exchangeable random graphs with positive semidefinite link function, and hence, they represent a key area for exploration when studying exchangeable random graphs.
In Section 4, we show that if we observe a graph from the random dot product graph model, then we can consistently estimate the original latent positions up to a nonidentifiable orthogonal transformation. Our work relies on techniques developed in [23] and [26] to estimate latent vectors. In particular, Rohe et al. [23] prove that the eigenvectors of the normalized Laplacian can be orthogonally transformed to closely approximate the eigenvectors of the population Laplacian. Their results do not use a specific model but rather rely on assumptions for the Laplacian. Sussman et al. [26] show that for the directed stochastic blockmodel, the eigenvectors/singular vectors of the adjacency matrix can be orthogonally transformed to approximate the eigenvectors/ singular vectors of the population adjacency matrix. Fishkind et al. [11] extend these results to the case when the number of blocks in the stochastic blockmodel are unknown. Marchette et al. [19] also use techniques closely related to those presented here to investigate the semi-supervised vertex nomination task.
Finally, another line of work is exemplified by Oliveira [22] . This work shows that, under the independent edge assumption, the adjacency matrix and the normalized Laplacian concentrate around the respective population matrices in the sense of the induced L 2 norm. This work uses techniques from random matrix theory. Other work, such as Chung et al. [6] , investigates the spectra of the adjacency and Laplacian matrices for random graphs under a different type of random graph model.
FRAMEWORK
Let M n ðAÞ and M nm ðAÞ denote the set of n Â n and n Â m matrices with values in A for some set A. Additionally, for M 2 M n ðIRÞ, let i ðMÞ denote the eigenvalue of M with the ith largest magnitude. All vectors are column vectors.
Let X be a subset of the unit ball Bð0; 1Þ & IR d such that hx 1 ; x 2 i 2 ½0; 1, for all x 1 ; x 2 2 X, where hÁ; Ái denotes the standard euclidean inner product. Let F be a probability measure on X and let X; X 1 ; X 2 ; . . . ; X n $ i:i:d: F . Define X :¼
We assume that the (second moment) matrix
In particular, we suppose there exists > 0 such that
Remark 3.1. The distinct eigenvalue assumption is not critical to the results that follow but is assumed for ease of presentation. The theorems hold in the general case with minor changes.
Additionally, we assume that the dimension d of the latent positions is known.
Let A be a random symmetric hollow matrix such that the entries fA ij g i<j are independent Bernoulli random variables with IP½A ij ¼ 1 ¼ P ij for all i; j 2 ½n, i < j. We will refer to A as the adjacency matrix that corresponds to a graph with vertex set f1; . . . ; ng. Let e U A e S A e U > A be the eigendecomposition of jAj, where jAj ¼ ðAA > Þ 1=2 with e S A having positive decreasing diagonal entries. Let U A 2 M n;d ðIRÞ be given by the first d columns of e U A 2 M n ðIRÞ, and let S A 2 M d ðIRÞ be given by the first d rows and columns of e S A 2 M n ðIRÞ. Let U P and S P be defined similarly.
ESTIMATION OF LATENT POSITIONS
The key result of this section is the following theorem which shows that, using the eigen-decomposition of jAj, we can accurately estimate the true latent positions up to an orthogonal transformation.
Theorem 4.1. Suppose A and X are as in Section 3. Suppose is as in (2) . With probability greater than 1 À 2ðd 2 þ1Þ n 2
, there exists an orthogonal matrix W 2 M d ðIRÞ such that
Let W be as above and define b
A W with row i denoted by b X i . Then, for each i 2 ½n and all < 1,
We now proceed to prove this result. First, the following result, proven in [26] , provides a useful Frobenius bound for the difference between A 2 and P 2 .
Proposition 4.2 [26] . For A and P as above, it holds with probability greater than 1 À 2 n 2 that
The proof of this proposition is omitted and uses the same Hoeffding bound as is used to prove (8) below. (2) and n sufficiently large, we have
Note each entry of X > X is the sum of n independent random variables each in ½À1; 1: X > X ij ¼ P n l¼1 X li X lj . This means we can apply Hoeffding's inequality to each entry of X > X À nIE½XX > to obtain
Using a union bound we have that IP½kX
ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n log n p 2d 2 n 2 . Using Weyl's inequality [16] , we have the result. Equation (7) follows from (6) provided
which is the case for n large enough.
t u
This next lemma shows that we can bound the difference between the eigenvectors of A and P, while our main results are for scaled versions of the eigenvectors.
Lemma 4.4. With probability greater than 1 À 2d 2 þ1 n 2 , there exists a choice for the signs of the columns of U A such that for each i d,
Proof. This is a result of applying the Davis-Kahan Theorem [8] ; see also [23] 
We now have the ingredients to prove our main theorem.
Proof of Theorem 4.1. The following argument assumes that (9) and (7) hold, which occurs with probability greater than 1 À 2ðd 2 þ1Þ n 2
. By the triangle inequality, we have 
We have established that with probability greater than 1 À 2d 2 þ1
We now will show that an orthogonal transformation will give us the same bound in terms of X. 
because the worst case bound is kX À b Xk 2 2n with probability 1. We also have that
and because the k b X i À X i k are identically distributed, the left-hand side is simply n 1À IP½k b
CONSISTENT VERTEX CLASSIFICATION
So far we have shown that using the eigen-decomposition of jAj, we can consistently estimate all latent positions simultaneously (up to an orthogonal transformation). One could imagine that this will lead to accurate inference for various exploitation tasks of interest. For example, Sussman et al. [26] explored the use of this embedding for unsupervised clustering of vertices in the simpler stochastic blockmodel setting. In this section, we will explore the implications of consistent latent position estimation in the supervised classification setting. In particular, we will prove that universally consistent classification using k-nearestneighbors remains valid when we select the neighbors using the estimated vectors rather than the true but unknown latent positions. First, let us expand our framework. Let X & IR d be as in Section 3, and let F X;Y be a distribution on X Â f0; 1g. Let ðX 1 ; Y 1 Þ; ðX 2 ; Y 2 Þ; . . . ; ðX n ; Y n Þ; ðX nþ1 ; Y nþ1 Þ $ i:i:d: F X;Y , and let P 2 M nþ1 ð½0; 1Þ and A 2 M nþ1 ðf0; 1gÞ be as in Section 3. Here, the Y i s are the class labels for the vertices in the graph corresponding to the adjacency matrix A. We suppose that we observe only A, the adjacency matrix, and Y 1 ; . . . ; Y n , the class labels for all but the last vertex. Our goal is to accurately classify this last vertex, so for notational convenience define X :¼ X nþ1 and Y : ¼ Y nþ1 . Let the rows of U A S The k-nearest-neighbor rule is then given by h n ðxÞ ¼ IIf P P n i¼1 W ni ðXÞY i > 1 2 g. It is a well-known theorem of Stone [25] that had we observed the original fX i g, the k-nearest neighbor rule using the euclidean distance from fX i g to X is universally consistent provided k ! 1 and k=n ! 0. This means that for any distribution F X;Y ,
as n ! 1, where e h n is the standard k-nearest-neighbor rule trained on the fðX i ; Y i Þg and h Ã is the (optimal) Bayes rule. This theorem relies on the following very general result, also of Stone [25] ; see also [9, Theorem 6.3].
Theorem 5.1 [25] . Assume that for any distribution of X, the weights W ni satisfy the following three conditions:
1. There exists a constant c such that for every nonnegative measurable function f satisfying IE½fðXÞ < 1,
2. For all a > 0,
Then h n ðxÞ ¼ IIf P i W ni ðxÞ > 1=2g is universally consistent. Remark 5.2. Recall that the f c X i g are defined in Theorem 4.1. Because the f b X i g are obtained via an orthogonal transformation of the f i g, the nearest neighbors of b X ¼ b X nþ1 are the same as those of . As a result of this and the relationship between X and b X, we work using the f b X i g, even though these cannot be known without some additional knowledge.
To prove that the k-nearest-neighbor rule for the f b X i g is universally consistent, we must show that the corresponding W ni satisfy these conditions. The methods to do this are adapted from the proof presented in [9] . We will outline the steps of the proof, but the details follow mutatis mutandis from the standard proof.
First, the following lemma is adapted from [9] by using a triangle inequality argument. 
EXTENSIONS
The results presented thus far are for the specific problem of determining one unobserved class label for a vertex in a random dot product graph. In fact, the techniques used can be extended to somewhat more general settings without significant additional work.
Classification
For example, the results in Section 5 are stated in the case that we have observed the class labels for all but one vertex. However, the universal consistency of the k-nearestneighbor classifier remains valid provided the number of vertices m with observed vertex class labels goes to infinity and k=m ! 0 as the number of vertices n ! 1. In other words, we may train the k-nearest neighbor on a smaller subset of the estimated latent vectors provided the size of that subset goes to 1.
On the other hand, if we fix the number of observed class labels m and the classification rule h m , and let the number of vertices tend to 1, then we can show the probability of incorrectly classifying a vertex will converge to L m ¼ IP½h m ðZÞ 6 ¼ Y . Additionally, our results also hold when the class labels Y can take more than two but still finitely many values.
In fact, the results in Section 5 and (4) from Theorem 4.1 rely only on the fact that the fX i g are i.i.d. and bounded, the fðX i ; b X i Þg are exchangeable, and kX À b Xk 2 F can be bounded with high probability by a Oðlog nÞ function. The random graph structure provided in our framework is of interest, but it is the total noise bounds that are crucial for the universal consistency claim to hold.
Latent Position Estimation
In Section 4, we state our results for the random dot product graph model. We can generalize our results immediately by replacing the dot product with a bilinear form, gðx;
This model has the interpretation that similarities in the first d 0 dimensions increase the probability of adjacency, while similarities in the last d 00 reduce the probability of adjacency. All the results remain valid under this model, and in fact, arguments in [22] can be used to show that the signature of the bilinear form can also be estimated consistently. We also recall that the assumption of distinct eigenvalues for IE½XX T can be removed with minor changes. Particularly, Lemma 4.4 applies to groups of eigenvalues, and subsequent results can be adapted without changing the order of the bounds.
This work focuses on undirected graphs and this assumption is used explicitly throughout Section 4. The extension to the directed graph setting is also of interest and may be possible, though currently our proofs rely heavily on the symmetry and hence we do not presently investigate this problem. We also note that we assume the graph has no loops so that A is hollow. This assumption can be dropped, and in fact, the impact of the diagonal is asymptotically negligible, provided each entry is bounded. Marchette et al. [19] suggest that augmenting the diagonal may improve latent position estimation for finite samples.
In [23] , the number of blocks in the stochastic blockmodel, which is related to d in our setting [26] , is allowed to grow with n; our work can also be extended to this setting. In this case and in the case of sparse graphs, it will be the interaction between the rate of growth of d and the rate that vanishes that controls the bounds in Theorem 4.1. Additionally, the consistency of k-nearest-neighbors when the dimension grows is less well understood and results such as Stone's Theorem 5.1 do not apply.
In addition to keeping d fixed, we also assume that d is known. Fishkind et al. [11] and Sussman et al. [26] suggest consistent methods to estimate the latent space dimension. The results in [22] can also be used to derive thresholds for eigenvalues to estimate d.
Finally, [11] and [19] also consider that the edges may be attributed; for example, if edges represent a communication, then the attributes could represent the topic of the communication. The attributed case can be thought of as a set of adjacency matrices, and we can embed each separately and concatenate the embeddings. Fishkind et al. [11] argue that this method works under the attributed stochastic blockmodel and similar arguments could likely be used to extend the current work.
Extension to the Laplacian
The eigen-decomposition of the graph Laplacian is also widely used for similar inference tasks. In this section, we argue informally that our results extend to the Laplacian. We will consider a slight modification of the standard normalized Laplacian as defined in [23] . This modification scales the Laplacian in [23] by n À 1 so that the first d eigenvalues of our matrix are OðnÞ rather then Oð1Þ for the standard normalized Laplacian.
Let 1 n P j6 ¼i X j Þ, and e Z i :¼ qðX i ; IEðXÞÞ. Because the pairwise dot products of the rows of D À1=2 X are the same as the entries of Q, the scaled eigenvectors of Q must be an orthogonal transformation of the fZ i g. Furthermore, note that for large n, Z i , and e Z i will be close with high probability because 1 n P j6 ¼i X j ! a:s IE½X and the function qðX j ; ÁÞ is smooth almost surely. Additionally, the f e Z i g are i.i.d. and qðÁ; IE½XÞ is one-to-one so that the Bayes optimal error rate is the same for the f e Z i g as for the
. If the further assumption that the minimum expected degree among all vertices is greater than ffiffi ffi 2 p n= ffiffiffiffiffiffiffiffiffiffi log n p holds, then the assumptions of Theorem 2.2 in [23] are satisfied.
Let b Z i denote the ith row of the matrix U L S L defined analogously in Section 3, and let e Z be the matrix with row i given by e Z > i . Using the results in [23] and similar tools to those we have used thus far, one can show that min W kU L S L W À e Zk 2 can be bounded with high probability by a function in Oðlog nÞ. As discussed above, this is sufficient for k-nearest-neighbors trained on fð b Z i ; Y i Þg to be universally consistent. In this paper, we do not investigate the comparative values of the eigen-decompositions for the Laplacian versus the adjacency matrix, but one factor may be the properties of the map q defined above as applied to different distributions on X .
EXPERIMENTS
In this section, we present empirical results for a graph derived from Wikipedia links as well as simulations for an example wherein the fX i g arise from a Dirichlet distribution.
Simulations
To demonstrate our results, we considered a problem where perfect classification is possible. Each X i : 7 ! IR 2 is distributed according to a Dirichlet distribution with parameter ¼ ½2; 2; 2 > where we keep just the first two coordinates. The class labels are determined by the X i with
For each n 2 f100; 200; . . . ; 2; 000g, we simulated 500 instances of the fX i g and sample the associated random graph. For each graph, we used our technique to embed each vertex in two dimensions. To facilitate comparisons, we used the matrix X to construct the matrix b X via transformation by the optimal orthogonal W. Fig. 1 illustrates our embedding for n ¼ 2;000 with each point corresponding to a row of b X with points colored according the class labels fY i g. To demonstrate our results from Section 4, Fig. 2 shows the average square error in the latent position estimation per vertex.
For each graph, we used leave-one-out cross validation to evaluate the error rate for k-nearest-neighbors for k ¼ 2b ffiffiffi n p =4c þ 1. We suppose that we observe all but 1 class label as in Section 5. Fig. 3 shows the classification error rates. The black line shows the classification error when classifying using b
X while the red line shows the classification error when classifying using X. Unsurprisingly, classifying using b X gives worse performance. However, we still see steady improvement as the number of vertices increases, as predicted by our universal consistency result. Indeed, this figure suggests that the rates of convergence may be similar for both X and b X.
Wikipedia Graph
For this data [18] , http://www.cis.jhu.edu/~parky/Data/ Wiki/, each vertex in the graph corresponds to a Wikipedia page, and the edges correspond to the presence of a hyperlink between two pages (in either direction). We consider this as an undirected graph. Every article within two hyperlinks of the article "Algebraic Geometry" was included as a vertex in the graph. This resulted in n ¼ To investigate the implications of the results presented thus far, we performed a pair of illustrative investigations. First, we used our technique on random induced subgraphs and used leave-one-out cross validation to estimate error rates for each subgraph. We used k ¼ 9 and d ¼ 10 and performed 100 Monte Carlo iterates of random induced subgraphs with n 2 f100; 200; . . . ; 1; 300g vertices. Fig. 4 shows the mean classification error estimates using leaveone-out cross validation on each randomly selected subgraph. Note, the chance error rate is 1 À 430=1;382 ¼ 0:689.
We also investigated the performance of our procedure for different choices of d, the embedding dimension, and k, the number of nearest neighbors. Because this data has five classes, we use the standard k-nearest-neighbor algorithm and break ties by choosing the first label as ordered above. Using leave-one-out cross validation, we calculated an estimated error rate for each d 2 f1; . . . ; 50g and k 2 f1; 5; 9; 13; 17g. The results are shown in Fig. 5 . This figure suggests that our technique will be robust to different choices of k and d within some range.
For comparison, we considered an alternative method to classify vertices. For this method, each vertex i 2 ½n is associated with a feature vector W i 2 IN 5 , where W ij ¼ #f' : A ik ¼ 1; Y ' ¼ jg. Leave-one-out cross validation estimates of classification error using k-nearest-neighbors on the W i with k 2 f1; 5; . . . ; 17g ranged from 0.39 to 0.43. Using normalized versions of the W i , leave-one-out error estimates ranged from 0.40 to 0.46. The similar . Error rate using leave-one-out cross validation for random induced subgraphs. Chance classification error is % 0:688, shown in blue. This illustrates the improvement vertex classification as the number of vertices and the number of observed class labels increases. Fig. 3 . Leave-one-out cross validation classification error estimates using k-nearest neighbors for the simulations described in Section 7.1. The black line show the classification error when classifying using b X, while the red line shows the error rates when classifying using X. Error bars show the standard deviation over the 500 Monte Carlo replicates. Chance classification error is 0.5; L Ã ¼ 0. This figure suggests the rates of convergence may be similar for both X and b X. performance estimates suggest that the classifiers may have similar properties and further investigation of this naive classifier may be of interest. Overall, the lowest estimated error rate was 0.35 using the embedding with k ¼ 9 and d ¼ 16, though a statistical comparison of the procedures was not considered.
CONCLUSION
Overall, we have shown that under the random dot product graph model, we can consistently estimate the latent positions provided they are independent and identically distributed. We have shown further that these estimated positions are also sufficient to consistently classify vertices. We have shown that this method works well in simulations and can be useful in practice for classifying documents based on their links to other documents. 
