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Abstract. A class of univalent functions which provides an interesting tran-
sition from starlike functions to convex functions is deﬁned by means of the
Ruscheweyh derivative. Some interesting suﬃcient conditions involving coeﬃ-
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1. Introduction, Deﬁnition and Preliminaries
Let A0 denote the class of functions f of the form,
f(z) = a0 + a1z +
∞∑
n=2
anz
n,(1.1)
which are analytic in the open unit disc U = {z : z ∈ C and |z| < 1}.
If f ∈ A0 is given by (1.1), together with the normalizations a0 = 0 and
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a1 = 1, then we say that f ∈ A.
If f ∈ A satisﬁes,

(
zf ′(z)
f(z)
)
> α (z ∈ U ; 0 ≤ α < 1)(1.2)
then f is said to be starlike of order α in U . We denote by S∗(α) the subclass
of A consisting of functions f which are starlike of order α in U . Similarly,
we say that f is in the class K(α) of convex functins of order α in U if f ∈ A
satisﬁes,

(
1 +
zf ′′(z)
f ′(z)
)
> α (z ∈ U ; 0 ≤ α < 1).(1.3)
It can be easily observed from (1.2) and (1.3) that,
f ∈ K(α)⇔ zf ′(z) ∈ S∗(α) (0 ≤ α < 1).
Let SP(λ, α) denote the subclass of functions f ∈ A which satisfy the
condition,

{
eiλ
(
zf ′(z)
f(z)
− α
)}
> 0 (z ∈ U ; 0 ≤ α < 1; −π/2 < λ < π/2).
(1.4)
Deﬁnition 1.1. Let V(α, b, δ) denote the subclass of A consisting of func-
tions f satisfying the condition,

{
1− 2
b
+
2
b
.
Dδ+1f(z)
Dδf(z)
}
> α(1.5)
where b = 0, δ > −1, 0 ≤ α < 1 and Dδf is the Ruscheweyh derivative of f
[3] given by,
Dδf(z) =
z
(1− z)1+δ ∗ f(z) = z +
∞∑
n=2
τn(δ)anz
n(1.6)
where ∗ stands for the convolution or Hadamard product of two power series
and
τn(δ) =
Γ(δ + n)
(n− 1)!Γ(δ + 1) .(1.7)
This class is obtained by putting k = 2 and λ = 0 in the class Vλk (α, b, δ)
introduced by Latha and Nanjunda Rao [2]. The class Vλk (α, b, δ) is of special
interest for it contains many well known as well as new classes of analytic
univalent functions studied in literature. It provides a transition from starlike
functions to convex functions. More speciﬁcally V02 (α, 2, 0) is the family of
starlike functions of order α and V02 (α, 1, 1) is the class of convex functions of
order α.
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Observe that, for the parametric values b = 2, δ = 0 and b = δ = 1 in
V(α, b, δ) we obtain the classes S∗(α) and K(α) respectively.
Deﬁnition 1.2. Let V(α, b, δ;λ) denote the subclass of A, which consists
of functions f ∈ A if and only if,

{
eiλ
(
1− 2
b
+
2
b
.
Dδ+1f(z)
Dδf(z)
− α
)}
> 0(1.8)
where 0 ≤ α < 1; −π/2 < λ < π/2 and z ∈ U .
We observe that V(α, b, δ; 0) = V(α, b, δ) and V(α, 2, 0; λ) = SP(λ, α).
Also, let B denote the class of functions p(z) of the form,
p(z) = 1 +
∞∑
n=1
pnz
n(1.9)
which are analytic in U .
We require the following lemmas in our present investigation.
Lemma 1.3. [1] A function p(z) ∈ B satisfies the condition,
{p(z)} > 0 (z ∈ U)
if and only if
p(z) = ξ − 1
ξ + 1
(z ∈ U ; ξ ∈ C; |ξ| = 1).
Lemma 1.4. A function f ∈ A is in the class V(α, b, δ) if and only if,
1 +
∞∑
n=2
Anz
n−1 = 0,(1.10)
where
An =
Γ(δ + n)
(n− 1)!Γ(δ + 2)
{
[(n− 1) + b(1− α)(δ + 1)] + (n− 1)ξ
b(1− α)
}
an
Proof. Let us deﬁne p(z) by,
p(z) =
(
1− 2
b
+
2
b
.
Dδ+1f(z)
Dδf(z)
)
− α
1− α (f ∈ V(α, b, δ))(1.11)
Then p(z) ∈ B and {p(z)} > 0 (z ∈ U).
Using Lemma 1.3, we have(
1− 2
b
+
2
b
.
Dδ+1f(z)
Dδf(z)
)
− α
1− α =
ξ − 1
ξ + 1
(z ∈ U ; ξ ∈ C; |ξ| = 1)
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which yields,
(ξ + 1)Dδ+1f(z) + [b(1− α)− (ξ + 1)]Dδf(z) = 0
(f ∈ V(α, b, δ); z ∈ U ; ξ ∈ C; |ξ| = 1)
Hence we have,
(ξ + 1)
[
z +
∞∑
n=2
τn(δ + 1)anz
n
]
+ [b(1− α) + (1 + ξ)]
[
z +
∞∑
n=2
τn(δ)anz
n
]
= 0
ie.,
b(1− α)z
(
1 +
∞∑
n=2
Γ(δ + n)
(n− 1)!Γ(δ + 2)
×
[
(n− 1) + b(1− α)(δ + 1) + (n− 1)ξ
b(1− α)
]
anz
n−1
)
= 0
(1.12)
(z ∈ U ; ξ ∈ C; |ξ| = 1)
Dividing both sides of by (1.12) by 2(1− α)z (z = 0) we obtain,
1 +
∞∑
n=2
Γ(δ + n)
(n− 1)!Γ(δ + 2)
[
(n− 1) + b(1− α)(δ + 1) + (n− 1)ξ
b(1− α)
]
anz
n−1 = 0
(z ∈ U ; ξ ∈ C; |ξ| = 1)
This completes the proof.
Remark 1.5. It follows from the normalization conditions a0 = 0 and a1 =
1 that,
A0 =
Γ(δ)
Γ(δ + 2)
{
b(1− α)(δ + 1)− 1− ξ
b(1− α)
}
a0 = 0
and A1 = a1 = 1.
Remark 1.6. The parametric substitutions δ = 0, b = 2 yield Lemma 2 in
[1].
Remark 1.7. The assertion (1.10) of Lemma 1.4 is equivalent to,
1
z
⎧⎪⎪⎨
⎪⎩f(z) ∗
z + [(ξ + 1)− b(1− α)]
b(1− α)
(1− z)δ+3
⎫⎪⎪⎬
⎪⎭ = 0(1.13)
It can be observed that for appropriate parametric substitutions the results
due to Silverman, Silvia and Telage [4] are obtained. ie., Theorem 1 and
Theorem 2 of [4] can be obtained by putting δ = b = 1 and δ = 0, b = 2 in
(1.13) respectively.
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2. Coeﬃcient Conditions For Functions In The Class V(α, b, δ)
Our results for functions f to be in the class V(α, b, δ) is contained in the
following.
Theorem 2.1. If f ∈ A satisfies the condition,
∞∑
n=2
(∣∣∣∣∣
n∑
k=1
[
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j
×[(j − 1) + b(1− α)(δ + 1)]
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣
+
∣∣∣∣∣
∞∑
k=1
[
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j(j − 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
)
≤ b(1− α) (0 ≤ α < 1; β ∈ R; γ ∈ R)
(2.1)
then f ∈ V(α, b, δ).
Proof. We note that,
(1− z)β = 0 and (1 + z)γ = 0 (z ∈ U ; β ∈ R; γ ∈ R).
Hence, if the inequality,(
1 +
∞∑
n=2
Anz
n−1
)
(1− z)β(1 + z)γ = 0 (z ∈ U ; β ∈ R; γ ∈ R)(2.2)
holds true, then we have
1 +
∞∑
n=2
Anz
n−1 = 0
which is the relation (1.10) of Lemma 1.4. It can be observed that,(
1 +
∞∑
n=2
Anz
n−1
)( ∞∑
n=0
(−1)nbnzn
)( ∞∑
n=0
cnz
n
)
= 0(2.3)
where, for convinience,
bn =
(
β
n
)
and cn =
(
γ
n
)
Considering the Cauchy product of the ﬁrst two factors, (2.3) can be rewritten
as, (
1 +
∞∑
n=2
Bnz
n−1
)( ∞∑
n=0
cnz
n
)
= 0(2.4)
where
Bn =
n∑
j=1
(−1)n−jAjbn−j .
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Furthermore, by applying the same method for the Cauchy product in (2.4),
we ﬁnd that,
1 +
∞∑
n=2
( ∞∑
k=1
Bkcn−k
)
zn−1 = 0 (z ∈ U)
or equivalently, that
1 +
∞∑
n=2
[
n∑
k=1
(
k∑
j=1
(−1)k−jAjbk−j
)
cn−k
]
zn−1 = 0 (z ∈ U).
Thus, if f ∈ A satisﬁes,
∞∑
n=2
∣∣∣∣∣
n∑
k=1
(
k∑
j=1
(−1)k−jAjbk−j
)
cn−k
∣∣∣∣∣ ≤ 1
that is if,
1
b(1− α)
∞∑
n=2
∣∣∣∣∣
n∑
k=1
(
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j
×[(j − 1) + b(1− α)(δ + 1) + (j − 1)ξ]ajbk−j) cn−k|
≤ 1
b(1− α)
∞∑
n=2
{∣∣∣∣∣
n∑
k=1
(
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j
×[(j − 1) + b(1− α)(δ + 1)]ajbk−j) cn−k|
+|ξ|
∣∣∣∣∣
n∑
k=1
(
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(j − 1)bk−jaj
)
cn−k
∣∣∣∣∣
}
≤ 1 (0 ≤ α < 1; ξ ∈ C; |ξ| = 1)
then f ∈ V(α, b, δ).
Remark 2.2. In the hypothesis (2.1) of Theorem 2.1, for the parametric
values b = 2, δ = 0 we obtain Theorem 1 in [1] and for b = δ = 1 we obtain
Theorem 2 in [1].
By specializing on the parameters α, β, γ, b and δ in Theorem 2.1, we can
deduce the following interesting corollaries.
For α = δ = 0 and b = 2 we have,
Corollary 2.3. If f ∈ A satisfies,
∞∑
n=2
(∣∣∣∣∣
n∑
k=1
[
k∑
j=1
(−1)k−j(j + 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
+
∣∣∣∣∣
∞∑
k=1
[
k∑
j=1
(−1)k−j(j − 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
)
≤ 2 (β ∈ R; γ ∈ R)
then f ∈ S∗.
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For α = 0 and δ = b = 1 we have,
Corollary 2.4. If f ∈ A satisfies,
∞∑
n=2
(∣∣∣∣∣
n∑
k=1
[
k∑
j=1
(−1)k−jj(j + 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
+
∣∣∣∣∣
∞∑
k=1
[
k∑
j=1
(−1)k−jj(j − 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
)
≤ 2 (β ∈ R; γ ∈ R)
then f ∈ K.
For β = γ = δ = 0 and b = 2 we have,
Corollary 2.5. If f ∈ A satisfies,
∞∑
n=2
(n− α)|an| ≤ 1− α (0 ≤ α < 1)
then f ∈ S∗(α).
For β = γ = 0 and δ = b = 1 we have,
Corollary 2.6. If f ∈ A satisfies,
∞∑
n=2
n(n− α)|an| ≤ 1− α (0 ≤ α < 1)
then f ∈ K(α).
For α = β = γ = δ = 0 and b = 2 we derive,
Corollary 2.7. If f ∈ A satisfies,
∞∑
n=2
n|an| ≤ 1
then f ∈ S∗.
For α = β = γ = 0 and δ = b = 1 we have,
Corollary 2.8. If f ∈ A satisfies,
∞∑
n=2
n2|an| ≤ 1
then f ∈ K.
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3. Coeﬃcient Conditions For Functions In The Class V(α, b, δ;λ)
Lemma 3.1. A function f ∈ A is in the class V(α, b, δ;λ) if and only if,
1 +
∞∑
n=2
Cnz
n−1 = 0(3.1)
where
Cn =
Γ(δ + n)
(n− 1)!Γ(δ + 2)
{
n− 1 + b(1− α)(δ + 1)e−iλ cos λ + (n− 1)ξ
b(1− α)e−iλ cosλ
}
an
Proof. Deﬁning p(z) by,
p(z) =
eiλ
(
1− 2
b
+
2
b
.
Dδ+1f(z)
Dδf(z)
− α
)
− i(1− α) sinλ
(1− α) cosλ(3.2)
(f ∈ V(α, b, δ;λ))
we see that, p(z) ∈ B and {p(z)} > 0 (z ∈ U).
From Lemma 1.3, it follows that,
eiλ
(
1− 2
b
+
2
b
.
Dδ+1f(z)
Dδf(z)
− α
)
− i(1− α) sinλ
(1− α) cosλ =
ξ − 1
ξ + 1
(3.3)
(z ∈ U ; ξ ∈ C; |ξ| = 1)
From (3.3) we observe that,
p(0) = ξ − 1
ξ + 1
(ξ ∈ C; |ξ| = 1).
Also from (3.3) it follows that,
eiλ[bDδf(z)− 2Dδf(z) + 2Dδ+1f(z)− αbDδf(z)]− i(1− α)bDδf(z) sinλ
(1− α) cosλ
=
(
ξ − 1
ξ + 1
)
bDδf(z) (z ∈ U ; ξ ∈ C; |ξ| = 1)
which readily yields,
(ξ + 1){eiλ[2Dδ+1f(z)− (bα + 2− b)Dδf(z)]− i(1− α)bDδf(z) sinλ}
= (ξ − 1)(1− α)bDδf(z) cosλ (z ∈ U ; ξ ∈ C; |ξ| = 1)
or equivalently,
2(ξ + 1)eiλDδ+1f(z)− (bα + 2− b)eiλDδf(z)− ξ(bα + 2− b)eiλDδf(z)
− i(1− α)bDδf(z) sin λ− iξ(1− α)bDδf(z) sinλ
= ξ(1− α)bDδf(z) cosλ− (1− α)bDδf(z) cosλ
(3.4)
(z ∈ U ; ξ ∈ C; |ξ| = 1)
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Further simpliﬁcation yields,
2(ξ + 1)eiλDδ+1f(z)− (bα + 2− b)eiλDδf(z)− ξ(bα + 2− b)eiλDδf(z)
− ξ(1− α)beiλDδf(z) + (1− α)be−iλDδf(z) = 0
(z ∈ U ; ξ ∈ C; |ξ| = 1)
ie.,
2(ξ + 1)eiλDδ+1f(z) + [be−iλ − 2αb cosλ− (2ξ − b + 2)eiλ]Dδf(z) = 0
(z ∈ U ; ξ ∈ C; |ξ| = 1)
Since a0 = a1 − 1 = 0 we have,
2(ξ + 1)eiλ
(
z +
∞∑
n=2
Γ(δ + n + 1)
(n− 1)!Γ(δ + 2)anz
n
)
+ [be−iλ − 2αb cosλ− (2ξ − b + 2)eiλ]
(
z +
∞∑
n=2
Γ(δ + n)
(n− 1)!Γ(δ + 1)anz
n
)
= 0
(z ∈ U ; ξ ∈ C; |ξ| = 1)
Equivalently,
2b(1− α)z cosλ
(
1 +
∞∑
n=2
Γ(δ + n)
(n− 1)!Γ(δ + 2)
×
[
2(n− 1)(ξ + 1) + (δ + 1)(be−2iλ − 2αbe−iλ cosλ + b)
2b(1− α) cosλe−iλ
]
anz
n−1
)
= 0
(3.5)
(z ∈ U ; ξ ∈ C; |ξ| = 1)
Finally, upon dividing both sides of by (3.5) by
2b(1− α)z cosλ = 0
and noting that
e−2iλ = −1 + 2e−iλ cos λ
we obtain,
1+
∞∑
n=2
Γ(δ + n)
(n− 1)!Γ(δ + 2)
[
(n− 1) + b(δ + 1)(1− α)e−iλ cosλ + (n− 1)ξ
b(1− α)e−iλ cosλ
]
an = 0
(0 ≤ α < 1; −π/2 < λ < π/2; ξ ∈ C; |ξ| = 1)
which completes the proof of Lemma 3.1.
Remark 3.2. For the parametric substitutions λ = δ = 0 and b = 2 we
obtain Lemma 3 of [1].
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Remark 3.3. The assertion (3.1) of Lemma 3.1 is equivalent to,
1
z
⎧⎪⎪⎨
⎪⎪⎩f(z) ∗
2ξ + (2− b)− be−2iλ + 2αb cosλe−iλ
b(1 + e−2iλ − 2α cosλe−iλ)
(1− z)δ+2
⎫⎪⎪⎬
⎪⎪⎭ = 0.(3.6)
Note that for the parametric substitutions δ = α = λ = 0 and b = 2 in (3.6)
we obtain a result due to Silverman, Silvia and Telage [3] (see Theorem 4, [4]).
Theorem 3.4. If f ∈ A satisfies the condition,
∞∑
n=2
(∣∣∣∣∣
n∑
k=1
[
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j
×[2(j − 1) + b(δ + 1)(1− α)(1 + e−2iλ)]
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣
+
∣∣∣∣∣
∞∑
k=1
[
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j2(j − 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
)
≤ 2b(1− α) cosλ (0 ≤ α < 1; −π/2 < λ < π/2; β ∈ R; γ ∈ R)
(3.7)
then f ∈ V(α, b, δ;λ).
Proof. Applying the same method as in the proof of Theorem 2.1, we observe
that f is in the class V(α, b, δ;λ) if,
∞∑
n=2
[
n∑
k=1
(
k∑
j=1
(−1)k−jCjbk−j
)
cn−k
]
≤ 1(3.8)
where
bn =
(
β
n
)
and cn =
(
γ
n
)
,
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the coeﬃcients Cn being given as in Lemma 3.1.
From (3.8) it follows that,
1
|b(1− α)e−iλ cosλ|
∞∑
n=2
∣∣∣∣∣
n∑
k=1
(
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j
×[(j − 1) + b(δ + 1)(1− α)e−iλ cosλ + (j − 1)ξ]ajbk−j
)
cn−k
∣∣
≤ 1
2b(1− α) cosλ
∞∑
n=2
{∣∣∣∣∣
n∑
k=1
(
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)(−1)
k−j
×[2(j − 1) + b(δ + 1)(1− α)(1 + e−2iλ)]ajbk−j
)
cn−k
∣∣
+|ξ|
∣∣∣∣∣
n∑
k=1
(
k∑
j=1
Γ(δ + j)
(j − 1)!Γ(δ + 2)2(j − 1)bk−jaj
)
cn−k
∣∣∣∣∣
}
≤ 1 (0 ≤ α < 1; −π/2 < λ < π/2; ξ ∈ C; |ξ| = 1)
which implies that if f satisﬁes (3.7) then f ∈ V(α, b, δ;λ). This completes
the proof.
Remark 3.5. For λ = 0, Theorem 3.4 implies Theorem 2.1. Also for the
parametric substitutions b = 2 and δ = 0, Theorem 3.4 yields Theorem 3 of
[1].
For α = δ = 0 and b = 2 we have,
Corollary 3.6. If f ∈ A satisfies,
∞∑
n=2
(∣∣∣∣∣
n∑
k=1
[
k∑
j=1
(−1)k−j(j + e−2iλ)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
+
∣∣∣∣∣
∞∑
k=1
[
k∑
j=1
(−1)k−j(j − 1)
(
β
k − j
)
aj
](
γ
n− k
)∣∣∣∣∣
)
≤ 2 cosλ
(0 ≤ α < 1; β ∈ R; γ ∈ R; −π/2 < λ < π/2)
then f ∈ SP(λ) = SP(λ, 0).
ACKNOWLEDGEMENTS. This is a text of acknowledgements.
References
[1] T.Hayami, S.Owa and H.M.Srivastava, Coeﬃcient inequalities for certain classes of
analytic and univalent functions, J.Ineq.Pure Appl.Math., 8(4) Article 95 (2007).
[2] S.Latha and S.Nanjunda Rao, Convex combinations of n analytic functions in general-
ized Ruscheweyh class, Int.J.Math.Educ.Sci.Technolgy., 25(6)(1994), 791-795.
[3] S.Ruscheweyh, A new criteria for univalent functions, Proc.Amer.Math.Soc.,
49(1)(1975), 109-115.
1644 S. Latha and O. Karthiyayini
[4] H.Silverman, E.M.Silvia and D.Telage, Convolution conditions for convexity, starlike-
ness and spiral-likeness, Math.Zeitschr., 162 (1978), 125-130.
Received: February, 2009
