In most surveys, the target variables (items of interest) commonly resemble right-skewed distributions where the Stratified Random Sampling technique is used as a method of sampling and estimation. The methodology of constructing strata is called stratification. Over a particular characteristic chosen as the stratification variable (such as gender, geographical region, ethnicity, or any natural criteria), the survey may fail to form homogeneous strata -this would impact the precision in the estimates of the target variables. Stratification can lead to substantial improvements in the precision of sample estimators, which not only depends on the sample size, but also on the heterogeneity among the units of the population. The principal reason for stratification in the design of sample surveys is to reduce the variance of sample estimates. Surveys normally have more than one target variable with several variables both available and desirable for stratification. Stratification in such multivariate situations has not been explored to a great deal like the univariate case and requires algorithms to determine efficient stratum boundaries. This paper takes into consideration multiple survey variables and attempts to present a computational procedure to construct optimal stratum boundaries (OSB) using Dynamic Programming (DP) technique. A numerical example to determine the OSB for two main variables under study is also presented.
Introduction
Stratified Sampling is an important sampling technique used in surveys in almost all fields, be it business, economic, social sciences or health. Sociology and other sciences arrange individuals into social strata using demographic and socio-economic factors to explore inequalities between groups. Geology classifies layers of soil into strata for analysis, and biology can consider strata in the context of layers of tissue. In stratified sampling, the sampling-frame is divided into non-overlapping groups or strata in such a way that the strata constructed are internally homogeneous with respect to the survey variable (y) under study that maximizes the precision of its estimate. Stratification by convenience manner (such as choosing strata using demographic, socio-economic fact ors, or any natural characteristic) is not always a reasonable criterion as the strata so obtained may not be internally homogeneous with respect to the variable of interest. Thus, one has to create homogenous sub-populations by determining optimum strata boundaries (OSB) so that the variances within groups are minimised and hence the precision of overall population parameters are improved. The concept of optimal stratification extends the usual concepts of providing algorithms for estimating the number of strata, the determination of stratum boundaries, and the allocation of sample units among the strata, in order to minimize the variance of estimates. This paper will look at the concept of determining OSB.
Determining OSB for a survey variable by using its frequency distribution f(y) is well documented in sampling literature. In order to achieve maximum precision in the OSB, the stratum variances σ 2 h should be as small as possible for a given type of sample allocation. If distribution of the variable under study is known, the OSB is determined by cutting the range of this distribution at suitable points. This problem of determining OSB was first discussed by [1] who presents a set of minimal equations that are difficult to solve. Subsequently, attempts for determining approximate OSB have been made by several authors [2] - [7] .
Several other numerical and computational methods [5] , [7] - [29] have been developed for determining OSB when a single main variable is under study.
Related Works
Notably, all the methods mentioned above are univariate procedures that primarily deal with a single survey variable. The multivariate situation is more common practically, with several variables both available and desirable for stratification. Most real-world surveys are multipurpose -they have several variables, and many statistics compete for attention as the principal objectives of survey efforts. It is usually better to utilize several variables rather than just one -this often would be true even if the best one were known. The advantages of multivariate stratification can be appreciated with the fact that with increasing number of survey variables, there are reductions in the variance within strata and gains in precision of the estimates. However, construction of strata for the multivariate case is usually not as natural as it is in the univariate case.
Efforts made to take into consideration two or more variables have involved the generalization of univariate procedures to determine the boundaries. An analytic method for multivariate stratification was proposed by [30] . They used principal component analysis on the stratification variables and then formed the strata using only the first two components as stratification variables. Pla [31] extended this by applying approximate univariate methods, using the first principal component as the stratification variate. The method reduced the generalized and total variances, and outperforms the univariate or bivariate procedures for total and linear mean-vector variances and it found out that the relative gain is independent of the total sample size. This multivariate method of constructing OSB provides a step forward in solving multi-dimensional stratification problems. It has been established that the cumulative f rule proposed in [8] performs so well that for all practical purposes, it gives OSB in the bivariate case [32] . In the multi-dimensional case, applying the cumulative f rule to the first principal component also gives the maximum reduction in the variance within the strata.
Ghosh [33] extended the theory in [1] to a bivariate population (x,y) whereby he proposed the problem of optimum stratification with two characters under proportional allocation, assuming stratification variable to be identical to the estimation variable for a fixed number of strata. The generalized variance of the sample means was taken as a measure of precision for the bivariate characters. He proposed that a two-way rectilinear stratification would be optimum if the generalized variance of the sample means or the unbiased linear estimate is minimized. Sadasivan and Aggarwal [34] considered bivariate stratification under the Neyman-optimum allocation. They also extended the univariate method in [1] to the bivariate case by taking study variables as the basis for stratification, minimizing the generalized variance of the equations to get the OSB for multiple strata.
Samanta [35] considered optimum stratification for multiple variables under proportional allocation by minimizing the generalized variance of estimators under the assumption that stratification variables are identical to survey variables. Procedures for more than two stratification variables were also suggested by [36] but could not be used when there were several stratification variables and relatively few units.
In an analytic approach to multivariate stratification, the cluster analysis method was used where the total within sum of squares of the stratification variables was minimized. This approach was introduced by [37] and was also treated by [38] . Thomsen [39] presented an approximation to the variance of the study variable under the assumption of a linear regression on two stratification variables where he demonstrated that under some conditions, one can expect a considerable reduction of the variance using two variables. Iachan [40] used a stratification method based on prior information -his method produced better results than simple random sampling.
Stratification was also investigated using cluster analysis in [37] , [41] , and [42] . Following their concepts, [43] proposed the concept of stratification as an optimization problem under the clustering approach which achieved more efficient stratification than other authors in this area. The optimization function to be minimized was formulated as the sum of the multivariate within-strata variances. The results in this were not considered as optimum since the constraints were not fulfilled. The problem of optimum stratification of two variates under the proportional and optimum allocation in the case of bivariate normal distribution was considered by [44] where two stratification attributes were taken into account -correlation coefficient between the characters and a sampling fraction. The theory of optimum bivariate stratification under the proportional allocation was developed by [45] . The problem of optimum bivariate stratification for two characters under the compromise allocation [46] was considered and a cumulative cube root rule for stratification was proposed.
Another approach to defining strata is via so-called L−rot−180 stratification geometry [47] , [17] . Under this peculiar stratification geometry, in the bivariate case, strata, the elements of which are points on a plane, have a form of the capital L rotated through 180 degrees and can be generalized to more than two dimensions. Later, the L−rot−180 geometry was applied by [19] , who presented stratification under the compromise allocation in a problem of stratifying a multivariate population orientated towards minimizing the maximum coefficient of variation of estimators studied.
In the multi-way stratification approach [48] , the values of each stratifying variable are first categorized to define univariate strata and then the multi-way strata are simply obtained as the intersections of these univariate strata across all variables. They used cumulative f on one variate to generate a set of strata and then repeated the procedure on the other variables. Final strata were defined by the cross-combination of different numbers of cut-points on the two variates. The multi-way stratification shows large gains when the numbers of cut-points of the variates are similar, and when the correlations with the survey variables are high but a practical problem is that this number can be very large. A multi-way stratification approach was also proposed by [49] and [50] using the simple idea of linear programming. Large problems did become feasible, however, the main problem was that it was too huge computationally as the number of cells in the multi-way stratification increases, to the extent that it cannot be used in most realistic situations.
In this paper, a computational technique of determining OSB using a dynamic programming technique is proposed for multivariate survey variables. The proposed technique is illustrated with a numerical example that requires the construction of OSB for two study variables and can be extended to many survey variables. Sample sizes are also determined together with a comparative on the performance of the proposed method against other methods.
In this section, the basic concepts on Stratified Random Sampling are presented together with a review of some of the foundation principles with regards to the construction of OSB.
Let the target population with p variables under study be stratified into L strata where the estimation of the means of these study variables 12 
The Proposed Scheme
In this section, a method of constructing OSB for each stratum is developed for multiple survey (or study) variables, which leads to substantial gains in the precision of the estimates. The determination of OSB based on the survey variable is not feasible in practice since the variable of interest is unavailable prior to conducting the survey, however, this method assumes that with prior surveys, the nature of distributions and initial values are known for the survey variables. The problem of finding the OSB is formulated as Mathematical Programming Problem (MPP) that seeks minimization of the variance of the estimated population parameter under Neyman allocation. The MPP is then solved for OSB by developing a solution procedure of dynamic programming technique. A numerical example with simulated data sets of skewed populations that follow a 3-parameter (3P) Weibull and Gamma distributions. For a fixed sample size n , minimizing the expression of the right hand side of (3) 
The Solution Procedure
The MPP (9) [52] . This recursive equation links the different stages of the problem in a manner which guarantees that each stage's optimal feasible solution is also optimal and feasible for the entire problem (see [53] ; Chapter 10).
Consider the following sub-problem of (9) 
denote the minimum value of the objective function of (10) that is, for 
For the first stage (
where
ld  is the optimum width of the first stratum. The relations (11) and (12) 
A Numerical Example
In this section, an example is presented using a bivariate data set where construction of OSB is being sought for the two variables ( var1and var 2 ), both of size, 725 N  
where 0 r  is a shape parameter, 0   is the scale parameter and  is the location parameter.
Using (4), (5), (6) and (7) 
The three parameters, minimum and maximum values for the two variables that follow Weibull and Gamma distributions respectively are given below. In summary, the proposed method and its application to simulated data appear to work fine and the method is able to determine OSB that are quite efficient. Compromise stratum boundaries are first determined which are then used to determine the OSB for the individual study variables. With all the assumptions met, this method would work with as many main study variables that one wants to stratify in a survey.
Optimum Sample Sizes
The optimum sample sizes for individual strata can easily be computed once the OSB It is worth noting that the OSB, The computed OSB, presented in Tables 1 and 2 are used to calculate the stratum sample sizes ( h n ) for 1, 2,., hL  with the total sample size arbitrarily fixed at n=200. For the two main variables under study, these are presented in Table 3 . 2) Geometric method of Gunning and Horgan [18] .
3) Lavallee and Hidiroglou [14] method with Kozak's [19] algorithm.
The 'stratification' package developed by [54] in the R statistical software is utilized to determine the OSB for the main study variables for the three methods above. The OSBs are then used to compute the variances of the estimated mean so that a comparative analysis could be carried out between the three established methods and the proposed method. Firstly, the OSBs are presented for the three methods in Tables 4 and 5 and then secondly, the comparison of variances are given in Tables 6 and 7 for the two variables respectively. The comparison of the relative efficiencies of the proposed method over the other methods are given in Tables 8 and 9 for the two variables respectively. 
Discussion
It is seen that the OSB can be constructed in the multivariate situation in a very efficient manner whereby the proposed method can be applied to as many survey variables as possible. Stratified random sampling technique is used in this research to estimate the population parameter since it is an efficient and widely used sampling technique. Often, the two major difficulties surveyors encounter prior to drawing the sample while using stratified sampling are: (i) constructing the optimum stratum boundaries (OSB) within which the units are as homogeneous as much as possible and (ii) determination of the optimum size of the sample to be drawn from each stratum. Both the problems have been addressed by this paper for the multivariate situation. The OSB obtained by the proposed method could be used to compute the optimum sample sizes for each stratum so that the precision of the estimates of parameters of the study variables are maximized. Using the proposed method, Tables 1 and 2 present the OSB and the objective function values (variances) for the two variables while Table 3 presents their respective sample sizes Comparing the OSB from the proposed method with the other three methods in Tables 4 and 5 , it is seen that they are quite different from each other. A comparison of variances is carried out and presented in Tables 6 and 7 for both the variables. The variances of the estimate given by the proposed method for variable 1 are lower than the variances for all other established methods. The same could be said for variable 2 except that the variances under the proposed method are slightly greater than the Geometric method.
The relative efficiencies of the proposed method over other methods are presented in Tables 8 and 9 where one can see the substantial gains by the proposed method over all other methods in both variables except over Geometric method in variable 2. This is expected under the proposed method which basically works on the idea of compromise stratum boundaries whereby there could be gains in one variable and loss in another. However, when the two variables are combined, there would be an overall gain achieved by the proposed method in comparison with all other methods. 
Conclusion
In this paper, a scheme is proposed to construct the OSB for multiple survey or study variables. A numerical example using a simulated data set is presented to illustrate the computational details of the application of the proposed technique for two variables. Using the estimated frequency distributions of the standardized variables, the problem of creating optimum stratum boundaries is formulated into an MPP which results in a multi-stage decision problem to be solved on a compromise distance. The brute-force algorithm of the Dynamic Programming technique is implemented into a computer program to solve the MPP, which aims to minimize the total variance of all the study variables.
It is found out that the construction of strata for multiple survey variables, when the frequency distributions are known, is possible and it leads to substantial gains in average relative efficiencies, and hence, gains in the precision of the estimates. The advantage of the proposed method is that it does not require any initial approximate solution and it can be applied to any skewed population with whatever range. The proposed method is able to determine OSB simultaneously for multiple study variables with substantially improved average relative efficiency.
The optimum stratification based on the survey variables is not feasible in practice since they are unknown prior to conducting the survey. Thus, the proposed technique is useful in the sense that it does not require the data but requires the estimated parameters of the distributions for the multiple survey variables, which can be estimated from prior surveys. The proposed method obtains global optimum stratum boundaries and is slow in terms of computing efficiency but with improved computer processing power, it will surely be a thing of the past.
