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Resumen
En esta tesis se exponen distintas metodolog´ıas utilizadas para la modeliza-
cio´n de la transmisio´n de enfermedades infecciosas. La motivacio´n que impulsa
el desarrollo de los modelos es la comprensio´n del comportamiento de distintas
enfermedades infecciosas, sus caracter´ısticas y las posibles causas de la reemer-
gencia de algunas de estas. Para ello se utilizan herramientas metodolo´gicas que
permiten simular y caracterizar el comportamiento de distintos modelos epide-
miolo´gicos implementa´ndolos de manera determinista y estoca´stica. Otra motiva-
cio´n que atraviesa el trabajo es el ana´lisis de distintas hipo´tesis de reemergencia
de enfermedades infecciosas. Como una de estas hipo´tesis se estudia en que me-
dida las fluctuaciones poblacionales pueden dar lugar a reemergencias perio´dicas.
Para realizar este estudio se analizo´ el comportamiento de las fluctuaciones como
funcio´n de los para´metros en distintos modelos epidemiolo´gicos. Otras hipo´tesis
que se analizan es que la reemergencia de las enfermedades puedan ser causadas
por cambios en el agente etiolo´gico o en las caracter´ısticas de la transmisio´n de
la enfermedad. Para simular estos efectos realizamos variaciones dina´micas en los
para´metros del modelo. Por otro lado tambie´n se propone un modelo en el que
se simula la seleccio´n de cepas inmunes a la vacunacio´n.
En el cap´ıtulo introductorio (Cap. 1) se brinda un breve marco acerca de la
epidemiolog´ıa como campo de estudio, su contexto histo´rico y el modelado de
sistemas epide´micos. Se realiza una caracterizacio´n de los modelos utilizados por
la comunidad cient´ıfica para la simulacio´n de la transmisio´n de una enfermedad
infecciosa en una poblacio´n y su relacio´n con las enfermedades que simulan. Fi-
nalmente se expone el modelo compartimental SIR como una herramienta de
simulacio´n a la que nos referiremos a lo largo del trabajo.
En el cap´ıtulo 2 se analiza la implementacio´n matema´tica determinista del
modelo SIR y se exponen herramientas de ana´lisis que luego se utilizara´n en otros
modelos. En la formulacio´n determinista se obtiene la dependencia de los valores
estacionarios de las variables (fraccio´n de individuos infectados, susceptibles y
recuperados) como funcio´n de los para´metros del modelo (tiempo de recuperacio´n
o duracio´n de la infeccio´n, esperanza de vida y contacto infectivo). Luego se
realiza un estudio de estabilidad lineal en el punto estacionario y se caracteriza
el comportamiento del sistema en su entorno.
En el cap´ıtulo 3 se analiza la implementacio´n estoca´stica del modelo SIR.
En primer lugar se exponen las simulaciones estoca´sticas del sistema y los resul-
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tados de las mismas. Luego se parte de la descripcio´n del sistema microsco´pico
caracterizado por la ecuacio´n maestra y se expone su relacio´n con las ecuaciones
de las variables macrosco´picas. Se realiza la aproximacio´n lineal del ruido que
permite aproximar el comportamiento de las fluctuaciones estoca´sticas. Se utili-
za el me´todo LNA para aproximar de forma anal´ıtica el espectro de frecuencias
asociado a las fluctuaciones poblacionales de la serie epidemiolo´gica y se compara
con el obtenido a partir de las simulaciones estoca´sticas con el fin de corroborar
la efectividad de esta aproximacio´n. Luego se utiliza la aproximacio´n para ha-
llar las caracter´ısticas de las fluctuaciones poblacionales (frecuencia fundamental,
contribucio´n al espectro de frecuencias y ancho de banda) como funcio´n de los
para´metros del modelo.
En el cap´ıtulo 4 se analiza un modelo SIRS, que tiene en cuenta la perdida
de inmunidad y la vacunacio´n, con las herramientas mencionadas anteriormente
a partir de una implementacio´n determinista y una estoca´stica. En la implemen-
tacio´n determinista se obtienen expresiones que caracterizan el comportamiento
del sistema, se estudia la posibilidad de la erradicacio´n de la enfermedad a partir
de la vacunacio´n, el comportamiento dina´mico del sistema, la regio´n en el a´rea de
para´metros caracterizada por una dina´mica determinada. En la implementacio´n
estoca´stica se analiza el comportamiento de las fluctuaciones poblacionales como
funcio´n de los para´metros del modelo, contacto infectivo, tiempo de recuperacio´n,
eficacia de la vacunacio´n y tiempo de perdida de inmunidad.
En el cap´ıtulo 5 se analiza un sistema SIRV en el cual se agrega un comparti-
mento de individuos vacunados V con caracter´ısticas distintas al de recuperados
R, lo que posibilita considerar distintos valores para la perdida de inmunidad
luego de la infeccio´n (inmunidad natural) o luego de la vacunacio´n. Se estudia
la dependencia de los valores estacionarios del sistema como funcio´n del tiem-
po medio de inmunidad natural y del tiempo medio de inmunidad conferida por
vacunacio´n con el fin de analizar cual es el efecto de ambos para´metros en los
valores estacionarios del sistema. En la implementacio´n estoca´stica se exponen
los resultados de las simulaciones. Luego se expone el desarrollo matema´tico que
permite extender la aproximacio´n LNA a sistemas con ma´s de dos variables. A
partir de ese desarrollo se obtienen los espectros de frecuencias de las fluctuacio-
nes poblacionales de las variables del modelo y se analiza su comportamiento en
distintas regiones del espacio de para´metros.
En el cap´ıtulo 6 se expone un estudio de distintas hipo´tesis acerca de las causas
de la reemergencia de enfermedades infecciosas con un modelo SIRS. Se modelan
hipo´tesis acerca de las causas de resurgencia asociadas al cambio de determinados
para´metros del modelo. En particular se simula la pe´rdida de eficacia de la vacuna
y el cambio en el contacto infectivo. Luego se presenta un modelo que posee cepas
bacterianas resistentes a los anticuerpos generados por vacunacio´n.
En el cap´ıtulo 7 se exponen las principales conclusiones del trabajo realizado.
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Cap´ıtulo 1
Introduccio´n
En la seccio´n 1.1 de este cap´ıtulo se da una breve descripcio´n histo´rica
acerca de las epidemias y el desarrollo de la epidemiolog´ıa como rama de
estudio. En la seccio´n 1.2 se especifica el concepto de enfermedad infeccio-
sa y se presentan otros conceptos asociados como el periodo interepide´mi-
co, la incidencia, el nu´mero reproductivo ba´sico y los principales me´todos
de control de enfermedades. En la seccio´n 1.3 se expone el problema de
la emergencia y reemergencia de distintas enfermedades infecciosas a ni-
vel mundial, sus caracter´ısticas y posibles causas. En la seccio´n 1.4 se
realiza una exposicio´n de los modelos epidemiolo´gicos, sus caracter´ısticas
e implementaciones. Luego se presenta el modelo SIR como un mode-
lo ba´sico, que se analiza en detalle en los pro´ximos cap´ıtulos, y el valor
de sus para´metros en relacio´n con los datos epidemiolo´gicos de distintas
enfermedades infecciosas. Finalmente en la seccio´n 1.5 se exponen las
hipo´tesis de reemergencia de las enfermedades infecciosas que se anali-
zara´n en esta tesis.
1.1. Epidemiolog´ıa
La epidemiolog´ıa es una rama cient´ıfica que ante la necesidad de explicar pro-
cesos complejos utiliza herramientas y marcos conceptuales de diversas ciencias
como la medicina, la biolog´ıa, la matema´tica, la estad´ıstica, entre otras. En un
sentido histo´rico no esta´ acotada por un significado espec´ıfico sino que se rede-
fine segu´n su desarrollo y es en funcio´n de este proceso como se la define en la
actualidad.
A lo largo de la historia del ser humano se observan enfermedades que por sus
caracter´ısticas inciden de manera repentina sobre gran parte de la poblacio´n de
una determinada regio´n generando una morbi-mortalidad considerable [98]. A este
tipo de enfermedades se las llama epide´micas y se desarrollan en poblaciones que
adquieren cierta densidad poblacional [21]. El te´rmino epidemia tambie´n puede
referirse a enfermedades no infecciosas que son de escala poblacional como es el
caso de la diabetes en la actualidad. En este trabajo analizaremos las epidemias
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debidas a enfermedades infecciosas y dentro de ellas las que no se transmiten a
trave´s de vectores.
Histo´ricamente las epidemias causaron problemas de salud a escala poblacio-
nal, poniendo en riesgo la supervivencia de distintas civilizaciones. Las primeras
descripciones de enfermedades colectivas datan de la civilizacio´n egipcia, segu´n
algunos autores all´ı se desarrollo´ la peste bubo´nica [131]. Las plagas en Egipto
causaron cambios notables en la forma de vida de la poblacio´n ya que incidieron
en las caracter´ısticas de las relaciones sociales [125].
Muchos escritores se refieren a pestilencias o plagas en Grecia. En diversos
textos antiguos hay registros de pra´cticas preventivas y tambie´n pueden hallarse
las plagas como motivo de la literatura griega [47]. En la civilizacio´n Griega se
contabilizan la epidemia de peste en Atenas y la Tifoidea en Siracusa [18]. Se
atribuye al pensador Hipo´crates el comienzo de la epidemiolog´ıa temprana al
desarrollar las primeras descripciones de casos cl´ınicos reales de personas con
enfermedades como te´tanos, tifus y tisis [145]. De hecho la palabra epidemiolog´ıa
proviene de la palabra epide´mico (epi “sobre”, demos “pueblo”y logos “estudio
”) utilizada por Hipo´crates para referirse a las caracter´ısticas de una enfermedad
[103].
La introduccio´n de la peste negra (Muerte negra) en 1347 dio lugar a una
epidemia que abarco´ toda Europa causando la muerte de entre 15 y 23 millones
de personas, lo que represento´ entre un cuarto y un tercio de la poblacio´n Europea
[174]. En esa e´poca la poblacio´n aceptaba ampliamente la doctrina del contagio
ae´reo segu´n la cual el riesgo de contraer la enfermedad aumentaba si se estaba
en contacto con otros enfermos [103]. Fue tan devastadora la epidemia que se
desarrollaron mu´ltiples formas de control entre ellas el aislamiento sanitario, la
cuarentena y la proteccio´n de las fronteras [99].
El encuentro entre Europeos y Americanos nativos tambie´n causo epidemias
que devastaron a la sociedad originaria siendo e´sta una de las causas ma´s im-
portantes de la destruccio´n de la cultura auto´ctona [74]. Segu´n algunos autores
las consecuencias de las pestes en Ame´rica son incluso ma´s importantes que las
ocurridas en Europa [56].
Durante el surgimiento de los estados modernos comienza a utilizarse la es-
tad´ıstica para conocer de manera precisa las fuerzas del estado, empezando con
los registros de nacimientos, mortalidad y enfermedad. De esta forma surgen las
estad´ısticas sanitarias que llevaron un registro preciso de los casos de enfermedad
y muerte de la poblacio´n. Estos registros posibilitaron el estudio de los feno´menos
epide´micos con las herramientas de las ciencias modernas [103].
A mediados del siglo XIX el anestesio´logo londinense John Snow estudio´ con
herramientas estad´ısticas los brotes de co´lera para descubrir las causas de la
enfermedad, en este caso la contaminacio´n de las aguas con materia fecal [149].
La forma que lo llevo´ a hallar las causas, a partir de la prueba de distintas
hipo´tesis, resulto´ un marco procedimental para el desarrollo de la epidemiolog´ıa
como a´rea de conocimiento [57, 145].
La utilizacio´n de la matema´tica en el campo epidemiolo´gico data del desarrollo
1.1. Epidemiolog´ıa 11
de Daniel Bernoulli, en 1760, con el fin de demostrar las ventajas de la inoculacio´n
contra la viruela [20, 27]. En este trabajo se tiene en cuenta una poblacio´n com-
puesta por individuos que poseen distintos estados epidemiolo´gicos, con respecto
a una enfermedad determinada, suponiendo que las tasas de transicio´n entre in-
dividuos de cada compartimento son constantes. Con este modelo se calculo´ la
probabilidad de que un individuo de una determinada edad au´n no haya contra´ıdo
la enfermedad infecciosa, a lo que se llama funcio´n de supervivencia, y el efecto
de la de vacunacio´n en la misma [51].
El investigador Ronald Ross en 1901 examino´ el rol del mosquito en la transmi-
sio´n de la Malaria utilizando herramientas matema´ticas. En trabajos posteriores
calculo´ cual debe ser la reduccio´n en la poblacio´n de mosquitos para erradicar
la enfermedad, es decir que utilizo´ un modelo epidemiolo´gico para ensayar una
pol´ıtica pu´blica de prevencio´n de la enfermedad [16].
La idea de que la evolucio´n de una epidemia depende del nu´mero de individuos
susceptibles e infectados fue desarrollada en primer lugar por Hamer (1906) y
actualmente es conocida como la ley de accio´n de masas por su equivalencia con
las reacciones qu´ımicas.
En el an˜o 1927 Kermack y Mc Kendrick publican un art´ıculo en el que pro-
ponen un modelo matema´tico, implementado en ecuaciones diferenciales, que si-
mula la transmisio´n de una enfermedad infecciosa [90]. Este modelo divide a la
poblacio´n en compartimentos segu´n el estado epidemiolo´gico de los individuos y
propone interacciones como la infeccio´n, la recuperacio´n y la muerte, procesos
que cambian el estado epidemiolo´gico de los individuos. En este art´ıculo logran
correlacionar la dina´mica de la poblacio´n de infectados, simulada a trave´s del
modelo matema´tico, con datos epidemiolo´gicos de la epidemia de peste de Bom-
bay entre los an˜os 1905 y 1906 (Figura 1.1). Tambie´n desarrollan el teorema del
umbral, segu´n el cual la introduccio´n de un nu´mero de individuos infectados en
una poblacio´n de susceptibles puede provocar el desarrollo de un pico epide´mico
si se supera un determinado umbral, en caso contrario el brote desaparece. Este
trabajo es la base sobre la cual se desarrolla el modelado matema´tico de enfer-
medades infecciosas. El uso de modelos compartimentales fue dinamizado con
la posibilidad de implementacio´n del ca´lculo computacional, lo que permitio´ si-
mular un amplio espectro de modelos a partir de distintos me´todos de ca´lculo
nume´rico. Los modelos compartimentales fueron complejiza´ndose con el fin de si-
mular el comportamiento de distintas enfermedades incluyendo las caracter´ısticas
particulares de estas.
Por otro lado tambie´n se han desarrollado me´todos inferenciales que evalu´an
la correlacio´n entre datos epidemiolo´gicos y posibles indicadores de riesgo o de
pol´ıticas de salud [3, 42, 112]. Existen abordajes que estudian los condicionantes
sociales en la distribucio´n de la salud y el bienestar de la poblacio´n, factores que
implican riesgos de contraer determinadas enfermedades [19, 95].
Teniendo en cuenta su desarrollo histo´rico la epidemiolog´ıa puede definirse
como el estudio de la distribucio´n y los determinantes de los estados o eventos
relacionados con la salud en poblaciones espec´ıficas y la aplicacio´n de este estudio
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a la prevencio´n y control de problemas de salud [98]. En las u´ltimas 3 de´cadas
el campo de estudio de la epidemiolog´ıa se expandio´ enormemente tanto en sus
usos como en sus me´todos [116].
Hoy en d´ıa la epidemiolog´ıa es utilizada para describir el espectro cl´ınico
de una enfermedad, conocer los mecanismos de transmisio´n de la enfermedad,
conocer la historia natural de los sistemas biolo´gicos, realizar diagno´sticos pobla-
cionales, identificar factores que producen el riesgo de adquirir la enfermedad y
testear la eficacia de distintas estrategias de mitigacio´n. Principalmente es uti-
lizada para generar informacio´n requerida por los profesionales de salud pu´blica
para desarrollar, implementar y evaluar pol´ıticas de salud [49].
Figura 1.1: Casos de peste en la isla de Bombay durante el periodo desde el
17 de diciembre de 1905 al 21 de julio de 1906 (puntos negros) e incidencia
calculada mediante el modelo propuesto por Kermack y Mc Kendrik (puntos
blancos unidos por la curva) [90]. La ordenada representa el nu´mero de muertes
por semana y la abscisa denota el tiempo en semanas. Al menos 80 % a 90 %
de los casos reportados terminaron con la muerte de los individuos infectados.
La curva calculada se extrae de las fo´rmulas obtenidas al proponer el modelo
epidemiolo´gico compartimental.
En esta tesis nos avocaremos a la rama de la epidemiolog´ıa que utiliza herra-
mientas matema´ticas y estad´ısticas para la construccio´n de modelos de transmi-
sio´n de enfermedades que no requieren vectores para transmitirse. Estos modelos
pueden ser utilizados para la corroboracio´n de hipo´tesis sobre las enfermedades,
la prediccio´n de la incidencia sobre la poblacio´n y el testeo de distintas estrate-
gias de control. En particular se estudia la implementacio´n de distintos modelos
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matema´ticos con el fin de caracterizarlos y comprender sus aciertos y limitacio-
nes a la hora de simular el comportamiento de una enfermedad infecciosa en una
poblacio´n. Mediante la implementacio´n de modelos tambie´n se exploran distintas
hipo´tesis sobre la reemergencia de las enfermedades infecciosas.
1.2. Enfermedades infecciosas
Llamamos enfermedad infecciosa a la manifestacio´n cl´ınica de la infeccio´n
causada por microorganismos en un hue´sped. La existencia de microorganismos
fue demostrada por van Leeuwenhoek (1632-1723) al examinar una gota de agua
mediante el uso de los primeros microscopios hallando un mundo formado de di-
minutos “anima´culos ”[120]. La teor´ıa de infeccio´n por microorganismos, segu´n la
cual estos ser´ıan causantes de las enfermedades infecciosas, fue iniciada por Henle
en 1840 y desarrollada por Koch, Lister y Pasteur a finales del siglo XIX y princi-
pios del siglo XX [27]. Los microorganismos pato´genos causantes de enfermedades
infecciosas pueden clasificarse segu´n su taman˜o y complejidad en bacterias, virus,
hongos o protozoos.
La interaccio´n entre el ser humano y los microorganismos puede llevar a una
colonizacio´n transitoria, una relacio´n simbio´tica cro´nica o bien la aparicio´n de
una enfermedad dependiendo de la virulencia del microorganismo y la respuesta
inmunitaria del anfitrio´n [120]. Los s´ıntomas como la tos, estornudos, fiebre, etc.
se producen como una reaccio´n del cuerpo a la colonizacio´n de los microorga-
nismos. Al ser invadido por microorganismos el cuerpo reacciona generando una
respuesta inmunitaria innata y una adaptativa. La inmunidad innata o pasiva
actu´a desde el inicio del proceso infeccioso, responde ra´pidamente a la invasio´n
de microorganismos (primeras horas o d´ıas) generando mecanismos de defensa
local y casi siempre logra erradicar la infeccio´n. La inmunidad adaptativa debe
reconocer a los pato´genos para generar mecanismos de eliminacio´n de los mismos.
Esta respuesta tarda d´ıas o semanas pero su especificidad la hace ma´s efectiva.
La respuesta inmune adaptativa genera una memoria inmunitaria activa que nos
protege de una nueva infeccio´n y acorta el tiempo de respuesta a la infeccio´n. Este
efecto es utilizado en la vacunacio´n para generar respuesta inmune espec´ıfica a
trave´s de la inoculacio´n con microorganismos inactivados o atenuados [59].
Una vez que el agente etiolo´gico logra infectar al hue´sped la enfermedad pasa
por un periodo de incubacio´n, uno de desarrollo y uno de convalecencia. En el
periodo de incubacio´n el pato´geno logra infectar aunque au´n no se observan los
s´ıntomas de la infeccio´n. El periodo de desarrollo inicia con la aparicio´n de los
s´ıntomas caracter´ısticos de la enfermedad. El periodo de convalecencia es en el
cual se vence a la enfermedad y el individuo se recupera, este periodo esta´ asociado
a la generacio´n de respuesta inmunitaria espec´ıfica.
Los microorganismos causantes de las enfermedades infecciosas son transmi-
tidos a trave´s de una poblacio´n por medios diversos, de manera que se pueden
clasificar en transmisibles o de transmisio´n directa y no transmisibles o de trans-
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misio´n indirecta. La transmisio´n directa es la transferencia de un agente causal
desde un hue´sped a otro a trave´s del contacto f´ısico directo: de sus secreciones,
sus mucosas o a partir de la contaminacio´n del aire (a trave´s de la tos) como
en el caso de la gripe. La transmisio´n indirecta ocurre cuando existe otro agente
intermedio que transmite la enfermedad al hue´sped susceptible y es portador de
la bacteria o virus. Este es el caso de las enfermedades transmitidas por vectores
como el Chagas, la Malaria y la Chikungunya, cuyo vector es el mosquito, o en
el caso del hantavirus cuyo vector es la rata. Existen tambie´n enfermedades que
poseen transmisio´n vertical, es decir que se transmiten de madre a hijo al nacer,
como es el caso del VIH.
Los mecanismos de contagio y la evolucio´n de las enfermedades infecciosas
dependen del agente etiolo´gico, la respuesta inmune del hue´sped, las caracter´ısti-
cas sociales de la poblacio´n, la infraestructura sanitaria, la poblacio´n de vectores
y su dina´mica, los indicadores clima´ticos, entre otros factores. Resulta necesario
considerar estas caracter´ısticas a la hora de desarrollar modelos epidemiolo´gicos
realistas.
1.2.1. Periodo interepide´mico
Muchas enfermedades infecciosas presentan, en su evolucio´n temporal, una
serie de picos epide´micos en muchos casos con una periodicidad bien definida.
Este es el caso de la Viruela, la Rube´ola, el Sarampio´n, la tos convulsa, entre
otras. En general se trata de enfermedades con una alta tasa de ataque que por
su gran infectividad se contraen en la infancia [23]. En la figura 1.2 se observa
la serie epidemiolo´gica del Sarampio´n entre 1944 y 1964 en Inglaterra y Gales,
previamente a la introduccio´n de la vacunacio´n. Las vacunas contra el sarampio´n
se pusieron a disposicio´n en Inglaterra y Gales en febrero de 1966, dos an˜os antes
del inicio del programa nacional en mayo de 1968.
Figura 1.2: Casos de Sarampio´n en Inglaterra y Gales entre 1944 y 1964 (Fin-
kenstadt 2000) [63]. La naturaleza de la enfermedad presenta picos epide´micos
perio´dicos. El programa nacional de vacunacio´n en Inglaterra y Gales comienza
en mayo de 1968 por lo que esta serie corresponde al periodo prevacunal [62].
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Muchas enfermedades infecciosas muestran un comportamiento perio´dico, lo
cual puede ser explicado a partir del modelo SIR antes mencionado. Aunque
en muchos trabajos se define a esta naturaleza como picos de reemergencia o
resurgencia en este trabajo no utilizaremos estas palabras para hablar de este
efecto sino que hablaremos de picos epide´micos perio´dicos. En cambio llamaremos
reemergencia al comportamiento de una enfermedad cuya incidencia crece en
relacio´n a los valores obtenidos luego de pol´ıticas de prevencio´n y control como
la introduccio´n de la vacunacio´n.
1.2.2. Me´todos paliativos
Los me´todos paliativos ma´s comunes para el control y erradicacio´n de una
enfermedad infecciosa son la vacunacio´n, los antibio´ticos, el aislamiento de la
persona infectada, el aseo y el control poblacional de los vectores. El aislamiento
de la persona infectada fue comu´n durante las plagas en Europa a partir del siglo
XVII [146]. Este me´todo conduce a una reduccio´n directa del nu´mero de infectados
en la poblacio´n. El aislamiento debe durar lo mismo que la enfermedad para que
no ocurran nuevas infecciones [26]. La cuarentena es el aislamiento de las personas
que estuvieron en riesgo de infeccio´n pero no presentan s´ıntomas [106]. El aseo y
cuidado a la exposicio´n fueron ampliamente aceptados con la introduccio´n de la
teor´ıa del germen y genero´ una disminucio´n en el contacto infectivo entre personas
[36].
El control poblacional de los vectores se basa en la eliminacio´n de comunidades
del vector causante de la transmisio´n de la enfermedad. Es comu´n observar este
tipo de pol´ıticas sanitarias para controlar la poblacio´n de mosquitos (Figura 1.3)
vector de enfermedades como el Dengue, la Malaria y la Chikungunya.
Los antibio´ticos son sustancias qu´ımicas utilizados para destruir las bacterias
y ayudar al sistema inmunolo´gico a la recuperacio´n. Es usual que los microorga-
nismos desarrollen resistencia frente a los antibio´ticos [120].
La vacunacio´n es la inoculacio´n en un humano con el agente etiolo´gico de una
enfermedad inactivado o muerto, en el caso de las vacunas celulares, o de sus
toxinas, en el caso de las vacunas acelulares. Existen enfermedades en las cuales
au´n no se ha desarrollado un me´todo de produccio´n de vacunas que proporcionen
inmunidad. La utilizacio´n de este me´todo de control en muchas regiones ha llevado
a una considerable reduccio´n de los casos y la mortalidad asociada a algunas
enfermedades e incluso a su erradicacio´n.
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Figura 1.3: Campan˜a para el control del mosquito, vector del Dengue. Ministerio
de salud, Gobierno de Entre R´ıos, Argentina [15]. El mosquito se cr´ıa en zonas
urbanas, los huevos se depositan en recipientes que contienen agua.
El efecto protector de la vacunacio´n a nivel poblacional esta definido por la
eficacia de la vacunacio´n. Al hablar de eficacia nos referimos a la efectividad de
la vacuna multiplicada por la cobertura de la vacunacio´n (ec. 1.1). La efectividad
de la vacuna es el efecto protector que causa la vacunacio´n en un individuo en un
sistema controlado. Esta medida define la efectividad que tiene la vacuna para
generar respuesta en el sistema inmunolo´gico. Por ejemplo una forma de definir
la efectividad de una vacuna es la aplicacio´n de la misma en individuos y la
medicio´n de la generacio´n de anticuerpos espec´ıficos luego de la aplicacio´n. La
cobertura de la vacunacio´n es la fraccio´n de individuos que son vacunados sobre
el total de individuos en una poblacio´n determinada. Es decir que este para´metro
esta´ asociado al alcance de las pol´ıticas pu´blicas de salud.
Efi = Cobertura× Efectividad = p. (1.1)
De este modo la eficacia representa la fraccio´n de poblacio´n que recibe una do-
sis efectiva de vacunacio´n [166]. Las pra´cticas actuales incluyen la vacunacio´n
infantil sistema´tica contra sarampio´n, parotiditis, rube´ola, te´tanos, difteria, tos
convulsa, H. influenzae tipo b, neumococo, meningococo, varicela, rotavirus, polio
(vacuna inactivada), VHA y VHB [106]. En la figura 1.4 se observa el calendario
de vacunacio´n desarrollado por el Ministerio de Salud de la Nacio´n Argentina en
2017.
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Figura 1.4: Calendario de Vacunacio´n obligatoria publicado por el Ministerio de
salud de la nacio´n Argentina [111].
1.3. Enfermedades emergentes y reemergentes
Muchas enfermedades infecciosas que han sido causa de epidemias fueron con-
troladas en los siglos pasados mediante pol´ıticas pu´blicas de salud como la vacu-
nacio´n, el aseo y saneamiento [7]. Sin embargo en la actualidad se ha observado
la reemergencia de muchas de estas enfermedades, incluso en casos en que las
pol´ıticas de salud siguen actuando en forma preventiva, por ejemplo mediante la
vacunacio´n. En este contexto se llama reemergentes a enfermedades que exist´ıan
en el pasado, fueron controladas mediante pol´ıticas de salud y, a pesar de que
estas se siguen aplicando, en la actualidad su incidencia esta´ en aumento [115].
Adema´s de las enfermedades reemergentes, tambie´n se observa la emergen-
cia de nuevas enfermedades producidas por pato´genos au´n no conocidos en una
regio´n determinada. Las enfermedades emergentes son definidas como enferme-
dades infecciosas que no exist´ıan en una poblacio´n determinada y su incidencia
esta´ en aumento en las u´ltimas dos de´cadas [117, 167].
1.3.1. Enfermedades reemergentes
Algunas de las enfermedades reemergentes son la tuberculosis, el co´lera (en el
continente americano), la peste (en la India y Peru´), la tos convulsa, el dengue,
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la difteria y la poliomielitis entre otras [13, 104, 122, 138].
Los factores que intervienen en la reemergencia de enfermedades infecciosas
son numerosos y diversos y en muchos casos pueden combinarse. Entre estos
factores podemos mencionar los cambios en la demograf´ıa o en las condiciones
sociales de la poblacio´n afectada, modificaciones en el medioambiente, cambio
clima´tico, resistencia a la vacunacio´n por parte de la poblacio´n, evolucio´n de
los agentes pato´genos respecto a los utilizados en la formulacio´n de la vacuna,
resistencia de la enfermedad a los antimicrobianos, cambio en la sensibilidad de
la vigilancia y disminucio´n de la eficacia de la vacuna [45, 142].
A continuacio´n se describen algunas de las enfermedades infecciosas reemer-
gentes con el fin de ejemplificar estos casos y sus caracter´ısticas principales. Tam-
bie´n se exponen las posibles causas de su reemergencia.
Malaria: La malaria fue controlada en muchas regiones a partir de campan˜as
antimala´ricas hace entre 40 y 45 an˜os [96]. Sin embargo no ha sido erradi-
cada en muchos pa´ıses de A´frica, Sudame´rica y Sudeste de Asia. Esta en-
fermedad es causada por para´sitos del ge´nero Plasmodium y es transmitida
por el mosquito del ge´nero Anopheles, principal vector de esta enfermedad
[167]. Es posible tambie´n que una embarazada transmita la enfermedad v´ıa
placenta o que sea transmitida por transfusiones sangu´ıneas. Au´n no fue
posible el desarrollo de una vacuna que pueda generar inmunidad a esta
enfermedad. Por otro lado la enfermedad genero´ resistencia a los antimi-
crobianos en las regiones en donde es ende´mica [122]. En la figura 1.5 se
observa la serie epidemiolo´gica de casos de Malaria en China y su correla-
cio´n con las precipitaciones, factor clave en la reproduccio´n y desarrollo del
vector [66].
Figura 1.5: Serie epidemiolo´gica de Malaria al norte de la provincia de Anhui,
China, entre 1990 y 2009. Tambie´n se observan las precipitaciones ya que el
desarrollo del mosquito, vector de la enfermedad, esta´ fuertemente asociado a
estas. Tomado de Gao 2012 [66].
Difteria: La difteria es una enfermedad contagiosa reemergente provocada
por la bacteria Corynebacterium diphtheriae. Esta enfermedad se trasmite
por contacto directo. Luego de la introduccio´n de la vacuna a nivel mundial
(incluida en el calendario por la OMS en 1974) se produjo una ca´ıda de las
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tasas de incidencia y letalidad debidas a la enfermedad [13, 14]. Sin embar-
go en el inicio de la de´cada de los 90 se observo´ un patro´n de reemergencia
de difteria a lo largo de Rusia [163]. Entre las posibles causas de la reemer-
gencia podemos mencionar el cambio en la cepa bacteriolo´gica respecto a la
utilizada para la fabricacio´n de la vacuna [107]. En la figura 1.6 se observa
la serie epide´mica en la Unio´n Sovie´tica entre 1965 y 1994 [77].
Figura 1.6: Casos de difteria en la Unio´n Sovie´tica entre los an˜os 1965-94. Se
observa la reemergencia de la enfermedad a partir de la de´cada de 1990. Tomado
de Hardy 1996 [77].
Co´lera: El co´lera es una enfermedad reemergente trasmitida por la bacteria
Vibrio Colerae a trave´s del contacto con la materia fecal, por infeccio´n o
agua contaminada [129]. Luego de conocer su fuente de contagio fue con-
trolada en muchos pa´ıses mediante el saneamiento urbano. Sin embargo en
enero de 1991 se inicio´ una epidemia en Peru´ que se extendio´ a toda Lati-
noame´rica. Tambie´n se observaron epidemias en Zambia, India, Tailandia
y Malasia [167]. La transmisio´n de esta enfermedad esta´ fuertemente rela-
cionada con el saneamiento cloacal y la infraestructura [44]. Por otro lado
numerosos estudios asocian las epidemias de co´lera con factores ambientales
como las precipitaciones [102]. En la figura 1.7 se observan los casos de co´le-
ra en los distintos continentes entre 1989 y 2015, se observa la reemergencia
de la enfermedad principalmente en A´frica y Ame´rica [43].
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Figura 1.7: Casos de co´lera reportados por la Organizacio´n Mundial de la Sa-
lud entre 1989 y 2015 desglosados por continentes [43]. Se observa un pico de
reemergencia de la enfermedad en el 2011 en el continente americano.
Pertussis: La tos convulsa es una enfermedad infecciosa reemergente. Su
principal agente etiolo´gico es la bacteria Bordetella Pertussis. Es transmi-
tida en forma directa por las part´ıculas expelidas por la persona enferma
al toser. Los s´ıntomas son una fuerte tos parox´ıstica con sensacio´n de asfi-
xia y ataca mayormente a nin˜os y recie´n nacidos. Luego de la introduccio´n
de la vacuna (actualmente DTP) esta enfermedad presento´ una disminu-
cio´n a nivel mundial. Sin embargo en los u´ltimos 30 an˜os se ha observado
el incremento en su incidencia incluso llegando a valores prevacunales en
pa´ıses en los cuales existe una cobertura vacunal adecuada como Australia,
EEUU, entre otros [33, 35, 46, 135]. En la figura 1.8 se observan los casos
de pertussis registrados en Argentina entre 2007 y 2012 [88].
Figura 1.8: Casos de tos convulsa notificados entre 2007 y 2012 en Argentina.
Tomado de Hozbor 2009 [88]. Se observa un crecimiento en el nu´mero de casos.
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Entre las posibles causas de su reemergencia se encuentran el cambio en la
notificacio´n de la enfermedad, alteraciones en el agente etiolo´gico respecto
al de la formulacio´n de la vacuna y cambios en los contactos sociales.
Tuberculosis: En 2004 la Organizacio´n Mundial de la Salud (OMS) declaro´ a
la tuberculosis como la principal causa de muerte entre las causadas por las
enfermedades infecciosas prevenibles [128, 129]. Desde 1993 fue declarada
como una emergencia de salud pu´blica global [119]. Esta enfermedad re-
emergente, causada por la bacteria Mycobacterium tuberculosis o bacilo de
Koch, se trasmite a trave´s de la tos o el contacto con la saliva de una perso-
na enferma, y afecta principalmente a los pulmones. Se previene por medio
de la vacuna BCG desarrollada por Pasteur entre los an˜os 1905 y 1921 e
introducida mundialmente en la de´cada de 1950. Las causas de su reemer-
gencia esta´n asociadas al descuido de los programas de salud, la coinfeccio´n
con VIH y la resistencia de la bacteria a los antibio´ticos. Los factores de
riesgo esta´n asociados a la mala alimentacio´n y el hacinamiento. La mayor
cantidad de casos de tuberculosis se observan en A´frica (Fig. 1.9) [53].
Figura 1.9: Casos de tuberculosis notificados entre 1990 y 2005 en el mundo. Se
observa un crecimiento sostenido en el continente africano. Tomado de Dye 2006
[53].
1.3.2. Enfermedades emergentes
La emergencia de una enfermedad infecciosa puede ser local, cuando es trans-
mitida a una poblacio´n susceptible como en el caso del SARS o la chikungunya,
o global, en el caso de una enfermedad no existente en ninguna parte del mundo
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como el VIH. Las causas de la emergencia de las enfermedades pueden asociarse a
introduccio´n de un agente etiolo´gico debido a los viajes internacionales, la intro-
duccio´n de una especie que funciona como reservorio o vector de una enfermedad
infecciosa debido a cambios en el medioambiente o por invasio´n, el desarrollo de
un nuevo pato´geno, cambios en el cuidado y la prevencio´n de la poblacio´n, entre
otras causas posibles.
Chikungunya: La fiebre chikungunya es provocada por el virus Chikungun˜a
y tiene como principal vector al mosquito de la familia Aedes. El desarro-
llo biolo´gico del mosquito se ve afectado por las precipitaciones de manera
que los factores clima´ticos esta´n asociados a la dina´mica de esta enferme-
dad [155]. En 2004 se observo´ una emergencia de Chikungunya en Europa y
pa´ıses de alrededor del Oce´ano I´ndico. Las causas se pueden asociar a facto-
res clima´ticos, a los grandes niveles de virolog´ıa de los individuos infectados
y la distribucio´n de la enfermedad a lo largo del mundo, precisamente a
regiones donde la poblacio´n au´n no tiene inmunidad [151]. En las regiones
en las que no exist´ıa esta enfermedad se considera emergente. En la figura
1.10 se observa un esquema de la transmisio´n de la Chikungunya a lo largo
del mundo [165].
Figura 1.10: Invasio´n de la enfermedad chikungunya desde A´frica hasta otras
regiones en las que esa enfermedad es emergente. Tomado de Weaver 2014 [165]
VIH: El virus de la inmunodeficiencia humana (VIH) es causante del s´ındro-
me de inmunodeficiencia adquirida (SIDA). Esta enfermedad de transmisio´n
sexual surgio´ a principios en la de´cada de 1970 y se extendio´ a lo largo del
mundo. La principal forma de prevencio´n del SIDA es la profilaxis. En la
figura 1.11 se observan los casos de VIH en distintas regiones [136]. Este
es un ejemplo t´ıpico de una enfermedad emergente ya que no se conoc´ıan
casos de la enfermedad con anterioridad.
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Figura 1.11: Casos de SIDA entre 1977 y 1995 en distintas regiones del mundo.
Tomado de Quinn 1996 [136]. No existen registros de esta enfermedad anteriores
a la de´cada de 1970 por lo que es descrita como una enfermedad emergente.
En general las causas del aumento en la incidencia de una enfermedad emer-
gente se debe a que son enfermedades que se introducen en poblaciones suscepti-
bles y por esa razo´n su incidencia crece provocando epidemias.
En Ame´rica las enfermedades infecciosas emergentes y reemergentes con ma-
yor incidencia entre 1999 y 2003 fueron la malaria, la fiebre amarilla, el dengue
hemorra´gico, el VIH, el carbunco y el SARS, as´ı como la infeccio´n por hantavirus
y por el virus del Nilo occidental [139].
Las enfermedades emergentes y reemergentes esta´n expandie´ndose a lo largo
del mundo lo que requiere de pol´ıticas de salud pu´blica internacionales [60, 115].
En la figura 1.12 se observan los focos de transmisio´n de las enfermedades emer-
gentes y reemergentes. A su vez en la comunidad cient´ıfica se generan hipo´tesis
acerca de las posibles causas de estas reemergencias. En este contexto han surgido
numerosos trabajos cient´ıficos que intentan dar cuenta de estos feno´menos utili-
zando diversas hipo´tesis [138]. Incluso algunos autores hablan de una transicio´n
epidemiolo´gica global caracterizada por la emergencia de nuevos pato´genos y re-
emergencia de enfermedades que hab´ıan sido controladas [17, 78]. Para compren-
der los alcances de estas enfermedades y desarrollar pol´ıticas de control sobre
las mismas, debemos interpretarlas dentro de una ecolog´ıa global con cara´cter
dina´mico [167, 171].
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Figura 1.12: Focos epide´micos de enfermedades emergentes y reemergentes en el
mundo. Los puntos rojos representan las enfermedades emergentes, los azules las
enfermedades reemergentes. Tomado de Morens 2004 [115].
Las caracter´ısticas de las enfermedades infecciosas demuestran la necesidad
de desarrollar herramientas que permitan comprender las causas del comporta-
miento de las series epide´micas. En este contexto los modelos matema´ticos que
simulan la transmisio´n de enfermedades infecciosas son fundamentales para tes-
tear distintas hipo´tesis acerca de la emergencia y reemergencia de enfermedades.
Cuanto ma´s realistas resultan estos modelos mayor es la confianza en ellos a la
hora de evaluar pol´ıticas paliativas, analizar hipo´tesis respecto a las caracter´ısti-
cas de la enfermedad y su control, predecir el comportamiento de la incidencia
de la enfermedad en el tiempo y comprender su naturaleza [27, 82].
1.4. Descripcio´n matema´tica de modelos epide-
miolo´gicos
Los modelos matema´ticos que simulan la transmisio´n de enfermedades infec-
ciosas surgen como una manera de comprender las caracter´ısticas de las series
epidemiolo´gicas en funcio´n del tiempo. Estos nos permiten corroborar hipo´tesis
respecto a las formas de transmisio´n de las enfermedades, simular su comporta-
miento, conocer la incidencia de la enfermedad en una subpoblacio´n determinada
y ensayar distintas pol´ıticas de salud orientadas a la prevencio´n y control de una
enfermedad [8].
Las caracter´ısticas de los modelos de transmisio´n de enfermedades dependen
de las caracter´ısticas de la enfermedad a modelar, sus causas, la naturaleza del
agente etiolo´gico, las caracter´ısticas sociales de la poblacio´n en riesgo, las carac-
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ter´ısticas de la poblacio´n de vectores asociada y las hipo´tesis que quieran testearse.
Con el avance de las investigaciones fueron desarrolla´ndose modelos con nuevas
complejidades que dan cuenta de diversas caracter´ısticas de las epidemias [28].
Los modelos matema´ticos histo´ricamente utilizados para simular epidemias
son los que esta´n basados en compartimentos [82, 89]. En estos modelos se con-
sideran fracciones de una poblacio´n (compartimentos) con un determinado esta-
do epidemiolo´gico (susceptibles Sus, infectados Inf, recuperados Rec, etc.) y por
medio de procesos, como la infeccio´n o la recuperacio´n las poblaciones en cada
compartimento, evolucionan en el tiempo. Dependiendo de las caracter´ısticas de
la enfermedad que se quiera estudiar, o bien del grado de descripcio´n al que se
quiera llegar con el modelo, los compartimentos pueden tener ma´s especificacio-
nes como la edad de los individuos o subpoblaciones, el sexo, lugar geogra´fico en
el cual se encuentra una poblacio´n o un individuo y para´metros sociales, entre
otras posibilidades [8, 81].
Independientemente de su estructura la descripcio´n matema´tica de los mode-
los puede ser diversa [68]. En la figura 1.13 se observan las distintas caracter´ısticas
de la estructura de un modelo epidemiolo´gico y de su implementacio´n.
Los modelos basados en compartimentos pueden ser descritos de manera de-
terminista o estoca´stica [29]:
La descripcio´n determinista es tambie´n conocida como continua y en general
las variables que utiliza son las fracciones de poblacio´n con un determinado
estado infectolo´gico, o en un determinado compartimento. Los procesos que
cambian el estado infectolo´gico de los individuos son simulados como tasas
de variacio´n entre las variables. Su implementacio´n se realiza por medio
de ecuaciones diferenciales acopladas y sus resultados son deterministas,
es decir que dos implementaciones que parten de la misma condicio´n ini-
cial mostrara´n una dina´mica ide´ntica. Dependiendo de su complejidad es-
tas ecuaciones pueden resolverse exactamente o nume´ricamente utilizando
me´todos computacionales.
En la implementacio´n estoca´stica las variables son discretas y su variacio´n
es probabil´ıstica. Se consideran procesos que pueden ocurrir con una deter-
minada probabilidad y se sortea la posibilidad de su ocurrencia en forma
estoca´stica en cada paso temporal, obteniendo as´ı la dina´mica. En esta des-
cripcio´n dos implementaciones con los mismos para´metros y valores inicia-
les arrojara´n resultados distintos [10, 148]. Su implementacio´n se realiza a
trave´s de algoritmos computacionales como Montecarlo o Gillespie [69, 118].
La utilizacio´n de modelos estoca´sticos permite obtener como resultado se-
ries epidemiolo´gicas con caracter´ısticas realistas que no pueden obtenerse
mediante la implementacio´n determinista, como la fluctuacio´n respecto del
estado de equilibrio o la posibilidad de erradicacio´n de la enfermedad.
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Figura 1.13: Los modelos epidemiolo´gicos compartimentales simulan una pobla-
cio´n dividida en compartimentos que identifican el estado epidemiolo´gico de los
individuos o subpoblaciones. Los estados epidemiolo´gicos que se tienen en cuenta
esta´n asociados a las caracter´ısticas de la enfermedad, si e´sta tiene un estado
de exposicio´n (Exp) en la cual los individuos pueden infectar pero no muestran
s´ıntomas, si estos esta´n vacunados (V ac), etc. En el modelo tambie´n se pueden
agregar caracter´ısticas como la edad, el sexo, el lugar geogra´fico o indicadores so-
ciales, entre otros, con el fin de calcular incidencias espec´ıficas o evaluar distintas
hipo´tesis. A su vez se puede considerar la dina´mica poblacional de los vectores
asociados a la enfermedad y los factores clima´ticos, entre otros factores relevantes.
Por ejemplo, al simular una enfermedad cuyo vector es el mosquito, como la Ma-
laria o el dengue, los factores clima´ticos son determinantes. Los modelos tambie´n
pueden caracterizarse por su implementacio´n cuyas caracter´ısticas se observan en
los recuadros rojos. En general su eleccio´n esta´ asociada a las hipo´tesis que se
quieran estudiar de las epidemias. Estas caracter´ısticas son independientes entre
s´ı, por ejemplo un modelo puede ser determinista y modelar a la poblacio´n co-
mo individuos o bien una realizar una descripcio´n de campo medio en toda la
poblacio´n.
A su vez entre los modelos se pueden identificar tres descripciones con grado de
complejidad creciente que podemos distinguir por el tipo de variables que utilizan.
Los modelos basados en poblaciones (PBM del ingle´s Population Based Model),
en individuos (IBM del ingle´s Individual Based Model) o en agentes (ABM del
ingle´s Agent Based Model) [24, 109]:
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La descripcio´n del modelo basado en poblaciones (PBM) es conocida tam-
bie´n como descripcio´n macrosco´pica o de campo medio. En la misma las
variables dina´micas del modelo son las fracciones de poblacio´n con determi-
nado estado epidemiolo´gico y son continuas. Estas fracciones var´ıan en el
tiempo segu´n las tasas de los procesos que se implementan. No es necesario
que la poblacio´n este´ representada por un nu´mero entero, ya que no se iden-
tifica la cantidad de individuos, y las fracciones de poblacio´n pueden ser tan
pequen˜as como lo permita la simulacio´n computacional. En general estos
modelos son implementados a partir de un sistema de ecuaciones diferencia-
les acopladas y su comportamiento es determinista por lo que no presentan
fluctuaciones estoca´sticas. El contacto infectivo entre individuos puede ser
representado por un u´nico para´metro, aunque tambie´n se pueden utilizar
matrices para modelar el contacto entre subpoblaciones con caracter´ısti-
cas espec´ıficas como la edad [40, 173]. Estos modelos son fenomenolo´gicos
pero es posible, a partir de un modelo poblacional, derivar un modelo de
individuos asociado y viceversa [109].
La descripcio´n del modelo basada en individuos (IBM) es tambie´n conoci-
da como descripcio´n microsco´pica. En esta descripcio´n tambie´n se supone
una cantidad de personas en una poblacio´n. Las variables son el nu´mero
de individuos con un determinado estado epidemiolo´gico y son discretas.
En este caso todos los individuos tienen las mismas caracter´ısticas ante la
enfermedad, es decir que no es necesario identificar a cada individuo sino el
nu´mero de individuos en cada estado epidemiolo´gico [24, 30]. Esta descrip-
cio´n muestra una dina´mica con fluctuaciones poblacionales provocadas por
la estocasticidad del sistema, producto de la discretitud de las variables y
la probabilidad de los procesos. En general se utilizan procesos de Markov
y la dina´mica de la probabilidad de los estados del sistema esta´ definida por
la ecuacio´n maestra.
La descripcio´n mediante agentes (ABM) se basa en captar las caracter´ısti-
cas o atributos propios de cada agente. Con caracter´ısticas nos referimos a
la susceptibilidad a la infeccio´n, la naturaleza de los contactos infectivos, el
tiempo de recuperacio´n, entre otros para´metros que pueden tener un valor
particular para cada agente. Los modelos basados en agentes permiten eva-
luar estrategias espec´ıficas e individuales y suele modelarse el contacto social
entre agentes por medio de redes [1, 2, 144]. En general la implementacio´n de
estos modelos es costosa computacionalmente y es relativamente complejo
llegar a resultados interpretables, aunque permite describir la transmisio´n
de una enfermedad con un mayor grado de realismo.
En las descripciones basadas en individuos (IBM) o agentes (ABM) los mode-
los pueden caracterizarse como Markovianos o no-Markovianos segu´n su imple-
mentacio´n [162].
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En los Markovianos el estado epidemiolo´gico actual de los agentes e in-
dividuos depende unicamente del momento inmediatamente anterior a su
evaluacio´n. En este sentido la implementacio´n no tiene memoria de estados
anteriores. La mayor parte de los modelos que se encuentran en la literatura
tienen esta caracter´ıstica.
En el caso de la implementacio´n no-Marcoviana el estado epidemiolo´gico
actual no depende unicamente del momento anterior a su evaluacio´n sino
de uno o varios estados anteriores [55, 71, 172].
Los modelos tambie´n pueden caracterizarse en puntuales o espaciales [68]:
En los modelos puntuales las variables no dependen del espacio y var´ıan
solo con el tiempo.
Los modelos espaciales contemplan el espacio utilizando sus propiedades
topolo´gicas, geome´tricas o geogra´ficas.
Las caracter´ısticas mencionadas anteriormente para la implementacio´n de mo-
delos son independientes de la estructura epidemiolo´gica de los mismos. En ese
sentido esta´n ma´s asociadas a las correlaciones e hipo´tesis que quieran testearse
que a las caracter´ısticas de la enfermedad. En cambio la estructura del modelo
esta fuertemente asociada a las caracter´ısticas de la enfermedad a simular, como
los estados epidemiolo´gicos a tener en cuenta, el efecto de los factores clima´ticos,
la dina´mica poblacional de los vectores asociados a la enfermedad, entre otras.
Existen muchas variantes de estados epidemiolo´gicos posibles, los ma´s comu-
nes son susceptibles Sus, infectados Inf y recuperados Rec. En las enfermedades
en las que existe la inoculacio´n por medio de vacunas puede identificarse el estado
infectolo´gico de vacunado V ac lo que permite evaluar distintas hipo´tesis acerca de
la inmunidad conferida por la vacunacio´n [64, 134]. Esto puede ser importante en
enfermedades como la tos convulsa, la difteria y otras enfermedades inmunopreve-
nibles. En muchas enfermedades es determinante el uso de un estado de expuestos
Exp en el cual los individuos pueden contagiar la enfermedad pero no presentan
s´ıntomas comunicables de la misma [61, 89]. En enfermedades de transmisio´n
sexual es necesario un tratamiento especial en las hipo´tesis respecto al contacto
infectivo y la estructura social, muchas veces se trabaja con redes de contactos o
bien una matriz de contactos entre distintas subpoblaciones [9, 25, 79].
Tambie´n puede modelarse el comportamiento poblacional de los vectores y los
indicadores clima´ticos, en el caso de enfermedades que dependan de estos factores
como es el caso de la malaria [123, 156], el dengue [32, 48, 130] o la chikungun-
ya [52]. En el caso del mosquito como vector, su proliferacio´n esta´ fuertemente
asociada con las precipitaciones y la presencia del humano u otros animales. La
humedad, la temperatura y la precipitacio´n son variables fundamentales para ex-
plicar porque estas enfermedades son ende´micas en regiones tropicales y en menor
medida en las subtropicales. Para estudiar el patro´n de invasio´n de una enferme-
dad asociada a un vector que se traslada es necesario pensar en un modelo que
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tenga en cuenta la geograf´ıa de la zona, este podr´ıa ser el caso de las enferme-
dades antes mencionadas o el hantavirus. En el caso del co´lera posiblemente sea
necesario desarrollar un modelo con informacio´n espacial de los acu´ıferos [160].
En este trabajo se analizan distintos modelos epidemiolo´gicos e implementa-
ciones con el fin de caracterizar su comportamiento. Se utilizan modelos simples
en los cuales no se tienen en cuenta vectores ni subpoblaciones con caracter´ısticas
espec´ıficas. A continuacio´n se presentara´ un modelo compartimental ba´sico SIR
sobre el cual se aplicara´n modificaciones para dar cuenta de distintas caracter´ısti-
cas de las enfermedades con el fin de simular situaciones realistas.
1.4.1. Modelo SIR
El modelo compartimental SIR simula la transmisio´n de una enfermedad
infecciosa en una poblacio´n realizando hipo´tesis simples y realistas respecto a su
transmisio´n. Con este modelo es posible obtener algunas de las caracter´ısticas
generales de distintas enfermedades infecciosas, como el comportamiento durante
la epidemia y picos epide´micos perio´dicos con una amplitud decreciente en el
tiempo. Si bien el modelo SIR es uno de los ma´s sencillos y estudiados, al alejarse
un poco del modelo y agregar nuevos procesos o compartimentos, la dina´mica
obtenida puede ser dif´ıcil de analizar e implementar en te´rminos matema´ticos.
Sin embargo puede observarse que el comportamiento de las variables en otros
modelos es similar al del modelo SIR por lo que su comprensio´n permite el
ana´lisis de modelos ma´s complejos y la interpretacio´n de los resultados. Es decir
que si bien al complejizar los modelos se complejiza la posibilidad de estudiarlos
en forma anal´ıtica, la dina´mica de las variables tiene un comportamiento similar
a la del modelo SIR.
El modelo SIR supone una poblacio´n que puede ser compartimentalizada
segu´n el estado epidemiolo´gico de los individuos que la componen en tres conjun-
tos, individuos Susceptibles S, Infectados I y Recuperados R. A su vez existen
procesos que cambian el estado epidemiolo´gico de los individuos como la infec-
cio´n, la recuperacio´n y la muerte. Si bien el modelado de la mortalidad no es parte
del modelo SIR original, en los modelos desarrollados en este trabajo tenemos
en cuenta este proceso. Se considera una poblacio´n con una cantidad definida de
individuos N y con una cantidad inicial de individuos infectados I(t = 0) = I0.
En todo momento la suma de los individuos de todos los compartimentos debe
ser igual a la poblacio´n total N .
En el modelo los individuos nacen susceptibles, pueden infectarse al entrar en
contacto infectivo con otros individuos infectados y despue´s de un tiempo recupe-
rarse, luego de lo cual permanecen inmunes y no pueden volver a infectarse. En la
figura 1.14 se observa un esquema del modelo. Las tasas de transicio´n, represen-
tadas con letras griegas, determinan una proporcio´n de remocio´n de individuos
desde un compartimento a otro por unidad de tiempo.
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Figura 1.14: Esquema del modelo epidemiolo´gico SIR con nacimientos y morta-
lidad. S, I y R son los compartimentos de susceptibles, infectados y recuperados
respectivamente. Las flechas representan los procesos por los cuales los individuos
cambian de estado epidemiolo´gico o compartimento. Las letras griegas son las ta-
sas o probabilidades por unidad de tiempo de estos procesos segu´n se utilice una
formulacio´n determinista o estoca´stica.
En este modelo los individuos nacen susceptibles a una tasa de nacimiento µ
por unidad de tiempo. La infeccio´n se da a una tasa λ, la cual es igual a la tasa de
contacto infectivo β multiplicada por la proporcio´n de infectados de la poblacio´n
y la cantidad de individuos susceptibles λ = βSI/N [89]. De manera que los
individuos susceptibles disminuyen proporcionalmente a la fraccio´n de poblacio´n
infectada con la cual esta´ en contacto multiplicada por el nu´mero de individuos
susceptibles y por la tasa de contacto infectivo β.
La tasa de contacto infectivo β a su vez es el producto de la tasa media de
contacto por la probabilidad de infeccio´n debida a ese contacto. Al modelar de esta
forma el proceso de contagio e infeccio´n se esta´ utilizando la hipo´tesis de campo
medio, es decir que el contacto entre individuos de distintos compartimentos es
proporcional al nu´mero de individuos en cada compartimento, en este sentido
no se tiene en cuenta una estructura espacial. La tasa de recuperacio´n γ es la
tasa por unidad de tiempo con la que los individuos infectados se recuperan y
puede calcularse como γ = 1
trec
, donde trec es el tiempo medio de recuperacio´n.
Independientemente de su estado infectolo´gico los individuos mueren a la misma
tasa con la que ocurren los nacimientos µ de manera que la poblacio´n permanece
constante, es decir que no se tiene en cuenta una mayor mortalidad debido a
la infeccio´n. La tasa de nacimiento y muerte se puede calcular como µ = 1
tvida
donde tvida es la esperanza de vida de los individuos de la poblacio´n. Este modelo
no identifica a cada individuo sino que utiliza el nu´mero total de individuos
dentro de cada compartimento, es decir, la cantidad de individuos con un estado
epidemiolo´gico determinado.
A partir de esta descripcio´n es posible construir una de implementacio´n es-
toca´stica basada en individuos (IBM), y otra determinista basada en poblaciones
(PBM). Las tasas de transicio´n de la formulacio´n determinista se interpretan
como las probabilidades de transicio´n por unidad de tiempo en la simulacio´n es-
toca´stica. Estas dos formulaciones coinciden en el l´ımite en el que se promedian
infinitas simulaciones estoca´sticas, o bien el nu´mero de individuos de la pobla-
cio´n tiende a infinito en la implementacio´n estoca´stica, y el paso de integracio´n
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∆t de las ecuaciones en la implementacio´n determinista tiende a cero. En es-
te l´ımite tambie´n coincide con la solucio´n exacta del sistema de ecuaciones. La
implementacio´n matema´tica determinista se basa en un sistema de ecuaciones
diferenciales acopladas que rigen la dina´mica de las variables. En general es ma´s
sencilla de implementar computacionalmente y permite un ana´lisis dina´mico del
sistema de ecuaciones, pero no pueden dar cuenta de algunas caracter´ısticas pro-
pias de la implementacio´n estoca´stica como las fluctuaciones estoca´sticas en las
series temporales de las variables.
1.4.2. Incidencia
Un concepto utilizado en la epidemiolog´ıa para medir la morbimortalidad
asociada a una enfermedad es la incidencia. Esta se define como el nu´mero de
nuevos infectados en un determinado intervalo temporal [21, 26]. En general la
unidad en la cual se mide esta variable es la cantidad de casos nuevos por an˜o en
una poblacio´n de 100000 habitantes. Las instituciones de salud pu´blica muchas
veces realizan esta medicio´n correlaciona´ndola con posibles factores de riesgo
asociados a la enfermedad o bien de intere´s como la edad, el estado de inmunidad,
entre otros. Esta medicio´n es u´til para comparar los resultados arrojados por los
modelos epidemiolo´gicos y los datos establecidos a trave´s del registro pu´blico.
En los modelos epidemiolo´gicos la incidencia pude hallarse integrando los casos
nuevos en un intervalo temporal. Para distintos modelos deterministas puede
hallarse una expresio´n de la incidencia en el estado estacionario como funcio´n de
los para´metros del modelo.
1.4.3. Nu´mero reproductivo ba´sico R0
El nu´mero reproductivo ba´sico R0 es un concepto clave en la epidemiolog´ıa y
es definido como el nu´mero promedio de infecciones causadas por un individuo
infectado cuando es introducido en una poblacio´n de individuos susceptibles. Este
valor captura la capacidad reproductiva de la enfermedad [113] y esta´ asociado a la
infectividad de la enfermedad y las caracter´ısticas del contacto infectivo. El intere´s
de este para´metro reside en que es un valor umbral que define el crecimiento o
decrecimiento en la incidencia de la epidemia.
Si la cantidad de individuos susceptibles en una poblacio´n multiplicada por el
nu´mero reproductivo ba´sico es menor a uno (sR0 < 1) cada individuo infectado
producira´ menos de un infectado nuevo durante su infeccio´n, lo que predice que la
infeccio´n decrecera´ [80]. S´ı (sR0 > 1) el pato´geno se transmitira´ en la poblacio´n de
susceptibles y por lo tanto la infeccio´n crecera´. Al llegar al estado estacionario se
debe cumplir que cada individuo, en el tiempo en el que se encuentra infectado,
infecte solo a un susceptible, de manera que se cumple que sR0 = 1. En este
sentido el para´metro R0 determina el comportamiento de la epidemia y es un
modo de caracterizar a distintas enfermedades infecciosas.
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Otra de las formas de definir el valor de R0, avocada espec´ıficamente a si-
mular pol´ıticas de prevencio´n de enfermedades, consiste en hallar un para´metro
que tenga la caracter´ıstica de ser un umbral a partir del cual la enfermedad es
ende´mica, es decir que no puede ser erradicada. En una infeccio´n epide´mica si-
mulada se pueden ensayar pol´ıticas de control para llevar a R0s < 1 por ejemplo
mediante la vacunacio´n. De esta manera el para´metro R0 tambie´n representa un
umbral que predice las caracter´ısticas de la transmisio´n de una enfermedad en
una poblacio´n [8].
1.4.4. Para´metros epide´micos
Los para´metros utilizados para implementar un modelo como el SIR esta´n
relacionados con las caracter´ısticas poblacionales y las caracter´ısticas de la en-
fermedad infecciosa. Con el fin de caracterizar distintas enfermedades Hethcote
expone un cuadro con distintos valores para el tiempo de incubacio´n, la infecti-
vidad, la duracio´n del tiempo de infectividad y otras caracter´ısticas (Tabla 1.1)
[82].
Enfermedad Tiempo de Duracio´n de Infectividad
incubacio´n (d´ıas) la infeccio´n (d´ıas)
Sarampio´n 9-12 5-7 Alta
Viruela 12-14 10 Media
Rube´ola 17-20 14 Media
Paperas 10-20 7 Media
Tos convulsa 7-10 14+ Alta
Polio 5-20 Larga Alta
Varicela 13-17 20-30 Alta
Herpes 5-8 Larga Media
Te´tanos 7+ 21-30 Baja
Difteria 2-6 20 Media
Tabla 1.1: Tiempo de incubacio´n, duracio´n de la infeccio´n e infectividad para
distintas enfermedades infecciosas. Tomado del trabajo de Hethcote 2000 [82].
El tiempo de duracio´n de la infectividad, durante el cual el infectado puede
contagiar la enfermedad, es un para´metro que puede asociarse directamente con
el valor del tiempo medio de duracio´n de la enfermedad trec en el modelo SIR
antes descrito y su inversa es la tasa media de recuperacio´n por unidad de tiempo
γ = 1
trec
.
De los valores descritos se tomo´ un tiempo medio de duracio´n de la infeccio´n,
o de recuperacio´n, de trec = 10 d´ıas como un valor realista para utilizar en la
implementacio´n de modelos epidemiolo´gicos a lo largo del trabajo.
Por otro lado, utilizando el modelo SIR como hipo´tesis, se puede calcular
el numero reproductivo ba´sico R0 de diversas enfermedades a partir de datos
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epidemiolo´gicos (Tabla 1.2) [6–8].
Infeccio´n Localizacio´n geogra´fica Periodo temporal R0
Cirencester, Inglaterra 1947-50 13-14
Sarampio´n Inglaterra y Gales 1950-68 16-18
Kansas,USA 1918-21 5-6
Ontario, Canada´ 1912-13 11-12
Willesden, Inglaterra 1912-13 11-12
Ghana 1960-8 14-15
Nigeria oriental 1960-8 16-17
Inglaterra y Gales 1944-1978 16-18
Tos convulsa Maryland, USA 1943 16- 17
Inglaterra y Gales 1950-68 16-18
Ontario, Canada´ 1912-13 10-11
Maryland, USA 1913-17 7-8
Varicela New Jersey, USA 1912-21 7-8
Baltimore, USA 1943 10-11
Inglaterra y Gales 1944-68 10-12
Difteria Nueva York, USA 1918-19 4-5
Maryland, USA 1908-17 4-5
Maryland, USA 1908-17 7-8
Escarlatina Nueva York, USA 1918-19 5-6
Pensilvania, USA 1910-16 6-7
Baltimore, USA 1943 7-8
Paperas Inglaterra y Gales 1960-80 11-14
Pa´ıses Bajos 1970-80 11-14
Inglaterra y Gales 1960-70 6-7
Rube´ola Alemania occidental 1970-7 6-7
Checoslovaquia 1970-7 8-9
Polonia 1970-7 11-12
Gambia 1976 15-16
Poliomelitis USA 1955 2-5
Pa´ıses Bajos 1960 6-7
Inglaterra y Gales 1981-5 2-5
HIV Nairobi, Kenia 1981-5 11-12
Kampala, Uganda 1985-7 10-11
Tabla 1.2: Nu´mero reproductivo ba´sico calculado para distintas epidemias de
diferentes enfermedades. Tomado del trabajo de Anderson, 1993 [8].
A lo largo de la tesis utilizaremos un valor para el nu´mero reproductivo ba´sico
de R0 = 15. El nu´mero reproductivo ba´sico no determina un valor de los para´me-
tros sino su relacio´n. En la seccio´n 2 se vera´ que esto equivale a tomar un valor
del contacto infectivo de β = 1,5 1
d
(ec. 2.14).
Como para´metro que reproduce el comportamiento poblacional se utilizara´ una
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natalidad y mortalidad que cumplan con que el tiempo medio de vida es igual la
esperanza de vida promedio que tomaremos como tvida = 75 an˜os lo que equivale
a una tasa media de natalidad y mortalidad de µ = 1
75
1
a
. En todos los casos se
considera un nu´mero de individuos constante, de manera que las tasas de mor-
talidad y natalidad son iguales e independientes del estado epidemiolo´gico de los
individuos.
1.5. Hipo´tesis de reemergencia
En este trabajo se desarrollan y analizan modelos epidemiolo´gicos que pue-
den caracterizar distintas enfermedades infecciosas con para´metros realistas. Con
estos modelos se analizan diferentes hipo´tesis acerca de la reemergencia de una
enfermedad infecciosa:
En primer lugar se estudia el origen de los picos epide´micos de cara´cter
perio´dico observado en enfermedades como la tos convulsa, la Rube´ola, la
Viruela, entre otras. La periodicidad de las epidemias en estas enfermedades
no tiene un correlato obvio con fuerzas externas y existen fuertes evidencias
que estos picos epide´micos perio´dicos son intr´ınsecos al sistema. En este
sentido se estudian las fluctuaciones poblacionales en diferentes modelos
estoca´sticos y sus caracter´ısticas en funcio´n de los para´metros.
Se propone como posible causa de reemergencia una disminucio´n dina´mica
en la eficacia de la vacuna, en el caso de enfermedades prevenibles, y se
estudia esta hipo´tesis en distintos modelos.
Se estudia tambie´n el efecto de un cambio dina´mico en el contacto infectivo,
como consecuencia de variaciones en la infectividad del agente etiolo´gico o
bien cambios en las caracter´ısticas de los contactos poblacionales.
Por u´ltimo se analiza la hipo´tesis de que la cepa bacteriana de la vacuna,
en una enfermedad prevenible, difiera de la cepa circulante. Este efecto no
recae unicamente en la eficacia de la vacunacio´n sino que su comportamien-
to puede caracterizarse como un sistema similar al de dos enfermedades
coexistiendo e interactuando en una misma poblacio´n.
Cap´ıtulo 2
Descripcio´n macrosco´pica
determinista del modelo SIR
Los modelos epidemiolo´gicos que simulan la transmisio´n de una enferme-
dad infecciosa son susceptibles de diferentes implementaciones matema´ti-
cas o computacionales, cada una con un nivel descriptivo diferente. En
la seccio´n 2.1 se introduce el modelo SIR en su implementacio´n deter-
minista. Se presenta el sistema de ecuaciones asociado, se calculan los
valores estacionarios de las variables y su relacio´n con los para´metros del
modelo. Tambie´n se calcula la incidencia y el nu´mero reproductivo ba´sico
R0 en el estado de equilibrio. En la seccio´n 2.2 se realiza una descripcio´n
del sistema dina´mico mediante un ana´lisis de estabilidad lineal hallando
la frecuencia caracter´ıstica de oscilacio´n del sistema en la cercan´ıa del
punto de equilibrio y su dependencia con los para´metros del modelo. En
la seccio´n 2.3 se exponen los resultados de las simulaciones realizadas a
partir de me´todos computacionales y se analiza la dina´mica del sistema.
En la seccio´n 2.4 se presenta una discusio´n acerca del cara´cter perio´dico
de las epidemias y su relacio´n con distintos modelos e implementaciones
que intentan simular este efecto.
2.1. Implementacio´n determinista del modelo SIR
La implementacio´n matema´tica determinista de los modelos epidemiolo´gicos
se basa en considerar fracciones de una poblacio´n con un determinado estado
epide´mico y, a partir de ese estado, modelizar la evolucio´n hacia un nuevo es-
tado por medio de un sistema de ecuaciones diferenciales acopladas. En estas
ecuaciones las variables dependientes, que describen la cantidad (o fraccio´n) de
individuos en los compartimentos epidemiolo´gicos, son variable continuas. Las
variables del sistema cambian en el tiempo debido a procesos como nacimientos,
muertes, infecciones y otras posibles causas que producen el traslado de indivi-
duos de un compartimento a otro. Estas variaciones quedan definidas por tasas de
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transicio´n por unidad de tiempo asociadas a los procesos, usualmente constantes,
que son los para´metros del modelo.
2.1.1. Sistema de ecuaciones
En la implementacio´n determinista del modelo SIR cada individuo de la po-
blacio´n es asociado a un estado epidemiolo´gico. Llamamos S al nu´mero de indivi-
duos en el compartimento de susceptibles, I al de infectados yR al de recuperados.
La suma de estos tres nu´meros naturales es igual al nu´mero total de individuos
en la poblacio´n S + I +R = N .
La evolucio´n temporal de la cantidad de individuos susceptibles en este modelo
viene dada por la ecuacio´n diferencial 2.1. La variacio´n del nu´mero de susceptibles
esta determinada por tres procesos, representados por los te´rminos a la derecha
de la ecuacio´n: nacimientos, infeccio´n y muerte, respectivamente.
dS
dt
= µN − λS − µS. (2.1)
Los nacimientos aumentan el valor de susceptibles a una tasa µN por unidad
de tiempo. El te´rmino λ = βI/N es la fuerza de infeccio´n y representa la tasa
por unidad de tiempo con la que se remueven individuos del compartimento
de susceptibles y son agregados al de infectados. De manera que los individuos
susceptibles disminuyen proporcionalmente a la fraccio´n de poblacio´n infectada
con la cual esta´ en contacto multiplicada por la tasa de contagio β. El te´rmino µS
representa la mortalidad aplicada a los individuos susceptibles. En este modelo
simplificado se supone a la tasa de mortalidad y de natalidad como un mismo
para´metro µ.
En el caso del nu´mero de individuos infectados, su dina´mica en funcio´n del
tiempo esta´ determinada por la ecuacio´n
dI
dt
= λS − γI − µI. (2.2)
El primer te´rmino de la derecha representa la fraccio´n de susceptibles que al
infectarse integran el compartimento de infectados. El segundo te´rmino corres-
ponde a los individuos infectados que se recuperan a una tasa γ de manera que
este para´metro representa la tasa de recuperacio´n por unidad de tiempo y puede
calcularse como la inversa del tiempo medio de recuperacio´n trec. El producto µI
representa la mortalidad de los infectados. Finalmente la dina´mica del nu´mero
de individuos recuperados se obtiene mediante la ecuacio´n
dR
dt
= γI − µR. (2.3)
El primer te´rmino representa los individuos infectados que se recuperan e integran
el compartimento de recuperados. La tasa µR representa la mortalidad de los
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individuos recuperados. Como vemos la tasa de mortalidad es la misma para todos
individuos independientemente de su estado epidemiolo´gico, lo que constituye una
de las simplificaciones que asume este modelo. Esto implica que el nu´mero total de
individuos permanecera´ constante, lo que puede corroborarse observando que la
suma de estas tres ecuaciones es igual a cero y representa la variacio´n del nu´mero
total de individuos (dN
dt
= 0). Al hallar una cantidad que se conserva podemos
reducir la dimensionalidad del sistema dina´mico. Dividiendo las variables por el
total de individuos se puede trabajar con las fracciones de individuos en cada
compartimento: s = S
N
, i = I
N
y r = R
N
de manera que s + i + r = 1. La
dina´mica de las fracciones de poblacio´n esta´ determinada por el siguiente sistema
de ecuaciones
ds
dt
= −λs− µs+ µ, (2.4)
di
dt
= λs− γi− µi, (2.5)
dr
dt
= γi− µr. (2.6)
Dado que en todo momento se cumple que r = 1− s− i, una de las variables es
linealmente dependiente de las otras y el sistema puede reducirse a un sistema de
dos ecuaciones con dos variables.
Estas ecuaciones son no-lineales y no tienen una solucio´n anal´ıtica, es decir
que no puede hallarse en forma exacta las funciones que las satisfacen para todo
tiempo. Sin embargo es posible hallar anal´ıticamente expresiones para el estado
estacionario y caracterizar la dina´mica del sistema en torno de este estado.
Para visualizar la dina´mica de las variables se realizaron simulaciones compu-
tacionales que integran las ecuaciones diferenciales utilizando el me´todo de Euler
[75]. Este me´todo fue utilizado en la implementacio´n determinista de los modelos
y se desarrolla en el ape´ndice A.
2.1.2. Solucio´n estacionaria
Los estados de equilibrio del sistema, o puntos fijos, son los valores de las
variables que anulan las ecuaciones llevando al sistema a un estado de equilibrio
estacionario. Estos se calculan igualando las ecuaciones diferenciales 2.4-2.6 a
cero, obteniendo el sistema de ecuaciones acopladas
ds
dt
= 0⇒ −βis− µs+ µ = 0, (2.7)
di
dt
= 0⇒ βis− γi− µi = 0, (2.8)
dr
dt
= 0⇒ γi− µr = 0, (2.9)
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resolviendo estas ecuaciones se obtienen dos soluciones
(s∗, i∗, r∗) =

(1, 0, 0) en el caso trivial,
(γ+µ
β
, −µ
β
+ µ
µ+γ
, −γ
β
+ γ
µ+γ
)
(2.10)
Estos son los puntos fijos o de equilibrio del sistema, es decir que son estados
en el cual el sistema no evoluciona. Como veremos es posible realizar un ana´lisis
de estabilidad de los puntos fijos con el fin de analizar la dina´mica en torno a
los mismos (Seccio´n 2.2). En el primer caso de la ecuacio´n 2.10, el caso trivial,
no hay infectados y por lo tanto la infeccio´n no puede propagarse. En este caso
todos los individuos resultan susceptibles. Este es un punto fijo inestable al que
solo se puede llegar eligiendo ese estado como condicio´n inicial. En el segundo
caso podremos, con herramientas de ana´lisis dina´mico y como se vera´ en la si-
guiente seccio´n, clasificar al punto como un punto fijo estable al cual convergen
las variables luego de su dina´mica transitoria.
Con el fin de obtener resultados realistas se tomara´n valores de los para´metros
antes descritos en la seccio´n 1.4.4. Estos valores son: el tiempo de recuperacio´n
trec = 1/γ = 10 d´ıas, el contacto infectivo β = 1,5
1
d
y la esperanza de vida
tvida =
1
µ
= 75 an˜os. Utilizando estos para´metros en el modelo se pueden calcular
las fracciones de poblaciones en cada compartimento en el estado estacionario
(s∗; i∗; r∗) = (6,6691 10−2; 3,41 10−4; 9,32968 10−1). (2.11)
Esto significa que para una poblacio´n con N = 100000 habitantes el modelo pre-
dice alrededor de 6669 individuos susceptibles, 93297 recuperados y 34 infectados.
En la figura 2.1 A se observa la fraccio´n de infectados en el estado estacio-
nario como funcio´n del contacto infectivo β para distintos valores del tiempo de
recuperacio´n trec.
Al aumentar el contacto infectivo aumenta la cantidad de infectados en el
estado estacionario hasta llegar a la as´ıntota horizontal dada por la ecuacio´n
i∗(β→∞) =
µ
γ+µ
. Este valor caracteriza una situacio´n en la cual todos los individuos
susceptibles se infectan y la poblacio´n se divide unicamente en infectados y recu-
perados. Por otro lado para cada valor del tiempo de recuperacio´n trec existe un
valor de β mı´nimo por debajo del cual el valor estacionario de infectados es cero
y la epidemia se extingue. Ese valor puede hallarse igualando el valor estacionario
de la fraccio´n de infectados a cero: β(i∗=0) = µ + γ. Es decir que si el contacto
infectivo es menor que la suma de las tasas de muerte y recuperacio´n (β < µ+γ)
la enfermedad no logra transmitirse.
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Figura 2.1: A - Fraccio´n de infectados del estado estacionario como funcio´n de
los para´metros en el modelo SIR. La fraccio´n de infectados crece con el contacto
infectivo β hasta llegar a una as´ıntota horizontal. B - La fraccio´n de individuos
infectados crece de manera lineal con el tiempo de recuperacio´n trec.
Si ahora graficamos la dependencia del valor estacionario de la fraccio´n de
infectados con el tiempo de recuperacio´n trec se observa que la fraccio´n de infecta-
dos aumenta proporcionalmente al aumento de este para´metro. Esta dependencia
puede observarse en la figura 2.1 B.
Al considerar un tiempo de recuperacio´n mayor los individuos infectados po-
seen la capacidad de infectar por ma´s tiempo y el nu´mero de infectados en el
estado estacionario crece proporcionalmente. Es decir que la fraccio´n de indivi-
duos infectados aumenta linealmente con el tiempo de recuperacio´n trec y aumenta
al aumentar el contacto infectivo β de manera homogra´fica acerca´ndose a un valor
asinto´tico.
En el caso de los individuos susceptibles la dependencia de su valor estaciona-
rio como funcio´n de los para´metros del modelo se encuentra en la ecuacio´n 2.10.
La fraccio´n de individuos susceptibles disminuye en forma inversamente propor-
cional con el contacto infectivo β. Esto se debe a que al aumentar la capacidad
infectiva de los individuos infectados la fraccio´n de susceptibles disminuye hasta
el l´ımite en el que tiende a cero. En el caso del aumento en el tiempo de recu-
peracio´n (o duracio´n de la infeccio´n) trec la fraccio´n de susceptibles disminuye en
forma inversamente proporcional hasta llegar a la as´ıntota dada por la ecuacio´n
s∗ = µ
β
que surge de tomar el l´ımite de la fraccio´n de susceptibles del estado
estacionario (ec. 2.10) cuando el tiempo de infeccio´n tiende a infinito o lo que es
equivalente, la tasa de recuperacio´n γ es igual a cero.
Es decir que al aumentar el contacto infectivo o el tiempo de recuperacio´n en
ambos casos aumenta el total de infecciones y la fraccio´n de individuos suscepti-
bles en el estado estacionario disminuye de manera inversamente proporcional a
estos para´metros.
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2.1.3. Incidencia y nu´mero reproductivo ba´sico R0
Como se sen˜alo´ en la introduccio´n la incidencia de una epidemia esta´ definida
como el nu´mero de nuevos infectados por unidad de tiempo. Esta cantidad puede
visualizarse como una serie temporal o calcularse en el estado estacionario. La
incidencia en el modelo SIR es dada por la ecuacio´n
Inc = λS = βsiN. (2.12)
Donde β es el contacto infectivo y N es el nu´mero de individuos considerado en el
modelo. Este valor corresponde al nu´mero de casos nuevos por unidad de tiempo.
Para obtener la incidencia en un determinado intervalo temporal debe reali-
zarse la integral de esta cantidad en el intervalo. En el caso del estado estacionario
este valor es
Inc∗ = βs∗i∗ N = µ(1− γ + µ
β
)N. (2.13)
Con estos para´metros y en una poblacio´n de N = 100000 individuos, el modelo
SIR preve´ una incidencia de Inc ' 3, 4 casos nuevos por d´ıa, lo que equivale a
un total de 1240 casos nuevos de enfermedad por an˜o.
Por otro lado el nu´mero reproductivo ba´sico R0 puede calcularse como el
nu´mero de infectados medio que produce un individuo infectado en una pobla-
cio´n de susceptibles. Al llegar al estado estacionario se debe cumplir que cada
individuo, en el tiempo en el que se encuentra infectado, infecte a su vez a un
solo individuo, de forma que el total de infectados permanece constante. En ese
caso en el estado estacionario del modelo SIR se cumple la ecuacio´n
R0s
∗ = 1 , R0 =
1
s∗
=
β
γ + µ
. (2.14)
Este valor del nu´mero reproductivo ba´sico es propio del modelo SIR, al tener
en cuenta la posibilidad de distintos grupos de susceptibles esta definicio´n puede
complejizarse y cambia su expresio´n en funcio´n de los para´metros ya que el valor
estacionario de individuos susceptibles puede cambiar.
Otra forma de interpretar este para´metro surge al pedir que la fraccio´n de
infectados no aumente en el tiempo. Para ello se parte de la ecuacio´n que define
la dina´mica de la fraccio´n de infectados
di
dt
= i(βs− (γ + µ)) = βi(s− 1
R0
), (2.15)
de manera que para que la fraccio´n de infectados no crezca es necesario que
s∗ − 1
R0
< 0 lo que es equivalente a s∗R0 < 1. Este es el llamado teorema del
umbral.
Con los para´metros antes descritos para el modelo SIR el nu´mero reproduc-
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tivo ba´sico es R0 ' 15.
2.2. Ana´lisis de estabilidad lineal
Para caracterizar el comportamiento de las soluciones de la implementacio´n
determinista en general se realiza un ana´lisis de estabilidad lineal en una regio´n
pro´xima a los puntos fijos. Este se basa en la aproximacio´n lineal de las ecuaciones
diferenciales alrededor del punto fijo, lo que permite analizar su estabilidad y com-
portamiento. Para ejemplificarlo partamos del sistema de ecuaciones diferenciales
que establecen la dina´mica del modelo SIR
ds
dt
= −βsi− µ(s− 1) = g(s, i), (2.16)
di
dt
= (βs− γ − µ)i = h(s, i). (2.17)
La ecuacio´n para la variable r es linealmente dependiente de e´stas ya que cumplen
que su suma es igual a uno (r = 1− s− i) por lo que se puede reducir el nu´mero
de variables a dos simplificando el ana´lisis. En esta ecuacio´n se introdujeron las
funciones g(s, i) y h(s, i) ambas no-lineales. Puede probarse que si estas funciones
son continuas y sus derivadas parciales tambie´n segu´n el teorema de Cauchy-
Lipschitz, la solucio´n de la ecuacio´n es u´nica [72]. Analizaremos en primer lugar
la estabilidad del sistema en el punto fijo dado por (s∗, i∗) = (γ+µ
β
, −µ
β
+ µ
µ+γ
).
Realizando el cambio de variables u = (s− s∗) y v = (i− i∗) para simplificar
la notacio´n, el sistema de ecuaciones 2.16-2.17 puede escribirse segu´n la ecuacio´n(
u˙
v˙
)
=
(
g(s∗ + u, i∗ + v)
h(s∗ + u, i∗ + v)
)
. (2.18)
En esta ecuacio´n el punto fijo se encuentra en los valores (u∗, v∗) = (0, 0). A partir
de este cambio de variables se puede expandir el sistema de ecuaciones en series
de Taylor alrededor del punto fijo [72, 153] obteniendo la ecuaciones(
u˙
v˙
)
=
(
g(s∗, i∗)
h(s∗, i∗)
)
+
(
∂g
∂s
∂g
∂i
∂h
∂s
∂h
∂i
)
(s∗,i∗)
(
u
v
)
+O(2). (2.19)
El primer te´rmino de la ecuacio´n 2.19 se anula ya que por punto fijo: g(s∗, i∗) =
h(s∗, i∗) = 0. Suponiendo que los te´rminos de orden cuadra´tico O(2) pueden
ser despreciados se obtiene un sistema linearizado. Esta es una buena aproxima-
cio´n para pequen˜os apartamentos respecto al punto fijo y cuando los autovalores
obtenidos en el sistema de ecuaciones son distintos de cero. A partir de aqu´ı tra-
bajaremos con la aproximacio´n a primer orden con el fin de analizar la dina´mica
cercana al punto fijo, a lo que se llama ana´lisis de estabilidad lineal. Las variables
del sistema de ecuaciones linearizado son ul y vl y puede escribirse en funcio´n de
42 Cap´ıtulo 2. Descripcio´n macrosco´pica determinista del modelo SIR
la matriz de derivadas parciales, o Jacobiano J∗ del sistema, evaluada en el punto
fijo como (
u˙l
v˙l
)
= J∗
(
ul
vl
)
. (2.20)
Para realizar el ana´lisis de estabilidad en el modelo SIR se calcula el jacobiano
del sistema de ecuaciones 2.16-2.17 obteniendo
J =
(−βi− µ −βs
βi βs− (µ+ γ)
)
, (2.21)
al evaluarlo en el punto fijo que queremos analizar (s∗, i∗) = (γ+µ
β
, −µ
β
+ µ
µ+γ
) se
obtiene la ecuacio´n
J∗ =
( −βµ
γ+µ
−(γ + µ)
−µ+ βµ
γ+µ
0
)
. (2.22)
Para obtener la solucio´n del sistema linearizado propondremos al vector (ul, vl)
como un vector de funciones exponenciales en el tiempo(
ul
vl
)
= Ieλt
(
u0
v0
)
, (2.23)
donde u0 y v0 son independientes del tiempo. Substituyendo la ecuacio´n 2.23 en
2.20 se obtiene la ecuacio´n
λIeλt
(
u0
v0
)
= J∗eλt
(
u0
v0
)
, (2.24)
cuya solucio´n existe si (u0, v0) es autovector de la matriz jacobiana J
∗ y λ su
autovalor asociado. De manera que los autovalores λ son las ra´ıces de la ecuacio´n
det(λI− J∗) = 0. (2.25)
Esta ecuacio´n es llamada ecuacio´n caracter´ıstica. Expandiendo el determinante
se obtiene la ecuacio´n cuadra´tica
λ2 − τλ+ ∆ = 0. (2.26)
Donde τ es la traza de la matriz J∗ y ∆ su determinante. Los autovalores calcu-
lados a partir de la ecuacio´n caracter´ıstica 2.26 satisfacen las relaciones
λ1,2 =
1
2
(
τ ±
√
τ 2 − 4∆) , ∆ = λ1λ2 , τ = λ1 + λ2. (2.27)
El signo del te´rmino dentro de la ra´ız define si la dina´mica cercana al punto fijo
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tendra´ oscilaciones. En caso de ser 4∆ > τ 2 la dina´mica sera´ oscilatoria alrededor
del punto fijo que puede en ese caso puede caracterizarse como un foco. S´ı 4∆ < τ 2
el punto fijo se denomina como un nodo y la dina´mica no presenta oscilaciones.
En ambos casos la estabilidad esta´ dada por el signo de τ . Si τ < 0 tendremos
focos o nodos estables y en caso de que τ > 0 se observan focos o nodos inestables.
En el caso de que ∆ < 0 el punto fijo puede ser caracterizado como un punto silla
con una direccio´n en la cual es atractor y otra en la cual es repulsor.
La ecuacio´n caracter´ıstica 2.25 en el caso del sistema de ecuaciones del modelo
SIR esta´ dada por la ecuacio´n
det
(
λ+ βµ
γ+µ
γ + µ
µ− βµ
γ+µ
λ
)
= 0, (2.28)
los autovalores de esta matriz son
λ1,2=− βµ
2(γ + µ)
±
√
1
4
( βµ
γ + µ
)2
+µ(µ+ γ − β). (2.29)
En la ecuacio´n 2.30 se escriben los para´metros antes mencionados para realizar
el ana´lisis del comportamiento dina´mico como funcio´n de los autovalores (ec:
2.27) con los para´metros del modelo SIR, lo que define las posibles dina´micas
del sistema. Para un rango de valores realistas de los para´metros se cumple que
β > µ+ γ , y βµ
γ+µ
> 0 ya que las tasas son positivas.
∆ = λ1λ2 = µ(β − µ− γ) > 0 , τ = λ1 + λ2 = − βµ
γ + µ
< 0. (2.30)
(2.31)
Es decir que la dina´mica tendra´ un foco o un nodo estable en el punto de equi-
librio [153]. Suponiendo que escribimos a los autovalores como λ1,2 = α ± iω0 la
oscilacio´n alrededor del foco tendra´ una frecuencia natural ω0 y un decaimiento
α dados por las ecuaciones
w0 =
√
1
4
τ 2 −∆ =
√
1
4
( βµ
γ + µ
)2
+µ(µ+ γ − β), (2.32)
α =
1
2
τ = − βµ
2(γ + µ)
. (2.33)
En la figura 2.2 se observa el esquema de la dina´mica del sistema como fun-
cio´n de los para´metros del modelo, la curva separa dos espacios en los cuales la
dina´mica del sistema es distinta. Para valores de β y trec por debajo de la curva el
sistema posee un nodo estable por lo que la dina´mica converge al punto de equi-
librio sin oscilar. En el caso de que estos para´metros se encuentren por encima
de la curva el sistema converge al punto fijo realizando oscilaciones. Por debajo
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de la curva la enfermedad se extingue ya que la fraccio´n de infectados es i∗ ≤ 0.
Figura 2.2: Esquema de la dina´mica del sistema SIR como funcio´n del contacto
infectivo β y el tiempo de recuperacio´n trec para una tasa de natalidad-mortalidad
µ = 1
75
1
a
. Se utilizo´ un rango de 0 a 10 d´ıas de duracio´n de la enfermedad y un
valor de entre 0 y 2 1
d
para la tasa de contacto infectivo β. Por encima de la curva
el punto fijo al cual convergen las variables es un foco estable, es decir que las
variables convergen al punto fijo realizando oscilaciones. Por debajo de la curva
se obtiene un nodo estable pero en esta regio´n el valor estacionario de infectados
es menor a cero y la epidemia se extingue.
Para realizar este mismo estudio en el punto fijo (s∗, i∗) = (1, 0) podemos
partir de la expresio´n de la matriz jacobiana 2.21 y evaluarla en este punto fijo,
de manera que se obtiene la ecuacio´n
J∗ =
(−µ −β
0 β − (µ+ γ)
)
, (2.34)
los autovalores de esta matriz son
λ1 = −µ < 0 , λ2 = β − (µ+ γ) > 0, (2.35)
con lo cual el punto fijo es un punto silla, tiene una direccio´n atractora (s) y otra
repulsora (i).
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2.3. Comportamiento dina´mico del sistema
En esta seccio´n analizaremos el comportamiento dina´mico del sistema a partir
de la integracio´n nume´rica de las ecuaciones 2.4-2.6. Para realizar la integracio´n
nume´rica de este sistema se utilizo´ el me´todo de Euler (Ape´ndice A). Los para´me-
tros utilizados en el modelo se encuentran en la tabla 2.1.
Para´metro Valor utilizado
dt Paso temporal 0,001 d´ıas
β Tasa de contacto infectivo 1,5 1/d´ıas
trec Tiempo de recuperacio´n promedio 10 d´ıas
γ Tasa de recuperacio´n 0,1 1/d´ıas
tvida Esperanza de vida 75 an˜os
tfin Tiempo final de la corrida 200 an˜os
Tabla 2.1: Para´metros utilizados al implementar computacionalmente la integra-
cio´n nume´rica del modelo SIR. El paso temporal es el paso de integracio´n del
modelo. Para obtener la dina´mica de las variables se implemento´ computacional-
mente el me´todo de Euler (Anexo A).
Dado que el sistema posee un punto fijo estable es de esperar que al pasar el
tiempo las variables converjan a los valores estacionarios. Es decir que indepen-
dientemente de los valores iniciales, al realizar la simulacio´n y dejar evolucionar
a las variables un tiempo considerable, se obtienen como resultado los valores de
equilibrio del sistema de ecuaciones. En la tabla 2.2 se realiza una comparacio´n de
los valores estacionarios obtenidos mediante la simulacio´n nume´rica luego de un
tiempo de integracio´n de 200 an˜os y los obtenidos de manera anal´ıtica al hallar
el estado de equilibrio de las ecuaciones diferenciales.
SIR SIR simulacio´n
Variable Exacto Nume´rico
s∗ 6.66927592.10−2 6.6692759194.10−2
i∗ 3.65143677.10−4 3.65143682.10−4
r∗ 9.329420970.10−1 9.329420971.10−1
Tabla 2.2: Comparacio´n de los valores estacionarios para el sistema SIR resuel-
to en forma exacta y los obtenidos a partir de la integracio´n nume´rica de las
ecuaciones. En la simulacio´n se introdujo un valor inicial para las variables y se
integro´ el sistema en un total de 200 an˜os con el fin de obtener un valor estable.
La diferencia entre el valor hallado mediante la integracio´n y el calculado en
forma anal´ıtica arroja un error relativo del orden de 10−8. Esto indica que la
simulacio´n resulta una buena aproximacio´n del resultado anal´ıtico.
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Si bien en modelos sencillos es posible encontrar los valores estacionarios y
analizar su estabilidad, al complejizarlos este estudio puede tornarse dif´ıcil. En
este sentido la integracio´n nume´rica permite hallar los valores de equilibrio del
sistema y el comportamiento dina´mico las variables. En la Figura 2.3 se observa el
resultado de la integracio´n como funcio´n del tiempo. La condicio´n inicial utilizada
representa a una poblacio´n con gran mayor´ıa de susceptibles (0,99), unos pocos
recuperados (9,999 10−3) o resistentes a la infeccio´n y una fraccio´n muy pequen˜a
de infectados (1,0 10−7). El resultado representa la evolucio´n de una epidemia
luego de la introduccio´n de unos pocos infectados en una poblacio´n susceptible.
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Figura 2.3: Simulacio´n del modelo SIR mediante la integracio´n nume´rica utilizan-
do el me´todo de Euler. Fraccio´n de sujetos susceptibles, infectados y recuperados
en funcio´n del tiempo. Este modelo simula un pico epide´mico ocurrido luego de
introducir un nu´mero pequen˜o de infectados en una poblacio´n susceptible.
Utilizando para´metros realistas se puede observar un pico de infectados que
supera al 70 % de la poblacio´n en un tiempo de alrededor de 2 semanas y luego
un decaimiento de la infeccio´n debido a la inmunidad adquirida por los infectados
luego de su recuperacio´n.
En la figura 2.4 se observa la dina´mica en una escala temporal ma´s amplia.
Luego del primer pico epide´mico el sistema se comporta en forma oscilatoria
generando picos epide´micos perio´dicos de menor amplitud. Puede observarse que
al principio la fraccio´n de susceptibles y de infectados var´ıa enormemente y a
medida que el tiempo aumenta se acercan a su valor estacionario, el punto fijo
estable del sistema, realizando oscilaciones perio´dicas.
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Figura 2.4: Implementacio´n nume´rica del modelo SIR. Fraccio´n de susceptibles
e infectados en funcio´n del tiempo. Al integrar las ecuaciones para un tiempo
mayor se observan oscilaciones que representan picos epide´micos perio´dicos de la
enfermedad.
El periodo de los picos epide´micos se estabiliza cuando las variables se acer-
can al punto fijo estable. Este comportamiento se desprende de los autovalores
del sistema 2.29. Haciendo las aproximaciones µ << γ << β y µβ << γ se llega
a las expresiones de los autovalores que se observan en la ecuacio´n 2.36. Estas
aproximaciones implican que la tasa de muerte sea mucho menor a la tasa de re-
cuperacio´n y e´sta, a su vez, mucho menor que la tasa de contacto infectivo, lo cual
es lo´gico para toda infeccio´n que se transmita en una poblacio´n. La aproximacio´n
µβ << γ es coherente con los para´metros antes descritos 1.4.4.
λ1,2 ' −βµ
2γ
±
√
−βµ, (2.36)
' −βµ
2γ
± i
√
βµ. (2.37)
La parte real del autovalor representa la tasa de decaimiento de la amplitud de
la oscilacio´n (envolvente) y la parte imaginaria la frecuencia natural de oscilacio´n
cerca del punto fijo. Para los valores antes mencionados µ = 1
75
1
a
, γ = 1
10
1
d
y
β = 1,51
d
se obtiene
βµ
2γ
' 15
150
= 0,1
1
a
y
√
βµ ' 2,70 1
a
. (2.38)
(2.39)
Este valor de la frecuencia puede interpretarse como un periodo en an˜os de τ '
2,3 an˜os. El tiempo medio de decaimiento, que viene dado por la parte real de
los autovalores, resulta de 10 an˜os utilizando los para´metros antes mencionados.
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La dina´mica oscilatoria muestra de que manera la acumulacio´n de individuos
susceptibles genera nuevas epidemias en forma perio´dica.
A partir de este modelo puede hallarse el periodo interepide´mico para dis-
tintas enfermedades asumiendo que pueden ser simuladas a partir de un modelo
SIR y conociendo sus para´metros. Mediante un modelo similar, agregando el
compartimento de expuestos, May y Anderson han podido simular el periodo in-
terepide´mico de muchas enfermedades y comparado con los de las epidemias [8].
Estos valores pueden observarse en la tabla 2.3.
Enfermedad Periodo Localizacio´n Suma de periodos Periodo
interepide´mico y periodo de latencia interepide´mico
observado temporal e infeccio´n calculado
(an˜os) (d´ıas) (an˜os)
Sarampio´n 2 Inglaterra y Gales, 1948-68 12 2
2 Aberdeen, Escocia, 1883-1902 2
2 Baltimore, EEUU, 1900-27 2
2 Par´ıs, Francia, 1880-1910 2
1 Yaounde, Cameru´n, 1968-75 1-2
Rube´ola 3.5 Manchester, Reino Unido, 1916-83 18 4-5
3.5 Glasgow, Escocia 1929-64 4-5
Paperas 3 Inglaterra y Gales 1948-82 16-26 3
2-4 Baltimore, EEUU, 1928-73 3-4
Poliomielitis 3-5 Inglaterra y Gales 1948-65 15-23 4-5
Viruela 5 India, 1868-1948 10-14 4-5
Varicela 2-4 New York City, EEUU, 1928-72 18-23 3-4
2-4 Glasgow, Escocia, 1929-72 3-4
Escarlatina 3-6 Inglaterra y Gales, 1897-1978 15-20 4-5
Difteria 4-6 Inglaterra y Gales, 1897-1979 16-20 4-5
Pertussis 3-4 Inglaterra y Gales, 1948-85 27 3-4
Tabla 2.3: Periodo interepide´mico observado y calculado mediante el modelado
matema´tico a partir de un modelo SEIR utilizando los para´metros de distintas
enfermedades [8].
Esta tabla muestra en que medida el modelado epidemiolo´gico puede explicar
el comportamiento perio´dico de distintas enfermedades infecciosas.
2.3.1. Retrato de fases y nulclinas
Es u´til para analizar la evolucio´n y el comportamiento de las variables rea-
lizar un retrato de fases. Este consiste en analizar la evolucio´n temporal de las
variables (∂s
∂t
, ∂i
∂t
) en funcio´n de las variables (s, i), dada por el sistema de ecua-
ciones diferenciales 2.4-2.5. En este retrato una simulacio´n se observa como una
trayectoria en el plano. Tambie´n pueden hallarse las nulclinas del sistema de
ecuaciones. Sobre estas curvas la variacio´n de las distintas variables es nula y se
obtienen igualando a cero las ecuaciones diferenciales que rigen la dina´mica de
cada variable. La nulclina de la variable s se obtiene al igualar su derivada a cero
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∂s
∂t
= 0 y es ana´logo en el caso de i, obteniendo las ecuaciones
∂s
∂t
(s, i) = g(s, i) = 0 ⇒ i = µ(s− 1)
βs
nulclina s, (2.40)
∂i
∂t
(s, i) = h(s, i) = 0 ⇒ i = 0 ; s = γ + µ
β
nulclinas i. (2.41)
En la curva nulclina de la variable s la componente de la velocidad en esta di-
reccio´n es nula, es decir que sobre esa curva solo tendra´ direccio´n en i, siendo
ana´logo en el caso de las nulclinas de i. La interseccio´n de las nulclinas nos dan
los valores de lo puntos fijos (ec. 2.10).
En la figura 2.5 se observa el campo de velocidades del sistema representado
por los vectores
(
∂s
∂t
, ∂i
∂t
)
evaluados en los distintos valores de s e i que conforman
el campo.
1.0e-07
1.0e-06
1.0e-05
1.0e-04
1.0e-03
 0.045  0.05  0.055  0.06  0.065  0.07  0.075  0.08  0.085  0.09F
ra
cc
ió
n 
de
 In
fe
ct
ad
os
 - 
Es
ca
la
 lo
g
Fracción de Susceptibles
di/dt = 0
ds/dt = 0
Simulación
Figura 2.5: Retrato de fases (s-i) en el modelo SIR. Se utilizo´ la escala logar´ıtmi-
ca en el eje yˆ. Los vectores indican las velocidades
(
∂s
∂t
, ∂i
∂t
)
para distintos puntos
del espacio. Las variables del sistema convergen a un foco estable realizando osci-
laciones que decaen en amplitud. Las curvas en colores representan las nulclinas
del sistema.
Estos vectores representan la velocidad que experimentan las variables en cada
punto del retrato de fases. En l´ınea continua violeta se observa la trayectoria de las
variables en el espacio s−i para una implementacio´n del modelo. Los vectores son
tangentes a esta trayectoria y su longitud representa el mo´dulo de la velocidad.
Las funciones graficadas representan las nulclinas del sistema, es decir las curvas
para las cuales ∂s
∂t
= 0 (en color amarillo) o ∂i
∂t
= 0 (celeste). En esta figura
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se observa el punto fijo foco estable al cual convergen las variables realizando
oscilaciones con una amplitud decreciente.
Los picos epide´micos perio´dicos observados en la evolucio´n temporal de las
variables se observan en el retrato de fases como espirales que convergen al foco
atractor. Este encuentra en la interseccio´n de las nulclinas. Salvo para una po-
blacio´n totalmente susceptible o sin infectados este es el u´nico punto fijo al cual
convergen las variables por lo que, independientemente de los valores iniciales,
la dina´mica sera´ similar para distintas implementaciones tanto en el valor del
punto fijo (valores estacionarios de las variables) como en el cara´cter oscilatorio
del sistema.
En general los sistemas matema´ticos que representan enfermedades infeccio-
sas tienen como caracter´ıstica de su dina´mica un foco estable alrededor del cual
las variables evolucionan. Esto implica que este tipo de sistemas son oscilatorios
y presentan reemergencias perio´dicas, un efecto observado en diferentes enferme-
dades.
Incluso aunque el sistema colapse a un punto fijo las fluctuaciones poblacio-
nales, tenidas en cuenta en la formulacio´n estoca´stica, provocar´ıan reemergencias
con un periodo caracter´ıstico, como se vera´ al estudiar el modelo estoca´stico.
2.4. Modelo SIR y periodicidad de las epide-
mias
Una vez introducido el modelo SIR en su implementacio´n determinista pode-
mos volver a la discusio´n introducida en la seccio´n 1.2.1 acerca de la naturaleza
oscilatoria de las enfermedades infecciosas, en las que se observan picos perio´di-
cos. En esta implementacio´n el modelo SIR reproduce series epidemiolo´gicas
que producen picos perio´dicos con amplitudes que disminuyen con el tiempo,
llegando ra´pidamente al valor estacionario. Esto no es compatible con las series
epidemiolo´gicas de algunas enfermedades como el sarampio´n, paperas, rube´ola,
varicela, poliomielitis, difteria, tos ferina e influenza, ya que en estas la amplitud
de los picos no decae con el tiempo [83, 150]. Como solucio´n a esta problema´tica
histo´ricamente se propusieron distintas hipo´tesis como la variacio´n estacional del
contacto infectivo, las ecuaciones con retrasos y las fluctuaciones estoca´sticas [73].
En los modelos con variacio´n estacional el contacto infectivo var´ıa en el
tiempo con un periodo de un an˜o. Entre la posibles causas de este efecto
podemos mencionar las condiciones clima´ticas para la supervivencia del
agente etiolo´gico fuera del hue´sped, cambios en la inmunidad del hue´sped,
cambios en el comportamiento del hue´sped debido a las actividades escolares
o laborales. Estos factores favorecen la transmisio´n del agente etiolo´gico en
determinadas estaciones o periodos del an˜o. Sin embargo au´n no es claro
como incide cada factor en la determinacio´n del contacto infectivo y por otro
lado su importancia relativa depende del contexto local [73]. Comu´nmente
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este efecto es modelado como una variacio´n perio´dica en el contacto infectivo
como se observa en la siguiente ecuacio´n
β = β0(1 + β1cos(wt)). (2.42)
Este tipo de modelos, en su implementacio´n determinista, funcionan como
un oscilador forzado con una frecuencia determinada y t´ıpicamente oscilara´n
con la misma frecuencia con la que se lo fuerza. Con esta modificacio´n del
modelo SIR se obtuvieron resultados que pueden dar cuenta de los picos
epide´micos anuales de las series epidemiolo´gicas de algunas enfermedades
[101, 170]. Sin embargo en el caso de la rube´ola, la tos convulsa, la poliomie-
litis, la varicela, entre otras enfermedades, esta hipo´tesis no coincide con la
periodicidad de los picos epide´micos de las series temporales, los cuales son
plurianuales (2 a 6 an˜os) [7, 50]. Por otro lado, dependiendo de los para´me-
tros, si la frecuencia natural de oscilacio´n del sistema y el forzamiento son
comparables, se obtiene un comportamiento cao´tico [152].
En las ecuaciones con retrasos el estado actual de las variables depende
de la historia del sistema en tiempos anteriores, son modelos no Markovia-
nos. Estas implementaciones pueden dar lugar a picos epide´micos perio´di-
cos y explicar de esta forma el cara´cter perio´dico de las epidemias pero
bajo hipo´tesis muy espec´ıficas [84]. Sin embargo tambie´n llevan a resulta-
dos incoherentes y, dependiendo de su implementacio´n, la dina´mica puede
depender de las condiciones iniciales y no presentar resultados realistas
[38, 50, 85].
La otra forma de obtener picos epide´micos sostenidos es a partir de la im-
plementacio´n estoca´stica del modelo. En este caso se observan fluctuaciones
estoca´sticas respecto a los valores de equilibrio, debidas a la aleatoriedad de
los procesos y la discretitud de las variables [12]. Estas fluctuaciones mues-
tran un comportamiento perio´dico asociado a las caracter´ısticas estructura-
les del modelo y a la amplificacio´n de las fluctuaciones estoca´sticas. Au´n no
es muy abundante la bibliograf´ıa respecto al ana´lisis de las fluctuaciones es-
toca´sticas en sistemas epidemiolo´gicos y como depende su comportamiento
de las variables de los modelos [4].
En el siguiente cap´ıtulo se presentara´ una implementacio´n estoca´stica del mo-
delo SIR y un ana´lisis del comportamiento de la fluctuaciones estoca´sticas en
funcio´n de los para´metros del modelo.
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Cap´ıtulo 3
Descripcio´n microsco´pica
estoca´stica del modelo SIR
En este cap´ıtulo se introduce la descripcio´n microsco´pica IBM del modelo
SIR y el formalismo matema´tico que nos permite analizar el comporta-
miento de las fluctuaciones poblacionales. En la seccio´n 3.1 se exponen
las distintas maneras de considerar fluctuaciones en los modelos a partir
de diversas fuentes de incerteza o variacio´n. En la seccio´n 3.2 se imple-
menta la descripcio´n microsco´pica del modelo SIR. En la seccio´n 3.3 se
expone el desarrollo matema´tico de la descripcio´n microsco´pica, su ecua-
cio´n maestra y su relacio´n con la descripcio´n macrosco´pica. En la seccio´n
3.4 se realiza la aproximacio´n lineal del ruido y se utiliza esta aproxima-
cio´n para estudiar el comportamiento de las fluctuaciones estoca´sticas en
el modelo SIR como funcio´n de los para´metros relevantes del modelo.
Mediante este estudio se caracteriza el espacio de para´metros en funcio´n
de las caracter´ısticas de las fluctuaciones poblacionales.
3.1. Modelos con fluctuaciones
Los procesos asociados a la transmisio´n de enfermedades infecciosas son muy
complejos. Una modelizacio´n realista deber´ıa representar fielmente el contacto
infectivo entre las distintas personas, la evolucio´n de la infeccio´n en el cuerpo, la
respuesta inmune particular de cada individuo infectado, los registros histo´ricos
de nacimientos y muertes de la poblacio´n, entre otros procesos. Dada la amplitud
de escalas temporales y la complejidad intr´ınseca de estos procesos, es pra´ctica-
mente imposible la construccio´n de modelos con tal grado de detalle. Para llegar
a planteos conducentes en general se utilizan modelos poblacionales en los cuales
las caracter´ısticas de los procesos son promediados en toda la poblacio´n. Esta
aproximacio´n da lugar a los modelos basados en poblaciones (PBM) con los que
es posible simular a grandes rasgos el comportamiento de las series epidemiolo´gi-
cas utilizando tasas promedio de ocurrencia de procesos como la infeccio´n, la
recuperacio´n, etc. Esta descripcio´n del modelo SIR fue expuesta en el capitulo
53
54 Cap´ıtulo 3. Descripcio´n microsco´pica estoca´stica del modelo SIR
previo (cap. 2). Sin embargo estos modelos reducidos son incapaces de reproducir
algunas propiedades interesantes de las epidemias reales [38].
Una de las caracter´ısticas de estos modelos es que son deterministas, es decir
que dada una condicio´n inicial existira´ una u´nica trayectoria que representara´ el
comportamiento de los observables. En ese sentido no pueden reproducir las fluc-
tuaciones observadas en los registros epidemiolo´gicos. Para obtener una dina´mica
que pueda representar ese comportamiento en general se tiene en cuenta cierta
estocasticidad debida a diversas fuentes.
3.1.1. Caracterizacio´n de las fluctuaciones y sus fuentes
Hay varias formas de obtener y reproducir fluctuaciones como las observadas
en las series epidemiolo´gicas. A continuacio´n exponemos tres posibles caracteri-
zaciones de estas fluctuaciones en funcio´n de su origen, su efecto y su relacio´n con
el modelo. En este sentido las caracterizaciones descritas aqu´ı intentan describir
un marco general que clarifique estos efectos.
Una vez definido el sistema de estudio como una poblacio´n y un conjunto de
procesos que cambian el estado epidemiolo´gico de la misma podemos diferenciar
a las fluctuaciones por su naturaleza en dependientes de la densidad poblacional
e independientes de la densidad poblacional. Esta caracterizacio´n es comu´nmente
utilizada en los modelos de dina´mica poblacional [143].
Dependientes de la densidad poblacional: En este caso los procesos depen-
den del nu´mero de individuos que se tienen en cuenta en las poblaciones a
modelar. Esa dependencia puede ser causal, en el caso de tasas que depen-
den expl´ıcitamente del taman˜o de la poblacio´n, o estad´ıstica, en el caso de
las fluctuaciones poblacionales dadas por la probabilidad de los procesos y
la discretitud del sistema [4].
Independientes de la densidad poblacional: En el caso de procesos inde-
pendientes del taman˜o del sistema. Los efectos perturbativos en este caso
pueden clasificarse en verticales, laterales o funcionales. Los verticales in-
fluyen en las tasas de los procesos, un ejemplo es la consideracio´n de varia-
ciones estoca´sticas en alguna de las tasas de transicio´n en un modelo PLM
determinista. Los laterales tienen en cuenta la estocasticidad de las varia-
bles del sistema, puede aparecer al tener en cuenta la indeterminacio´n de
las mismas. En el caso de los funcionales pueden ser funciones temporales,
un ejemplo son las perturbaciones estacionales introducidas para simular la
variacio´n de contactos infectivos entre nin˜os debido a los recesos escolares
[50].
En gran parte de la bibliograf´ıa espec´ıfica sobre modelado epidemiolo´gico es
comu´n hallar una caracterizacio´n de las fluctuaciones relacionada con el resultado
que se obtiene en la dina´mica del sistema al aplicarlas en el modelo. En este
sentido podemos diferenciar a las fluctuaciones como pasivas o activas [22, 38].
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Pasivas: En este caso la fluctuacio´n es agregada a un esqueleto determinis-
ta de forma que en la dina´mica resultante se obtiene un comportamiento
similar al no perturbado con pequen˜as variaciones debidas al ruido. Pue-
de obtenerse al agregar ruido estoca´stico en las variables utilizando una
implementacio´n determinista.
Activas: En este caso las fluctuaciones interactu´an con el esqueleto del sis-
tema cambiando su dina´mica. Este es el caso de considerar dina´micas con
procesos a tiempo fijos (sistemas no Markovianos). Tambie´n se obtiene rui-
do activo al considerar la implementacio´n estoca´stica IBM correspondiente
al modelo PBM asociado como veremos en en la seccio´n 3.2.
Otra caracterizacio´n posible de las fluctuaciones, que es comu´n en los modelos
de procesos moleculares, consiste en clasificarlas como intr´ınsecas o extr´ınsecas
[93, 147, 154].
Intr´ınsecas: Son las fluctuaciones que surgen del esqueleto interno del siste-
ma. Pueden considerarse fluctuaciones intr´ınsecas las fluctuaciones pobla-
cionales que surgen al describir un modelo en forma microsco´pica IBM. En
este caso las fluctuaciones estoca´sticas tienen relacio´n con la estructura del
modelo PLM.
Extr´ınsecas: Son las fluctuaciones de las variables externas a la estructura
del sistema. Este es el caso de considerar factores clima´ticos que cambian
el valor de las tasas del modelo, un ejemplo es la variacio´n estacional del
contacto infectivo expuesta en la ecuacio´n 2.42.
Esta manera de caracterizar a los modelos proviene de una discusio´n en el marco
de los modelos de crecimiento poblacional en la que se puso en relieve la impor-
tancia relativa de los factores intr´ınsecos y los extr´ınsecos de los modelos como
forma de explicar las dina´micas de las series poblacionales [11, 41, 124].
3.1.2. Fluctuaciones utilizadas en los modelos epidemiolo´gi-
cos
Las fluctuaciones de un modelo epidemiolo´gico pueden ser consideradas en
distintas formas. Las ma´s comunes simulan las fluctuaciones como variaciones
en los para´metros, como efectos externos que cambian el estado epidemiolo´gico
de los individuos, de los para´metros, o de los vectores, o bien al considerar la
probabilidad de los procesos y la discretitud de la poblacio´n [22].
La fluctuacio´n de los para´metros del modelo puede implementarse sumando
una variacio´n estoca´stica a las tasas de los procesos en la descripcio´n determinis-
ta. En general estas fluctuaciones no dependen del taman˜o de la poblacio´n, son
implementadas como una fluctuacio´n vertical o lateral y no generan un cambio
considerable en la dina´mica del sistema. Pueden considerarse como ruido pasivo.
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Es comu´n considerar una variacio´n en las tasas de los procesos del modelo,
principalmente en el contacto infectivo, debido a la estacionalidad. Esta fluctua-
cio´n no depende del taman˜o de la poblacio´n y es no lineal. En general interactu´a
con el esqueleto determinista del modelo obteniendo una dina´mica de ruido activo.
Este efecto puede considerarse como extr´ınseco al sistema.
Al considerar la finitud de la poblacio´n y la probabilidad de los procesos, efec-
tos que en general son implementados en conjunto, se tiene en cuenta una fluctua-
cio´n dependiente del taman˜o de la poblacio´n. Estas fluctuaciones son intr´ınsecas
del modelo y algo llamativo es que dan como resultado una dina´mica activa. Para
obtener estos modelos es comu´n partir de un modelo basado en poblaciones y
hallar el modelo basado en individuos asociado.
3.1.3. Descripcio´n determinista y estoca´stica
La descripcio´n determinista de los modelos epidemiolo´gicos no puede dar cuen-
ta de algunas caracter´ısticas de las epidemias. El problema ma´s claro es la impo-
sibilidad de obtener oscilaciones sostenidas sin forzar al sistema con una variacio´n
perio´dica en los para´metros o mediante sistemas cao´ticos. Los sistemas de ecua-
ciones diferenciales estudiados en este trabajo como generalidad poseen un punto
fijo estable, que puede caracterizarse dina´micamente como un foco atractor, por
lo que en la descripcio´n determinista las variables del sistema realizan oscilaciones
en el tiempo, disminuyendo su amplitud hasta converger a los valores estaciona-
rios [153, 169]. Si bien la frecuencia de oscilacio´n de las variables en el estado
transitorio coincide en gran medida con la periodicidad que se observa en dis-
tintas enfermedades infecciosas (tabla 2.3) estas oscilaciones no son sostenidas
como en los registros epidemiolo´gicos. Otro problema asociado a esta descripcio´n
surge al describir a las fracciones de poblacio´n mediante nu´meros fraccionarios,
ya que las subpoblaciones pueden ser tan pequen˜as como se quiera, por lo que
muchas veces se obtienen resultados poco realistas. En este sentido la descripcio´n
estoca´stica del modelo permite obtener resultados ma´s realistas.
En la descripcio´n estoca´stica se obtienen fluctuaciones poblacionales (con res-
pecto al nu´mero de individuos en cada compartimento), propias del cara´cter pro-
babil´ıstico de los procesos. Estas fluctuaciones poseen una frecuencia caracter´ısti-
ca que se presenta en la dina´mica de las variables como picos perio´dicos, por lo
que se ha pensado a las fluctuaciones poblacionales como una forma de explicar
y predecir la periodicidad de los picos epide´micos en modelos de transmisio´n de
enfermedades infecciosas [97]. Por otro lado, al ser la cantidad de individuos en
cada compartimento una variable discreta existe una probabilidad no nula de que
el nu´mero de individuos infectados sea cero en un tiempo dado, es decir que la
poblacio´n de infectados se recupere por completo y la enfermedad se extinga.
Esto es ma´s factible en el caso de realizar simulaciones considerando un nu´mero
pequen˜o de individuos. Este efecto tiene correlato emp´ırico en poblaciones pe-
quen˜as, ya que es posible que en algu´n momento ningu´n individuo este infectado
y la enfermedad se extinga.
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Dado un modelo basado en poblaciones es posible hallar un modelo asociado
basado en individuos. Para ello se realizan dos procedimientos, por un lado se
discretizan las variables del sistema, con lo cual se tiene en cuenta el taman˜o de
la poblacio´n, el nu´mero de individuos que la integran, y la cantidad de individuos
con determinado estado epidemiolo´gico. Por otro lado se realiza una descripcio´n
estoca´stica en la cual las tasas de ocurrencia de los procesos con los que evoluciona
el sistema en la descripcio´n determinista macrosco´pica (PLM) son interpretadas
como probabilidades de transicio´n de los estados en la implementacio´n estoca´stica
microsco´pica (IBM). Dado que los procesos son estoca´sticos, dos simulaciones,
aunque se utilicen los mismos para´metros y condiciones iniciales, presentara´n
trayectorias distintas. Ambas descripciones coinciden en el l´ımite en el que se
realizan simulaciones estoca´sticas con infinitos individuos ya que estos efectos
son propios de la discretitud de la poblacio´n.
En la seccio´n siguiente se introducen las expresiones matema´ticas utilizadas en
la descripcio´n basada en individuos del modelo SIR y se realiza la aproximacio´n
lineal del ruido (LNA) con el fin de caracterizar las fluctuaciones estoca´sticas como
funcio´n de los para´metros del modelo. A lo largo del trabajo se analiza de que
manera las fluctuaciones poblacionales introducen picos epide´micos perio´dicos en
la dina´mica del sistema y como influyen los para´metros en este efecto.
3.2. Implementacio´n estoca´stica del modelo SIR
Para implementar el modelo SIR de manera estoca´stica se considera un con-
junto de individuos que pueden ser caracterizados por su estado epidemiolo´gico
como susceptibles, infectados o recuperados. La poblacio´n esta´ compartimentali-
zada en estos tres subgrupos y existe un conjunto de transiciones, caracterizadas
por una probabilidad de ocurrencia por unidad de tiempo, que cambian el estado
epidemiolo´gico de los individuos. En esta descripcio´n se supone que las proba-
bilidades de transicio´n son iguales para cada individuo, en caso de considerarlas
distintas estar´ıamos realizando una modelizacio´n de agentes (ABM).
En el modelo SIR las transiciones que llevan a los individuos de un comparti-
mento infectivo a otro son el nacimiento, la infeccio´n, la recuperacio´n y la muerte.
En la tabla 3.1 se observa el conjunto de transiciones aplicadas a los individuos
en cada paso de integracio´n, la transicio´n y su probabilidad por unidad de tiem-
po. En este modelo los individuos nacen susceptibles con una probabilidad µ por
unidad de tiempo. La muerte tiene la misma probabilidad para todos los com-
partimentos y por lo tanto se aplica a todos los individuos sin importar su estado
epidemiolo´gico. Es posible en un mismo paso simular un proceso de nacimiento y
uno de muerte sumando un sujeto al compartimento de susceptibles y resta´ndolo
de cualquiera de los otros dos compartimentos.
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Proceso Transicio´n Probabilidad
Infeccio´n (S, I,R)→ (S − 1, I + 1, R) βSI/N
Recuperacio´n (S, I,R)→ (S, I − 1, R+ 1) γI
Muerte I (S, I,R)→ (S + 1, I − 1, R) µI
Muerte R (S, I,R)→ (S + 1, I, R− 1) µR
Tabla 3.1: Procesos, transiciones y probabilidades en la implementacio´n estoca´sti-
ca del modelo SIR. A cada paso temporal se sortea la ocurrencia de estos procesos
con la probabilidad que tienen mediante el me´todo de Montecarlo.
La infeccio´n se aplica a los individuos susceptibles S y tiene una probabilidad
de ocurrencia proporcional a la fraccio´n de individuos infectados I/N y al contacto
infectivo por unidad de tiempo β. Los individuos infectados pueden recuperarse
con una probabilidad γ por unidad de tiempo.
3.2.1. Me´todo de Montecarlo
Para implementar la simulacio´n estoca´stica se utilizo´ el me´todo de Montecarlo
[118]. En este algoritmo se consideran procesos que ocurren con determinada
probabilidad por unidad de tiempo. A cada paso de integracio´n ∆t se sortea de
manera estoca´stica la ocurrencia de los procesos que trasladan a los individuos de
un compartimento a otro, simulando as´ı el cambio de su estado epidemiolo´gico,
y obteniendo un nuevo nu´mero de individuos en cada subconjunto para cada
tiempo.
En el caso del modelo SIR se generan los nu´meros aleatorios rk con k =
1, 2, 3, 4. Luego, si el nu´mero aleatorio es menor que la probabilidad del proceso Tk
por el paso temporal ∆t, el proceso se realiza, como se muestra en las expresiones
3.1- 3.5. En caso contrario el proceso no se realiza. En estas ecuaciones se tienen en
cuenta las probabilidades de los procesos de muerte de infectados y nacimiento
de susceptibles T1 = µI, muerte de recuperados y nacimiento de susceptibles
T2 = µR, infeccio´n T3 = βS
I
N
y recuperacio´n T4 = γI.
S(t+ ∆t) = S(t) ; I(t+ ∆t) = I(t) (3.1)
Si : r1 < µI∆t ⇒ S(t+ ∆t)→ S(t+ ∆t) + 1 ; I(t+ ∆t)→ I(t+ ∆t)− 1, (3.2)
Si : r2 < µR∆t ⇒ S(t+ ∆t)→ S(t+ ∆t) + 1 ; R(t+ ∆t)→ R(t+ ∆t)− 1, (3.3)
Si : r3 < βS
I
N
∆t ⇒ S(t+ ∆t)→ S(t+ ∆t)− 1 ; I(t+ ∆t)→ I(t+ ∆t) + 1, (3.4)
Si : r4 < γI∆t ⇒ I(t+ ∆t)→ I(t+ ∆t)− 1 ; R(t+ ∆t)→ R(t+ ∆t) + 1, (3.5)
En caso contrario el sistema sigue en el mismo estado. En cada paso de integracio´n
se incrementa el paso de iteracio´n it y el tiempo t
it → it + 1 , t(i+ 1)→ t(i) + ∆t. (3.6)
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La simulacio´n consiste en dar condiciones iniciales (S(0), I(0) y R(0)) y dejar
evolucionar al sistema entre t → t + ∆t a cada paso de integracio´n obteniendo
de esta manera la dina´mica de las variables. Esta descripcio´n es adecuada si las
probabilidades de los procesos de intercambio entre compartimentos (tabla 3.1)
son menores a 1, el valor ma´ximo de los nu´mero aleatorios rk : Ti∆t < 1. De otro
modo podr´ıa suceder que a un paso de tiempo ∆t ocurran ma´s de un proceso del
mismo tipo.
Para realizar las simulaciones se utilizaron los para´metros que se exponen en
la tabla 3.2.
Para´metros Valores
Nu´mero de individuos N 10000000
Paso temporal ∆t 0,001 d´ıas
Tiempo total de integracio´n tf 500 an˜os
Esperanza de vida tv 70 an˜os
Probabilidad de muerte µ 170
1
a
Tiempo de recuperacio´n trec 10 d´ıas
Probabilidad de recuperacio´n γ 0,1 1d
Tasa de contacto efectivo β 1,5 1d
Tabla 3.2: Para´metros utilizados en la implementacio´n estoca´stica del modelo
SIR.
Se tomaron condiciones iniciales cercanas a los valores de equilibrio del sistema
determinista con el fin de obtener las fluctuaciones respecto a este punto. Las
condiciones iniciales utilizadas fueron: S(0) = 0,07N , I(0) = 0,00038N y R(0) =
0,9296N .
En la figura 3.1 A se observa el nu´mero de infectados de la descripcio´n es-
toca´stica y la determinista. Las l´ıneas punteadas marcan la desviacio´n cuadra´tica
media de la descripcio´n estoca´stica. En la descripcio´n determinista, como ya he-
mos visto en el capitulo 2, las variables convergen al punto de equilibrio realizando
oscilaciones amortiguadas. En el caso de la estoca´stica se observan fluctuaciones
poblacionales, alrededor del punto de equilibrio determinista, que provocan nue-
vos picos epide´micos.
En la descripcio´n estoca´stica la probabilidad de que no haya ningu´n infectado
y la epidemia se extinga es no nula y entonces el sistema llegara´ a la extincio´n
si el tiempo de integracio´n es tan grande como se quiera. En ese sentido no se
puede hablar de un estado estacionario. Sin embargo, antes de llegar a la extincio´n
y luego de una dina´mica transitoria, las variables fluctu´an alrededor de su valor
medio. Ese estado se denomina cuasi-estacionario o l´ımite de Yaglom y es el estado
en el cual analizaremos las fluctuaciones poblacionales [121]. Los valores medios
de las variables de la implementacio´n estoca´stica en el estado cuasi-estacionario
coinciden con los valores estacionarios de la implementacio´n determinista.
En el retrato de fases (Figura 3.1 B) se puede observar el punto fijo (foco
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estable) al cual convergen las variables de la descripcio´n determinista en forma
oscilatoria. En la estoca´stica las variables fluctu´an alrededor del punto de equili-
brio.
Figura 3.1: A - Nu´mero de infectados como funcio´n del tiempo para la descripcio´n
determinista (l´ınea violeta) y la estoca´stica (l´ınea roja) del modelo SIR. Las l´ıneas
punteadas representan la desviacio´n cuadra´tica media. B - Retrato de fases S− I
para la dina´mica en la descripcio´n estoca´stica (l´ınea roja) y la determinista (l´ınea
violeta).
Las fluctuaciones poblacionales de la descripcio´n microsco´pica surgen de la
discretitud de las variables y la probabilidad de los procesos. Estas fluctuaciones
pueden caracterizarse como intr´ınsecas del modelo, activas, ya que modifican la
dina´mica respecto a la descripcio´n determinista, y dependientes del nu´mero de
individuos que se tienen en cuenta. El efecto por el cual las fluctuaciones estoca´sti-
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cas producen una serie de picos de resurgencia con un periodo caracter´ıstico es
conocido como amplificacio´n estoca´stica [22].
Como resultado de la simulacio´n se calcularon los valores medios de las va-
riables y su desviacio´n cuadra´tica media, estos valores pueden observarse en la
tabla 3.3.
Compartimento Nu´mero de individuos promedio Desviacio´n cuadra´tica media
S 667228 9347
I 3407 667
R 9329365 9277
Tabla 3.3: Valores medios y desviacio´n cuadra´tica media de la cantidad de in-
dividuos en cada compartimento infectivo en el modelo SIR estoca´stico. Estos
valores se obtuvieron realizando un promedio de 10 simulaciones para un mismo
conjunto de para´metros.
La desviacio´n cuadra´tica media representa un promedio de las desviaciones
cuadra´ticas obtenidas en 10 realizaciones. Se observa que la desviacio´n cuadra´tica
media relativa es mucho mayor en el caso de los individuos infectados, es decir que
las fluctuaciones estoca´sticas de la fraccio´n de infectados tienen un peso mayor
por lo que la desviacio´n cuadra´tica media tambie´n.
A continuacio´n se analiza como se modifica el efecto de las fluctuaciones po-
blacionales con el nu´mero de individuos del sistema N .
3.2.2. Dependencia con el nu´mero de individuos N
El efecto segu´n el cual las fluctuaciones poblacionales, representadas aqu´ı por
la desviacio´n cuadra´tica media, disminuyen con el nu´mero de individuos del sis-
tema es coherente con que las variables aleatorias tienden a su valor medio si
el taman˜o del sistema es lo suficientemente grande [162]. Ma´s espec´ıficamente se
observa que las fluctuaciones estoca´sticas son del orden de la ra´ız del taman˜o del
sistema [110], de manera que las variables pueden escribirse como
n ≈ Nφ+N1/2ξ. (3.7)
Donde N es el taman˜o del sistema, φ las variables del sistema determinista y ξ
las fluctuaciones estoca´sticas.
Mediante la implementacio´n estoca´stica del modelo SIR se realizaron simu-
laciones con un mismo conjunto de para´metros para estudiar el promedio de las
fluctuaciones estoca´sticas. Realizando la estad´ıstica de 10 simulaciones se cal-
culo´ el valor medio de infectados y la desviacio´n cuadra´tica media, los resultados
pueden observarse en la figura 3.2 A. Se utilizaron 4 valores para el nu´mero de
individuos N = 1 106, 1 107, 1 108, 1 109 y se realizo´ la simulacio´n hasta un tiempo
final de de 100 an˜os. En todos los casos el valor medio de infectados coincide, y
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la desviacio´n cuadra´tica media de las fluctuaciones disminuye cuando aumenta el
nu´mero de individuos.
Figura 3.2: A - Modelo estoca´stico SIR, valor medio de infectados en funcio´n del
nu´mero de individuos N . Las barras representan la desviacio´n cuadra´tica media.
B - Valor medio de la desviacio´n cuadra´tica media de los individuos infectados
como funcio´n de N−1/2 donde N es el nu´mero total de individuos. Se realizaron
cuatro simulaciones estoca´sticas del modelo SIR con distintos valores del nu´mero
de individuos N . Se realizo´ un ajuste lineal con el que se obtuvo el valor del
para´metro a = 0,208.
Tambie´n se realizo´ un gra´fico de la desviacio´n cuadra´tica media del nu´mero de
individuos infectados como funcio´n de N−1/2 obteniendo puntos que pueden ser
ajustados por una recta. En la figura 3.2 B se observa un ajuste lineal realizado
sobre los datos, el cual arrojo´ un para´metro de ajuste chisq = 9,10−8 y un valor
para el factor que relaciona el taman˜o del sistema con las fluctuaciones de los in-
dividuos infectados de ai = 0,208±0,006. En el caso de los individuos susceptibles
y recuperados se obtuvo as = 2,92± 0,09 y ar = 2,91± 0,09 respectivamente.
El comportamiento de las fluctuaciones respecto al taman˜o del sistema surge
de la naturaleza discreta de las variables y la estocasticidad de los procesos, por
lo cual en las descripciones estoca´sticas de los siguientes modelos se observara´ el
mismo efecto. En general se tomara´ el valor deN como fijo a lo largo del ana´lisis de
cada modelo con el fin de que el comportamiento de las fluctuaciones poblacionales
mantenga su amplitud.
3.2.3. Comportamiento perio´dico de las fluctuaciones es-
toca´sticas
Al graficar la dina´mica de ambas implementaciones en un intervalo de tiem-
po menor (recorte de la figura 3.1 A), como se muestra en la figura 3.3 se puede
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observar el comportamiento perio´dico de las fluctuaciones poblacionales. Las fluc-
tuaciones poblacionales producen una serie de picos epide´micos con una periodi-
cidad similar a la de las oscilaciones del sistema determinista cerca del equilibrio.
Este efecto propio del cara´cter estoca´stico de la descripcio´n microsco´pica es ca-
racterizado como ruido activo ya que produce un comportamiento perio´dico que
modifica la dina´mica del sistema en su descripcio´n determinista.
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Figura 3.3: Modelo SIR implementado en forma estoca´stica (l´ınea roja) y deter-
minista (l´ınea violeta), recorte de la figura 3.1 A. Las fluctuaciones poblacionales
de la implementacio´n estoca´stica presentan una frecuencia caracter´ıstica igual a
la frecuencia natural de oscilacio´n de la implementacio´n determinista cerca del
equilibrio.
A partir de las simulaciones estoca´sticas se obtuvieron los espectros de Fourier
de las fluctuaciones poblacionales. Para ello se realizaron diez simulaciones con
una misma serie de para´metros, se hallaron las series temporales de las fluctuacio-
nes, se calculo´ el espectro de Fourier de estas series para cada simulacio´n y luego
se promediaron los espectros. En la figura 3.4 se puede observar el promedio de
la transformada de Fourier realizada sobre las fluctuaciones poblacionales.
Las fluctuaciones poblaciones tienen asociado un espectro de potencias carac-
terizado por una campana con un ma´ximo en la frecuencia ωc = 2,6
1
a
y el periodo
τc =
2pi
wc
= 2,4 an˜os. La frecuencia obtenida coincide con la frecuencia natural de
oscilacio´n ωc = ω0 dada por la ecuacio´n 2.32 que surge de calcular los autovalores
de la descripcio´n determinista del modelo SIR.
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Figura 3.4: Transformada de Fourier de las fluctuaciones poblacionales. Estad´ısti-
ca realizada sobre 10 espectros de frecuencias obtenidos en 10 simulaciones. Se
observa una campana con un ma´ximo en una frecuencia de ωc = 2,6
1
a
.
El comportamiento en frecuencias de las fluctuaciones estoca´sticas puede ser
estudiado a partir de las simulaciones del modelo. Sin embargo, para el tipo de
estudios que queremos desarrollar, deben considerarse largas series temporales
o realizarse promedios de un gran nu´mero de realizaciones. Por esta razo´n la
implementacio´n computacional es costosa ya que el algoritmo realiza una gran
cantidad de pasos de integracio´n, lo que requiere de mucho tiempo de co´mputo.
Por otro lado este enfoque nos limita a estudiar casos particulares y las caracteri-
zaciones son fenomenolo´gicas, ya que se describe la dina´mica de las fluctuaciones
a partir de su comportamiento pero el mismo no puede ser explicado a partir de
leyes. Estas limitaciones expresan la necesidad del desarrollo de un formalismo
matema´tico que permita comprender de manera general el comportamiento de
las fluctuaciones poblacionales.
En la siguiente seccio´n se introduce la ecuacio´n maestra del modelo microsco´pi-
co IBM a partir de la cual se realiza la expansio´n en series de potencias del taman˜o
del sistema, conocida como expansio´n de Van Kampen [161], con el fin de obte-
ner expresiones anal´ıticas que expliquen el comportamiento de las fluctuaciones
poblacionales.
3.3. Ecuacio´n maestra
En un sistema microsco´pico los estados son modelados como un conjunto de
nu´meros naturales ~n que identifican el nu´mero de individuos en cada comparti-
mento infectolo´gico. Su dina´mica esta´ determinada por la densidad de probabi-
lidad P (~n, t) del estado ~n en el tiempo t [39]. El nu´mero de individuos en cada
compartimento es discreto y por lo tanto existira´ un nu´mero de estados posibles
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del sistema y un conjunto de procesos estoca´sticos que lo hace evolucionar de un
estado a otro.
La solucio´n anal´ıtica de este tipo de sistemas puede ser muy compleja pe-
ro existen aproximaciones que pueden aplicarse cuando el sistema a estudiar es
ergo´dico y Markoviano. El sistema es ergo´dico si se puede hallar el valor medio
temporal de una variable a partir del promedio de N realizaciones del conjunto
de procesos que definen su dina´mica, es decir que el promedio temporal y el pro-
medio de ensambles coinciden. En un sistema Markoviano las probabilidades de
transicio´n entre un estado y otro no dependen de la historia completa del sistema
sino del estado anterior ma´s pro´ximo. En el caso en el que el sistema sea Marko-
viano la dina´mica de la funcio´n de probabilidad esta´ determinada por la ecuacio´n
maestra [67, 162]
d
dt
P (~n, t) =
∑
~n′ 6=~n
{T (~n | ~n′)P (~n′, t)− T (~n′ | ~n)P (~n, t)}, (3.8)
El te´rmino P (~n, t) representa la probabilidad de que el sistema se encuentre en
el estado ~n en el tiempo t. El factor T (~n | ~n′) representa la probabilidad de
transicio´n entre estados de las variables, en este caso desde los estados ~n′ hasta
el ~n por unidad de tiempo. El te´rmino T (~n′ | ~n) representa la probabilidad de
transicio´n desde el estado ~n hacia otros estados ~n′.
La ecuacio´n maestra rige la dina´mica de la funcio´n probabilidad de las con-
figuraciones de estados del sistema y es la versio´n diferencial de la ecuacio´n de
Chapman–Kolmogorov [94]. En este caso el nu´mero de individuos en cada com-
partimento (Susceptibles, Infectados y Recuperados) es un nu´mero natural, las
variables son discretas y los estados posibles tambie´n.
A partir de la ecuacio´n maestra 3.8 de la descripcio´n microsco´pica IBM, y
calculando los valores medios de las variables, es posible obtener las ecuaciones
dina´micas del sistema macrosco´pico PBM definida por el sistema de ecuaciones
determinista (ec. 2.4-2.5) [161]. Para ejemplificar el me´todo tomemos un proceso
discreto de Markov para una variable, por ejemplo los procesos de nacimiento
r(n) y muerte g(n) esquematizados en la figura 3.5.
Figura 3.5: Sistema con procesos de nacimiento r y muerte g.
La probabilidad de que el sistema evolucione desde cualquier estado n′ hasta
el estado n puede escribirse como T (n|n′) y dado que evoluciona entre estados
consecutivos T (n|n′) = 0 a no ser que n′ = n± 1. El te´rmino T (n|n′) representa
la probabilidad de que el sistema evolucione desde el estado n hacia otros estados
n′ y es nulo T (n′|n) = 0 a no ser que n = n′. Las probabilidades de transicio´n
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para el modelo que queremos caracterizar pueden escribirse como
T (n|n′) = r(n′)δn−1,n′ + g(n′)δn+1,n′ , (3.9)
T (n′|n) = −r(n)δn′,n − g(n)δn′,n, (3.10)
Donde r(n) y g(n) son funciones no negativas y usualmente anal´ıticas. La ecuacio´n
maestra para un modelo de este tipo puede escribirse como en la ecuacio´n
dP (n, t)
dt
= r(n− 1)P (n− 1, t) + g(n+ 1)P (n+ 1, t)− [r(n) + g(n)]P (n, t),
(3.11)
El primer te´rmino representa la probabilidad de transicio´n del estado n− 1 hacia
el estado n a trave´s de un proceso de nacimiento. El segundo te´rmino representa la
probabilidad de transicio´n desde el estado n+1 hacia el estado n debido al proceso
de muerte. Los procesos de muerte y nacimiento aplicados sobre la probabilidad
del estado n definen la probabilidad de remocio´n por unidad de tiempo de ese
estado hacia los estados n− 1 y n+ 1 respectivamente. En la siguiente ecuacio´n
se definen los operadores diferenciales E±1 aplicados a una funcio´n l(n).
E−1l(n) = l(n− 1), E+1l(n) = l(n+ 1), (3.12)
Introduciendo los operadores diferenciales la ecuacio´n maestra puede escribirse
como
dP (n, t)
dt
= (E−1 − 1)[r(n)P (n, t)] + (E+1 − 1)[g(n)P (n, t)], (3.13)
Multiplicando la ecuacio´n 3.13 por la variable n y realizando el promedio sobre
el sistema se obtiene
dn¯
dt
=
1
N
N∑
n
{r(n− 1)P (n− 1, t)− g(n+ 1)P (n+ 1, t)}. (3.14)
Cuando el nu´mero de individuos tiende a infinito el promedio temporal coin-
cide con el valor medio de la variable [67]. Si las funciones son lineales se cumple
que el valor medio de la funcio´n coincide con la funcio´n evaluada en el valor me-
dio de la variable 〈r(n)〉 = r(〈n〉), en caso de que no fueran lineales esta es una
aproximacio´n de campo medio [161]. Realizando estas aproximaciones se obtiene
la ecuacio´n macrosco´pica de la variable n
d
dt
〈n〉 = r(〈n〉)− g(〈n〉), (3.15)
Aplicando este razonamiento a los procesos estoca´sticos de la ecuacio´n maestra se
obtienen las ecuaciones macrosco´picas que definen la dina´mica de la descripcio´n
determinista. Es decir que los valores medios de la descripcio´n microsco´pica siguen
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la dina´mica de las variables de la descripcio´n macrosco´pica. Si el taman˜o del
sistema es Ω el comportamiento de la variable macrosco´pica φ esta´ dado por la
ecuacio´n φ = 〈n〉Ω−1.
En el caso del sistema SIR puede escribirse la ecuacio´n maestra (ec. 3.8)
mediante la ecuacio´n
dP (S, I, R, t)
dt
= (E+1S E
−1
I − 1)βSI/N P (S, I, R, t) +
(E+1I E
−1
R − 1)γI P (S, I, R, t) + (E−1S E+1I − 1)µI P (S, I, R, t) +
(E−1S E
+1
R − 1)µR P (S, I, R, t) (3.16)
Donde E±1S , E
±1
I y E
±1
R son los operadores diferenciales para cada estado epide-
miolo´gico. Se tuvieron en cuenta los procesos de infeccio´n, recuperacio´n, naci-
miento y muerte.
Al multiplicar por las variables y calcular los promedios se obtienen las ecua-
ciones
〈S˙〉 = −β〈S〉〈I〉/N − µ〈S〉+ µN, (3.17)
〈I˙〉 = β〈S〉〈I〉/N − γ〈I〉 − µ〈I〉, (3.18)
〈R˙〉 = γ〈I〉 − µ〈R〉. (3.19)
Dado que una de las variables es linealmente dependiente es posible escribir
la ecuacio´n maestra como
dP (S, I, t)
dt
= (E+1S E
−1
I − 1) βSI/N P (S, I, t) +
(E−1S − 1) µ(N − S) P (S, I, t) + (E+1I − 1) (γ + µ)I P (S, I, t). (3.20)
3.3.1. Variables macrosco´picas y microsco´picas
Como vimos el comportamiento de los valores medios de las variables 〈ni〉 de la
descripcio´n microsco´pica IBM coincide con el comportamiento de las variables de
la descripcio´n macrosco´pica PLM multiplicadas por el taman˜o del sistema Ωφi. En
general el comportamiento de las variables de la descripcio´n microsco´pica puede
caracterizarse como una serie de fluctuaciones estoca´sticas respecto al valor de
las variables de la descripcio´n determinista [161]
~n(t) ≈ Ω~φ+ Ω 12 ~ξ(t), (3.21)
Donde el te´rmino ~ξ(t) representa las fluctuaciones estoca´sticas. El desv´ıo cuadra´ti-
co medio estara´ dado por√∑
~ξ2(t) ≈ Ω− 12
√∑
(~n(t)− Ω~φ)2. (3.22)
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Cuando el taman˜o del sistema, en este caso el nu´mero de individuos en la
poblacio´n, tiende a infinito Ω→∞, las fluctuaciones se extinguen y la dina´mica
es equivalente a la macrosco´pica l´ımΩ→∞ ~n = Ω~φ [108].
En general se puede hallar la relacio´n entre la expresio´n de los operadores
diferenciales de la descripcio´n macrosco´pica y las tasas de los procesos de la
descripcio´n microsco´pica. En un sistema Marcoviano la ecuacio´n maestra puede
escribirse utilizando el operador diferencial E−Sij que actu´a sobre una funcio´n
removiendo Sij individuos de ni. De manera que E
−Sij g(n1, n2, ..., ni, ..., nN) =
g(n1, n2, ..., ni−Sij, ..., nN) y E−SijE−Skj g(n1, n2, ..., ni, ..., nN) = g(n1, n2, ..., ni−
Sij, ..., nk−Skj, ...) [54]. Suponiendo que existe un nu´mero R de procesos posibles
y llamando f˜j a las probabilidades de transicio´n entre estados, a partir de la
ecuacio´n maestra 3.8 se obtiene la ecuacio´n
d
dt
P (~n, t) =
R∑
j=1
[( Ω∏
i=1
E−Sij − 1
)
f˜j(~n)P (~n, t)
]
, (3.23)
Esta es la ecuacio´n maestra para varias variables escrita en te´rminos del opera-
dor diferencial. Las funciones f˜j(Ω, ~n) son la probabilidad de transicio´n entre los
estados por unidad de tiempo. La matriz Sij es llamada matriz estequiome´trica
ya que es utilizada en la descripcio´n de reacciones qu´ımicas. Esta matriz conecta
los procesos con las variables implicadas en ellos y esta´ compuesta por unos y
ceros. Esta misma notacio´n se utilizara´ en el cap´ıtulo 5.
Si el taman˜o del sistema crece indefinidamente las probabilidades de transicio´n
del sistema microsco´pico coinciden con las tasas de los procesos del sistema ma-
crosco´pico
l´ım
Ω→∞
f˜j(Ω, ~n) = fj(~φ). (3.24)
De esta manera, con los componentes de la ecuacio´n maestra, puede obtenerse
el sistema de ecuaciones de la descripcio´n macrosco´pica por medio de la ecuacio´n
d~φi
dt
=
R∑
j=1
Sij ~fj(~φ) ; i = 1, ..., N. (3.25)
En el caso del modelo SIR la matriz S y el vector ~f , al considerar el sistema
simplificado de la ecuacio´n 3.20 esta´n dadas por
S =
( −1 0 1
1 −1 0
)
, (3.26)
~f = (βsi, (γ + µ)i, µ(1− s)), (3.27)
su producto da como resultado el conjunto de ecuaciones dina´micas 2.4-2.5 del
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sistema macrosco´pico.
3.4. Aproximacio´n lineal del ruido (LNA)
Un condicionante de la descripcio´n microsco´pica IBM es la escasa posibilidad
de obtener expresiones anal´ıticas que puedan caracterizar el comportamiento de
las fluctuaciones poblacionales, ya que no es posible resolver en forma anal´ıtica la
ecuacio´n maestra (ec. 3.23). Para estudiar estas fluctuaciones es necesario realizar
aproximaciones. Una aproximacio´n posible consiste en realizar una expansio´n de
la ecuacio´n maestra en potencias del taman˜o del sistema, es decir la dimensio´n
de las variables Ω. Esta es la llamada expansio´n de Van Kampen quien realizo´ y
generalizo´ este desarrollo [161].
La aproximacio´n del ruido estoca´stico a primer orden no nulo es lo que se
llama aproximacio´n lineal del ruido (LNA) y permite obtener la ecuacio´n de
Fokker-Panck que rige la dina´mica de las fluctuaciones. Esta aproximacio´n parte
de la hipo´tesis de que las variables microsco´picas son descritas por la dina´mica
de las macrosco´picas Ω~φ(t) ma´s un te´rmino de orden
√
Ω que representa las
fluctuaciones poblacionales [22]
~n = Ω~φ(t) + Ω
1
2 ~ξ(t). (3.28)
El vector ~ξ(t) representa a las fluctuaciones poblacionales en funcio´n del tiempo
para cada variable. Esta hipo´tesis reproduce el comportamiento de las fluctuacio-
nes poblacionales descrito en la seccio´n 3.2.2, es decir que las fluctuaciones son
proporcionales a la ra´ız del taman˜o del sistema. El desarrollo de esta aproxima-
cio´n para un sistema general, con ma´s de dos variables, es detallado en la seccio´n
5.3.1.
En el caso del sistema SIR descrito en esta seccio´n la aproximacio´n se puede
realizar partiendo de la ecuacio´n 3.28 y utilizando las soluciones del sistema de
ecuaciones deterministas linearizado ec. 2.20 obteniendo las ecuaciones de Lan-
gevin para las fluctuaciones [4, 108, 148]
du
dt
= J11u+ J12v + Ω
−1/2Γ1(t), (3.29)
dv
dt
= J21u+ J22v + Ω
−1/2Γ2(t). (3.30)
Donde las componentes Jij de la matriz Jacobiana esta´n evaluadas en el punto
fijo del sistema. En esta ecuacio´n Γi es un ruido blanco Gaussiano cuyo promedio
es nulo y su funcio´n de correlacio´n esta´ dada por < Γi(t)Γj(t
′) >= Dijδ(t − t′).
La matriz D es la matriz de difusio´n y se relaciona con la matriz estequiome´trica
S y las tasas de transicio´n ~f(~φ)) de la ecuacio´n 3.25 segu´n
D = S diag(~f(~φ))ST (3.31)
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Para analizar el comportamiento de las fluctuaciones estoca´sticas en esta apro-
ximacio´n se realiza la transformada de Fourier de las ecuaciones 3.29-3.30 obte-
niendo las ecuaciones
−iwu˜ = J11u˜+ J12v˜ + Γ˜1Ω−1/2, (3.32)
−iwv˜ = J21u˜+ J22v˜ + Γ˜2Ω−1/2. (3.33)
Donde el s´ımbolo tilde ˜ denota la aplicacio´n de la transformada de Fourier.
Despejando las variables del sistema de ecuaciones se obtienen las ecuaciones
u˜ = Ω−1/2
J12Γ˜2 − (iw + J22)Γ˜1
(iw + J22)(iw + J11)− J21J12 , (3.34)
v˜ = Ω−1/2
J21Γ˜1 − (iw + J11)Γ˜2
(iw + J22)(iw + J11)− J21J12 . (3.35)
Para obtener el espectro se debe multiplicar por el conjugado e integrar en el
tiempo. Utilizando que 〈Γi,Γj〉 = Dij [67] se obtienen los espectros de potencias
de las variables
S1(w) = 〈|s˜(w)|2〉 = Ω
pi
D22J
2
12 − 2D12J12J22 +D11J222 +D211w2
|A(w)|2 , (3.36)
S2(w) = 〈|˜i(w)|2〉 = Ω
pi
D11J
2
21 − 2D21J21J11 +D22J211 +D222w2
|A(w)|2 , (3.37)
el te´rmino A(w) puede calcularse segu´n la ecuacio´n
A(w) = (−iw)2 + iw(J11 + J22) + (J11J22 − J12J21) (3.38)
= (−iw)2 + iw tr(J∗) + det(J∗). (3.39)
Los elementos de las matrices J∗ y D∗ son conocidos en te´rminos de los
para´metros del modelo y el punto fijo. Introduciendo los siguientes para´metros
α1 = D11J
2
22 +D22J
2
12 − 2D12J12J22, (3.40)
α2 = D22J
2
11 +D11J
2
21 − 2D21J21J11, (3.41)
β1 = D
2
11, (3.42)
β2 = D
2
22, (3.43)
y utilizando que ∆ = det(J) y τ = tr(J) el espectro de potencias para cada
poblacio´n se escribe segu´n la ecuacio´n
Si(w) =
αi + βiw
2
[(w2 −∆)2 + τ 2w2] . (3.44)
En esta expresio´n se omitio´ el factor multiplicativo Ω
pi
. Este resultado fue obtenido
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por Alonso et al [4]. La resonancia del sistema estara´ en el valor de la frecuencia
que haga ma´s pequen˜o al denominador. Minimizando el denominador se obtiene la
frecuencia ωc = ω0 =
√
1
4
τ 2 −∆, que coincide con la calculada en la ecuacio´n 2.32.
Es decir que la frecuencia con mayor contribucio´n en el espectro de frecuencias
wc es igual a la frecuencia de oscilacio´n del sistema determinista cerca del punto
fijo w0.
Expl´ıcitamente en el caso del modelo SIR la matriz D puede calcularse como
D =
(
2µ µ(−β−γ+µ)
β
µ(−β+γ+µ)
β
−2µ(−β+γ+µ)
β
)
. (3.45)
Reemplaza´ndola en la ecuacio´n 3.40 se obtienen las siguientes expresiones para
los espectros de la serie de susceptibles e infectados
SS(w) =
2µ(γ + µ)2w2
[γ2µ+ 2γµ2 + µ3 + βµ(−γ − µ) + (γ + µ)w2]2 + β2µ2w2 , (3.46)
SI(w) =
2µ(β − γ − µ)(β2µ2 + (γ + µ)2w2)
β[(γ2µ+ 2γµ2 + µ3 + βµ(−γ − µ) + (γ + µ)w2)2 + β2µ2w2] . (3.47)
Sistemas de dos variables, como este, fueron estudiados anteriormente por
otros autores [12, 148]. En el caso de los modelos epidemiolo´gicos se ha optado en
general por simplificarlos y llevarlos a dos variables sacrificando, muchas veces,
detalles interesantes del modelo. Al agregar ma´s variables se hace necesario uti-
lizar la aproximacio´n lineal del ruido en su formulacio´n matricial poco estudiada
para el caso de modelos epidemiolo´gicos, este desarrollo se realiza en la seccio´n
5.3.1 [24].
La aproximacio´n LNA proporciona una descripcio´n de escala mesosco´pica del
sistema ya que permite tener en cuenta a primer orden las fluctuaciones estoca´sti-
cas sin llegar al nivel de descripcio´n microsco´pico caracterizado por la ecuacio´n
maestra. Por otro lado mediante esta aproximacio´n se obtiene una expresio´n
anal´ıtica del espectro de frecuencias de las fluctuaciones poblacionales lo cual
permite realizar un estudio de las caracter´ısticas de su comportamiento como
funcio´n de los para´metros. En la figura 3.6 A se puede observar el promedio del
ana´lisis de Fourier de las fluctuaciones poblacionales presentado en la figura 3.4
y el ca´lculo teo´rico utilizando esta aproximacio´n.
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Figura 3.6: A - Espectro de frecuencias promediado para 10 simulaciones es-
toca´sticas y aproximacio´n lineal LNA en el modelo SIR. Se utilizo´ una tasa de
contacto infectivo de β = 1,5 1
d
, un tiempo de recuperacio´n de trec = 10 d´ıas y una
esperanza de vida de tvida75 an˜os. B - Espectros de Fourier de las fluctuaciones
poblacionales en la implementacio´n estoca´stica. Comparacio´n con la aproxima-
cio´n lineal del ruido (LNA) para distintos valores del para´metro contacto infectivo
β.
Se calculo´ la frecuencia con mayor contribucio´n en el espectro de potencias,
en este caso su valor es wc = 2,61
1
a
, lo cual implica un periodo de 2,4 an˜os, y
coincide con el obtenido a partir del ca´lculo de los autovalores que caracterizan
la dina´mica de la implementacio´n determinista (seccio´n 2.3).
En la figura 3.6 B se observan los espectros de Fourier para distintos valores del
contacto infectivo β y los obtenidos con el me´todo LNA como funcio´n del periodo.
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Ambos espectros se comportan de igual forma al cambiar la parametrizacio´n.
Estas figuras muestran que la aproximacio´n explica en una amplia regio´n del
para´metro β el comportamiento de las fluctuaciones estoca´sticas.
Es decir que mediante la aproximacio´n LNA se obtiene una expresio´n anal´ıti-
ca que refleja el comportamiento del espectro de Fourier de las fluctuaciones
estoca´sticas, su frecuencia caracter´ıstica y la forma de la campana. Teniendo esto
en cuenta en la siguiente seccio´n se utiliza la aproximacio´n LNA para estudiar
las caracter´ısticas de las fluctuaciones en funcio´n de los para´metros del modelo.
3.4.1. Ana´lisis de las fluctuaciones poblacionales
En esta seccio´n se caracteriza el comportamiento de las fluctuaciones pobla-
cionales a partir de las expresiones obtenidas con la aproximacio´n LNA (ecs.
3.46-3.47). Se calculo´ la frecuencia caracter´ıstica wc del espectro de Fourier, su
contribucio´n y el factor de calidad Q90 como funcio´n de los para´metros del modelo
SIR. El factor de calidad Q90 de una oscilacio´n se define como la razo´n entre la
frecuencia con ma´xima contribucio´n y el ancho de la campana Q90 =
wc
∆w
, donde
el ancho ∆w se calcula considerando dos puntos cuya amplitud es del 90 % con
respecto a la amplitud del ma´ximo. Este factor manifiesta que tan representativa
es la frecuencia caracter´ıstica en la serie temporal.
En la figura 3.7 A se observa el periodo caracter´ıstico (en escala logar´ıtmica) de
las fluctuaciones poblacionales como funcio´n del contacto infectivo β y el tiempo
de recuperacio´n trec. En esta figura se observa una curva separatriz por encima
de la cual la dina´mica presenta picos epide´micos perio´dicos. Por debajo de la
separatriz la epidemia se extingue. Esta curva viene dada por la inecuacio´n 2.30,
graficada en la figura 2.2.
En la figura 3.7 B se observa la amplitud (en escala logar´ıtmica) de la frecuen-
cia caracter´ıstica en el espectro de Fourier como funcio´n de los mismos para´me-
tros.
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Figura 3.7: A - Periodo caracter´ıstico de las fluctuaciones en escala logar´ıtmica
como funcio´n de los para´metros del modelo SIR utilizando la aproximacio´n LNA.
Las letras A, B, C y D caracterizan distintas regiones del espacio de para´metros.
B - Amplitud de la frecuencia caracter´ıstica de las fluctuaciones poblacionales en
funcio´n de los para´metros en un modelo SIR, escala logar´ıtmica. Con amplitud
nos referimos a la contribucio´n de la frecuencia caracter´ıstica en el espectro de
Fourier.
En estas figuras se observan distintos comportamientos diferenciados por las
letras A, B, C y D. Para un valor del contacto infectivo de β = 3 1
d
y valores altos
en el tiempo de recuperacio´n trec = 16 d´ıas (caso A) se observan fluctuaciones
estoca´sticas con un periodo bajo de alrededor de 1 an˜o y una amplitud baja.
En el caso B tenemos un contacto infectivo igual a β = 1 1
d
y un tiempo de
recuperacio´n de trec = 10 d´ıas, se observa un periodo mayor de alrededor de
2 an˜os con una amplitud mayor. En el caso C, con un valor de β = 0,3 1
d
y
un tiempo de recuperacio´n de trec = 5 d´ıas, se observan picos epide´micos con
un periodo alto, del orden de los 9 an˜os, y una amplitud muy alta debido a la
acumulacio´n de individuos susceptibles. Por debajo de la curva separatriz (caso
D) la epidemia se extingue.
En la figura 3.8 A se observa el espectro de frecuencias en escala logar´ıtmica
para los puntos considerados en las figuras anteriores A, B, C y D. Se observa que
la amplitud crece con el periodo y a medida que los para´metros se acercan a la
curva separatriz por debajo de la cual la epidemia no se propaga (curva β = 0,2 1
d
y trec = 2 d´ıas). Mediante la aproximacio´n LNA tambie´n se calculo´ el factor de
calidad Q90 de las fluctuaciones en funcio´n de los para´metros (Figura 3.8 B). El
factor de calidad Q90 aumenta sensiblemente al acercarse a la curva separatriz.
Es decir que a medida que los para´metros toman valores cercanos a esta curva el
periodo interepide´mico de las fluctuaciones se hace ma´s definido.
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Figura 3.8: A - Espectro de frecuencias obtenidos mediante la aproximacio´n LNA
para las tres series de para´metros A, B, C y D. A medida que los para´metros se
acercan a la curva separatriz el periodo aumenta y la amplitud de las fluctua-
ciones tambie´n. Para para´metros por debajo se la curva separatriz (caso D) la
enfermedad no se transmite. B - Factor de calidad de las fluctuaciones Q90 en
funcio´n de los para´metros del modelo SIR en escala logar´ıtmica. El factor Q90
aumenta sensiblemente al tomar valores de los para´metros cercanos a la curva
separatriz (caso C).
En la figura 3.9 se observan las series temporales de las variables en la im-
plementacio´n estoca´stica para los para´metros que caracterizan los casos A,B y
C, y una curva cercana a la separatriz (l´ınea negra) en la cual se observa una
extincio´n.
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Figura 3.9: Series temporales de infectados en la implementacio´n estoca´stica del
modelo SIR para distintos valores de los para´metros. Se utilizaron los para´metros
que caracterizan los casos A, B y C en las figuras anteriores. En general en la
implementacio´n estoca´stica la epidemia se extingue para casos muy cercanos a la
curva separatriz (caso β = 0,4 1
d
y trec = 3 d´ıas en l´ınea negra).
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Puede observarse que el periodo asociado a las oscilaciones provocadas por
las fluctuaciones poblacionales aumenta a medida que los para´metros se acercan
a la curva separatriz, y la amplitud de esas oscilaciones tambie´n, provocando que
este efecto sea amplificado.
Este ana´lisis arroja dos observaciones sobre el comportamiento de las fluc-
tuaciones poblacionales. Por un lado es posible comprender a las fluctuaciones
poblacionales como causa de los picos perio´dicos sostenidos como los observados
en las enfermedades infecciosas mencionadas en la seccio´n 1.2.1. Por otro lado,
la curva separatriz, que puede ser hallada de forma expl´ıcita (ec. 2.2), define el
espacio de para´metros en donde se observa un comportamiento perio´dico y el es-
pacio en el que el nu´mero de infectados llega al cero y la enfermedad se extingue.
Se observa que al acercarse a esta curva el efecto de las fluctuaciones se amplifica.
A continuacio´n se introducen otros modelos epidemiolo´gicos mas complejos y
se analizan con las herramientas desarrolladas en los cap´ıtulos 2 y 3.
Cap´ıtulo 4
Modelo SIRS con vacunacio´n y
pe´rdida de inmunidad
En este cap´ıtulo se analiza el modelo SIRS basado en el modelo SIR
agregando los procesos de vacunacio´n al nacer y pe´rdida de inmunidad
luego de la recuperacio´n, o bien luego de la vacunacio´n. En la seccio´n 4.1
se introduce el modelo y sus para´metros. En la seccio´n 4.2 se realiza la im-
plementacio´n macrosco´pica determinista PBM, se calculan las soluciones
estacionarias, la incidencia y se realiza un ana´lisis de estabilidad lineal.
En la seccio´n 4.3 se implementa el modelo microsco´pico IBM. Luego se
analiza el comportamiento de las fluctuaciones estoca´sticas en funcio´n de
los para´metros utilizando la aproximacio´n LNA.
4.1. Modelo SIRS con vacunacio´n y pe´rdida de
inmunidad
En muchas de las enfermedades infecciosas la inmunidad adquirida no es de
por vida sino que puede perderse, con lo cual un individuo puede ser reinfectado
varias veces durante su vida. Este es el caso de enfermedades como la gripe, la
tos convulsa, la varicela o la difteria [34, 37, 91, 127]. La inmunidad puede ser
adquirida naturalmente luego del contagio (inmunidad natural) o bien a trave´s de
la vacunacio´n (inmunidad artificial), en ambos casos hablamos de una inmunidad
activa ya que se genera una memoria inmunitaria. La vacunacio´n y la pe´rdida de
inmunidad son dos aspectos que es necesario tener en cuenta en el modelado de
algunas de las enfermedades antes descritas para obtener resultados realistas.
Al modelar la pe´rdida de inmunidad se supone una tasa o probabilidad con
la que los individuos recuperados vuelven a ser susceptibles. La sigla SIRS re-
presenta este efecto en el orden de sus letras, ya que luego de estar recuperado
un individuo puede volver al compartimento de susceptibles. El proceso de vacu-
nacio´n se simula transfiriendo una fraccio´n p de los individuos que nacen, a una
tasa µ por unidad de tiempo, al compartimento de recuperados R. El esquema
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de este modelo se observa en la figura 4.1.
S I R
 p

p)
Figura 4.1: Esquema del modelo epidemiolo´gico SIRS con vacunacio´n y pe´rdida
de inmunidad. Las letras S, I y R denotan los compartimentos de susceptibles,
infectados y recuperados. Las flechas representan los procesos por los cuales los
individuos son trasladados de un compartimento a otro y las letras griegas las
tasas o probabilidades por unidad de tiempo de estos procesos segu´n se utilice una
implementacio´n determinista o estoca´stica. Los procesos que se tienen en cuenta
en este modelo son: nacimiento y muerte a una tasa µ, vacunacio´n efectiva a una
tasa p, infeccio´n a una tasa λ, recuperacio´n a una tasa γ y pe´rdida de inmunidad
a una tasa σ por unidad de tiempo.
El valor p representa la eficacia de la vacunacio´n (ver seccio´n 1.2.2). Esto es
la cobertura de la vacunacio´n (proporcio´n de individuos vacunados sobre el total)
por la efectividad de la vacuna (efecto protector). La fraccio´n de recie´n nacidos
que no son vacunados de manera efectiva µ(1 − p) se agregan al compartimento
de susceptibles. La pe´rdida de inmunidad se simula mediante un proceso que
cambia el estado epidemiolo´gico de los individuos recuperados a susceptibles. En
este modelo supondremos que tanto la pe´rdida de inmunidad natural, luego de
contraer la infeccio´n, como de la inmunidad inducida por vacunacio´n, pueden
ser simuladas mediante un mismo compartimento y una misma tasa temporal.
Por ello en ambos casos se transferira´n al mismo compartimento de recuperados.
Luego pierden la inmunidad siendo transferidos nuevamente al compartimento
de susceptibles a una tasa σ por unidad de tiempo. El valor 1/σ es igual al
tiempo medio de pe´rdida de inmunidad tinmu. Este para´metro puede variar entre
5 y 50 an˜os dependiendo de la enfermedad [5, 87, 91, 127, 140]. En este trabajo
se tomara´ un valor de tinmu = 10 an˜os para el tiempo medio de pe´rdida de
inmunidad. Las tasas de los otros procesos, infeccio´n, recuperacio´n, nacimiento y
muerte, son iguales a las utilizadas en el modelo SIR descrito en la seccio´n 1.4.1.
En el cap´ıtulo 5 se analiza un modelo en el cual se utilizan dos compartimentos
distintos segu´n la inmunidad sea adquirida por vacunacio´n o por infeccio´n, lo que
permite considerar un tiempo medio de pe´rdida de inmunidad distinto en cada
caso.
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4.2. Implementacio´n matema´tica determinista
En el modelo SIRS con vacunacio´n la dina´mica temporal del nu´mero de indi-
viduos en cada compartimento puede ser implementada de manera determinista
por medio del siguiente sistema de ecuaciones diferenciales acopladas
dS
dt
= µN(1− p)− λS + σR− µS, (4.1)
dI
dt
= λS − γI − µI, (4.2)
dR
dt
= γI − µR + µNp− σR. (4.3)
Este sistema de ecuaciones es similar al desarrollado para el modelo SIR (ecuacio-
nes 2.1-2.3), al que se agregan el te´rmino σR, que representa la tasa de remocio´n
de individuos recuperados por pe´rdida de inmunidad, y el para´metro p que repre-
senta la eficacia de la vacunacio´n en el nacimiento. Al nacer los individuos son
transferidos al compartimento de susceptibles S con una tasa µ(1− p), donde µ
es la tasa de nacimiento por unidad de tiempo y el factor (1− p) representa a la
fraccio´n de individuos que no fueron vacunados o bien su vacunacio´n fue inefecti-
va. La fraccio´n de individuos que nacen y son vacunados de manera efectiva esta
representada por el te´rmino µp y es transferida al compartimento de recuperados
R. La pe´rdida de inmunidad es simulada con la remocio´n de los individuos del
compartimento de recuperados R hacia el compartimento de susceptibles S a una
tasa σ por unidad de tiempo. En el caso de tomar los valores de los para´metros
σ = 0 y p = 0 se obtiene el sistema de ecuaciones del modelo SIR descrito en las
secciones anteriores.
Al igual que en el modelo SIR en este sistema el nu´mero total de sujetos N
permanece constante por lo que el sistema de ecuaciones para las fracciones de
poblacio´n en cada compartimento puede escribirse como
ds
dt
= −βis− µs+ µ(1− p) + σ(1− s− i), (4.4)
di
dt
= βis− γi− µi. (4.5)
r = 1− s− i (4.6)
A continuacio´n se calcula la solucio´n estacionaria y la dina´mica del sistema en
funcio´n de los para´metros del modelo. Se analizara´ el modelo con vacunacio´n y
pe´rdida de inmunidad (caso general) y luego el efecto de cada factor por separado.
4.2.1. Solucio´n estacionaria
Para calcular anal´ıticamente los valores estacionarios de las variables se iguala
el sistema de ecuaciones 4.4-4.6 a cero de manera que, en el caso no trivial, se
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llega a las expresiones
s∗ =
γ + µ
β
, (4.7)
i∗ =
−(γ + µ)(µ+ σ) + β(µ− µp+ σ)
β(γ + µ+ σ)
, (4.8)
r∗ =
−γ(γ + µ) + β(γ + µp)
β(γ + µ+ σ)
. (4.9)
Teniendo en cuenta los para´metros t´ıpicos de varias enfermedades infecciosas
(sec. 1.4.4) se utilizaron los siguientes valores para los para´metros del modelo:
tiempo de recuperacio´n trec = 1/γ = 10 d´ıas, contacto infectivo β = 1,5
1
d
,
esperanza de vida tvida =
1
µ
= 75 an˜os, una eficacia de la vacunacio´n al nacer
de p = 0,9 y una pe´rdida de inmunidad con un tiempo caracter´ıstico de tinmu =
1/σ = 10 an˜os. Con estos para´metros los valores estacionarios de las variables
son
(s∗; i∗; r∗) = (6,669 10−2; 2,561 10−3; 9,307 10−1). (4.10)
El valor estacionario de la fraccio´n de infectados es alrededor de 8 veces mayor
que en el modelo SIR del cap´ıtulo 2. Este efecto se debe a que, al perder la
inmunidad, los individuos pueden contraer varias veces la enfermedad durante su
vida.
En la figura 4.2 A se observa el comportamiento del valor estacionario de
la fraccio´n de infectados en el estado estacionario i∗ como funcio´n del contacto
infectivo β para distintos valores de la eficacia de la vacunacio´n p. La fraccio´n
de infectados del estado estacionario aumenta al aumentar el contacto infectivo.
Tambie´n aumenta al disminuir la eficacia de la vacunacio´n. Se observa una funcio´n
homogra´fica respecto al contacto infectivo en la cual la as´ıntota horizontal (valor
estacionario de la fraccio´n de infectados) depende del valor de la eficacia de la
vacunacio´n segu´n la ecuacio´n i∗(β→∞) =
µ−µp+σ
µ+σ+γ
.
En la figura 4.2 B se observa el valor estacionario de infectados i∗ como funcio´n
de la eficacia de la vacunacio´n para distintos valores del tiempo de recuperacio´n
trec. La fraccio´n de infectados del estado estacionario disminuye linealmente con
el aumento de la eficacia de la vacunacio´n p. La pendiente de esa funcio´n y la
ordenada al origen aumentan al aumentar el tiempo de recuperacio´n ya que los in-
fectados esta´n un tiempo mayor en el compartimento i y el nu´mero de infecciones
aumenta. Se observa una de´bil dependencia con la eficacia de la vacunacio´n.
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Figura 4.2: A - Fraccio´n de infectados en el estado estacionario i∗ en funcio´n del
contacto infectivo β para distintos valores de la eficacia de la vacunacio´n p. B -
Fraccio´n de infectados en el estado estacionario i∗ como funcio´n de la eficacia de
la vacunacio´n p para distintos valores del tiempo de recuperacio´n trec. La fraccio´n
de infectados disminuye linealmente con la eficacia de la vacunacio´n.
Cuando la fraccio´n de individuos vacunados de manera efectiva es nula p = 0,
es decir sin considerar la vacunacio´n pero si la pe´rdida de inmunidad se obtiene
una nu´mero de infectados que puede compararse con el caso del modelo SIR (ec.
4.10)
i∗SIRS
i∗SIR
=
(σ + µ)(γ + µ)
µ(γ + µ+ σ)
= 1 +
σγ
µ(γ + µ+ σ)
' 1 + σ
µ
' 8. (4.11)
El nuevo valor de la incidencia depende de la fraccio´n entre la tasa de pe´rdida de
inmunidad y la de muerte ya que determina cual es el nu´mero medio de veces que
un sujeto puede infectarse durante su vida, en este caso ese valor es del orden de
ocho.
En la figura 4.3 A se observa la dependencia de la fraccio´n de infectados
como funcio´n del tiempo de pe´rdida de inmunidad tinmu para distintos valores del
tiempo de recuperacio´n trec sin considerar la vacunacio´n. A medida que el tiempo
de inmunidad crece la fraccio´n de infectados disminuye en forma inversamente
proporcional. La as´ıntota horizontal a la cual se acerca es el valor estacionario
del caso SIR anteriormente estudiado i∗(tinmu→∞) =
−µ
β
+ µ
γ+µ
que es equivalente
a tomar la tasa σ = 0.
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Figura 4.3: A - Fraccio´n de infectados en el estado estacionario como funcio´n del
tiempo medio de inmunidad tinmu tomando la eficacia de la vacunacio´n p = 0. Las
distintas curvas corresponden a distintos valores para el tiempo de recuperacio´n
trec. B - Valor estacionario de infectados en modelo SIR con vacunacio´n como
funcio´n de la eficacia de la vacunacio´n p. Al aumentar la eficacia la fraccio´n de
infectados disminuye hasta alcanzar el cero para un valor cr´ıtico pc = 0,93.
En el caso de tomar la tasa de pe´rdida de inmunidad igual a cero σ = 0 se
obtienen los valores estacionarios que se observan en las siguientes ecuaciones
s∗ =
γ + µ
β
, (4.12)
i∗ = −µ
β
+
µ(1− p)
γ + µ
. (4.13)
Los valores estacionarios de los individuos infectados dependen linealmente de
p como se observa en la figura 4.3 B. El valor estacionario de los individuos
susceptibles no var´ıa con la vacunacio´n respecto del calculado en el modelo SIR.
La fraccio´n de infectados disminuye linealmente con la vacunacio´n hasta llegar a
0 para un valor pc = 1− γ+µβ = 0,933, para este valor la epidemia ser´ıa totalmente
erradicada.
Este enfoque fue utilizado por Anderson (1992) para estimar la eficacia de la
vacunacio´n necesaria para erradicar distintas enfermedades en un modelo SEIR
(tabla 4.1) [8]. Es notable muchos casos en los que la vacunacio´n supero´ estos
valores la enfermedad fue erradicada, como es el caso de la viruela [86].
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Enfermedad infecciosa Eficacia cr´ıtica pc
Malaria 99 %
Sarampio´n 90-95 %
Pertussis 90-95 %
Eritema infeccioso 90-95 %
Varicela 85-90 %
Paperas 85-90 %
Rube´ola 82-87 %
Poliomielitis 82-87 %
Difteria 82-87 %
Escarlatina 82-87 %
Viruela 70-80 %
Tabla 4.1: Enfermedades infecciosas y valor cr´ıtico de la eficacia pc suficiente para
erradicarlas segu´n un modelo SEIR [8].
4.2.2. Incidencia y nu´mero reproductivo ba´sico R0
La incidencia del estado estacionario en el modelo SIRS se obtiene mediante
la ecuacio´n
Inc∗ = βi∗s∗ N =
(γ + µ)(−(γ + µ)(µ+ σ) + β(µ− µp+ σ)
β(γ + µ+ σ)
N. (4.14)
Considerando la vacunacio´n con una eficacia p = 0,9, la pe´rdida de inmunidad
tinmu =
1
σ
= 10 an˜os y los para´metros antes mencionados, para una poblacio´n de
N = 100000 individuos el modelo preve´ una incidencia de Inc∗ ' 26 casos nuevos
por d´ıa, lo que equivale a un total de 9490 casos nuevos de enfermedad por an˜o.
En la figura 4.4 se observa la incidencia como funcio´n de la vacunacio´n p
para un valor de pe´rdida de inmunidad de σ = 1/10 an˜os y se compara con la
incidencia obtenida al considerar que no hay pe´rdida de inmunidad. Si bien el
comportamiento de la incidencia con respecto a la variable p sigue siendo lineal
su valor aumenta alrededor de ocho veces al igual que la fraccio´n de infectados.
En el modelo que no considera la pe´rdida de inmunidad, la incidencia en el
estado estacionario depende linealmente de la vacunacio´n, su funcionalidad puede
despejarse de la ecuacio´n
Inc = βi∗s∗ 100000 = µ(pc − p) 100000, (4.15)
donde pc = (1− s∗) es el valor de vacunacio´n para el cual se reduce la incidencia
a cero y µpc es el valor de incidencia del modelo SIR sin vacunacio´n. A partir de
esta ecuacio´n puede determinarse un valor cr´ıtico para la eficacia pc para el cual
la incidencia llega al valor nulo como se observa en la figura 4.4.
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Figura 4.4: En esta figura se compara la incidencia en el caso del modelo SIRS con
vacunacio´n y sin pe´rdida de inmunidad (σ = 0) con el modelo SIRS con pe´rdida
de inmunidad (σ = 1
10
1
d
). Ambas funciones tienen una dependencia similar con
la eficacia de la vacunacio´n p aunque en el caso de considerar la pe´rdida de la
inmunidad la incidencia resulta alrededor de 8 veces mayor. El valor de eficacia
pc representa el valor cr´ıtico para el cual la incidencia de la enfermedad es nula.
El valor R0 es igual que en el caso del modelo SIR ya que la fraccio´n de
susceptibles del estado estacionario es la misma
R0 =
1
s∗
=
β
γ + µ
≈ 1,5. (4.16)
4.2.3. Ana´lisis de estabilidad lineal
A continuacio´n se realiza el ana´lisis de estabilidad lineal en el caso del modelo
SIRS. Partiendo del sistema de ecuacio´n 4.4-4.5 se calculo´ la matriz Jacobiana
para este sistema
J =
( −βi− µ− σ −βs− σ
βi βs− γ − µ
)
, (4.17)
al evaluarla en el punto de equilibrio (ecs. 4.12-4.13) se obtiene
J∗ =
(
−σ(µ+σ)+β(µ−µp+σ)
γ+µ+σ
−(γ + µ+ σ)
−(γ+µ)(µ+σ)+β(µ−µp+σ)
γ+µ+σ
0
)
(4.18)
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de donde se obtiene la ecuacio´n caracter´ıstica mediante la cual se calculan los
autovalores λ1,2 = α± iω0 ,
α =
1
2
τ, (4.19)
ω0 =
√
1
4
τ 2 −∆, (4.20)
τ = −σ(µ+ σ) + β(µ− pµ+ σ)
(γ + µ+ σ)
, (4.21)
∆ = (γ + µ)(µ+ σ) + β(µ− µp+ σ). (4.22)
Al igual que en el cap´ıtulo 2 se puede realizar un esquema en el cual se identifican
espacios de los para´metros en los cuales la dina´mica es diferente estudiando la
naturaleza de los autovalores. En la figura 4.5 las curvas separan la regio´n de los
para´metros en la que el punto de equilibrio del sistema se comporta como un foco
estable o como un nodo estable.
Figura 4.5: Esquema de la dina´mica del modelo SIRS como funcio´n de los
para´metros. La curva τ 2 = 4∆ define los sectores del espacio de para´metros
en los que se identifican dina´micas distintas. Por encima de esta curva se obtie-
nen autovalores con parte real negativa y parte imaginaria distinta de cero, en
la dina´mica se observan focos estables a los cuales convergen las variables luego
de oscilar. Por debajo de la curva se obtienen nodos estables por lo que no se
observan oscilaciones y la epidemia se extingue. La l´ınea punteada representa la
curva separatriz en el modelo SIR del cap´ıtulo anterior.
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En cada curva se utiliza un valor distinto para la tasa de perdida de inmunidad
σ. Se observa en l´ınea punteada la curva separatriz en el modelo SIR. En todos
los casos por debajo de la curva separatriz la epidemia se extingue ya que la
fraccio´n de infectados en el estado estacionario es menor a cero.
Al agregar la vacunacio´n se observa que se extiende el espacio de para´metros
donde la epidemia se extingue, lo cual indica que es ma´s factible la erradicacio´n
de la enfermedad. Al considerar que la eficacia de la vacunacio´n es nula (p = 0)
y un tiempo de inmunidad de tinmu = 20 an˜os se obtiene una curva similar a la
obtenida en el modelo SIR.
En el caso de considerar el modelo sin inmunidad las expresiones de los auto-
valores son ma´s sencillas y pueden calcularse mediante la ecuacio´n
λ1,2 = −βµ(1− p)
2(γ + µ)
±
√
(1− p)2
4
( βµ
γ + µ
)2
+ µ(µ+ γ)− βµ(1− p). (4.23)
Al igual que en los casos anteriores se obtienen dos autovalores imaginarios
λ1,2 con parte real negativa, por lo que se puede describir al punto fijo como
un foco estable. Haciendo las aproximaciones µ << γ << β y µβ << γ, los
autovalores pueden aproximarse por
λ1,2 = −βµ(1− p)
2γ
± i
√
βµ(1− p). (4.24)
La parte imaginaria, que determina la frecuencia de oscilacio´n del sistema depende
de la eficacia de la vacunacio´n. En la figura 4.6 se observa la fraccio´n de infectados
como funcio´n del tiempo para tres valores distintos de la eficacia de la vacunacio´n
p. El periodo de los picos de reemergencia es mayor para valores mayores de la
eficacia p.
En la figura 4.6 B se observa el comportamiento del periodo cerca del equi-
librio como funcio´n de la vacunacio´n. La funcio´n exacta se refiere a la ra´ız de
la ecuacio´n 4.23 y la aproximacio´n a la parte imaginaria de la ecuacio´n 4.24.
Para los para´metros utilizados la aproximacio´n resulta muy similar a la funcio´n
exacta. Para el conjunto de para´metros y el rango de las variables utilizado en la
figura anterior ambas funciones son pra´cticamente ide´nticas por lo que es posible
utilizar la aproximacio´n como una expresio´n que describe el comportamiento de
la frecuencia interepide´mica como funcio´n de la eficacia de la vacunacio´n.
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Figura 4.6: A - Fraccio´n de individuos infectados en modelo SIR con vacuna-
cio´n como funcio´n del tiempo para tres valores de la eficacia de la vacunacio´n
p = (0; 0,4; 0,8). Al aumentar el valor de la eficacia de la vacunacio´n se observa
una disminucio´n de la frecuencia con la que se observan reemergencias de la en-
fermedad. B - Periodo de oscilacio´n de las variables del sistema cerca del punto
de equilibrio para distintos valores de la eficacia de la vacunacio´n p. La curva en
l´ınea magenta representa la funcio´n exacta y los puntos la aproximacio´n realiza-
da en la ecuacio´n 4.24 para obtener la frecuencia de oscilacio´n del sistema en la
cercan´ıa del punto fijo.
4.3. Implementacio´n estoca´stica
En esta seccio´n utilizamos el me´todo LNA para realizar el estudio de las fluc-
tuaciones poblacionales en el modelo SIRS con vacunacio´n y pe´rdida de inmuni-
dad. A partir del modelo descrito en la seccio´n 4.1 se realizo´ una implementacio´n
estoca´stica.
En la implementacio´n estoca´stica se tuvieron en cuenta las transiciones, y sus
probabilidades, que se observan en la tabla 4.2. El para´metro p representa la tasa
de inmunidad efectiva adquirida por vacunacio´n. Esta implementacio´n converge
a la solucio´n del problema determinista al realizar el promedio de un nu´mero de
simulacio´n suficientemente grande. Para que el resultado de las simulaciones sea
nume´ricamente correcto la probabilidad de ocurrencia de dos procesos del mismo
tipo en un paso temporal ∆t tiene que ser menor a uno.
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Proceso Transicio´n Probabilidad
Infeccio´n (S, I,R)→ (S − 1, I + 1, R) βSI/N
Recuperacio´n (S, I,R)→ (S, I − 1, R+ 1) γI
Pe´rdida de inmunidad (S, I,R)→ (S + 1, I, R− 1) σR
Muerte S (S, I,R)→ (S − 1, I, R) µS
Muerte I (S, I,R)→ (S, I − 1, R) µI
Muerte R (S, I,R)→ (S, I,R− 1) µR
Nacimiento con vacunacio´n efectiva (S, I,R)→ (S, I,R+ 1) µp
Nacimiento sin vacunacio´n efectiva (S, I,R)→ (S + 1, I, R) µ(1− p)
Tabla 4.2: Procesos, transiciones y probabilidades entre los distintos comparti-
mentos infectolo´gicos en el modelo SIRS con vacunacio´n.
Teniendo en cuenta estas transiciones puede escribirse la ecuacio´n maestra
para la funcio´n densidad de probabilidad de la siguiente forma
dP (S, I, R, t)
dt
= (E+1S E
−1
I − 1)βSI/N P (S, I, R, t) +
(E+1I E
−1
R − 1)γI P (S, I, R, t) + (E+1R E−1S − 1)σR P (S, I, R, t) +
(E+1S − 1)µS P (S, I, R, t) + (E+1I − 1)µI P (S, I, R, t) +
(E+1R − 1)µR P (S, I, R, t) + (E+1R − 1)µp P (S, I, R, t) +
(E+1S − 1)µ(1− p) P (S, I, R, t). (4.25)
En el la tabla 4.3 se calcularon los valores promedios de las variables y su
desviacio´n cuadra´tica media realizando la estad´ıstica de las 10 simulaciones. Se
utilizaron las siguientes para´metros: trec = 8 d´ıas, p = 0,8, β = 1,5
1
d
, σ = 1/10 1
a
y µ = 1/75 1
a
.
Estado epid Fraccio´n de individuos Desviacio´n cuadra´tica media
S 670 10−3 3 10−3
I 20 10−4 6 10−4
R 931 10−3 3 10−3
Tabla 4.3: Valores medios y desviacio´n cuadra´tica media de la cantidad de indivi-
duos en cada compartimento infectivo. Cada valor surge del promedio realizado
en 10 simulaciones del modelo SIRS con vacunacio´n para un mismo conjunto de
para´metros.
La desviacio´n cuadra´tica media se debe a las fluctuaciones poblacionales res-
pecto de los valores medios y son proporcionales a la ra´ız del nu´mero de individuos
(
√
N). La constante de proporcio´n para este modelo en el caso de los individuos
infectados es de ai = 0,24, para los susceptibles as = 1,54 y para los recuperados
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ar = 1,52. Las caracter´ısticas de estas fluctuaciones en funcio´n de los para´me-
tros del modelo sera´n estudiadas a continuacio´n en la seccio´n 4.3.1 mediante la
aproximacio´n LNA.
En la figura 4.7 A se observa el nu´mero de infectados como funcio´n del tiempo
para la implementacio´n estoca´stica (l´ınea roja) y la determinista (l´ınea violeta)
utilizando los para´metros trec = 8 d´ıas, β = 1,5
1
d
y p = 0,8. En el caso estoca´stico
se observan fluctuaciones respecto al valor medio.
Figura 4.7: A - Nu´mero de infectados como funcio´n del tiempo. Simulacio´n del
modelo epidemiolo´gico SIRS con vacunacio´n y pe´rdida de inmunidad obteni-
dos mediante la implementacio´n estoca´stica (l´ınea roja) y la determinista (l´ınea
violeta). Las l´ıneas punteadas representan la desviacio´n cuadra´tica media. B - Re-
trato de fases (S-I) en el modelo SIRS con vacunacio´n para las implementaciones
determinista (l´ınea violeta) y estoca´stica (l´ınea roja).
En la figura 4.7 B se observa el retrato de fases con un punto fijo que puede
caracterizarse como un foco estable. En la implementacio´n determinista las va-
riables convergen en forma oscilatoria al punto fijo. Las simulaciones estoca´sticas
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muestran fluctuaciones respecto a los valores de equilibrio.
Al ampliar una de las zonas de este comportamiento (Fig. 4.8) podemos ob-
servar que las fluctuaciones poseen, como en el caso anterior, una frecuencia ca-
racter´ıstica que se asemeja a la que se observa en la implementacio´n determinista
cerca del equilibrio.
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Figura 4.8: Implementacio´n estoca´stica y determinista del modelo SIRS. Se ob-
serva que las fluctuaciones poblacionales en la implementacio´n estoca´stica tienen
una frecuencia caracter´ıstica de oscilacio´n similar a la frecuencia de oscilacio´n de
las variables en la implementacio´n determinista cerca del equilibrio.
A continuacio´n se analizara´n las caracter´ısticas de las fluctuaciones poblacio-
nales en funcio´n de los para´metros del modelo mediante el me´todo de aproxima-
cio´n lineal del ruido (LNA).
4.3.1. Ana´lisis de las fluctuaciones poblacionales
Para realizar la aproximacio´n lineal del ruido en el modelo SIRS se introducen
las matrices
f = ((1− p)µ, µs, βsi, σ, σs, σi, γi, µi), (4.26)
S =
(
1 −1 −1 1 −1 −1 0 0
0 0 1 0 0 0 −1 −1
)
. (4.27)
La matriz Jacobiana fue calculada anteriormente en la ecuacio´n 4.17 y evaluada
en el punto fijo (ec. 4.18). La matriz difusio´n puede calcularse segu´n la expresio´n
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3.31 obteniendo en este caso
D =
(
2(µ− µp+ σ) (γ+µ)(βµ(−1+p)−βσ+(γ+µ)(µ+σ))
β(γ+µ+σ)
(γ+µ)(βµ(−1+p)−βσ+(γ+µ)(µ+σ))
β(γ+µ+σ)
2(γ+µ)(−(γ+µ)(µ+σ)+β(µ−µp+σ))
β(γ+µ+σ)
)
. (4.28)
Con estas matrices y mediante las ecuaciones 3.44 y los te´rminos 4.19-4.22
se calculo´ el espectro de frecuencias utilizando el me´todo LNA obteniendo las
siguientes expresiones
SS(w) =
2(σ − µ(1− p))(γ + µ+ σ)2ω2
[(w2 −∆)2 + τ2w2] , (4.29)
SI(w)=
−2(γ+µ)(βµ(p−1)−βσ+(γ+µ)(µ+σ))((σ(µ+σ)+β(µ−µp+σ))2+(γ+µ+σ)2ω2)
[(w2 −∆)2 + τ2w2] .
(4.30)
En este caso la expresio´n anal´ıtica del espectro de frecuencias de las fluctuacio-
nes como funcio´n de los para´metros es muy compleja pero sigue siendo posible
calcularla computacionalmente. Por otro lado tambie´n se realizaron simulaciones
estoca´sticas con el fin de observar la congruencia entre la aproximacio´n LNA y el
espectro de frecuencias obtenido de las simulaciones (Figura 4.9).
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Figura 4.9: Espectro de frecuencias promediado para 10 simulaciones estoca´sticas
(violeta) y aproximacio´n lineal LNA (naranja) en un modelo SIRS con vacuna-
cio´n. Los para´metros utilizados son p = 0,8; β = 1,5 1
d
y trec = 8 d´ıas. En l´ınea
punteada se observa el valor de la frecuencia caracter´ıstica de oscilacio´n de las
fluctuaciones calculada mediante la aproximacio´n LNA.
El periodo con mayor contribucio´n en el espectro de potencias para el conjunto
de para´metros utilizados en este caso es de τ = 0,88 an˜os.
Mediante la aproximacio´n LNA se calcularon la frecuencia caracter´ıstica, su
amplitud y factor de calidad Q90 como funcio´n de los para´metros del modelo.
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En la figura 4.10 A se observa el periodo interepide´mico caracter´ıstico de las
fluctuaciones poblacionales como funcio´n del contacto infectivo β y del tiempo
de recuperacio´n trec. Se tomo´ el valor p = 0,9 para la eficacia de la vacunacio´n.
Figura 4.10: A - Periodo caracter´ıstico de las fluctuaciones estoca´sticas como
funcio´n de los para´metros del modelo SIRS utilizando la aproximacio´n LNA. B
- Contribucio´n de la frecuencia caracter´ıstica al espectro de frecuencias de las
fluctuaciones estoca´sticas como funcio´n de los para´metros. Se observa una curva
que separa dos regiones del espacio en donde la dina´mica es diferente al igual que
en el caso del modelo SIR. Por debajo de la curva la epidemia se extingue.
Al igual que en el cap´ıtulo anterior (Fig. 3.7) se observa una curva separatriz
que divide el espacio en el cual la dina´mica realiza fluctuaciones con una frecuencia
definida de una regio´n en la cual la epidemia se extingue. Al acercarse a la curva
las fluctuaciones tienen un periodo mayor.
La contribucio´n al espectro de frecuencias de la frecuencia caracter´ıstica tam-
bie´n aumenta al acercarse a la curva separatriz (Fig. 4.10 B) por lo que en esa
regio´n se observara´ una dina´mica con una frecuencia mejor definida.
En la figura 4.11 se observa el factor de calidad de las fluctuaciones estoca´sti-
cas. Para valores cercanos y por encima de la curva separatriz se observan fluc-
tuaciones de gran amplitud y el factor de calidad aumenta.
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Figura 4.11: Calidad de la oscilacio´n Q90 como funcio´n de los para´metros del
modelo SIRS en escala logar´ıtmica.
El efecto de la pe´rdida de inmunidad tinmu y la eficacia de la vacunacio´n p en
las fluctuaciones se estudio´ considerando unicamente la variacio´n de estos para´me-
tros. En la figura 4.12 A se observa el periodo caracter´ıstico de las fluctuaciones
estoca´sticas en funcio´n de estos para´metros.
Figura 4.12: A - Periodo caracter´ıstico de las fluctuaciones como funcio´n de los
para´metros tiempo medio de pe´rdida de inmunidad tinmu y efectividad de la
vacunacio´n p en el modelo SIRS. Se tomaron los valores de β = 1,5 1
d
y trec = 10
d´ıas. Los puntos A, B y C corresponden a valores del tiempo de pe´rdida de
inmunidad de tinmu = 2, 20 y 40 an˜os respectivamente. B - Amplitud de la
frecuencia caracter´ıstica de las fluctuaciones estoca´sticas como funcio´n de los
para´metros.
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Las letras A, B y C representan la eleccio´n de un conjunto de para´metros.
Se observa que a medida que el tiempo de inmunidad aumenta el periodo crece.
Tambie´n crece en menor medida al aumentar la eficacia de la vacunacio´n para
valores altos del tiempo de inmunidad tinmu.
En la figura 4.12 B se observa la amplitud del periodo caracter´ıstico como
funcio´n de los para´metros mencionados. Al aumentar el tiempo medio de inmu-
nidad el periodo interepide´mico caracter´ıstico de las fluctuaciones poblacionales
aumenta. En este caso se observa que la dependencia con la eficacia de la va-
cunacio´n p se hace mayor para valores grandes del tiempo medio de pe´rdida de
inmunidad tinmu. Esto tiene sentido ya que el tiempo medio de inmunidad confe-
rido por vacunacio´n en relacio´n con el tiempo medio de vida tvida es mayor y su
efecto crece.
En la figura 4.13 A se observan los espectros de Fourier calculados mediante
la aproximacio´n LNA para los valores del tiempo de pe´rdida de inmunidad tinmu
definidos por las letras A, B y C en la figura 4.12.
Figura 4.13: A - Espectro de Fourier de las fluctuaciones estoca´sticas en el modelo
SIRS para distintos valores del tiempo medio de pe´rdida de inmunidad tinmu.
Las curvas A, B y C corresponden a los valores tinmu = 2, 20 y 40 an˜os respec-
tivamente. Se utilizo´ una eficacia de p = 0,5 para la vacunacio´n. B - Calidad
de la oscilacio´n Q90 como funcio´n de los para´metros del modelo SIRS en escala
logar´ıtmica.
En la figura 4.13 B se observa el factor de calidad de las fluctuaciones es-
toca´sticas. Este aumenta al aumentar el valor del tiempo medio de inmunidad
tinmu, no se observa una gran variacio´n con respecto a la variacio´n en la eficacia
de la vacunacio´n p.
En la figura 4.14 se observa el nu´mero de infectados como funcio´n del tiempo
para los conjuntos de para´metros A, B y C.
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Figura 4.14: Serie temporal de infectados para las simulaciones estoca´sticas del
modelo SIRS con los para´metros de los casos A, B y C antes descritos.
Las simulaciones permiten visualizar las caracter´ısticas de las fluctuaciones
estoca´sticas. En estas figuras se observa que al aumentar el tiempo de inmunidad
el periodo caracter´ıstico de las fluctuaciones poblacionales crece y su contribucio´n
en el espectro se hace mayor.
A continuacio´n se realiza este estudio en el caso de no considerar vacunacio´n
en el modelo, es decir que se toma el valor p = 0 para la eficacia de la vacunacio´n.
En la figura 4.15 A se observa el periodo interepide´mico caracter´ıstico de las fluc-
tuaciones poblacionales estoca´sticas como funcio´n del contacto infectivo β y del
tiempo de recuperacio´n trec. En este caso se observa un comportamiento similar al
del modelo SIR con mayores periodos y amplitudes. Nuevamente se observa una
curva separatriz que caracteriza el comportamiento de las fluctuaciones poblacio-
nales dada por la curva σ = 1
20
1
a
p = 0 de la figura 4.1. Al acercarse a la curva
las fluctuaciones tienen una mayor contribucio´n en el espectro de frecuencias y
su periodo es mayor. Por debajo de la curva separatriz la epidemia se extingue.
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Figura 4.15: A - Periodo caracter´ıstico de las fluctuaciones estoca´sticas calcula-
do mediante la aproximacio´n LNA como funcio´n de los para´metros β y trec del
modelo SIRS sin vacunacio´n. B - Contribucio´n de la frecuencia caracter´ıstica
de las fluctuaciones estoca´sticas al espectro de frecuencias como funcio´n de los
para´metros del modelo.
En la figura 4.16 se observa el factor de calidad de las fluctuaciones estoca´sticas
calculado mediante la aproximacio´n LNA.
Figura 4.16: Factor de calidad de la oscilacio´n Q90 como funcio´n de los para´metros
del modelo SIRS sin vacunacio´n (p = 0) en escala logar´ıtmica.
Por u´ltimo analizaremos el caso de considerar el modelo SIRS sin pe´rdida
de inmunidad (σ = 0) y con vacunacio´n. En la figura 4.17 se observa el espectro
de frecuencias para distintos valores de la eficacia de la vacunacio´n p. A medida
que la vacunacio´n se acerca al valor cr´ıtico de erradicacio´n de la enfermedad la
amplitud de las fluctuaciones crece. En esta figura vemos una mayor dependencia
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del efecto de las fluctuaciones respecto a la eficacia de la vacunacio´n. En el caso de
utilizar una eficacia mayor a la cr´ıtica las fluctuaciones desaparecen (caso σ = 0
y p = 0,98).
Figura 4.17: Espectro de frecuencias como funcio´n de los para´metros del mo-
delo SIRS sin pe´rdida de inmunidad para distintos valores de la eficacia de la
vacunacio´n p.
En la figura 4.18 A se observa el periodo interepide´mico caracter´ıstico de las
fluctuaciones poblacionales estoca´sticas como funcio´n del contacto infectivo β y
del tiempo de recuperacio´n trec en el modelo SIRS con vacunacio´n tomando
p = 0,9 y sin pe´rdida de inmunidad (σ = 0). En la figura 4.18 B se observa
la contribucio´n al espectro de frecuencias de la frecuencia caracter´ıstica de las
fluctuaciones poblacionales calculada mediante la aproximacio´n LNA.
En este caso se observa la curva separatriz definida en la figura 4.5 al considerar
la naturaleza de los autovalores del sistema. El a´rea en la cual se observan patrones
de reemergencia perio´dicos se encuentran por encima de la curva separatriz. En
este caso el contacto infectivo β y el tiempo medio de recuperacio´n trec deben ser
mayores que en el caso del modelo SIR para obtener reemergencias perio´dicas,
es decir la regio´n de los para´metros en la cual la epidemia se extingue se extiende
respecto a los resultados modelo SIR sin vacunacio´n hacia valores ma´s altos de
los para´metros.
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Figura 4.18: Periodo caracter´ıstico de las fluctuaciones estoca´sticas como funcio´n
de los para´metros del modelo SIRS con vacunacio´n (p = 0,9) sin considerar
pe´rdida de inmunidad (σ = 0). B - Contribucio´n de la frecuencia caracter´ıstica
de las fluctuaciones estoca´sticas al espectro de frecuencias como funcio´n de los
para´metros del modelo.
En la figura 4.19 se observa el factor de calidad de las fluctuaciones estoca´sti-
cas. El comportamiento del sistema es similar al del modelo SIR. Se observa una
zona en la cual el sistema no realiza oscilaciones y una zona en la cual las fluc-
tuaciones estoca´sticas provocan reemergencias perio´dicas, ambas limitadas por la
curva separatriz que separa el espacio de para´metros.
Figura 4.19: Calidad de la oscilacio´n Q90 como funcio´n de los para´metros del
modelo SIRS en escala logar´ıtmica para un valor de la eficacia de la vacunacio´n
p = 0,9 sin considerar pe´rdida de inmunidad σ = 0.
Cap´ıtulo 5
Modelo SIRV
En este cap´ıtulo se analiza el modelo SIRV basado en el modelo SIR
agregando el compartimento de vacunados V . Este compartimento per-
mite considerar la pe´rdida de inmunidad conferida por vacunacio´n co-
mo un para´metro distinto que la conferida de manera natural, agregan-
do realismo al modelo. En la seccio´n 5.1 se introduce el modelo y sus
para´metros. En la seccio´n 5.2 se estudia la dina´mica en la implementa-
cio´n determinista del modelo y el efecto de la introduccio´n de este nuevo
compartimento en funcio´n de los para´metros. En la seccio´n 5.3 se realiza
la implementacio´n estoca´stica del modelo. Luego se introduce el desarrollo
de la aproximacio´n lineal del ruido para sistemas de ma´s de dos variables
y se estudian los efectos de los para´metros en las caracter´ısticas de las
fluctuaciones poblacionales utilizando esta aproximacio´n.
5.1. Modelo SIRV
En la seccio´n anterior se introdujo el modelo SIRS que tiene en cuenta la
pe´rdida de inmunidad suponiendo que los tiempo medios de pe´rdida de inmuni-
dad conferidos por infeccio´n y por vacunacio´n son iguales. Este supuesto es una
aproximacio´n que en algunos casos puede ser poco realista. Situaciones como e´sta
se observan en muchas enfermedades prevenibles. En general la tasa de pe´rdida
de inmunidad en el tiempo es mayor en el caso de la inmunizacio´n v´ıa vacunacio´n
que por la conferida por infeccio´n [126, 159, 164].
Para desarrollar un modelo que pueda dar cuenta de esta diferencia es ne-
cesario agregar un nuevo compartimento de vacunados V obteniendo el modelo
SIRV . En este modelo los individuos al nacer pueden ser vacunados de manera
efectiva conformando el compartimento V , en caso contrario los individuos nacen
susceptibles y pueden ser infectados en contacto con otros individuos infectados
con una tasa λ. En la figura 5.1 se puede observar un diagrama de este modelo.
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Figura 5.1: Esquema del modelo epidemiolo´gico SIRV . El para´metro p representa
la eficacia de la vacunacio´n, la proporcio´n de la poblacio´n que al nacer es vacunada
de manera efectiva es removida del compartimento de susceptibles S e integrada
al de individuos vacunados V . Los sujetos pierden su inmunidad natural a una
tasa σN y su inmunidad conferida por vacunacio´n una tasa σV por unidad de
tiempo.
Los individuos vacunados y recuperados no pueden ser infectados a menos que
pierdan su inmunidad con el paso del tiempo. Al separar el compartimento de
vacunados del de recuperados se puede estudiar la posibilidad de que la pe´rdida
de inmunidad luego de la vacunacio´n tenga un tiempo caracter´ıstico tV =
1
σV
diferente al de la pe´rdida de inmunidad conferida luego de la infeccio´n tN =
1
σN
.
En este estudio analizaremos casos diversos suponiendo que el tiempo medio de
perdida inmunidad en ambos casos se encuentran en un intervalo entre [0 − 10]
an˜os [87, 92, 140, 168]. Los otros procesos son los que se utilizaron en los modelos
descritos anteriormente.
5.2. Implementacio´n matema´tica determinista
El modelo descrito en la seccio´n 5.1 puede ser implementado de forma deter-
minista mediante el sistema de ecuaciones diferenciales acopladas 5.1-5.4. En este
caso el modelo es mas complejo que los previos dado que el sistema esta represen-
tado matema´ticamente por un sistemas de 4 ecuaciones diferenciales acopladas.
dS
dt
= µ(1− p)N − βIS/N − µS + σNR + σV V, (5.1)
dI
dt
= βIS/N − γI − µI, (5.2)
dR
dt
= γI − σNR− µR, (5.3)
dV
dt
= pµN − σV V − µV. (5.4)
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El te´rmino µ es la tasa de nacimiento y muerte, y el factor p representa la tasa de
vacunacio´n efectiva por unidad de tiempo. La fraccio´n pµN representa al nu´mero
de nacidos que son vacunados de manera efectiva y se suman al compartimen-
to de vacunados, la fraccio´n (1 − p)µN representa la fraccio´n de individuos que
no fueron vacunados o bien su vacunacio´n no fue efectiva y son transferidos al
compartimento de susceptibles. El te´rmino βIS/N representa el nu´mero de indi-
viduos susceptibles que son infectados por unidad de tiempo siendo transferidos
al compartimento de infectados. Los individuos infectados son removidos de este
compartimento debido a su recuperacio´n y sumados al de recuperados con una
tasa γ. Tanto en el compartimento de vacunados como en el de recuperados los
individuos pueden perder su inmunidad con el tiempo a una tasa σV =
1
tV
y
σN =
1
tN
respectivamente, siendo transferidos nuevamente al compartimento de
susceptibles. Independientemente de su estado epidemiolo´gico todos los indivi-
duos mueren a una tasa µ = 1
tvida
por unidad de tiempo.
Al igual que en los modelos tratados en los cap´ıtulos previos la poblacio´n total
de individuos N se conserva, de manera que se puede reducir la dimensionalidad
del sistema. Para ello se divide a las ecuaciones 5.1-5.4 por N obteniendo las
siguientes ecuaciones para las fracciones de poblacio´n
ds
dt
= µ(1− p)− βis− µs+ σN(1− i− s− v) + σNv, (5.5)
di
dt
= βis− γi− µii, (5.6)
dv
dt
= pµ− σV v − µv, (5.7)
(5.8)
siendo la fraccio´n de recuperados determinada por la relacio´n r = 1− i− s− v.
Por otro lado dado que la ecuacio´n que rige el cambio temporal de la frac-
cio´n de vacunados (ec. 5.7) es independiente de las otras variables, la ecuacio´n
diferencial puede ser resuelta de forma exacta obteniendo la ecuacio´n
v(t) = v∞ + A exp(−λt). (5.9)
Donde v∞ =
pµ
σV +µ
es el valor de la variable en el punto fijo, la potencia es
λ = (σV + µ) y A se calcula con la condicio´n inicial v(0) y el valor estacionario
v∞ como A = v(0)− v∞
5.2.1. Solucio´n estacionaria
Igualando el sistema de ecuaciones 5.5-5.7 a cero se pueden calcular los valores
estacionarios del sistema. Si bien como en los casos anteriores existe una solucio´n
en la cual la fraccio´n de individuos infectados es nula, esta solucio´n es inestable.
102 Cap´ıtulo 5. Modelo SIRV
Los valores estacionarios de las variables en la solucio´n estable son los siguientes
s∗ =
γ + µ
β
, (5.10)
i∗ =
(µ+ σN)(−(γ + µ)(µ+ σV ) + β(µ− µp+ σV ))
β(γ + µ+ σN)(µ+ σV )
, (5.11)
r∗ =
−γ(γ + µ)(µ+ σV ) + βγ(µ− µp+ σV )
β(γ + µ+ σN)(µ+ σV )
, (5.12)
v∗ =
pµ
σV + µ
. (5.13)
Mediante la expresio´n 5.11 se puede analizar la dependencia de la fraccio´n de
infectados con los para´metros relevantes del modelo, en este caso analizaremos la
dependencia con el tiempo medio de pe´rdida de inmunidad natural tN y el tiempo
medio de inmunidad conferida por vacunacio´n tv. En la figura 5.2 A se observa
el valor estacionario de la fraccio´n de infectados como funcio´n del tiempo medio
de pe´rdida de inmunidad natural tN para distintos valores del tiempo medio de
pe´rdida de inmunidad conferida por vacunacio´n tV , con una eficacia de p = 0,9
en la vacunacio´n. La fraccio´n de infectados del estado estacionario disminuye en
forma homogra´fica con el tiempo medio de inmunidad natural.
Figura 5.2: A - Valor estacionario de la fraccio´n infectados en modelo SIRV
como funcio´n del tiempo medio de inmunidad conferida por infeccio´n tN para
distintos valores del tiempo medio de inmunidad por vacunacio´n tV y una eficacia
de p = 0,9. B - Valor estacionario de la fraccio´n de infectados como funcio´n del
tiempo medio de pe´rdida de inmunidad conferida por vacunacio´n tV utilizando
una eficacia de p = 0,9. Se observan distintas curvas que corresponden a distintos
valores del tiempo medio de pe´rdida de inmunidad natural tN .
A medida que el tiempo medio de inmunidad conferida por vacunacio´n tV
crece el valor estacionario de la fraccio´n de infectados disminuye de manera lineal
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como se observa en la figura 5.2 B. La ordenada al origen y la pendiente de las
curvas dependen del tiempo medio de inmunidad conferida por infeccio´n tN .
Estos efectos se deben a que a lo largo de la vida de un individuo este puede
infectarse reiteradas veces y el nu´mero de re-infecciones depende de la relacio´n
entre el tiempo de inmunidad natural tN y la edad promedio de vida tvida, con lo
cual la fraccio´n de infectados sera´ proporcional a tvida
tN
. En cambio la fraccio´n de
individuos que poseen inmunidad conferida por vacunacio´n respecto al total de
individuos es del orden de tV
tvida
y es mucho menor que en el caso de la inmunidad
natural.
Por esta razo´n, y segu´n observamos en las figuras, el efecto del cambio en el
tiempo medio de perdida inmunidad natural tN es mucho mayor que en el caso
del tiempo medio de perdida de inmunidad adquirida por vacunacio´n tV .
En las siguientes figuras se observa la dependencia del valor estacionario de
la fraccio´n de infectados como funcio´n de la eficacia de la vacunacio´n p. En la
figura 5.3 A se tomo´ un valor para el tiempo medio de inmunidad conferida por
vacunacio´n de tN = 10 an˜os y se grafico´ la fraccio´n de infectados en el estado
estacionario en funcio´n de p y para distintos valores de tN . En la figura 5.3 B se
realiza el mismo estudio con el para´metro tV .
Figura 5.3: A - Valor estacionario de la fraccio´n de infectados como funcio´n de la
eficacia de la vacunacio´n p. Se utilizaron distintos valores para el tiempo medio
de pe´rdida de inmunidad conferida por vacunacio´n y un un valor de tV = 10 an˜os
para la conferida por vacunacio´n. B - Caso ana´logo para tN = 10 an˜os y distintos
valores de tV .
Como se observa en estas curvas el valor estacionario de la fraccio´n de infec-
tados disminuye linealmente con la eficacia de la vacunacio´n p. En el caso de la
ordenada al origen de la figura 5.3 A, e´sta depende fuertemente de tN .
Estas figuras muestran que el comportamiento de los infectados en el estado
estacionario es fuertemente dependiente del tiempo de inmunidad natural tN .
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5.2.2. Incidencia
La incidencia del estado estacionario puede calcularse mediante la ecuacio´n
2.12 obteniendo la siguiente expresio´n para el modelo SIRV
Inc∗ =
−(γ + µ)(µ+ σN)(βµ(−1 + p)− βσV + (γ + µ)(µ+ σV ))
β(γ + µ+ σN)(µ+ σV )
N. (5.14)
Considerando la vacunacio´n con una eficacia p = 0,9, la pe´rdida de inmunidad
conferida por vacunacio´n tV = 10 an˜os, la natural tN = 10 an˜os, una esperanza
de vida de tvida = 75 an˜os y un tiempo medio de recuperacio´n trec = 10 d´ıas,
para una poblacio´n de N = 100000 individuos el modelo preve´ una incidencia de
Inc∗ ' 29 casos nuevos por d´ıa, lo que equivale a un total de 10550 casos nuevos
de enfermedad por an˜o.
En la figura 5.4 A se observa la incidencia del sistema calculada en el estado
estacionario como funcio´n del tiempo medio de inmunidad natural tN . En la figura
5.4 B la incidencia esta´ en funcio´n del tiempo medio de pe´rdida de inmunidad
conferida por vacunacio´n tV .
Figura 5.4: A - Incidencia en funcio´n del tiempo medio de inmunidad natural
tN en modelo SIRV . Las distintas curvas corresponden a distintos valores del
tiempo medio de inmunidad conferida por vacunacio´n tV . En todos los casos se
utilizo´ una eficacia de p = 0,9. B - Incidencia en funcio´n del tiempo medio de
inmunidad conferida por vacunacio´n tV para distintos valores del tiempo medio
de inmunidad natural tN .
La incidencia disminuye de manera inversamente proporcional al tiempo medio
de inmunidad natural tN . Tambie´n disminuye de manera lineal al aumentar el
tiempo medio de inmunidad conferida por vacunacio´n tV aunque el efecto es
mucho menor.
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5.2.3. Ana´lisis de estabilidad lineal
Para realizar el ana´lisis dina´mico del modelo SIRV consideremos la matriz
Jacobiana que surge del sistema de ecuaciones 5.5-5.7
J =
 −βi− µ− σN −βs− σN σV − σNβi βs− γ − µ 0
0 0 −σV − µ
 , (5.15)
que evaluada en el punto de equilibrio resulta
J∗ =
 −
(µ+σN )(σN (µ+σV )+β(µ−µp+σV ))
(γ+µ+σN )(µ+σV )
−(γ + µ+ σN) σV − σN
(µ+σN )(−(γ+µ)(µ+σV )+β(µ−µp+σV ))
(γ+µ+σN )(µ+σV )
0 0
0 0 −σV − µ
 . (5.16)
Uno de los autovalores de esta matriz es λ1 = −σV − µ, menor a cero. Para
calcular los otros se puede tomar la matriz reducida
J∗R =
(
− (µ+σN )(σN (µ+σV )+β(µ−µp+σV ))
(γ+µ+σN )(µ+σV )
−(γ + µ+ σN)
(µ+σN )(−(γ+µ)(µ+σV )+β(µ−µp+σV ))
(γ+µ+σN )(µ+σV )
0
)
. (5.17)
de donde se obtiene la ecuacio´n caracter´ıstica mediante la cual se calculan los
autovalores λ2,3 = α± iω0
α =
1
2
τ, (5.18)
ω0 =
√
1
4
τ 2 −∆, (5.19)
τ = −µ− σV − (µ+ σN)(σN(µ+ σV ) + β(µ− µp+ σV ))
(γ + µ+ σN)(µ+ σV )
, (5.20)
∆ =
(µ+ σN)(µ+ σV )(βµ(−1 + p)− βσV + (γ + µ)(µ+ σV ))
µ+ σV
. (5.21)
Donde τ es la traza de la matriz J∗R y ∆ su determinante.
En la figura 5.5 se observa la naturaleza de los autovalores en funcio´n de lo
para´metros tasa de contacto infectivo β y tiempo medio de recuperacio´n trec. Por
encima de la curva los autovalores son imaginarios con parte real menor que cero,
por lo que el punto fijo es un foco estable. Por debajo de la curva son ambos
negativos y el punto fijo es un nodo estable. Por debajo de la curva la fraccio´n de
infectados es menor que cero y por lo tanto la enfermedad no puede transmitirse.
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Figura 5.5: Esquema de la dina´mica del modelo SIRV como funcio´n de los
para´metros. Por encima de las curva se obtienen autovalores con parte real negati-
va y parte imaginaria distinta de cero, en la dina´mica se observan focos estables a
los cuales convergen las variables luego de oscilar. Se utilizaron los valores tN = 10
an˜os y tV = 10 an˜os para el tiempo medio de pe´rdida de inmunidad natural y
conferida por vacunacio´n. Por debajo de la curva se obtienen nodos estables por
lo que no se observan oscilaciones, en esta regio´n el valor estacionario de infecta-
dos es menor a cero y la epidemia se extingue. La l´ınea punteada representa la
curva separatriz en el modelo SIR del cap´ıtulo anterior y en azul se observa la
curva para el caso del modelo SIRS con vacunacio´n, al considerar σ = 0.
En este caso el diagrama que define la dina´mica del sistema es similar al del
modelo SIR. A continuacio´n se estudiara´ la implementacio´n estoca´stica con el
fin de caracterizar las fluctuaciones poblacionales del modelo.
5.3. Implementacio´n estoca´stica
En esta seccio´n se realiza la implementacio´n estoca´stica del modelo SIRV .
En la implementacio´n estoca´stica de este modelo consideramos los procesos que
se observan en la tabla 5.1 donde se expone la transicio´n entre compartimentos
y la probabilidad de los mismos.
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Proceso Transicio´n Probabilidad
Infeccio´n (S, I,R, V )→ (S − 1, I + 1, R, V ) βSI/N
Recuperacio´n (S, I,R, V )→ (S, I − 1, R+ 1, V ) γI
Pe´rdida de inmunidad natural (S, I,R, V )→ (S + 1, I, R− 1, V ) σNR
Pe´rdida de inmunidad por vac. (S, I,R, V )→ (S + 1, I, R, V − 1) σV V
Muerte S (S, I,R, V )→ (S − 1, I, R, V ) µS
Muerte I (S, I,R, V )→ (S, I − 1, R, V ) µI
Muerte R (S, I,R, V )→ (S, I,R− 1, V ) µR
Muerte V (S, I,R, V )→ (S, I,R, V − 1) µV
Nacimiento con vac. efectiva (S, I,R, V )→ (S, I,R, V + 1) µp
Nacimiento con vac. inef. (S, I,R, V )→ (S + 1, I, R, V ) µ(1− p)
Tabla 5.1: Procesos, transiciones y probabilidades entre los distintos comparti-
mentos infectolo´gicos en el modelo SIRV .
La implementacio´n estoca´stica se desarrolla de manera ana´loga a la descrita
en el cap´ıtulo 3. En este caso tambie´n se tiene que satisfacer que la probabilidad
de ocurrencia de dos procesos del mismo tipo en un paso temporal ∆t sea menor
a uno con el fin de que no ocurran dos o ma´s procesos de un mismo tipo en un
mismo paso de integracio´n. Para ello se utiliza un valor del paso temporal ∆t tal
que las probabilidades de los procesos de la tabla 5.1 multiplicadas por este paso
sean menores a 1.
Se realizaron 10 simulaciones con un mismo conjunto de para´metros con el fin
de estudiar las fluctuaciones poblacionales. Los valores promedios y desviacio´n
cuadra´tica media obtenidos a partir de estas simulaciones pueden observarse en
la tabla 5.2.
Estado epid Fraccio´n de individuos Desviacio´n cuadra´tica media
S 67 10−3 3 10−3
I 27 10−4 7 10−4
R 885 10−3 3 10−3
V 46 10−3 7 10−3
Tabla 5.2: Valores promedio del nu´mero de individuos en cada estado infectolo´gi-
co y desviacio´n cuadra´tica media. Estad´ıstica realizada en 10 simulaciones del
modelo SIRV con un mismo conjunto de para´metros.
La desviacio´n cuadra´tica media respecto de los valores medios es proporcional
a la ra´ız del nu´mero de individuos (
√
N). La constante de proporcio´n para este
modelo en el caso de los individuos infectados es de ai = 0,22, para los susceptibles
as = 1,07, para los recuperados ar = 1,07 y para los vacunados av = 0,20.
En la figura 5.6 A se observa el nu´mero de infectados como funcio´n del tiempo.
Se observan fluctuaciones poblacionales respecto al valor estable de la implemen-
tacio´n determinista.
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Figura 5.6: A - Nu´mero de infectados como funcio´n del tiempo para el modelo
SIRV utilizando una implementacio´n estoca´stica (l´ınea roja) y una determinista
(l´ınea violeta). Las l´ıneas punteadas representan el valor medio de infectados y
su desviacio´n cuadra´tica media. B - Retrato de fases del sistema SIRV realiza-
do mediante las implementaciones estoca´stica (l´ınea roja) y determinista (l´ınea
violeta).
En el retrato de fases (Figura 5.6 B) se puede observar el punto fijo, un foco
estable, al cual convergen las variables en forma oscilatoria en la implementacio´n
determinista. En la implementacio´n estoca´stica se observan fluctuaciones soste-
nidas respecto al punto de equilibrio.
Se observa que en este caso las fluctuaciones poblacionales tambie´n poseen
una frecuencia caracter´ıstica de oscilacio´n. En la figura 5.7 se puede observar una
ampliacio´n de la figura 5.6 A. Las oscilaciones estoca´sticas coinciden en su periodo
con las oscilaciones de la implementacio´n determinista cerca del equilibrio.
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Figura 5.7: Modelo SIRV implementado de manera estoca´stica (l´ınea roja) y
determinista (l´ınea violeta). Las fluctuaciones poblacionales de la implementacio´n
estoca´stica presentan una frecuencia caracter´ıstica de oscilacio´n igual a la de las
oscilaciones deterministas cerca del equilibrio.
En este caso para caracterizar el comportamiento de las fluctuaciones pobla-
cionales mediante la aproximacio´n lineal del ruido es necesario generalizar esta
aproximacio´n para ma´s de dos variables. A continuacio´n se expone este desarrollo.
5.3.1. Ana´lisis de las fluctuaciones poblacionales
Teniendo en cuenta las transiciones de la tabla 5.1, puede escribirse la ecuacio´n
maestra para la funcio´n densidad de probabilidad como
dP (S, I, R, V, t)
dt
= (E+1S E
−1
I − 1)βSI/N P (S, I, R, V, t) +
(E+1I E
−1
R − 1)γI P (S, I, R, V, t) + (E+1R E−1S − 1)σNR P (S, I, R, V, t) +
(E+1V E
−1
S − 1)σV V P (S, I, R, V, t) + (E+1S − 1)µS P (S, I, R, V, t) +
(E+1I − 1)µI P (S, I, R, V, t) + (E+1R − 1)µR P (S, I, R, V, t) +
(E+1V − 1)µV P (S, I, R, V, t) + (E−1V − 1)µp P (S, I, R, V, t) +
(E−1S − 1)µ(1− p) P (S, I, R, V, t). (5.22)
Dado que este sistema no puede reducirse a uno de dos variables, como en
los casos anteriores, es necesario desarrollar la aproximacio´n lineal del ruido para
ma´s variables. A continuacio´n se realizara´ la expansio´n de la ecuacio´n maestra
(ec. 3.23) en funcio´n de las variables para el caso general hasta el primer grado
no nulo en potencias del taman˜o del sistema que tiene en cuenta las fluctuaciones
poblacionales (LNA), esto es hasta el grado
√
Ω [157].
En este caso las variables pueden aproximarse segu´n la ecuacio´n 3.28: ~n =
Ω~φ(t) + Ω
1
2 ~ξ(t). Al realizar esta aproximacio´n la funcio´n de probabilidad de las
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variables P (~n, t) se relaciona con la funcio´n de probabilidad de las fluctuaciones
segu´n la ecuacio´n
P (~n, t) = P (Ω~φ+
√
Ω~ξ, t) = Π(~ξ, t), (5.23)
donde Π(~ξ, t) es la probabilidad de que el sistema presente un desv´ıo ~ξ en un
tiempo t. Partiendo de la ecuacio´n 3.28 y diferenciando la ecuacio´n 5.23 respecto
al tiempo se obtiene la ecuacio´n
dP (~n, t)
dt
=
∂Π(~ξ, t)
∂t
+
N∑
i=1
∂Π(~ξ, t)
∂ξi
∂ξi
∂t
=
∂Π(~ξ, t)
∂t
− Ω1/2
N∑
i=1
∂Π(~ξ, t)
∂ξi
∂φi
∂t
.
(5.24)
Donde se utilizo´ que ∂ni/∂t = 0, es decir que la derivada temporal de la funcio´n
probabilidad en el tiempo es tomada considerando ~n constante en la ecuacio´n
maestra 3.23. De este supuesto se obtiene ∂ξi/∂t = −Ω1/2∂φi/∂t. Con la hipo´tesis
de la ecuacio´n 3.28 al realizar la expansio´n de Taylor de las tasas de transicio´n
f˜j(~n) alrededor del valor macrosco´pico fj(~φ) se obtiene
f˜j(~n) = f˜j(~φ+ Ω
−1/2~ξ) ≈ fj(~φ) + Ω−1/2
N∑
i=1
∂fj(~φ)
∂φi
ξi +O(Ω
−1). (5.25)
Donde se tuvo en cuenta que las probabilidades de transicio´n de escala mesosco´pi-
ca f˜j(~n) difieren de las tasas macrosco´picas fj(~φ) en un te´rmino de orden Ω
−1 y
la diferencia es absorbida por el te´rmino O(Ω−1) [162]. El operador diferencial de
la ecuacio´n maestra (ec. 3.23) puede ser aproximado segu´n la siguiente ecuacio´n
Ekf(x) ≈ f(φ+ Ω−1/2(ξ + Ω−1/2k)) (5.26)
=
[
1 + Ω−1/2k
∂
∂ξ
+
Ω−1k2
2
∂2
∂ξ∂ξ
+O(Ω−3/2)
]
f(x). (5.27)
En el caso de considerar distintos procesos y varias variables se puede aproximar
el operador por
N∏
i=1
E−Sij ≈ 1− Ω−1/2
∑
i
Sij
∂
∂ξ
+
Ω−1
2
∑
i
∑
k
SijSkj
∂2
∂ξi∂ξk
+O(Ω−3/2). (5.28)
Utilizando las ecuaciones 5.24, 5.25 y 5.28 en la ecuacio´n maestra 3.23 obtenemos
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la ecuacio´n
∂Π(~ξ, t)
∂t
− Ω1/2
N∑
i=1
∂φi
∂t
∂Π(~ξ, t)
∂ξi
=
Ω
R∑
j=1
(
− Ω−1/2
∑
i
Sij
∂
∂ξi
+
Ω−1
2
∑
i
∑
k
SijSkj
∂2
∂ξi∂ξk
+O(Ω−3/2)
)
×
(
fj(~φ) + Ω
−1/2
N∑
i=1
∂fj(~φ)
∂φi
ξi +O(Ω
−1)
)
Π(~ξ, t). (5.29)
Agrupando a los te´rminos de igual potencia en Ω se obtiene para el orden Ω1/2
Ω1/2 :
N∑
i=1
∂φi
∂t
∂Π(~ξ, t)
∂ξi
=
R∑
j=1
N∑
i=1
Sijfj(~φ)
∂Π(~ξ, t)
∂ξi
. (5.30)
Estos te´rminos se cancelan ya que los valores macrosco´picos φi satisfacen la ecua-
cio´n macrosco´pica ∂φi
∂t
=
∑R
j=1 Sijfj(
~φ). Identificando los te´rminos de orden Ω0
se obtiene la ecuacio´n
Ω0 :
∂Π(~ξ, t)
∂t
=
∑
j
(∑
i,k
−Sij ∂fj
∂φk
ξkΠ(~ξ, t)
∂ξi
+
1
2
fj
∑
i,k
SijSkj
∂2Π(~ξ, t)
∂ξi∂ξk
)
,
(5.31)
que corresponde la ecuacio´n de Fokker-Planck para la distribucio´n de probabilidad
de las fluctuaciones [141]
∂Π(~ξ, t)
∂t
=
∑
i,k
Jik
∂(ξkΠ(~ξ, t))
∂ξi
+
1
2
∑
i,k
Dik
∂2Π(~ξ, t)
∂ξi∂ξk
. (5.32)
Los valores Jik son elementos de la matriz Jacobiana del sistema macrosco´pico.
Los valores Dik son elementos de la matriz de difusio´n. Estas matrices pueden
calcularse mediante las ecuaciones
Jik =
∂
∂φk
R∑
r=1
Sirfr(~φ) =
∂(Sif)
∂φk
, (5.33)
Dik =
R∑
r=1
SirSkrfr(~φ) =
[
S diag(f(~φ))ST
]
. (5.34)
La ecuacio´n de Fokker-Planck (ec. 5.32) describe un proceso de Ornstein-
Uhlenbeck y puede ser tratada alternativamente mediante la aproximacio´n de
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Langevin para las fluctuaciones siempre que el sistema sea estacionario, es decir
que los estados posibles del sistema y las probabilidades de transicio´n no dependan
del tiempo [162]. La aproximacio´n de Langevin supone que la dina´mica de las
fluctuaciones satisface la ecuacio´n macrosco´pica linearizada sumando un te´rmino
estoca´stico [141, 158]
d~ξ(t)
dt
= J~ξ(t) + B~Γ(t). (5.35)
Donde la matriz B se relaciona con la matriz difusio´n segu´n la ecuacio´n D = BBT .
La funcio´n ~Γ(t) es la derivada temporal de un proceso de Weiner en R dimen-
siones, donde R es el nu´mero de procesos considerados en la ecuacio´n maestra, y
satisface que 〈Γi(t)Γj(t′)〉 = δijδ(t− t′).
Para ejemplificar el comportamiento de las soluciones de esta aproximacio´n,
si imaginamos un gra´fico con la distribucio´n probabilidad P (n, t) a lo largo del
eje vertical y las variables microsco´picas n en el horizontal, en el tiempo cero las
variables tomara´n su estado inicial y la distribucio´n de probabilidad para cada
variable sera´ una funcio´n delta con un pico en ese valor (Figura 5.8) .
Figura 5.8: Evolucio´n de la funcio´n distribucio´n en la aproximacio´n lineal del
ruido, figura tomada del libro de Van Kampen 1976 [161]. El valor medio de
las variables de la descripcio´n microsco´pica n sigue la dina´mica del sistema ma-
crosco´pico dado por las variables φ multiplicadas por el taman˜o del sistema Ω. Las
fluctuaciones poblacionales pueden caracterizarse como una distribucio´n Gaussia-
na con un ancho de campana del orden de la ra´ız del taman˜o del sistema
√
Ω.
A medida que el tiempo se incrementa la funcio´n de probabilidad presen-
tara´ una distribucio´n Gaussiana donde la posicio´n de los picos representa el valor
medio de las variables n del sistema microsco´pico. Estos picos convergera´n al
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punto de equilibrio y el ancho de las campanas representan la desviacio´n media
de las fluctuaciones poblacionales respecto del equilibrio en una escala que va
como la ra´ız del taman˜o del sistema
√
Ω [110].
Si bien estas ecuaciones son complejas, al igual que en los casos anteriores
pueden hallarse expresiones simplificadas al considerar la transformada de Fourier
de las fluctuaciones. Tomando la transformada de Fourier de la ecuacio´n 5.35 se
obtienen las ecuaciones
−iwξ˜i(w) =
N∑
j=1
Jij ξ˜j(w) + B(~φ(t))~˜Γ(t), (5.36)
( N∑
j=1
(−iwδij − Jij)
)
ξ˜i(w) = B(~φ(t))~˜Γ(t). (5.37)
Donde las tildes denotan la aplicacio´n de la transformada de Fourier. Multipli-
cando por la matriz adjunta e integrando se obtiene el espectro de frecuencias
para la variable i [67, 158]
Si(w) =
Ω
pi
[(−J + Iiw)−1D(−JT − Iiw)−1)]ii. (5.38)
Donde se utilizo´ que D = BBT . Esta expresio´n permite obtener el espectro
de Fourier de las fluctuaciones de las variables a partir de las ecuaciones de la
implementacio´n determinista.
En el caso del modelo SIRV a partir del sistema de ecuaciones 5.5-5.7 se
pueden calcular
f = (µ, pµ, µs, βsi, σV v, σN , σNs, σN i, σNv, γi, µi, µv) (5.39)
S =
 1 −1 −1 −1 1 1 −1 −1 −1 0 0 00 0 0 1 0 0 0 0 0 −1 −1 0
0 1 0 0 −1 0 0 0 0 0 0 −1
 . (5.40)
La matriz Jacobiana esta´ dada por la ecuacio´n 5.15 y al evaluarla en el punto fijo
estable se obtiene la expresio´n 5.16. Los componentes de la matriz de difusio´n
114 Cap´ıtulo 5. Modelo SIRV
esta´n dados por las expresiones
D11 = 2(σN +
µ(µ+ σV + pσV )
µ+ σV
)), (5.41)
D12 = D21 =
(γ + µ)(µ+ σN)(βµ(−1 + p)− βσV + (γ + µ)(µ+ σV ))
β(γ + µ+ σN)(µ+ σV )
, (5.42)
D22 = −2(γ + µ)(µ+ σN)(βµ(−1 + p)− βσV + (γ + µ)(µ+ σV ))
β(γ + µ+ σN)(µ+ σV )
, (5.43)
D13 = D31 =
−µp(µ+ 2σV )
µ+ σV
, D23 = D32 = 0, D33 = 2µp. (5.44)
(5.45)
Con estas matrices se calculo´ el espectro de frecuencias de las fluctuaciones po-
blacionales. En este caso la expresio´n anal´ıtica del espectro de frecuencias (ec.
5.38) en te´rminos de los para´metros del modelo es muy compleja pero sigue sien-
do posible calcularla computacionalmente. Por otro lado tambie´n se realizaron
simulaciones estoca´sticas mostrando acuerdo entre el espectro de las simulacio-
nes y la prediccio´n de la aproximacio´n LNA (Figura 5.9). En este caso el periodo
con mayor contribucio´n en el espectro de potencias es de τc = 0,85 an˜os.
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Figura 5.9: Espectro de frecuencias promediado para 10 simulaciones estoca´sticas
(violeta) y aproximacio´n lineal LNA (naranja) en un modelo SIRV con vacuna-
cio´n. La l´ınea vertical se encuentra en la frecuencia con mayor contribucio´n al
espectro calculado mediante la aproximacio´n.
Mediante el uso de la aproximacio´n LNA se calcularon las caracter´ısticas de
las fluctuaciones poblacionales en funcio´n de los para´metros del modelo. En la fi-
gura 5.10 A se observa el periodo interepide´mico caracter´ıstico de las fluctuaciones
poblacionales como funcio´n del contacto infectivo β y del tiempo de recuperacio´n
trec en el modelo SIRV , en este caso se tomo´ el valor p = 0,9 para la eficacia de
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la vacunacio´n. La curva separatriz corresponde a la regio´n de para´metros en la
que el sistema de ecuaciones determinista linearizado posee un foco estable (Fig.
5.5). En la figura 5.10 B se observa la contribucio´n de la frecuencia caracter´ısti-
ca de oscilacio´n de las fluctuaciones poblacionales como funcio´n del tiempo de
recuperacio´n trec y el contacto infectivo β. El sistema posee un comportamiento
similar que el del modelo SIR (Fig. 3.7), una curva que limita el espacio de las
fluctuaciones sostenidas. Por encima de esa curva se observa una dina´mica con
picos de reemergencia perio´dicos y al acercarse a la curva los periodos son ma´s
largos y la amplitud de los picos mayor. Por debajo de la curva la epidemia se
extingue.
Figura 5.10: A - Periodo caracter´ıstico de las fluctuaciones poblacionales calcula-
do mediante la aproximacio´n LNA como funcio´n del tiempo de recuperacio´n trec
y el contacto infectivo β en el modelo SIRV . B - Contribucio´n de la frecuen-
cia caracter´ıstica de las fluctuaciones poblacionales al espectro de Fourier como
funcio´n de los para´metros del modelo.
En la figura 5.11 se observa el factor de calidad de las fluctuaciones poblacio-
nales como funcio´n del tiempo de recuperacio´n trec y el contacto infectivo β. La
calidad de oscilacio´n crece al acercarse a la curva separatriz por encima de e´sta.
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Figura 5.11: Factor de calidad Q90 de la frecuencia caracter´ıstica de las fluctua-
ciones como funcio´n de los para´metros del modelo en escala logar´ıtmica.
Dado que en el modelo los para´metros introducidos respecto al modelo SIR
son el tiempo medio de inmunidad conferida por vacunacio´n tV y el natural tN se
realizo´ el estudio del comportamiento de las fluctuaciones poblacionales en fun-
cio´n de los mismos. En la figura 5.12 A se observa el periodo caracter´ıstico de
las fluctuaciones poblacionales como funcio´n de estos para´metros. Se utilizaron
letras para identificar cuatro zonas del gra´fico en las cuales podemos realizar dis-
tintas hipo´tesis respecto a la inmunidad. Las letras corresponden a los siguientes
para´metros: A (tN = 1 a, tV = 1 a), B (tN = 1 a, tV = 10 a), C (tN = 10 a,
tV = 1 a) y D (tN = 10 a, tV = 10 a). Estas regiones suponen distintas hipo´tesis
respecto a la inmunidad conferida por vacunacio´n o por infeccio´n.
En la figura 5.12 B se observa la contribucio´n al espectro de Fourier de la fre-
cuencia caracter´ıstica. Se observa una dependencia con el tiempo medio de pe´rdida
de inmunidad natural tN , aunque mucho ma´s de´bil que en el caso del contacto
efectivo β y una variacio´n casi nula con respecto al tiempo medio de pe´rdida
de inmunidad conferida por vacunacio´n tV . Al aumentar el valor del tiempo me-
dio de pe´rdida de inmunidad crece el periodo caracter´ıstico de las fluctuaciones
poblacionales. A su vez crece tambie´n la amplitud de esas fluctuaciones.
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Figura 5.12: Periodo caracter´ıstico de las fluctuaciones poblacionales como fun-
cio´n de los para´metros del modelo SIRV . Las letras A, B, C y D denotan cuatro
regiones del espacio de para´metros en los cuales se realizan distintas hipo´tesis
respecto al tiempo medio de pe´rdida de inmunidad natural y conferida por vacu-
nacio´n. B - Contribucio´n de la frecuencia caracter´ıstica al espectro de frecuencias
de las fluctuaciones poblacionales como funcio´n de los para´metros del modelo
SIRV .
En la figura 5.13 A se observa el espectro de frecuencias para los puntos antes
definidos A, B, C y D. En la figura 5.13 B se observa el factor de calidad de la
frecuencia caracter´ıstica de las fluctuaciones poblacionales.
Figura 5.13: A - Espectro de frecuencias de las fluctuaciones poblacionales cal-
culados mediante la aproximacio´n LNA en el modelo SIRV . Los para´metros
utilizados corresponden a los valores de los puntos A, B, C y D antes defini-
dos. B - Factor de calidad Q90 de la frecuencia caracter´ıstica de las fluctuaciones
poblacionales como funcio´n de los para´metros del modelo.
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En la figura 5.14 se grafican las series temporales de infectados de los casos
A, B, C y D.
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Figura 5.14: Series temporales de infectados para los valores de los puntos A, B,
C y D antes descritos.
Se observa que las fluctuaciones poseen una mayor amplitud para lo casos C
y D. En el caso en el que solo cambia el tiempo medio de inmunidad conferida
por vacunacio´n tV no se observa una gran diferencia en las caracter´ısticas de la
dina´mica de los individuos infectados.
Cap´ıtulo 6
Reemergencia: Ana´lisis de
distintas hipo´tesis
En esta seccio´n analizaremos distintas hipo´tesis acerca de la reemergencia
de una enfermedad infecciosa a partir de los modelos de transmisio´n SIR
y SIRS antes descriptos. En la seccio´n 6.1 se simula el cambio dina´mico
en la eficacia de la vacunacio´n y se estudia su efecto en la fraccio´n de
infectados como funcio´n del tiempo. En la seccio´n 6.2 se realiza el estudio
del efecto del cambio dina´mico en el contacto infectivo β. En la seccio´n
6.3 se expone un modelo de transmisio´n de una enfermedad con cepas
bacterianas resistentes a los anticuerpos generados por vacunacio´n y se
analiza su dina´mica en funcio´n de los para´metros del modelo.
Si bien cada enfermedad reemergente descrita en la seccio´n 1.3.1 posee causas
espec´ıficas de su reemergencia, mediante los modelos epidemiolo´gicos es posible
establecer caracter´ısticas generales respecto a como influye en la dina´mica de las
variables realizar determinadas variaciones en los para´metros del modelo y asociar
estas variaciones a las posibles causas. Si bien en el cap´ıtulo 4 se estudio´ el efecto
del cambio de estos para´metros en los valores estacionarios del modelo SIRS,
estos cambios fueron introducidos como condiciones iniciales. Para correlacionar
la series epidemiolo´gicas con los resultados de las simulaciones resulta necesario
considerar cambios dina´micos en los para´metros de manera que nos permita ob-
servar su efecto en el comportamiento de las series temporales de las variables.
Por ese motivo, estas hipo´tesis sera´n exploradas exclusivamente por medio de si-
mulaciones, en particular integraciones nume´ricas de las ecuaciones diferenciales
del sistema.
Entre las hipo´tesis posibles acerca de la reemergencia tomaremos aquellas que
pueden asociarse con la estructura o los para´metros de los modelos epidemiolo´gi-
cos. En ese sentido se analizara´n dos posibles variaciones en los para´metros del
modelo SIRS: (i) el cambio en la eficacia de la vacuna p y (ii) el cambio en el
contacto infectivo β. En las pro´ximas secciones se analizara´n las posibles causas
acerca de la variacio´n de estos para´metros. Tambie´n se analizara´ la posibilidad
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de que las cepas circulantes de la epidemia sean distintas a las utilizadas para la
confeccio´n de la vacuna. En este caso se propuso un nuevo modelo para simular
este efecto.
6.1. Variaciones dina´micas en la eficacia de la
vacunacio´n p
En el caso de las enfermedades prevenibles por vacunacio´n una de las posibles
causas de su reemergencia se atribuye al cambio en la eficacia de la vacuna. La
eficacia se refiere a la efectividad del compuesto para generar inmunidad multi-
plicada por la cobertura de la vacunacio´n (ec. 1.1). Las causas que provocan una
disminucio´n en la eficacia de la vacuna son variadas, entre ellas se encuentran las
que var´ıan la efectividad de la vacuna y aquellas que modifican la cobertura:
Variaciones en la efectividad de la vacuna: Pueden deberse a fallas en la
fabricacio´n de la vacuna, al cambio de la formulacio´n celular por la acelular,
o debido a una gran diferencia entre la cepa circulante y la utilizada para
fabricar la vacuna (esta hipo´tesis se desarrollara´ con mayor detalle en el
pro´ximo punto suponiendo la convivencia de ambas cepas).
Variaciones en la cobertura de la vacuna: Debido a cambios sociales, me-
nor aceptacio´n de la vacunacio´n como forma de control de la epidemia,
problemas de distribucio´n de la vacuna en la poblacio´n, o bien por hechos
histo´ricos que tienen repercusio´n en el a´mbito de las pol´ıticas pu´blicas de
salud.
A trave´s de simulaciones evaluamos de que manera la perdida de la eficacia
de la vacuna afecta la dina´mica de la epidemia en el modelo SIRS.
6.1.1. Modelo SIRS sin perdida de inmunidad
El aumento de la eficacia en el modelo SIRS sin considerar la perdida de
inmunidad (σ = 0) provoca una disminucio´n en la fraccio´n de infectados llegando
incluso a la posibilidad de la erradicacio´n de la enfermedad para un valor cr´ıtico
de eficacia pC (Figura 4.3) como se ha observado en el cap´ıtulo 4.
En particular en esta seccio´n analizaremos el comportamiento de las variables
al realizar una variacio´n dina´mica en la eficacia de la vacunacio´n. Para simular
la disminucio´n dina´mica de la efectividad de la vacuna se utilizo´ una funcio´n
sigmoidea que var´ıa desde un valor de eficacia p1 hasta un valor p2 como se
observa en la siguiente ecuacio´n
p(t) = p1 + (p2 − p1) 1
1 + exp(− t−tm
κ
)
. (6.1)
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Los para´metros p1 y p2 representan los valores entre los cuales var´ıa la eficacia de
la vacuna, el para´metro tm el tiempo medio de aplicacio´n de esta variacio´n y el
para´metro κ determina la pendiente de la curva de eficacia en funcio´n del tiempo.
En la figura 6.1 A se observa el comportamiento de las variables al aplicar el
cambio dina´mico en la eficacia de la vacunacio´n.
Figura 6.1: A - Simulacio´n de la dina´mica del sistema SIR con vacunacio´n reali-
zando una variacio´n dina´mica en la eficacia de la vacunacio´n. Fraccio´n de infec-
tados como funcio´n del tiempo. La variacio´n se realizo´ con una funcio´n sigmoidea
cuyo tiempo medio de aplicacio´n es tm = 25 an˜os y con una pendiente κ = 400
d. En l´ıneas punteadas y en la escala de la derecha se observa la eficacia p de
la vacunacio´n como funcio´n del tiempo en cada caso. B - Simulaciones tomando
el valor de tm = 25 an˜os como el tiempo caracter´ıstico de aplicacio´n y tomando
como pendientes los valores κ = 2000; 200; 20d.
Se supuso una esperanza de vida de tvida = 70 an˜os, una tasa de contacto
infectivo β = 1,5 1
d
, un tiempo medio de recuperacio´n trec = 12 d´ıas, se consi-
dero´ que no hay pe´rdida de inmunidad (σ = 0) y se tomo´ un valor de eficacia
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p1 = 0,9, siendo p2 un para´metro a explorar. El tiempo medio de aplicacio´n del
cambio en la eficacia es tm = 25 an˜os y la pendiente utilizada en este caso es de
κ = 400 d. Las curvas punteadas representan la eficacia de la vacunacio´n para
los distintos valore de p2. Al disminuir la eficacia de la vacunacio´n se produce un
aumento de hasta 8 veces en el nu´mero de infectados del estado estacionario, en
el caso de considerar la efectividad final igual a cero. En cuanto a la dina´mica del
sistema se observa un aumento en la fraccio´n de infectados y la oscilacio´n de las
variables alrededor de este valor. En este caso el patro´n de reemergencia aumenta
de manera gradual hasta el nuevo valor estacionario. La dina´mica tambie´n var´ıa
al tomar otros valores del para´metro κ. En la figura 6.1 B se observa la dina´mica
del sistema al tomar tres valores distintos de este para´metro. El valor de la pen-
diente κ se relaciona con el tiempo medio que tarda en aplicarse la variacio´n en
la eficacia de la vacuna, al aumentarlo la dina´mica se hace ma´s suave.
La serie temporal de infectados obtenida al realizar cambios dina´micos en
la eficacia de la vacunacio´n puede compararse con las series epidemiolo´gicas de
enfermedades como la tos convulsa en Argentina o la Tuberculosis en A´frica,
como se observa en la seccio´n 1.3.
6.1.2. Modelo SIRS con perdida de inmunidad
Utilizando el modelo SIRS con pe´rdida de inmunidad el efecto del cambio
en la eficacia de la vacunacio´n en la fraccio´n de infectados es mucho menor en
relacio´n con el caso anterior. Esto se debe a que la vacuna se aplica unicamente
a los recie´n nacidos. Dada la posibilidad de pe´rdida de inmunidad, al pasar el
tiempo los recuperados son trasladados al compartimento de susceptibles, los
cuales crecen en nu´mero y vuelven a infectarse provocando un aumento notable
en el valor estacionario de infectados (ver seccio´n 4.2). En la Figura 6.2 se observa
el efecto de un cambio dina´mico en la eficacia de la vacunacio´n (ec. 6.1) para el
modelo SIRS con vacunacio´n. Se supuso una esperanza de vida de tvida = 70
an˜os, una tasa de contacto infectivo β = 1,5 1
d
, un tiempo medio de recuperacio´n
trec = 12 d´ıas, un tiempo medio de pe´rdida de inmunidad de tinmu = 12 an˜os y se
tomo´ un valor de eficacia p1 = 0,9, siendo p2 un para´metro a explorar. El tiempo
medio de aplicacio´n del cambio en la eficacia es tm = 25 an˜os y la pendiente
utilizada en este caso es de κ = 400 d´ıas. En l´ıneas punteadas se observa la
variacio´n de la eficacia p en el tiempo. La variacio´n de la fraccio´n de infectados
es del 14 % en el caso en que la eficacia final de la vacunacio´n es nula. En este
caso el cambio en la eficacia de la vacunacio´n no provoca grandes variaciones en
las variables.
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Figura 6.2: Fraccio´n de infectados como funcio´n del tiempo en un sistema SIRS
con vacunacio´n. Se utilizo´ un tiempo medio de pe´rdida de inmunidad de tinmu =
12 an˜os. En l´ıneas punteadas se observa la eficacia p2 de la vacunacio´n en cada
caso. Al disminuir la eficacia de la vacunacio´n la fraccio´n de infectados aumenta,
aunque al considerar la pe´rdida de inmunidad el efecto no es tan notable como
en el caso de no considerarla.
6.2. Variaciones dina´micas del contacto infecti-
vo β
En esta seccio´n se analizo´ el efecto de la variacio´n dina´mica en la fuerza de
infeccio´n debido al aumento o disminucio´n de la tasa de contacto infectivo β. Las
variaciones en este para´metro pueden deberse a un cambio en la infectividad del
agente etiolo´gico o cambios en la naturaleza del contacto entre individuos, entre
otras causas posibles.
En la figura 4.2 se observa el valor estacionario de la fraccio´n de infectados
como funcio´n del contacto infectivo β. En las distintas curvas se tienen en cuenta
distintos valores de la eficacia de la vacunacio´n p. Se observa que la fraccio´n
de infectados aumenta al aumentar el valor del contacto infectivo. En cada caso
puede hallarse un valor de β por debajo del cual la epidemia se extingue.
Para estudiar el efecto que provoca la variacio´n en el para´metro β en la dina´mi-
ca del sistema se realizaron simulaciones con un modelo en el que se implementan
variaciones dina´micas en este para´metro. Se realizo´ una variacio´n del para´metro β
mediante una funcio´n sigmoidea con un tiempo de perturbacio´n caracter´ıstico tm
y un tiempo medio de aplicacio´n de la variacio´n  como se observa en la siguiente
ecuacio´n
β(t) = β1 + (β2 − β1) 1
1 + exp(− t−tm

)
. (6.2)
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Se realizaron simulaciones en las que se utilizaron como para´metros una espe-
ranza de vida de tvida = 70 an˜os, un tiempo medio de recuperacio´n trec = 10 d´ıas,
un tiempo medio de pe´rdida de inmunidad de tinmu = 12 an˜os, se tomo´ un valor
de eficacia p = 0,9 para la vacunacio´n, se considero´ que no hay pe´rdida de inmu-
nidad (σ = 0), una tasa de contacto infectivo β1 = 1,5
1
d
y β2 como para´metro a
explorar. La variacio´n del para´metro se realizo´ en un tiempo medio de tm = 25
an˜os luego de iniciada la dina´mica y con un valor de la pendiente  = 4000 d´ıas.
En la figura 6.3 A se observa la dina´mica de la fraccio´n de infectados como funcio´n
del tiempo para distintos valores del del contacto infectivo β2.
Figura 6.3: A - Fraccio´n de infectados como funcio´n del tiempo en un modelo
SIR con vacunacio´n (p = 0,9). Se realizo´ la variacio´n dina´mica del contacto
efectivo β para distintos valores de β2. La pendiente de la curva sigmoidea es
de  = 4000 d´ıas. El comportamiento del sistema en este caso es muy sensible a
las variaciones del para´metro β. B - Retrato de fases (s-i) del modelo SIR con
vacunacio´n al realizar una variacio´n dina´mica sobre el contacto infectivo β. El
sistema responde a la variacio´n realizando una serie de picos para luego colapsar
a su valor estacionario.
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Al tomar un valor de β2 = 1,3
1
d
se observa un pico en la fraccio´n de infectados,
luego de los 50 an˜os de realizado el cambio dina´mico en este para´metro, que
alcanza hasta 30 veces el valor estacionario. Previo a este pico epide´mico los
infectados son cercanos a cero por lo que se observa una dina´mica de reemergencia
de la enfermedad. En el caso de tomar β2 = 2,0
1
d
se observa un primer pico de
gran amplitud que ra´pidamente reduce su taman˜o y el sistema oscila con una
amplitud menor.
En la figura 6.3 B se observa el retrato de fases del sistema al variar el contacto
infectivo β. Si bien el valor estacionario de susceptibles cambia notablemente
el de infectados no sufre gran variacio´n. Sin embargo la disminucio´n de este
para´metro provoca un comportamiento dina´mico con una brusca disminucio´n
en la fraccio´n de infectados en una primera instancia y un gran aumento de
infectados, generando picos epide´micos de gran amplitud.
Este comportamiento es similar al observado en distintas series epidemiolo´gi-
cas de distintas enfermedades descritas en el cap´ıtulo 1.3 como la difteria en
Rusia.
6.3. Modelo con cepas diversas
Pueden encontrarse en la literatura diversos modelos epidemiolo´gicos que
intentan explicar la reemergencia de una enfermedad suponiendo que las ce-
pas de bacterias circulantes son distintas a las utilizadas al fabricar la vacuna
[65, 70, 100, 105, 137]. Las cepas bacterianas de este grupo son inmunes a los
anticuerpos generados por el sistema inmunolo´gico luego de recibir la vacuna,
posibilitando la transmisio´n de la enfermedad en personas vacunadas. Es posible
que este efecto pueda ser causa de la reemergencia de una enfermedad infeccio-
sa [114]. En esta seccio´n nos enfocaremos en las enfermedades trasmitidas por
bacterias y analizaremos la hipo´tesis de que al introducir la vacuna las cepas
inmunes a los anticuerpos generados por vacunacio´n den lugar a la reemergen-
cia de la epidemia. Esta hipo´tesis es diferente a la de considerar que la eficacia
de la vacunacio´n es nula ya que podr´ıa existir una dina´mica entre las poblacio-
nes de bacterias de distintas cepas y en ese caso la circulacio´n de dos versiones
de la enfermedad. En este sentido el modelo se asemeja al de dos enfermedades
coexistiendo e interactuando.
Para representar este efecto se construyo´ y analizo´ un modelo compartimen-
tal tipo SIR agregando nuevos compartimentos que permiten simular la infeccio´n
con mas de una cepa bacteriana. Se supuso que la vacunacio´n es efectiva para
desarrollar inmunidad respecto a un grupo determinado de cepas aunque es inefec-
tiva para otros. En este sentido distinguimos dos grupos de cepas, uno inmune
a los anticuerpos generados por la vacuna, el de cepas resistentes y un conjunto
inicial con el total de las cepas. Las cepas resistentes sobreviven, colonizan y se
reproducen generando una infeccio´n. Una vez que se reproducen suponemos que
la cantidad de bacterias en el organismo es similar que en la enfermedad de la
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e´poca prevacunal, y por consecuencia su infectividad es similar.
Este modelo es representado en la figura 6.4. Se utilizo´ el sub´ındice C para
referirnos a las cepas o conjunto de ellas que son resistentes y el sub´ındice 0 para
las cepas o conjunto de ellas previas a la vacunacio´n. Los individuos que nacen
y no reciben una vacuna eficaz integran el compartimento S0, que representa la
cantidad de individuos susceptibles a ser infectados por cualquier cepa o conjunto
de cepas. De esta manera pueden ser infectados al entrar en contacto con indi-
viduos infectados tipo I0 con una tasa de contagio β00 o con infectados tipo IC
con una tasa de contagio β0C . Se supuso que la tasa de infeccio´n es similar en
ambos casos ya que el nivel de colonizacio´n en los infectados es similar y el sujeto
expuesto es completamente inmune. En los infectados I0 hay presencia de todas
las cepas, algunas de las cuales son resistentes a la vacunacio´n y otras que no,
en cambio en los infectados IC las cepas que colonizan son las que sobreviven a
los anticuerpos generados v´ıa vacunacio´n, lo cual da lugar a la transmisio´n de
una enfermedad compuesta unicamente por las cepas resistentes. Los individuos
vacunados eficazmente, que llamamos SC , pueden infectarse al entrar en contacto
con un IC a una tasa βCC que se supone del mismo orden que β00, la tasa de
contacto infectivo previa a la vacunacio´n.
S0 I0 R
00p
p SC IC
CC
0C
C0
  

Figura 6.4: Modelo de transmisio´n de una enfermedad infecciosa con dos con-
juntos de cepas. El compartimento S0 representa a los individuos susceptibles de
ser infectados por cualquier cepa o conjunto de ellas. El compartimento SC re-
presenta a los individuos susceptibles de ser infectados por las cepas resistentes.
Los infectados I0 fueron infectados por el cu´mulo de cepas inicial y los IC son
infectados por las cepas resistentes. El compartimento R representa el de indivi-
duos recuperados, en este compartimento los individuos poseen inmunidad y no
se infectan.
Hasta ahora el modelo no puede explicar una primer infeccio´n con la enferme-
dad resistente ya que los infectados IC no pueden existir antes de que se comience
a vacunar. Para salvar este problema se supuso que un sujeto vacunado al entrar
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en contacto con un infectado I0 puede contagiarse con las cepas resistentes, solo
que en este caso la tasa de contagio esta´ relacionada con la proporcio´n de las
cepas resistentes respecto al total de cepas inicial que pueden encontrarse en un
infectado I0. En esta direccio´n vamos a suponer que SC puede contagiarse de
I0 con una probabilidad muy baja: βC0 << β00, y con esa tasa son removidos
hacia el compartimento IC ya que solo son colonizados por las cepas resistentes.
Suponemos que el tipo de infeccio´n es similar al que hubiesen tenido en contacto
con un IC ya que una vez dentro del cuerpo la cepa puede reproducirse.
Con este modelo se simula la supervivencia de las cepas resistentes como una
consecuencia de la introduccio´n de la vacunacio´n. Tambie´n condensa las hipo´tesis
realizadas en las secciones 6.1 y 6.2 ya que se produce un cambio en la eficacia de la
vacuna y tambie´n en el contacto infectivo adema´s de agregar ma´s compartimentos
infectolo´gicos lo cual hace la dina´mica ma´s compleja.
6.3.1. Implementacio´n matema´tica determinista
El modelo puede ser implementado matema´ticamente mediante un sistema de
ecuaciones diferenciales. En este sistema s0 representa la fraccio´n de poblacio´n
susceptible, sC la fraccio´n de poblacio´n vacunada y por lo tanto susceptible so´lo a
las cepas resistentes, i0 la fraccio´n de infectados con las cepas o conjunto de cepas
previas a la vacunacio´n, iC la fraccio´n de infectados con las cepas resistentes y
r la fraccio´n de individuos recuperados luego de la infeccio´n. De esta forma el
conjunto de ecuaciones es el siguiente
ds0
dt
= (1− p(t))µ− β00s0i0 − β0Cs0iC − µs0, (6.3)
dsC
dt
= p(t)µ− βCCsCiC − βC0sCi0 − µsC , (6.4)
di0
dt
= β00s0i0 − γi0 − µi0, (6.5)
diC
dt
= β0Cs0iC + βC0sCi0 + βCCsCiC − µiC − γiC , (6.6)
dr
dt
= γi0 + γiC − µr, (6.7)
donde la vacunacio´n es introducida de manera dina´mica a trave´s de una funcio´n
sigmoidea
p(t) = pf
1
1 + exp(−(t− tvac)/tm) . (6.8)
Donde pf es la eficacia de la vacunacio´n luego de las campan˜as de vacunacio´n,
tvac el momento en que se comienza a aplicar y tm el tiempo caracter´ıstico de
aplicacio´n. Se aplica un cambio dina´mico en la eficacia ya que se quiere observar
de que manera la reproduccio´n de las cepas resistentes es una consecuencia de
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la introduccio´n de la vacuna en el modelo. En este modelo los individuos que
nacen a una tasa µ integran el compartimento s0 con una tasa (1− p(t)) y el de
vacunados sC con una tasa p(t). Los s0 pueden infectarse al entrar en contacto
con los infectados i0 con una tasa β00, siendo removidos al compartimento i0, o
con los infectados iC con una tasa β0C siendo removidos al compartimento iC .
Los individuos en sC pueden ser infectados por los iC con una tasa βCC siendo
removidos a la clase iC o por los i0 con una tasa βC0, que representa la fraccio´n
del total de cepas resistentes que hay en un i0 y la consideraremos muy pequen˜a
en relacio´n a las otras tasas de contacto infectivo. Los individuos en i0 y en iC
pueden recuperarse a una tasa γ con la cual son removidos al compartimento
de recuperados r, es decir que suponemos que el periodo de supervivencia en el
cuerpo es el mismo en ambos casos. Esta hipo´tesis tiene sentido si suponemos
que en ambos casos la respuesta del sistema inmunolo´gico dada por la inmunidad
adaptativa es similar en su tiempo de respuesta. La tasa de muerte µ es la misma
para los individuos de cualquiera de los compartimentos y es igual a la tasa de
nacimientos, por lo que la poblacio´n total se mantiene constante.
Dado que el sistema de salud en general no reconoce con que cepas espec´ıficas
esta´n infectadas las personas que registran una enfermedad, se tienen en cuenta
el total de infectados i0 + iC y de susceptibles s0 + sC , a la hora de interpretar
los resultados de las simulaciones.
En las simulaciones se utilizaron los para´metros que se observan en la tabla 6.1.
Con los para´metros de esta tabla los valores estacionarios resultan: s∗0 = 2,0 10
−2;
s∗C = 1,8 10
−1; i∗0 = 0,0; i
∗
C = 3,1 10
−4 y r∗ = 0,80.
Para´metro Valor utilizado
Paso temporal (d´ıas) dt 0,0001 d´ıas
Esperanza de vida (an˜os) espvida 70 an˜os
Tiempo de recuperacio´n (d´ıas) trec 10 d´ıas
Tasa de contacto infectivo S0 con I0 β00 1,5 1/d´ıas
Tasa de contacto infectivo S0 con IC β0C 0,5− 2,0 1/d´ıas
Tasa de contacto infectivo SC con I0 βC0 0,001− 1,0 1/d´ıas
Tasa de contacto infectivo SC con IC βCC 1,5 1/d´ıas
Efectividad de la vacuna pvac 0,0− 0,9
Tiempo en el que se aplica la vacunacio´n (an˜os) tvac 20 an˜os
Tiempo medio de cobertura vacunal (an˜os) tm 1 an˜o
Tabla 6.1: Para´metros utilizados en las simulaciones del modelo con cepas diver-
sas. En algunos casos los para´metros son fijos y en otros se explorara´n distintos
valores dentro de los segmentos definidos.
El sistema de ecuaciones 6.3-6.7 fue integrado nume´ricamente utilizando el
algoritmo de Euler, obteniendo as´ı la dina´mica temporal de las variables. Inicial-
mente se calcularon los valores de equilibrio para el caso en el que no se considera
la vacunacio´n. En este caso los infectados iC y los susceptibles sC son nulos y
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para las variables s0, i0 y r0 se obtienen las ecuaciones 2.7-2.9 del modelo SIR
descrito en la seccio´n 2: s0(t = 0) = 0,07 e i0(t = 0) = 0,00038. Se utilizaron
estos valores iniciales y como para´metros pf = 0,9; βC0 = 0,1
1
d
; β0C = 0,5
1
d
y
el resto de los para´metros de la tabla 6.1. Con estos para´metros y condiciones
iniciales se implemento´ la integracio´n del sistema de ecuaciones. En la figura 6.5
A se observan las variables como funcio´n del tiempo en una implementacio´n.
Figura 6.5: A - Dina´mica de la fraccio´n de susceptibles y recuperados como funcio´n
del tiempo en el modelo con cepas diversas. La curva negra punteada representa
la eficacia de la vacunacio´n. Se utilizaron como para´metros pf = 0,9; β00 = 1,5;
β0C = 0,5; βC0 = 0,01; βCC = 0,5 y el resto de los para´metros de la tabla 6.1. B
- Detalle de la figura A. Fraccio´n de susceptibles s0, sC y su suma.
Se partio´ de una condicio´n inicial fuera del equilibrio, luego el sistema llega
a un equilibrio estable hasta t = 20 cuando se introduce la vacunacio´n. A partir
de la vacunacio´n los susceptibles sC comienzan a crecer y los susceptibles s0 y
recuperados r a decrecer. Finalmente se obtiene un valor estacionario para estas
variables. En la figura 6.5 B se observa la dina´mica de la fraccio´n de individuos
susceptibles s0 y sC y su suma como funcio´n del tiempo. A partir de la intro-
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duccio´n de la vacuna, a un tiempo tvac = 20 an˜os, se observa un aumento de la
fraccio´n de susceptibles sC y una disminucio´n de los susceptibles s0.
En la figura 6.6 A se observa la fraccio´n de individuos infectados como funcio´n
del tiempo en esta misma simulacio´n.
Figura 6.6: A - Fraccio´n de infectados en el modelo cepas diversas. A los 20
an˜os de iniciada la simulacio´n se introdujo la vacunacio´n lo cual lleva a un fuerte
descenso en la fraccio´n de infectados y luego la reemergencia de la enfermedad.
B - Retrato de fases (s-i) utilizando escala logar´ıtmica en el eje y. Al variar el
contacto infectivo β el punto fijo cambia de lugar y el sistema responde realizando
oscilaciones.
Antes de la aplicacio´n de la vacunacio´n la fraccio´n de infectados realiza os-
cilaciones de baja amplitud alrededor de su valor estacionario. A partir de la
aplicacio´n de la vacunacio´n en t = 20 an˜os se observa una disminucio´n de la
fraccio´n de infectados. Podemos observar un intervalo de 10 an˜os aproximada-
mente, luego de introducida la vacunacio´n, en el cual la fraccio´n de infectados
posee valores muy bajos. Pasado este periodo, a un tiempo de t = 35 an˜os, se
observa una reemergencia debido a la supervivencia de las cepas resistentes. En
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esta etapa el sistema realiza oscilaciones de gran amplitud alrededor de su va-
lor estacionario. En el estacionario la fraccio´n de infectados llega a un valor de
equilibrio (i∗0 + i
∗
C = 3,14 10
−4) que no var´ıa notablemente respecto al prevacu-
nal (i0(0) + iC(0) = 3,8 10
−4). La simulacio´n permite observar de que manera la
dina´mica del sistema provoca picos epide´micos de la enfermedad ma´s alla´ de que
el valor estacionario sea similar. En el retrato de fases (Figura 6.6 B) se puede
observar el punto fijo, un foco estable, al cual convergen las variables en forma
oscilatoria. Cuando se produce una variacio´n de los para´metros, debido a la in-
troduccio´n de la vacunacio´n, el punto fijo cambia y el sistema oscila alrededor del
nuevo punto fijo produciendo picos epide´micos en la serie temporal.
La forma en la que se comportan estas curvas depende de los para´metros
utilizados en las simulaciones y al utilizar otros para´metros pueden observarse
distintas series temporales. En la figura 6.7 se muestra la fraccio´n de infectados
al considerar 3 grupos de para´metros distintos.
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Figura 6.7: Dina´mica de la fraccio´n de infectados (i0 + iC) en el modelo con cepas
diversas utilizando distintas series de para´metros. En todos los casos se observa
una dina´mica reemergente aunque el valor final de la fraccio´n de infectados, la
amplitud del pico epide´mico y tiempo caracter´ıstico de reemergencia dependen
de los para´metros utilizados.
A partir de estas figuras definiremos el tiempo de reemergencia como el tiempo
transcurrido entre el tiempo medio de aplicacio´n de la vacunacio´n tvac y el tiempo
en el que se observa el primer pico de reemergencia, y su amplitud como la fraccio´n
de infectados en el pico. A continuacio´n se realiza un estudio de las caracter´ısticas
de la serie temporal de reemergencia como funcio´n de los para´metros del modelo.
Estudio del espacio de para´metros
Se realizaron simulaciones del modelo propuesto utilizando una serie de para´me-
tros con el fin de estudiar su comportamiento. Se considero´ que el contacto infecti-
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vo entre un individuo susceptible no vacunado S0 y un infectado I0 es: β00 = 1,5
1
d
;
el contacto infectivo entre un susceptible S0 y un infectado IC es igual al de un
susceptible SC y un infectado IC ya que en ambos casos los susceptible no poseen
inmunidad con respecto a las cepas resistentes: βCC = β0C = [0,5; 1,0; 1,5; 2,0]
1
d
;
el contacto infectivo entre un susceptible SC y un infectado I0 se tomo: βC0 =
[0,001; 0,01; 0,1; 1,0] 1
d
. En todos los casos se tomo´ un tiempo medio de recupe-
racio´n de trec = 10 d´ıas y una esperanza de vida de tvida = 70 an˜os. Con estas
series de para´metros se estudio´ el valor estacionario, de la fraccio´n de infectados,
la amplitud del pico epide´mico de reemergencia y el tiempo de reemergencia en
funcio´n de los para´metros.
En la figura 6.8 A se observa el valor estacionario de la fraccio´n de infectados
como funcio´n del contacto infectivo β0C .
Figura 6.8: A - Fraccio´n de infectados en el estado estacionario como funcio´n del
contacto infectivo β0C . Co´mo se observa no hay una gran variacio´n en la fraccio´n
del estado estacionario. B - Tiempo de reemergencia como funcio´n del contacto
infectivo β0C . Las distintas curvas se realizaron con distintos valores del contacto
infectivo βC0.
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Las curvas en distintos colores fueron obtenidas utilizando distintos valores
para el contacto infectivo βC0. Se puede observar que la fraccio´n de infectados final
no var´ıa al realizar variaciones en el contacto infectivo βC0 y aumenta levemente
al aumentar el contacto infectivo β0C . En la figura 6.8 B se observa el tiempo de
reemergencia como funcio´n del contacto infectivo β0C . El tiempo de reemergencia
del pico epide´mico disminuye al aumentar el contacto infectivo β0C entre un
susceptible S0 y un infectado IC . Este para´metro modifica el tiempo en el cual
se selecciona a las cepas resistentes y en este caso se obtuvieron valores entre 0
y 14 an˜os. El tiempo de reemergencia no se ve influenciado por la variacio´n del
contacto infectivo entre un individuo susceptible SC y un infectado I0: βC0. Esto
se debe a que la fraccio´n de infectados I0 disminuye notablemente al introducir
la vacunacio´n.
En la figura 6.9 se observa la fraccio´n de infectados en el pico epide´mico como
funcio´n del contacto infectivo β0C .
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Figura 6.9: Valor de la fraccio´n de infectados en el pico epide´mico como funcio´n
del contacto infectivo β0C . Las distintas curvas se realizaron con distintos valores
del para´metro βC0.
Se observa que el pico epide´mico alcanza un ma´ximo para valores de β0C
cercanos a 1 y aumenta al disminuir el valor de βC0.
Los resultados muestran que, dependiendo de los para´metros utilizados, al in-
troducir la vacunacio´n se obtiene una disminucio´n de la incidencia de la epidemia
y t´ıpicamente a los 10 an˜os se observa una reemergencia de la epidemia debido a
la resistencia de las cepas inmunes a los anticuerpos generados por vacunacio´n.
134 Cap´ıtulo 6. Reemergencia: Ana´lisis de distintas hipo´tesis
Cap´ıtulo 7
Conclusiones
En el capitulo inicial (cap. 1) se planteo´ la pregunta central de esta tesis acerca
de las posibles causas de reemergencia de muchas enfermedades que hab´ıan sido
controladas a partir de pol´ıticas de salud. En este sentido se analizo´ la hipo´tesis de
que las fluctuaciones poblacionales puedan dar lugar a los picos epide´micos que se
observan con cierta periodicidad en diversas enfermedades sin motivo aparente,
hipo´tesis que exploramos en los cap´ıtulos 3, 4 y 5 con distintos modelos. Por otro
lado en el cap´ıtulo 6 se realizaron simulaciones de otras hipo´tesis de reemergencia
asociadas a una disminucio´n en la eficacia de la vacunacio´n, un cambio en el
contacto infectivo y la seleccio´n de cepas bacterianas resistentes a los anticuerpos
generados por vacunacio´n.
En el capitulo 2 repasamos la implementacio´n determinista del modelo SIR,
realizando un ana´lisis de estabilidad lineal asociado al punto fijo estable. El perio-
do de reemergencia observado en las soluciones del modelo SIR cerca del punto
fijo esta´n en acuerdo con el ana´lisis de autovalores. Mediante este ana´lisis tam-
bie´n se obtuvo un diagrama de fases en funcio´n de los para´metros del modelo
donde pueden diferenciarse dos regiones en las que el punto fijo estable puede
caracterizarse como un foco estable o como un nodo estable segu´n el caso. En la
regio´n del foco estable el sistema realiza oscilaciones amortiguadas, mientras que
en la regio´n del nodo estable la epidemia se extingue ra´pidamente sin oscilar.
Si bien los modelos deterministas exhiben oscilaciones que reproducen el com-
portamiento oscilatorio de las epidemias, como en el modelo SIR, esta´s no son
sostenidas, es decir que la amplitud de las mismas decae ra´pidamente y el sistema
alcanza su estado de equilibrio al cabo de un tiempo. Para obtener picos de am-
plitud sostenida algunos autores han optado por agregar te´rminos que funcionan
como forzadores estacionales, t´ıpicamente una variacio´n estacional en el contacto
infectivo debido a causas externas [101, 170]. Si bien este enfoque ha podido ex-
plicar el comportamiento estacional de algunas enfermedades, no puede explicar
el comportamiento de otras como la rube´ola, la varicela o la tos convulsa, cuyos
picos epide´micos tienen un periodo plurianual. Otros autores han obtenido picos
perio´dicos sostenidos mediante la implementacio´n de modelos con ecuaciones de
tiempos retardados. Las ecuaciones que surgen de este enfoque en general no pue-
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den ser resueltas anal´ıticamente y en muy pocos casos las simulaciones de estos
modelos arrojan resultados realistas [38, 50, 85]. Una de las hipo´tesis de este tra-
bajo es la consideracio´n de que las sociedades donde se desarrollan las epidemias
esta´n compuestas por un numero discreto de individuos. Por esta razo´n adopta-
mos un modelo estoca´stico que considera nu´meros de individuos como variables y
no densidades. En esta implementacio´n los estados del sistema son discretos, los
procesos que cambian este estado son estoca´sticos y la dina´mica esta´ descrita por
la ecuacio´n maestra que determina la dina´mica de la probabilidad de los estados
del sistema.
En el cap´ıtulo 3 se implemento´ el modelo SIR en forma estoca´stica y en
las simulaciones se observo´ la existencia de picos epide´micos perio´dicos con una
frecuencia igual a la frecuencia caracter´ıstica de las oscilaciones amortiguadas
observadas en la implementacio´n determinista en torno al punto de equilibrio. Se
observo´ que las fluctuaciones de las fracciones de poblacio´n decrecen de manera
proporcional a N−1/2 respecto al taman˜o del sistema.
La relacio´n entre las fluctuaciones poblacionales y la estructura del modelo
fue explorada por Aparicio y Solari [12] en un modelo bidimensional, hallando
una relacio´n entre las probabilidades de transicio´n de los estados y la desviacio´n
cuadra´tica media de las fluctuaciones poblacionales de cada variable respecto a sus
valores medios. Estos resultados apuntan a la posibilidad de obtener expresiones
anal´ıticas que caractericen el comportamiento de las fluctuaciones poblacionales.
La ecuacio´n maestra en general no presenta soluciones anal´ıticas salvo casos tri-
viales y de escaso intere´s. Sin embargo es posible hacer una expansio´n de ecuacio´n
maestra en te´rminos del taman˜o del sistema, como propuso Van Kampen [161].
El primer orden no nulo de esta expansio´n se denomina aproximacio´n lineal del
ruido (LNA) y fue introducida por McKane y Newman [110] para estudiar el
comportamiento de la implementacio´n estoca´stica de un modelo predador-presa
y relacionarlo con la estructura de la implementacio´n determinista, obteniendo
una expresio´n aproximada para el espectro de Fourier de las fluctuaciones.
Realizando este desarrollo en el modelo SIR se comparo´ el espectro de Fou-
rier de la implementacio´n estoca´stica con el calculado mediante la aproximacio´n
LNA. Dada la correspondencia entre ambos se utilizo´ la aproximacio´n LNA para
caracterizar el comportamiento de las fluctuaciones poblacionales en funcio´n de
los para´metros del modelo, en particular del contacto infectivo y el tiempo medio
de recuperacio´n. En la regio´n del espacio de para´metros donde el sistema posee
un foco estable se observan fluctuaciones cuya frecuencia dominante, amplitud y
factor de calidad dependen de los para´metros del modelo.
Con estas herramientas en el cap´ıtulo 4 se realizo´ un estudio del modelo
epide´mico SIRS que incluye el proceso de vacunacio´n y el proceso de perdida de
inmunidad. Este modelo puede ser utilizado para predecir el comportamiento de
epidemias luego de aplicar pol´ıticas de salud como la vacunacio´n. En la implemen-
tacio´n determinista del modelo se calculo´ el valor cr´ıtico de la eficacia con el que
se logra erradicar a una enfermedad como funcio´n de los para´metros. Tambie´n
se hallo´ el comportamiento del periodo caracter´ıstico de las fluctuaciones cerca
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del punto de equilibrio como funcio´n de la eficacia de la vacunacio´n. Mediante el
ana´lisis de estabilidad lineal se caracterizaron dos regiones del espacio de para´me-
tros al igual que con el modelo SIR, una en la que el punto fijo es un foco estable
y se observa una dina´mica oscilatoria y una en la que el punto fijo es un nodo
estable y la epidemia se extingue. En el estudio estoca´stico de este modelo se
obtuvo el comportamiento de las fluctuaciones poblacionales como funcio´n de los
para´metros calculando su espectro de Fourier a partir de la aproximacio´n LNA.
Se calculo´ el periodo con mayor contribucio´n en el espectro, su amplitud y su
factor de calidad en funcio´n del contacto infectivo y el tiempo de recuperacio´n y
tambie´n como funcio´n del tiempo medio de pe´rdida de inmunidad y la eficacia de
la vacunacio´n. En el caso de la dependencia de las fluctuaciones con el contacto
infectivo y el tiempo de recuperacio´n se obtuvo un comportamiento similar al del
modelo SIR. Al utilizar para´metros del modelo cercanos a la curva separatriz
se observa la amplificacio´n de las fluctuaciones estoca´sticas, obteniendo simula-
ciones cuya dina´mica posee picos de mayores amplitudes, mayores periodos y un
factor de calidad mayor. En el caso de aplicar la vacunacio´n sin considerar la
perdida de inmunidad se observa que la regio´n del espacio de para´metros en la
cual la enfermedad se extingue se extiende. Este estudio nos permite evaluar la
factibilidad de la erradicacio´n de una enfermedad. En cuanto al comportamiento
de las fluctuaciones en funcio´n del tiempo medio de inmunidad y la eficacia de
la vacunacio´n se observo´ que aumentan su amplitud, su periodo y su factor de
calidad al aumentar el tiempo medio de pe´rdida de inmunidad y en cambio no se
observan grandes variaciones respecto a la eficacia de la vacunacio´n.
En el capitulo 5 se desarrollo´ el modelo SIRV en el que se tiene en cuenta
un compartimento de individuos vacunados, posibilitando considerar un tiempo
medio de perdida de inmunidad por vacunacio´n distinto al de inmunidad natural
conferida por la infeccio´n. Se observo´ que la fraccio´n de individuos infectados
en el estado estacionario disminuye al aumentar el tiempo medio de perdida de
inmunidad natural. En cambio no se ve un gran cambio con respecto al tiempo
medio de pe´rdida de inmunidad conferida por vacunacio´n.
Muchos estudios consideran modelos matema´ticos aproximados con el fin sim-
plificar el tratamiento anal´ıtico. En este sentido se sacrifica fidelidad, eliminando
procesos, para obtener una solucio´n co´moda pero menos precisa. Este el caso de
varios modelos epidemiolo´gicos, por ejemplo, se considera igual tasa de nacimien-
tos que de muerte, o que la inmunidad adquirida por vacunacio´n tiene una vida
media igual a la adquirida por infeccio´n natural. La primera simplificacio´n nos
permite trabajar con estados estacionarios donde el nu´mero de individuos N es
constante, lo que adema´s elimina una de las variables. En otros modelos en los que
N crece no se obtienen estados estacionarios. La segunda simplificacio´n solo per-
mite la eliminacio´n de un compartimento. Esta reduccio´n de la dimensionalidad
del problema permite la aplicacio´n de LNA a trave´s de su versio´n bidimensio-
nal [110], aplicada por Alonso et al. [4] en un modelo epidemiolo´gico tipo SIR.
Alternativamente uno podr´ıa generalizar la aproximacio´n LNA para un nu´mero
arbitrario de variables y as´ı tener la posibilidad de explorar modelos ma´s comple-
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jos que contemplen procesos mas diversos. En la implementacio´n estoca´stica del
modelo SIRV optamos por ese camino y presentamos una generalizacio´n de la
LNA para un numero arbitrario de variables. Partiendo de la ecuacio´n maestra y
usando la expansio´n de Van Kampen a primer orden (en N1/2) se obtuvo una ex-
presio´n anal´ıtica para el espectro de potencias de las fluctuaciones poblacionales
en te´rminos de los para´metros del modelo. Esta herramienta permite la explora-
cio´n del espacio de para´metros sin pagar un gran costo computacional necesario
para realizar las simulaciones estoca´sticas en modelos ma´s complejos que incluyen
diversos procesos y compartimentos.
Aplicamos esta expresio´n a la implementacio´n estoca´stica del modelo SIRV
obteniendo un excelente acuerdo entre los espectros obtenidos de manera teo´ri-
ca y los de las series temporales resultantes de las simulaciones estoca´sticas. Se
caracterizo´ el comportamiento de las fluctuaciones estoca´sticas como funcio´n de
los para´metros. Se observo´ que las fluctuaciones presentan un periodo mayor al
aumentar el tiempo medio de pe´rdida de inmunidad natural. En esta direccio´n
tambie´n aumentan la amplitud de las fluctuaciones y su factor de calidad. Sin
embargo no existe una gran dependencia con respecto al tiempo medio de perdida
de inmunidad conferida por vacunacio´n. Con este modelo se observo´ en que medi-
da la aproximacio´n de igualar el tiempo medio de pe´rdida de inmunidad natural
y adquirida por vacunacio´n es razonable.
Se ha observado y caracterizado el efecto de las fluctuaciones poblaciona-
les en distintos modelos epidemiolo´gicos. Sin embargo, si bien las fluctuaciones
poblacionales explican los picos epide´micos perio´dicos debidos a las oscilaciones
sostenidas, no explican el feno´meno de la reemergencia de una enfermedad. En
esta tesis hemos observado que las caracter´ısticas de las fluctuaciones dependen
de los para´metros. En este sentido un cambio en los para´metros puede dar lugar a
la amplificacio´n del efecto de las fluctuaciones. Es posible que cambios dina´micos
en las caracter´ısticas de una enfermedad puedan interpretarse como variaciones
en los para´metros del modelo, por ejemplo en el contacto infectivo, el tiempo de
recuperacio´n o la eficacia de la vacunacio´n, que deriven en la amplificacio´n de
las fluctuaciones poblacionales siendo e´sta una de las posibles causas de los gran-
des picos epide´micos que se observan en las series de reemergencia de distintas
enfermedades.
En el cap´ıtulo 6 se analizaron distintas hipo´tesis acerca de la reemergencia
de las enfermedades infecciosas utilizando un modelo SIRS y un modelo con
cepas bacterianas resistentes. En el modelo SIRS se propuso como hipo´tesis de
reemergencia una disminucio´n dina´mica en la efectividad de la vacuna y una va-
riacio´n dina´mica en el contacto infectivo β. Se caracterizo´ el comportamiento de
la dina´mica de la fraccio´n de infectados en ambos casos pudiendo correlacionarlos
con el patro´n de las series temporales de reemergencia de distintas enfermeda-
des. Al realizar cambios en la eficacia de la vacunacio´n se observo´ un aumento
pequen˜o en la fraccio´n de infectados y un cambio suave en la dina´mica, incluso al
considerar el caso extremo en el que la eficacia de la vacuna es nula. Al realizar
cambios en el contacto infectivo no se observa una gran variacio´n en la fraccio´n
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estacionaria de infectados aunque se observa una dina´mica transitoria caracte-
rizada por grandes picos epide´micos, similar a la observada en la reemergencia
de algunas enfermedades. Estos resultados permiten asociar el comportamiento
de las series temporales de reemergencia de las enfermedades con la variacio´n de
distintos para´metros del modelo que representan a su vez a algunas de las posibles
causas de la reemergencia de una enfermedad. En ese sentido un aumento suave
en la incidencia de la enfermedad posiblemente se deba a una disminucio´n en la
eficacia de la vacunacio´n y un comportamiento con picos epide´micos perio´dicos
de gran amplitud a las causas asociadas con un cambio en el contacto infectivo.
En la seccio´n 6.3 se desarrollo´ un modelo cuya hipo´tesis es la existencia de
cepas resistentes a los anticuerpos generados por vacunacio´n. Este efecto fue ob-
servado por Mooi et al. en el caso de la tos convulsa [114]. Las series tempo-
rales obtenidas en la implementacio´n del modelo presentan picos de reemergen-
cia t´ıpicamente luego de los 20 an˜os de comenzar a aplicar la vacunacio´n. Este
comportamiento es similar al observado en las series epidemiolo´gicas de algunas
enfermedades infecciosas descritas en el cap´ıtulo 1.
Como resultado novedoso de este trabajo se estudiaron distintas causas posi-
bles de reemergencia de enfermedades y se caracterizo´ el comportamiento dina´mi-
co de las epidemias en cada caso. Se aplico´ la aproximacio´n LNA como forma de
caracterizar el comportamiento de las fluctuaciones poblacionales en distintos
modelos epidemiolo´gicos basados en individuos, incluso para sistemas con ma´s
de dos dimensiones, y para un rango amplio de los para´metros. Esta aplicacio´n
permite comprender de que manera una variacio´n en los para´metros puede dar
lugar a la amplificacio´n de las fluctuaciones poblacionales, dando lugar a series
epidemiolo´gicas similares a las observadas en la reemergencia de distintas enfer-
medades infecciosas.
Ma´s alla´ de los resultados concretos se espera que esta tesis pueda ser una gu´ıa
procedimental para la generacio´n y ana´lisis de nuevos modelos epidemiolo´gicos.
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Ape´ndice A
Integracio´n nume´rica
A.1. Integracio´n nume´rica
Dado un sistema de ecuaciones diferenciales acoplado, como el que surge de
los modelos epidemiolo´gicos expuestos, en general resulta imposible obtener alge-
braicamente las funciones que lo satisfacen y definen la dina´mica temporal de las
variables. Por esta razo´n se realiza la integracio´n nume´rica mediante diferentes
me´todos de ca´lculo nume´rico. En esta seccio´n se describe el sistema de ecuaciones
diferenciales utilizado para implementar el modelo epidemiolo´gico SIR y su inte-
gracio´n nume´rica utilizando el me´todo de Euler (Forward Euler Method [31, 76]).
Esta integracio´n permite hallar las variables en el estado de equilibrio y tambie´n
simular la evolucio´n temporal de las mismas.
Para realizar la integracio´n nume´rica se utilizo´ el programa Fortran mediante
el siguiente algoritmo
ds
dt
= µ− βiisi − µsi (A.1)
di
dt
= βiisi − γii − µii (A.2)
si+1 = si +
ds
dt
dt (A.3)
ii+1 = ii +
di
dt
dt (A.4)
ri+1 = 1− si+1 − ii+1 (A.5)
Este conjunto de ecuaciones esta´ dentro de una iteracio´n entre un tiempo inicial
y uno final y tiene un paso de integracio´n dt. Si el paso dt es lo suficientemente
pequen˜o, y el sistema es estable, este algoritmo converge a la solucio´n determi-
nista. El algoritmo es conocido como me´todo de Euler (Forward Euler Method)
y se basa en calcular de manera recursiva la funcio´n temporal utilizando una
expansio´n de Taylor a primer orden [153].
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