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Abstract
A novel mathematical framework is developed for investigating steady, incompressible, laminar, radially accel-
erating or decelerating ﬂows conﬁned between two parallel ﬂat disks. The mathematical description for this ﬂow
involves a nonlinear, second-order, boundary-value problem containing an unknown parameter. This equation is
derivable from the cylindrical-polar coordinates form of the Navier–Stokes equations. In order to uniquely deter-
mine this parameter, the system is adjoined to an integral constraint. This paper presents a two-level resolution
process involving the numerical solution of an equivalent nonlinear integral equation and a detailed error analysis
based on an inverse method for developing error estimates for both the function and the unknown system parameter.
First, the differential equation is converted into an equivalent Hammerstein–Fredholm equation that automatically
incorporates the integral constraint and removes the explicit unknown parameter. This equation is accurately solved
with the aid of the method of Kumar and Sloan using a Chebyshev basis. Second, an unusual nonlinear differential
equation is constructed for the local error and resolved by an inverse method involving parameter estimation. The
resulting nonlinear differential equation in the local error contains the second derivative of the error at an endpoint.
Interrogation of the local error distribution overcomes the limitations associated with a posteriori error estimates
based on classical functional analysis. Often the need rises for recognizing the local error character resulting from
a numerical simulation. Numerical results indicate the merit of the approaches and re-iterate the need for error
estimation in numerical studies.
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1. Introduction
Vatistas and his co-workers [9,14–17] have investigated steady, incompressible, laminar radially ac-
celerating and decelerating ﬂows conﬁned between two ﬂat disks using numerical and semi-analytical
methods. These investigations provided detailed numerical ﬁndings but did not pursue error estimates.
Past numerical investigations have yet to fully exploit the nature of the mathematical formulation, i.e.,
identify the inverse problem of parameter identiﬁcation.
Following Ghaly andVatistas [9], the two-point, second-order nonlinear ordinary differential equation
is given by
d2g
dx2
(x)+ 2g2(x)= 2, x ∈ [0, 1], (1.1a)
subject to the boundary conditions
dg
dx
(0)= 0, (1.1b)
g(1)= 0, (1.1c)
where the parameter  is presently unknown. Here, the dimensionless vertical distance from the mid-
plane between the two disks is denoted by the independent variable, x and g(x) is related to the velocity of
the ﬂow. The radial distance does not directly appear in this equation though it is embedded in the choice
of  and thus affects the value of . Both  and  are thus real numbers. This important parameter
 is related to the pressure drop at a particular radial position (see [9,17] for the complete mathematical
derivation). The integral constraint, based on continuity [9,17], is
∫ 1
x=0
g(x) dx =±1 (1.1d)
and must be utilized. The (±) signs in Eq. (1.1d) indicate outﬂow and inﬂow, respectively. Ghaly and
Vatistas [9], noting that  is a constant for ﬁxed , developed a numerical method based on increasing
the differential order of the system. The resulting third-order differential equation was subject to the
boundary conditions displayed in Eqs. (1.1b) and (1.1c) and the integral constraint shown in Eq. (1.1d).
It is interesting to note that if the exact function for g(x) could be obtained, then evaluating Eq. (1.1a)
at x = 1 renders
= 1
2
d2g
dx2
(1), (1.1e)
namely, a single point evaluation can be used to uniquely determine . However, some care must be
taken if g(x) is not exact.
This investigation develops an alternative numerical viewpoint for solving the dependent variable
and resolving errors. To begin, the original differential system and integral constraint displayed in Eqs.
(1.1a)–(1.1d) are transformed into a single Hammerstein–Fredholm equation having a semi-degenerate,
Green’s function kernel. This integral equation automatically absorbs the boundary data shown in Eqs.
(1.1b) and (1.1c) and the system constraint described by Eq. (1.1d) into a single operator equation while
removing the explicit need for . Once the solution for the dependent variable is determined, several
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mathematical expressions are derived for the reconstruction of. The resultingHammerstein–Fredholm
equation is ready for numerical solution by orthogonal collocation through the method of Kumar and
Sloan or under limited circumstances by use of ﬁxed-point iteration (contraction mapping theorem). The
set of Eqs. (1.1a)–(1.1d) is merely a classical parameter estimation problem in the presence of an integral
constraint and readily resolvable by numerous methods [13]. However, often it is difﬁcult to quantify
numerical errors in the resulting approximation. In light of this, the integral reformulation permits a
forum for signiﬁcant error estimation to be developed. It should be noted, that the parameter estimation
approach described in the error estimation section could be implemented for resolving g(x) and. Three
approaches are identiﬁed and developed by the authors for developing error estimations. A classical
functional analysis (global) viewpoint is described and is shown to perform well under appropriate
circumstances. In this paper, however, the novel approach described by developing a parameter estimation
viewpoint leading to the investigation of local errors is emphasized and numerically validated using an
alternative numerical approach. Finally, an appendix is offered providing some additional insight into
approaches discussed in the text but not elaborated upon in detail.
2. Analysis
This section is partitioned into four subtopics for ease of readability. These sections describe (i) the
integral formulation, (ii) its subsequent numerical solution using the Method of Kumar and Sloan, (iii)
the development of the error equations, and (iv) their subsequent resolution by a proposed inverse method
for the formulated parameter estimation problem.
2.1. Integral formulation
It can be readily shown that an equivalent integral equation for Eqs. (1.1a)–(1.1c) is
g(x)= 
2
2
(x2 − 1)+ 2
∫ 1
y=0
G(x, y)g2(y) dy, x ∈ [0, 1], (2.1a)
where the two-part Green’s function is
G(x, y)=
{
1− x, 0yx,
1− y, xy1. (2.1b)
Eq. (2.1a) is merely a Hammerstein–Fredholm integral equation containing a quadratic nonlinearity. By
substituting the right-hand side of Eq. (2.1a) for g(x) into the integral constraint shown in Eq. (1.1d), we
can explicitly express  in terms of the unknown solution as
=− 3
2
[
±1− 2
∫ 1
x=0
∫ 1
y=0
G(x, y)g2(y) dy dx
]
or upon interchanging orders of integration
=− 3
2
[
±1− 
2
2
∫ 1
y=0
(1− y2)g2(y) dy
]
, (2.2)
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where this value of  makes use of the entire distribution for g(x), x ∈ [0, 1]. The (±1) (+ outﬂow,
− inﬂow) notation is maintained throughout the analysis. With Eq. (2.2), we can eliminate  from the
integral equation displayed in Eq. (2.1a) to arrive at
g(x)= f (x)+ 2
∫ 1
y=0
k(x, y)g2(y) dy, x ∈ [0, 1], (2.3a)
where the function f (x) is
f (x)= 32 (1− x2)(±1) (2.3b)
and the kernel k(x, y) is given by
k(x, y)=−34(1− x2)(1− y2)+G(x, y), (x, y) ∈ [0, 1]. (2.3c)
In operator notation, Eq. (2.3a) can be compactly expressed as
g = f + 2Kg2, x ∈ [0, 1], (2.3d)
where
K=
∫ 1
y=0
[
−3
4
(1− x2)(1− y2)+G(x, y)
]
(y) dy
=
∫ 1
y=0
k(x, y)(y) dy, x ∈ [0, 1]. (2.3e)
The Chebyshev (inﬁnity) norm, to be used later, is deﬁned for a function (x) as
‖(x)‖ = max
0x1
|(x)|,
while the Chebyshev norm for the kernel function m(x, y) is deﬁned as
‖m(x, y)‖ = max
0x1
∫ 1
y=0
|m(x, y)| dy.
With these deﬁnitions, ‖K‖ ≈ 0.0741 and ‖f ‖ = 1.5. It is assumed throughout this study that the
function g(x) is bounded on the closed interval x ∈ [0, 1]. Noting the algebraic structure of the function
f (x), kernel k(x, y), and the nonlinearity in the dependent variable g(x), Eq. (2.3a) appears amenable
to the development of a Picard-type iterate for sufﬁciently small . The successive approximation form
for Eq. (2.3a) is expressible as
gp+1 = f + 2Kg2p, x ∈ [0, 1], p = 0, 1, . . . (2.3f)
and analytically available with the aid of a symbolic manipulator. Indeed, the proposed integral form
greatly simpliﬁes the analysis of this problem and an iterative sequence can be developed for sufﬁciently
small values of  (for contractive purposes). The major drawbacks of this approach lie in the limited
range of  leading to limit point convergence, and the CPU effort and associated memory requirements
necessitated by symbolic manipulation for p> 7.
It is interesting to note that Poiseuille ﬂow is correctly recovered from Eq. (2.3a) when  = 0 under
the deﬁned boundary conditions and integral constraint. Eq. (2.2a) indicates that  is asymptotic to
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−3/2(±1) as  → 0 which is in agreement with the result displayed in [17]. One can readily establish
from Eq. (1.1a) in conjunction with the integral constraint that || approaches unity when →∞.
The weighted-residual method of collocation [5] is often used for solving integral equations due to its
simple implementation procedure. However, at this juncture expanding g(x) is not recommended. Instead,
the method of Kumar and Sloan [2,3,6–8,11,12] is introduced to relocate the quadratic nonlinearity into
an advantageous position outside the integral operator. To accomplish this, we deﬁne
(x)= g2(x), x ∈ [0, 1], (2.4)
and with this variable change, the right-hand side of Eq. (2.3a) becomes
g(x)= f (x)+ 2
∫ 1
y=0
k(x, y)(y) dy, x ∈ [0, 1], (2.5)
which now serves as an inversion formula for reconstructing g(x) once (x) is known. To obtain a
nonlinear integral equation for (x), we now substitute g(x) as deﬁned in Eq. (2.5) into Eq. (2.4)
to obtain
(x)=
(
f (x)+ 2
∫ 1
y=0
k(x, y)(y) dy
)2
, x ∈ [0, 1]. (2.6a)
At this point, the nonlinearity has been cleverly relocated into a position that allows for the efﬁcient
implementation of the collocation method. The value of  can be alternatively expressed through (x)
as
=− 3
2
[
±1− 
2
2
∫ 1
y=0
(1− y2)(y) dy
]
. (2.6b)
2.2. Collocation method
To begin, we assume that (x) can be expanded as [4]
(x)=
∞∑
j=0
ajTj (2x − 1), x ∈ [0, 1], (2.7a)
where Tj (z), z ∈ [−1, 1], j = 0, 1, . . . is the j th Chebyshev polynomial of the ﬁrst kind [4]. Upon
truncating the inﬁnite series after N + 1 terms, Eq. (2.7a) reduces to
(x) ≈ N(x)=
N∑
j=0
aNj Tj (2x − 1), x ∈ [0, 1], N = 0, 1, . . . , (2.7b)
where it is assumed that aj ≈ aNj for sufﬁciently large N (i.e., as N →∞ then aNj → aj and N(x)→
(x)). Note that |Tj (2x − 1)|1, x ∈ [0, 1], j = 0, 1, . . . , and as such requires that the coefﬁcients
decrease in magnitude in order for convergence to be established. The ﬁrst step in any weighted-residual
procedure involves developing an expression for the residual function RN(x). This function is a result of
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substituting N(x) into Eq. (2.6a). Therefore, we write Eq. (2.6a) as
RN(x)= N(x)−
(
f (x)+ 2
∫ 1
y=0
k(x, y)N(y) dy
)2
, x ∈ [0, 1], N = 0, 1, . . . . (2.8a)
The inverse formula necessary for arriving at gN(x) is deﬁned as
gN(x)
def= f (x)+ 2
∫ 1
y=0
k(x, y)N(y) dy, x ∈ [0, 1], N = 0, 1, . . . , (2.8b)
which compares favorably with g(x) displayed in Eq. (2.5). With this deﬁnition, the residual function
can alternatively be expressed in terms of N(x) and g2N(x) as
RN(x)= N(x)− g2N(x), x ∈ [0, 1], (2.8c)
which contrasts the exact relation 0=(x)−g2(x), x ∈ [0, 1]. With this deﬁnition for gN(x) and noting
Eq. (2.8c), it is clear that gN(x) = ±
√
N(x). Note that for this formulation, the approximating function
gN(x) automatically includes the integral constraint∫ 1
x=0
gN(x) dx =±1, N = 0, 1, . . . . (2.8d)
This point will be reiterated in the error analysis section since it also provides an integral constraint for
the errors, namely that the average error is maintained at zero for any N.
The collocation method is deﬁned with the aid of the orthogonality relation [5]
〈RN(x), (x − xk)〉 =
∫ 1
x=0
RN(x)(x − xk) dx = RN(xk)= 0, k = 0, 1, . . . , N, (2.9a)
where (x − xk) is the Dirac delta function. Upon substituting Eq. (2.8a) into Eq. (2.9a), we obtain
N(xk)=
(
f (xk)+ 2
∫ 1
y=0
k(xk, y)N(y) dy
)2
, k = 0, 1, . . . , N, N = 0, 1, 2, . . . (2.9b)
To obtain an explicit expression for the expansion coefﬁcients, we substitute the ﬁnite series representation
for N(x) from Eq. (2.7b) into Eq. (2.9b) to render
N∑
j=0
aNj Tj (2xk − 1)=

f (xk)+ 2
N∑
j=0
aNj
∫ 1
y=0
k(xk, y)Tj (2y − 1) dy


2
,
k = 0, 1, . . . , N. (2.9c)
The collocation points are deﬁned with the aid of the closed rule [4]
xk =
cos (N−k)
N
+ 1
2
, k = 0, 1, . . . , N. (2.9d)
The closed rule permits the assignment of collocation points at the boundaries at x = 0, 1.
At this point, observe that the integrals indicated in Eq. (2.9c) can be analytically integrated, stored
for continuous use, and are independent of the iterate necessary for solving the closed nonlinear system
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of equations for the expansion coefﬁcients {aNj }Nj=0. In fact, this observation is the rationale for weaving
the nonlinearity to its present position [6,12]. The ﬁnite closed system of nonlinear algebraic equations
given in Eq. (2.9c) is readily resolvable to ﬁxed tolerance by a conventional Newton–Raphson procedure.
Numerical convergence for this problem is deﬁned using |aN,p+1j − aN,pj |< tol, j = 0, 1, . . . , N where
p is the iterate and tol is a user-deﬁned value. Again, it is understood that aNj = limp→∞ aN,p+1j . Once
these coefﬁcients are satisfactorily determined, the function N(x) is constructed through Eq. (2.7b)
then gN(x) is reconstituted through the inversion expression given in Eq. (2.8b). The parameter N is
determined with the aid of the following deﬁnition:
N
def= − 3
2
[
±1− 
2
2
∫ 1
y=0
(1− y2)N(y) dy
]
, (2.10)
which is consistent with Eq. (2.6b).
Several subtleties exist in properly determining this parameter. Based on the existing deﬁnitions, it can
be shown that the equivalent second-order differential equation for Eq. (1.1a) involving gN(x) becomes
d2gN
dx2
(x)+ 2g2N(x)= 2(N − RN(x)), x ∈ [0, 1], (2.11)
which indicates that various x locations can be used to arrive at a numerical value for N unlike Eq.
(2.10) which yields a single analytically obtained value. It should be noted by construction that at x = 1,
RN(1) = 0. Unlike past numerical and analytical investigations [9,14–17], this study develops error
estimates for gN(x), N(x) and N .
2.3. Error analysis
This section develops both an error integral equation and an equivalent error differential equation for
later implementation. To begin, two important local error functions are deﬁned as
εN(x)
def= g(x)− gN(x), (2.12)
N(x)
def= (x)− N(x), x ∈ [0, 1], (2.13)
which upon substitution into Eq. (2.4) yields
N(x)+ N(x)= (gN(x)+ εN(x))2, x ∈ [0, 1]. (2.14)
This is a key relationship between the local errors N(x), εN(x) and the desired dependent variables
N(x), gN(x). Next, subtracting Eq. (2.8b) from Eq. (2.5) and implementing operator notation yields
εN(x)= 2KN(x), x ∈ [0, 1]. (2.15)
This compact notation is deﬁned for simplifying the operational calculus to be introduced [6]. Next, we
operate on Eq. (2.14) with 2K to obtain
2K(N + N)= 2K(gN + εN)2, x ∈ [0, 1] (2.16a)
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or upon making use of Eqs. (2.15) and (2.8c), we obtain
εN =−2KRN + 22KgNεN + 2Kε2N, x ∈ [0, 1], (2.16b)
which represents a Hammerstein–Fredholm integral equation for the local error function εN(x) in terms
of the residual, RN(x) and approximate solution, gN(x). Eq. (2.16b) satisﬁes the integral constraint∫ 1
x=0 εN(x) dx = 0 to be shortly discussed. Eq. (2.16b) is amenable to the Method of Kumar and Sloan
in either in a single or dual equation approach. This is brieﬂy outlined in the appendix.
Comparing Eq. (2.15)– Eq. (2.16b) yields a direct relationship between the error functions εN(x) and
N(x) in terms of known functions, namely
N(x)=−RN(x)+ 2gN(x)εN(x)+ ε2N(x), x ∈ [0, 1]. (2.16c)
This could also be obtained by subtracting Eq. (2.8c) from 0= (x)− g2(x) to get
g2(x)− g2N(x)= N(x)+ RN(x), x ∈ [0, 1], N = 0, 1, . . . (2.16d)
and then making use of Eq. (2.12) for eliminating g(x).
At this juncture, an approximate solution for εN(x) using collocation could be developed. Though
not presented here, actual numerical results were obtained using the collocation method for veriﬁcation
purposes.
Following classical theory, a priori error estimates avail themselves under certain conditions. The
process of obtaining an upper-bound estimate is now developed based on the inﬁnity norm simply denoted
by ‖.‖ [4]. Taking the norm of both sides of Eq. (2.16b) yields
‖εN‖ = ‖ − 2KRN + 22KgNεN + 2Kε2N‖
2‖KRN‖ + 22‖KgNεN‖ + 2‖Kε2N‖
2‖KRN‖ + 22‖KgN‖‖εN‖ + 2‖Kε2N‖
or
‖εN‖ 
2‖KRN‖ + 2‖Kε2N‖
1− 22‖KgN‖

2‖K‖(‖RN‖ + ‖εN‖2)
1− 22‖K‖‖gN‖
, N = 0, 1, . . . , (2.17a)
for 1− 22‖KgN‖> 0 or 1− 22‖K‖‖gN‖> 0 depending on which bound one is performing.As N gets
large, the error εN(x) should become correspondingly small, thus, linearization of Eq. (2.17a) leads to
‖εlN‖
2‖KRN‖
1− 22‖KgN‖

2‖K‖‖RN‖
1− 22‖K‖‖gN‖
, N = 0, 1, . . . , (2.17b)
where εlN(x) represents the linearized local error and again where 1−22‖KgN‖> 0 or 1−22‖K‖‖gN‖
> 0. Additionally, it is apparent, from Eq. (2.16c) that
‖N(x)‖ = ‖ − RN(x)+ 2gN(x)εN(x)+ ε2N(x)‖
‖RN(x)‖ + 2‖gN(x)εN(x)‖ + ‖ε2N(x)‖
‖RN(x)‖ + 2‖gN(x)‖‖εN(x)‖ + ‖εN(x)‖2. (2.18a)
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This gives a bounding relationship between the two error functions deﬁned in Eqs. (2.12) and (2.13).
Similarly, one can show
±√N(x)+ N(x)∓√N(x)− RN(x)= 2KN, (2.18b)
which upon making use of the binomial theorem (assuming that |N(x)/N(x)|< 1, and |RN(x)/N(x)|
< 1), linearizing and taking norms yields the inequality
‖lN (x)‖
‖RN(x)‖
1− 22‖K‖‖√N(x)‖ , N = 0, 1, . . . . (2.18c)
Next, a corresponding differential system for the local error εN(x) is derived.
2.4. Inverse analysis
The intent here involves developing an accurate numerical prediction for the local error function εN(x)
using an inverse analysis viewpoint involving parameter identiﬁcation. It is based on the observation that
a rather unusual nonlinear second-order, boundary-value problem is derivable containing an unknown
constant involving the second derivative of the local error at the endpoint x = 1. Subtracting Eqs. (1.1a)
and (2.11), and making use of the deﬁned error functions yields
d2εN
dx2
(x)+ 2(2gN(x)εN(x)+ ε2N(x)− RN(x))= 2(− N) (2.19a)
or
d2εN
dx2
(x)+ 2(2gN(x)εN(x)+ ε2N(x)− RN(x))=
d2εN
dx2
(1), x ∈ [0, 1]. (2.19b)
This unusual two-point, boundary-value problem has the boundary conditions
dεN
dx
(0)= 0, (2.19c)
εN(1)= 0, (2.19d)
as required by noting the differences between the exact and approximate boundary conditions imposed
by the collocation problem. Additionally, an integral constraint on the error function is available and
necessary for resolving the inverse problem, namely by noting
∫ 1
x=0
g(x) dx =
∫ 1
x=0
(gN(x)+ εN(x)) dx =
∫ 1
x=1
gN(x) dx +
∫ 1
x=0
εN(x) dx =±1
and since
∫ 1
x=1 gN(x) dx =±1, has already been implicitly imposed then∫ 1
x=0
εN(x) dx = 0, N = 0, 1, . . . , (2.19e)
which implies that the average error is maintained at zero for all choices of N. It should be noted that
the mathematical structure of this secondary equation is similar to that displayed in the original system
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described by Eqs. (1.1a)–(1.1d). Thus, the procedure outlined earlier could have been applied to the
original system if desired. This approach is not pursued since the focus of this investigation is primarily
directed to error estimation.
The proposed numerical procedure for resolving this inverse problem involves three major steps,
(i) quasilinearization of the nonlinear system, (ii) introduction of a novel function decomposition that
serves to (a) convert the boundary-value problem into a series of initial-value problems and (b) embed
the unknown parameter given in Eq. (2.19b) directly into the decomposition, and (iii) develop a set of
constraining conditions for updating the sensitivity coefﬁcients ε′′N(1) and εN(0) to be shortly described.
To begin the process, we express Eq. (2.19b) in the alternative form
f (ε′′N(x), ε′′N(1), εN(x))= ε′′N(x)− ε′′N(1)+ 2(2gN(x)εN(x)+ ε2N(x)− RN(x))= 0, (2.20a)
where the double prime notation is equivalent to representing the second derivative with respect to the
independent variable x.
Expanding f (ε′′N(x), ε′′N(1), εN(x)) about the previous iteration p yields
fp+1(ε′′N(x), ε′′N(1), εN(x))= fp(ε′′N(x), ε′′N(1), εN(x))
+ f
ε′′N(x)
∣∣∣p(ε′′N,p+1(x)− ε′′N,p(x))
+ f
ε′′N(1)
∣∣∣p(ε′′N,p+1(1)− ε′′N,p(1))
+ f
εN(x)
∣∣
p(εN,p+1(x)− εN,p(x))+ · · · . (2.20b)
Performing the indicated calculus, truncating at the linear terms, and simplifying yields
ε′′N,p+1(x)+ 22(gN(x)+ εN,p(x))εN,p+1(x)= ε′′N,p+1(1)
+ 2(RN(x)+ (εN,p(x))2), x ∈ [0, 1], N = 0, 1, . . . . (2.21a)
In a similar fashion, the boundary conditions can be shown to produce
ε′N,p+1(0)= 0, (2.21b)
εN,p+1(1)= 0, (2.21c)
while the integral constraint becomes∫ 1
x=0
εN,p+1(x) dx = 0, N = 0, 1, . . . , p = 0, 1, . . . . (2.21d)
It is tacitly assumed that
εN(x)= lim
p→∞ εN,p+1(x), x ∈ [0, 1], N = 0, 1, . . . . (2.21e)
In order to convert the boundary-value problem into a system of initial-value problems for high-order
numerical resolution while simultaneously accounting for the parameter estimation inverse-type problem,
we proposed to decompose the dependent variable as
εN,p+1(x)= u(x)+ p+1v(x)+ ε′′N,p+1(1)w(x), x ∈ [0, 1], (2.22)
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where we have removed the iterate p + 1 and N notation from u, v,w merely for convenience. At each
iteration p + 1, these functions are updated for ﬁxed N. The convenience associated with the solution of
initial-value problems prompted this decomposition. The appendix contains the natural decomposition
for a purely boundary-value approach. Upon substituting Eq. (2.22) into Eq. (2.21a) and collecting like
terms for 1, p+1, ε′′N,p+1(1), we obtain the series of differential equations
u′′(x)+ 22(gN(x)+ εN,p(x))u(x)= 2(RN(x)+ ε2N,p(x)), (2.23a)
v′′(x)+ 22(gN(x)+ εN,p(x))v(x)= 0, (2.23b)
w′′(x)+ 22(gN(x)+ εN,p(x))w(x)= 1, x ∈ [0, 1]. (2.23c)
In order to achieve the implementation goal of forming a system of initial-value problems, we require
εN,p+1(0)=?= u(0)+ p+1v(0)+ ε′′N,p+1(1)w(0), (2.24a)
ε′N,p+1(0)= 0= u′(0)+ p+1v′(0)+ ε′′N,p+1(1)w′(0). (2.24b)
The following logical assignments are formed for deﬁning the initial conditions for u, v,w, namely
u(0)= 0, u′(0)= 0, (2.25a,b)
v(0)= 1, v′(0)= 0, (2.25c,d)
w(0)= 0, w′(0)= 0. (2.25e,f)
Eqs. (2.23a)–(2.23c) subject to the initial conditions given in Eqs. (2.25a)–(2.25f) represent three second-
order, initial-value problems tobe reckonedwith at each iterate,p.Thus, for ﬁxed iteratep+1, the functions
u(x), v(x), w(x) can be approximated, for example, using collocation or Runge–Kutta methods. Clearly,
the values p+1 and ε′′N,p+1(1) are still unknown at the updated iterate. However, two constraints have
been held back up to this point. Namely, the boundary condition at x = 1 given in Eq. (2.21c) and the
integral constraint given in Eq. (2.21d). Imposing these conditions yields
εN,p+1(1)= 0= u(1)+ p+1v(1)+ ε′′N,p+1(1)w(1), (2.26a)
∫ 1
x=0
εN,p+1(x) dx = 0=
∫ 1
x=0
(u(x)+ p+1v(x)+ ε′′N,p+1(1)w(x)) dx, (2.26b)
which render updated values for p+1 and ε′′N,p+1(1). From the proposed construction, it should be clear
that p+1 = εN,p+1(0) from Eq. (2.24a). The iterative process is continued until convergence is met for
p+1, ε′′N,p+1(1) and εN,p+1(x), x ∈ [0, 1].
In Ref. [17], the values of  are presented. It appears important to bound the error on this germane
parameter. In fact, the results reported in [17] are not accurate to the ﬁve reported digits. To begin, it is
interesting to note that the numerical value for N can be formed in numerous ways. The following
formulae, when applied to , can only produce a single consistent result. It can be shown without major
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difﬁculty that the following alternative forms for N exist:
N = 1
2
(
d2gN
dx2
(x)+ 2g2N(x)
)
+ RN(x), x ∈ [0, 1], (2.27a)
N = 2
2(x2 − 1)
(
gN(x)− 2
∫ 1
y=0
G(x, y)N(y) dy
)
, x ∈ [0, 1], (2.27b)
N = 1
2
dgN
dx
(1)+
∫ 1
x=0
N(x) dx, (2.27c)
N = −3
2
(
±1− 
2
2
∫ 1
y=0
(1− y2)N(y) dy
)
, N = 0, 1, . . . . (2.27d)
Note, that Eq. (2.27b) is indeterminate at x = 1. Using L’Hopital’s rule, one can show that it reduces to
Eq. (2.27c). Refs. [9,17] evaluated Eq. (1.1a) at the point x=1 in order to arrive at their reported values of
N for various . Eqs. (2.27c) and (2.27d) develop a single choice for N based on integrated values
over the entire domain.
The following error estimates are readily derivable based on mathematical expressions already
proposed:
− N = 1
2
d2εN
dx2
(x)+ N(x), x ∈ [0, 1], (2.28a)
− N = 2
2(x2 − 1)
(
εN(x)− 2
∫ 1
y=0
G(x, y)N(y) dy
)
, x ∈ [0, 1], (2.28b)
− N = 1
2
dεN
dx
(1)+
∫ 1
x=0
N(x) dx, (2.28c)
− N = 32
∫ 1
y=0
(1− y2)N(y) dy, N = 0, 1, . . . . (2.28d)
Note, that Eq. (2.28b) is indeterminate at x = 1. Using L’Hopital’s rule, one can show that Eq. (2.28b)
reduces to Eq. (2.28c). Also, evaluation of Eq. (2.28a) at x = 1 reduces to
− N = 1
2
d2εN
dx2
(1), N = 0, 1, . . . ,
since N(1)= 0 and RN(1)= 0 (imposed closed rule). Again, it is evident that Eqs. (2.28a) and (2.28b)
produce error distributions for − N over x unlike Eqs. (2.28c) and (2.28d) which render a single
value based on the integral evaluation over the entire domain.
3. Results
In this section, some representative numerical results are reported (i) illustrating the numerical accuracy
associated with the solution of the Hammerstein–Fredholm equation for both gN(x) and N(x) and (ii)
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Fig. 1. Reconstructed functions are presented for (a,b) N(x) and (c,d) gN(x) at the indicated values of  for the outﬂow (a,c)
and inﬂow (b,d) cases. The corresponding value N, leading to N + 1 terms in the series expansion, is also indicated.
illustrating the effectiveness of the parameter estimation viewpoint for resolving the local error functions.
Primary coverage of this investigation is directed toward error estimation since the physical problem
is well understood [9,14–17]. All numerical simulations were performed using MathematicaTM 3.2 and
MATLABVersion 5.3.
Fig. 1 presents converged numerical results for the intermediate functionN(x) and the desired function
gN(x) for both the outﬂow (+) and inﬂow (−) cases using the indicated values of . A conventional
Newton–Raphson procedure is used to determine the expansion coefﬁcients displayed in Eq. (2.9c).
Convergence for the coefﬁcients is deﬁned with the aid of an absolute difference rule and set to 10−15.
It is evident from both the physics and numerics that ‖gN‖ = gN(0) and ‖N(x)‖ = N(0) and thus
these numerical values can be directly estimated from Fig. 1. As  increases, the number of terms N in
the expansion required to meet the solution convergence criterion increases. The iterative scheme works
effectively and the number of iterations is minimal (pmax< 40 when given a uniform state).
Table 1 reports a typical set of expansion coefﬁcients {aNj }Nj=0 for increasing Nwhen =1 for both the
outﬂow (+) and inﬂow (−) cases. It is quite evident that convergence is rapid in the pursuant ﬁnite series
representation for N(x) as expressed in Eq. (2.7b) where the basis functions are bounded by unity.
Fig. 2 reports a set of typical residual functions RN(x) and local error functions N(x), εN(x) cor-
responding to  = 0.2, N = 10 for outﬂow (+) and  = 1, N = 15 for inﬂow (−). The salient feature
associated with this ﬁgure involves the similar behavior between the functions RN(x) and N(x). It is
visually evident that N(x) ≈ −RN(x) for the reported values of N. The similarity between N(x) and
RN(x) for large N arises as g2(x) − g2N(x), expressed in Eq. (2.16d), gets corresponding small. This
vestige also appears with their respective norms as shown in Fig. 4. Numerical results are obtained for
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Table 1
Behavior of expansion coefﬁcients {aN
j
}N
j=0 required in constructing N(x) from Eq. (2.7b) for the outﬂow (+) and inﬂow (−)
cases when = 1 for increasing N
{aN
j
}N
j=0 Outﬂow (+) Inﬂow (−)
j N = 5 N = 10 N = 15 N = 5 N = 10 N = 15
0 1.224606 1.224609 1.224609 1.142878 1.142875 1.142875
1 −1.378217 −1.378227 −1.378227 −1.178726 −1.178715 −1.178715
2 −0.006992 −0.006964 −0.006964 −0.117532 −0.117516 −0.117516
3 0.163318 0.163216 0.163216 0.119965 0.120055 0.120055
4 0.001109 0.000547 0.000547 0.029298 0.029170 0.029170
5 −0.003821 −0.003821 0.004117 0.004117
6 5.56E−4 5.56E−4 1.31E−4 1.31E−4
7 9.90E−5 9.90E−5 −9.15E−5 −9.15E−5
8 −1.50E−5 −1.50E−5 −2.11E−5 −2.11E−5
9 −6.43E−7 −6.38E−7 −2.68E−6 −2.72E−6
10 4.38E−7 −8.98E−8
11 −4.86E−9 3.60E−8
12 −7.15E−9 8.97E−9
13 6.47E−10 1.10E−9
14 1.07E−10 4.29E−11
15 −1.61E−11 −1.08E−11
u(x), v(x), and w(x) using Runge–Kutta methods (third-order method [1, p. 897] written in MATLAB,
fourth-order Runge–Kutta prepared in MathematicaTM). Convergence in the iterative sequence is deﬁned
for the parameters as |ε′′N,p+1(1)− ε′′N,p(1)|/|ε′′N,p+1(1)|< 10−5 and |p+1 − p|/|p+1|< 10−5.
Fig. 3 displays the error norm ‖εN(x)‖ for various values of  as N is increased. Rapid convergence
for gN(x) is demonstrated as N increases. This ﬁgure also depicts the presence of a software/hardware
threshold for digital accuracy. This occurs as N is increased beyond some threshold value associated with
each . For example, when = 1, values of N15 do not adhere to the expected convergence rate. The
discrete digital threshold appears to occur near 10−14–10−15.
Fig. 4 displays various combinations of the norms for RN(x), N(x), εN(x) plotted against each other.
Figs. 4a and b show that ‖RN(x)‖ ≈ ‖N(x)‖ for N5 for all  tested. Thus, from Eq. (2.15), we write
‖εN(x)‖ = 2‖KN(x)‖ ≈ 2‖KRN(x)‖2‖K‖‖RN(x)‖ (3.1)
for sufﬁciently large N (N5). Figs. 4c and d illustrate the variation of ‖εN(x)‖ against ‖N(x)‖ for
various values of  for both the outﬂow (+) and inﬂow (−) cases. Observe that Eq. (3.1) produces a
conservative relationship for estimating ‖εN(x)‖. These ﬁgures also display the coalescing of points
indicative of the digital threshold issue described in Fig. 3.
Table 2 displays error norms for the approximation gN(x) using the proposed parameter estimation
method, functional analysis (Eqs. (2.17a) and (2.17b)) and the approximation formed in Eq. (3.1) for
the outﬂow (+) and inﬂow (−) cases as  is increased. The nonlinear contribution ‖εN(x)‖2 required in
Eq. (2.17a) is generated using the result of the parameter estimation simulation. This column of results
indicates that the linearized bound ‖εlN(x)‖ yields nearly identical results [6] to the nonlinear bound.
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Fig. 2. The (a,b) residual function RN(x), (c,d) intermediate error function N(x), and (e,f) error function εN (x) when  = 2,
N = 15 are presented for the outﬂow (a,c,e) and inﬂow (b,d,f) cases.
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Fig. 3. Error norms ‖εN (x)‖ over increasing N are presented for the (a) outﬂow and (b) inﬂow cases illustrating exponential
convergence and the digital accuracy threshold.
Thus, the linearized estimate is a good bound indicator for sufﬁciently large N. The missing values from
the columns associated with the functional analysis estimators occur as the denominator exhibited in Eqs.
(2.17a) and (2.17b) turned negative and thus limit their usefulness. It is also evident that the empirical
bound shown in Eq. (3.1) is also conservative. For the inﬂow (−) case involving = 10, N = 5, 10, the
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Fig. 4. Outﬂow (a,c) and inﬂow (b,d) results are presented for the (a,b) intermediate error norm ‖N(x)‖ against the residual
norm ‖RN(x)‖ and (c,d) error norm ‖εN (x)‖ against the intermediate error norm ‖N(x)‖ at the indicated values of  as N is
increased in increments of ﬁve starting with N = 5 and ending at N = 40. (Note: in (b,d), N begins at 15 when = 10).
parameter estimation approach had difﬁculty in achieving convergence using the simple iterative method
and as such is not reported in the table. As N increased, this difﬁculty naturally disappeared.
Table 3 presents converged numerical values for the p+1 and ε′′N,p+1(1) as required by the proposed
parameter estimation method for various values of  as N is increased for both the outﬂow (+) and inﬂow
(−) cases. Here, convergence in these parameters is established by the previously discussed relative rule.
Five places of accuracy is sought. See Fig. 5.
Tables 4 and 5 present numerical values of N for increasing values of  for the outﬂow (+) and
inﬂow (−) cases, respectively. Column two presents previously reported values for fromRef. [17]. The
third column presents the Picard’s solution using Eq. (2.3f). The number of iterates required for Picard’s
solution to converge are indicated in the parenthesis. For < 1, the results are accurate to the reported ﬁve
places. The maximum number of terms that were attainable (Dell Inspiron 3500 with 256Mb memory)
was limited to 7 when memory and CPU requirements became excessive. Thus, only converged results
are presented. For the outﬂow case [9,17], the ﬁrst critical value is numerically given as cr,1=1.3468 and
occurs when = 0. The second critical value is numerically given as cr,2 = 2.1708 and occurs when
the wall derivative of the velocity goes to zero. For > cr,2 = 2.1708, the governing equations face the
limit of its model as reverse ﬂow starts near the boundary. Separation probably occurs for > 2.1708 and
the ﬂow would no longer be laminar. Column 4 presents results obtained using the collocation method
described in Section 2. In fact, Eqs. (2.27a)–(2.27d) produced identical results to the places indicated in
column four. Column 5 provides an absolute error bound for ‖ − N‖ based on Eq. (2.28a). This
is the norm of the difference using the spatially distributed solution given in Eq. (2.28a). The results
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Table 2
Error norm ‖εN (x)‖ using the indicated relations for the outﬂow (+) and inﬂow (−) cases at various values of  and N
 N ‖εN‖ ‖εN‖ ‖εlN‖ 2‖K‖‖RN‖
Eq. (2.22) Eq. (2.17a) Eq. (2.17b) Eq. (3.1)
Outﬂow 0.2 5 8.22E−09 6.00E−08 6.00E−08 5.95E−08
(+) 10 1.23E−14 3.52E−13 3.52E−13 3.49E−13
0.6 5 9.26E−07 7.15E−06 7.15E−06 6.57E−06
10 7.26E−12 2.17E−10 2.17E−10 2.00E−10
1 5 1.48E−05 1.09E−04 1.09E−04 8.36E−05
10 4.66E−11 1.98E−09 1.98E−09 1.52E−09
2 5 2.35E−03 6.48E−03
10 2.42E−07 6.81E−06
15 4.19E−11 3.21E−09
Inﬂow 0.2 5 7.79E−09 5.48E−08 5.48E−08 5.43E−08
(−) 10 1.26E−14 3.66E−13 3.66E−13 3.63E−13
0.6 5 4.90E−07 3.01E−06 3.01E−06 2.77E−06
10 9.95E−12 3.12E−10 3.12E−10 2.87E−10
1 5 5.25E−06 3.54E−05 3.54E−05 2.78E−05
10 1.93E−10 7.41E−09 7.41E−09 5.82E−09
2 5 2.59E−04 8.90E−03 8.90E−03 1.75E−03
10 2.37E−08 3.45E−06 3.45E−06 6.76E−07
15 1.65E−12 5.70E−10 5.70E−10 1.12E−10
5 5 1.03E−02 1.33E−01
10 1.85E−05 7.49E−04
15 2.12E−08 2.33E−06
10 15 1.58E−05 1.61E−03
20 6.30E−08 1.72E−05
25 1.91E−09 4.12E−07
30 3.01E−11 1.08E−08
presented by the collocation method are accurate when compared with the ﬁxed-point approximation and
error estimation in the parameter.
For this paper, no signiﬁcant theoretical analysis leading to an error bound is performed for the suc-
cessive approximation approach described by Eq. (2.3f) other than to establish a conservative contractive
condition [10]. The simplicity of Eq. (2.3f) permits an analytic approximation for the Lipschitz condition
L=maxx∈[0,1]
∣∣∣(kg2)g
∣∣∣ to be estimated assisting in determiningvalues forwhich convergenceof theCauchy
sequence takes place (2L−1). The denominator displayed in Eq. (2.17a), namely 1−22‖K‖‖gN‖> 0
closely resembles the condition for the contractive process to continue in the Picard sequence described
by Eq. (2.3f).
Figs. 5a and b present parameter error bounds, ‖− N‖ using the most conservative expression
of the set (i.e., Eq. (2.28a)) displayed in Eq. (2.28a)–(2.28d) for the indicated values of  as N is increased
up to the digital threshold. The convergence pattern is reminiscent of the trends offered in Fig. 3.
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Table 3
The determined parameters ε′′
N
(1) and  using the parameter estimation approach for the outﬂow (+) and inﬂow (−) cases at the
indicated values of  and N
 N = 5 N = 10 N = 15 N = 20
Outﬂow ε′′
N
(1) 0.2 −1.71E−08
(+) 0.6 −1.65E−06 −5.01E−12
1 −1.29E−05 −3.78E−11
2 1.13E−02 4.23E−07 6.55E−11
 0.2 −1.98E−10
0.6 2.30E−07 −8.66E−13
1 7.19E−06 −8.63E−12
2 2.33E−03 6.97E−08 1.06E−11
Inﬂow ε′′
N
(1) 0.2 1.62E−08
(−) 0.6 9.57E−07 −5.11E−12
1 1.54E−06 −7.69E−11
2 −2.09E−04 1.11E−08 7.42E−13
5 6.30E−02 2.21E−05 −3.61E−09 −5.95E−12
10 2.80E−06 −1.45E−08
 0.2 8.55E−10
0.6 2.54E−07 −7.69E−13
1 3.96E−06 −9.17E−12
2 9.91E−05 2.11E−09 1.14E−13
5 −1.97E−04 1.04E−07 8.91E−11 −8.85E−13
10 −1.82E−07 7.22E−11
0
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Fig. 5. The parameter error norm ‖− N‖ is presented for the (a) outﬂow and (b) inﬂow cases at the indicated values of 
and N.
4. Conclusions
This paper illustrates a novel parameter estimation error analysis that quantiﬁes the accuracy of the
numerical solution for g(x) and parameter  associated with steady, laminar, radially accelerating or
decelerating ﬂows conﬁned between two parallel ﬂat disks. The Hammerstein–Fredholm formulation was
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Table 4
Comparison between previously and newly calculated values of  for the outﬂow case at the indicated values of 
Outﬂow (+)  N (p) N ‖− N‖ (N)
 Ref. [17] Eq. (2.3f) Eq. (2.27d) Eq. (2.28a)
0.2 −73.225 −73.455 (1) −73.455 1.9E−13 (10)
0.4 −17.084 −17.200 (2) −17.200 2.9E−12 (10)
0.6 −6.6982 −6.7730 (3) −6.7730 1.4E−11 (10)
0.8 −3.1494 −3.1123 (4) −3.1123 3.6E−11 (10)
1.0 −1.4317 −1.4037 (5) −1.4037 3.8E−11 (10)
1.1 −0.8940 −0.86966 (7) −0.86966 1.1E−11 (10)
1.2 −0.4789 −0.45787 (7) −0.45787 1.6E−10 (10)
1.3 −0.1023 −0.13104 (7) −0.13104 5.1E−10 (10)
1.3468 0 6.7573E−5 (7) 7.0413E−5 8.0E−10 (10)
1.4 0.1207 0.13564 (7) 0.13564 1.3E−09 (10)
1.6 0.5447 0.55308 5.2E−13 (15)
1.8 0.8887 0.88865 3.6E−12 (15)
2.0 1.2178 1.2178 1.9E−11 (15)
2.1708 1.5964 1.5964 1.3E−11 (15)
The number of Picard iterates, p are given in parenthesis in column three. The number N, leading to N + 1 terms in the
expansion used for acquiring N(x), accompanies the last column set of results.
Table 5
Comparison between previously and newly calculated values of  for the inﬂow case at the indicated values of 
Inﬂow (+)  N (p) N ‖− N‖ (N)
 Ref. [17] Eq. (2.3f) Eq. (2.27d) Eq. (2.28a)
0.2 76.565 76.541 (1) 76.541 4.0E−07 (5)
0.4 20.293 20.286 (2) 20.286 2.9E−12 (10)
0.6 9.8639 9.8603 (3) 9.8603 1.4E−11 (10)
0.8 6.2055 6.2030 (4) 6.2030 4.0E−11 (10)
1.0 4.5038 4.5019 (4) 4.5019 7.7E−11 (10)
1.5 2.7968 2.7954 (7) 2.7954 1.2E−10 (10)
2 2.1713 2.1699 2.4E−13 (15)
3 1.5589 1.6781 1.5E−11 (15)
4 1.4750 1.4750 1.1E−12 (20)
5 1.3649 1.3649 4.9E−12 (20)
6 1.2961 1.2961 1.5E−12 (25)
7 1.2490 1.2490 1.1E−11 (25)
8 1.2148 1.2148 3.8E−11 (25)
9 1.1888 1.1888 4.3E−12 (30)
10 1.1685 1.1684 2.5E−11 (30)
The number of Picard iterates, p are given in parenthesis in column three. The number N, leading to N + 1 terms in the
expansion used for acquiring N(x), accompanies the last column set of results.
readily approximated with the aid of the method of Kumar and Sloan [2,3,6,11,12] using a spectral basis
set. Both an integral and differential representation for the local error function of the dependent variable
of interest were derived and used for various purposes in analyzing the errors. The nonlinear differential
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equation for the local errors permitted an unusual resolution process based on classifying it as an inverse
problem. With this observation, quantiﬁable estimates are reported illustrating the novel approach.
Appendix A
Some mathematical developments are outlined illustrating the alternative approaches brieﬂy alluded
to in Section 2.
A.1. Collocation
Aspreviously noted, Eq. (2.16b) can be solved by themethod ofKumar andSloan.Though no numerical
results are presented, this approach was taken for numerical validation purposes. Additionally, a discrete
collocation approach is necessitated owing to the complicated integrands requiring numerical evaluation.
Two Hammerstein–Fredholm integral formulations for the intermediate functions can be established. The
ﬁrst is based on a single equation for the intermediate function that is ready for collocation while the
second approach involves developing a dual, coupled Hammerstein–Fredholm system.
Single equation: To begin, consider Eq. (2.16b) and deﬁne the intermediate function as
N(x)= 2gN(x)εN(x)+ ε2N(x), x ∈ [0, 1], N = 0, 1, . . . , (A.1)
andwith this function so-deﬁned, the inversion formula that allows for the return of the local error function
is given by
εN(x)= rN(x)+ 2
∫ 1
y=0
k(x, y)N(y) dy, x ∈ [0, 1], (A.2a)
where
rN(x)=−2
∫ 1
y=0
k(x, y)RN(y) dy, x ∈ [0, 1], N = 0, 1, . . . (A.2b)
The kernel k(x, y) is given in Eq. (2.3c) while the residualRN(x) is obtained from Eq. (2.8c) once N(x)
and gN(x) are determined. The resulting integral equation for N(x) becomes
N(x)= 2gN(x)
(
rN(x)+ 2
∫ 1
y=0
k(x, y)N(y) dy
)
+
(
rN(x)+ 2
∫ 1
y=0
k(x, y)N(y) dy
)2
, x ∈ [0, 1], N = 0, 1, . . . (A.3)
Clearly, numerical integration may be necessary for evaluating rN(x). Implementing the approxima-
tion for ﬁxed N by collocation using, say M + 1 terms associated with the series representation for
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N(x), yields
RN,M(x)=N,M(x)− 2gN(x)
(
rN(x)+ 2
∫ 1
y=0
k(x, y)N,M(y) dy
)
−
(
rN(x)+ 2
∫ 1
y=0
k(x, y)N,M(y) dy
)2
, x ∈ [0, 1], N,M = 0, 1, . . . (A.4a)
with N(x) being expressed by the series
N(x) ≈ N,M(x)=
M∑
j=0
b
N,M
j j (x), x ∈ [0, 1], (A.4b)
where j (x) is some predeﬁned basis function. The coefﬁcients are determined following the procedure
described in Section 2. The authors implemented this procedure using j (x)= Tj (2x − 1), j = 0, 1, . . .
to validate the proposed parameter estimation approach. Identical results to that reported in the tables and
ﬁgures were obtained. This procedure is computationally more intensive than the parameter estimation
methodology described in Section 2.
Dual system: It is interesting to note that a dual system can also be derived. Consider deﬁning the
intermediate functions as
1,N (x)= 2gN(x)εN(x), x ∈ [0, 1], (A.5a)
2,N (x)= ε2N(x), x ∈ [0, 1], N = 0, 1, . . . , (A.5b)
therefore the inversion leading to the return of the local error function is
εN(x)= rN(x)+ 2
∫ 1
y=0
k(x, y)(1,N (y)+2,N (y)) dy, x ∈ [0, 1], N = 0, 1, . . . .(A.5c)
The dual integral equation system for 1,N (x) and 2,N (x) becomes
1,N (x)= 2gN(x)
(
rN(x)+ 2
∫ 1
y=0
k(x, y)(1,N (y)+2,N (y)) dy
)
, x ∈ [0, 1], (A.6a)
2,N (x)=
(
rN(x)+ 2
∫ 1
y=0
k(x, y)(1,N (y)+2,N (y)) dy
)2
, x ∈ [0, 1] (A.6b)
for N = 0, 1, . . .Again, a similar numerical procedure renders itself obvious at this juncture.
A.2. Parameter estimation
The proposed decomposition offered in Eq. (2.22) was designed to simultaneously permit conversion
of the original boundary-value problem into a series of initial-value problems while simultaneously
acknowledging the unknown system parameter. However, if one feels compelled to solve a boundary-
value problem, the decomposition would be
εN,p+1(x)= u(x)+ ε′′N,p+1(1)v(x), x ∈ [0, 1], N = 0, 1, . . . . (A.7a)
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With this proposed decomposition, one would obtain the system
u′′(x)+ 22(gN(x)+ εN,p(x))u(x)= 2(RN(x)+ ε2N,p(x)), (A.7b)
v′′(x)+ 22(gN(x)+ εN,p(x))v(x)= 1, x ∈ [0, 1], N = 0, 1, . . . , (A.7c)
at ﬁxed iterate p + 1 subject to the boundary conditions
u′(0)= 0, u(1)= 0, (A.7d)
v′(0)= 0, v(1)= 0. (A.7e)
Inclusion of the ﬁnal integral constraint permits updating for the unknown parameter, namely
ε′′N,p+1(1)=−
∫ 1
x=0 u(x) dx∫ 1
x=0 v(x) dx
, N = 0, 1, . . . , p = 0, 1, . . . . (A.7f)
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