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THE IMPACT OF A NATURAL TIME CHANGE ON THE
CONVERGENCE OF THE CRANK-NICOLSON SCHEME
C. REISINGER AND A. WHITLEY
Abstract. We first analyse the effect of a square root transformation to the time variable
on the convergence of the Crank-Nicolson scheme when applied to the solution of the heat
equation with Dirac delta function initial conditions. In the original variables, the scheme is
known to diverge as the time step is reduced with the ratio, λ, of the time step to space step
held constant and the value of λ controls how fast the divergence occurs. After introducing
the square root of time variable we prove that the numerical scheme for the transformed
partial differential equation now always converges and that λ controls the order of conver-
gence, quadratic convergence being achieved for λ below a critical value. Numerical results
indicate that the time change used with an appropriate value of λ also results in quadratic
convergence for the calculation of the price, delta and gamma for standard European and
American options without the need for Rannacher start-up steps.
Keywords. Heat equation; Crank-Nicolson scheme; convergence; Black-Scholes; European
option; American option; asymptotics; time change.
1. Introduction
The Crank-Nicolson scheme is a popular time stepping scheme for the numerical approx-
imation of diffusion equations and is particularly heavily used for applications in computa-
tional finance. This is due to a combination of favourable properties: its simplicity and ease
of implementation (especially in one dimension); second order accuracy in the timestep for
sufficiently regular data; unconditional stability in an L2 sense.
However, there are well-documented problems which arise from the fact that the scheme is
at the cusp of stability in the sense that it is A-stable (see Smith, 1985) but does not dampen
so-called stiff components effectively (i.e., is not strongly A-stable). Specifically, a straight-
forward Fourier analysis of the scheme applied to a standard finite difference discretisation of
the heat equation shows that high wave number components are reflected in every time step
but asymptotically do not diminish over time. This gives rise to problems for applications
with non-smooth data, where the behaviour of these components over time plays a crucial
role in the smoothing of solutions. Examples where this is relevant include Dirac initial data,
as they appear naturally for adjoint equations (see Giles & Su¨li, 2002), and piecewise linear
and step function payoff data in the computation of option prices (see Wilmott, Howison &
Dewynne, 1995).
There, the situation is exacerbated if sensitivities of the solution to its input data (so-called
‘Greeks’) are needed; see Shaw (1999) for an early discussion of issues with time stepping
schemes in this context.
There is a sizeable body of literature concerned with schemes with better stability prop-
erties, in particular L-stable schemes (see Smith, 1985) which share with the underlying
continuous equation the property that high wave number components decay increasingly fast
in time. Examples for schemes with this property include sub-diagonal Pade´ schemes based
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on rational approximations of the exponential function. In Rannacher (1974), Rannacher
proposes to replace the first 2µ steps of a higher-order Pade´ scheme of order (µ, µ) (e.g.,
the Crank-Nicolson scheme for µ = 1) by a low-order sub-diagonal Pade´ scheme with order
(µ − 1, µ) (e.g., backward Euler for µ = 1), and shows that this restores optimal order for
diffusion equations; the case µ = 1 is already analysed in Luskin & Rannacher (1982).
It is demonstrated in Pooley, Vetzal & Forsyth (2003) how this procedure can be used
to obtain stable and accurate approximations to option values and their sensitivities for
various non-smooth payoff functions. This has been widely adopted in financial engineering
practice. Khaliq, Voss & Yousuf (2007), Khaliq extend this to more general Pade´ schemes
and demonstrate numerically the stability and accuracy in practice for options with exotic
payoffs. Further adaptations are possible, for instance, where Wade, Khaliq, Yousuf, Vigo-
Aguiar & Deininger (2007) give an application to discretely sampled barrier options, where
discontinuities are introduced at certain points in time and a new ‘start-up’ is needed (see
already Rannacher (1974) for the provision of such restarts in an abstract context).
Carter & Giles (2007) analyse the behaviour of the Crank-Nicolson numerical scheme when
used to solve a convection-diffusion equation with constant coefficients and Dirac delta func-
tion initial conditions. The numerical solution obtained by this method diverges as the time
step goes to zero with the ratio λ = k/h of the time step, k, to the space step, h, held
constant. Their analysis in the frequency domain shows that there are errors associated with
high wave numbers which behave as O(h−1) and which will eventually overwhelm the O(h2)
errors associated with low wave numbers as the time step goes to zero, thus explaining why
the errors in this scheme will eventually increase as the time step is reduced. Keeping the
ratio λ constant is desirable because the Crank-Nicolson central difference scheme is second
order consistent in both space and time and the numerical scheme is more efficient if this
property is exploited. The authors extended their analysis to show why the incorporation
of a small number of initial fully implicit time steps (i.e., the Rannacher scheme, Luskin &
Rannacher (1982); Rannacher (1974)) eliminates this divergence.
In this paper, an alternative method of avoiding the divergence is proposed and analysed.
The idea is to introduce a time change into the partial differential equation (PDE) by trans-
forming the original time variable, t, to
t˜ =
√
t
and solving the equation numerically using the Crank-Nicolson scheme in the new variables.
The time change will be applied to the heat equation (1) on R × [0, T ] and can be considered
natural as the heat equation with suitable initial data admits similarity solutions which depend
on x/
√
t. From a probabilistic angle, the heat equation is the Kolmogorov forward equation
for the transition density of Brownian motion whose standard deviation at time t is
√
t.
The main result of the paper is given by the following Theorem.
Theorem 1. The Crank-Nicolson central difference scheme with uniform time steps exhibits
second order convergence (in the maximum norm) for the time-changed heat equation, with
Dirac initial data, as the time step k tends to zero with λ = k/h held fixed, provided that
λ ≤ 1/√2. For λ ≥ 1/√2 the scheme is still convergent with order 1/λ2.
The peculiar dependence of the convergence rate on the mesh ratio is in fact seen to be
sharp up to a logarithmic factor. It also follows from the analysis of the heat equation that
the computational complexity for an optimal choice of the mesh ratio is lower than for the
Rannacher scheme in its optimal refinement regime.
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As an added benefit, we obtain experimental second order convergence for the value, delta
and gamma of European and American options. Forsyth & Vetzal (2002) observe that at-
the-money prices of European and American options computed by a Crank-Nicolson finite
difference scheme exhibit a reduced convergence order of 1 in the time step k, which improves
to 2 for Rannacher start-up in the case of European options, but only to 3/2 for American
options. This last observation is rationalised by the square-root behaviour of the value and
exercise boundary for short time-to-expiry. A heuristic adaptive time-stepping scheme based
on this observation is shown there to restore second order convergence. We show here, by
means of numerical tests, that the square root time change introduced above provides a
similar remedy even without Rannacher start-up. This is not surprising bearing in mind the
relation between the time change and a non-uniform time mesh in the original time variable.
Precisely, the time-changed scheme with constant steps of size
√
T/N , where N is the total
number of time steps for time up to T , is equivalent to a non-uniform scheme in the original
time variable with time points tm = (km)
2 for m = 0, ...,
√
T/k. The step size hence increases
in proportion to 2
√
t and the smallest (the first) step is of size T/N2.
The remainder of this article is organised as follows. In Section 2, we apply the time
change transformation to the heat equation, describe the transformed numerical scheme, and
calculate the discrete Fourier transform of the numerical solution. Then, in Section 3, we
perform asymptotic analysis of the error between the transform and the transform of the true
solution, identifying four wave number regimes which will then be used in the later analysis. In
Section 4, we use the results of the asymptotic analysis to determine the asymptotic behaviour
of the errors between the numerical solution and the true solution, from which we deduce the
convergence behaviour of the transformed scheme and hence Theorem 1. Section 5 contains
numerical results illustrating these findings and compares the computational complexity to
the Rannacher scheme. In Section 6, the time change transformation is applied to the Black-
Scholes equation and the solution method is used to calculate the gamma of a European call
option. The behaviour of the resulting errors is described and explained in terms of the values
of the strike and volatility. Finally, in Section 7, the time change transformation is applied
to a penalty method used to calculate the price of an American put, as described in Forsyth
& Vetzal (2002). Section 8 concludes.
2. The Crank-Nicolson scheme applied to the transformed heat equation and
its behaviour in the Fourier domain
To simplify the analysis, we restrict attention to the heat equation (i.e., we do not consider
any convection terms)
ut =
1
2
uxx, (1)
for t ∈ [0, T ], x ∈ R, where the solution, u, satisfies u(x, 0) = δ(x), where δ is the Dirac delta
function and which, after the change of time variable, becomes
ut˜ = t˜ uxx,
where t˜ =
√
t.
The transformed equation is then discretised using the Crank-Nicolson method, leading to
the following numerical scheme
Un+1j − Unj
k
=
1
2
t˜n
Unj+1 − 2Unj + Unj−1
h2
+
1
2
t˜n+1
Un+1j+1 − 2Un+1j + Un+1j−1
h2
, (2)
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where Unj is the numerical solution at the spatial grid node j at the ‘time’ step n, where the
space grid, in principle, extends from −∞ to +∞, with xj = jk for j ∈ Z. In the transformed
‘time’ direction, we have t˜i = ik for 1 ≤ i ≤ N where N is the number of timesteps. We can
simplify this to
(1+(n+1)λ2)Un+1j −
1
2
(n+1)λ2Un+1j+1 −
1
2
(n+1)λ2Un+1j−1 = (1−nλ2)Unj +
1
2
nλ2Unj+1+
1
2
nλ2Unj−1,
where λ = k/h.
To study the behaviour of this scheme in the Fourier domain we apply the discrete Fourier
transform to this equation (e.g., see Carter & Giles (2007) and Strang (1986)). Multiplying
equation (2) by eisxj , summing over j and simplifying, we obtain the following recurrence for
the Fourier transform
Ûn(s) = h
j=+∞∑
j=−∞
Unj e
isxj
at successive time steps,(
1 + 2(n+ 1)λ2 sin2
(
sh
2
))
Ûn+1(s) =
(
1− 2nλ2 sin2
(
sh
2
))
Ûn(s).
We note that Û0(s) ≡ 1, as the initial condition is a delta function at (0, 0), so we have
ÛN (s) =
1(1 − ξ)(1− 2ξ) . . . (1− (N − 1)ξ)
(1 + ξ)(1 + 2ξ) . . . (1 +Nξ)
, (3)
where ξ = 2λ2 sin2(sh/2) and we want to study the behaviour of ÛN (s) as N →∞ with kN
and k/h held fixed.
In the subsequent analysis, it is often simpler to describe a condition on s, by stating the
related condition on ξ, but it should be noted that the relationship between s and ξ depends
on h.
In what follows, and to simplify the notation, we will fix T = 1, so that
N =
1
k
=
1
hλ
.
We note that the exact solution of the PDE is given by
u(x, t) =
1√
2pit
exp
(
−x
2
2t
)
and its Fourier transform is given by û(s, t) = exp
(−s2t/2). So, for t = t˜ = 1, we have
û(s, 1) = exp
(−s2/2).
As in Carter & Giles (2007) we can estimate the errors in the numerical solution (at time
t = t˜ = 1), i.e. the differences between the values of UNj and u(xj , 1), by applying the inverse
Fourier transform to ÛN (s)− û(s, 1).
3. Asymptotic analysis of the Fourier transform
In this section we identify four wave number regimes for the Fourier transform and ob-
tain useful asymptotic estimates for ÛN (s), in each of these regimes. Initially, we start by
identifying three regimes, the low, intermediate and high wave number regimes (as in Carter
& Giles (2007)), but then find it useful to subdivide the high wave number regime into two
further regimes.
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In essence, the wave number regimes are determined by the locations of the real zeros of
the equation
ÛN (s) = 0,
which are at sm, for m = m
∗, . . . , N − 1, for some integer m∗ ≥ 1, which depends only on λ,
where
2λ2 sin2
(
smh
2
)
=
1
m
.
and we note that m∗ ≥ 12λ2 . Note that each sm is a function of h and sm → ∞ as h → 0,
so these wave number boundaries increase in absolute terms while always being less than or
equal to pi/h.
The low wave number regime (which we will refer to as regime I) is, in part, defined by the
requirement that all the terms in the numerator of the expression for ÛN (s) in equation (3)
should be positive. This requires that ξ < 1/(N − 1). If we assume the stronger condition
that ξ < 1/N , we can write a truncated Taylor expansion for
log(ÛN (s)) =
N−1∑
m=1
log(1−mξ)−
N∑
m=1
log(1 +mξ)
from which we can later derive an asymptotic estimate for ÛN (s).
As in Carter & Giles (2007), the low wave number regime is further restricted by the
condition that s < h−r, for a value r such that r < 13 , which ensures that the remainder terms
in the Taylor expansion go to zero as h→ 0, so that we can derive a useful approximation for
ÛN (s) − û(s, 1). As this condition also ensures that ξ < 1/N asymptotically, this condition
alone is sufficient to define the low wave number regime.
Next, there exists an intermediate wave number regime (regime II) defined by the range of
wave numbers for which ξ < 1/N but which are not in regime I (cf. Carter & Giles (2007)).
The high wave number regime is defined by the requirement that ξ ≥ 1/N . If this condition
on ξ is satisfied then some of the terms in the numerator of the expression for ÛN (s) in
equation (3) will be negative. There will be an integer m > 0 such that ξ ∈ [1/(m+ 1), 1/m]
and the number of positive terms will remain fixed as N increases while the number of
negative terms will increase with N . A particular negative factor (1− rξ) can be rewritten as
−rξ(1−1/rξ), with 1/rξ < 1, and we can then write a truncated Taylor expansion for ÛN (s)
in terms of 1/ξ which will then lead to an asymptotic value for ÛN (s).
At first sight, it might seem necessary to treat separately all the ξ-intervals of the form,
[1/(m + 1), 1/m], giving rise to an ever-growing set of wave number regimes but, in fact,
it suffices for the results we wish to prove, to treat the last of these intervals, [1/m∗, 2λ2],
separately and combine all the other intervals into a single regime.
So we define wave number regime III to correspond to the interval [1/N, 1/m∗] and wave
number regime IV to correspond to the interval [1/m∗, 2λ2]. These ranges are equivalent to
sN ≤ s ≤ sm∗ and sm∗ < s ≤ pi/h respectively. We will obtain a uniform bound on the
magnitude of ÛN (s) for ξ ∈ [1/(m + 1), 1/m] in regime III and an asymptotic value for the
magnitude of ÛN (s) in the regime IV.
Table 1 summarises the wave number regimes giving their boundaries in terms of both ξ
and s. (Only the regimes for positive wave numbers are shown. By symmetry, the regimes
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for the negative wave numbers are just the negatives of these intervals). The results of
Wave number regimes
Regime ξmin ξmax smin smax
I 0 ξr 0 h
−r
II ξr
1
N h
−r sN
III 1N
1
m∗ sN sm∗
IV 1m∗ 2λ
2 sm∗
pi
h
Table 1. Limits of wave number regimes in terms of ξ and s. Here, r < 1/3,
ξr = 2λ
2 sin2(h1−r/2), sn are defined by 1/n = 2λ2 sin2(snh/2) for n = N and
n = m∗, and m∗ ≥ 1 is the smallest n for which there exists such sn
carrying out asymptotic expansions in the four wave number regimes are summarised in
the following Lemma which gives the behaviour of the error between the two transforms,
Ê(s) = ÛN (s)− û(s, 1).
Lemma 1. The following formulae give the errors in the Fourier transform in each wave
number regime (see Table 1).
(1) In wave number regime I,
Ê(s) = û(s, 1)
(
1
24
s4 − 1
48
λ2s6 +
1
8
λ2s4
)
h2(1 + o(1)).
(2) In wave number regime II,
Ê(s) = o(hq)
for any q > 0.
(3) In wave number regime III,
|Ê(s)| ≤ ((m+ 1)!)
2(N −m− 1)!
(2m+ 2)(N +m)!
whenever ξ = 2λ2 sin2(sh2 ) ∈ [1/(m+ 1), 1/m] and, everywhere in this regime,
Ê(s) = O(h2m
∗+1)
for some m∗ ≥ 1.
(4) Finally, in wave number regime IV, there exists a positive, continuous, and hence
bounded, function S(·,m∗) on [1/m∗, 2λ2], such that
|Ê(s)| = S(ξ,m∗)h(1+ 2ξ )(1 +O(h))).
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Proof. The key features of the proof are given here while further details are included in the
Appendix.
We first consider wave number regime I. Inspection of equation (3) shows that all the terms
in the numerator are positive if ξ ≤ 1/N < 1/(N − 1). We can then write log(UN (s)) as
log(ÛN (s)) =
N−1∑
k=1
(log(1− kξ)− log(1 + kξ))− log(1 +Nξ) (4)
and expand the component terms, log(1 ± kξ), by first expanding ξ in powers of h. The
calculations are very similar to those in Carter & Giles (2007) and the details of the expansions
are left to the Appendix. We find that
log(ÛN (s)) = −1
2
s2 +
(
1
24
s4 − 1
48
λ2s6 +
1
8
λ2s4
)
h2 +O(s8h3). (5)
we find we require that the second term converges to zero as h → 0 and the last term is
asymptotically dominated by the second term. These conditions are satisfied by requiring
that s < h−q with q < 13 and this condition on s defines the upper limit of the wave number
regime I.
We then have, with û(s, 1) = e−
1
2
s2 ,
ÛN (s)− û(s, 1) = û(s, 1)
(
1
24
s4 − 1
48
λ2s6 +
1
8
λ2s4
)
h2(1 + o(1))
as we set out to prove.
We now consider wave number regime II.
The analysis is again similar to that in Carter & Giles (2007). The lower limit of wave
number regime II is O(h−
1
3 ) (which corresponds to the upper limit of wave number regime
I) and the upper limit of the regime corresponds to the first zero of ÛN (s), i.e., s =
(2/h) sin−1
√
(1/2λ2(N − 1)), which is O(h− 12 ). In this regime each of the factors (1 −
mξ)/(1 + (m+ 1)ξ) in ÛN (s) is positive and decreasing as s increases.
Consequently, the value of ÛN (s) will be less than or equal to its value at s = h−r for
0 < r < 1/3. However, at s = h−r we have, for any q > 0,
ÛN (s)
hq
=
e−
1
2
h−2r
hq
exp
(
h2(1−2r)
(
1
24
+
λ2
8
)
− h2(1−3r) 1
48
λ2 + o(1)
)
→ 0
as h→ 0, so ÛN (s) = o(hq) at s = h− 13 and so we have ÛN (s) = o(hq) throughout this regime.
Next we consider the high wave number regime which is split into two parts.
It is in wave number regimes III and IV that our analysis differs significantly from that in
Carter & Giles (2007) where there are repeated factors in the corresponding expression for
ÛN (s), which results in a simpler expansion in terms of 1/ξ. In our case, ÛN (s) is a product
of many more factors, so the analysis and expansion is more complicated. However, we can
obtain our key results by breaking the high wave number regime into two parts and we will
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find that we only need to perform an expansion in regime IV.
For wave number regime III, which extends from sN = (2/h) sin
−1√(1/2λ2N) to sm∗ ,
corresponding to ξ running from 1/N to 1/m∗, with m∗ ≥ 1, we investigate the behaviour of
ÛN (s) for values of s corresponding to values of ξ in the intervals [1/(m + 1), 1/m], where
m∗ ≤ m ≤ N − 1. We write ÛN (s) as
ÛN (s) =
{
1(1− ξ)(1− 2ξ) . . . (1−mξ)
(1 + ξ)(1 + 2ξ) . . . (1 + (m+ 1)ξ)
}
.
{
(1− (m+ 1)ξ) . . . (1− (N − 1)ξ)
(1 + (m+ 2)ξ) . . . (1 +Nξ)
}
. (6)
For the range of values of ξ ∈ [1/(m + 1), 1/m] being considered, the left-hand expression is
a product of non-negative factors, (1 − νξ)/(1 + (ν + 1)ξ), for ν = 0, ...,m, each of which is
decreasing in ξ, so the left-hand expression is bounded by the value of the expression evalu-
ated at ξ = 1/(m + 1), i.e., ((m+ 1)!)2/(2m+ 2)!
Similarly, the right-hand expression is a product of factors (1 − νξ)/(1 + (ν + 1)ξ), for
ν = m + 1, ..., N − 1, which are all negative and whose magnitude is increasing with ξ. So
the magnitude of the right-hand expression is bounded by the magnitude of the expression
evaluated at ξ = 1/m, i.e. (N −m− 1)!(2m + 1)!/(N +m)!
Therefore, the magnitude of ÛN (s) for 1/(m+ 1) ≤ ξ ≤ 1/m is bounded by
WN,m =
((m+ 1)!)2(N −m− 1)!
(2m+ 2)(N +m)!
, (7)
and we consider the behaviour of this expression as m decreases from N − 1 to m∗. We have
WN,m−1
WN,m
=
N2 −m2
m(m+ 1)
,
and this expression is less than one for
N2 −m2 < m(m+ 1),
which corresponds approximately to m > N/
√
2. This implies that, as m decreases from
N − 1, WN,m first decreases, reaching a minimum in the vicinity of N/
√
2. So the maximum
of |ÛN (s)| will occur either at m = N − 1 or at m = m∗.
We now compare the values of WN,m at these values of m, by calculating the ratio
WN,m∗
WN,N−1
=
((m∗ + 1)!))2
(2m∗ + 2)
(N −m∗ − 1)!
(N +m∗)!
(2N)!
(N !)2
.
By Stirling’s formula, we have the approximation
(2N)!
(N !)2
∼ (2N)
2N+ 1
2 e−2N
((N)N+
1
2 e−N )2
∼ 2
2N+ 1
2
N
1
2
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and we see that the exponential term dominates the other powers of N andWN,m∗/WN,N−1 →
∞ as N → ∞. So, for large enough N , WN,m is maximised at m = m∗ and it then follows
that the expression
((m∗ + 1)!)2
(2m∗ + 2)
(N −m∗ − 1)!
(N +m∗)!
= O(N−2m
∗−1) = O(h2m
∗+1)
gives a uniform bound on |ÛN (s)| in wave number regime III.
Finally, we consider wave number regime IV.
In this regime, we will find that we must perform an expansion of ÛN (s) from (6) and
we write
∣∣ÛN (s)∣∣ =M(ξ,m∗) ∣∣∣∣ (1− (m∗ + 1)ξ) . . . (1− (N − 1)ξ)(1 + (m∗ + 1)ξ) . . . (1 + (N − 1)ξ)
∣∣∣∣ (1 +Nξ)−1,
where
M(ξ,m∗) =
∣∣∣∣ (1− ξ)(1− 2ξ) . . . (1−m∗ξ)(1 + ξ)(1 + 2ξ) . . . (1 +m∗)ξ)
∣∣∣∣ ,
so
log
(∣∣ÛN (s)∣∣) = log(M(ξ,m∗))+log{(1 − 1ξ(m∗+1)) . . . (1− 1ξ(N−1))
(1 + 1ξ(m∗+1)) . . . (1 +
1
ξ(N−1))
}
+log((1+Nξ)−1) (8)
and we seek an expansion of the left-hand side of this equation in terms of 1/ξ to find, as
described in the Appendix, that
∣∣ÛN (s)∣∣ = S(ξ,m∗)h(2/ξ+1)(1 +O(h)), (9)
where S is a function of ξ and m∗, which is positive and continuous on [1/m∗, 2λ2], as we
wanted to show.

4. Error contributions from the various wave number regimes
The error in the numerical scheme at xj is found by using the inverse Fourier transform
Ej =
1
2pi
∫ s=pi
h
s=−pi
h
Ê(s) exp(−isxj) ds,
where Ê(s) is the error in the Fourier transform. So decomposing the error, applying the
inverse Fourier transform and using symmetry, we can write
Ej =
4∑
i=1
Eij,
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where
Eij =
1
pi
∫
s∈Ii
Ê(s) cos(sxj) ds, (10)
where Ii is wave number region for i ∈ {I, II, III, IV }. We then have the following Lemma
which makes use of the results from Lemma 1 in Section 3.
Lemma 2. With Ei = (Eij)j∈Z defined in (10), the contribution to the error of the numerical
scheme from the four wave number regimes is given by
EI = O(h2),
EII = o(hq) for any q > 0,
EIII = O(h2m
∗
) for some m∗ ≥ 1,
EIV = O
(
h
1
λ2√
log 1
h
)
.
Proof. Again, only key features of the proof are given here while further details are included
in the Appendix.
In wave number regime I, the analysis is similar to that in Carter & Giles (2007). The key
observation is that the term û(s, 1)( 124s
4 − 148λ2s6 + 18λ2s4) has a readily identifiable inverse
Fourier transform, and we deduce that the error contribution is O(h2).
In wave number regime II, we again follow the analysis in (Carter & Giles, 2007) to con-
clude that the error contribution from this regime will be dominated by hq for any q > 0.
In wave number regime III, we can write∫ sm∗
sN−1
∣∣ÛN (s) cos(sxj)∣∣ ds ≤ ∫ pi/h
0
∣∣ÛN (s)∣∣ ds, (11)
which is pi/h ·O(h2m∗+1), i.e., O(h2m∗).
Finally, we consider the error contribution from wave number regime IV, i.e., where sm∗ ≤
s ≤ pi/h.
We need to determine the behaviour, as h→ 0, of∫ pi
h
s=sm∗
S(ξ,m∗)h(1+
2
ξ
)
cos(sxj) ds,
the magnitude of which is maximised at j = 0 (this is because S is positive in this wave
number regime). So we only need to consider the value of
F (h) =
∫ pi
h
s=sm∗
S(ξ,m∗)h(1+
2
ξ
)
ds.
From ξ = 2λ2 sin2(sh2 ), we find that
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F (h) =
∫ 2λ2
ξ=ξm∗
S(ξ,m∗)h
2
ξ
λ
√
2
√
ξ
√
1− ξ2λ2
dξ.
As the lowest (i.e., dominant) order in h from h
2
ξ occurs when ξ = 2λ2 we expect that this
integral will be close to O(h
1
λ2 ) and using careful, but elementary, analysis (see the Appendix)
we find that
I =
F (h)
h
1
λ2
= O
(
1√
log 1/h
)
, (12)
and so the error contribution in regime IV is found to be O
(
h
1
λ2 /
√
log 1h
)
.

As a consequence of Lemma 2, we obtain Theorem 1, as stated in the Introduction. This
result follows from the observation that when λ ≤ 1/√2, we have m∗ ≥ 1 and 1/λ2 ≥ 2, so
the convergence behaviour is eventually dominated by wave number regime I and the errors
(in the maximum norm) will be O(h2). However, if λ > 1/
√
2, then m∗ = 1 and 1/λ2 < 2,
so the numerical error of the scheme is dominated by wave number regime IV. The scheme
still converges but the errors will now be O(h1/λ
2
/
√
log(1/h)). The logarithmic factor in this
expression is slow growing and the error will be close to O(h1/λ
2
) which is worse than O(h2).
So our result is that we always get convergence in the transformed numerical scheme
whereas, without the time change, the errors eventually increase as h→ 0, with λ controlling
how small h has to be for the divergence to manifest itself in practice.
5. Numerical results and complexity considerations
Numerical experiments have been performed to investigate the behaviour of the time-
changed scheme used to solve the heat equation with delta-function initial conditions. The
analysis used T = 1 and the space domain was truncated at x = ±10. The numerical scheme
was run with a largest value of k = 0.01, i.e., with 100 time steps in the transformed coordi-
nates. The grid was repeatedly refined by dividing both h and k by 2 and the calculations
were stopped when the number of time steps reached 3200.
The error (in the maximum norm) of the scheme was analysed by comparing the numerical
results with the exact solution and the slope of the log-log plot of the error against h was
calculated. The slope was then plotted against the value of λ in Figure 1, along with the
h exponent for the error derived from the analysis above, where we ignore the effect of the
log(
√
1/h) term on the behaviour of the error in wave number regime IV and just use the
expression min(2, 1/λ2).
We see a good match between theory and experiment with the larger divergences being
seen where λ is closest to the critical value of 1/
√
2. Figures 2 and 3 show the log-log plots
of the errors versus h for the cases λ = 0.5 and λ = 1.0, either side of 1/
√
2.
It is not possible to determine experimentally the h exponent with complete accuracy for
two reasons.
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Figure 1. Convergence order for the time-changed scheme as a function of λ
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Figure 2. Error plot for the time-changed scheme with λ = 0.5
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Firstly, as h → 0, the time required for each solution increases rapidly so, for compari-
son purposes, all the calculations were terminated when the number of time steps reached
3200. As the overall error of the scheme is a mixture of errors with different h exponents,
the asymptotically dominating h exponents will not be reached because the calculations are
terminated early. In particular, for λ slightly above 1/
√
2, the contribution to the error from
the highest wave number regime will be limited and lower values of h need to be reached
before this error clearly dominates the other errors. Note that our analysis does not identify
the weighting factors for the errors of different order in h.
Secondly, the additional term,
√
log(1/h), in the error behaviour in wave number regime
IV will distort the error plot and tend to increase the apparent h exponent to some extent.
A NATURAL TIME CHANGE FOR THE HEAT EQUATION 13
Figure 3. Error plot for the time-changed scheme with λ = 1.0
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We have also carried out a comparison of the error performance between the time change
scheme and the Rannacher scheme. For λ ≤ 1/√2, both schemes will show quadratic conver-
gence and, for small values of h, we can write
ÛNR (s)− û(s, 1) = û(s, 1)
(
1
24
s4 +
1
8
λ2s4 − 1
96
λ2s6
)
h2(1 + o(1))
and
ÛNTC(s)− û(s, 1) = û(s, 1)
(
1
24
s4 +
1
8
λ2s4 − 1
48
λ2s6
)
h2(1 + o(1)),
where ÛNR (s) and Û
N
TC(s) are the Fourier transforms for the Rannacher and time-changed
scheme in wave number regime I.
For m ≥ 1, the mth derivative of the cumulative Normal distribution has the Fourier
transform given by
N̂ (m)(s) = (is)(m−1)e−s
2/2
so that the Fourier inverse of (is)(m−1)e−s
2/2 is 1√
2pi
N (m)(x). We can then estimate the ratio
of the errors of the two schemes (at x = 0) as
ER
ETC
=
3
(
1
24 +
1
8λ
2
)− 15 196λ2
3
(
1
24 +
1
8λ
2
)− 15 148λ2
by evaluating N (5)(0) = 3 and N (7)(0) = −15 from
N (5)(x) =
1√
2pi
(x4 − 6x2 + 3)e−x2/2
and
N (7)(x) =
1√
2pi
(−x6 − 15x4 + 45x2 − 15)e−x2/2.
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The ratio ER/ETC has been plotted as a function of λ in Figure 4 and the results compared
to the empirical observations. So for values of λ close to the critical value, there is a modest
reduction in the error of the numerical scheme due to the time change method.
Note that for λ ≥ 1/√2 the errors will no longer be comparable as the order of convergence
of the time-changed scheme is no longer quadratic.
Figure 4. Plot of ratio of Rannacher to time change error
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We are also interested in the computational efficiency of the scheme, so we have investigated
the relative performance of the two schemes when both are subject to a constraint on the
computational cost, C. We can write C ∼ c(1/k)(1/h) for some constant c and we then can
approximate the errors as
ER = 3(1/24 + λ
2/8)h2 − (15λ2/96)h2
= (1/8)h2 + (21/96)k2
and similarly
ETC = (1/8)h
2 + (3/96)k2.
Then
ER = hk((1/8)(h/k) + (21/96)(k/h))
= (c/C)((1/8)(1/λ) + (21/96)λ)
and similarly
ETC = (c/C)((1/8)(1/λ) + (3/48)λ).
The errors ER and ETC will be separately minimised as functions of λ at
λ∗R =
√
(1/8)(96/21) ∼ 0.756
and
λ∗TC =
√
(1/8)(48/3) =
√
2.
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Figure 5. Plot of ratio of Rannacher to time change optimal error at the same cost
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Note that for the time change the analysis is only valid for λ ≤ 1/√2, so the minimum
occurs at 1/
√
2.
The plot (Figure 5) of the errors for λ ≤ 1/√2, with the fixed computational cost, shows
that the time change scheme has the lowest achievable error for the value of λ = 1/
√
2 and
this error is, in turn, better than the error of Rannacher scheme at the value λ∗R.
6. The time change applied to the Black-Scholes equation
In this section, we describe numerical results obtained by applying the time change to the
Black-Scholes equation
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0, S > 0, t ∈ (0, T ]. (13)
This is the equation that can be used to calculate, for example, the price, V , of a European
option. Here, S is the price of the underlying, σ is the volatility, r is the risk-free rate, and t
is time. For a call option, the terminal condition is given by the payoff, i.e., max(S −K, 0),
where K is the strike of the option. Practically important sensitivities of the call price to
the initial asset price, used in risk management, are given by the delta, ∆, and gamma, Γ,
defined as
∆ =
∂V
∂S
and
Γ =
∂2V
∂S2
respectively.
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Our investigation of convergence for the heat equation was based on Fourier analysis that
relies on the PDE having constant coefficients whereas the Black-Scholes PDE used to price
a European option does not have constant coefficients and so our analysis is not directly
applicable in this case.
Nevertheless we have implemented the natural time change method to study the conver-
gence behaviour of the gamma calculated with the modified numerical scheme.
In this context the natural analogue to the solution of the heat equation with Dirac delta
initial conditions would be the PDE satisfied by the gamma,
∂Γ
∂t
+
1
2
σ2S2
∂2Γ
∂S2
+ (rS + 2σ2)
∂Γ
∂S
+ (r + σ2)Γ = 0,
where the terminal condition for this equation is given by the second derivative of the payoff
with respect to S, i.e., Γ(S, T ) = δ(S − K). Here we have also assumed that σ and r are
constant.
This PDE could be used to test the performance of the time change approach but a more
useful approach (as it reflects industry practice) is to apply the time change directly to the
Black-Scholes equation and then use finite differences to derive the values for the gamma from
the calculated option values. (Note that the scheme was also tested with the gamma PDE
and gave identical results).
We first note that if we can write our PDE in the form
∂V
∂τ
− LV = 0,
where τ = T − t is the time to maturity and where the spatial differential operator L has
time-independent coefficients, then the transformed equation for t˜ =
√
τ is simply
∂V
∂t˜
− 2 t˜ LV = 0.
If the coefficients in L are time-dependent, then these need to be rewritten in terms of t˜.
This simple change to the equation results in very minimal changes to the solver code. The
calculation done for a single time step in the original variables can be written as
(I + L)V n+1 = (I − L)V n,
where L is a matrix dependent on k, h, S, σ and r while V n is the solution vector at time
step n. In the case of constant coefficients, and in the time-changed variables, this calculation
simply becomes
(I + 2 t˜n+1L)V˜
n+1 = (I − 2 t˜nL)V˜ n,
where V˜ n serves as numerical approximation to V˜ (·, t˜n) = V (·, T − t˜n2). In particular, the
transformed Black-Scholes equation is
∂V˜
∂t˜
− 2 t˜
(
1
2
σ2S2
∂2V˜
∂S2
+ rS
∂V˜
∂S
− rV˜
)
= 0
with the payoff function as the initial condition.
The transformed equation for V was solved using the Crank-Nicolson scheme and the
gamma calculated by finite differences. The errors in gamma were computed from the analytic
values and the convergence rate of the numerical error as a function of λ was analysed.
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Although the scheme does not have the constant coefficients required for the application
of Fourier analysis, the errors do behave in a very similar way to those for the heat equation
(see Figure 4).
Figure 6. Convergence order for the gamma calculated from the time-
changed Black-Scholes scheme as a function of λ
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The volatility, σ, was set to 20% and the strike, K, was set to 100. The risk-free rate,
r, was set to 5%. The results of the analysis showed that there was a critical value of λ
below which the error in the maximum norm was O(h2) and above which the h exponent
declined in the same manner as for the heat equation. Also shown in Figure 4 is the plot of
min(2, 1/(σ2K2λ2)) and it is clear that this gives a reasonable description of the behaviour
of the h exponent although it is not quite as good as with the heat equation itself.
We can justify the critical value of λ by noting that, in the Black-Scholes equation, the
factor 12σ
2S2 plays the same role as the factor 12 in the heat equation and we also observe that
if we had written the heat equation in the form ut =
1
2Duxx, for some constant diffusivity D,
we would have found the critical value of λ to be 1/
√
2D.
Typically, the worst behaviour of a numerical scheme for the Black-Scholes equation with
delta function initial conditions is seen at times close to maturity and in the vicinity of the
strike and so the strike is an appropriate parameter to use to represent the coefficient of ∂
2V
∂S2
which then determines the critical value of λ.
Even without the precise results available from Fourier analysis, we can still attempt a
partial explanation of how the time change improves the convergence of the Crank-Nicolson
numerical scheme. One consideration is that the truncation error of the numerical scheme
has a leading order term proportional to the third derivative of the European option price
and the behaviour of this derivative is much improved by the time change.
The theta, ΘC , of the call option is given by (see Haug (2007), p.64)
ΘC =
∂C
∂t
=
Sn(d1)σ
2
√
T − t − rKe
−r(T−t)N(d2),
where C is the solution to (13) with C(S, T ) = max(S − K, 0), N(x) is the cumulative
Normal(0,1) distribution, n(x) is its first derivative (the Gaussian function) and
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d1,2 =
(log(S/K) + (r ± 12σ2)(T − t))
σ
√
T − t .
Clearly ΘC will become singular at the strike as t→ T and any higher derivatives will also
be singular there.
However, if we change the time variable to t˜ =
√
T − t, we find that
Θ˜C =
∂C
∂t˜
= −2t˜ ∂C
∂t
= −2t˜
(
Sn(d1)σ
2t˜
− rKe−rt˜2N(d2)
)
= −Sn(d1)σ + 2t˜rKe−rt˜2N(d2)
and Θ˜C is then not singular at t˜ = 0.
Carrying on to the second ‘time’ derivative we see that
∂2C
∂t˜2
= −Sn′(d1)σ∂d1
∂t˜
+ 2rKe−rt˜
2
(1− 2 t˜ r)N(d2)− 2 t˜ rKe−rt˜2n(d2)∂d2
∂t˜
,
where we also have
∂d1,2
∂t˜
= − log
S
K
σ t˜2
+
r ± σ22
σ
so there are potentially singular terms to consider, i.e., those featuring inverse powers of t˜.
However, if S 6= K then both d1 and d2 → ±∞ as t˜→ 0 so that the exponential factors in
n(di) = (1/
√
2pi) exp (−d2i /2) will eventually overwhelm the inverse powers of t˜.
Finally, if S = K the term log(S/K) vanishes and the derivative is non-singular at the
strike.
It is clear that this analysis will extend to the higher derivatives of C because the negative
powers of t˜ will now only arise from differentiating N and will then only appear as multipliers
of the Gaussian function. These powers will only be present for S 6= K where the Gaussian
function will decay rapidly and overwhelm the inverse powers. So the higher derivatives will
not become singular as t˜→ 0. It is also clear that the factor t˜ in (6) causes the singular spatial
truncation error, which contains the fourth derivative of V with respect to S, to become more
well-behaved for small t˜ in the vicinity of the strike. So the time change has, to some extent,
regularised the behaviour of the truncation error.
Although it is not entirely clear how to deduce convergence properties of the transformed
numerical scheme directly from this, and particularly convergence of derivatives of the solu-
tion, it seems plausible that the improved regularity of the truncation error is advantageous
when using initial conditions that are not smooth.
7. American options
Forsyth & Vetzal (2002) investigate the convergence properties of Crank-Nicolson time-
stepping when used to calculate the price of an American put by a penalty method. The
penalised Black-Scholes equation is given by
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV + ρmax(max(K − S, 0) − V, 0) = 0,
where ρ > 0 is a penalty parameter. This non-linear equation is solved with the terminal
condition set equal to the option payoff. The penalty term comes into play when the solution
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violates the requirement that V should not fall below the payoff. As the penalty parameter
ρ increases, the solution of the equation converges to the value for the American option
satisfying
max
(
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV,max(K − S, 0) − V
)
= 0.
For the present purposes, we are interested solely in the convergence of the Crank-Nicolson
scheme and choose ρ large enough to make the penalty solution numerically indistinguishable
from its limit.
Forsyth & Vetzal (2002) implemented their solver using the Crank-Nicolson scheme with
Rannacher start up and demonstrated that as the time step was reduced with the ratio of
time step to space step held constant, the error in the calculated at the money (ATM) value
of the American put tended to O(h
3
2 ) behaviour. Their analysis of the problem suggests
that non-uniform time-stepping might restore second order convergence so they went on to
describe and implement an adaptive time-stepping procedure that did indeed yield second
order convergence for the option value.
Their results suggest that the simple time change method described above might also be
able to restore second order convergence.
Ratios of successive differences
λ = 0.0125
M N Value Delta Gamma
3200 640 3.98 3.92 3.91
6400 1280 3.97 3.97 3.94
12800 2560 3.97 3.97 3.96
25600 5120 3.99 3.97 3.99
Ratios of successive differences
λ = 0.0250
M N Value Delta Gamma
3200 320 3.84 4.01 3.80
6400 640 3.99 3.93 3.96
12800 1280 3.94 3.93 3.89
25600 2560 3.96 3.97 3.98
Ratios of successive differences
λ = 0.0500
M N Value Delta Gamma
3200 160 3.85 3.65 2.07
6400 320 3.78 3.87 2.08
12800 640 3.89 3.87 2.09
25600 1280 3.89 3.90 2.09
Table 2. Ratios of successive differences between numerical solutions for suc-
cessive refinements for V , ∆ and Γ;M the number of steps in S, N the number
of steps in t; σ = 0.20, r = 0.05, ρ = 106
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The penalty code was modified to incorporate the time change and numerical results were
generated. Second order convergence was observed for the option value and delta for the
ATM option and it was also observed that, for sufficiently small λ, the gamma showed second
order convergence. Table 2 shows the ratios of successive differences for mesh refinements
with λ equal to 0.0125, 0.025 and 0.05. As with the European option discussed above, and
with the strike, K = 100, and the volatility, σ = 20%, the critical value of λ appears to be in
the vicinity of 1/(σK
√
2) = 0.035.
It was also observed that the plots of the calculated gamma revealed instability around
the exercise boundary, behaviour which was also seen in Forsyth & Vetzal (2002), where the
authors found that their adaptive time-stepping approach resulted in instability of the gamma
at the exercise boundary unless fully-implicit time-stepping was used. This behaviour is a
separate phenomenon independent of the short-time asymptotics addressed here.
In the previous section we suggested that the improved convergence properties of the Crank-
Nicolson scheme might be related to improved regularity of the third time derivative of the
value function of the European put in the vicinity of the strike and close to maturity.
We would like to be able to perform a similar analysis for the American put but, of course,
no simple closed form expression for the value function is known. However, Mallier & Alobaidi
(2004) do present an asymptotic expansion for the value function which can be decomposed
into the value function of the European put plus the sum of an asymptotic series representing
the early exercise premium.
In Mallier & Alobaidi (2004), some changes of variable are used to define the final form
of the expansion. We write S = Kex and ξ = x/(2
√
τs), where τs is the rescaled time to
maturity, equal to 2(T − t)/σ2. The transformed value function is then given by
v(x, τs) =
P (S, t) + S −K
K
, (14)
where P (S, t) is the value of the American put as a function of the original variables. We can
then write that
v(x, τs) = v
E(x, τs) +
∞∑
n=2
∞∑
m=1
τn/2s (− log τs)−mFmn (ξ), (15)
where Fmn are functions of the similarity variable ξ and v
E(x, τs) is the value of the European
put expressed in the new variables.
In Mallier & Alobaidi (2004), only a few of the functions Fmn are fully identified and
discussion of those is restricted to m = 1. Those with n ≥ 0 and m = 1 are, in principle,
tractable but only partial results are known for the cases wherem > 1. This limits our ability
to draw conclusions from the behaviour of the derivatives of the early exercise premium.
Nevertheless, we will illustrate some aspects of the behaviour of the derivatives by describing
a single term of the early exercise premium and its form and behaviour after the time change.
For example we find that the leading order coefficient of the early exercise premium is given
by
F 12 (ξ) = µ(ξ exp (−ξ2/2)/
√
pi + (2ξ2 + 1)erfc(ξ))
for some constant µ.
After the time change this early exercise term in (15) is
G = µt˜2(−2 log t˜)−1F 12 (η),
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where η = x/(2t˜). At the strike, we have
∂G
∂t˜
= µ(2t˜(−2 log t˜)−1 − 2t˜(−2 log t˜)−2),
∂2G
∂t˜2
= µ(2(−2 log t˜)−1 + 4(−2 log t˜)−2) + 8(−2 log t˜)−3)
and
∂3G
∂t˜3
=
µ
t˜
(4(−2 log t˜)−2 + 16(−2 log t˜)−3) + 48(−2 log t˜)−4).
Acknowledging that this calculation only addresses a single term of the expansion of the
early exercise premium we see that there is an improvement in the regularity of the derivatives
of the put but unfortunately this does not obviously extend to the third derivative terms such
as ∂3G/∂t˜3.
So, although we are encouraged by the empirical performance of the time change method
applied to the American put, further analysis will be required to explain fully the improvement
in convergence.
8. Conclusions
In this paper we have presented the analysis of a simple and natural change of time variable
that improves the convergence behaviour of the Crank-Nicolson scheme. When applied to the
solution of the heat equation with Dirac delta initial conditions, the numerical solution of the
time changed PDE is always convergent with rate of convergence determined by the ratio, λ,
of time step to space step (held constant during grid refinement).
This behaviour contrasts strongly to that of the Crank-Nicolson scheme when applied to
the original PDE, which is always divergent and where λ controls how small the time step
must be before the divergence appears. A proof of the behaviour of the time-changed scheme
is given and numerical results presented to support the theoretical analysis.
Although the Fourier analysis used to prove this result cannot be applied directly to the
Black-Scholes equation as it does not have constant coefficients, numerical experiments for
the price and Greeks of a European call indicate that the time change method also leads to a
convergent Crank-Nicolson scheme for this problem, without the need to introduce Rannacher
steps, and quadratic convergence can be obtained if λ is chosen appropriately.
The change of convergence order at the value of λ which gives optimal complexity for given
error tolerance is in line with the sensitivity of the error to λ observed in Giles & Carter (2006).
The present analysis does not support the conjecture made in Giles & Carter (2006), however,
that the convergence of the Rannacher scheme with non-uniform (square-root) time-stepping
is never of second order, the argument being that for small initial time-steps the smoothing
effect diminishes. In fact, we see here that under square-root time smoothing is not necessary
at all.
The experimentally observed second order convergence for the time-changed scheme ex-
tends to the computation of American option values which satisfy a linear complementarity
problem with singular behaviour of the free boundary. These results are in line with those of
Forsyth & Vetzal (2002) for a time-adaptive Crank-Nicolson scheme with Rannacher start-up.
It can be seen as an advantage of the time-changed scheme proposed here that it provides
a remedy for both the reduced convergence order of the Crank-Nicolson scheme for European
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and American option values and for the divergence of their sensitivities by a single, simple
modification.
Future work in this area will investigate other applications of the time variable change to
option pricing and will consider whether the method offers efficiency gains over the standard
approaches.
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Appendix A. Proof of Lemma 1, (5) and (9)
We analyse the behaviour of the Fourier transform ÛN (s) in each of the four wavenumber
regimes.
Proof of (5): We start from (4),
log(ÛN (s)) =
N−1∑
k=1
(log(1− kξ)− log(1 + kξ))− log(1 +Nξ).
We seek to expand the logarithmic terms. We begin by first expanding ξ = 2λ2 sin2(sh2 ) in
powers of h to obtain
1− kξ = 1− kλ
2s2
2!
h2 +
kλ2s4
4!
h4 − kλ
2s6
6!
h6 +
kλ2s8
8!
h8θk ≡
3∑
i=0
Aih
2i + A4h
8,
where |θk| ≤ 1. Setting δ = h2, we define
g(δ) ≡ 1− kξ =
3∑
i=0
Aiδ
i + A4δ
4
and
f(δ) = log(1− kξ) = log (g(δ))
and we can then expand f(δ) in terms of δ to obtain
log(1−kξ) = −kλ
2
2!
s2δ+
1
2!
(
2kλ2
4!
− k
2λ4
(2!)2
)
s4δ2+
1
3!
(
−6kλ
2
6!
− 2k
3λ6
(2!)3
+
6k2λ4
2!4!
)
s6δ3+Zks
8δ4
and we have to ensure that the remainder Zk is well-behaved. We do this by analysing the
behaviour of
f (4)(δ) =
p(δ)
g(δ)4
,
where
p(δ) = g(δ)3g(4)(δ) − 4g(δ)g′(δ)g(3)(δ) + 6(g′(δ))2g(δ)g′′(δ)− 3(g′′(δ))2g(δ) − 6(g′(δ))4.
Then g(δ) → 1 as h→ 0 if we ensure that s < h−m, where m < 12 , because, for example,
|A1δ| = kλ
2s2h2
2
<
Nλ2s2h2
2
=
λs2h
2
→ 0.
Then h can be chosen small enough (or N large enough) so that
|1 +A1δ +A2δ2 +A3δ3 +A4δ4| > 1
2
so the denominator of f (4)(δ) is bounded away from zero. Next we can show that
|g(i)(δ)| < αi|Ai|
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for some constants, αi for i = 0, 1, 2, 3 and 4, because of the constraint on s. We can finally
conclude that
|f (4)(ψδ)|δ4 < (2α4|A4|+ 32α1α3|A1||A3|+ 48α21α2|A1|2|A2|+ 24α22|A2|2 + 96α41|A1|4)h8.
and it follows that we can estimate asymptotically the remainder by just retaining the term
proportional to |A1|4h8 which is, in turn, proportional to k4λ8s8h8.
By changing the sign of k, we can obtain a similar expression for log(1 + kξ) hence find
that
log(1− kξ)− log(1+ kξ) = −kλ2s2h2+ 1
12
kλ2s4h4− 1
360
kλ2s6h6 − 1
12
k3λ6s6h6+Wkk
4s8h8,
where |Wk| < K for some constant, K, and so
log(ÛN (s)) =
(
−λ2s2h2 + 1
12
λ2s4h4 − 1
360
λ2s6h6
)(k=N−1∑
k=1
k
)
− 1
12
λ6s6h6
(
k=N−1∑
k=1
k3
)
+
(
−λ
2s2h2
2
+
1
24
λ2s4h4 − 1
720
λ2s6h6
)
N +
1
8
λ4s4h4N2 − 1
48
λ4s6h6N2
− 1
24
λ6s6h6N3 +O(s8h3),
because (
∑k=N
k=1 k
4)λ8s8h8 = O(N5λ8s8h8) = O(λ3s8h3). So
log(ÛN (s)) =
(
−λ2s2h2 + 1
12
λ2s4h4 − 1
360
λ2s6h6
)(
1
2
(N − 1)N + N
2
)
− 1
12
λ6s6h6
((
1
2
(N − 1)N
)2
+
N3
2
)
+O(s8h3)
as the remaining terms are dominated by O(s8h3). Substituting N = 1hλ we get
log(ÛN (s)) = −1
2
s2 +
(
1
24
s4 − 1
48
λ2s6 +
1
8
λ2s4
)
h2 −
(
1
720
s6 +
1
48
λ2s6 +
1
48
λ4s6
)
h4 +O(s8h3)
and hence
log(ÛN (s)) = −1
2
s2 +
(
1
24
s4 − 1
48
λ2s6 +
1
8
λ2s4
)
h2 +O(s8h3),
because the s6h4 term of the expansion is dominated by the term O(s8h3).
Proof of (9): We start from (8),
log
(∣∣ÛN (s)∣∣) = log(M(ξ,m∗)) + log{(1− 1ξ(m∗+1)) . . . (1− 1ξ(N−1))
(1 + 1ξ(m∗+1)) . . . (1 +
1
ξ(N−1))
}
+ log((1 +Nξ)−1),
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and write
log
(1− 1ξ(m∗+1)) . . . (1− 1ξ(N−1))
(1 + 1ξ(m∗+1)) . . . (1 +
1
ξ(N−1))
=
k=N−1∑
k=m∗+1
(
log
(
1− 1
kξ
)
− log
(
1 +
1
kξ
))
.
We can expand the logarithmic terms for ξ ∈ [1/m∗, 2λ2] to get
k=N−1∑
k=m∗+1
(
log(1− 1
kξ
)− log(1 + 1
kξ
)
)
=
k=N−1∑
k=m∗+1
 ∞∑
j=1
(−1)
j(kξ)j
−
∞∑
j=1
(−1)j+1
j(kξ)j

= −
∞∑
j=0
2
(2j + 1)ξ2j+1
(
k=N−1∑
k=m∗+1
1
k2j+1
)
and, for any N , this series converges absolutely in 1/ξ as we have just rearranged a finite sum
of absolutely convergent series. We can write this as
k=N−1∑
k=m∗+1
(
log(1− 1
kξ
)− log(1 + 1
kξ
)
)
= −2
ξ
(
k=N−1∑
k=m∗+1
1
k
)
−
∞∑
j=1
2
(2j + 1)ξ2j+1
(
k=N−1∑
k=m∗+1
1
k2j+1
)
= −2
ξ
(
k=N−1∑
k=m∗+1
1
k
)
+A(ξ,m∗) +B(ξ,N),
where
A(ξ,m∗) = −
∞∑
j=1
2
(2j + 1)ξ2j+1
( ∞∑
k=m∗+1
1
k2j+1
)
and
B(ξ,N) =
∞∑
j=1
2
(2j + 1)ξ2j+1
( ∞∑
k=N
1
k2j+1
)
,
and we must establish the convergence and size of the functions A(ξ,m∗) and B(ξ,N) (see
below).
We also have
− log(1 +Nξ) = − logNξ − log (1 + 1/Nξ) = − logNξ −
∞∑
j=1
(−1)j+1
j(Nξ)j
= − logNξ − 1
Nξ
+ C(ξ,N),
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where
C(ξ,N) = −
∞∑
j=2
(−1)j+1
j(Nξ)j
so that
log
(∣∣ÛN (s)∣∣) = log(M(ξ,m∗))− 2
ξ
(
k=N−1∑
k=m∗+1
1
k
)
+A(ξ,m∗) +B(ξ,N)− logNξ − 1
Nξ
+ C(ξ,N)
= log(M(ξ,m∗))− 2
ξ
(
k=N∑
k=m∗+1
1
k
)
+A(ξ,m∗) +B(ξ,N)− logNξ + 1
Nξ
+ C(ξ,N)
= P (ξ,m∗)− 2
ξ
(
k=N∑
k=1
1
k
)
+D(ξ,N)− logN +O(N−1),
where
P (ξ,m∗) = log(M(ξ,m∗))− 2
ξ
(
k=m∗∑
k=1
1
k
)
+A(ξ,m∗)− log ξ
and
D(ξ,N) = B(ξ,N) + C(ξ,N).
Then we can write
log
(∣∣ÛN (s)∣∣) = P (ξ,m∗)− 2
ξ
(
logN + γ +O(N−1)
)
+D(ξ,N)− logN +O(N−1)
= Q(ξ,m∗)−
(
2
ξ
+ 1
)
logN +O(N−1) +D(ξ,N),
where γ is the Euler-Macheroni constant (see Trif, 2011), and where
Q(ξ,m∗) = P (ξ,m∗)− 2
ξ
γ.
Then using N = 1/(hλ) and assuming for now D(ξ,N) = O(N−1), which we will show later,
we get
log
(∣∣ÛN (s)∣∣) = R(ξ,m∗) + (2
ξ
+ 1
)
log h+O(h),
where
R(ξ,m∗) = Q(ξ,m∗) +
(
2
ξ
+ 1
)
log λ.
Then we finally have
∣∣ÛN (s))∣∣ = S(ξ,m∗)h( 2ξ+1)(1 +O(h))
(16)
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as we were required to prove. We note that, written out in full, we have
S(ξ,m∗) =M(ξ,m∗)λ(
2
ξ
+1)
exp
(
−2
ξ
(
γ +
k=m∗∑
k=1
1
k
))
eA(ξ,m
∗)
and we note that S(ξ,m∗) is continuous and hence bounded on [1/m∗, 2λ2].
We still need to prove that A(ξ,m∗) + B(ξ,N) is a valid rearrangement and proceed by
proving that A(ξ,m∗) is convergent. It will then follow that B(ξ,N) is also convergent. In
addition we will show that D(ξ,N) = B(ξ,N) + C(ξ,N) = O(N−2).
By a result in Timofte (2005), we have, for r ≥ 1,
k=∞∑
k=m∗+1
1
k2r+1
=
1
2r(m∗ + θm∗)2r
for some θm∗ ≥ 12 . Therefore
|A(ξ,m∗)| <
∞∑
j=1
2
(2j + 1)
1
ξ2j+1
1
2j(m∗ + 12)
2j
=
(
m∗ +
1
2
) ∞∑
j=1
1
j(2j + 1)
1
(ξ(m∗ + 12 ))
2j+1
<
1
3
(
m∗ +
1
2
)
η3
∞∑
j=0
η2j ,
where η = 1/(ξ(m∗ + 12)) < 1 and so A(ξ,m
∗) is convergent. It follows that B(ξ,N) is con-
vergent because A(ξ,m∗) +B(ξ,N) is convergent.
Next we find out how B(ξ,N) depends on N . We have
|B(ξ,N)| < 2
∞∑
j=1
1
(2j + 1)
1
ξ2j+1
1
2j(N − 1 + 12)2j
= 2N
∞∑
j=1
1
(2j + 1)
1
(Nξ)2j+1
N2j
2j(N − 12)2j
,
and as N/(N − 12) ≤ 2, we have
|B(ξ,N)| < 2N
∞∑
j=1
1
(2j + 1)
1
(Nξ)2j+1
22j+1
4j
<
1
12
N
∞∑
j=1
(
2
Nξ
)2j+1
.
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Then because we have 2/ξ ≤ 2m∗, we find that for sufficiently large N , we have 2/Nξ < c < 1
for a constant c and the geometric series converges and we find that
|B(ξ,N)| < 1
6
N
(
2
Nξ
)3 1(
1− 2Nξ
) = O(N−2)
and similarly for C. It then follows that D(ξ,N) = O(N−2).
Appendix B. Proof of Lemma 2, (12)
We want to show that
I =
∫ 2λ2
ξ=ξm∗
S(ξ,m∗)h(
2
ξ
− 1
λ2
)
λ
√
2
√
ξ
√
1− ξ2λ2
dξ = O
 1√
log 1h
 ,
where S(·,m∗) is continuous. We make the substitution z2 = 1− ξ/2λ2 to obtain
I = 4λ2
∫ z=√B
z=0
S∗(z,m∗)h
(
1
λ2
z2
1−z2
)
dz,
where B = 1 − ξm∗
2λ2
, and where S∗(z,m∗) = S(ξ,m∗)/
√
1− z2 is a continuous function on
[0,
√
B] as B < 1.
We want to show that this integral is concentrated around z = 0 for small h and write
I = I1 + I2,
where
I1 = 4λ
2
∫ z=√A
z=0
S∗(z,m∗)h
(
1
λ2
z2
1−z2
)
dz
and
I2 = 4λ
2
∫ z=√B
z=
√
A
S∗(z,m∗)h
(
1
λ2
z2
1−z2
)
dz,
where A is chosen so that, asymptotically, I1 dominates I2.
Firstly, we consider I2. For h < 1, the second factor of the integrand is decreasing in z, so
|I2| < 4λ2S∗maxh
(
1
λ2
A
1−A
)
,
where S∗max is a bound for S
∗ on [ξm∗ , 2λ2]. We now take
A
1−A =
1√
log 1/h
and note that
log h
(
1
λ2
A
1−A
)
= − 1
λ2
A
1−A log
1
h
= − 1
λ2
√
log
1
h
so
|I2| < 4λ2S∗maxe−
1
λ2
√
log 1
h → 0 as h→ 0.
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Now we want to show that
lim
h→0
I1
√
log
1
h
= lim
h→0
(
4λ2
√
log
1
h
∫ z=√A
z=0
S∗(z,m∗)h
(
1
λ2
z2
1−z2
)
dz
)
= O(1)
and we note that
A =
1
1 +
√
log 1/h
→ 0 as h→ 0.
We make a final substitution
η =
z
λ
√
log
1
h
,
to get
lim
h→0
I1
√
log
1
h
= 4λ2 lim
h→0
∫ η=η∗
η=0
S∗(λη/
√
log 1/h,m∗) exp
(
− η
2
1− λ2η2/ log (1/h)
)
dη,
where the upper limit
η∗ =
√
A
λ
√
log
1
h
=
√
log 1/h
λ
√
1 +
√
log 1/h
tends to infinity as h→ 0. As S∗(·,m∗) is bounded and continuous at 0 we see that
lim
h→0
∫ η=η∗
η=0
S∗(λη/
√
log 1/h,m∗) exp
(
− η
2
1− λ2η2/ log (1/h)
)
dη = S∗(0,m∗)
∫ η=∞
η=0
exp
(−η2) dη
so we have I1
√
log 1/h = O(1) as h→ 0.
From this we see that I1 = O(1/
√
log 1h) and we also have
lim
h→0
∣∣∣∣I2I1
∣∣∣∣ = limh→0
√
log
1
h
e
− 1
λ2
√
log 1
h = 0
so we have established that I1 asymptotically dominates I2 and so I = O(1/
√
log 1/h).
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