This paper discusses the suitability of the Large Eddy Simulation (LES) turbulence modeling for the accurate simulation of the shock train phenomena in a convergent-divergent nozzle. To this aim, we selected an experimentally tested geometry and performed LES simulation for the same geometry. The structure and pressure recovery inside the shock train in the nozzle captured by LES model are compared with the experimental data, analytical expressions and numerical solutions obtained using various alternative turbulence models, including k-" RNG, k-! SST, and Reynolds stress model (RSM). Comparing with the experimental data, we observed that the LES solution not only predicts the \locations of the¯rst shock" precisely, but also its results are quite accurate before and after the shock train. After validating the LES solution, we investigate the e®ects of the inlet total pressure on the shock train starting point and length. The e®ects of changes in the back pressure, nozzle inlet angle (NIA) and wall temperature on the behavior of the shock train are investigated by details.
Introduction
The recompression of supersonic gas°ow is a very usual occurrence in modern aerodynamics. This phenomenon takes place in di®erent applications such as supersonic ramjet or scramjet inlets, internal di®users and supersonic ejectors. The actual mechanism of recompression can be very di®erent from one case to another; however, occurrence of compression shocks and shock boundary-layer interaction is common in all of them. According to the previous studies, [1] [2] [3] [4] [5] the°ow pattern of the interaction between a normal shock and a turbulent boundary-layer in a duct can be classi¯ed into four di®erent possible con¯gurations, as schematically illustrated in Fig. 1 . In the case of the free stream Mach number (Ma 1 ) less than about 1.2, Fig. 1(a) , the interaction is so weak that the shock is straight and normal to the°o w, being very close to an inviscid normal shock. No separation appears in this case. The case for the Mach number between about 1.2 and 1.3 is illustrated in Fig. 1(b) . The interaction is fairly weak and the shock inclination changes continuously with increasing distance from the wall. The boundary-layer may not separate or separates at the foot of the shock, but there is a strong tendency towards reattachment. As the Mach number increases further, a single nearly normal shock with bifurcated ends is observed, see Fig. 1(c) . Separation may occur in this case and there is little tendency for boundary-layer reattachments. The interaction becomes signi¯cant for higher Mach numbers, i.e. for the Mach number over about 1.5; one or more shocks appear downstream of the bifurcated shock (see Fig. 1(d) ). A series of shocks in line, as shown in Fig. 1(d) , has been typically called \shock train" or \pseudo-shock". This kind of shock system is often named -shaped shocks. As the con¯nement e®ect becomes stronger, this Mach stem disappears and the¯rst shock consists of two oblique shocks that intersect at the centerline of the channel. This type of shock train is referred to as x-shaped shocks. In contrast to other shock systems, the supersonic°o w is decelerated at¯rst through a shock system and followed by a mixing region as shown in Fig. 2 . Throughout the shock train region, the°ow outside the boundary layer remains supersonic, because the shocks are strong enough to decelerate the°ow below M ¼ 1 only at the center line region. 6 Therefore, the°ow undergoes successive changes from supersonic to subsonic. In the mixing region, the°ow consists of a double tong like supersonic°ow near the center line and a subsonic outer region. However, the supersonic°ow does not exhibit any compression shocks. In the mixing region, the transition from supersonic to subsonic conditions is more gradual. Furthermore, the experiences had shown that the static pressure continues to rise after the shock train over a certain distance along the duct if the duct is long enough. In this case, the static pressure recovery is performed through both the shock train region and the subsequent static pressure recovery region after the shocks. The \shock train" de¯ned above has been called as \multiple-branch shock", \shock system", \several curved or oblique shocks", \multiple-branch shock", \a series of bifurcated normal shocks", \a series of X shocks". 7 There are several analytical models for the pseudo-shock. Crocco proposed a shock-less model. 8 In his model, the dissipative region expands toward the isentropic region. He estimated local pressure in the pseudo-shock by the ratio of the dissipation region. The model did not show the position of the local pressure peak or the length of the pseudo-shock. As for the length of the pseudo-shock, many researchers tried to present a way of estimation of the length. Takefumi et al.
3,4 presented modi¯cations to the Crocco model and estimated length of the pseudo-shock. Zimont and Ostras 9 presented a modi¯cation of the Crocco model. In their modi¯ed model, the investigated domain is limited to that within the pseudo-shock. The length of the pseudo-shock was attained from analysis of the°ow structure inside the pseudo-shock. Empirical universal equations have been presented for a straight cylindrical duct 2 and a rectangular straight duct. 10 These equations showed good agreement with the experimental data. In the divergent duct, no universal empirical equation has been derived, i.e. some speci¯c equations for a few test results were suggested, see Ref. 11. In the past years, there was also a focus on experimental works for pseudo-shock analysis. For example, Katanoda et al. 12 experimentally studied the shock trains in a modeled cold spray nozzle as well as high-speed gas jets. Grzona et al. 13 measured the normal Reynolds stresses inside a shock train of the°ow inside an over-expanding rectangular nozzle with a small opening angle of 1.6 .
From the numerical point of view, the problem of shock-boundary-layer mutual interaction was beyond the reach of numerical simulation during the past years. The reason was the high computational cost of the accurate numerical models. With the evolution of the fast and large-scale computer systems during the recent years, it becomes possible to simulate the interaction phenomenon through numerical calculation. 7 Some computational e®orts on simulations of the shock train in ducts have been reported in the literature. For example, Papamoschou and Johnson 14 numerically and experimentally examined the symmetry and asymmetry of the pseudoshock system in a planar nozzle. They stated that the separation of shear layer on the side of the lambda shock foot creates an intense instability that grows into very large eddies at the nozzle exit. Hataue 15 computed the shock train phenomena in a duct via using Harten-type second-order total variation diminishing (TVD) scheme based on the two-and three-dimensional Navier-Stokes (NS) equations. He analyzed the mechanism of bifurcation of the¯rst normal shock in the shock train and the transition process from the normal shock train to the oblique shock train. His results showed a bifurcated shock pattern a short distance ahead of the point where the essentially perpendicular \normal" shock wave impinges on the boundary layer. Lin et al. 16, 17 performed numerical simulation of a normal shock train at a Mach number of 1.8 in a two-dimensional constant area shock isolator. They estimated the compressible Reynolds-averaged NS equations, with the new algorithms developed for scalar equations and arbitrary coordinates by Chakravarthy and Osher. 18 They employed the Baldwin-Lomax zero equation turbulence model for regions with no separation and a back°ow turbulence model for regions with separation. They showed that shock length in the constant area duct varies directly with the back pressure although it remains nearly unchanged for low back pressures. Carroll and Lopez-Fernandezf 19 conducted a numerical investigation for multiple shock wave/ turbulent boundary-layer interactions in the rectangular duct. Their computation with the Wilcox-Rubesin model was able to capture the major features of the normal shock train and accurately predicted the°ow reacceleration mechanisms which occur between shocks. However, this computation failed to accurately predict the level of°o w separation under the¯rst shock. Yamane et al. 20 solved the Reynolds-averaged NS equations with the Baldwin-Lomax zero-equation model and investigated the e®ects of upstream Mach number and boundary-layer to the structure of the shock train. Their computational results agreed well with the experimental ones and with the proposed model of -and X-type pseudo-shocks. Lin and Tam 21 experimentally and numerically investigated the e®ects of temperature and heat transfer on the shock train structures and isolator performance. They measured wall pressure proles inside the shock train and temperatures of the isolator walls. Their experimental results were shown that heat addition to a low Mach number°ow inside an isolator can choke the°ow and potentially decrease the isolator performance. Their numerical results showed that heat addition to a supersonic°ow increases boundarylayer thickness and decreases both°ow Mach number, and the amount of heat required to choke the°ow. Allen et al. 22 investigated the internal, compressible, turbulent°ow through a scramjet-isolator con¯guration, with the primary goal being to better determine the shock train location of a two-and three-dimensional nozzleisolator con¯guration employing a RANS and LES turbulence models. Their results showed that the exact value of the inlet turbulence intensity was not critical in the determination of the leading edge shock location. They also showed that the isolator shock was signi¯cantly in°uenced by the selection of the turbulence model. Gawehn et al. 23 investigated pseudo-shock systems in a Laval nozzle with parallel side walls both numerically and experimentally. Their work extended to the comparison between experimental and numerical data using a steady and an unsteady numerical simulation. The wall pressure distributions and high-speed Schlieren videos obtained from the experiments are compared with the results of numerical simulation. For the steady case, good agreement is found between the calculated and measured shock structure and pressure distribution along the primary nozzle wall, except for a remaining slight deviation in the shock position. Huang et al. 24 investigated the e®ects of the divergent angle and the back pressure on the shock wave transition and the location of the leading edge of the shock train in a three-dimensional square duct. They used the coupled implicit Reynolds Averaged NS (RANS) equations and the two-equation standard k-" turbulent model. Using RANS, they obtained accurate numerical results for shock train in square ducts. They discovered that on increasing the divergent angle of the scramjet isolator, the static pressure along the central symmetrical line of the isolator decreases sharply. They reported that with an increase in the prescribed back pressure at the exit of the scramjet isolator, the leading edge of the shock wave train moves forward towards the entrance of the isolator, and when the back pressure is su±ciently large, unstart conditions in the hypersonic inlet can take place if the shock train reaches the inlet.
Morgan et al. 25 performed LES of a normal shock train in a constant-area isolator with a high-order compact di®erencing scheme using localized arti¯cial di®usivity. Observations of pertinent physical phenomena in the experiment such as a lack of reverse°ow and the development of secondary shear layers are captured well by the simulation.
Although the computational results described above may provide detailed information on the shock train phenomena, the data reported by previous calculations are not adequate to fully grasp the°ow physics with respect to the shock train phenomena, especially in complex geometries like nozzles. Therefore, simulation of the shock train still requires further investigation. The aim of the current study is to investigate the structure and pressure recovery inside the shock train in an experimentally-tested nozzle using the LES turbulence model. LES simulations are compared with the experimental data of the original Ref. 6 , analytical expressions developed for the shock train, and numerical solutions obtained using various alternative turbulence models, including k-" RNG, k-! SST and RSM. After ensuring from the accuracy of the LES model, we investigated the e®ects of total pressure on the wall pressure pro¯le, location of the¯rst shock and shock train length in nozzles. Furthermore, the e®ect of changes in the back pressure, nozzle inlet angle (MA), and wall temperature on the°ow characteristics such as wall pressure pro¯le, boundary layer separation, locations of the¯rst shock and shock train length, as well as the pro¯les of the Mach number, Reynolds number and Prandtl number are examined. This detailed investigation was not reported in the previous works which considered shock train behavior in convergent-divergent nozzles.
Analytical Relations for the Shock Train
Since one purpose of this paper is to validate the numerical solution with the analytical models, some analytical models are brie°y reviewed in this section. Crocco 8 was the¯rst one who suggested an analytical model that describes the recompression through a shock train. The wall pressure along the shock train for the dissipative as well as the core region is considered the same and determined by the following equation, which is only a di®erent representation of the isentropic equation.
Equation (1) in combination with the conservation equations of mass, energy and momentum can be used to calculate the°ow properties across the shock system. The length of the shock train as a function of the Crocco number is also given as follows:
Takefumi et al. 3 evaluated this equation against an equation derived from the experimental data, which is given by,
Both Equations (2) and (3) perform similarly, indicating suitable accuracy of the Crocco model for the shock train length. The static pressure within the pseudo-shock can be computed based on an empirical di®usion equation for the°ow velocity in the core°ow and the conservation laws of mass, momentum and energy as follows 6 :
Based on their earlier work, Takefumi et al. 4 have developed a modi¯ed di®usion model, which considers the upstream turbulent boundary-layer and associated friction losses. For that model, the equation for the length of the shock train had to be surveyed. This new equation has been obtained from the experimental data as follows,
The wall pressure distribution along the pseudo-shock is described by Eq. (6).
with
Waltrup and Billig 2 presented an empirical relationship for the wall pressure distribution P ðxÞ in the shock train region. This equation was derived from experiments in a constant area duct as follows:
The empirical Eq. (7) was found to agree well with the experimental results obtained by Cu®el et al., 26 David et al., 27 and Nill and Mattick. 28 Initially, the above equation was obtained from the experiments in circular ducts; however, Billig 29 has adapted the empirical model also for square ducts given by Eq. (8).
Matsuo et al. 7 proposed a more complex pseudo-shock model. Static and total pressure ratios are predicted by the following equations, respectively.
These equations are applicable to°ows in cylindrical ducts and rectangular ducts with semi-in¯nite span. In order to analyze the current°ow problem for this model, the hydraulic diameter of the nozzle has been used, because the actual geometry is better approximated by a circular shape than a rectangular duct with semi-in¯nite span.
Numerical and Analysis

Compressible NS equations
The governing equations for the compressible and viscous°uid°ow are the conservation of mass, momentum and energy. They are presented in nondimensional, conservative form with Cartesian tensor notation as follows,
The total energy, viscous stress tensor and heat°ux vector are given as,
The reference Reynolds number is given by
The conservation equations can be cast in the matrix form
In this paper, all simulations are performed using FLUENT package. The¯nite volume method using coupling pressure and velocity strategy of SIMPLE algorithm is employed for solving the governing equations. The solution algorithm of the above equations, as performed in FLUENT, is schematically shown in Fig. 3 .
Turbulence modeling
In the current work, di®erent turbulence models had been tested and the results are compared with the LES model solutions. 31 These models include k-" RNG turbulence models, 32 k-! SST turbulence model, 33, 34 and Reynolds stress model (RSM).
35
The k-! SST model is a two-equation eddy-viscosity model which uses k-! formulation in the inner parts of the boundary-layer. The SST formulation switches to the k-" behavior in the free-stream and avoids the common k-! problem, i.e. sensitivity to the inlet free-stream turbulence properties. 33, 34 The RSM is a higher level turbulence model, i.e. the eddy viscosity approach has been discarded and the Reynolds stresses are directly computed. The exact Reynolds stress transport equation accounts for the directional e®ects of the Reynolds stress¯elds. 35 Apart from conventional turbulence models, large eddy simulation (LES) is a powerful model for turbulence modeling widely employed in the computational°uid dynamics. In fact, turbulent°ows are characterized by eddies with a wide range of length and time scales. The largest eddies are typically comparable in size to the characteristic length of the mean°ow. The smallest scales are responsible for the dissipation of turbulence kinetic energy. In LES, large eddies are resolved directly, while small eddies are modeled. Compared to alternative turbulence models, LES approach simulates the physical behavior of°uid°ows more accurately; therefore, it is expected that LES solution would be more accurate than the solution of other turbulence models. 31 In the current paper, Smagorinsky-Lilly sub-grid scale model was used. 36 In the Smagorinsky-Lilly model the eddy-viscosity is modeled as follows:
Where L s is the mixing length for sub-grid scales and computed using L s ¼ minðd; C s V 1=3 Þ, where is the von K arm an constant, d is the distance to the closest wall, C s is the Smagorinsky constant (set as 0.1 in the current work) and V is volume of the cell. 
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When using LES turbulence model, FLUENT uses second-order implicit scheme for solution of the governing equations. Additionally, the bounded centraldi®erencing spatial discretization scheme is automatically enabled for the momentum equations. 37 
Geometry and boundary-conditions
The nozzle geometry considered in this work is schematically shown in Fig. 4 . The model consists of a¯rst nozzle with parallel side walls, and a lateral divergent section right downstream. The height of the throat and the total length of the nozzle are 6 mm and 0.650 m, respectively. The distance between the nozzle throat and the compression region is 0.16 m. The size of the simulated geometry and the magnitude of speci¯ed boundary conditions shown in Table 1 are exactly the same as the experimental geometry and test conditions reported in Ref. 6 . Dry air, assuming the ideal gas behavior, is used as the working°uid. The viscosity and thermal conductivity are evaluated using a mass-weighted mixing law. A no-slip and adiabatic boundary condition is imposed along the walls of the geometry.
Grid independency test
In order to obtain grid independent solution, the model was solved using seven di®erent grid sizes. The results of di®erent grids for average centerline pressure in the axial direction, average wall Y þ, average centerline Mach number, and average Reynolds number based on the boundary layer thickness is shown in Fig. 5 . According to this¯gure, the data obtained from the numerical solutions with a grid size¯ner than 972 781 are approximately identical. Considering suitable accuracy of Table 1 . Boundary condition applied to the nozzle. this grid and also the computational costs, the mesh with 972 781 cells was used to perform the simulations reported in this work. Figure 6 shows the distribution of Mach number along the nozzle centerline. This gure compares numerical solution from the inviscid°ow, k-! SST, k-" RNG, RSM, LES turbulence models as well as experimental data. 6 To evaluate the accuracy of the numerical results, the following formula is used to calculate the correlation coe±cient statistical parameter, i.e. R. 38 Higher value for this parameter indicates more accurate numerical solution,
Results and Discussion
Comparison of di®erent turbulence models
As is shown in Fig. 6 , the results obtained from the k-! SST and k-" RNG turbulence models are consistent with an accuracy of 83% and 80% with the experimental data, respectively. The poor results of the two models are predictable, because it is not expected that k-" and k-! turbulence models perform accurately for°ows with separation. Prior to the throat, inviscid°ow results are quite consistent with the 
Number of Grid
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experimental data, but after the throat, these data diverge from the experimental data, which is due to rapid development of the boundary-layer. The RSM and LES models provide much more accurate results compared with the k-! SST and k-" RNG models. Comparing the results of two LES and RSM models, LES model provides very accurate results for the entire of the centerline after the throat. The values of R for LES and RSM models are 0.97 and 0.92, respectively. High value of R for the LES model con¯rms suitable accuracy of this model for simulation of the shock train phenomena. These results show the ability of the both RSM and LES models to predict the behavior of°ow. However, LES solution is more accurate for the case of nozzle shock train, as our current results show. In terms of CPU time and solution behavior, due to the increased number of the transport equations for Reynolds stresses equations, the RSM requires 50%-60% more CPU time per iteration compared to the k-" and k-! models. Furthermore, our computations showed that around 15%-20% more memory is needed. In addition, due to increases in the number of cells in the LES model as well as complexity of LES model, the cost ratio in terms of computational time between RSM and LES is around 11 for our current test case. Therefore, we should mention that higher accuracy of LES solution is obtained at a much greater computational cost. data. 6 As observed, the error of the k-! SST model for prediction of the exact location of the shock train is less than the k-" RNG model, but the k-" RNG model simulates the pressure behavior after the shock more accurately than the k-! SST model. Solution of these turbulence models is quantitatively di®erent from the experimental data before the shock train. The RSM model gives perfect results after the shock train and also predicts the exact location of the shock train, but it is slightly di®erent from the experimental data before the shock train. However, the LES model not only predicts the exact location of the shock train correctly, but also provides consistent results with the experimental data before and after the shock train with very good accuracy. R magnitude for LES turbulence solution for calculation of the nozzle wall pressure is equal to 0.97. Figure 8 compares the LES results for wall pressure distribution with the solutions of analytical equations (4)- (6) and (7) and (8) as well as experimental data. The results show that the empirical pseudo-shock model from Waltrup and Billig 2 (Eqs. (7) and (8)) and the analytical mass averaging model from Matsuo et al. 
E®ects of total pressure on the shock train
The e®ects of total pressure on the shock train starting point and length as well as a comparison between numerical and experimental data 6 are shown in Figs. 9 and 10 and Table 2. Figure 9 shows wall pressure distribution while contours of pressure depicting shock train are shown in Fig. 9 . From the experimental data, it can be P 01 =4.8 bar P 01 =3 bar P 01 =2 bar observed that decrease of the total pressure from 4.8 bar to 3 bar and 2 bar moves the LFS closer to the throat by 2 mm and 7 mm, respectively. As Fig. 10 shows, with the decrease in total pressure, the length of the shock train decreases and starting point of the shock moves ahead. Additionally, shocks are stronger for higher total pressure cases. In comparison with the experimental data, 6 as Figs. 9 and 10 show, LES turbulence model could suitably predict shock train structures in all simulated cases. Considering data reported in Table 2 , it can be concluded that LES turbulence model can be suitably used to specify the shock train starting point and its length. As this table shows, at P t ¼ 4:8 bar, the LES error in prediction of the shock train location and length are 0.6% and 3.7%, respectively. These errors are about 1.2% and 8.7%, respectively, for P t ¼ 3 bar and 0% and 5.2% for P t ¼ 2 bar. Figure 11 shows the numerical pressure contour lines demonstrating lambda shock as well as the corresponding experimental picture 6 of the shock. The obtained result belongs to the current LES turbulence model. As the¯gure shows, the bifurcation of the shock foot could be captured quite accurately using LES. The thickness of the shock train calculated from the current solution is around 1 mm. Figures 12-14 show the e®ects of back pressure on the distribution of pressure, Mach number, and also velocity pro¯les at di®erent back pressure magnitudes, i.e. P b ¼ 1; 2:5; 3:25; 3:7 and 4.5 bar. Due to change in the ratio of the back pressure to the throat pressure, as is evident from Figs. 12 and 13, the shock starting point was displaced, i.e. for lower back pressure values close to the atmospheric one, the LFS moves towards the nozzle outlet, while increasing the back pressure results in a shock train moving closer to the throat with reduced strength. As observed in frames 12(d) and 12(e), the lambda shape shock train was formed but there is no shock re°ection from the wall due to the decrease in the pressure ratio along the nozzle. shows the dependency of the°ow Mach number on the back pressure. As was explained in Sec. 1, the°ow is subsonic outside of the mixing region. This behavior is well observed in Fig. 13 . Furthermore, it is usually expected that shock train will be associated with the°ow separation. Figure 14 illustrates the e®ect of di®erent back pressure on the boundary layer at several axial distance along the nozzle. It is evident that°ow separation (reverse°ow) just occurred for back pressure equal to 1 and 2.5 bar, because there are strong shock train for these back pressure values. Table 3 show the LES numerical solution considering the e®ect of changing the NIA from 3.65 to 27.6 on the wall pressure, centerline Mach number, inlet Mach number, inlet Reynolds number, inlet Prandtl number and velocity pro¯le. Boundary condition of test cases is the same as the value reported in Table 1 . By increasing the NIA, the incoming area of the°uid (A inlet Þ increases. Since the mass°ow rate has a direct dependency on the inlet surface, it increases by increasing the NIA. According to¯gures, as NIA increases, the starting shock moves closer to the nozzle outlet. Additionally, increasing the NIA, inlet Mach
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and Reynolds numbers decrease and inlet e®ective Prandtl number increases, see Table 3 . Furthermore, the results of changing the NIA for the LFS and pressure distribution are almost similar to the results observed for changing the total pressure. Due to the formation of the strong shock train, there are separations of the boundary layer and reverse°ow for all considered NIA values, see Fig. 16 .
E®ects of nozzle wall temperature on the shock train
The change in nozzle wall temperature causes the°ow temperature inside the geometry to changes. The viscosity of gas°ow depends on temperature through Sutherland law and admits the changes in wall temperature, subsequently a®ecting°o w Reynolds number. Variation in the Reynolds number results in a change in the boundary-layer thickness and shock train behavior. Figure 17 indicates the boundary layer separation for all wall temperature values, therefore, it can be stated that there exists strong shock trains in the°ow for all considered cases. In this context, 
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Figs. 18(a) and 18(b) shows the e®ect of several wall temperatures on the°ow¯eld behavior, i.e. wall pressure and centerline Mach number. Table 4 summarizes the data obtained from di®erent nozzle wall temperature tests on the LFS, P min , maximum Mach number, inlet Mach number, Reynolds number and inlet e®ective Prandtl number. As is clear from Fig. 18 , with the increases in the wall temperature, LFS slightly moves closer to the nozzle throat. The minimum°ow pressure increases by increasing the wall temperature. With the increase of the wall temperature, the distance between the throat and the shock train increases. From Fig. 18(b) and Table 4 , we conclude that maximum Mach number decreases but the outlet Mach number increases as the wall temperature increases. between the throat and the LFS, at wall temperatures greater than 500 K, the changes in the°ow behavior is more pronounced, which is due to changes in°uid properties near the inlet as well as heat transfer between the°uid and the wall.
Conclusion
In this paper, behavior of the shock train in the convergent-divergent nozzle has been numerically investigated using di®erent turbulence models including k-" RNG, k-! SST, RSM and LES. The results demonstrated that the LES turbulence model is more accurate compared to other turbulence models while compared with the experimental data. 6 The LES model can predict the exact location of the shock train. The additional bene¯t of this turbulence model is that it can predict the distance between the throat and the¯rst shock quite accuracy. However, the computational costs of LES model is around 11 times greater than that of RSM while RSM model provides relatively suitable solutions. The evaluation of the analytical models showed that the empirical pseudo-shock model from Waltrup and Billig 2 and the analytical mass averaging model from Matsuo et al. 7 are quite suitable to compute the pressure jump along the shock train and total pressure loss, respectively. The e®ects of total pressure and back pressure on the behavior of the shock train were also surveyed. The results showed that by decrease of the total pressure, the LFS moves closer to the nozzle throat. The results of variation of the back pressure showed that LFS strongly depends on the back pressure, i.e. increasing the pressure results in a shock train closer to the throat with reduced power. Furthermore,°ow separation just occurred for back pressure equal to 1 bar and 2.5 bar, as there are strong shock trains for these cases. Additionally, the e®ect of the changes in the NIA are investigated. The results showed that if the NIA decreases, the LFS moves towards the nozzle throat. The minimum°o w pressure and inlet Mach number decreases with the increase of NIA. The results of changing NIA on the LFS and pressure distribution are almost similar to the results observed for changing the total pressure. Finally, the e®ect of changing the wall temperature is investigated. The results showed that with the increase in the wall temperature, the LFS moves closer to the nozzle throat. The minimum°ow pressure and e®ective Prandtl number increase as well as maximum°ow Mach number and Reynolds number decrease by increasing the nozzle wall temperature.
