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Abstract
This paper deals with graded representations of the symmetric group on the cohomology ring of flags
fixed by a unipotent matrix. We consider a combinatorial property, called the “coincidence of dimension”
of the graded representations, and give an interpretation in terms of representation theory of the symmetric
group in the case where the corresponding partition of the unipotent matrix is a hook or a rectangle. The
interpretation is equivalent to a recursive formula of Green polynomials at roots of unity.
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1. Introduction
Let W be a finite reflection group and R a finite-dimensional graded module of W . A typical
example is the coinvariant algebra RW of W [6, 3.6]. We consider a combinatorial property,
which we call the “coincidence of dimensions” of the graded representation R, and we give an
interpretation of the property in terms of representation theory. The main result of this paper deals
with the case where W is the symmetric group and R the Springer modules Rμ corresponding to
partitions whose Young diagrams are hooks or rectangles.
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and l a positive integer. For each integer k with 0  k  l − 1, let R(k; l) be the direct sum of
the homogeneous components of R whose degrees are congruent to k modulo l. Our interest lies
in those l’s for which the dimensions of l submodules R(k; l) do not depend on k. One can see
that this coincidence of dimensions modulo l is equivalent to the roots of unity that are zeros
of the Hilbert polynomial hR(t) = ∑d td dimRd , or defining whether the Hilbert polynomial
hR(t) has the factor [l]t = (1 − t l)/(1 − t) or not [12, Lemma 3]. For example, in the case of
the coinvariant algebra RW , its Hilbert polynomial is
∏
l[l]t where the product is over all the
fundamental degrees of W [6, 3.7]. This means that the dimensions of RW(k; l) coincide for
each fundamental degree l.
Our first problem is to find, for a given graded representation R, positive integers l such that
dimR(k; l) (k = 0,1, . . . , l − 1) coincide. The second problem concerns an interpretation of this
property in terms of representation theory. To be precise, we consider the following problem:
Find a subgroup W(l) of W and l modules Z(k; l) (k = 0,1, . . . , l − 1) of W(l) of equal dimen-
sion such that R(k; l) ∼=W IndWW(l) Z(k; l) for each k = 0,1, . . . , l − 1, where Ind stands for the
induced representation.
Since the dimension of the induced module IndWW(l) Z(k; l) is dimZ(k; l)|W |/|W(l)|, these
isomorphisms give a interpretation of the coincidence of dimensions modulo l in terms of repre-
sentation theory. In [12], the problem is considered for the coinvariant algebra of the symmetric
group Sn, and the interpretation is given for each fundamental degree of Sn. (See also [7,16] for
related work.)
We shall consider the problem in a more general setting than [12]. Let W = Sn be the symmet-
ric group of n letters. For each partition μ, we can define a finite-dimensional graded module Rμ
of the symmetric group. This is an Sn-module structure on the cohomology ring of the variety of
the flags fixed by a unipotent matrix whose Jordan blocks form the partition μ. The module Rμ
is called the Springer module corresponding to μ [14,15]. Let l be a positive integer not larger
than the maximum multiplicity of μ. Then we can show that the dimensions of those submodules
Rμ(k; l) coincide. The aim of the present article is to give the interpretation in terms of repre-
sentation theory for the coincidence of dimensions in the case where the partition μ is a hook or
a rectangle. In fact, we verify an induction theorem on Springer modules, which is equivalent to
the interpretation. For example, let μ be a hook (h,1m)  n (n = h + m) and l an integer such
that 1 l m. Let m = lq + r where 0 r  l − 1 and μ¯ a hook (h,1m−lq ). Then we can show,
as Sn × Cl-modules,
Rμ ∼= IndSnSn−lq Rμ¯ (1.1)
where Cl is a cyclic subgroup of order l in Sh+m. The l isomorphisms mentioned above corre-
spond to the eigenspace decomposition of (1.1) with respect to the action of Cl .
The proof of (1.1) is reduced to show a certain recursion of the graded character of Rμ at
lth roots of unity (cf. [10, Theorem 3.2]). This graded character of Rμ is known (see, e.g., [11,
p. 250]) to be a Green polynomial of type A [4]. The Green polynomials are described by the
usual inner product of the modified Hall–Littlewood symmetric functions and the powersum
functions. A result of Lascoux–Leclerc–Thibon [9] on the modified Hall–Littlewood functions
at roots of unity plays an essential role in the proof.
Throughout this paper, X denotes the cardinality of a finite set X, and ρ(w) the cycle type
of a permutation w.
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We mainly follow [11] for notation on partitions and symmetric functions. The ground field
is the complex number field C.
Let μ be a partition. The conjugate of μ is denoted by μ′. Let l(μ) denote the length of μ,
and |μ| the weight of μ, i.e., the total sum of the components of μ. Let n be a positive integer.
We use the symbol μ  n to denote that μ is a partition of weight n. For μ  n, we also use the
symbol μ = (imi )i1 = (1m12m2 · · ·nmn) to denote that each integer i occurs mi times in μ. The
number mi = mi(μ) is called the multiplicity of i in μ. We denote the maximum multiplicity in
μ by Mμ. If k is a positive integer, then kμ denotes the partition (kμi)i1 of weight kn. For a
partition μ = (μi) = (imi ), we set
n(μ) =
∑
i1
(i − 1)μi and zμ =
∏
i1
imimi !.
We identify a partition with its Young diagram [11, p. 2]. From this point of view, a partition of
the form (h,1l ) is called a hook, and a partition of the form (rl) is called a rectangle. In this
paper, a partition ν is called a subpartition of μ, denoted by ν ⊂ μ, if mi(ν) mi(μ) for each
i  1. For ν ⊂ μ, we define μ \ ν to be the partition (imi(μ)−mi(ν))i1. For any two partitions λ
and μ, we define λ ∪ μ to be the partition (imi(μ)+mi(ν))i1. For μ = (imi )  n, we define
eμ(t) := (1 − t)m1
(
1 − t2)m2 · · · (1 − tn)mn,
bμ(t) :=
∏
i1
(1 − t)(1 − t2) · · · (1 − tmi ).
The dominance ordering [11, p. 6] is denoted by λ  μ for λ  n, μ  n. We generalize the
dominance ordering to a pair of partitions λ, μ of different weights by defining λ < μ if |λ| < |μ|.
For each partition μ = (μi)di=1  n, we can associate a finite-dimensional graded represen-
tation Rμ of the symmetric group Sn of n letters. Let V be an n-dimensional complex vector
space, and u a unipotent linear transformation of V , the sizes of whose Jordan blocks form the
partition μ. Let Xn be the variety of complete flags in V , the flag variety. The action of u on V
induces an action of u on Xn. We denote by Xμ the set of fixed points of Xn via the action of
u, and call it the fixed point subvariety of Xn. T.A. Springer showed [14,15] that there exists an
action of Sn on the cohomology ring H ∗(Xμ,C) of Xμ which we call the Springer module of Sn
corresponding to μ (see also [5]). Since H ∗(Xμ,C) has no odd degree parts, we define a graded
module
Rμ =
⊕
d
Rdμ
by Rdμ = H 2d(Xμ,C) for each d , which is also called the Springer module corresponding to μ.
For an algebraic construction of Rμ, see [1,17]. See also [3] for a combinatorial aspect. The
highest degree of Rμ is given by n(μ). As an Sn-module, we have [1,5]
Rμ ∼= IndSn 1, (2.1)Sμ
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resentation of Sμ. It is easily seen from (2.1) that the dimension of Rμ is given by the multinomial
coefficient
(
n
μ1,μ2,...,μd
)
. The Kostka polynomial Kλμ(t) [8,11] describes the multiplicity of the
irreducible module of Sn corresponding to λ in Rμ.
Let hμ(t) denote the Hilbert polynomial of the graded module Rμ. More generally, let
chart Rμ :=
n(μ)∑
d=0
td charRdμ
be the graded character of Rμ, where charRdμ denotes the character of the Sn-module Rdμ. Since
the character value charRdμ(e) evaluated at the identity element e coincides with dimRdμ, it im-
mediately follows that hμ(t) = chart Rμ(e). Let ρ  n. The graded character chart Rμ, evaluated
on the conjugacy class of cycle type ρ, is described by a well-known polynomial Xμρ (t) called
the Green polynomial. The Green polynomial Xμρ (t) was introduced in [4] to determine the irre-
ducible characters of a general linear group over a finite field. It is a monic polynomial in t with
integer coefficients of degree n(μ). The Green polynomials are defined (see [10] or [11, p. 234,
Example 7]) by
Xμρ (t) =
〈
Q′μ(x; t),pρ(x)
〉
, (2.2)
where Q′μ(x; t) is the modified Hall–Littlewood symmetric function [9], and the inner product
〈·,·〉 of the ring of symmetric functions is the usual one, for which the Schur functions sλ(x) form
an orthonormal basis. Let X˜μρ (t) denote the following modification:
X˜μρ (t) := tn(μ)Xμρ
(
t−1
)
. (2.3)
It is a polynomial with integer coefficients of degree n(μ). One can prove (see [11, p. 250]) that
this modified Green polynomial gives the graded character of Rμ:
X˜μρ (t) = chart Rμ(ρ).
Let l be a positive integer. For each integer k such that 0 k  l − 1, consider a submodule
Rμ(k; l) :=
⊕
d≡k mod l
Rdμ
of Rμ, which is the direct sum of the homogeneous components of Rμ whose degrees are con-
gruent to k modulo l. We call the subspace Rμ(k; l) the kth partial sum modulo l, or the kth
mod l sum of the graded module Rμ. Our problem concerns coincidence of dimensions of these
submodules, i.e., for a positive integer l, the dimensions of these l submodules Rμ(k; l) do not
depend on k. This coincidence of dimensions is deeply related to the Hilbert polynomial hμ(t)
at roots of unity. The following lemma [12, Lemma 3] is fundamental to our argument.
Lemma 1. Let f (t) =∑d ad td be a polynomial with the variable t with coefficients in a field of
characteristic zero. Let l  2 be an integer, and ζ a primitive lth root of unity. Then the following
two conditions are equivalent:
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(2) The mod l sums ck(f ) =∑j1 ajl+k of the coefficients of f (t) coincide.
In other words, if the Hilbert polynomial hμ(t) of Rμ has the factor [l]t = (1 − t l)/(1 − t),
then the module Rμ has the coincidence of dimensions modulo l. Note that Lemma 1 does not
hold for l = 1.
Example 2. Take μ = (14). Then hμ(t) = 1 + 3t + 5t2 + 6t3 + 5t4 + 3t5 + t6. Thus Rμ has
the coincidence of dimensions modulo l = 1,2,3,4. The Hilbert polynomial hμ(t) is written as∏4
i=1(1 − t i )/(1 − t) (e.g., [6, 3.15]).
3. Green polynomials
In this section, we shall consider zeros of the Hilbert polynomial hμ(t) which are roots of
unity. In fact, we prove a formula which decomposes the Green polynomial X˜μρ (t) into the prod-
uct of a polynomial part and a rational part. Moreover, we obtain an explicit formula for X˜μρ (t)
in the case where μ is a hook.
The simplest case is μ = (1n) (cf. [2]).
Proposition 3. For each ρ = (1r12r2 · · ·nrn)  n, it follows that
X˜(1
n)
ρ (t) =
b(1n)(t)
eρ(t)
= (1 − t)(1 − t
2) · · · (1 − tn)
(1 − t)r1(1 − t2)r2 · · · (1 − tn)rn .
In the case where the partition μ is a hook (2,1l ), Morris [13] provided the following explicit
formula for X˜μρ (t).
Proposition 4. (Morris) For ρ = (1r12r2 · · ·nrn)  n, we have
X˜(2,1
n−2)
ρ (t) =
b(1n−2)(t)
eρ(t)
{
(r1 − 1)tn − r1tn−1 + 1
}
.
In general, we have a decomposition formula for Green polynomials. Let μ = (imi )  n.
Recall that Mμ is the maximum multiplicity of μ.
Theorem 5. Let μ  n,ρ  n be partitions. Then there exists a polynomial Gμρ (t) ∈ Z[q] such
that
X˜μρ (t) =
b(1Mμ)(t)
eρ(t)
Gμρ (t).
Proof. We shall show that
Gμρ (t) =
eρ(t)
b Mμ (t)
X˜μρ (t)(1 )
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show that
G˜μρ (t) :=
b(1Mμ)(t)
bμ(t−1)
Gμρ (t)
is a Laurent polynomial, since so is
bμ(t
−1)
b(1Mμ)(t)
.
For a given partition μ, let μ¯ be a partition defined by μ¯′ = (μ′1, . . . ,μ′a−1), where μ′ =
(μ′1, . . . ,μ′a) is the conjugate of μ. In other words, μ¯ is the partition whose Young diagram is
obtained by deleting the last column from that of μ. Also, let r = μ′a and ν = (1r ). Let Pλ =
Pλ(x; t) be the Hall–Littlewood function corresponding to λ [11, III]. For partitions λ, μ, ν, let
f λμν(t) be the coefficient of Pλ in the linear expansion PμPν =
∑
λ f
λ
μν(t)Pλ. Since λ − μ is a
vertical r-strip, it follows [11, III, (3.2)] that
f λμ¯(1r )(t) =
∏
i1
[
λ′i − λ′i+1
λ′i − μ¯′i
]
t
where
[
n
r
]
t
is the Gaussian polynomial.
Define Qλ = Qλ(x; t) := bλ(t)Pλ(x; t) [11, III, (2.11)]. Then we have
Qμ¯Qν =
∑
λ
f λμ¯ν(t)
bμ¯(t)bν(t)
bλ(t)
Qλ. (3.1)
Also [11, III, (7.5)] we have
Qλ(x; t) =
∑
ρn
eρ(t)
zρ
Xλρ(t)pρ(x). (3.2)
By (3.1) and (3.2), it follows that
∑
ρ(1)n−r
ρ(2)r
eρ(1) (t)eρ(2) (t)
zρ(1) zρ(2)
X
μ¯
ρ(1)
Xν
ρ(2)
pρ(1)∪ρ(2) (x)
=
∑
ρn
eρ(t)
zρ
{∑
λ
f λμ¯ν(t)
bμ¯(t)bν(t)
bλ(t)
Xλρ(t)
}
pρ(x).
Comparing the coefficient of pρ(x), we have
Xμρ (t) =
∑
ρ(1)n−r
(2)
zρ
zρ(1) zρ(2)
bμ(t)
bμ¯(t)bν(t)
X
μ¯
ρ(1)
Xν
ρ(2)
−
∑
λ=μ
f λμ¯ν(t)
bμ(t)
bλ(t)
Xλρ(t),ρ r
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X˜μρ (t) =
∑
ρ(1)n−r,ρ(2)r
ρ(1)∪ρ(2)=ρ
zρ
zρ(1) zρ(2)
bμ(t
−1)
bμ¯(t−1)b(1r )(t−1)
X˜
μ¯
ρ(1)
(t)X˜
(1r )
ρ(2)
(t)
−
∑
λn
λ−μ¯: vertical r-strip
f λμ¯(1r )
(
t−1
)bμ(t−1)
bλ(t−1)
tn(μ)−n(λ)X˜λρ(t)
= b(1Mμ)(t)
eρ(t)
∑
ρ(1),ρ(2)
zρ
zρ(1) zρ(2)
bμ(t
−1)
b(1Mμ)(t)
b(1Mμ)(t)
bμ¯(t−1)
G
μ¯
ρ(1)
(t)
b(1r )(t)
b(1r )(t−1)
G
(1r )
ρ(2)
(t)
− b(1Mμ)(t)
eρ(t)
∑
λ
f λμ¯(1r )
(
t−1
) bμ(t−1)
b(1Mμ)(t)
tn(μ)−n(λ)
b(1Mμ)(t)
bλ(t−1)
Gλρ(t).
Now it follows that
Gμρ (t) =
∑
ρ(1),ρ(2)
zρ
zρ(1) zρ(2)
bμ(t
−1)
b(1Mμ)(t)
b(1Mμ)(t)
bμ¯(t−1)
G
μ¯
ρ(1)
(t)
b(1r )(t)
b(1r )(t−1)
G
(1r )
ρ(2)
(t)
−
∑
λ
f λμ¯(1r )
(
t−1
) bμ(t−1)
b(1Mμ)(t)
tn(μ)−n(λ)
b(1Mμ)(t)
bλ(t−1)
Gλρ(t),
which implies
G˜μρ (t) =
∑
ρ(1),ρ(2)
zρ
zρ(1) zρ(2)
bμ(t
−1)
b(1Mμ)(t)
G˜
μ¯
ρ(1)
(t)G˜
(1r )
ρ(2)
(t)
−
∑
λ
f λμ¯(1r )
(
t−1
) bμ(t−1)
b(1Mμ)(t)
tn(μ)−n(λ)G˜λρ(t). (3.3)
It is clear that μ¯ and (1r ) is smaller than μ in the dominance ordering. On the other hand,
if λ − μ¯ is a vertical r-strip, then the weights of these partitions λ, μ coincide, but λ is smaller
than μ in the dominance order if λ = μ. Thus we may assume that the G˜’s in the right-hand side
of (3.3) are all Laurent polynomials by the induction hypothesis. Note that if λ − μ is a vertical
r-strip, then f λ
μ¯(1r )(t
−1) is also a Laurent polynomial. Hence it follows that G˜μρ (t) is a Laurent
polynomial. The initial condition of the induction is satisfied, since G˜(1
n)
ρ (t) = (−1)ntn for all n
and ρ  n. This follows from Proposition 3, which implies that G(1n)ρ (t) ≡ 1 for all n and ρ  n.
Finally, the assertion follows from the identity
X˜μρ (t)eρ(t) = b(1Mμ)(t)Gμρ (t)
by comparing the coefficients from the lowest degree in each side. (Note that Q, e, b are poly-
nomials.) 
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X˜
μ
(1n)(ζ
k
l ) = 0 for each k = 1, . . . , l − 1, i.e., the module Rμ has the coincidence of dimensionsfor each l = 1,2, . . . ,Mμ.
Example 7. Gμ
(14) = 1− 4t3 + 3t4, G
μ
(212) = 1− 2t3 + t4, G
μ
(22) = 1− t4, G
μ
(31) = 1− t3, Gμ(4) =
1 − t4 [4]. Also [4], for example, X˜μ
(15)(t) = (1 + t)(1 + t + t2)(1 + 2t + 3t2 + 4t3), which has
lth roots ( = 1) of unity as zero for each l such that 2 l Mμ.
At the end of this section, we shall see an explicit formula for the Green polynomials for an
arbitrary hook, which generalizes Morris’ formula.
Proposition 8. Let μ = (h,1m) be a hook, and ρ = (1r12r2 · · ·nrn)  n a partition, where n =
h + m. Then we have
Gμρ (t) =
(
1 − tn)− h−1∑
k=1
∑
τ=(1t1 ···ktk )k
(
r1
t1
)
· · ·
(
rk
tk
)
tn−keτ (t).
Proof. We prove this proposition by the induction on h. For the case h = 1, it is clear from
Proposition 3 which shows that Gμρ (t) ≡ 1. Suppose that h > 1. Let μ¯ = (1m+1) and ν = (h−1).
It follows directly from [11, III, 3] that
Pμ¯Pν = Pη + Pμ, (3.4)
where η = (h − 1,1m+1). From (3.4), the same argument as in the proof of Theorem 5 shows
that
X˜μρ (t) =
1
1 − tm+1
{
X˜ηρ(t) −
∑
ρ(1)m+1
ρ(2)h−1
ρ(1)∪ρ(2)=ρ
zρ
zρ(1) zρ(2)
tm+1X˜μ¯
ρ(1)
(t)
}
.
By the induction hypothesis, it follows that
X˜μρ (t) =
1
1 − tm+1
{
(1 − t) · · · (1 − tm+1)
eρ(t)
Gηρ(t) −
∑
ρ(1),ρ(2)
zρ
zρ(1) zρ(2)
tm+1 (1 − t) · · · (1 − t
m+1)
eρ(1) (t)
}
= (1 − t) · · · (1 − t
m)
eρ(t)
{
Gηρ(t) −
∑
ρ(1),ρ(2)
zρ
zρ(1) zρ(2)
tm+1
eρ(t)
eρ(1) (t)
}
= (1 − t) · · · (1 − t
m)
eρ(t)
{
Gηρ(t) −
∑
τh−1
τ⊂ρ
zρ
zρ\τ zτ
tn−(h−1)eτ (t)
}
.
Therefore we have
Gμρ (t) = Gηρ(t) −
∑ zρ
zρ\τ zτ
tn−(h−1)eτ (t).τ
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zρ
zρ\τ zτ
=
(
r1
t1
)(
r2
t2
)
· · · .
Then, again by the induction hypothesis, the assertion follows. 
Example 9. Take μ = (3,1,1,1) and ρ = (2212). Then
Gμρ (t) =
(
1 − t6)−(2
1
)(
2
0
)
t5(1 − t) −
(
2
2
)(
2
0
)
t4(1 − t)2 −
(
2
0
)(
2
1
)
t4
(
1 − t2)
= 1 − 3t4 + 2t6.
Hence
X˜μρ (t) =
(1 − t)(1 − t2)(1 − t3)
(1 − t)2(1 − t2)2
(
1 − 3t4 + 2t6)= (1 + t)(1 + t + t2)(1 − t + 2t2 − 2t3)
(cf. [13]).
4. The hook case
Let μ = (h,1m)  n be a hook (n = h+m). Suppose that h > 1, since we exclude the case of
coinvariant algebras from our argument. Thus we have Mμ = m. Then the mod l sums Rμ(k; l)
of the Springer module Rμ have the same dimension dimRμ/l. In this section, we shall inter-
pret this coincidence of dimensions in terms of representation theory. We recall our problem:
for each fixed l = 1,2, . . . , h, find a subgroup Wμ(l) of Sn, and find Wμ(l)-modules Zμ(k; l)
(k = 0,1, . . . , l − 1) of equal dimension such that
Rμ(k; l) ∼=Sn IndSnWμ(l) Zμ(k; l)
for each k = 0,1, . . . , l − 1.
Since the case l = 1 is trivial, we may assume 2  l  m in the sequel. Let m = dl + r
(0  r  l − 1), and let μ¯ denote the partition μ¯ = (h,1m−dl)  n − dl. Let a = aμ(l) be the
following product of d cyclic permutations of order l:
a = (1,2, . . . , l)(l + 1, l + 2, . . . ,2l) · · · ((d − 1)l + 1, (d − 1)l + 2, . . . , dl).
Let H1 = 〈a〉 be the cyclic subgroup of Sn generated by a and H2 = S{dl+1,dl+2,...,n} is isomor-
phic to the isotropic subgroup of Sn for {1,2, . . . , dl}, where S{i,j,...,k} denotes the symmetric
group of the letters {i, j, . . . , k}. It is clear from the definition that H1 is isomorphic to the cyclic
subgroup Cl of order l and H2 to the symmetric group Sn−dl . The subgroup Wμ(l) is defined to
be the direct product of H1 and H2:
Wμ(l) := H1 × H2 ∼= Cl × Sn−dl .
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Zμ(k; l) :=
n(μ¯)⊕
d=0
ϕ(k−d) ⊗ Rdμ¯,
where ϕ(s) is the irreducible representation a → ζ sl of the cyclic group H1 = 〈a〉, and Rdμ¯ is the
d th homogeneous component of the Springer module Rμ¯, which is regarded as an H2-module.
Since Zμ(k; l) is obtained by twisting each homogeneous component Rdμ¯ of Rμ¯ by a one-
dimensional representation ϕ(k−d), it follows that these l modules Zμ(k; l) have the same di-
mension as Rμ¯.
Theorem 10. For each k = 0,1, . . . , l − 1, we have Rμ(k; l) ∼=Sn IndSnWμ(l) Zμ(k; l).
In fact, this theorem is equivalent to the following one, which is proved in the next section.
Theorem 11. Let μ = (h,1m)  n be a hook, and l a positive integer such that 2 l m = Mμ.
Let m = dl + r (0 r  l − 1), and μ¯ = (h,1r ). Then there exists an Sn × Cl-module isomor-
phism
Rμ ∼= IndSnSn−dl Rμ¯.
In this theorem, the Sn × Cl-actions are defined as follows. First, the Sn-actions on both
sides are natural ones. Next, the cyclic group Cl acts on Rμ as a scalar multiplication for each
homogeneous component:
a.x = ζ dl x, x ∈ Rdμ.
On the other hand, Cl acts on
IndSnSn−dl Rμ¯ =
⊕
σ∈Sn/Sn−dl
σ ⊗ Rμ¯ (4.1)
by
a(σ ⊗ x) := σa−1 ⊗ ax = ζ dl σa−1 ⊗ x if x ∈ Rdμ¯.
In the rest of this section, we verify that these theorems are equivalent to each other.
Proposition 12. Theorems 10 and 11 are equivalent.
Proof. Suppose that there exists an Sn × Cl-module isomorphism
Rμ ∼= IndSnSn−dl Rμ¯. (4.2)
We compare the eigenspaces with respect to the action of a on each side of (4.2). For each
k = 0,1, . . . , l − 1, it is clear from the definition that the eigenspace of a with the eigenvalue
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have
IndSnSn−dl Rμ¯ =
⊕
σ∈Sn/Sn−dl
σ ⊗ Rμ¯
=
⊕
d0
⊕
w∈Sn/Cl×Sn−dl
l−1⊕
j=0
waj ⊗ Rdμ¯
=
⊕
d0
⊕
w∈Sn/Cl×Sn−dl
l−1⊕
s=0
wbs ⊗ Rdμ¯,
where bs = 1+ (ζ sl )a+ (ζ 2sl )a2 +· · ·+ (ζ (l−1)sl )al−1 for each s = 0,1, . . . , l−1. Since bsa−1 =
ζ sl bs for each s, it can readily be seen that, on the right-hand side, the ζ
k
l -eigenspace of a is⊕
d,s
d+s≡k mod l
bs ⊗ Rdμ¯.
Noting that Cbs ∼=Cl ϕ(s) for each s = 0,1, . . . , l − 1, Theorem 11 implies Theorem 10. Con-
versely, if we trace back the above proof, then we can see that Theorem 10 implies Theo-
rem 11. 
Example 13. Take μ = (215) and l = 2(< 5 = Mμ). Then a = aμ(l) = (1,2)(3,4), and Wμ(2) =
〈a〉 × S{5,6,7} ∼= C2 × S3. The Wμ(2)-modules Zμ(k;2) (k = 0,1) are
Zμ(0;2) =
(
ϕ(0) ⊗ R0μ¯
)⊕ (ϕ(1) ⊗ R1μ¯), Zμ(1;2) = (ϕ(1) ⊗ R0μ¯)⊕ (ϕ(0) ⊗ R1μ¯),
where μ¯ = (2,1) and ϕ(k) is the irreducible representation of C2 sending the generator a to ζ k2 .
5. Proof
This section is devoted to the proof of Theorem 11. Since we work on a field of characteristics
zero, it suffices to show that
charRμ
(
w,aj
)= char IndSnSn−dl Rμ¯(w,aj ) (5.1)
for every (w,aj ) ∈ Sn ×Cl and j = 0,1, . . . , l − 1. Considering the action of Cl , we can see that
(5.1) is equivalent to the following identity:
X˜
μ
ρ(w)
(
ζ
j
l
)= char IndSnSn−dl Rμ¯(w,aj ). (5.2)
Note that the case j = 0 is already proved for any w ∈ Sn, since Rμ and IndSnSn−dl Rμ¯ are naturally
isomorphic as Sn-modules (cf. (2.1)). Therefore we may assume j  1.
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j ) of Sn × Cl sat-
isfying char IndSnSn−dl Rμ¯(w,a
j ) = 0. We shall derive a necessary condition for such elements of
Sn ×Cl . Suppose that (w,aj ) ∈ Sn ×Cl is in the support of char IndSnSn−dl Rμ¯. Fixing a system of
complete representatives, we identify Sn/Sn−dl with the set of permutations σ = [σ1, σ2, . . . , σn]
satisfying σn−dl+1 < σn−dl+2 < · · · < σn. Here the symbol σ = [σ1, σ2, . . . , σn] means that
σ is a bijection which maps i to σi (i = 1,2, . . . , n). By (4.1), there should exist an ele-
ment σ ∈ Sn/Sn−dl and a basis element x of Rdμ¯ such that (w,aj )(σ ⊗ x)|σ⊗x = 0, where
(w,aj )(σ ⊗x)|σ⊗x denotes the coefficient of σ ⊗x in the linear expansion of (w,aj )(σ ⊗x) by
the basis {σ ⊗ x} of char IndSnSn−dl Rμ¯. Since (w,aj )(σ ⊗ x) = wσa−j ⊗ ajx = ζ
dj
l wσa
−j ⊗ x,
the condition (w,aj )(σ ⊗ x)|σ⊗x = 0 implies wσa−j ≡ σ mod Sn−dl . To summarize:
Lemma 14. If (w,aj ) is an element of Sn ×Cl satisfying char IndSnSn−dl Rμ¯(w,aj ) = 0, then w is
conjugate to an element of Wμ(l) of the form aj τ , τ ∈ Sn−dl .
Let (w,aj ) be in the support of IndSnSn−dl Rμ¯. We may assume that w = aj τ for some τ ∈
Sn−dl . By the assumption, there should exist σ ∈ Sn/Sn−dl such that wσa−j = σπ for some
π ∈ Sn−dl . For each π ∈ Sn−dl , define
S(j)π (w) :=
{
σ ∈ Sn/Sn−dl | wσa−j = σπ
}
,
and S(j)(w) =⋃π∈Sn−dl S(j)π (w). It then follows that
char IndSnSn−dl Rμ¯
(
w,aj
)= ∑
σ∈S(j)(w)
char(σ ⊗ Rμ¯)
(
w,aj
)
=
∑
π∈Sn−dl
∑
σ∈S(j)π (w)
char(σ ⊗ Rμ¯)
(
w,aj
)
.
For σ ∈ S(j)π (w), we have (w,aj )(σ ⊗ x) = wσa−j ⊗ ajx = σπ ⊗ ajx = σ ⊗ πajx. Thus, if
Bμ¯ denotes a homogeneous basis of Rμ¯, we then have
char(σ ⊗ Rμ¯)
(
w,aj
)= ∑
x∈Bμ¯
(
w,aj
)
(σ ⊗ x)|σ⊗x
=
∑
d0
∑
x∈Bμ¯
ζ
dj
l σ ⊗ πx|σ⊗x
= chart Rμ¯(π)|t=ζ jl .
We now prepare an auxiliary result.
Lemma 15. Let w be an element of Wμ(l) of the form w = aj τ (τ ∈ Sn−dl). If S(j)π (w) = ∅ for
some π ∈ Sn−dl , then it follows that τ and π are conjugate in Sn−dl .
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conjugate to πaj . Thus τ and π are conjugate since Cl and Sn−dl commute. 
By Lemma 15, it follows that
char IndSnSn−dl Rμ¯
(
w,aj
)= ∑
π∈Sn−dl
S(j)π (w) chart Rμ¯(τ )|t=ζ jl
= S(j)(w) chart Rμ¯(τ )|t=ζ jl .
The cardinality of S(j)(w) is obtained as follows.
Proposition 16. Let w = aj τ be an element of Wμ(l). If the cycle types of aj and τ are ρ(aj ) =
(pe) and ρ(τ) = (1z12z2 · · ·), then we have
S(j)(w) = pee!
(
zp + e
e
)
.
Proof. Note that
S(j)(aj τ)= S(j)(aj τ ′)
if τ and τ ′ are conjugate in Sn−dl . This follows from the fact that, if τ ′ = zτz−1 (z ∈ Sn−dl), then
we have a bijection
S(j)(aj τ)→ S(j)(aj τ ′) :σ → zσz−1.
Hence it is enough to show the assertion for a special τ = τ (1)τ (2), where τ (1) = (dl + 1, . . . ,
dl + p) · · · (dl + (zp − 1)p + 1, dl + zpp), and τ (2) ∈ S{dl+zpp+1,...,n}.
Let σ ∈ S(j)(w). By Lemma 15, it is enough to count the number of elements σ ∈ Sn/Sn−dl
satisfying
aj τσ = σajπ (5.3)
for π ∈ Sn−dl with ρ(τ) = ρ(π).
Suppose that
π = π(1)π(2), ρ(π(1))= (pzp), ρ(π(2))= ρ(π) \ (pzp).
Since the left action of τ (2) on the letters of σ should coincide with the right action of π(2) on
the positions of the components of σ , it should hold that
{dl + zpp + 1, . . . , n} ⊂ {σdl+1, . . . , σn}.
Since σ is an element of Sn/Sn−dl , we may assume that σdl+1 < · · · < σn. Therefore the last n−
(e+ zp)p (= n− (dl+ zpp+1)+1) components of σ are uniquely determined by σdl+zpp+1 =
dl + zpp + 1, . . . , σn = n.
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σ ′ = [σ1, σ2, . . . , σdl+zpp] ∈ S{1,2,...,dl+zpp}
satisfying aj τ (1)σ ′ = σ ′ajπ(2), σdl+1 < · · · < σdl+zpp. Since the cycle type of aj is (pe), we
have pe = dl. There are (zp+e
e
)
cycles of order p in aj τ of which components can be as-
signed to the first pe positions of σ corresponding to the right action of aj . Once we fix such a
choice, the number of possible arrangements of these components with respect to the condition
aj [σ1, . . . , σpe] = [σ1, . . . , σpe]aj is just the cardinality of the centralizer of aj , which is equal to
pee!. The remaining parts are uniquely determined by σpe+1 < · · · < σdl+zpp , and the assertion
follows. 
Example 17. Take μ = (3,18)  11 and l = 3. Then
a = aμ(l) =
(
1 2 3 4 5 6 7 8 9 10 11
2 3 1 5 6 4 7 8 9 10 11
)
= (1,2,3)(4,5,6).
Take j = 1 and let w = aτ ∈ S11 (τ ∈ S{7,8,9,10,11}) be of cycle type (3,3,3,2), say τ =
(7,8,9)(10,11). Let σ ∈ S(1)(w) satisfy wσa−1 = σπ for some π ∈ S{7,8,9,10,11}. Then
(1,2,3)(4,5,6)(7,8,9)(10,11)[σ1, . . . , σ11] = [(σ1, σ2, σ3), (σ4, σ5, σ6), (σi, σj , σk), (σa, σb)],
where π = (i, j, k)(a, b), and [(σ1, σ2, σ3) · · ·] means that we can ignore cyclic rearrangement
of the components σ1, σ2, σ3 in the permutation. The left action of (1,2,3) on σ should coin-
cide with the right action of one of the cyclic permutations (1,2,3), (4,5,6), (i, j, k). Hence
one of the following conditions holds: {1,2,3} = {σ1, σ2, σ3}, {σ4, σ5, σ6}, or {σi, σj , σk}. If
{1,2,3} = {σ1, σ2, σ3}, then the sequence (σ1, σ2, σ3) is one of the following: (1,2,3), (2,3,1),
or (3,1,2). The same holds for the left action of (4,5,6). The remaining parts are uniquely de-
termined by the condition σ7 < σ8 < · · · < σ11. Thus there are 322!
(2+1
2
)
suitable elements in
Sn/Sn−dl .
To summarize:
Proposition 18. Let j ∈ {1,2, . . . , l − 1}. If the cycle type of aj is given by (pe), then, for each
(w,aj ) ∈ Sn × Cl , we have
char IndSnSn−dl Rμ¯
(
w,aj
)
=
{
pee!(zp+e
e
)
chart Rμ¯(τ )|t=ζ jl , if w ∼ a
jv for some τ ∈ Sn−dl ,
0, otherwise.
We shall show in the next stage that the Green polynomial X˜μρ (ζ jl ) at roots of unity satisfies the
same conditions. In view of (2.2), the following two propositions [9] due to Lascoux–Leclerc–
Thibon are fundamental to our argument. These are called the factorization formula and the
plethystic formula, respectively.
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tive lth root of unity. For each i = 1,2, . . . , n, let mi = ki l + ri , 0 ri  l − 1. Then we have
Q′μ(x; ζl) = Q′¯μ(x; ζl)
n∏
i=1
Q′
(iki )
(x; ζl).
Proposition 20. Let (pl ◦ hr)(x) denote the plethysm of a complete symmetric function hr(x) by
a powersum pk(x). Then we have
Q′
(rl )
(x; ζl) = (−1)(l−1)r (pl ◦ hr)(x).
For the generalities of plethysm, see [11, I, 8]. In particular, the plethysm (pl ◦ hr)(x) is
expressed explicitly [11, I, (2.14)’ and (8.4)] by
(pl ◦ hr)(x) =
∑
λr
z−1λ plλ(x). (5.4)
Let μ = (h,1m)  n be a hook (h > 1), l an integer such that 2  l  h, and h = dl + r
(0  r  l − 1). Let μ¯ be a hook (h, im−dl). Recall that a = aμ(l) is the product of d cyclic
permutations (1,2, . . . , l)(l + 1, l + 2, . . . ,2l) · · · ((d − 1)l + 1, . . . , dl). Note that for any two
symmetric functions f (x) and g(x), we have [11, p. 75]
〈
pk(x)f (x), g(x)
〉= 〈f (x), k ∂g(x)
∂pk(x)
〉
, (5.5)
for each positive integer k.
Theorem 21. Let w be an element of Sn and j an integer with 1 j  l − 1. Then it follows that
X˜
μ
ρ(w)
(
ζ
j
l
) = 0 ⇒ w ∼ aj τ, τ ∈ Sn−dl .
Moreover, for w = aj τ (τ ∈ Sn−dl), it holds that
X˜μρ
(
ζ
j
l
)= pee!(zp + e
e
)
X˜
μ¯
ρ(τ)
(
ζ
j
l
)
,
where (pe) and (izi ) are the cycle type of aj and τ respectively.
Proof.1 Suppose that ζ jl is a primitive pth root of unity. Then the cycle type ρ(aj ) of aj is (pe),
where e = dl/p. Since ρ is the cycle type of an element of Wμ(l) if and only if it contains (pe)
as a subpartition, it suffices to show that
X
μ
ρ(w)
(
ζ
j
l
) = 0 ⇒ rp  e,
1 Although it is more complicated, we have a direct proof via the decomposition formula (Proposition 8) for Green
polynomials for hooks.
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Q′μ
(
x; ζ jl
)= {Q′(1p)(x; ζ jl )}eQ′μ\(1pe)(x; ζ jl ),
and it follows from the plethystic formula that
Q′(1p)
(
x; ζ jl
)= (−1)p−1∑
λ1
z−1λ ppλ(x) = (−1)p−1pp(x).
Thus we have
X
μ
ρ(w)
(
ζ
j
l
)= (−1)(p−1)e〈pp(x)eQ′μ\(pe)(x; ζ jl ),pρ(x)〉.
By (5.5), it follows that
X
μ
ρ(w)
(
ζ
j
l
)= (−1)(p−1)e〈Q′μ\(pe)(x; ζ jl ),pe
(
∂
∂pp(x)
)e
pρ(x)
〉
. (5.6)
Hence Xμρ(w)(ζ
j
l ) = 0 forces the condition rp  e.
Let w be an element of Wμ(l) of the form w = aj τ (τ ∈ Sn−dl). Let (izi ) be the cycle type
of τ . By (5.6), it follows that
X
μ
ρ(w)
(
ζ
j
l
)= (−1)(p−1)e〈Q′¯μ(x; ζ jl ),pe
(
∂
∂pp(x)
)e
pρ(x)
〉
= (−1)(p−1)epe(zp + e)(zp + e − 1) · · ·
(
zp + e − (e − 1)
)〈
Q′¯μ
(
x; ζ jl
)
,pρ\(pe)(x)
〉
= (−1)(p−1)epee!
(
zp + e
e
)〈
Q′¯μ
(
x; ζ jl
)
,pρ(τ)(x)
〉
= (−1)(p−1)epee!
(
zp + e
e
)
X
μ¯
ρ(τ)
(
ζ
j
l
)
.
Finally, it is straightforward to see that (ζ jl )n(μ)−n(μ¯) = (−1)(p−1)e, which completes the
proof. 
Example 22. Take μ = (214) and l = 3(< Mμ = 4). Then X˜μρ (ζ3) = 0 forces the condition
that ρ is of the form (3) ∪ ν or (13) ∪ ν for some ν  3. If ρ = (3,2,1), then X˜μ(3,2,1)(ζ3) =
311!(1+01 )X˜(2,1)(2,1)(ζ3) = 3X˜(2,1)(2,1)(ζ3).
6. The rectangle case
Let p be a prime number, and μ a rectangle (rp) with multiplicity p. By Corollary 6, the
dimensions of mod l sums Rμ(k; l), k = 0,1, . . . , l − 1, coincide for each l = 1,2, . . . ,Mμ = p.
In this section, we give the representation theoretical interpretation for the case l = p. We assume
p > 1.
Set n = rp. Let a = aμ(p) be the following product of cyclic permutations:
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(
1 · · · r r + 1 · · · 2r · · · (p − 1)r + 1 · · · n
r + 1 · · · 2r 2r + 1 · · · 3r · · · 1 · · · r
)
= (1, r + 1, . . . , (p − 1)r + 1)(2, r + 2, . . . , (p − 1)r + 2) · · · (r,2r, . . . , n).
It is obvious that the order of a is p. Let Sμ be the Young subgroup of Sn corresponding to μ.
Then define a subgroup Wμ = Wμ(p) of Sn by the semidirect product
Wμ = Sμ  〈a〉,
which is isomorphic to (S×pr )Cp .
For each k = 0,1, . . . , p − 1, define a one-dimensional representation ϕ(k) of Wμ as follows:
ϕ(k) :Wμ → C× :
{
a → ζ,
τ → 1, for τ ∈ Sμ,
where ζ = ζp denotes a primitive pth root of unity. The aim of this section is to prove the
following theorem.
Theorem 23. For each k = 0,1, . . . , p − 1, we have Rμ(k;p) ∼=Sn IndSnWμ ϕ(k).
By the same argument as in the hook case, we can see that these isomorphisms are equivalent
to the following Sn × Cp-isomorphism
Rμ ∼=Sn×Cp IndSnWμ 1. (6.1)
Example 24. Let μ = (2,2,2) and p = 3. Then a = aμ(p) = (1,3,5)(2,4,6), and Wμ =
(S{1,2,3} × S{4,5,6})  〈a〉. The one-dimensional representation ϕ(k) of Wμ(3) is defined by
ϕ(k)(aj ) = ζ kj3 for j = 0,1,2, and ϕ(k)(τ ) = 1 for any τ ∈ Sμ.
Noting that p is a prime number, the same argument as in the previous section shows that the
isomorphism (6.1) is equivalent to the following theorem when l = p. Let μ = (rl) and n = lr .
We identify the elements of Sn/Sμ with the permutations σ = [σ1, σ2, . . . , σn] satisfying
σ1 < σ2 < · · · < σr,
σr+1 < σr+2 < · · · < σ2r ,
· · ·
σ(l−1)r+1 < σ(l−1)r+2 < · · · < σlr .
Theorem 25. Let l  2 be a positive integer, μ = (rl) be a rectangle, w an element of Sn, and ζ
a primitive lth root of unity. Then X˜μρ(w)(ζ ) = 0 implies that w is conjugate to an element τa of
Wμ (τ ∈ Sμ). Moreover, if w = τa ∈ Wμ for τ ∈ Sμ, then we have
X˜
μ
ρ(w)(ζ ) = 
{
σ ∈ Sn/Sμ | wσa−1 ≡ σ mod Sμ
}
.
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Hence Xμρ(w)(ζ ) = 0 forces the condition that ρ = lλ for some λ  r . Since the cycle types
of elements of Wμ are lλ, λ  r , it follows that w is conjugate in Sn to an element of Wμ.
Let w = τa be an element of Wμ, and lλ (λ  r) the cycle type of w. Then we have
X
μ
lλ(ζ ) =
〈
Q′μ(x; ζ ),plλ(x)
〉
= 〈(−1)(l−1)r (pl ◦ hr)(x),plλ(x)〉
= (−1)(l−1)r
〈∑
νr
z−1ν plν(x),plλ(x)
〉
= (−1)(l−1)r z−1λ
〈
plλ(x),plλ(x)
〉
.
Since 〈plλ(x),plλ(x)〉 = zlλ [11, I, (4.7)], it follows that
X
μ
lλ(ζ ) = (−1)(l−1)r z−1λ zlλ = (−1)(l−1)r ll(λ).
It is straightforward to show that ζ n(μ) = (−1)(l−1)r . Noting that l(ρ(w)) = l(λ), it follows that
X˜
μ
ρ(w) = ll(ρ(w)).
It remains to show that

{
σ ∈ Sn/Sμ | wσa−1 ≡ σ mod Sμ
}= ll(ρ(w))
for w = τa for some τ ∈ Sμ. Suppose that σ ∈ Sn/Sμ satisfies the condition wσa−1 ≡ σ mod-
ulo Sμ, i.e.,
τaσ = σπa, π ∈ Sμ, (6.2)
hence that the cycle types of w and πa coincide. Consider a cycle c of w of order kl, where k
is a positive integer. The left action of c on σ should coincide with the right action of one of
the cycles c′ of order kl. This shows that one can assign the kl components of the cycle c to the
positions of σ corresponding to the cycle c′, and there are l possible ways to assign the letters of
c to each position of σ corresponding to a cycle of πa of order kl. Since the number of cycles of
w is l(ρ(w)), there are ll(ρ(w)) elements of Sn/Sμ satisfying (6.2). 
Example 26. Take n = 15 and μ = (53). Then
a = aμ(l) = (1,6,11)(2,7,12)(3,8,11)(4,9,14)(5,10,15).
Let w = (1,2)(3,4)a ∈ Wμ. The cycle type of w is ρ(w) = (6,6,3). Let σ ∈ Sn/Sμ be such that
wσa−1 = σπa, π ∈ Sμ. A typical (but trivial) example is
σ0 = [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15].
It can be seen that cσ0, c2σ0, . . . , c5σ0 also satisfy (6.2). However, c3σ0, c4σ0, and c5σ0 are iden-
tified modulo Sμ with σ0, cσ0, and c2σ0, respectively. The same argument holds for other cycles
of w. Thus we have 33 = ll(w) elements of Sn/Sμ satisfying (6.2).
H. Morita / Advances in Mathematics 210 (2007) 479–497 497The following corollary refines the result of Lascoux–Leclerc–Thibon [10].
Corollary 27. Let l, μ = (rl), ρ  rl and ζ as above. Then it follows that Xμρ (ζ ) = 0 if and only
if every component of ρ is a multiple of l. In this case, Xμρ (ζ ) = (−1)(l−1)r ll(ρ).
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