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1 ABSTRACT 
 
Many texture based image retrieval researches use 
global texture features for representing and retrieval 
of images from image database.  Generally such 
researches suffer from misrepresentation of local 
information leading to inefficient image retrieval 
performance.  This paper focuses on extracting local 
Haralick’s texture feature based on predetermined 
region using color co-occurrence matrix method 
(CCM).  Extensive experimental investigations 
were conducted to determine the best out of eleven 
Haralick’s texture features that will provide the 
most efficient image retrieval performance based on 
precision and recall criterion.  Evaluations of the 
retrieval performance were made based on 1000 
selected images from Coral image database.    From 
the experimental findings, it is interesting to note 
that for certain image categories, only six features  
of the eleven Haralick’s texture features namely 
homogeneity, sum of squares and sum average, sum 
variance, difference entropy and information 
measure correlation I provides the best image 
retrieval performance.  This finding has important 
implication on the use of correct ‘contributed 
features’ from Haralick texture features for certain 
image properties as well as leading to less 
computational processing time due to less 
processing involved.   
 
KEYWORDS  
Color Co-occurrence matrix, Haralick’s texture 
features, contributed features, good features, texture 
based image retrieval  
2 INTRODUCTION   
Content based image retrieval (CBIR) has 
become an active research area since the early 
1990s.  Low level features such as color and 
texture features were widely used in CBIR [1] 
and these features may be extracted from either   
global or local regions from the images. Color 
histogram, which is the first order statistical 
measure, is usually represent color features that 
were extracted from global image [2]. This 
method ignored the spatial distribution and 
local variation in color image. Local spatial 
variation of pixel intensity commonly were 
used to capture texture information, this is an 
establish method known as Grey level Co 
Occurrence Matrix (GLCM) [3]. The GLCM 
method initially used grey image, but for a 
decade, the study of texture information were 
extended for color images [4]. The method 
proposed in this paper is based on the grey level 
techniques that adapted from the color 
information.    
 
 
3 METHODOLOGY  
 
 In this section, the methodology of the 
proposed method is presented. The block of the 
proposed methodology was shown as in Figure 
1. Firstly, all images are converted into CIE 
Lab color space [5] and divided into a sub-
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region [6]. The sub-region are then separated 
into their color bands as L, a and b and for this 
work only a, b and ab band will be used [7].  
Color Cooccurence Matrix (CCM) based on 
pixel neighbourhood and direction were 
generated for each block. Then, eleven Haralick 
features were extracted from CCM. Finally, 
based on the average Precision and Recall 
(APR) for each features, we will identify which 
features are the most contributed for image 
retrieval and known as good features.   
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
Figure 1. The block process 
 
 
 
3.1 Generated Color  Cooccurrence Matrix     
      from block color image  
 
 
The GLCM technique for texture analysis has 
been defined for grayscale images [3]. The 
extension of this technique is proposed to be 
used for color images and statistical features are 
computed for each band of the color space [9].  
The proposed method is different from previous 
research in terms of the generated of CCM. 
According the proposed method the CCM is 
defined for each color space.  
 
Definition 1: 
  
  Let k to be three color bands of this color 
space, where k∈ { L,a,b }. CCM defined 
as            where k= color band, s= block, 
d=distance and o=orientation.   
 
    All of the Haralick texture features computed 
are based on the block CCM.  For block color 
image of image I, denoted as            where 
k represent color’s band whether a, b or ab, s is 
number of block,    ,s =1,2,3..6, d is distance, 
   ,d =1,2,3..4 and o represent the orientation, 
   ,o = 
 ,    ,          . With this 
definition, it will produce 34 (16 from band a, 
16 from band b and 2 from band ab) block 
CCM. Thus, each image I, 204 (34 x 6) blocks 
of CCM are generated. For example one block 
image I, denoted as: 
  
           ,           ,            , 
           ,           ,            , 
            ,                        , 
            ,            ,           , 
            ,             ,             , 
                      ,            , 
           ,          ,            , 
            ,            ,             
            ,            , ,           ,
            ,             ,             , 
           ,            ,             . 
 
Finally, the calculation block for an image 
(       , simplified as shown in the equation 
below: 
 
        = ∑  
  
                       +             
              ∑                          + 
Images 
Transform into CIE lab 
Divided into sub-region 
Generated CCM 
Extract  HaralickTexture 
features 
Similarity matching and 
performance measure 
Determination of 
contributed and good 
features 
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 ∑                         (1)
  
Where s=1,2,3,4,5 and 6,  d=1,2,3 and 4, o= 
  ,    ,    and      for k=a and b 
meanwhile for k=ab, the value of s=1,2,3,4,5 
and 6, d=1, and o=   ,    . 
 
3.2 Extraction Haralick Features  
 
 Eleven Haralick features were extracted from 
block CCM (       ). These features are as 
follows:  
 
   i. Contrast (f2) =  ∑ ∑                (2)         
 ii. Energy (f2) =∑ ∑            (3) 
 iii. Entropy (f3)= -∑∑                  (4) 
 iv. Homogeneity (f4)= ∑ ∑        
                   (5)   
v. Sum of squares: variance 
 (f5) =∑ ∑                  (6) 
vi. Sum of average (f6)=∑      
   
   (i). (7) 
vii.  Sum variance (f7) = 
 ∑           
   
         (8)
           where f =  ∑      
   
   (i).          
  viii. Sum entropy (f8) 
= - ∑     
   
         {       } (9) 
  ix. Difference entropy  
(f9)= -∑     
    
         {       } 
                          (10) 
 
   x. Information measure correlation 1 
 (f10)= 
        
   {    }
            (11) 
 
  xi. Information measure correlation 2 
 (f11)=                         
                            (12) 
       where HXY  =   ∑ ∑                    , 
        HX and HY are entropies of    and   ,       
       and 
       HXY1  =   ∑ ∑           {          (j)} 
   HXY2=   ∑ ∑      (i)    
(j)log{           } 
 
 For each image I, it contain 204 block CCM 
(        and eleven Haralick features are 
extracted. Finally there is 2244 (204x6x11) 
features vector for one image. 
  
 
 
3.3 Similarity Matching and Performance  
      Measure 
 
The distance between query image X, and index 
images in database Y, were calculated using 
Euclidean distance as shown in equation 13 [8].  
 
  (X,Y) = ( ∑                 
        + 
                ( ∑                 
         + 
( ∑                   
                 (13)
  
 
Where    =   ∑  
  
                   , 
   =  ∑  
  
                    ,  
     =∑  
  
                     and  
   as the number of features in block j of image. 
 
To compare the retrieval performance between 
different experiments, precision and recall were 
used. Precision (P) is defined as the ratio of 
number of relevant images retrieved (  ) to the 
number of total of the images retrieved K,  
whilst Recall (R) is defined as the number of 
retrieved relevant images   , over the total 
number of relevant images available  in the 
database  .  
  
 Recall =
  
  
         (14) 
  Precision= 
  
 
        (15) 
 
3.4 Determination of the ‘contributed    
features’ and ‘good features’   
 
Equation (16) is used to compute the Mean of 
Average Precision and Recall (MAPR) of each 
feature and represent it can be represented a bar 
graph.  
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Mean of APR (MAPR) for each features  
 = ∑
  
 
 
                             (16) 
 
 where   is average precision and recall of 
features and i = 1,2,3…11 and n=8.   
 
The definition of ‘contributed features’ is 
derived based on this value and is given below: 
 
Definition 2. 
 
Let T= {  , i=1, 2, 3…11} represent the value 
of APR of features for each category, w 
represent value of MAPR (threshold) 
respectively. Set of C’ contributed features’ is 
selected based on the following condition: 
C = {   ,        T and      w }                   (17) 
 
Based on the result of the frequency of 
‘contribute features’ appear in the categories as 
shown in Figure 3, the following process is 
selected the ‘good features’. The ‘good 
features’ is selected from ‘contribute features’ 
if the frequency of ‘contributed features’ 
occurrences in all category equal to 50% and 
above (threshold). The aim of the process to 
obtain the ‘good features’ to reducing the 
processing time, due to less processing 
involved and increase the performance for 
image retrieval. The definition of ‘good 
features’ is calculated based on this value and is 
given below: 
Definition 3. 
Let D= {  , i=1,2,3,..n} be a set of ‘contributed 
features’ in all categories and G is a set of 
‘good features’. G is obtained with the 
following: 
G={   ,        D and      v} where v is 
frequency threshold.                                (18) 
4 EXPERIMENTAL  
The database in this experiment was developed 
by Professor Wang and his colleagues from 
Pennsylvania State University. It is actually a 
subset of Corel database and available is at 
http://wang.ist.psu/edu.This database contains 
1000 of color images and was already 
categorize into 10 categories. The classification 
has been made based on semantic view such as 
a category 1 is African people and village, 
category 2 is Beach, category 3 is building, 
category 4 is Buses, category 5 is Dinosaur, 
category 6 is Elephants, Category 7 is Flowers, 
Category 8 is Horses, category 9 is Mountains 
and Glaciers and finally category 10 is Food. 
Fig. 2 shown an example of an images.  
 
The experiments had been conducted using the 
Matlab version R2800a and Microsoft access  
database. The specification of computer is Intel 
Core Duo processor(2.1 GHz, 800 Mhz), 4 GB 
Memory and 320 GB HDD.    database. The 
specification of computer is Intel Core Duo 
processor(2.1 GHz, 800 Mhz), 4 GB Memory 
and 320 GB HDD. 
 
 
 
 
 
 
 
 
 
 
Figure 2. Example of images 
5 RESULT DISCUSSIONS 
 
Figure 4(a) to 4(j) shows the retrieval result of 
APR on recall range [0.1 to 0.8] for each 
category. To evaluate and determine the 
‘contributed features’ the mean of APR 
(MAPR) for each features is calculated and 
mark as   . Based on equation (17), 
‘contributed features’ are computed and 
     
   cat.1           cat.2       cat.3        cat.4       cat.5
   
     
   cat. 6       cat.7          cat.8       cat. 9       cat.10 
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simplified in Table 1. The other discussion 
based on frequency of ‘contributed features’ 
appear in all the categories, shown as Figure 3 
and finally to determine the ‘good features’. 
According definition 3, its found and conclude 
the features         ,    ,    ,    , and     as a good 
features. 
 
Table 1. The ‘contributed features’ 
 
Category ‘contributed  features’  
African            and      
Beach            and     
Building            and      
Buses           and        
Dinosaur        ,         and      
Elephants                          and  
    
Flowers      and       
Horses              and        
Mountains           and        
Food           and        
 
 
 
 
 
Figure 3. The frequency of ‘contributed’ features 
appears in the image database. 
 
6.  CONCLUSION  AND FUTURE WORK 
 
In this paper, we have presented the use of local 
Haralick’s texture features to represent and 
retrieve images from image database based on 
predetermined region using CCM method. 
From the experimental result ‘contributed 
features’ can be determined and have potential 
to be ‘good features’ based on the frequency of 
its existence in each image category. Our 
experiment shows that, contributed features is 
an appropriate set of input to produce a good 
performance for image retrieval and determined 
a ‘good features’ as well as leading to  reduce 
computational processing time due to less 
processing involved.  In the future, we plan to 
extend our experiment using combination of 
‘good features’ and compare the performance 
with the establish method such as Principal 
Component Analysis (PCA) to support this 
finding.  
 
 
 
 
 
 
 
 
Figure 4 (a). Comparison APR (0.01-0.8) for cat. 1 
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Figure 4 (c). Comparison APR (0.01-0.8) for cat. 3  
 
 
 
Figure 4 (b). Comparison APR (0.01-0.8) for cat. 2 
 
 
 
 
 
 
Figure 4 (d). Comparison APR (0.01-0.8) for cat. 4 
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Figure 4 (e). Comparison APR (0.01-0.8) for cat. 5                          Figure 4 (f). Comparison APR (0.01-0.8) for cat. 6  
 
      
 
Figure 4 (g). Comparison APR (0.01-0.8) for cat. 7 
  
 
 
 
   
 
 
Figure 4 (h). Comparison APR (0.01-0.8) for cat. 8   
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Figure 4 (i). Comparison APR (0.01-0.8) for cat. 9   
              
         
 
 
Figure 4 (j). Comparison APR (0.01-0.8) for cat. 10   
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