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TRANSVERSAL INTERSECTION AND SUM OF POLYNOMIAL
IDEALS
JOYDIP SAHA, INDRANATH SENGUPTA, AND GAURAB TRIPATHI
ABSTRACT. In this paper we derive some conditions for transversal in-
tersection of polynomial ideals. We exhibit some examples. Finally, as
an application of the results proved, we compute the Betti numbers for
ideals of the form I1(XY ) + J , where X and Y are matrices and J is
the ideal generated by the 2 × 2 minors of the matrix consisting of any
two rows ofX .
1. INTRODUCTION
Ideals I and J are said to intersect transversally if I ∩ J = IJ . We have
observed the interesting fact that for transversally intersecting ideals I and
J in the polynomial ring R, the tensor product of minimal free resolutions
of R/I and R/J is a minimal free resolution of R/(I + J); see 2.2. As
a part of part of a bigger study of understanding the syzygies of ideals of
the form I + J , where I and J are both determinantal, we were motivated
to look for criterion for transversal intersection of polynomial ideals; see
2.5. We have come across some natural classes of ideals in the polynomial
ring which intersect transversally with the rational normal curves and with
the determinantal ideals of the form I1(XY ); see 3.6, 3.7. Let us briefly
introduce ideals of the form I1(XY ) and their sum with other determinantal
ideals, which are extremely relevant in the field of algebra and geometry and
therefore forms the central theme of our study.
Let K be a field and {xij ; 1 ≤ i, j ≤ n}, {yj; 1 ≤ j ≤ n} be indeter-
minates overK; n ≥ 2. Let R := K[xij , yj] denote the polynomial algebra
overK. LetX denote an n× n matrix such that its entries are the variables
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xij and it is either generic or symmetric generic. Let Y = (yj)n×1 be the
n×1 column matrix. Let I1(XY ) denote the ideal generated by the polyno-
mials gj , which are the 1×1minors or entries of the n×nmatrixXY . The
primality, primary decomposition and Betti numbers of ideals of the form
I1(XY ) have been studied in [13] and [14], with the help of Gro¨bner bases
for I1(XY ).
Ideals of the form I1(XY ) + J are particularly interesting when J is
also determinantal. They occur in several geometric considerations like
linkage and generic residual intersection of polynomial ideals, especially
in the context of syzygies. Bruns-Kustin-Miller [11] resolved the ideal
I1(XY ) + Imin(m,n)(X), where X is a generic m × n matrix and Y is a
generic n × 1 matrix. Johnson-McLoud [6] proved certain properties for
the ideals of the form I1(XY ) + I2(X), where X is a generic symmet-
ric matrix and Y is either generic or generic alternating. These ideals We
have considered the ideal I1(XY ) + I2(X˜ij) (see section 4), where X˜ij is
the matrix consisting of the i-th and the j-th rows of X . In an attempt to
prove the Cohen-Macaulay property of the ring R/(I1(XY ) + I2(X˜ij)),
1 ≤ i < j ≤ n, we ended up with an explicit construction of the minimal
free resolution. In the process of doing so, we have encountered several
examples of transversal intersection of ideals, vide Lemmas 6.2 and 7.4;
linear quotients, vide Lemma 6.3 and use the technique of iterated mapping
cone along with 2.2 as an effective tool.
2. CRITERION FOR TRANSVERSAL INTERSECTION OF POLYNOMIAL
IDEALS
Definition 1. Two ideals I and J in the polynomial ring are said to intersect
transversally if I ∩ J = IJ .
Definition 2. Let T ⊂ R be a set of monomials. We define
supp(T ) = {(i, j, 0) | xij divides m for somem ∈ T} ∪
{(0, 0, k) | yk divides m for somem ∈ T}.
If T = {m}, then we write supp(m) instead of supp({m}).
Lemma 2.1. Let > be a monomial ordering on R. Let I and J be ideals
in R and let m(I) and m(J) denote unique minimal generating sets for
their leading ideals Lt(I) and Lt(J) respectively. Then, I ∩ J = IJ if
supp(m(I))∩supp(m(J)) = ∅. In other words, the ideals I and J intersect
transversally if the set of variables occurring in the set m(I) is disjointed
from the the set of variables occurring in the setm(J).
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Proof. Let f ∈ (I ∩ J) \ IJ . Let r denote the remainder term after division
of f by a Gro¨bner basis of IJ with respect to the monomial order <. Now
r ∈ I ∩ J implies that r ∈ I and therefore Lt(r) ∈ Lt(I). Hence, there
exists monomial mi ∈ m(I) such that mi | Lt(r). Similarly, there exists
monomial mj ∈ m(J) such that mj | Lt(r). Given that mi and mj are of
disjoint support, we havemimj | Lt(r) and this proves that Lt(r) ∈ Lt(IJ),
which is a contradiction. 
The notion of transversal intersection of ideals I and J become particu-
larly useful while resolving ideals of the form I + J . We say that I and J
intersect transversally if I ∩ J = IJ . Suppose that F· resolves R/I and G·
resolves R/J minimally. It is interesting to note that if I and J intersect
transversally, then the tensor product complex F⊗R G resolves R/(I + J)
minimally; see Lemma 2.2. Therefore, it is useful to know if two ideals in-
tersect transversally, especially when one is trying to compute minimal free
resolutions and Betti numbers for ideals of the form I + J , through iterated
techniques; see [5].
Lemma 2.2. Let I and J be graded ideals in the standard graded polyno-
mial ringR = k[x1, . . . , xn] over a field k. Let us assume that I∩J = I ·J .
Suppose that F and G are minimal graded free resolutions of I and J re-
spectively. Then F ⊗G is a minimal graded free resolution for the graded
ideal I + J .
Proof. Suppose that R̂ = k[[x1, . . . , xn]]. We have I ⊗R R̂ ∼= IR̂ and
(I ∩ J) ⊗R R̂ ∼= IR̂ ∩ JR̂, since R̂ is a flat R algebra (see Theorem 7.4
in [8]). Hence, IR̂ ∩ JR̂ = (IR̂)(JR̂). Let FI and FJ denote minimal
graded free R-resolutions of the ideals I and J respectively. Since R̂ is a
flatR algebra and entries of each matrix that occurs in FI are homogeneous,
we have EI = FI ⊗R R̂ is a minimal free resolution of IR̂. Similarly,
EJ = FJ ⊗R R̂ is a minimal free resolution of JR̂.
We first prove that EI ⊗R̂ EJ is a minimal free resolution for IR̂ + JR̂.
Consider the short exact sequence 0 −→ IR̂ −→ R̂ −→ R̂/IR̂ −→ 0 and
tensor it with R̂/JR̂ over R̂. We get the exact sequence
0 −→ TorR̂1
(
R̂/IR̂, R̂/JR̂
)
−→ IR̂/(IR̂·JR̂) −→ R̂/JR̂ −→ R̂/(IR̂+JR̂) −→ 0.
The terms on the left are 0 since R̂ is a flat R̂ module. Moreover, the kernel
of the map from IR̂/IR̂ · JR̂ −→ R̂/JR̂ is R̂ ∩ JR̂/IR̂ · JR̂. There-
fore TorR̂1
(
R̂/IR̂, R̂/JR̂
)
= 0 if and only if IR̂ ∩ JR̂ = IR̂ · JR̂. By
Corollary 1 of Theorem 3 proved in [7], TorR̂1
(
R̂/IR̂, R̂/JR̂
)
= 0 implies
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that TorR̂1
(
R̂/IR̂, R̂/JR̂
)
= 0 for all i ≥ 1. Therefore, Hi(EI ⊗R̂ EJ) ≃
TorR̂1
(
R̂/IR̂, R̂/JR̂
)
= 0 for all i ≥ 1 and H0(EI ⊗R̂ EJ ) ≃ R̂/(IR̂ +
JR̂). This proves that EI ⊗R̂ EJ resolves IR̂ + JR̂. The resolution is
minimal since both EI and EJ are minimal.
We now show that FI ⊗R FJ is a minimal free resolution of IR̂ + JR̂.
Let Hi be the i-th homology of the complex FI ⊗R FJ , then Hi is a graded
finitely generated R-module. Since R̂ is a flat R algebra and EI ⊗R̂ EJ
is a minimal free resolution of IR̂ + JR̂, we have Hi ⊗R R̂ = 0. Let
m = 〈x1, . . . , xn〉 be the maximal relevant ideal in the standard graded
polynomial ring R. Now (Hi ⊗R R̂) ⊗R R/m ∼= (Hi/mHi ⊗R R̂/mR̂) ∼=
(Hi/mHi ⊗R/mR R̂/mR̂) = 0. Therefore Hi/mHi = 0 and using graded
Nakayama Hi = 0. Since all entries of matrices that occur in FI ⊗R FJ
are homogeneous we have FI ⊗R FJ is a minimal graded free resolution of
I + J . 
Theorem 2.3 (Rees). Let N be an R module, h1, . . . , hk be an N-regular
sequence in R and J = 〈h1, . . . , hk〉. Let Y = y1, . . . , yk be indetermi-
nates over R. If F (y1, . . . , yk) ∈ N [Y ] is homogeneous of degree r and
F (h1, . . . , hk) ∈ J
r+1N then the coefficients of F are in JN .
Proof. See Theorem 1.1.7 in [1]. 
Lemma 2.4. Let h1, . . . , hk be a regular sequence in R. Let J denote the
ideal 〈h1, . . . , hk−1〉. Then hk is not a zero divisor inR/J
r, for every r ≥ 1.
Proof. We use induction on r. For r = 1, the result follows from the fact
that h1, . . . , hk is a regular sequence in R. Let us assume that hk is not a
zero divisor in R/Jr−1. Let hkp ∈ J
r, hence hkp ∈ J
r−1. By the induction
hypothesis we have p ∈ Jr−1. We can write
p =
∑
λ1+···+λk−1=r−1
β(λ1,··· ,λk−1)h
λ1
1 · · ·h
λk−1
k−1 .
Let us consider the homogeneous polynomial F (y1, . . . , yk−1) of degree
r − 1 in R[y1, . . . , yk−1], given by
F (y1, . . . , yk−1) =
∑
λ1+···+λk−1=r−1
hkβ(λ1,··· ,λk−1)y
λ1
1 · · · y
λk−1
k−1 .
Then, F (h1, . . . , hk−1) = hkp ∈ J
r. By Theorem 2.3, {hkβ(λ1,··· ,λk−1) |
λ1 + · · ·+ λk−1 = r− 1} ⊂ J . Given that h1, . . . , hk be a regular sequence
in R, we have {β(λ1,··· ,λk−1) | λ1 + · · · + λk−1 = r − 1} ⊂ J . Hence,
p ∈ Jr. 
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Theorem 2.5. Let I and J be ideals in R, such that J is generated by an
R/I regular sequence g1, g2, · · · , gk. Then,
(i) I ∩ J = IJ .
(ii) I ∩ Jr = IJr, for all positive integers r.
Proof. (i) We use induction on the length k of the R/I-regular sequence
generating the ideal J . For k = 1, let α ∈ I ∩ J . Then since α ∈ J , we can
write α = g1r1 for some r1 ∈ R. Therefore, r1g1 ∈ I and r1g1 = 0 ∈ R/I .
The element g1 is not a zero divisor in R/I , by hypothesis. Therefore,
r1 = 0 ∈ R/I and hence r1 ∈ I . This shows that α = r1g1 ∈ IJ . We
assume that the statement is true for k − 1. Let α ∈ I ∩ J . Since α ∈ J ,
we can write α = r1g1 + r2g2 + · · · + rkgk, for some α1, . . . , αk in R.
Now α ∈ I , therefore rkgk ∈ R/(I + 〈g1, g2, · · · , gk−1〉). The elements
g1, g2, · · · , gk being a regular sequence in R/I , we have rk = 0, that is,
rk ∈ I + 〈g1, g2, · · · , gk−1〉. Let rk = r
′
1g1 + r
′
2g2 + · · · + r
′
k−1gk−1 + h,
where h ∈ I and r
′
1, r
′
2, · · · , r
′
k−1 ∈ R. Therefore, α = (r1+r
′
1gk)g1+(r2+
r
′
2gk)g2 + · · ·+ (rk−1 + r
′
k−1gk)gk−1 + hgk. We have hgk ∈ I ∩ J . Hence
it is enough to show that α
′
= α − hgk ∈ IJ . Let J
′
= 〈g1, g2, · · · , gk−1〉.
Then {g1, g2, · · · , gk−1} being a part of a regular sequence, is a regular
sequence in R/I . By the induction hypothesis, we have I ∩ J ′ = IJ ′.
Now α ∈ I implies that α − igk ∈ I and therefore α
′ ∈ I . Also, α′ ∈
〈g1, g2, · · · , gk−1〉 = J
′
. Therefore α′ ∈ I ∩ J ′ = IJ ′ ⊆ IJ . 
(ii)We use induction on r. For k = 1 the result trivially holds for all r ≥ 1
by (i). We assume by induction that for I ∩ Js = IJs for all 1 ≤ s < r.
Now we prove that the result holds good for s = r. Let xk ∈ I ∩ J
r. Every
element of Jr can be written in the form∑
i1+i2+···+ik=r
αi1,i2,··· ,ikg
i1
1 · · · g
ik
k .
Therefore, we can write xk = gkγk + βk, where βk ∈ 〈g1, · · · , gk−1〉
r and
γk ∈ J
r−1. We know that gk is not a zero divisor inR/(I+ 〈g1, · · · , gk−1〉).
It follows by 3.1 that gk is also a non-zero divisor inR/(I+〈g1, · · · , gk−1〉
r).
We know that xk ∈ I ⊆ I + 〈g1, · · · , gk−1〉
r. Therefore, xk = 0 in
R/I + 〈g1, · · · , gk−1〉
r and hence gkγk = 0. This proves that γk = 0
in R/I + 〈g1, · · · , gk−1〉
r. Let γ1 = ik + αk, where ik ∈ I and αk ∈
〈g1, · · · , gk−1〉
r. Hence, ik = γk − αk ∈ I ∩ J
r−1 and therefore ik ∈
I ∩ Jr−1 = IJr−1, by the induction hypothesis on r. It follows that
gki ∈ IJ
r. In order to show that xk = gk(ik + αk) + βk ∈ IJ
r, it
is therefore enough to prove that xk−1 := gkαk + βk ∈ IJ
r. We have
xk−1 ∈ I ∩ 〈g1, . . . , gk−1〉
r. We continue this process to produce xk−2,
xk−3, . . . , x1, such that xi ∈ I ∩ 〈g1, . . . , gk−i+1〉
r, for every i = 1, . . . , k.
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In particular, x1 ∈ I∩〈g1〉
r = I·〈g1〉
r. Then, it follows that x2 ∈ I·〈g1, g2〉
r.
We can successively go back and prove that xk ∈ IJ
r. 
Recently, Professor G. Valla pointed out the resemblance of Lemma 2.5
in this paper and Lemma 1.1 in [12].
3. TRANSVERSAL INTERSECTION WITH THE RATIONAL NORMAL
CURVE
Let S = K[x1, . . . , xn+1], where xi’s are indeterminates over the field
K. Let N =
(
x1 x2 x3 · · · xn
x2 x3 x4 · · · xn+1
)
and let I2(N) denote the ideal
generated by the 2 × 2 minors of the matrix N in S. The ideal I2(N) is
the defining ideal of the rational normal curve in the projective space under
the standard parametrization. Our aim in this section is to show that some
natural classes of ideals J in the polynomial ring intersect transversally with
the ideal I2(N). This information helps us write the minimal free resolution
of the sum ideal I2(N)+J , since the tensor product complex of the minimal
free resolutions of I2(N) and J resolve I + J minimally; see Lemma 3.7 in
[13]. The main theorems in this section are Theorems 3.6 and 3.7. We first
prove the following Lemmas.
Lemma 3.1. Let I and J be ideals in S, such that J = 〈x〉, where x is a
non-zero polynomial in S. Then I ∩ J = IJ if and only if x is not a zero
divisor in R/I .
Proof. Let xg = 0 in R/I . Then, xg ∈ I and also xg ∈ J . Therefore,
xg ∈ I ∩ J = IJ . We can write xg = xg
′
, for some g
′
∈ I . This shows
that x(g− g′) = 0 an hence g = g′ ∈ I . The converse follows from Lemma
2.5. 
Lemma 3.2. The ideals I2(N) and 〈x
a
1 + x
b
n+1〉, where a, b ∈ N, intersects
transversally.
Proof. The ideal I2(N) is kernel of the homomorphism ζ : S → k[s, t]
defined as ζ(xi) = s
n−i+1ti−1, 1 ≤ i ≤ n+1. Therefore, the ideal I2(N)
is a prime ideal. Again, xa1+x
b
n+1 /∈ I2(N), since ζ(x
a
1+x
b
n+1) = s
na+tnb 6=
0. Therefore, xa1 + x
b
n+1 is not a zero divisor inR/I2(N). Hence, by lemma
3.1, the ideals I2(N) and 〈x
a
1 + x
b
n+1〉 intersect transversally. 
Lemma 3.3. Let a, b be natural numbers. Then,
(i) The projective dimension of R/(I2(N) + 〈x
a
1 + x
b
n+1〉) is n.
(ii) R/(I2(N) + 〈x
a
1 + x
b
n+1〉) is Cohen-Macaulay.
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Proof. (i) The minimal free resolution of R/I2(N) is given by the Eagon-
Northcott complex of length n − 1. The ideals I and 〈xa1 + x
b
n+1〉 inter-
sect transversally by Lemma 3.2. Therefore, a minimal free resolution of
R/(I2(N)+〈x
a
1+x
b
n+1〉) is given by the tensor product complex of the min-
imal free resolutions ofR/I2(N) andR/〈x
a
1+x
b
n+1〉 by Lemma 2.2. There-
fore, it follows that the projective dimension of R/(I2(N) + 〈x
a
1 + x
b
n+1〉)
is n(= n− 1 + 1).
(ii) Projective dimension of R/(I2(N) + 〈x
a
1 + x
b
n+1〉) is n, therefore, by
the Auslander Buchsbaum theorem depth(R/(I2(N) + 〈x
a
1 + x
b
n+1〉)) = 1.
Again I2(N) is a prime ideal of height n − 1 and xa1 + x
b
n+1 is a non-zero
divisor of R/I2(N), therefore, by the Krull’s principal ideal theorem height
of I2(N) + 〈x
a
1 + x
b
n+1〉 is n. Hence, dim(R/(I2(N) + 〈x
a
1 + x
b
n+1〉)) = 1
and therefore R/(I2(N) + 〈x
a
1 + x
b
n+1〉) is Cohen-Macaulay. 
Lemma 3.4. Let a, b, c be natural numbers. Let p be a prime ideal such
that I2(N)+ 〈x
a
1 +x
b
n+1, x
c
n〉 ⊂ p. Then, p = 〈x1, . . . , xn+1〉 and hence the
height of the ideal I2(N) + 〈x
a
1 + x
b
n+1, x
c
n〉 is n + 1.
Proof. We use induction to prove xn−i ∈ p, for all 0 ≤ i ≤ n − 2. Since p
is a prime ideal and xcn ∈ I2(N) + 〈x
a
1 + x
b
n+1, x
c
n〉 ⊂ p, therefore xn ∈ p.
Let us assume that xn−i ∈ p for some i. Again xn−ixn−i−2 − x
2
n−i−1 ∈
I2(N) + 〈x
a
1 + x
b
n+1, x
c
n〉 ⊂ p. By the induction hypothesis xn−i ∈ p,
therefore we have xn−i−1 ∈ p. Therefore xn−i ∈ p for all 0 ≤ i ≤ n− 2.
As x1xn+1 − x2xn ∈ p and xn ∈ p we have x1xn+1 ∈ p hence x1 or
xn+1 ∈ p. If x1 ∈ p, then x
a
1 ∈ p which implies that x
b
n+1 ∈ p. Hence
xn+1 ∈ p. If xn+1 ∈ p, then similarly we can show that x1 ∈ p and hence
p = 〈x1, . . . , xn+1〉. 
Lemma 3.5. xln is not a zero divisor in R/(I2(N) + 〈x
a
1 + x
b
n+1〉).
Proof. Suppose that it is a zero divisor, then it is contained in an associated
prime ideal of R/(I2(N) + 〈x
a
1 + x
b
n+1〉). But, R/(I2(N) + 〈x
a
1 + x
b
n+1〉)
being Cohen-Macaulay, the prime ideal has to be minimal. We know that
the height of the ideal I2(N)+ 〈x
a
1 +x
b
n+1〉 is n. Hence, any minimal prime
ideal ofR/(I2(N)+〈x
a
1+x
b
n+1〉) has height 0. In other words, any minimal
prime ideal containing (I2(N) + 〈x
a
1 + x
b
n+1〉) has height n. But any prime
ideal containing both (I2(N) + 〈x
a
1 + x
b
n+1〉) and xn has height n+ 1 from
the previous lemma. Hence it cannot be minimal. 
Theorem 3.6. Let J denote the ideal 〈xa1+x
b
n+1, x
c
n〉 in the polynomial ring
S, such that a, b, c are in N. Then, I2(N) ∩ J = IJ .
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Proof. We have seen in Lemmas 3.2 and 3.5 that xa1 + x
b
n+1, x
c
n is a regular
sequence in R/I2(N). Hence, by Theorem 2.5, the ideals I2(N) and J
intersect transversally. 
Theorem 3.7. Let T = k[xij , yi], where i, j ∈ {1, . . . , n} Let
X =


x11 x12 . . . x1n
x21 x22 . . . x2n
. .
. .
. .
xn1 xn2 . . . xnn

 and Y =


y1
y2
.
.
yn


be generic matrices of indeterminates xrs and yk. Let fr =
∑n
s=1 xrsys, for
1 ≤ r ≤ n. Then, I1(XY ) = I = 〈f1, . . . , fn〉.
H =
(
xi1 xi2 . . xi(i−1) xi(i+1) . . xi(n−1) xin
xi2 xi3 . . xi(i+1) xi(i+2) . . xin xpq
)
,
1 ≤ p, q, i ≤ n and p 6= i, p 6= q
Let J = I2(H) be rational normal curve. Then I ∩ J = IJ .
Proof. Let us consider the monomial order
• x11 > x22 > · · · > xnn;
• xrs, ys < xnn for every 1 ≤ r 6= s ≤ n.
Then {f1, . . . , fn} forms a Gro¨bner basis of the ideal I and Lt(fr) = xrryr.
Therefore, supp(Lt(I))∩supp(Lt(J )) = ∅. Hence by Theorem ?? I∩J =
IJ . 
4. RESOLUTION OF SUMS OF IDEALS
• If X is generic and i < j; let X˜ij =
(
xi1 xi2 · · · xin
xj1 xj2 · · · xjn
)
.
• If X is generic symmetric and i < j; let
X˜ij =
(
x1i · · · xii · · · xij · · · xin
x1j · · · xij · · · xjj · · · xjn
)
.
• Let Gij denote the set of all 2× 2 minors of X˜ij .
• Let I2(X˜ij) denote the ideal generated Gij .
Lemma 4.1. Suppose that X is either generic or generic symmetric. The
set Gij is a Gro¨bner basis for the ideal I2(X˜ij), with respect a suitable
monomial order.
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Proof. We choose the lexicographic monomial order given by the following
ordering among the variables: xst > xs′ t′ if (s
′
, t
′
) >lex (s, t) and yn >
yn−1 > · · · > y1 > xst for all s, t. We now apply Lemma 4.2 in [13] for the
matrixX t and for k = 2. 
Our aim in this paper is to prove the following theorem:
Theorem 4.2. LetX = (xij) be either the generic or the generic symmetric
matrix of order n. Let 1 ≤ i < j ≤ n.
(1) The total Betti numbers for the ideal I2(X˜ij) + 〈gi, gj〉 are given by
b0 = 1, b1 =
(
n
2
)
+2, b2 = 2
(
n
3
)
+n, bi+1 = i
(
n
i+1
)
+(i− 2)
(
n
i
)
, for
2 ≤ i ≤ n− 2 and bn = n− 2.
(2) Let 1 ≤ k ≤ n−2. Let βk,p denote the p-th total Betti number for the
ideal I2(X˜ij)+〈gi, gj, gl1, . . . , glk〉, such that 1 ≤ l1 < . . . < lk ≤ n
and lt is the smallest in the set {1, 2, . . . , n} \ {i, j, l1, . . . , lt−1}, for
every 1 ≤ t ≤ k. They are given by βk,0 = 1, βk,p = βk−1,p−1 +
βk−1,p for 1 ≤ p ≤ n + k − 1 and βk,n+k = n− 2.
In particular, the total Betti numbers for the ideal I1(XY ) + I2(X˜ij) are
βn−2,0, βn−2,1, . . . , βn−2,2n−2.
5. PRELIMINARIES AND SOME HOMOLOGICAL LEMMAS
We first recall some useful results on determinantal ideals pertaining to
our work. We refer to [3], [4], [10] for detailed discussions on these.
Lemma 5.1. Let h1, h2 · · · , hn ∈ R be such that with respect to a suitable
monomial order on R, the leading terms of them are mutually coprime.
Then, h1, h2 · · · , hn is a regular sequence in R.
Proof. . See Lemma 2.1 in [14]. 
Theorem 5.2. Let K be a field and let xij : 1 ≤ i ≤ m, 1 ≤ j ≤ n be
indeterminates overK. LetA = (xij) be them×nmatrix of indeterminates
and Im(A) denotes the ideal generated by the maximal minors ofA. The set
of maximal minors of A is a universal Gro¨bner basis for the ideal Im(A).
Proof. See [3]. 
The Eagon-Northcott Complex. We present the relevant portion from the
book [4] here. Let F = Rf and G = Rg be free modules of finite rank over
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the polynomial ring R. The Eagon-Northcott complex of a map α : F −→
G (or that of a matrix A representing α) is a complex
EN(α) : 0→ (Symf−gG)
∗ ⊗ ∧fF
df−g+1
−→ (Symf−g−1G)
∗ ⊗ ∧f−1F
df−g
−→
· · · −→ (Sym2G)
∗ ⊗ ∧g+2F
d3−→ G∗ ⊗ ∧g+1F
d2
∧
g
F
∧gα
−→ ∧gG.
Here SymkG is the k-th symmetric power of G and M
∗ = HomR(M,R).
The map dj are defined as follows. First we define a diagonal map
(SymkG)
∗ → G∗ ⊗ (Symk−1G)
∗
u 7→
∑
i
u
′
i ⊗ u
′′
i
as the dual of the multiplication map G ⊗ Symk−1G −→ SymkG in the
symmetric algebra of G. Next we define an analogous diagonal map
∧kF −→ F ⊗ ∧k−1F
v 7→
∑
i
v
′
i ⊗ v
′′
i
as the dual of the multiplication in the exterior algebra of F ∗.
Theorem 5.3 (Eagon-Northcott). The Eagon-Northcott complex is a free
resolution of R/Ig(α) iff grade(Ig(α)) = f − g + 1 where Ig(α) denotes
the g × g minors of the matrix A representing α.
Proof. See [4]. 
Mapping Cone. We present the relevant portion from the book [10] here.
Let R be the polynomial ring. Let φ· : (U·, d·) → (U
′
· , d
′
·) be a map of
complexes of finitely generated R-modules. The mapping cone of φ· is the
complex W· with differential δ· defined as follows. Let Wi = Ui−1 ⊕ U
′
i ,
with δ|Ui−1 = −d + φ : Ui−1 −→ Ui−2 ⊕ U
′
i−1 and δ|U ′i
= d
′
: U
′
i → U
′
i−1
for each i.
Theorem 5.4. Let M be an ideal minimally generated by the polynomials
f1, . . . , fr. SetMi = 〈f1, . . . , fi〉, for 1 ≤ i ≤ r. Thus,M = Mr. For each
i ≥ 1, we have the short exact sequence
0 −→ S/(Mi : fi+1)
fi+1
−→ S/Mi −→ S/Mi+1 −→ 0.
If resolutions of S/Mi and S/(Mi : fi+1) are known then we can construct
a resolution of S/Mi+1 by the mapping cone construction.
Proof. See Construction 27.3 in [10]. 
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Lemma 5.5. Let
Ra1
A1−→ Ra2
A2−→ Ra3
be an exact sequence of free modules. LetQ1,Q2,Q3 be invertible matrices
of sizes a1, a2, a3 respectively. Then,
Ra1
Q−1
2
A1Q1
−→ Ra2
Q−1
3
A2Q2
−→ Ra3
is also an exact sequence of free modules.
Proof. The following diagram is a commutative diagram of free modules
and the vertical maps are isomorphisms:
Ra1
A1
// Ra2
A2
// Ra3
Ra1
Q1
OO
Q−1
2
A1Q1
// Ra2
Q2
OO
Q−1
3
A2Q2
// Ra3
Q3
OO
Therefore, Ra1
Q−1
2
A1Q1
−→ Ra2
Q−1
3
A2Q2
−→ Ra3 is exact since Ra1
A1−→ Ra2
A2−→
Ra3 is exact. 
Corollary 5.6. Let
Ra1
C
−→ Ra2
B
−→ Ra3
A
−→ Ra4
be an exact sequence of free modules. Let P1, P2, P3 be invertible matrices
of sizes a1, a2, a3 respectively. Then,
Ra1
P−1
2
CP1
−→ Ra2
BP2−→ Ra3
AP−1
3−→ Ra4
is also an exact sequence of free modules.
Proof. Consider the sequence Ra1
C
−→ Ra2
B
−→ Ra3 . If we take Q1 =
P1, Q2 = P2 and Q3 = I and apply Lemma 5.5, we get that the se-
quence Ra1
P−1
2
CP1
−→ Ra2
BP2−→ Ra3 is exact. We further note that the en-
tire sequence Ra1
P−1
2
CP1
−→ Ra2
BP2−→ Ra3
A
−→ Ra4 is exact as well, since
Im(B) = Im(BP2) and P2 is invertible. Let us now consider the sequence
Ra2
BP2−→ Ra3
A
−→ Ra4 . We take Q1 = Q3 = I , Q2 = P
−1
3 and apply
Lemma 2.3 to arrive at our conclusion. 
Lemma 5.7. Let
· · · −→ Rβn+1
An+1
−→ Rβn
An−→ Rβn−1
An−1
−→ Rβn−2 −→ · · ·
be an exact sequence of free R modules. Let aij denote the (i, j)-th entry
of An. Suppose that alm = ±1 for some l and m, ali = 0 for i 6= m and
ajm = 0 for j 6= l. Let A
′
n+1 be the matrix obtained by deleting the m-th
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row from An+1, A
′
n−1 the matrix obtained by deleting the l-th column from
An−1 and A
′
n the matrix obtained by deleting the l-th row and m-th column
from An. Then, the sequence
· · · −→ Rβn+1
A
′
n+1
−→ Rβn−1
A
′
n−→ Rβn−1−1
A
′
n−1
−→ Rβn−2 −→ · · ·
is exact.
Proof. The fact that the latter sequence is a complex is self evident. We
need to prove its exactness. By the previous lemma we may assume that
l = m = 1, for we choose elementary matrices to permute rows and
columns and these matrices are always invertible. Now, due to exactness
of the first complex we have An−1An = 0. This implies that the first col-
umn of An−1 is 0, which implies that Im(An−1) = Im(A
′
n−1). Therefore,
the right exactness of An+1 is preserved. By a similar argument we can
prove that the left exactness of A
′
n+1 is preserved.
Let (x) denote a tuple with entries from R. If (x) ∈ ker(A
′
n), then
(0,x) ∈ ker(An). There exists
(
y
)
∈ Rβn+1 such that An−1
(
y
)
= (0,x).
It follows that A
′
n−1
(
y
)
= (x), proving the left exactness of A
′
n. By a
similar argument we can prove the right exactness of A
′
n. 
Lemma 5.8. Let A be q × p matrix over R with aij = ±1, for some i and
j. Let C be a p × s matrix and B a r × q matrix over R. There exist an
invertible q × q matrixX and an invertible p× p matrix Y , such that
(i) (XAY )kj = δki and (XAY )ik = δjk, that is
XAY =


· · · 0 · · ·
· · · 0 · · ·
...
...
...
0 · · ·0 1 0 · · ·0
...
...
...
· · · 0 · · ·
· · · 0 · · ·


; 1 at the (i, j)−th spot.
(ii) (Y −1C)kl = Ckl for k 6= j and (Y
−1C)jl = Cjl +
∑
t6=i(ait)Ctl
(iii) (BX−1)kl = Bkl for l 6= i and (BX
−1)ki = Bki +
∑
t6=i(atj)Bkt.
Proof. (i) We prove for aij = 1. The other case is similar. We take Y =
Πk 6=jEjk(−aik) andX = Πk 6=iEki(−akj), where Ekl(α) denotes the matrix
E with Ekl = α, Ett = 1 and Eut = 0 for u 6= t and (u, t) 6= (k, l).
(ii) and (iii) are easy to verify. 
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Lemma 5.9. Let A be q × p matrix, C be a p × s matrix and B a r × q
matrix over R. The matrices A, B and C satisfy property Pij if they satisfy
the following conditions:
• Aij = 1 , Aik ∈ m for k 6= j and Akj ∈ m for k 6= i;
• Bki ∈ m, for 1 ≤ k ≤ r;
• Cjl ∈ m, for 1 ≤ l ≤ s.
The matrices XAY , BX−1 and Y −1C satisfy property Pij , if A, B, C
satisfy property Pij .
Proof. This follows from the above lemma since aik and akj belong to m.

6. BETTI NUMBERS OF I1(XY ) + I2(X˜ij)
Lemma 6.1. Let X be generic or generic symmetric matrix. Let i < j.
(i) ht(I2(X˜ij)) = n− 1.
(ii) The Eagon-Northcott complex minimally resolves the ideal I2(X˜ij).
Proof. (i) We show that f1, . . . , fn−1, given by fk = xikxj,k+1 − xjkxi,k+1,
1 ≤ k ≤ n− 1 form a regular sequence.
Let us first assume that X is generic. We take the lexicographic mono-
mial order induced by the following ordering among the variables: xi1 >
xi2 > · · · > xin > xj2 > xj3 > · · · > xjn > xj1 > xkl, such that xkl are
those variables which do not appear in X˜ij and the variables yp are smaller
than xj1. Then, Lt(fk) = xikxj,k+1 and hence gcd(Lt(fk),Lt(fl)) = 1 for
every k 6= l. Therefore, f1, . . . , fn−1 is a regular sequence by Lemma 5.1
and hence ht(I2(X˜)) ≥ n − 1. On the other hand, ht(I2(X˜)) ≤ n− 1, by
Theorem [13.10] in [8]. Hence, ht(I2(X˜)) ≤ n− 1.
If X is generic symmetric, then we have to choose the lexicographic
monomial order induced by xii > xij > x1i > x2i > · · · > xi−1,i >
xi,i+1 > · · · > xin > xjj > · · · > x̂ij > · · · > xj−1,j > xj,j+1 > · · · > xjn
and variables xkl not appearing in X˜ij and the variables yp are smaller than
xjn. 
(ii) The height of I2(X˜ij) is n − 1, which is the maximum. Hence, the
Eagon-Northcott complex minimally resolves the ideal I2(X˜ij). 
Lemma 6.2. Let X be generic or generic symmetric. Let i < j. Then
I2(X˜ij) ∩ 〈gi〉 = I2(X˜ij) · 〈gi〉, that is, the ideals I2(X˜ij) and 〈gi〉 intersect
transversally.
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Proof. Let X be generic. We choose the lexicographic monomial order
given by the following ordering among the variables: xst > xs′ t′ if (s
′
, t
′
) >
(s, t) and yn > yn−1 > · · · > y1 > xst for all s, t. Then, by Lemma 4.1
the set of all 2 × 2 minors forms a Gro¨bner basis for the ideal I2(X˜ij).
Clearly, the minimal generating set m(Lt(I2(X˜ij))) doesn’t involve the in-
determinates xin and yn, whereas Lt(gi) = xinyn. Hence, the supports of
m(Lt(I2(X˜ij))) and m(Lt(gi)) are disjoint. Therefore, by Lemma 2.1 we
are done.
Let X be generic symmetric. Once we choose the correct monomial
order, the rest of the proof is similar to the generic case. Suppose that
(i, j) = (n− 1, n). We choose the lexicographic monomial order given by
the following ordering among the variables:
y1 > yn > yn−1 > · · · > y2 > xn−1,n−1 > xn−1,n > x1,n−1 > x2,n−1 > · · · > xn−2,n−1
> xnn
> x1n > · · · > xn−2,n
> xst for all other s, t. 
Suppose that (i, j) 6= (n − 1, n). We choose the lexicographic monomial
order given by the following ordering among the variables:
yn > yn−1 > · · · > y1 > xii > xij > x1i > x2i > · · · > xi−1,i > xi,i+1 > · · · > xin
> xjj > · · · > xj−1,j > xj,j+1 > · · · > xjn
> xst for all other s, t. 
Lemma 6.3. Let X be generic and i < j. Then, (I2(X˜ij) + 〈gi〉 : gj) =
〈xi1, . . . , xin〉. If X is generic symmetric and i < j, then (I2(X˜ij) + 〈gi〉 :
gj) = 〈x1i, . . . , xi−1,i, xii, . . . , xin〉.
Proof. LetX be generic. We have xitgj = xjtgi+
∑n
k=1(xitxjk−xikxjt)yk.
Hence, 〈xi1, · · · , xin〉 ⊆ 〈I2(X˜ij) + 〈gi〉 : gj〉. Moreover, I2(X˜ij) + 〈gi〉 ⊆
〈xi1, · · · , xin〉 and gj /∈ 〈xi1, · · · , xin〉. The ideal 〈xi1, · · · , xin〉 being a
prime ideal, it follows that 〈xi1, · · · , xin〉 ⊇ (I2(X˜ij) + 〈gi〉 : gj). The
proof for the generic symmetric case is similar. 
7. MINIMAL FREE RESOLUTION OF I2(X˜ij) + 〈gi, gj〉
Our aim is to construct a minimal free resolution for the ideal I2(X˜ij) +
〈g1, . . . , gn〉. We have proved that the ideals I2(X˜ij) and 〈gi〉 intersect
transversally; see 6.2. The ideal I2(X˜ij) + 〈gi〉 can therefore be resolved
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minimally by Theorem 2.2. We have also proved that the ideal I2(X˜ij) +
〈gi〉 and the ideal 〈gj〉 have linear quotient; see 6.3. Therefore, the ideal
I2(X˜ij) + 〈gi, gj〉 can be resolved by the mapping cone construction. A
minimal free resolution can then be extracted from this resolution by ap-
plying Lemma 5.9. Next, we will show that the ideal I2(X˜ij) + 〈gi, gj〉
intersects transversally with the ideal 〈gl1〉, if l1 is the minimum in the
set {1, 2, . . . , n} \ {i, j}; see Lemma 7.4. Therefore, the ideal I2(X˜ij) +
〈gi, gj, gl1〉 can be resolved minimally by Theorem 2.2. Proceeding in this
manner, we will be able to show that the ideals I2(X˜ij)+〈gi, gj, gl1, . . . , glk〉
and 〈glk+1〉 intersect transversally, if 1 ≤ l1 < . . . < lk < lk+1 ≤ n and
lk+1 is the smallest in the set {1, 2, . . . , n} \ {i, j, l1, . . . , lk}; see Lemma
7.4. This finally gives us a minimal free resolution for the ideal I2(X˜ij) +
〈gi, gj, gl1, . . . , gln−2〉, with 1 ≤ l1 < . . . < ln−2 ≤ n and lt /∈ {i, j} for
every t.
Let us assume that X is generic and i = 1 and j = 2. The proofs for
the general i and j, with i < j would be similar according to the aforesaid
scheme. The proofs in the case when X is generic symmetric would be
similar as well. Comments for general i < j and the symmetric case have
been made whenever necessary.
7.1. A minimal free resolution for I2(X˜12) + 〈g1, g2〉. The minimal free
resolution of I2(X˜12) is given by the Eagon-Northcott complex, which is
the following:
E : 0 −→ En−1 −→ · · · −→ Ek
δk−→ Ek−1 −→ · · · −→ E0 −→ R/I2(X˜) −→ 0
where E0 ∼= R
1, Ek = R
k( nk+1) and for each k = 0, . . . , n − 2, the map
δk : Ek → Ek−1 is defined as
δk
(
(ei1 ∧ · · · ∧ eik+1)⊗ v
k−1
2
)
=
k+1∑
s=1
x2s(ei1 ∧ · · · ∧ eˆs ∧ · · · ∧ eik+1)⊗ v
k−2
2
δk
(
(ei1 ∧ · · · ∧ eik+1)⊗ v
k−1
1
)
=
k+1∑
s=1
(−1)s+1x1s(ei1 ∧ · · · ∧ eˆs ∧ · · · ∧ eik+1)⊗ v
k−2
1
δk
(
(ei1 ∧ · · · ∧ eik+1
)
⊗ vj1v
k−j−1
2 ) =
k+1∑
s=1
(−1)s+1x1s(ei1 ∧ · · · ∧ eˆs ∧ · · · ∧ eik+1)⊗ v
j−1
1 v
k−j−1
2
+
k+1∑
s=1
x2s(ei1 ∧ · · · ∧ eˆs ∧ · · · ∧ eik+1)⊗ v
j
1v
k−j−2
2
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for every ordered k+1 tuple (i1, i2, · · · , ik+1), with 1 ≤ i1 < · · · < ik+1 ≤
n and for every j = 1, 2, · · · , k − 2.
A minimal resolution of 〈g1〉 is given by
G : 0 −→ R
g1
−→ R −→ R/〈g1〉 −→ 0.
The ideals I2(X˜12) and 〈g1〉 intersect transversally, by Lemma 6.2. There-
fore, by Lemma 2.2, a minimal free resolution for I2(X˜12) + 〈g1〉 is given
by the tensor product complex
E⊗G : 0→ En−1 → · · · → Ek+1⊕Ek
ψk+1
−→ Ek⊕Ek−1 → · · · → E0 → R/I2(X˜12)+〈g1〉 → 0
such that ψk : Ek ⊕ Ek−1 −→ Ek−1 ⊕Ek−2 is the map defined as
ψk
(
ei1 ∧ · · · ∧ eik+1
)
⊗ vj1v
k−j−1
2 = δk
(
(ei1 ∧ · · · ∧ eik+1)⊗ v
j
1v
k−j−1
2
)
ψk (ei1 ∧ · · · ∧ eik)⊗ v
j
1v
k−j−2
2 = (−1)
k−1g1
(
(ei1 ∧ · · · ∧ eik)⊗ v
j
1v
k−j−2
2
)
+ δk−1
(
(ei1 ∧ · · · ∧ eik)⊗ v
j
1v
k−j−2
2
)
.
Now we find a minimal free resolution for I2(X˜12)+ 〈g1, g2〉 by mapping
cone. Let Ck := (E·⊗G·)k. We have proved in Lemma 6.3 that 〈I2(X˜12)+
〈g1〉 : g2〉 = 〈x11, x12, · · · , x1n〉; which is minimally resolved by the Koszul
complex. Let us denote the Koszul Complex by (F·; σk), where σk is the k-
th differential. We first construct the connecting map τ· : F· → E·⊗G·. Let
us write Fk := R
(nk) and Ck := R
k( nk+1)⊕R(k−1)(
n
k). The map τk : Fk → Ck
is defined as:
τk (ei1 ∧ · · · ∧ eik) =
∑
j
yj(ei1∧· · ·∧eik∧ej)⊗v
k−1
1 −(ei1∧· · ·∧eik)⊗v
k−2
1 .
Let us choose the lexicographic ordering among the k tuples (i1, . . . , ik),
such that 1 ≤ i1 < · · · < ik ≤ n in order to write an ordered basis for R(
n
k).
We define lexicographic ordering among the tuples (i1, . . . , ik+1, k − j, j),
for j = 0, . . . , k and k = 1, . . . , n − 1 to order the basis elements for
Rk(
n
k+1). Moreover, in the free module Ck = R
k( nk+1) ⊕R(k−1)(
n
k), we order
the basis elements in such a way that those for Rk(
n
k+1) appear first. The
matrix representation of τk with respect to the chosen ordered bases is the
TRANSVERSAL INTERSECTION AND SUM OF POLYNOMIAL IDEALS 17
following:


Ak( nk+1)×(
n
k)
0k( nk+1)×(
n
k)
0(k−1)(nk)×(
n
k)


−I(nk)×(
n
k)
0(k−2)(nk)×(
n
k)




.
Theorem 7.1. The following diagram commutes for every k = 1, . . . , n−1:
Fk
τk
// Ck
Fk+1
τk+1
//
σk+1
OO
Ck+1
ψk+1
OO
Proof. It suffices to prove the statement for a basis element (ei1∧· · ·∧eik+1)
of Fk+1. Without loss of generality we consider (e1 ∧ · · · ∧ ek+1). We first
compute (τk ◦ σk+1)(e1 ∧ · · · ∧ ek+1).
(e1 ∧ · · · ∧ ek+1)
σk+1
7−→
k+1∑
j=1
(−1)j+1x1j(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1)
τk7−→
k+1∑
j=1
(−1)j+1x1j [
n∑
s=1
ys(e1 ∧ e2 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1 ]
−
k+1∑
j=1
(−1)j+1x1j(e1 ∧ e2 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1)⊗ v
k−2
1 .
18 JOYDIP SAHA, INDRANATH SENGUPTA, AND GAURAB TRIPATHI
We now compute (ψk+1 ◦ τk+1)(e1 ∧ · · · ∧ ek+1).
(e1 ∧ · · · ∧ ek+1)
τk+1
7−→
n∑
s=1
ys(e1 ∧ · · · ∧ ek+1 ∧ es)⊗ v
k
1
−(e1 ∧ · · · ∧ ek+1)⊗ v
k−1
1
ψk+1
7−→
n∑
s=1
[
∑
j=1,2,··· ,k+1,s
(−1)j+1ysx1j(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1
−(−1)kg1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−1
1
−
k+1∑
j=1
(−1)j+1x1j(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−2
1
=
k+1∑
j=1
n∑
s=1
[x1jys(−1)
j+1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1 ]
+
n∑
s=1
(−1)s+1ysx1s(e1 ∧ · · · ∧ eˆs ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1
−(−1)kg1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−1
1
−
k+1∑
j=1
(−1)j+1x1j(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−2
1
=
k+1∑
j=1
n∑
s=1
[x1jys(−1)
j+1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1 ]
+
n∑
s=1
(−1)s+1(−1)k+1−sysx1s(e1 ∧ · · · ∧ eˆs ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1
−(−1)kg1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−1
1
−
k+1∑
j=1
(−1)j+1x1j(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−2
1
=
k+1∑
j=1
n∑
s=1
[x1jys(−1)
j+1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1 ]
+(−1)kg1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−1
1
−(−1)kg1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−1
1
−
k+1∑
j=1
(−1)j+1x1j(e1 ∧ e2 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−2
1
=
k+1∑
j=1
n∑
s=1
[x1jys(−1)
j+1(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ es)⊗ v
k−1
1 ]
−
k+1∑
j=1
(−1)j+1x1j(e1 ∧ · · · ∧ eˆj ∧ · · · ∧ ek+1 ∧ ej)⊗ v
k−2
1 . 
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Hence the mapping coneM(E·⊗G·;F·) gives us the resolution for I2(X˜12)+
〈g1, g2〉 as described in 5. However, this resolution is not minimal. We now
construct a minimal free resolution fromM(E· ⊗G·;F·).
A free resolution for the ideal I2(X˜12) + 〈g1, g2〉 has been constructed in
3.1, which is given by
0 −→ Dn+2
dn+2
−→ Dn+1 · · ·
dk+1
−→ Dk
dk−→ Dk−1 · · · −→ D1 −→ D0 −→ 0,
such that Dk = Fk−1 ⊕ Ck = R
( nk−1) ⊕ (Rk(
n
k+1) ⊕ R(k−1)(
n
k)) and dk =
(−σk−1 + τk−1, ψk). Let us recall that the map ψ is the differential in the
free resolution for I2(X˜12)+〈g1〉, the map σ is the differential in the Koszul
resolution for 〈x11, x12, . . . , x1n〉 and τ is the connecting homomorphism
between the complexes defined in 3.1. Let us order bases for Fk−1 and
Ck with respect to the lexicographic ordering. Finally we order basis for
Dk in such a way that the basis elements for Fk−1 appear first, followed
by the basis elements for Ck. Therefore, the matrix representation for the
differential map dk is given by


−σk−1 0
τk−1 ψk

 =


−σk−1 0


A 0
0


−I
0




ψk


.
The entries in the matrices representing σk−1 and ψk belong to the maxi-
mal ideal 〈xij, yj〉, since both are differentials of minimal free resolutions.
The block matrix A has also elements in the maximal ideal 〈xij , yj〉. The
only block which has elements outside the maximal ideal 〈xij , yj〉 is in the
identity block appearing in τk−1. Therefore, it is clear from the matrix rep-
resentation of the map dk that we can apply Lemma 5.9 repeatedly to get rid
of non-minimality. Hence, we get a minimal free resolution and the total
20 JOYDIP SAHA, INDRANATH SENGUPTA, AND GAURAB TRIPATHI
Betti numbers for the ideal I2(X˜12) + 〈g1, g2〉 are
b0 = 1,
b1 =
(
n
2
)
+ 2,
b2 = 2 ·
(
n
3
)
+ n,
bk+1 = k
(
n
k + 1
)
+ (k − 1)
(
n
k
)
+
(
n
k − 1
)
−
(
n
k − 1
)
−
(
n
k
)
= k
(
n
k + 1
)
+ (k − 2)
(
n
k
)
, for 2 ≤ k ≤ n− 1,
bn = n− 2.
7.2. A minimal free resolution for I2(X˜ij) + 〈g1, . . . , gn〉.
Lemma 7.2. Let Gk = G12 ∪ {g1, g2, . . . , gk}, 1 ≤ k ≤ n, where G12 is the
set of all 2×2 minors of X˜12 defined in the list of notations in section 2. The
set Gk is a Gro¨bner basis for the ideal I2(X˜12) + 〈g1, . . . , gk〉 with respect
to a suitable monomial order.
Proof. We take the lexicographic monomial ordering in R induced by the
following ordering among the indeterminates:
xnn > · · · > xtt > · · · > x33 > y1 > · · · > yn
> x11 > · · · > x1n > x21 > · · · > x2n
> xst for other s, t.
Then, we observe that for every s ≥ 3, Lt(gs) is coprime with Lt(gt) for
every 1 ≤ t ≤ k; t 6= s and also coprime with Lt(h) for every h ∈ G.
Moreover, by Lemma 4.1, G12 is a Gro¨bner basis for I2(X˜12). Therefore,
we only have to test the S-polynomials S(g1, g2), S(g1, h) and S(g2, h), for
h ∈ G.
We can write S(g1, g2) =
∑n
k=1[12|1k]yk and note that Lt([12|1k]) ≤
Lt(S(g1, g2) for every 1 ≤ k ≤ n. Hence, S(g1, g2) →G′ 0. We note
that, if i 6= 1 then the leading terms of g1 and [12|st] are mutually coprime
and therefore S(g1, [12|st]) →Gk 0. Next, the expression S(g1, [12|1t]) =
x1tg2 +
∑
s 6=t[12|st]ys shows that S(g1, [12|1t]) →Gk 0. Similarly, if s 6= 1
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then the leading terms of g2 and [12|st] are mutually coprime and there-
fore S(g2, [12|st]) →Gk 0. The proof for S(g2, [12|1t]) is similar to that of
S(g1, [12|st]). 
Remark. The corresponding result for i < j in general would be the fol-
lowing:
Lemma 7.3. Let Gi,j,k = Gij ∪ {gi, gj, gl1, . . . , glk−2}, 1 ≤ k ≤ n, 1 ≤
l1 < · · · < lk−2 ≤ n and lt is the smallest in the set {1, 2, . . . , n} \
{i, j, l1, . . . , lt−1}; Gij denotes the set of all 2 × 2 minors of X˜ij defined
in the list of notations in section 2. The set Gi,j,k is a Gro¨bner basis for the
ideal I2(X˜ij) + 〈g1, . . . , gk〉 with respect to a suitable monomial order.
Proof. While proving this statement with i < j arbitrary, we have to choose
the following monomial orders. The rest of the proof remains similar.
Suppose thatX is generic, we choose the lexicographic monomial order-
ing in R induced by the following ordering among the indeterminates:
xnn > · · · > x̂jj > · · · > x̂ii > · · · > x11 > y1 > · · · > yn
> xi1 > · · · > xin
> xj1 > · · · > xjn
> xst for all other s, t.
IfX is generic symmetric, we choose the lexicographic monomial order-
ing in R induced by the following ordering among the indeterminates:
xnn > · · · > x̂jj > · · · > x̂ii > · · · > x11 > y1 > · · · > yn
> xii > xij > x1i > x2i > · · · > xi−1,i > xi,i+1 > · · · > xin
> xjj > · · · > xj−1,j > xj,j+1 > · · · > xjn
> xst for all other s, t. 
Lemma 7.4. The ideals I2(X˜12)+〈g1, . . . , gk〉 and 〈gk+1〉 intersect transver-
sally, for every 2 ≤ k ≤ n− 1.
Proof. Suppose not, then, there exists hk+1 /∈ I2(X˜12) + 〈g1, . . . , gk〉 such
that hk+1gk+1 ∈ I2(X˜12) + 〈g1, . . . , gk〉. Let us choose the same monomial
order on R as defined in Lemma 7.2. Upon division by elements of Gk,
we may further assume that Lt(h) ∤ Lt(hk+1) for every h ∈ Gk, since Gk
is a Gro¨bner basis for the ideal I2(X˜12) + 〈g1, . . . , gk〉 by Lemma 7.2. On
the other hand hk+1gk+1 ∈ I2(X˜12) + 〈g1, . . . , gk〉 and therefore Lt(h) |
Lt(hk+1), for some h ∈ Gk, since Lt(h) and Lt(gk+1) are mutually coprime,
- a contradiction. 
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Remark. The corresponding result for i < j in general would be the
following: The ideals I2(X˜ij) + 〈gi, gj, gl1, . . . , glk〉 and 〈glk+1〉 intersect
transversally, if 1 ≤ l1 < . . . < lk < lk+1 ≤ n and lk+1 is the smallest in
the set {1, 2, . . . , n} \ {i, j, l1, . . . , lk}, for every 1 ≤ k ≤ n− 3. The proof
is essentially the same as above after we use the Lemma 7.3.
Proof of Theorem 4.2. Part (1) of the theorem has been proved in 5.1. We
now prove part (2) under the assumption i = 1, j = 2. Let the minimal
free resolution of I2(X˜12) + 〈g1, g2, · · · , gk〉 be (L, δ). By Lemma 7.4
and Lemma 2.2, the minimal free resolution of I2(X˜12) + 〈g1, . . . , gk+1〉 is
given by the tensor product of (L, δ) and 0 −→ R
gk+1
−→ R −→ 0, and that is
precisely (K,∆), withKp = Lp⊕Lp−1 and∆p = (λp, (−1)
pgk+1+λp−1).
Let βk,p, 0 ≤ p ≤ n + k, denote the p-th total Betti number for the ideal
I2(X˜12) + 〈g1, . . . , gk〉. Then, the total Betti numbers βk+1,p, 0 ≤ p ≤
n + k + 1 for the ideal I2(X˜12) + 〈g1, . . . , gk+1〉 are given by βk+1,0 = 1,
βk+1,p = βk,p−1 + βk,p for 1 ≤ p ≤ n + k and βk+1,n+k+1 = n − 2. The
proof for general i < j follows similarly according to the strategy discussed
in the beginning of section 5.
In particular, the total Betti number βn−2,p for the ideal I2(X˜ij)+〈g1, . . . , gn〉
are given by βn−2,0 = 1, βn−2,p = βn−3,p−1 + βn−3,p for 1 ≤ p ≤ 2n − 3
and βn−2,2n−2 = n− 2. 
Example. We show the Betti numbers at each stage for n = 4 and n = 5.
n = 4 :
1 6 8 3
1 7 14 11 3
1 8 12 7 2
1 9 20 19 9 2
1 10 29 39 28 11 2
n = 5 :
1 10 20 5 4
1 11 30 25 9 4
1 12 25 25 14 3
1 13 37 50 39 17 3
1 14 50 87 89 56 20 3
1 15 64 137 176 145 76 23 3
Theorem 7.5. The ring R/I1(XY ) + I2(X˜ij), 1 ≤ i < j ≤ n is Cohen-
Macaulay.
Proof. We know from 4.2 that the projective dimension of R/I1(XY ) +
I2(X˜ij) is 2n − 2. We claim that the elements of the set P ∪ Q forms a
regular sequence, where P = {xikxj,k+1 − xjkxi,k+1 | 1 ≤ k ≤ n− 1} and
TRANSVERSAL INTERSECTION AND SUM OF POLYNOMIAL IDEALS 23
Q = {gt | 1 ≤ t ≤ n, t 6= j}. Suppose that X is generic and j < n. We
consider the matrices
Xij =


x1i · · · xˆji · · · xni xji
x1j · · · xˆjj · · · xnj xjj
...
...
...
...
...
...
x1n · · · xˆjn · · · xnn xjn

 ,Yij =


y1
...
yˆj
...
yn
yj


Then we have, I1(XY ) = I1(XijYij). We consider the lexicographic
monomial order
xnn > · · · > xˆjj > · · · > xˆii > · · ·x11 >
yj > yn > · · · > yˆj > · · · y1 >
x1i > · · · xˆji > · · · > xni > xji >
x1j > · · · xˆjj > · · · > xnj > xjj > other indeterminates.
Then, Lt(gi) = xjiyj and Lt(gk) = xttyt, for 1 ≤ t ≤ n and t 6= i, j.
Therefore, Lt(xikxj,k+1 − xjkxi,k+1) = xikxj,k+1 for 1 ≤ k ≤ n − 1. The
set P ∪ Q forms a regular sequence by 5.1, since the leading terms of the
elements are mutually disjoint. The proof is similar in the case j = n.
Similarly one can prove in the case whenX is generic symmetric. 
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