In this paper, a modified bat algorithm (MBA) is proposed for solving the multi-objective flexible job shop scheduling problem. Three different production performance indicators are considered which are the makespan, the total workload of machines and the critical machine workload. Firstly, to make the algorithm adaptive to the problem, the converting approaches are presented to implement the conversion between the continuous position vector and the discrete scheduling code. Secondly, an initialization scheme combining heuristics and random rule is introduced to ensure good quality and diversity of the initial population. Furthermore, five neighborhood structures are designed based on individual positions. Then, a local search algorithm is embedded into the BA to enhance the local searching ability.
Introduction
Workshop scheduling considers a reasonable resource allocation to perform a collection of production tasks. It is viewed as an important decision-making process in most manufacturing industries. Job shop scheduling problem (JSSP) is one of the most difficult combinational optimization problems in the area of production scheduling that has been proved to be a NP-hard problem. For a classical JSSP, each job is processed with a fixed and known processing order through all machines to minimize a certain criterion. As a generalization version of the classic job shop scheduling problem (JSSP), the flexible job shop scheduling problem (FJSSP) provides a closer approximation to real-life production. In FJSSP, the restriction of machine availability is reduced; that is to say, each operation may be processed on more than one machine. Compared with the classic JSSP, the machine assignment to operations should be considered. Therefore, the complexity of the FJSSP is increased in a great extent, which has already been proved to be NP-hard.
In recent decades, the FJSSP has lots of researchers' attention. Due to its complexity, meta-heuristic algorithms have become a practical alternative of solving techniques. Saidi-Mehrabad and Fattahi [17] proposed a tabu search algorithm to solve the FJSSP with the objective of minimizing the makespan. Yazdani et al. [23] presented a parallel variable neighborhood search algorithm to deal with the FJSSP. Bagheri et al. [1] developed an artificial immune algorithm based on integrated approach. Wang et al. [20] proposed an artificial bee colony algorithm for solving the FJSSP. Rahmati and Zandieh [15] introduced a biogeography-based optimization algorithm for the FJSSP. Yuan et al. [26] designed a novel hybrid harmony search algorithm to solve the flexible job shop scheduling problem with the criterion of makespan minimization. As researchers probed more deeply and widely, they started to study the multi-objective FJSSP. Kaplanoğlu [8] presented an object-oriented (OO) approach for multi-objective FJSP along with simulated annealing optimization algorithm. Shivasankaran et al. [18] proposed a hybrid sorting immune simulated annealing technique (HSISAT) for solving the FJSSP. Xia et al. [22] developed a hybrid algorithm (PSO+SA) for the multi-objective FJSSP with the criterion to minimize the makespan, the total workload of machines and the workload of the critical machine. Wang et al [21] proposed a hybrid algorithm (ECO+TS) by combining the election campaign optimization and tabu search. Gao et al. [3] proposed a Pareto-based grouping discrete harmony search algorithm to deal with the flexible job shop scheduling problem considering two objectives: makespan and the mean of earliness and tardiness. Li et al. [10] developed a discrete artificial bee colony algorithm to solve the multi-objective FJSSP with maintenance activities.
In this paper, we proposed a modified bat algorithm (MBA) for solving the multi-objective flexible job shop scheduling problem. The basic bat algorithm is a new nature-inspired meta-heuristic algorithm, which is designed by Yang on the basis of the echolocation behavior of bats [24] . Since it has been proposed, bat algorithm has been used for solving various optimization problems [4, 16, 25] . However, in the manufacturing field, bat algorithm is seldom used for the production scheduling problem. Marichelvam and Prabaharam [12] proposed a bat algorithm for the hybrid flow shop scheduling problem. Marichelvam et al. [13] discussed the multistage hybrid flow shop scheduling problems using the bat algorithm. Luo et al. [11] developed a discrete bat algorithm to solve the permutation flow shop scheduling problem. Tosun and Marichelvam [19] integrated the local search into the bat algorithm to solve the permutation flow shop scheduling problems with the makespan criterion. In those studies, various scheduling problems in flow shops are considered. As far as we know, the bat algorithm is first introduced to deal with the multi-objective FJSSP in this paper.
The main contribution of this paper is to derive a modified bat algorithm (MBA) to solve the multi-objective flexible job shop scheduling problem. First, representation methods of scheduling solution and individual position vector are designed. Then, the conversion mechanism between the position vector and the scheduling scheme is presented to make the bat algorithm adaptive to discrete optimization algorithm. To improve the quality of the final solution, we propose a population initialization scheme and a variable neighborhood search algorithm. The computational results demonstrate that our proposed MBA is feasible and valid for the multi-objective FJSSP.
Problem Formation
In a FJSSP, n jobs and m machines are considered in the workshop. Jobs are independent with each other and have the same priorities. Each job consists of a certain sequence of operations whose processing times are determined by the machine assignment. The objective of the FJSSP aims to minimize three indicators, which are makespan ( max C ), critical machine workload ( max W ) and total workload of all machines ( T W ). For such a system, some assumptions should be considered as follows:
(1) All machines and jobs are available at time 0. 
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Equations (1)- (3) refers to the optimization objective; constraint (4) guarantees that no preemption is allowed; constraint (5) ensures the precedence relationships between operations; constraint (6) and (7) show that every machine can only process one operation at a time; constraint (8) presents that each operation cannot be assigned to another machine once it starts; equations (9) and (10) gives 0-1 variables.
For solving the multi-objective optimization problem, there exist many approaches, which can be classified into three types [9] : (1) the transformation approach, which transforms the multi-objective problem into a mono-objective one by introducing some weight coefficients; (2) the non-Pareto approach, which treats each objective in a separated way; (3) the Pareto approach, which is based on the Pareto optimization concept.
In this study, the objective function is determined by following the first approach, which is considered as the weighted sum of the three objectives, i.e., min f = 1 max
Basic Bat Algorithm
The principle of the basic bat algorithm originated from the natural bat's echolocation behavior. In the algorithm, each individual is deemed as a micro-bat in a flock. On the premise of some approximate or idealized rules of the actual behavior of bats, the optimization objective is obtained by continuously updating the individual position and velocity vector based on the variation of pulse frequency, pulse emission rate and pulse loudness. The steps of the basic bat algorithm are listed below.
Step1. Initialize the population, set parameters and the terminate condition.
Step2. Evaluate each individual and find the best individual position vector * x . Step3. Update the individual position and velocity vectors following Equations (11)- (13) 
Step 
Modified Bat Algorithm

Scheduling Solution Representation
In a FJSSP, machine assignment and operation permutation should be considered. The former aims to assign an appropriate machine to each operation, while the latter attempts to obtain a process sequence on each machine by maintaining the precedence constraints of operations. Therefore, in this study, a scheduling solution consists of two sections, whose length q is equal to the total number of operations. The representation method is shown in Figure 1 , where the first half section is the operation permutation, and the second half is the machine assignment. As seen from Figure 1 , three jobs are involved, each of which contains two operations. In the first section, operations of the same job have the same element values, i.e., the second '2' means the 2nd operation of Job 2. In the second section, each element value represents the code of the machine assigned to the corresponding operation. 
Individual Position Vector
Position Vector Representation
In the proposed MBA, each individual position vector is still a multi-dimensional real number vector, i.e.,
. According to the representation of the scheduling scheme, the position vector is also composed of two sections. The size of the vector equals the double of the total number of operations in the workshop, i.e., 2 lq  . Figure 2 shows the representation of an individual position vector. The first half section describes the information of operation sequence, while the second half section shows the information of machine assignment. In the two sections, element values are stored according to the given order, as shown in Figure 2. 1.4 -1.8 1. 3 2.5 -0.9 2.1 2.8 -0.6 1.1 -0.5 1.4 
Converting the Position Vector to the Scheduling Solution
Due to the discrete characteristics of the FJSSP, the first issue in our algorithm is how to establish the mapping relationship between the individual position vector and the scheduling solution. The conversion mechanism is shown below.
(1) For the first half section, the real number position vector is supposed to be transformed into an operation permutation. First, the element values are rearranged in ascending order. According to the new order, the operation permutation can be obtained by reordering the operation codes according to the real numbers. Figure 3 shows an example of the conversion process. (2) For the second half section, the real number vector will be transformed into a machine assignment. The conversion formula is based on the approach proposed by Yuan et al. [6] .
In Equation (16), () zh denotes the size of the alternative machine set of the operation corresponding to the + hq th element in the individual position vector.
 is the index of the selected machine in the alternative machine set. () round is the function that rounds the number to the nearest integer.
Initial Scheduling Solution
The population of initial scheduling solutions is a crucial factor which affects the convergence speed and the solution quality in a great extent. According to the two sub-problems in FJSSP, initial scheduling solutions are generated by considering for machine assignment part and operation sequencing part.
Machine Assignment Initialization
The machine assignment component considers how to assign an appropriate machine to each operation. By considering both the problem features and the objectives, global selection (GS), local selection (LS) and random selection (RS) are adopted which are proposed by Zhang et al. [27] . The GS could better explore the search space by acquiring various initial assignments in different runs. The LS could find the machine with the shortest processing time in alternative machine set of each job. To ensure the diversity of initial population, the RS is used to generate initial assignments. In this paper, 60% of initial solutions are generated by GS, 20% by LS, and 20% by RS.
Operation Sequencing Initialization
The operation sequencing component considers how to sequence the operations assigned to each machine and determine the start/completion time of each operation. Five dispatching rules are used as follows:
Shortest Processing Time (SPT): The operation with the minimal processing time has the highest priority to be processed. Longest Processing Time (LPT): The operation with the maximal processing time has the highest priority to be processed. Most Work Remaining (MWR): The job with the maximal total processing time has the highest priority to be processed. Most Operation Remaining (MOR): The job with the most remaining operations has the highest priority to be processed. Random Rule (RR): The operation sequence is obtained by a random permutation of operations of all jobs.
Population Initialization
As mentioned above, the scheduling solution consists of two parts: machine assignment and operation sequencing. To initial the population of the algorithm, the machine assignment components are first generated by using the methods in Section 4.3.1. For each machine assignment, a predefined number of operation permutations are randomly generated according to the above five rules. Then, the best combination of the machine assignment and its candidate operation permutation is set to be an initial scheduling solution and added to the initial population. The iteration is repeated until all the initial scheduling solutions have been generated.
Converting the Scheduling Solution to the Position Vector
By considering the searching mechanism of the bat algorithm, the generated initial scheduling schemes should be converted to continuous position vectors. This conversion also consists of two sections in Section 4.2.
(1) For the first part related to operation sequence, the conversion process is illustrated in Figure 4 . Firstly, 0.5l real numbers are randomly generated in [ , ]   . Then these numbers are rearranged in an ascending order and corresponded to operations in the initial permutation. The individual position vector is determined by reordering the real numbers according to the operation codes. (2) For the second part, the conversion formula (17) proposed in [6] is used, which is in fact an inverse version of Equation (16) . But when ()
Local Search
To further improve the local search capacity, a local search (LS) algorithm is performed on the current best individual of MBA during the searching process. In the LS, five neighborhood structures are systematically changed to make the algorithm escape from the local optima.
Neighborhood Structure
The neighborhood structures are designed for the searching process as below.
( (2) Machine assignment neighborhood Neighborhood 4 N : Randomly select an element in the second section of the candidate position vector, which corresponds to an operation with more than one alternative machine. A machine is selected from alternative machines to replace the current one. A new real number will be regenerated by Equation (7) to replace the current value of the selected element.
Neighborhood 5
N : Randomly select an element in the second section of the candidate position vector, which corresponds to an operation with more than one alternative machine. The current machine for the selected operation will be replaced by the one with the shortest processing time among alternative machines. A new real number will be regenerated by Equation (7) to replace the current value of the selected element.
Step of the LS
The local search is constructed by randomly selecting one approach from the three operation permutation neighborhoods and one method from the machine assignment neighborhoods. The procedure starts from a given solution and stops when the maximum iteration is met. The procedure of the local search is given as below.
Step 1. Initialization. Acquire the initial position vector x , set the terminate condition max  and 0   .
Step 2. while   end while
Step 3. Obtain the local optima x .
Updating Method of Pulse Emission Rate and Loudness
The initial pulse emission rate i r is set to be a positive and small value. With the iteration process conducting, i r will be increased to 1. In this paper, the updating method of i r follows Equation (18) with a curve similar with the one of Sigmoid function [19] . 
By this formula, the algorithm may exploit near the current best individual position with a large probability to speed up the convergence process in the early iteration. In the later searching stage, the diversity of the algorithm can be guaranteed to avoid the premature [19] . For the loudness i A , the updating method is expressed by Equation (19) , where i f denotes the objective value of individual i , max f and min f are the maximum and the minimum objective values in the current population. 
Steps of MBA
The detailed steps of MBA are listed below.
Step 1. Initialization. Set related parameters of the algorithm.
Step 2. Generate the initial population, evaluate each individual, and find the current best individual position vector * x . Step 3. Update the individual position and velocity according to Equations (11) (18) and (19) .
Step 6. Update the current best individual position vector, and perform the local search to it to acquire a new one * x . Step 7. Check the terminate condition max t . If it is met, go to Step 8, otherwise, go to Step 3.
Step 8. End the procedure.
Experiment Validations
Parameter Settings
The benchmark instances taken from Kacem [6, 7] and Brandimarte [2] are used to evaluate the performance of our algorithm. Parameters are set by comparison of computational results under different combinations, which are shown as follows: the population size is 100; the terminate conditions max 200 t  and max 10   . For the objective considered in this paper, the three weights reflect the importance of each objective, which are determined based on the judgments of users. All computational results in this paper are obtained based on six different combinations of weights which are summarized in Table 1 . For each weight set, 10 trials were conducted to obtain the experimental results. 
Results Comparisons
To verify the effectiveness, the proposed MBA is compared with other algorithms in existing literatures, such as OO [8] , HSISAT [18] , PSO+SA [22] , ECO+TS [21] , FL+EA [7] , MOPSO+LS [6] , TS [2] and MATLSO [5] . We first use a small-size instance to test the effectiveness of our algorithm in which 4 jobs with 12 operations are to be performed on 5 machines. The computational results obtained by our MBA are shown in Table 2 . Figure 5 shows the result of Solution 2 in the form of a Gantt chart. Each rectangle represents an operation, under which the character denotes the name of the operation, i.e., 2-2 refers to the second operation of Job 2.
The Five Kacem Instances
Problem 4×5
Problem 8×8
This is a middle-size instance in which 8 jobs with 27 operations are to be processed on 8 machines. The computational results obtained by our proposed algorithm are characterized by the following values in Table 3 . Figure 6 shows the result of Solution 1 in the form of a Gantt chart. 
Problem 10×7
This is a middle-size instance in which 10 jobs with 29 operations are to be processed on 7 machines. The computational results obtained by our proposed algorithm are characterised by the following values in Table 4 . Figure 7 shows the result of Solution 2 in the form of a Gantt chart. 
Problem 10×10
This is a middle-size instance in which 10 jobs with 30 operations are to be processed on 10 machines. The computational results obtained by our proposed algorithm are characterized by the following values in Table 5 . Figure 8 shows the result of Solution 3 in the form of a Gantt chart. Figure 8 . The Gantt chart of Solution 3 for Kacem4 (Problem 10×10).
Problem 15×10
This is a large-size instance in which 15 jobs with 56 operations are to be processed on 10 machines. The computational results obtained by our proposed algorithm are characterised by the following values in Table 6 . Figure 9 shows the result of Solution 1 in the form of a Gantt chart. Table 7 shows the comparison results of the five Kacem instances, where '-' means that the corresponding result is not reported in the related literature, and the boldface denotes the best solutions obtained by algorithms. It can be seen from Table  7 that MBA is comparable to other algorithms for solving the Kacem instances. The comparison data point out that the proposed MBA can obtain all the non dominated solutions in Kacem instances 1, 3 and 4. For the Kacem 2, MBA can obtain richer optimal solutions than OO [7] , HSISAT [8] , PSO+SA [9] , and ECO+TS [10] . For the Kacem5 instance, approximated non-dominated solutions were acquired by MBA. Table 7 shows that the proposed MBA algorithm performed at the same level or better with respect to three objective functions for the first four instances, when compared to the results obtained from the other methods. 
The Three Kacem Instances with Release Dates
The second test compares the performances of FL+EA [7] , MOPSO+LS [14] and our MBA on three instances with release dates for jobs. These instances were presented by Kacem et al. [7] . Table 2 indicates the comparison of the solutions acquired by three approaches, where '-' means that the corresponding result is not reported in the related literature. 
