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We analyze the ground-state energy, local spin correlation, impurity spin polarization, impurity-
induced magnetization, and corresponding zero-field susceptibilities of the symmetric single-impurity
Kondo model (SIKM) on a tight-binding chain with bandwidth W = 2D where a spin-1/2 impurity
at the chain center interacts with coupling strength JK with the local spin of the bath electrons. We
compare perturbative results and variational upper bounds from Yosida, Gutzwiller, and first-order
Lanczos wave functions to the numerically exact extrapolations obtained from the Density-Matrix
Renormalization Group (DMRG) method and from the Numerical Renormalization Group (NRG)
method performed with respect the inverse system size and Wilson parameter, respectively. In
contrast to the Lanczos and Yosida wave functions, the Gutzwiller variational approach becomes
exact in the strong-coupling limit, JK ≫ W , and reproduces the ground-state properties from
DMRG and NRG for large couplings, JK & W , with a high accuracy. For weak coupling, the
Gutzwiller wave function describes a symmetry-broken state with an oriented local moment, in
contrast to the exact solution. We calculate the impurity spin polarization and its susceptibility in
the presence of magnetic fields that are applied globally or only locally to the impurity spin. The
Yosida wave function provides qualitatively correct results in the weak-coupling limit. In DMRG,
chains with about 103 sites are large enough to describe the susceptibilities down to JK/D ≈ 0.5.
For smaller Kondo couplings, only the NRG provides reliable results for a general host-electron
density of states ρ0(ǫ). To compare with results from Bethe Ansatz that become exact in the wide-
band limit, we study the impurity-induced magnetization and zero-field susceptibility. For small
Kondo couplings, the zero-field susceptibilities at zero temperature approach χ0(JK ≪ D)/(gµB)
2
≈
exp[1/(ρ0(0)JK)]/(2CD
√
πeρ0(0)JK), where ln(C) is the regularized first inverse moment of the
density of states. Using NRG, we determine the universal sub-leading corrections up to second
order in ρ0(0)JK.
I. INTRODUCTION
A. Kondo problem and Kondo model
Magnetic moments that couple antiferromagnetically
to electron spins of a metallic host pose a difficult many-
particle problem because the spin-flip scattering of the
host electrons off the impurity spin couples the bath
degrees of freedom in an intricate way. Experimen-
tally, this leads to surprising phenomena such as the
Kondo resistance minimum around some characteristic
low-temperature energy scale TK,
1 often referred to as
the Kondo temperature.
Using standard high-temperature perturbation theory
to third order in the coupling between the impurity spin
and the host electrons, Kondo was able to explain the
resistance minimum.2 However, within standard pertur-
bation theory the resistivity and many other physical
quantities like the zero-field magnetic susceptibility di-
verge logarithmically at zero temperature. A summation
of the leading logarithmically diverging terms in the per-
turbation expansion leads to a divergence at TK.
3,4 Con-
sequently, approaches beyond perturbation theory are re-
quired to describe adequately the ground state of the
coupled system of impurity spin and host electrons.4
This ‘Kondo problem’ inspired the development of scal-
ing concepts that were eventually formalized in Wil-
son’s Renormalization Group (RG).5 Since the Wilson
RG can be carried out analytically only to a limited de-
gree, it found its widespread implementation as Numeri-
cal Renormalization Group (NRG) method which is best
suited for the study of impurity problems;5–7 for a review,
see Ref. [8].
At zero temperature, the impurity spin and the elec-
trons in its surrounding ‘Kondo cloud’ form a ‘Kondo
singlet’ as the many-particle ground state; its elementary
excitations describe a Fermi liquid.9 The Bethe Ansatz
permits the exact solution of the Kondo model with in-
finite bandwidth, see the reviews by Tsvelick and Wieg-
mann10 and by Andrei, Furuya, and Lowenstein.11 The
Bethe Ansatz confirms the findings of (N)RG, and pro-
vides analytical formulae, e.g., for the impurity magne-
tization at finite temperatures, and for the Kondo tem-
perature in terms of the Bethe-Ansatz parameters. Since
NRG provides explicit results also for dynamical quanti-
ties at finite temperatures, the Kondo problem could be
declared ‘solved’.
The Kondo problem poses one of the fundamental
challenges in theoretical many-body physics. Therefore,
one might think that the ground-state properties of the
Kondo model have been studied in very much detail. Sur-
prisingly, this is not the case. For example, the depen-
2dence of the ground-state energy on the Kondo coupling
is largely unknown, apart from a study by Mancini and
Mattis who used the Lanczos approach.12 To the best
of our knowledge, the large-coupling limit of the Kondo
model has not been analyzed extensively yet. Moreover,
more elaborate variational states such as the Gutzwiller
wave function were not applied to the Kondo model thus
far.
It was not until recently that Schnack and Ho¨ck used
the NRG to investigate the magnetization and zero-field
susceptibility for some weak couplings.13 They empha-
sized that the impurity spin polarization differs from the
impurity-induced magnetization for the whole system, as
derivable from the free energy. Moreover, they revived
the question how the Bethe Ansatz results can be used
for comparison with NRG data because the Kondo cou-
plings in Bethe Ansatz and for a lattice model are re-
lated in a non-trivial way. For the series expansion of the
Bethe Ansatz coupling JBAK in terms of the bare model
parameter JK, only the leading order terms are known
analytically from scaling arguments4 and Wilson’s RG.5
With our work, we fill some of the gaps in the quan-
titative analysis of the symmetric Kondo model at zero
temperature. We study the ground-state energy, the local
spin correlation function, the impurity spin polarization
and the impurity-induced magnetization as a function of
a global and a local magnetic field, and the corresponding
zero-field susceptibilities. In the absence of an external
field, we perform weak-coupling and strong-coupling per-
turbation theory. We employ three analytical variational
approaches (first-order Lanczos,12,14,15 Yosida,16,17 and
Gutzwiller states18,19), and perform numerical calcula-
tions using the Density-Matrix Renormalization Group
(DMRG)20–22 and the Numerical Renormalization Group
methods.5–8,13 We compare to Bethe Ansatz10,11 results
where possible.
B. Outline
Our work is organized as follows. In Sect. II we define
the Kondo Hamiltonian on a chain and the ground-state
properties that we investigate in the thermodynamic
limit, namely, the ground-state energy, local spin corre-
lation function, impurity spin polarization and impurity-
induced magnetization, and the corresponding zero-field
magnetic susceptibilities.
In Sect. III we employ perturbation theory as first ana-
lytical method to derive the ground-state energy and the
local spin correlation for weak and strong Kondo cou-
plings. These results provide a benchmark test for all
approximate analytical and numerical methods.
Next, in Sect. IV, we derive a variational bound for the
ground-state energy from the first-order Lanczos state.
As the energy bound is poor, we refrain from calculating
magnetic properties for this state.
As a more suitable variational state, we study the
Yosida wave function in Sect. V. When properly general-
ized to finite magnetic fields, it permits the analytic cal-
culation of magnetic ground-state properties in the pres-
ence of a local and a global magnetic field. Although the
Yosida state gives a poor estimate for the ground-state
energy, it provides a qualitatively correct description of
the zero-field magnetic susceptibilities at small Kondo
couplings.
As third analytic variational approach, we study the
Gutzwiller wave function in Sect. VI. It can be viewed
as a Hartree-Fock ground state for the Kondo model
where the condition of a spin on the impurity is guar-
anteed. From the Hartree-Fock perspective it is not too
surprising that the Gutzwiller state contains an artificial
transition from a phase with a broken local symmetry at
small Kondo couplings to a phase with a local spin sin-
glet at large Kondo couplings. Apart from this flaw, the
ground-state energy and the local spin correlation are in
very good agreement with numerically exact data from
NRG and DMRG. The Gutzwiller state becomes exact
for strong couplings.
As the last analytic approach, we recall results from
the Bethe Ansatz in Sect. VII. The Bethe Ansatz solves
a related Kondo model that has a linear dispersion rela-
tion with an infinite bandwidth so that it is a non-trivial
task to establish the link to the parameters in the lat-
tice model. This is accomplished by Wilson’s Renormal-
ization Group, and we use perturbation theory to calcu-
late analytically the leading-order terms for the zero-field
impurity-induced susceptibility.
In Sect. VIII we discuss two numerically exact ap-
proaches to the Kondo problem, namely the Numerical
Renormalization Group (NRG) and the Density-Matrix
Renormalization Group (DMRG) methods. The DMRG
treats finite chains with up to L ≈ 1000 sites with a very
high numerical accuracy. Thereby, DMRG provides ex-
cellent variational upper bounds for the ground-state en-
ergy and the local spin correlation function. Since it has
an essentially constant energy resolution over the whole
band, our present version of DMRG cannot access the
exponentially small Kondo scale that develops for small
Kondo couplings. The NRG was developed and designed
to treat these Kondo scales and therefore provides access
to small Kondo couplings as well.
In Sect. IX we compare the results of all methods.
The Gutzwiller approach provides the best analytic varia-
tional state for the ground-state energy and the local spin
correlation function. The Gutzwiller wave function be-
comes the exact ground state for large Kondo couplings,
and reliably describes the physics when the Kondo cou-
pling becomes larger than the host-electron bandwidth.
The DMRG provides excellent values for the ground-state
properties, and our analysis of the finite-size data only
fails to describe magnetic properties when the Kondo en-
ergy scale becomes exponentially small. The NRG is
found to work very well for all cases. In particular, it
permits to determine the different sub-leading terms of
the zero-field magnetic susceptibilities when they become
exponentially large as a function of the Kondo coupling.
3In Sect. X, we summarize and briefly discuss our find-
ings. We defer technical details to appendix A and pro-
vide extensive calculations in the supplemental material,
as listed in appendix B.
II. SINGLE-IMPURITY KONDO MODEL ON A
CHAIN
We start our investigation with the definition of the
model Hamiltonian. Next, we list the ground-state quan-
tities that we study in this work.
A. Hamiltonian of the single-impurity Kondo
model
In the strong-coupling limit, a Schrieffer-Wolff trans-
formation maps the symmetric single-impurity Anderson
model (SIAM) to the the s-d (or single-impurity Kondo)
model (SIKM),4,23,24
HˆK = Tˆ + Vˆsd + Hˆm . (1)
We consider a chain with an odd number of sites L, n =
−(L − 1)/2, . . . , (L − 1)/2, and we choose L such that
(L+ 3)/2 is even.
The operator for the kinetic energy of the conduction
electrons reads
Tˆ = −t
(L−3)/2∑
n=−(L−1)/2,σ
(
cˆ+n,σ cˆn+1,σ + cˆ
+
n+1,σ cˆn,σ
)
. (2)
In the absence of an external magnetic field, we address
a paramagnetic half-filled system, N↑ = N↓ = (L+1)/2.
The impurity couples purely locally at the center of the
chain. For a local hybridization in the symmetric SIAM
and for strong coupling, the Kondo coupling becomes
Vˆsd = JK s0 · S
s0 · S = 1
2
(
cˆ+0,↑cˆ0,↓dˆ
+
↓ dˆ↑ + cˆ
+
0,↓cˆ0,↑dˆ
+
↑ dˆ↓
)
+
1
4
(
dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓
)(
cˆ+0,↑cˆ0,↑ − cˆ+0,↓cˆ0,↓
)
. (3)
The host electron spin s0 at site n = 0 interacts locally
with the impurity spin S with coupling strength JK ≥ 0.
Note that in eq. (3) it is implicitly understood that HˆK
only acts in the subspace of singly occupied d-levels.
To study the magnetization and magnetic susceptibil-
ity, we add an external magnetic field H > 0,
Hˆm = −B
(
dˆ+↑ dˆ↑− dˆ+↓ dˆ↓+
(L−1)/2∑
n=−(L−1)/2
cˆ+n,↑cˆn,↑− cˆ+n,↓cˆn,↓
)
,
(4)
where we denote the magnetic energy by
B = geµBH/2 > 0 , (5)
ge ≈ 2 is the electronic gyromagnetic factor, and µB is the
Bohr magneton. For completeness, we shall also consider
the case where the magnetic field is applied only at the
impurity site,
Hˆm, loc = −B
(
dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓
)
. (6)
The kinetic energy of the host electrons is diagonal in
momentum space, see appendix A1,
Tˆ =
L∑
k=1,σ
ǫkaˆ
+
k,σaˆk,σ (7)
with the dispersion relation ǫk. The corresponding den-
sity of states is defined by
ρ0(ω) =
1
L
L∑
k=1
δ(ω − ǫk) = 1
π
1√
(2t)2 − ω2 (8)
for |ω| < 2t. We use half the bandwidth as our unit of
energy, 2t ≡ 1, W ≡ 2, to make a direct contact with
the Bethe Ansatz calculations. For some of our analytic
calculations, we shall treat ρ0(ω) as a selectable quantity.
In numerical DMRG calculations, the model is mapped
onto a half chain with the impurity at the left chain end.
This is done in appendix A2.
B. Ground-state properties
In this work, we are interested in the excess ground-
state energy due to the presence of the coupled impurity
spin, the local spin correlation the impurity spin polar-
ization for a global and a local field, and the correspond-
ing susceptibilities. Moreover, for comparison with Bethe
Ansatz, we also address the impurity-induced magneti-
zation and zero-field susceptibility for global and local
fields.
1. Ground-state energy and local spin correlation
We calculate the excess ground-state energy e0(JK)
due to the presence of the impurity, i.e., the impurity-
induced change of the ground-state energy of free elec-
trons,
e0(JK, L) = E0(JK, L)− EFS(L) . (9)
The impurity-induced energy contribution e0(JK) is of
the order unity and e0(JK = 0) = 0. Eventually, we
extrapolate to the thermodynamic limit,
e0(JK) = lim
L→∞
e0(JK, L) . (10)
This is done explicitly using the DMRG. The NRG
discretizes the continuum model in energy space, see
4Sect. VIII. The analytic calculations are directly per-
formed in the thermodynamic limit.
Another quantity of interest is the local spin correla-
tion function in the ground state,
CS0 (JK) = 〈s0 · S〉 . (11)
It can either be calculated directly, or from the Hellmann-
Feynman theorem, see appendix B1,25,26
CS0 (JK) =
∂e0(JK)
∂JK
. (12)
In turn, we may calculate the ground-state energy from
the local spin correlation using
e0(JK) =
∫ JK
0
dJCS0 (J) . (13)
Therefore, eq. (13) can be used to check the consis-
tency of the ground-state calculations because eqs. (12)
and (13) hold for the exact ground state. Note that the
Hellmann-Feynman theorem also applies to variational
approaches, see appendix B 1.
2. Ground-state impurity spin polarization,
impurity-induced magnetization, and zero-field
susceptibilities
a. Global external field. In the presence of an exter-
nal magnetic field H, the spin on the impurity orients
itself so that the spin-projection into the direction of the
external field becomes finite. We denote the impurity
spin polarization as
mS(JK, B) = geµBS
z(JK, B) ,
Sz(JK, B) = 〈Sˆz〉 = 1
2
〈nˆd,↑ − nˆd,↓〉 . (14)
Correspondingly, we define the impurity spin susceptibil-
ity via the relation
χS(JK, B) =
∂mS(JK, B)
∂H =
geµB
2
∂mS(JK, B)
∂B
. (15)
The impurity spin polarization and susceptibility can
straightforwardly be calculated for our various ground-
state approaches.
The impurity spin polarization must not be confused
with the thermodynamic magnetization of the system,
m(JK, B, T ) = −∂F(JK, B, T )
∂H = geµBS
z
tot(JK, B, T ) ,
(16)
where T = 1/β is the temperature, and the total spin
projection in the direction of the external field is
Sztot(JK, B, T ) = S
z(JK, B, T ) + s
z(JK, B, T ) ,
Sz(JK, B, T ) = 〈Sˆz〉 = 1
2
〈nˆd,↑ − nˆd,↓〉 , (17)
sz(JK, B, T ) = 〈sˆz〉 =
(L−1)/2∑
n=−(L−1)/2
〈cˆ+n,↑cˆn,↑ − cˆ+n,↓cˆn,↓〉
2
,
where the angular brackets imply the thermal average.
Since sz(JK, B, T ) is proportional to the system size,
the thermodynamic magnetization is not a useful quan-
tity because the impurity spin contribution Sz(JK, B, T )
is only of order unity. Therefore, it is more sensible to de-
fine impurity-induced changes to thermodynamic quan-
tities due to the presence of the impurity.10,11,13 The
impurity-induced free energy is defined by
F ii(JK, B, T ) = −T lnTr
[
exp(−βHˆK)
]
+T lnTr
[
exp
(
−β(Tˆ − Hˆm)
)]
, (18)
where the chemical potential is µ(T ) = 0 for the particle-
hole symmetric Kondo and free-fermion Hamiltonians at
all temperatures.27 The derivative with respect toH gives
the impurity-induced magnetization,
mii(JK, B, T ) = geµB
(
Sztot(JK, B, T )− sz,free(B, T )
)
.
(19)
It is of the order unity.
In eq. (18) we have F ii(JK, B, T = 0) = e0(JK, B) at
zero temperature so that we can obtain the impurity-
induced magnetization also from the excess ground-state
energy
mii(JK, B) = −geµB
2
∂e0(JK, B)
∂B
. (20)
The impurity-induced magnetic susceptibility at zero
temperature follows as
χii(JK, B) =
geµB
2
∂mii(JK, B)
∂B
= −
(geµB
2
)2 ∂2e0(JK, B)
∂B2
. (21)
We abbreviate the impurity-induced susceptibility at
zero field as χii0(JK) ≡ χii(JK, B = 0).
b. Local external field. When the magnetic field is
applied only at the impurity site, we denote the corre-
sponding quantities by an extra lower index ‘loc’, e.g.,
mSloc(JK, B) and χ
S
loc(JK, B). For a local field, the im-
purity spin polarization and susceptibility are the proper
thermodynamic quantities. They can be calculated from
the ground-state energy in the presence of a local field,
mSloc(JK, B) = −
geµB
2
∂e0,loc(JK, B)
∂B
,
χSloc(JK, B) =
geµB
2
∂mSloc(JK, B)
∂B
= −
(geµB
2
)2 ∂2e0,loc(JK, B)
∂B2
. (22)
For a local field, the free host electron system is unpolar-
ized. Therefore, the impurity-induced magnetization in
the presence of a local field describes the impurity spin
polarization plus the induced magnetization of the host
electrons and thus is of order unity,
miiloc(JK, B) = geµBS
z
tot(JK, B)
= geµB (S
z(JK, B) + s
z(JK, B)) (23)
5at zero temperature. In general, the impurity-induced
magnetization is smaller than the impurity spin polar-
ization because it is reduced by the contribution of the
bath electron screening cloud, sz(JK, B) < 0.
c. Zero-field susceptibilities. There are four differ-
ent susceptibilities at finite fields but only three different
zero-field susceptibilities because
χS0 (JK, T ) = χ
ii
0,loc(JK, T ) (24)
holds for all temperatures. To see this, we recall the
definition of the impurity-induced magnetization at finite
local field B,
miiloc(JK, B, T )
geµB
= 〈Sˆz + sˆz〉 (25)
=
1
Z Tr
[
e−β(Tˆ+Vˆsd−2BSˆ
z)
(
Sˆz + sˆz
)]
so that from eq. (19) we find
χii0,loc(JK, T )
(geµB)2
=
1
T
〈Sˆz(Sˆz + sˆz)〉 , (26)
where we used that the system is unpolarized for B = 0.
On the other hand, the impurity spin polarization at
finite global field B is defined by
mS(JK, B, T )
geµB
= 〈Sˆz〉 (27)
=
1
Z Tr
[
e−β(Tˆ+Vˆsd−2BSˆ
z−2Bsˆz)Sˆz
]
so that from eq. (15) we find
χS0 (JK, T )
(geµB)2
=
1
T
〈(Sˆz + sˆz)Sˆz〉 , (28)
where we used that the system is unpolarized for B = 0.
A comparison of eqs. (26) and (28) proofs eq. (24).
Note that the equivalence (24) does not necessarily
hold for approximate approaches. In Sect. V we shall see
that it is not fulfilled for the Yosida variational approach.
As shown in Sect. VI, it is obeyed in the paramagnetic
Gutzwiller wave function. For the NRG, eq. (24) provides
a convenient tool to assess the accuracy of the numerical
calculations.
III. PERTURBATION THEORY FOR THE
GROUND-STATE ENERGY
In this section, we derive the excess ground-state
energy and local spin correlation function from weak-
coupling and strong-coupling perturbation theory at zero
magnetic field.
A. Weak-coupling perturbation theory
When we ignore the coupling between the impurity
spin and the bath electrons, the ground state is doubly
degenerate. Since we are interested in the ground state,
we work with the spin singlet state
|Φ0〉 =
√
1
2
(
dˆ+↓ aˆkF,↓ + dˆ
+
↑ aˆkF,↑
)
|FS〉|vacd〉
≡
√
1
2
(|A〉+ |B〉) , (29)
where kF = (L + 1)/2 is the Fermi number in the full
chain. The state |Φ0〉 is normalized to unity. The ground
state of the Kondo Hamiltonian for JK = 0 and an empty
d-level is given by the Fermi sea
|FS〉 =
∏
σ
|FSσ〉 , |FSσ〉 =
kF∏
k=1
aˆ+k,σ|vac〉 . (30)
The calculations from standard perturbation theory are
carried out in appendix A3.
In the thermodynamic limit, there is no first-order cor-
rection, and the excess ground-state to second order reads
e
(2)
0 (JK) = −fb21 (31)
with
f = −4
∫ 0
−1
dω1
∫ 0
−1
dω2ρ0(ω1)ρ0(ω2)
1
ω1 + ω2
, (32)
b21 = 〈Φ0|Vˆ 2sd|Φ0〉 . (33)
As shown in appendix B 2, we have b21 = 3J
2
K/32, in-
dependent of the density of states. In one dimension,
fd=1 = 1, see appendix A3, so that our final result to
second order is
e
(2)
0 (JK) = −
3
32
J2K (34)
for the one-dimensional density of states (8).
For the local spin correlation function we thus find
CS0 (JK ≪ 1) = −
3
16
JK +O
(
J2K
)
(35)
in the weak-coupling limit.
B. Strong-coupling perturbation theory
1. Leading order
To leading order in JK, the impurity spin and the elec-
tron spin at the origin form a spin singlet. Since
s0 · S = 1
2
(
(s0 + S)
2 − s20 − S2
)
=
1
2
(
S
2
tot − s20 − S2
)
(36)
and Stot = 0, S = s0 = 1/2, we have
e0(JK) = −3JK
4
(37)
to leading order in JK.
62. Next-to-leading order
To obtain the correction to order (JK)
0, we realize that
the host electrons experience a scattering center at the
origin of infinite strengths. As shown in appendix B 3, in
the presence of a local impurity potential of strength V ,
spinless fermions experience the energy shift
eps0 (V ) = −
1
π
∫ 0
−1−η
dωω
∂
∂ω
Cot−1
[
1− V Λ0(ω)
πV ρ0(ω)
]
,
(38)
where ρ0(ω) is the density of states of the free host elec-
trons and Λ0(ω) is its Hilbert transform,
Λ0(ω) = −
∫ 1
−1
dǫ
ρ0(ǫ)
ω − ǫ . (39)
Moreover, Cot−1(x) = cot−1(x) + πθH(−x) is continu-
ous and differentiable across x = 0, where θH(x) is the
Heaviside step function.
In one dimension, we obtain from appendix B 3
eps0 (V ) =
1
2
(
1 + V −
√
1 + V 2
)
(40)
for the energy shift per spin species which reduces to
eps0 (V →∞) =
1
2
(41)
for V →∞. Summing over both spin species we obtain
e0(JK) = −3JK
4
+ 1 (42)
for the strong-coupling limit of the Kondo model, with
corrections of the order (JK)
−1.
For the local spin correlation function we thus find
CS0 (JK ≫ 1) = −
3
4
+O (J−2K ) (43)
in the strong-coupling limit.
IV. LANCZOS VARIATIONAL APPROACH
As a first variational approach, we consider the Lanc-
zos theory and compile the results for the first-order
Lanczos state. The calculations of higher orders quickly
become cumbersome and prone to errors. Since the
Yosida and Gutzwiller variational description are supe-
rior to the Lanczos approach, we only consider the Kondo
model without an external magnetic field.
A. Recursive construction
The Lanczos approach starts from some initial state
|Φ0〉, e.g., the state defined in eq. (29). The next states
are constructed recursively,14,15
|Φn+1〉 = Hˆ |Φn〉 − an|Φn〉 − b2n|Φn−1〉 , n ≥ 0 , (44)
where we set b0 ≡ 0, and
an =
〈Φn|Hˆ |Φn〉
〈Φn|Φn〉 ,
b2n =
〈Φn|Φn〉
〈Φn−1|Φn−1〉 ≥ 0 . (45)
The states |Φn〉 are not normalized to unity but they are
orthogonal to each other, see appendix B 2.
The real parameters al, bl > 0 define the elements of
the (M+1)×(M+1) tridiagonal Hamilton-Matrix H(M)
with the entries
Hl,m = δl,m+1bl + δl,mal + δl,m−1bl+1 , (46)
for 0 ≤ l,m ≤M . Its lowest eigenvalue, Ξ(M)0 , provides a
variational upper bound to the ground-state energy,14,15
E0 ≤ Ξ(M)0 ≤ Ξ(M−1)0 (47)
for all M ≥ 1. For completeness, we include a simple
proof in appendix B 2.
B. Results for the first-order Lanczos state
The variational Lanczos energy to leading order is
Ξ
(0)
0 = a0 = 0 , (48)
see eq. (A21). The variational Lanczos energy to first
order reads
Ξ
(1)
0 =
1
2
[
a1 −
√
a21 + 4b
2
1
]
. (49)
The matrix elements in one spatial dimension are calcu-
lated in appendix B 2 with the result
Ξ
(1)
0 (JK) =
1
2
−JK
2
+
4
π
−
√(
−JK
2
+
4
π
)2
+
3J2K
8
 .
(50)
To second order in JK, the first-order Lanczos energy
reads
Ξ
(1)
0 (JK ≪ 1) = −
π
4
3J2K
32
+O (J3K) . (51)
In comparison with second-order perturbation theory,
eq. (34), the Lanczos state accounts for π/4 ≈ 78.5%
of the exact second-order term.
For strong coupling, the first-order Lanczos state pro-
vides the bound
Ξ
(1)
0 (JK ≫ 1) =
1
8
(
−2−
√
10
)
JK + 2
5 +
√
10
5π
= −0.645JK + 1.04 . (52)
For JK ≫ 1, the first-order Lanczos energy accounts for
86.0% of the exact ground-state energy given in eq. (42).
7V. YOSIDA WAVE FUNCTION
As the next variational theory, we study the Yosida
variational state that we generalize to the case of a finite
external field. The Yosida state gives a poor variational
energy but recovers the exponentially large magnetic sus-
ceptibility for small Kondo couplings. Moreover, the cal-
culations can be carried out analytically to a far degree.
A. Yosida variational state
1. Definition
Yosida16,17 extended |Φ0〉 in eq. (29) in a generic way,
and proposed the variational wave function
|ΨY〉 =
√
1
2L
∑
k,ǫk>0
αk
(
aˆ+k,↓dˆ
+
↑ − aˆ+k,↑dˆ+↓
)
|FS〉|vacd〉 .
(53)
Here, αk is real and of the order unity. Note that |ΨY〉
is a spin singlet state.
To include a spin anisotropy at finite external field,
B ≥ 0, we generalize the Yosida wave function,
|ΨY(B)〉 =
√
1
2L
[∑′
k
αk,↓aˆ
+
k,↓dˆ
+
↑ |FS〉|vacd〉
−
∑′′
k
αk,↑aˆ
+
k,↑dˆ
+
↓ |FS〉|vacd〉
]
. (54)
Since the Fermi sea depends on the magnetic field, the
prime on the sum restricts the k-values to ǫk > −ǫF,
the double prime indicates ǫk > ǫF > 0, where ǫF is a
function of the magnetic energy scale B > 0.
B. Variational ground-state energy
1. Energy equation
The calculations are carried out in appendix A 4. We
abbreviate the principal-value integral
F1(x,B) = −
∫ 1
B
dωρ0(ω)
1
ω − x , (55)
whereby we assume throughout that 0 ≤ B < 1, i.e., the
host electrons are not fully polarized. Note that eq. (A40)
permits to set ǫF = B in our further considerations.
The Yosida ground-state energy λ = eY0 (JK, B) follows
from the solution of the implicit equation(
1− JKF+
4
)(
1− JKF−
4
)
− J
2
KF+F−
4
= 0 , (56)
where we abbreviated F+ ≡ F1(λ+JKs0/2, B) and F− ≡
F1(λ − JKs0/2,−B). In one spatial dimension we have
s0(B) = (1/π) arcsin(B) from eq. (A33) and
F1(x,B) =
1
π
√
1− x2 ln
[
1−Bx+
√
(1−B2)(1− x2)
B − x
]
.
(57)
Eq. (56) provides a solution only for B ≤ BYc (JK)
above which the Yosida state becomes unstable. This
problem does not occur in the Gutzwiller description so
that we do not extend the Yosida state to the region
B > BYc (JK).
2. Ground-state energy at zero field
At B = 0, eq. (56) simplifies to
F (λ) =
4
3JK
,
F (λ) ≡ F1(λ, 0) = 1
π
√
1− λ2 ln
[
1 +
√
1− λ2
−λ
]
(58)
for the ground-state energy λ = eY0 (JK) < 0. In gen-
eral, the solution of equation (58) must be determined
numerically.
a. Small Kondo couplings. For small |E|, we can ad-
dress a general density of states because
F (λ) = ρ0(0)
∫ 1
0
dω
1
ω − λ +
∫ 1
0
dω
ρ0(ω)− ρ0(0)
ω − λ
≈ ρ0(0) (− ln(−λ) + ln(C)) +O(λ) (59)
for |λ| ≪ 1. Here, we introduced the regularized first
negative moment of the density of states
ln(C) = −
∫ 0
−1
dω
ω
(
ρ0(ω)
ρ0(0)
− 1
)
(60)
For a constant density of states we have Cconst = 1 by
definition. For the one-dimensional density of states (8)
we find Cd=1 = 2.
To leading order we must solve
− ρ0(0) ln(|E|/C) = 4
3JK
(61)
so that
eY0 (JK ≪ 1) = −C exp
(
− 4
3ρ0(0)JK
)
(62)
results from the Yosida wave function for small Kondo
couplings. The density of states only enters via the pref-
actor C. A comparison with the exact second-order ex-
pression (34) shows that the exponentially small varia-
tional bound provided by the Yosida wave function is
rather poor.
8b. Large Kondo couplings. For large Kondo cou-
plings, the structure of the density of states matters and
we restrict ourselves to the one-dimensional case. For
large |E| we must solve to leading and next-to-leading
order
1
2|E| −
1
πE2
=
4
3JK
(63)
so that
eY0 (JK ≫ 1) = −
3JK
8
+
2
π
(64)
results from the Yosida wave function for large Kondo
couplings. The comparison with the perturbative strong-
coupling result (42) shows that the Yosida wave function
does not become exact for JK ≫ 1. This indicates that
the Yosida state does not properly describe the strong-
coupling singlet state.
C. Zero-field susceptibilities
The calculations are carried out in appendix A5. Here,
we summarize the results for the various zero-field sus-
ceptibilities.
1. Zero-field impurity spin susceptibility
To obtain the zero-field impurity spin susceptibilities,
we can replace eY0 (JK, B) and e
Y
0,loc(JK, B) by e
Y
0 (JK)
in eqs. (A50) and (A51); corrections are of the order B2
because the impurity spin polarization vanishes at B = 0.
Using Mathematica28 and eq. (58) in eq. (15) we find
χS,Y0 (JK)
(geµB)2
= (3JK)
2π
(
3− [eY0 (JK)]2
)− 3JK
128π2
(
1− [eY0 (JK)]2
) |eY0 (JK)| (65)
for the zero-field impurity spin susceptibility in the pres-
ence of a global field, and
χS,Y0,loc(JK)
(geµB)2
=
3
(
3JK − 4π[eY0 (JK)]2
)
64π
(
1− [eY0 (JK)]2
) |eY0 (JK)| (66)
for the zero-field impurity spin susceptibility in the pres-
ence of a local field for the one-dimensional density of
states (8).
a. Small Kondo couplings. The Yosida energy is ex-
ponentially small, eY0 (JK) ≈ −C exp[−4/(3ρ0(0)JK)], so
that we obtain
χS,Y0 (JK ≪ 1)
(geµB)2
≈ χ
S,Y
0,loc(JK ≪ 1)
(geµB)2
(
1− ρ0(0)JK
2
)
,
χS,Y0,loc(JK ≪ 1)
(geµB)2
≈ 9ρ0(0)JKe
4/(3ρ0(0)JK)
64C
, (67)
which are identical up to a correction factor that goes
to unity for ρ0(0)JK → 0. The zero-field impurity
spin susceptibilities display an exponential increase for
small Kondo couplings, as is characteristic for the Kondo
model.
b. Large Kondo couplings. For large Kondo cou-
plings, JK ≫ 1, we have eY0 (JK) ≈ −3JK/8 + 2/π in
one dimension so that we find
χS,Y0 (JK ≫ 1)
(geµB)2
≈ 1
8π
+
2
π2JK
, (68)
χS,Y0,loc(JK ≫ 1)
(geµB)2
≈ 1
2JK
. (69)
Since the Yosida state does not become exact for large
Kondo couplings, the zero-field impurity spin suscepti-
bility for a global field does not vanish for JK → ∞.
The corresponding susceptibility for a local field behaves
properly, and even reproduces the exact result, as derived
in Sect. VI.
2. Zero-field impurity-induced susceptibility
Using Mathematica28 we find the impurity-induced
magnetic susceptibility at zero field from eq. (A57) (λ ≡
eY0 (JK))
χii,Y0 (JK)
(geµB)2
=
JKC(λ, JK)
128λ(λ2 − 1)π3(4λ2π − 3JK) ,
C(λ, JK) = 9J
3
K + 12J
2
K(9λ
2 − 5)π
+4JK(33− 62λ2 + 9λ4)π2 − 96(λ2 − 1)2π3,
(70)
where we used eq. (58) to simplify the expressions. In
the presence of a local field, eq. (A60) leads to
χii,Y0,loc(JK)
(geµB)2
=
9J2K + 24πJK(3λ
2 − 1)− 16π2λ2(2 + 3λ2)
32λ(λ2 − 1)π(−3JK + 4πλ2) .
(71)
a. Small Kondo couplings. The Yosida energy is ex-
ponentially small, eY0 (JK) ≈ −C exp[−4π/(3JK)], so that
χii,Y0 (JK ≪ 1)
(geµB)2
≈ e
4/(3ρ0(0)JK)
4C
(72)
×
(
1− 11
8
ρ0(0)JK +
5
8
(ρ0(0)JK)
2
)
with corrections of order J3K, and
χii,Y0,loc(JK ≪ 1)
(geµB)2
≈ e
4/(3ρ0(0)JK)
4C
(
1− 3
8
ρ0(0)JK
)
(73)
with exponentially small corrections. Thus, the zero-field
impurity-induced susceptibility has the same exponential
prefactor as in the case of a global field but the correction
factor is different already in linear order.
The zero-field susceptibility is exponentially large for
small JK, in qualitative agreement with the exact solu-
tion. However, the exponent is not quite correct, namely,
the factor 4/3 should be replaced by unity. Moreover, the
exact susceptibility contains a correction factor propor-
tional to
√
JK/π, see Sect. VII.
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FIG. 1. (Color online) Zero-field impurity spin susceptibil-
ity χS,Y0 /(geµB)
2, eqs. (65) and (66) and zero-field impurity-
induced susceptibility χii,Y0 /(geµB)
2, eqs. (70) and (71), for
global/local magnetic fields as a function of JK of the one-
dimensional symmetric Kondo model from the Yosida wave
function. The zero-field impurity-induced susceptibility be-
comes negative at JK = J
Y
K,c ≈ 3.7543.
Note that the form of the density of states only en-
ters through the prefactor C that appears in the Yosida
ground-state energy. Thus, the algebraic correction
terms in eqs. (72) and (73) are universal in the sense
that they do not depend on the form of the host-electron
density of states. This behavior is also seen in the exact
zero-field susceptibilities, see Sect. IX.
b. Large Kondo couplings. For large Kondo cou-
plings, JK ≫ 1, we have eY0 (JK) ≈ −3JK/8 + 2/π in
one dimension so that
χii,Y0 (JK ≫ 1)
(geµB)2
≈ − 3JK
16π2
+
π2 − 12
2π3
+O(1/JK) < 0 .
(74)
Since the Yosida wave function does not describe the lo-
cal spin singlet state properly, the susceptibility becomes
negative for large Kondo couplings which indicates that
the Yosida state is unstable for JK > J
Y
K,c ≈ 3.7543. The
instability point is obtained from a numerical solution of
χii,Y0 (J
Y
K,c) = 0. At JK = J
Y
K,c, the critical external field
vanishes, BYc (J
Y
K,c) = 0.
For large Kondo couplings, JK ≫ 1, we have eY0 (JK) ≈
−3JK/8 + 2/π so that
χii,Y0,loc(JK ≫ 1)
(geµB)2
≈ 1
JK
+O (J−3K ) . (75)
This result is qualitatively correct. Note, however, that
the Yosida wave function fails to reproduce the exact
equivalence of the zero-field impurity-induced suscepti-
bility for a local field and the zero-field impurity spin
susceptibility, eq. (24).
In Fig. 1 we show the corresponding zero-field suscep-
tibilities. They all display an exponential increase for
small JK, and only differ in the pre-exponential factor.
For the impurity spin susceptibility in the Yosida wave
function, this factor is proportional to JK and also nu-
merically small, see eq. (67). Therefore, the impurity spin
susceptibility is substantially smaller than the impurity-
induced susceptibility; this is an artifact of the Yosida
wave function.
For large Kondo couplings, JK > 1, the impurity-
induced susceptibility becomes negative for JK > J
Y
K,c,
i.e., the Yosida state becomes unstable against a state
with a locally broken symmetry. The other susceptibil-
ities remain positive for all JK. The impurity spin sus-
ceptibility becomes constant for large JK, see eq. (68)
which is at odds with the exact solution. The local sus-
ceptibilities are qualitatively correct for large couplings
inasmuch they decay to zero for strong couplings, see
eqs. (69) and (75). In fact, the impurity spin suscepti-
bility from the Yosida wave function in the presence of
a local field, χS,Y0,loc(JK), eq. (69), becomes exact in the
limit of strong coupling, see Sect. IX.
VI. GUTZWILLER WAVE FUNCTION
As the third and last analytic variational approach,
we study the Gutzwiller wave function. It becomes ex-
act in the limit of large Kondo couplings and provides a
very good variational upper bound for the ground-state
energy for all Kondo couplings. However, for weak cou-
plings it describes a symmetry-broken state with an ori-
ented moment on the impurity, and a transition to the
paramagnetic state at JGK,c that is not contained in the
exact solution of the model.
A. Gutzwiller variational state
We define the Gutzwiller variational state18,19
|ΨG〉 = PˆG|Φ〉 , (76)
where |Φ〉 is a normalized single-particle product state to
be determined variationally. At half band filling we have
nd,0σ = 〈Φ|nˆdσ|Φ〉 =
1
2
+ σnm , (77)
where σn = 1 for σ =↑ and σn = −1 for σ =↓, and
0 ≤ m < 1/2 is the impurity spin polarization in the
single-particle product state |Φ〉,
m =
1
2
〈Φ|nˆd↑ − nˆd↓|Φ〉 . (78)
For a complete Gutzwiller projection, we choose
PˆG = λ↑mˆ
d
↑ + λ↓mˆ
d
↓ , mˆ
d
σ = nˆ
d
σ(1− nˆdσ¯) , (79)
where we use ↑¯ =↓ and ↓¯ =↑. Moreover, we demand
Pˆ 2G = 1 + x(nˆ
d
↑ − nd,0↑ )(nˆd↓ − nd,0↓ ) . (80)
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Thus, we have to solve
λ2↑mˆ
d
↑ + λ
2
↓mˆ
d
↓ = λ
2
↑nˆ
d
↑ + λ
2
↓nˆ
d
↓ − (λ2↑ + λ2↓)nˆd↑nˆd↓
!
= 1 + x(nˆd↑ − nd,0↑ )(nˆd↓ − nd,0↓ ) . (81)
The solution reads
x = − 1
nd,0↑ n
d,0
↓
= − 4
1− 4m2 ,
λ2σ =
1
nd,0σ
=
2
1 + 2σnm
. (82)
Before we proceed, we note the useful relations
PˆGdˆ
+
σ dˆσ¯PˆG = λσλσ¯ dˆ
+
σ dˆσ¯ ,
PˆG(nˆ
d
↑ − nˆd↓)PˆG = λ2↑mˆd↑ − λ2↓mˆd↓
=
nˆd↑
nd,0↑
− nˆ
d
↓
nd,0↓
+ 2m
nˆd↑nˆ
d
↓
nd,0↑ n
d,0
↓
. (83)
B. Ground-state energy
The calculation of expectation values and the varia-
tional optimization of the energy functional is presented
in appendices A 6 and A7. It requires the solution of an
effective non-interacting single-impurity Anderson model
that is characterized by a local hybridization parame-
ter V .
1. Paramagnetic Gutzwiller state
For m = 0, the ground-state energy for the non-
interacting single-impurity Anderson model is known ex-
plicitly for all relevant cases. For example, in one dimen-
sion it reads27
eA0 (V ) =
1
π
[
−π + 2v+ arctan
(
1
v−
)
+ v− ln
(
v+ − 1
v+ + 1
)]
+2(1− v+) , (84)
v± =
√√
1 + 4V 4 ± 1
2
. (85)
The Hellmann-Feynman theorem then gives
∂eA0 (V )
∂V
= − 8V
3JK
. (86)
The self-consistency equation (86) defines V (JK) as a
function of JK.
The Gutzwiller variational energy for the Kondo model
becomes
eG0 (JK) = e
A
0 (V (JK)) +
4 [V (JK)]
2
3JK
. (87)
In general, the Gutzwiller variational energy for the
Kondo model must be determined numerically.
a. Small Kondo couplings. For JK ≪ 1 and thus
V ≪ 1 we can approximate
eA0 (V ≪ 1) ≈
2V 2
π
(
ln(V 2/2)− 1) (88)
in one dimension so that the self-consistency equa-
tion (86) becomes
− 2π
3JK
= ln(V 2/2) , V 2 = 2 exp
(
− 2π
3JK
)
. (89)
Therefore, the Gutzwiller estimate for the ground-state
energy at small Kondo couplings becomes
eG0 (JK ≪ 1) = −
4
π
exp
(
− 2
3ρ0(0)JK
)
. (90)
This is much smaller than the Yosida energy eq. (62),
and even smaller than the value for the Yosida-Yoshimori
wave function,17,29
eY,Y0 (JK ≪ 1) ∼ − exp
(
− 1
ρ0(0)JK
)
. (91)
This is not surprising because both variational states miss
the actually quadratic dependence of the ground-state
energy on JK for small interaction strengths, e0(JK) ∼
−J2K, see eq. (34).
b. Large Kondo couplings. For JK ≫ 1 we can ap-
proximate
eA0 (V ≫ 1) ≈ −2V +1−
1
2V
+
2
3πV 2
− 1
16V 3
+O(1/V 5)
(92)
in one dimension. The self-consistency equation (86) be-
comes
− 4V
3JK
= −1 + 1
4V 2
− 2
3πV 3
+
3
32V 4
+O(1/V 6) ,
V =
3JK
4
− 1
3JK
+
32
27πJ2K
− 14
27J3K
+O(1/J5K) .
(93)
Therefore, the Gutzwiller estimate for the ground-state
energy at large Kondo couplings reads
eG0 (JK ≫ 1) = −
3JK
4
+1− 2
3JK
+
32
27πJ2K
− 8
27J3K
, (94)
up to and including third order in 1/JK. This is much
smaller than the Yosida energy (64) and is actually exact,
up to corrections of the order 1/JK, see eq. (42). Below,
we argue that the first-order and second-order corrections
in 1/JK are also exact.
The local spin correlation is obtained from the varia-
tional Hellmann-Feynman theorem. For large JK we find
CS,G0 (JK ≫ 1) = −
3
4
+
2
3J2K
− 64
27πJ3K
+O(1/J4K) . (95)
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2. Magnetic Gutzwiller state for weak coupling
As shown in appendix A7, the numerical optimization
of the variational parameters leads to
eG0 (JK) ≈ −0.0905J2K− 0.051J3K − 0.05J4K (96)
for the Gutzwiller variational energy for JK . 0.4.
The quadratic coefficient from the magnetic Gutzwiller
wave function can be compared with the exact result from
perturbation theory, e0(JK) ≈ −3J2K/32 = −0.09375J2K,
see eq. (34). The magnetic Gutzwiller states accounts
for 96.5% of the correlation energy. Hence, the magnetic
Gutzwiller provides an excellent energy estimate but fails
to describe the physics properly because it breaks the
local symmetry, m > 0 for B = 0+.
C. Zero-field susceptibilities
The calculations are carried out in appendix A8. Here,
we summarize the results for the various zero-field sus-
ceptibilities in the strong-coupling limit.
1. Five equations
The calculation of the zero-field susceptibilities from
the Gutzwiller wave function requires the solution of a
5× 5 matrix problem,
M · v = g , (97)
where gT
loc
= (1, 0, 0, 0, 0) for a local field, and gT =
(1, 0, g3, g4, g5) for a global field whose non-trivial entries
g3, g4, g5 are known functions of V , and V (JK) follows
from eq. (86), see appendix A8. Likewise, the entries of
the 5 × 5 matrix M are known functions of V and JK.
The vector
v =

ω¯p
E¯d
K¯
M¯0
χ
 (98)
contains the five unknowns that determine the suscepti-
bilities,
χS,G0 (JK, B)
(geµB)2
= χ , (99)
χii,G0 (JK)
(geµB)2
=
E¯d
2πV 2
. (100)
The choice of g determines whether the external field is
applied globally or locally.
Although Mathematica28 provides an analytic so-
lution of the linear problem, the expressions are very
lengthy and not illuminating. Eventually, we evaluate
them numerically.
2. Strong-coupling limit
As shown in appendix A8, compact results can be ob-
tained for JK ≫ 1. For the zero-field impurity spin sus-
ceptibility we find
χS,G0 (JK ≫ 1)
(geµB)2
=
20
9πJ2K
+O(1/J4K) , (101)
χS,G0,loc(JK ≫ 1)
(geµB)2
= =
1
2JK
+
28
27J3K
+O(1/J4K) (102)
in the presence of a global and a local field, respectively.
For the zero-field impurity-induced susceptibilities, the
Gutzwiller result for strong coupling reads
χii,G0 (JK ≫ 1)
(geµB)2
=
8
9πJ2K
+
416
81π2J3K
+O(1/J4K) ,(103)
χii,G0,loc(JK ≫ 1)
(geµB)2
=
20
9πJ2K
+O(1/J4K) (104)
in the presence of a global and a local field, respectively.
Since the Gutzwiller wave function becomes exact state
for strong coupling, we argue that these results are cor-
rect to the indicated order. We shall confirm this assess-
ment from the comparison with numerically exact data
from NRG and DMRG in Sect. IXC.
3. Critical interaction for the magnetic transition
For JK > J
G
K,c, the Gutzwiller state describes a spin-
isotropic state at the impurity site. For JK < J
G
K,c, the
local spin symmetry in the Gutzwiller state is sponta-
neously broken, i.e., m > 0 is optimal even at B = 0+.
With the help of the zero-field spin susceptibility, the
transition can accurately be identified because the deter-
minant of the matrix M(JK) changes sign at J = J
G
K,c.
Using Mathematica,28 the determinant as a function
of V can be calculated analytically but the expressions
are lengthy. The solution of
det
(
M(Vc)
)
= 0 (105)
is Vc = 0.4559222509954975 with det
(
M(Vc)
)
= −3.8 ·
10−15, or
JGK,c = 0.8392762432533198 . (106)
4. Comparison of susceptibilities
The paramagnetic Gutzwiller state is stable only for
JK > J
G
K,c ≈ 0.839 so that we focus on JK ≥ 1. Since the
Gutzwiller wave function becomes exact for JK →∞, all
susceptibilities are positive and well behaved.
In Fig. 2 we show the global and local zero-field sus-
ceptibilities. As seen from the figure, the asymptotic for-
mulae for the impurity spin susceptibilities, eqs. (101),
(102), (103), and (104), are applicable for JK & 4.
12
1 2 3 4 5 6 7 8 9 10
JK
10−2
10−1
100
101
χG 0
(J K
)/(
g e
μ μ
)2
χii, G0 (JK≫1)
χii, G0, lo≫(JK≫1)
χS, G0 (JK≫1)
χS, G0, lo≫(JK≫1)
χii, G0
χii, G0, lo≫
χS, G0
χS, G0, lo≫
FIG. 2. (Color online) Zero-field impurity spin susceptibil-
ity χS,G0 /(geµB)
2, eq. (99), and zero-field impurity-induced
susceptibility χii,G0 /(geµB)
2, eq. (100), for global/local mag-
netic fields as a function of JK ≥ 1 of the one-dimensional
symmetric Kondo model from the Gutzwiller wave function.
For comparison, we also include the limiting behavior for the
susceptibilities, eqs. (101), (102), (103), and (104).
Fig. 2 also shows that the equivalence
χS,G0 (JK) = χ
ii,G
0,loc(JK) (107)
holds for all JK > 1. Therefore, the Gutzwiller approach
respects the exact relation (24) at zero temperature. In-
deed, as seen from the derivation in Sect. A 7, the Gutz-
willer approach solves an effective non-interacting single-
impurity Anderson model for which the exact relation
eq. (24) is readily shown to hold, too.
VII. BETHE ANSATZ RESULTS
Using Bethe Ansatz, the Kondo model is solved for a
linear dispersion relation with unit Fermi velocity in the
wide-band limit, i.e., the dispersion relation ǫBA(k) = k
formally extends from k− = −∞ to k+ = +∞. There-
fore, an appropriate energy cut-off D must be introduced
in the Bethe Ansatz equations. This procedure is not
unique. Therefore, there are two Bethe Ansatz solutions
for the spin-1/2 Kondo model. First, the one discussed
by Tsvelick and Wiegmann, referred to as TW,10 and,
second, the one reviewed by Andrei, Furuya, and Lowen-
stein, referred to as AFL.11 The basic Bethe Ansatz equa-
tions agree but the expressions for the parameters as a
function of the Bethe Ansatz Kondo coupling JBAK /D dif-
fer beyond leading-order. For a lattice-regularized Bethe-
Ansatz solvable impurity model, see Ref. [30].
In this section we discuss the Bethe Ansatz results for
the zero-field impurity-induced susceptibility and mag-
netization. As shown in appendix B5, the Bethe Ansatz
solution leads to
eBA0 (J
BA
K ) = O
((
JBAK
)3)
. (108)
Thus, the Bethe Ansatz results cannot be used for com-
parison with the ground-state energy of the Kondo im-
purity on a chain.
A. Zero-field impurity-induced magnetic
susceptibility
The Bethe Ansatz leads to equation (4.30) of AFL11
or equation (5.1.23) of TW10 for the zero-field magnetic
susceptibility
χii0(JK)
(geµB)
2 =
1
4πT0(JBAK )
(109)
in the limit of small JBAK for a half-filled system.
The Bethe Ansatz solves the Kondo model for a Kondo
interaction strength JBAK in the limit of an infinite band-
width. To arrive at tangible results, a symmetric band-
width cutoff, |ǫ| < D, is imposed on the Bethe Ansatz
equations, and periodic boundary conditions are im-
plemented so that the electron density remains finite,
DAFL ≡ Ne/L = 1/2 at half band-filling, see ap-
pendix B 5. The corresponding bandwidth isWBA = 2D
with
D ≡ KAFL = πDAFL = π
2
(110)
so that the density of states is given by
ρ0 =
1
2D
=
1
π
(111)
at the Fermi energy EF = 0, and for all |ǫ| ≤ D. Then,
the low-temperature magnetic energy scale from Bethe
Ansatz is given by
T0(J
BA
K ) =
D
π
exp
(
− 1
ρ0JBAK
)
. (112)
The remaining problem is to express T0(J
BA
K ) as a func-
tion of JK, or, equivalently, to find an explicit relation
between JBAK and JK. The existence of such a unique
relation is thoroughly discussed in Sect. VI of AFL.11
B. Wilson’s renormalization group
Wilson’s renormalization group5 for the Kondo model
starts from the lattice model in the thermodynamic limit
with its energy cut-off parameter D = W/2 = 1 and
Kondo coupling JK. By successively integrating out
the high-energy degrees of freedom, the renormalization
group flows to the Bethe Ansatz model with a linear dis-
persion relation around the Fermi energy and the cou-
pling JBAK .
The renormalization group (RG) transformation is ac-
tually performed on the Hamiltonian as well as on the
matrix representation of the operators, both influencing
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the physical quantities such as the zero-field impurity-
induced susceptibility. In his review, eq. (IX.91) on
p. 835,5 Wilson provides the general series expansion for
the zero-field impurity-induced susceptibility at zero tem-
perature,
χii0(JK)
(geµB)2
=
w
4D˜(j)
exp (1/j)√
j
exp
(
−α1j −
∞∑
n=2
αnj
n
)
,
D˜(j)
D = c0 +
∞∑
n=1
cnj
n , j = ρ0(0)JK , (113)
where ρ0(0) is the density of states at the Fermi en-
ergy. In Ref. [5], α1 and w were determined numeri-
cally for a constant density of states, w/4 ≈ 0.1032, and
α1 = 1.5824. AFL calculated the Wilson number w ana-
lytically,11
w =
wAFL
π
=
eγE+1/4
π3/2
≈ 0.410705 (114)
with Euler’s constant γE ≈ 0.577216. We concisely re-
derive w in appendix B6.
The coefficients cn in eq. (113) can be obtained
from the high-temperature expansion of the zero-field
impurity-induced susceptibility. To third order it reads,
see eq. (IX.57) of Ref. [5],
4Tχii0(T, JK)
(geµB)2
≈ 1− j + j2 ln(T/D˜(j)) (115)
−j3
[(
ln(T/D˜(j))
)2
+
1
2
ln(T/D˜(j))
]
.
Indeed, to second order the comparison of eq. (VI-78) of
the supplemental material with eq. (115) gives
D˜(j)
D ≈
UC
2
≡ c0 (116)
with
U =
e3/4+γE
π
=
√
πew (117)
from eq. (VI-58) and C from eq. (60). Thus, the prefactor
of the susceptibility in eq. (113) to leading order reads
w
4D˜(j)
≈ w
2UCD =
1
2DC√πe . (118)
This result does not contain the Wilson number but only
the prefactor 1/(2DC√πe). This does not come as a
surprise because we consider finite magnetic fields at zero
temperature while TK characterizes the zero-field suscep-
tibility at finite temperatures. Note that the prefactor c0
in eq. (116) contains information about the host-electron
density of states via the regularized first negative mo-
ment (60).
As shown in AFL,11 and re-derived in Appendix B 6,
the Kondo temperature TK and the magnetic energy scale
TH =
√
π/eT0 are related by
TK = UTH , (119)
with corrections of the order ρ0(0)JK. Using eqs. (109),
(112), (113), and (118), we find
TK = w
√
πe
DC
2
√
ρ0(0)JK exp
(
− 1
ρ0(0)JK
)
, (120)
with corrections of the order ρ0(0)JK. Thus, in eq. (109)
χii0(JK)
(geµB)2
=
w
4TK
, (121)
which is the familiar expression of the zero-temperature
susceptibility in terms of the Kondo temperature TK, see
eq. (4.58) of Hewson’s book.4
In general, eq. (113) can be cast into the form
χii0(JK)
(geµB)2
= s0
χ¯0(j)
(geµB)2
(
1 +
∞∑
n=1
sn
s0
jn
)
, j = ρ0(0)JK ,
χ¯0(j)
(geµB)2
=
exp (1/j)√
j
, s0 =
1
2DC√πe . (122)
To go beyond the leading order, i.e., to determine the
coefficient s1 in eq. (122) analytically, requires the cum-
bersome calculation of the ground-state energy as a func-
tion of magnetic field B to third order in ρ0(0)JK. This
is beyond the scope of our presentation.
The comparison of the zero-field impurity-induced sus-
ceptibility from the renormalization group in eq. (122)
with the corresponding Bethe-Ansatz expressions (109)
and (112) leads to the desired relation between (D, JBAK )
and (D, JK),
1
ρ0JBAK
=
1
ρ0(0)JK
− 1
2
ln (ρ0(0)JK) + ln
(√
1
πe
2D
CD
)
+ ln
[
1 +
∞∑
n=1
sn
s0
(ρ0(0)JK)
n
]
(123)
with D =W/2 = 1 for the lattice model and D = π/2 in
the Bethe-Ansatz solvable model.
C. Impurity-induced magnetization
The Bethe Ansatz provides the impurity-induced mag-
netization of the system mii(JBAK , B, T ) at finite tem-
peratures T and finite external fields B, see eq. (19).
For small couplings, JK ≪ 1, the impurity-induced sus-
ceptibility is exponentially large, see eq. (122), so that
the relevant magnetic fields that lead to a finite mag-
netization are exponentially small. The polarization of
the host electrons becomes negligibly small, and we do
not have to distinguish between the impurity spin po-
larization and the impurity-induced magnetization, i.e.,
mii(JK ≪ 1, B → 0) = mS(JK ≪ 1, B → 0), with expo-
nential accuracy. Therefore, the zero-field susceptibilities
from the impurity-induced magnetization and from the
impurity spin polarization become identical.
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From eqs. (5.1.34) and (5.1.37) in TW and (4.29) in
AFL, the Bethe Ansatz result for the impurity-induced
magnetization reads (e = exp(1))
mii(h ≤ 1)
geµB
=
1
2
√
π
∞∑
n=0
(
n+ 1/2
e
)n+1/2
(−1)nh2n+1
n!(n+ 1/2)
,
(124)
mii(h ≥ 1)
geµB
=
1
2
− 1
2π3/2
∫ ∞
0
dω
sin(πω)
ω
Γ(1/2 + ω)
×
(ω
e
)−ω
h−2ω . (125)
In eqs. (124) and (125), the external field is scaled by the
universal low-temperature magnetic energy scale T1,
h =
B
T1
,
T1 =
√
2π
e
T0 =
√
2π
e
(
4πχii0(JK)
(geµB)2
)−1
. (126)
Since χii0(JK) can be calculated analytically in terms of
ρ0(0)JK only to leading order, see eq. (123), we follow
the usual approach and determine T1 numerically from
the zero-field susceptibility.13
VIII. NUMERICAL APPROACHES
In this section, we briefly discuss two numerically exact
approaches to the many-body problem. We begin with
the Density-Matrix Renormalization Group (DMRG)
method, and move on to the Numerical Renormalization
Group (NRG) technique that performs the Wilson renor-
malization scheme numerically.
A. DMRG
1. Impurity spin polarization and impurity-induced
magnetization
a. Impurity spin polarization When we apply the
magnetic field only at the impurity, standard DMRG
ground-state calculations provide the results for the im-
purity spin polarization 〈Sˆz〉 = mSloc/(geµB). For a glob-
ally applied field H the calculation of 〈Sˆz〉 is more subtle
because the total spin in z-direction Sztot = S
z + sz is
a good quantum number,27 see Sect. II B 2. Therefore,
the spin quantum number Sztot changes from S
z
tot = 0 for
H = 0 to Sztot = 1, 2, 3, . . . for increasing external fields
in steps of gµBHn whenever
gµBHn = E0(Sztot = n)− E0(Sztot = n− 1) (127)
for n = 1, 2, 3, . . . . Thus, the impurity spin polariza-
tion is recorded only at discrete values of the external
field whereby expectation values are calculated with the
ground state for Sztot = n. For JK ≤ 1, we use sys-
tem sizes L = 29, 61, 125, 253, 509, 637, 765. Since this
approach hampers a systematic finite-size extrapolation,
we plot mS(B)/(geµB) for our largest system sizes.
For JK & 1 and a global magnetic field, the calcu-
lation of the impurity spin polarization faces the prob-
lem that the impurity and the electron spin at n = 0
form a singlet and tend to separate from the rest of the
system. This reduces the effective length of the half-
chain by one site, and a finite-size gap opens at the
Fermi energy. To counteract this effect for JK & 1,
we subtract two sites form the original chain, i.e., we
use L = 27, 59, 123, 251, 507, 635, 763. Then, the ground
state at H = 0+ has total spin Sztot = 1/2, and the impu-
rity magnetization of the ground states at Sztot = n+1/2
(n = 1, 2, 3, . . .) is recorded.
b. Impurity-induced magnetization In DMRG, we
can calculate the ground-state energy E0(JK, S
z
tot, L) for
given integer 0 ≤ Sztot ≤ (L+3)/2. For very large system
sizes, ∆E(JK, S
z
tot, L) = E0(JK, S
z
tot, L) − E0(JK, 0, L)
can be fitted to a positive, continuous function of s ≡
Sztot. Then, the global external field is obtained from
B =
∂∆E(JK, s, L)
∂s
≡ E′0(s) . (128)
In turn, we may solve eq. (128) for the total spin sopt(B)
as a function of B,
sopt(B) = [E
′
0]
−1(B) , (129)
where [E′0]
−1(x) is the inverse function of E′0(x) for given
JK and L. Thus, the impurity-induced magnetization for
a global field is given by
mii,DMRG(JK, B, L)
geµB
= sopt(JK, B, L)− sfreeopt (B,L) .
(130)
For a local field, one has to also calculate the impurity
spin polarization 〈Sˆz〉 as a function of Sztot.
In practice, it requires exceedingly large system sizes
to carry out this program because, in the region of small
Kondo couplings, JK . 0.5, the susceptibility is very
large so that the system is almost fully polarized for very
small fields even for system sizes L = O(103). For this
reason the analytic curve E0(s) is not known with the re-
quired accuracy. Therefore, we do not employ the DMRG
to calculate impurity-induced quantities.
2. Technicalities
The accuracy of the calculations is controlled using the
dynamic block-state selection (DBSS) scheme.31,32 Set-
ting the control parameter to χ = 10−5, the truncation
error yields around 10−7 while the number of maximally
kept DMRG block-states was observed to in the range
M = 5000 for our largest system sizes.
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FIG. 3. (Color online) Ground-state energy eDMRG0 (JK, L)
from DMRG (upper figure) and local spin correlation function
CS,DMRG0 (JK, L) (lower figure) of the one-dimensional sym-
metric Kondo model as a function of inverse system size 1/L
for JK = 0.1, 0.5, 1. The solid lines represent the second-order
polynomial fit in 1/L.
For the ground-state energy we use DMRG to calculate
the excess ground-state energy e0(JK, L), see eq. (9), and
extrapolate to the thermodynamic limit,
eDMRG0 (JK) = lim
L→∞
eDMRG0 (JK, L) (131)
using a second-order polynomial fit in 1/L. As an exam-
ple, we present the ground-state energy eDMRG0 (JK, L)
and the local spin-correlation CS,DMRG0 (JK, L) as a func-
tion of inverse system size for JK = 0.1, 0.5, 1 in Fig. 3;
the finite-size extrapolation is unproblematic.
In Fig. 4 we show the zero-field impurity spin suscep-
tibility χS,DMRG0 (JK, L) for a global magnetic field and
χS,DMRG0,loc (JK, L) for a local magnetic field on a logarith-
mic scale as a function of inverse system size 1/L for
JK = 0.6, 1, 5. Apparently, the finite-size extrapolation
can safely be performed for the zero-field impurity spin
susceptibility for moderate to large coupling strengths,
JK & 0.6, because the NRG data are reasonably well
reproduced.
As in the case of the single-impurity Anderson model,27
the DMRG calculations for a global magnetic field are
troubled for small Kondo couplings. This is shown in
Fig. 5 for JK = 0.4, 0.5, 0.6. For JK ≪ 1, it requires
exponentially increasing system size to resolve the expo-
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FIG. 4. (Color online) Zero-field impurity spin susceptibil-
ity χS,DMRG0 (JK, L) from DMRG for a global magnetic field
(upper figure) and χS,DMRG0,loc (JK, L) for a local magnetic field
(lower figure) on a logarithmic scale for the one-dimensional
symmetric Kondo model as a function of inverse system size
1/L for JK = 0.6, 1, 5. For comparison, data from NRG are
shown as filled symbols at 1/L = 0. The solid lines rep-
resent the second-order polynomial fit in 1/L on the loga-
rithm of the susceptibility. The inset shows the magnetiza-
tion mS,DMRG(JK, B, L = 507, 509) as a function of a small
applied field whose slope defines χS,DMRG0 (JK, L)/(geµB)
2
≈
[mS,DMRG(JK, B1, L)−m
S,DMRG(JK, 0, L)]/(2B1).
nentially small energy scale for spin excitations, i.e., for
JK . 0.5, a reliable extrapolation of the susceptibility
to the thermodynamic limit requires system sizes that
already exceed L = 103 by far. For a local magnetic
field, the DMRG can access low fields so that the zero-
field impurity spin susceptibility is much better behaved
at small interactions. Nevertheless, the extrapolation is
not very stable, as can be seen from the winding fitting
curves, and the NRG values cannot be recovered faith-
fully. Again, for JK . 0.5 a reliable extrapolation of the
DMRG values for the zero-field impurity spin suscepti-
bility to the thermodynamic limit requires exponentially
large system sizes.
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FIG. 5. (Color online) Same content as Fig. 4 but for JK =
0.4, 0.5, 0.6. Inset: Magnetization mS,DMRG(JK, B, L = 509)
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B. NRG
Here, we compile basic information about the NRG
algorithm that we employ in our work; for a review on
NRG, see Ref. [8].
1. Wilson chain
The NRG starts from the energy representation of the
Hamiltonian,13
HˆK = Tˆ
NRG + Vˆ NRGsd + Hˆloc,m , (132)
with the kinetic energy
TˆNRG =
∑
σ
∫ 1−σnB
−1−σnB
dǫ ǫ a˜+ǫ,σa˜ǫ,σ , (133)
and the local Kondo interaction
Vˆ NRGsd =
1
2
(
fˆ+0,↑fˆ0,↓dˆ
+
↓ dˆ↑ + fˆ
+
0,↓fˆ0,↑dˆ
+
↑ dˆ↓
)
+
1
4
(
dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓
)(
fˆ+0,↑fˆ0,↑ − fˆ+0,↓fˆ0,↓
)
.
Here, the electron mode that couples to the impurity is
given by
fˆ0,σ =
∫ 1−σnB
−1−σnB
dǫ
√
ρ0(ǫ + σnB)a˜ǫ,σ , (134)
where σn = 1 for σ =↑ and σn = −1 for σ =↓. In this
step, no approximation is introduced.
The decisive step is the logarithmic discretization of
the NRG Hamiltonian (134). In the presence of a global
field, the upper and lower band edges differ from each
other,
W±,σ = ±1− σnB . (135)
Thus, we follow Hager8,33 and define the sampling points
xn,σ,± =W±,σΛ
−n , n = 0, 1, 2, . . . (136)
that depend on the position of the upper (+) and lower
(−) band edges for spin σ =↑, ↓. As usual,13 we ap-
proximate the density of states in each interval I+n,σ =
[xn+1,σ,+, xn,σ,+] and I
−
n,σ = [xn,σ,−, xn+1,σ,−] by a suit-
ably chosen constant. With the interval width
d±n,σ = |W±,σ|Λ−n
(
1− Λ−1) (137)
we define (
γ±n,σ
)2
=
∫
I±n,σ
dǫρ0(ǫ+ σnB) (138)
and the expansion operators
b˜n,p,σ,± =
∫
I±n,σ
dǫ
1√
d±n
e∓2πipǫ/d
±
n a˜ǫ,σ (139)
such that we can write
fˆ0,σ =
∑
n
(
γ+n,σ b˜n,0,σ,+ + γ
−
n,σ b˜n,0,σ,−
)
(140)
for the bath state that couples to the impurity. Note
that only the mode p = 0 appears in the bath-electron
operator fˆ0,σ.
The kinetic energy becomes
TˆNRG =
∑
n,p,p′,σ
ζ+n,p,p′,σ b˜
+
n,p,σ,+b˜n,p′,σ,+
+ ζ−n,p,p′,σ b˜
+
n,p,σ,−b˜n,p′,σ,− . (141)
To construct the Wilson chain we now drop all modes
p 6= 0 in the kinetic energy,
TˆNRG ≈
∑
n,σ
ζ+n,σ b˜
+
n,σ,+b˜n,σ,+ + ζ
−
n,σ b˜
+
n,σ,−b˜n,σ,− (142)
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with b˜n,σ,± ≡ b˜n,0,σ,± and
ζ±n,σ ≡ ζ±n,0,0,σ =
∫
I±n,σ
dǫ ǫ ρ0(ǫ + σnB)∫
I±n,σ
dǫ ρ0(ǫ + σnB)
. (143)
This approximation becomes exact in the limit Λ → 1;
for a thorough discussion, see Ref. [8].
As a final step in the construction of the Wilson chain,
we choose |0σ〉 ≡ fˆ+0,σ|vac〉 as starting vector for the
iterative construction of the Lanczos vectors, see ap-
pendix B 2. The kinetic energy operator is then repre-
sented as a tight-binding Hamiltonian on a chain,
TˆNRG =
∞∑
n=0,σ
εn,σfˆ
+
n,σfˆn,σ + tn,σ
(
fˆ+n,σfˆn+1,σ + h.c.
)
.
(144)
The matrix elements are calculated according to the
equations (28)-(31) in Ref. [8]. For completeness, we give
the details in appendix A9.
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FIG. 6. (Color online) Ground-state energy eNRG0 (JK,Λ)
from NRG (upper figure) and local spin correlation function
CS,NRG0 (JK,Λ) (lower figure) of the one-dimensional symmet-
ric Kondo model as a function of the Wilson parameter Λ
for JK = 0.1, 0.5, 1. The solid lines represent a second-order
polynomial fit in (Λ − 1). Filled symbols at Λ = 1 represent
the DMRG values.
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FIG. 7. (Color online) Ground-state energy eNRG0 (JK,Λ) from
NRG of the one-dimensional symmetric Kondo model as a
function of the Kondo coupling JK. NRG data with and with-
out the correction factor AΛ(Λ) were extrapolated to Λ→ 1.
DMRG data are shown for comparison.
2. Technicalities
The Wilson chain is solved iteratively, as described
in detail in Ref. [8]. As maximal chain length we use
30 ≤ nmax ≤ 100, depending on the value of JK. At the
end of each diagonalization step in the renormalization
group procedure, we keep 3000 < Ns < 5000 lowest-
energy eigenstates.
At the end of the renormalization group calculation, we
thus have Ns states with their global quantum numbers
(energy, particle number, spin component in z direction)
that permit the calculation of thermodynamic quanti-
ties such as the ground-state and free energy, impurity-
induced magnetization, and magnetic susceptibility by
taking the derivative with respect to the external field,
see eq. (21). For large couplings, JK & 5, it is numer-
ically advantageous to calculate the zero-field impurity-
induced susceptibility from the second-order derivative
of the ground-state energy.
For the calculation of local expectation values, e.g.,
the local spin correlation and impurity spin polarization,
the corresponding quantities are expressed in terms of
the Wilson chain operators and are transformed in each
renormalization group step.
The discretization parameter Λ we choose in the range
1.8 ≤ Λ ≤ 3.2. To include the discretization correc-
tion for reconnecting with the original continuum model
even for a finite Λ, we follow Krishna-murthy, Wilkins,
and Wilson,6,7 and multiply the Kondo coupling with the
correction factor
AΛ(Λ) =
1
2
Λ + 1
Λ− 1 ln(Λ) (145)
that becomes unity for Λ → 1. The factor was derived
for a constant density of states but we shall see that it
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also works very well for the one-dimensional density of
states.
As an example, we consider the ground-state energy.
We calculate eNRG0 (JK,Λ) and extrapolate to the limit
Λ→ 1,
eNRG0 (JK) = lim
Λ→1
eNRG0 (JK,Λ) , (146)
using a second-order polynomial fit in (Λ− 1). In Fig. 6.
we present the ground-state energy eNRG0 (JK,Λ) and the
local spin-correlation CS,NRG0 (JK,Λ) as a function of the
Wilson parameter Λ for JK = 0.1, 0.5, 1.
The extrapolation to Λ → 1 provides very good re-
sults in comparison with DMRG. Note that it requires
Λ-values as small as Λ = 1.8 to achieve an agreement of
the extrapolated NRG values and DMRG data within an
accuracy of better than one percent.
For an independent assessment of the quality of the
Λ-extrapolation, we also performed NRG calculations
where we switched off the correction factor AΛ(Λ). Re-
call that the correction factor was derived for a constant
density of states and thus does not necessarily perform
perfectly for the one-dimensional density of states. As
seen from Fig. 7, the extrapolated values for the ground-
state energy differ by less than one percent. In particular,
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FIG. 8. (Color online) Zero-field impurity spin susceptibility
χS,NRG0 (JK,Λ) from NRG for a global magnetic field (upper
figure) and χS,NRG0,loc (JK,Λ) for a local magnetic field (lower
figure) for the one-dimensional symmetric Kondo model as a
function of the Wilson parameter Λ for JK = 0.3, 0.4, 0.6, 1, 5.
The solid lines represent the second-order polynomial fit of
ln[χ0(Λ)] in (Λ− 1).
the resulting energy values are slightly below the DMRG
values when the correction factor is switched off whereas
they remain consistently above the DMRG energies when
the correction factor is employed. Therefore, we keep the
correction factor in all our NRG calculations.
In Fig. 8 we show the zero-field impurity spin suscep-
tibility χS,NRG0 (JK,Λ) for a global magnetic field and
χS,NRG0,loc (JK,Λ) for a local magnetic field as a function
of Λ for JK = 0.3, 0.4, 0.6, 1, 5. In contrast to DMRG, the
extrapolation can safely be performed for the zero-field
impurity spin susceptibility for all coupling strengths.
IX. COMPARISON
We begin our comparison with the ground-state en-
ergy and the local spin correlation. Next, we compare
the zero-field susceptibilities, and the impurity spin po-
larization and impurity-induced magnetization.
A. Ground-state energy and local spin correlation
1. Ground-state energy at small Kondo couplings
In Fig. 9 we show the ground-state energy for small
Kondo couplings, JK ≤ 0.4. In this parameter region, the
Yosida and paramagnetic Gutzwiller energies are expo-
nentially small which results in a poor variational energy
bound for JK ≤ 0.4. Therefore, we do not display them.
The Lanczos approach displays the correct quadratic
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FIG. 9. (Color online) Ground-state energy of the one-
dimensional symmetric single-impurity Kondo model as a
function of the Kondo coupling for small couplings, 0 ≤ JK ≤
0.4. We compare results from first-order Lanczos approxima-
tion (blue dotted line), eq. (50), magnetic Gutzwiller theory
(red dashed line), eq. (A81), perturbation theory to second or-
der (black full line), eq. (34), and numerical data from DMRG
(blue crosses) and NRG (black circles). Not shown are the
exponentially small Yosida and paramagnetic Gutzwiller en-
ergies.
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dependence of the ground-state energy on JK. However,
the prefactor is too small by a factor π/4, see eqs. (34)
and (51). The best analytic variational bound is pro-
vided by the magnetically ordered Gutzwiller state. As
seen from eq. (A81), it reproduces 96.5% of the second-
order perturbation energy term, and gives a very good
approximation for the ground-state energy for weak cou-
plings. Note, however, that the exact solution has m = 0
at B = 0+, i.e., the magnetic Gutzwiller state does not
describe the ground-state physics correctly.
The NRG and DMRG energies differ by not more than
one percent, and thus provide independent and accurate
values for the ground-state energy. As seen from Fig. 9,
the quadratic approximation to the exact ground-state
energy holds up to JK ≈ 0.1, beyond which cubic and
quartic terms in JK become discernible.
2. Ground-state energy at intermediate and large Kondo
couplings
In Fig. 10 we show the ground-state energy for inter-
mediate to large Kondo couplings, 0.4 ≤ JK ≤ 3.2; re-
call that W = 2 is the bandwidth of the host electrons.
Again, the NRG and DMRG data lie essentially on top
of each other and thus provide independent and accu-
rate values for the ground-state energy. They converge
to the strong-coupling estimate (43) for the ground-state
energy.
Neither the Yosida wave function nor the first-order
Lanczos state become asymptotically exact for strong
couplings, see eqs. (52) and (64). The best analyti-
cal variational upper bound results from the Gutzwil-
ler state that displays no local symmetry breaking above
JGK,c ≈ 0.839. In fact, as seen in Fig. 10, the Gutzwiller
energy for strong coupling (94) is in excellent agreement
with the NRG and DMRG data down to JK ≈ 1, with de-
viations below one percent. Therefore, we argue that the
asymptotic expression (94) is exact up to and including
second order in 1/JK.
3. Local spin correlation
In Fig. 11 we show the local spin correlation function
CS0 (JK) as a function of the Kondo coupling JK. It is zero
at JK = 0 and decreases linearly for small interactions,
CS0 (JK ≪ 1) = −3JK/16, see eq. (35). For large interac-
tions, it reaches its limiting value, CS0 (JK ≫ 1) = −3/4,
see eq. (43), which corresponds to a singlet formed by
the impurity spin and a localized host electron. The
DMRG and NRG data give the local spin correlation for
all interaction strengths, and faithfully interpolate be-
tween the two limiting cases. We verified numerically
that the Hellmann-Feynman theorem (12) is fulfilled both
in DMRG and NRG.
While the Yosida and first-order Lanczos states are
insufficient and thus omitted from the figure, the Gutz-
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FIG. 10. (Color online) Ground-state energy of the one-
dimensional symmetric single-impurity Kondo model as a
function of the Kondo coupling for intermediate and large
couplings, 0.4 ≤ JK ≤ 3.2. We compare results from strong-
coupling perturbation theory (black full line), eq. (42), Gutz-
willer theory (red dashed line), first-order Lanczos approxi-
mation (blue dotted line), eq. (50), Yosida theory (green dot-
dashed line), eq. (58), and numerical data from DMRG (blue
crosses) and NRG (black circles).
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FIG. 11. (Color online) Local spin correlation function
CS0 (JK) of the one-dimensional symmetric single-impurity
Kondo model as a function of the Kondo coupling JK. We
compare results from Gutzwiller theory (red dashed line),
eq. (87), and numerical data from DMRG (blue crosses) and
NRG (black circles). The linear behavior for small cou-
plings, CS0 = −3JK/16 is given by eq. (35), the limiting value
for strong couplings, CS0 (JK → ∞) = −3/4 is found from
eq. (43).
willer wave function reproduces the numerical data for
all interactions. The Gutzwiller state with m > 0 for
J < JGK,c ≈ 0.839 provides a quantitatively satisfactory
value for the local spin correlation function but fails qual-
itatively because the exact solution does not sustain a
locally symmetry-broken state. For J > JGK,c, the Gutz-
willer state very well approximates the local spin correla-
tion function. As seen in Fig. 11, the Gutzwiller, DMRG,
20
NRG results lie almost on top of each other for large
Kondo couplings. Therefore, we argue that the strong-
coupling expression (95) is actually exact up to and in-
cluding third order in 1/JK.
B. Magnetic susceptibilities for weak coupling
For the zero-field susceptibilities only the NRG is ca-
pable to examine the weak-coupling limit, JK ≪ 1, with
the desired high accuracy. We mostly investigate the case
of a constant density of states, ρconst0 (0) = 1/2, for which
the correction term AΛ(Λ) in eq. (145) was originally
derived.6,7 For a one-dimensional density of states, we
show numerically that the ratio of the impurity-induced
susceptibilities is given by the regularized first negative
moment of the density of states (60).
1. Impurity-induced magnetic susceptibility
In Fig. 12 we show the zero-field impurity-induced
magnetic susceptibility as a function of JK for various
values of the Wilson parameter Λ for a constant density
of states, both for a global magnetic field and a local
magnetic field at the impurity. The data for Λ = 1 are
the result of a quadratic fit in (Λ − 1) for given JK. We
plot the ratio of the susceptibilities and the universal part
χ¯0(j), see eq. (122), to focus on the sub-leading terms.
The NRG confirms the quadratic dependence of these
terms on j = ρ0(0)JK for JK → 0,
χii0(JK)
χ¯0(j)
= s0 + s1j + s2j
2 + . . . , j = ρ0(0)JK . (147)
We collect the results for s0, s1, s2 in table I.
We perform two sequences of extrapolations. In ex-
trapolation (a), we start with a second-order polynomial
fit in (Λ − 1) at fixed JK and fit the resulting data in
a second-order polynomial fit in j = JKρ0(0), as shown
in Fig. 12. In extrapolation (b) we first extrapolate in
j to determine sl(Λ) and extrapolate these coefficients
in Λ afterwards. NRG data for 0.15 ≤ JK ≤ 1.0 and
s0 s1 s2 s0 α
Hˆm 0.1781
(a) −0.401(a) 0.348(a) 0.1784(a) −2.33(a)
0.1781(b) −0.401(b) 0.348(b) 0.1784(b) −2.35(b)
Hˆm,loc 0.1734
(a)
−0.269(a) 0.182(a) 0.1731(a) −1.547(a)
0.1734(b) −0.269(b) 0.182(b) 0.1731(b) −1.560(b)
exact 0.171099 0.171099
TABLE I. Coefficients of the sub-leading terms in the zero-
field impurity-induced magnetic susceptibility for the ground
state of the symmetric Kondo model with a constant density
of states in eq. (147) from NRG, see Fig. 12. The two values
result from the two sequences of extrapolations (a) and (b) in
(Λ− 1) and j, see text. The analytic value for s0 is given in
eq. (122). Also given are the coefficients for the fit in eq. (149).
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FIG. 12. (Color online) Impurity-induced magnetic suscepti-
bility χii,NRG0 (JK,Λ) for a global magnetic field (upper figure)
and χii,NRG0,loc (JK,Λ) for a local magnetic field (lower figure)
for the symmetric Kondo model with a constant density of
states as a function j = JKρ0(0) = JK/2 for various values
of the Wilson parameter Λ. The lines represent the result of
a second-order polynomial fit in j. To make the sub-leading
terms discernible, we scale the susceptibilities by the universal
part χ¯0(j), see eq. (122). The filled symbols at j = 0 denote
the analytical result (122).
1.8 ≤ Λ ≤ 3.2 are included in the fit. As seen from the
data in table I, the results agree very well.
The parameter s1 is related to Wilson’s coefficients α1
and c1 in eq. (113) via
s1 = −c1/c0 + α1
2D√πe ,
c1
c0
= −2D√πes1 − α1 , (148)
or c1 ≈ 0.45, where we used C = 1 for a constant density
of states, D = 1, s0 ≈ −0.40, α1 ≈ 1.5824,5 and c0 ≈
0.6001 from eq. (116). Since |c1/c0| . α1, we could also
have used
χii0(JK)
χ¯0(j)
≈ s0e−αj , j = ρ0(0)JK (149)
as our fit function. For completeness, the results for this
fitting function are also included in table I.
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The constant term is identical in both cases, sNRG0 ≈
sNRG0,loc ≈ s0 = 1/(2
√
πe) ≈ 0.1709914, where we used the
analytic result from eq. (122) for comparison. Since the
NRG data for a global field show more scatter, the accu-
racy of s0 is smaller than for a local field, the deviations
are 4% for a global field and 1% for a local field. In
any case, the accuracy is good enough to see that the
prefactors of the first-order and second-order terms are
different for global and local magnetic fields, s1 6= s1,loc
and s2 6= s2,loc. Different linear terms are also found in
the Yosida wave function, compare eqs. (72) and (73).
2. Impurity-induced magnetic susceptibility for a
one-dimensional density of states
In Fig. 13 we show the ratio between the zero-field
impurity-induced magnetic susceptibility for a constant
density of states, χii,NRG,const0 (JK,Λ), and for a one-
dimensional density of states, χii,NRG,d=10 (JK,Λ) for a
global magnetic field as a function j = JKρ0(0) for vari-
ous values of the Wilson parameter Λ. The extrapolated
value for Λ→ 1 is very close to C = 2 which is the exact
result for j = 0, see eq. (122).
Apparently, the result holds for all j ≪ 1, within the
accuracy of the NRG calculations. This universality is
also seen in the Yosida wave function, see eq. (72), where
the sub-leading corrections are independent of the host-
electron density of states. Therefore, we conjecture that
the algebraic correction terms in eq. (122) are universal in
the sense that s1/s0 ≈ −2.3 and s2/s0 ≈ 2 do not depend
on the form of the host-electron density of states.
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FIG. 13. (Color online) Ratio between the zero-field impurity-
induced magnetic susceptibility for a constant density of
states, χii,NRG,const0 (JK,Λ), and for a one-dimensional density
of states, χii,NRG,d=10 (JK,Λ) for a global magnetic field as a
function j = JKρ0(0) for various values of the Wilson parame-
ter Λ. The black crosses represent the result of a second-order
polynomial fit in Λ − 1. The line C = 2 gives the result for
j = 0.
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FIG. 14. (Color online) Zero-field impurity spin susceptibility
χS,NRG0 (JK,Λ) for a global magnetic field (upper figure) and
χS,NRG0,loc (JK,Λ) for a local magnetic field (lower figure) for the
symmetric Kondo model with a constant density of states as a
function j = JKρ0(0) = JK/2 for various values of the Wilson
parameter Λ. The lines represent the result of a second-order
polynomial fit in j. As in Fig. 12, we scale the susceptibilities
by the universal part χ¯0(j). The filled symbols at j = 0
denote the analytical result (122).
3. Impurity spin susceptibility
In Fig. 14 we show the zero-field impurity spin sus-
ceptibility as a function of JK for various values of the
Wilson parameter Λ for a constant density of states, both
for a global magnetic field and a local magnetic field at
the impurity. The data for Λ = 1 are the result of a
quadratic fit in (Λ− 1) for given JK. Again, we plot the
ratio of the susceptibilities and the universal part χ¯0(j),
see eq. (122), to focus on the sub-leading terms. The
NRG confirms the quadratic dependence of these terms
on j = ρ0(0)JK for JK → 0,
χS0 (JK)
χ¯0(j)
= S0+S1j+S2j
2+ . . . , j = ρ0(0)JK . (150)
We collect the results for S0, S1, S2 in table II. Note that
we use capital letters here to distinguish the coefficients
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S0 S1 S2 S0 α
S
Hˆm 0.1774
(a)
−0.307(a) 0.300(a) 0.1738(a) −1.49(a)
0.1774(b) −0.307(b) 0.300(b) 0.1738(b) −1.50(b)
Hˆm,loc 0.1753
(a) −0.193(a) 0.218(a) 0.1707(a) −0.766(a)
0.1753(b) −0.193(b) 0.218(b) 0.1707(b) −0.766(b)
exact 0.171099 0.171099
TABLE II. Coefficients of the sub-leading terms in the zero-
field impurity spin susceptibility for the ground state of the
symmetric Kondo model with a constant density of states in
eq. (147) from NRG, see Fig. 14. The two values result from
the two sequences of extrapolations (a) and (b) in (Λ−1) and
j, see text. The analytic value for S0 = s0 is given in eq. (122).
Also given are the coefficients for the fit in eq. (149).
sl for the impurity-induced susceptibility from the coef-
ficients Sl for the impurity spin susceptibility. We also
include the results from the extrapolation analogous to
eq. (149) which provides the coefficient αS from an ex-
ponential extrapolation. NRG data for 0.15 ≤ JK ≤ 1.0
and 1.8 ≤ Λ ≤ 3.2 are included in the fit.
For the impurity spin susceptibility we also find the
expected result S0 = s0 = 1/(2
√
πe) ≈ 0.1709914, irre-
spective of a global or a local field, with deviations of
about 4%. Again, the first-order and second-order coef-
ficients S1 and S2 depend on whether the magnetic field
is applied globally or locally.
To assess the accuracy of our extrapolations, we com-
pare the results for χS0 (JK) and χ
ii
0,loc(JK) which should
be equal, see eq. (24). We see that s1,loc = −0.269 agrees
reasonably well with S1 = −0.307, with a deviation of
the order of ten percent. However, s2,loc = 0.182 and
S2 = 0.300 are off by more than 40 percent. Since the
data for the local susceptibilities are better than those
for the global susceptibilities, we argue that the data for
s1,loc and s2,loc are more reliable. Nevertheless, the com-
parison indicates that the values for s1 and S1 (s2 and
S2) have an uncertainty of several (ten) percent.
C. Magnetic susceptibilities for strong coupling
1. Impurity-induced susceptibility
In Fig. 15 we show the zero-field impurity-induced sus-
ceptibility with a global and a local field for JK ≥ 1 from
NRG in comparison with the Gutzwiller result. In gen-
eral, we calculate the impurity-induced magnetization for
small local fields and determine the susceptibility from
the slope. In the strong-coupling region, this procedure
becomes unstable in NRG so that we determine the sus-
ceptibility from the second-derivative of the ground-state
energy with respect to the global field, see eq. (21).
As seen from Fig. 15, the Gutzwiller wave function
almost perfectly reproduces the NRG data for JK & 1.5.
For intermediate to strong couplings, the Gutzwiller wave
function is an excellent trial state for the Kondo model.
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FIG. 15. (Color online) Zero-field impurity-induced suscep-
tibilities χii0(JK) and χ
ii
0,loc(JK) on a logarithmic scale for a
global and a local magnetic field for the one-dimensional sym-
metric Kondo model as a function of JK for JK ≥ 1 from NRG
and the Gutzwiller wave function.
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FIG. 16. (Color online) Zero-field impurity spin susceptibili-
ties χS0 (JK) and χ
S
0,loc(JK) on a logarithmic scale for a global
and a local magnetic field for the one-dimensional symmet-
ric Kondo model as a function of JK for JK ≥ 1 from NRG,
DMRG, and the Gutzwiller wave function.
The strong-coupling asymptotics is shown in Fig. 2.
The asymptotic formulae (103) and (104) are applicable
for JK & 4.
2. Impurity spin susceptibility
In Fig. 16 we show the zero-field impurity spin suscep-
tibility for JK ≥ 1. For intermediate to strong couplings,
we find an excellent agreement between the data from
NRG and DMRG both in the presence of global and lo-
cal magnetic fields. Again, the Gutzwiller wave function
provides an excellent analytic estimate for the zero-field
susceptibilities for all JK & 1.5.
The strong-coupling asymptotics is shown in Fig. 2.
The limiting expressions, eqs. (101) and (102), become
applicable for JK & 4.
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FIG. 17. (Color online) Impurity-induced magnetization
mii(B)/(geµB) for JK = 0.5 for the one-dimensional sym-
metric Kondo model as a function of global/local magnetic
fields B from the Yosida wave function, NRG, and the Bethe
Ansatz.
D. Impurity-induced magnetization and impurity
spin polarization for weak coupling
Next, we address the impurity-induced magnetization
and the impurity spin polarization as a function of the ex-
ternal field for weak coupling. The comparison of Bethe
Ansatz results and NRG data was done only recently.13
1. Impurity-induced magnetization
In Fig. 17 we show the impurity-induced magnetiza-
tion mii(B)/(geµB) for JK = 0.5 as a function of the
global field B ≤ 0.014 as obtained from the Yosida wave
function, in comparison with NRG data and results from
the Bethe Ansatz. We omit the Gutzwiller results be-
cause Gutzwiller theory predicts a finite magnetization
even at B = 0+ and thus fails to reproduce the param-
agnetic phase at JK = 0.5. As discussed in Sect. VIII A,
DMRG cannot faithfully reproduce the magnetization for
JK = 0.5 because the tractable system sizes are too small.
Therefore, we do not show DMRG data for the impurity-
induced magnetization in Fig. 17.
At JK = 0.5 and in one dimension where ρ0(0) = 1/π,
we have j = ρ0(0)JK = 1/(2π) ≈ 0.159. The zero-
field susceptibility is quite large already. In units of
(geµB)
2 we have χii0(j = 1/(2π)) ≈ χ¯0(1/(2π))s0[1 +
(s1/s0)(2π) + (s2/s0)(2π)
2] ≈ 79, see eq. (122), where
we employ s0 = 1/(2DC
√
πe) ≈ 0.0856 for Cd=1 = 2
and D = 1, and make the assumption that the ratios
s1/s0 ≈ −2.3 and s2/s0 ≈ 2 do not depend on the host-
electron density of states, and are thus obtained from
the values in table I. A large zero-field susceptibility im-
plies a sharp increase of the magnetization for small fields
as seen in Fig. 17. The Yosida state overestimates the
zero-field susceptibility by more than a factor of five,
χii,Y0 (j = 1/(2π)) ≈ 433, see eq. (72). Thus, the Yosida
wave function also overestimates the magnetization for
small and intermediate fields, see Fig. 17.
In the Bethe Ansatz, the sharp increase at small fields
is followed by a very slow convergence to the limiting
value mii(B ≫ TH) = 1/2. The resulting broad magne-
tization plateau originates from the logarithmic terms in
the Bethe Ansatz solution, see eq. (VI-86) in the supple-
mental material. The NRG results lie on top of the Bethe
Ansatz data which shows that the Bethe Ansatz expres-
sions (124) and (125) remain valid up to JK of the order
of a quarter of the bandwidth, as long as T1 is determined
from the exact zero-field susceptibility from eq. (126).
In Fig. 17 we also show the impurity-induced mag-
netization miiloc(B) as a function of a local magnetic
field for JK = 0.5. For small values of the Kondo
coupling, the differences between globally and locally
applied external fields are fairly small. The impurity-
induced magnetization in the presence of a local field
is a few percent larger than in the presence of a global
field. This can be deduced from eq. (147) which shows
that the ratio of the zero-field susceptibilities is close to
unity, [1 + (s1,loc/s0)j + (s2,loc/s0)j
2]/[1 + (s1/s0)j +
(s2/s0)j
2] ≈ 1.13 at j = 1/(2π) where the data are
taken from table I. Likewise, the differences between
the impurity-induced magnetization mii(B) and the im-
purity spin polarization mS(B) are small at small JK,
[1+(S1/s0)j+(S2/s0)j
2]/[1+(s1/s0)j+(s2/s0)j
2] ≈ 1.12
at j = 1/(2π), where the data are taken from table I and
table II. This has been noted previously in Ref. [13].
In the Yosida wave function, the differences between
the impurity-induced magnetization for global and local
fields are more pronounced. In the case of a local field,
the impurity-induced magnetization in the Yosida wave
function quickly reaches the maximal value of one half.
For a global field, the impurity-induced magnetization
saturates below this value, in contrast to the exact so-
lution. Altogether, the Yosida wave function correctly
describes some gross aspects of the magnetization curves
(large zero-field susceptibility, monotonous increase to
saturation) but it fails to reproduce them in detail, e.g.,
the small difference between global and local fields.
2. Impurity spin polarization
In Fig. 18 we show the impurity spin polarization in
the presence of a global and a local field, respectively.
As seen from the previous section IXD1, the NRG is the
best method to study magnetic properties of the Kondo
model at weak coupling. Therefore, its results can be
used to assess the quality of all other methods.
In Fig. 18 we leave out the Gutzwiller results because
the spin polarization is finite at JK = 0.5, and almost
independent of B for all 0 ≤ B < 0.014, in contrast
to the NRG data. The Yosida wave function provides
qualitatively correct results but grossly underestimates
the spin polarization in both cases. Therefore, the Yosida
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FIG. 18. (Color online) Impurity spin polarization Sz(B) =
mS(B)/(geµB) as a function of a global magnetic field (upper
figure) and Szloc(B) = m
S
loc(B)/(geµB) as a function of a local
magnetic field (lower figure) for the one-dimensional symmet-
ric Kondo model at JK = 0.5 from NRG, DMRG, and the
Yosida wave function.
wave function neither provides an acceptable description
of the impurity spin polarization.
As discussed in Sect. VIII A, DMRG requires very large
system sizes for small Kondo couplings to calculate the
impurity spin polarization in the presence of a small
global field. Therefore, at JK = 0.5 the DMRG and
NRG data agree only for B & 0.01 For smaller B-values,
DMRG substantially overestimates the magnetization,
displaying large finite-size effects. Recall that DMRG
works for fixed total spin Sztot so that only specific values
for B are accessible. This limitation does not apply for a
purely local field. It can be tuned freely also in DMRG
so that a finite-size extrapolation of the DMRG data for
the impurity spin polarization is unproblematic. As seen
from Fig. 18, the NRG and DMRG data perfectly agree
for the impurity spin polarization in the presence of a
local magnetic field. Alternatively, since mSloc is a ther-
modynamic quantity, it can also be obtained from the
derivative of the excess ground-state energy with respect
to the external field, see eq. (22). Both approaches lead
to the same results.
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FIG. 19. (Color online) Impurity-induced magnetization
mii(B)/(geµB) for JK = 2 for the one-dimensional symmetric
Kondo model as a function of a global/local magnetic field B
from Bethe Ansatz, NRG, and the Gutzwiller wave function.
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FIG. 20. (Color online) Impurity spin polarization Sz(B) =
mS(B)/(geµB) for JK = 2 for the one-dimensional symmetric
Kondo model as a function of a global/local magnetic field B
from NRG, DMRG, and the Gutzwiller wave function.
E. Impurity-induced magnetization and impurity
spin polarization for strong coupling
Lastly, we address the impurity-induced magnetization
and the impurity spin polarization as a function of the
external field for strong coupling.
1. Impurity-induced magnetization
In Fig. 19 we show the impurity-induced magnetization
as a function of B at JK = 2. When the Kondo coupling
reaches the band width, the singlet state between the im-
purity spin and the band electron at the origin is tightly
bound so that the susceptibility is small and even a siz-
able field can barely polarize the singlet. Therefore, the
impurity magnetization remains small for B ≤ 0.5.
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The NRG data lie on top of the analytic results from
the Gutzwiller wave function. This again shows that the
Gutzwiller wave function is an excellent trial state for the
Kondo model at large couplings. At JK = 2, the Bethe
Ansatz is no longer applicable, and sizable differences be-
tween NRG/Gutzwiller results and Bethe Ansatz predic-
tions become discernible at large B, despite the fact that
the linear term is fixed to the exact susceptibility. Values
JK & W are beyond the Bethe Ansatz description.
2. Impurity spin polarization
Finally, in Fig. 20 we show the impurity spin polar-
ization as a function of B at JK = 2. For large Kondo
couplings, the finite-size restrictions imposed on DMRG
discussed in Sect. VIII A are far less severe, and the re-
sults for L = 763 sites for a global field perfectly repro-
duce the NRG data for 0 ≤ B < 0.5. The same perfect
agreement between DMRG and NRG data is seen for the
case of a local field whose value can be chosen freely also
for the DMRG calculations.
The analytic results from the Gutzwiller wave function
lie on top the the NRG/DMRG data for both a global
and a local field. Again, the Gutzwiller wave function
is seen to provide an excellent trial state for the Kondo
model at large couplings.
X. CONCLUSIONS
In the last section, we summarize our central findings
and discuss our main results.
A. Summary
In our work, we investigated the symmetric single-
impurity Kondo model on a chain at zero tempera-
ture. As a function of the Kondo coupling JK, we stud-
ied the ground-state energy, the local spin correlation
function, the impurity spin polarization and impurity-
induced magnetization, and the corresponding zero-field
magnetic susceptibilities for global and local external
fields B. Some of these quantities, e.g., the ground-state
energy and the local spin correlation function, are re-
lated by the Hellmann-Feynman theorem that also holds
for variational wave functions, see appendix B 1.
We calculated the ground-state energy and the local
spin correlation function in weak-coupling and strong-
coupling perturbation theory at B = 0 as benchmark
for our approaches. Some of the required calculations
were deferred to appendix B 2 for weak coupling and to
appendix B3 for strong coupling.
As the first of three analytical variational methods,
we analyzed the first-order Lanczos state at B = 0, as
done by Mancini and Mattis12 for a constant density of
states. We recapitulated the Lanczos method and per-
formed the calculation of the first-order coefficients in
appendix B 2. Second, we extended and evaluated the
Yosida wave function16,17 to include external magnetic
fields. The Yosida wave function provides a simple de-
scription of the Kondo-singlet ground state with an expo-
nentially small binding energy at small Kondo couplings
that translates into an exponentially large zero-field mag-
netic susceptibility. Third, we introduced and employed
the Gutzwiller variational state18,19 at finite fields. The
latter provides a Hartree-Fock type description of the
Kondo model that guarantees that the impurity is singly
occupied. The Gutzwiller wave function becomes exact
in the limit of large Kondo couplings, JK ≫ W . The
evaluation of the Gutzwiller wave function required the
solution of the non-interacting single-impurity Anderson
model (SIAM) in the presence of potential scattering.
This was done in appendix B 4.
As numerical techniques, we employed the Numeri-
cal Renormalization Group (NRG)5–8 and the Density-
Matrix Renormalization Group (DMRG)20–22methods.
Using the DMRG method we addressed finite half-chains
of length L/2, and performed quadratic fits in 1/L for
physical quantities to extrapolate to the thermodynamic
limit, L → ∞. In DMRG, the system sizes are limited
to L . 103 so that we could not address the impurity-
induced magnetizations and the zero-field susceptibilities
at weak Kondo couplings. The NRG permits the accurate
calculation of all ground-state quantities as a function of
the Wilson parameter Λ. We performed quadratic fits
in (Λ − 1) to extrapolate our data to the limit Λ = 1.
We employed the correction factor derived by Krishna-
murthy, Wilkins, and Wilson6,7 because it improved the
quality of the extrapolations.
Since the Bethe Ansatz solves a Kondo model with
linear dispersion and infinite bandwidth, a direct com-
parison of physical quantities is not easy because there is
a non-trivial relation between the Kondo couplings JBAK
and JK used in the Bethe Ansatz and in the lattice model,
respectively. As we showed in appendix B 5, the ground-
state energy in the Bethe Ansatz is zero, up to correc-
tions of the order (JBAK )
3. Thus, the ground-state energy
from Bethe Ansatz cannot be used for a comparison with
the lattice model. Using known results from Andrei, Fu-
ruya, and Lowenstein,11 re-derived in appendix B 6 and
extended to a general host-electron density of states, we
expressed JBAK as a series expansion in JK, and gave ana-
lytic expressions for the leading-order terms in eq. (123).
When the zero-field susceptibility from NRG is used,
the impurity-induced magnetization from Bethe Ansatz
and from NRG were seen to agree perfectly. This was
observed earlier in the NRG analysis of Schnack and
Ho¨ck.13
In our work, we showed that the various zero-field
susceptibilities have a universal small-coupling limit, see
eq. (122). For finite JK, however, the impurity spin polar-
ization and the impurity-induced magnetization at global
and local fields differ from each other by a factor that
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goes to unity for JK → 0. Using NRG, we calculated the
corrections numerically, with an accuracy of some ten
percent. Since two zero-field susceptibilities agree, see
eq. (24), it is possible to assess the accuracy of the NRG
calculations for the zero-field susceptibilities.
B. Discussion
The ground state of the symmetric single-impurity
Kondo model describes a Kondo singlet formed by the
impurity spin and its host-electron screening cloud. Un-
fortunately, it is by no means easy to formulate a concise,
analytically tractable variational wave function that ad-
equately describes the ground state for all couplings.
In this work we showed that the Gutzwiller wave func-
tion provides an excellent trial state for large Kondo cou-
plings, JK & W , where W = 2 is the bandwidth. It
reproduce the ground-state energy, the local spin cor-
relation, the impurity spin polarization and impurity-
induced magnetization, and the corresponding zero-field
susceptibilities from NRG and DMRG with high accu-
racy. Unfortunately, it displays a Hartree-Fock type tran-
sition to a state with an oriented impurity spin below
JGK,c ≈ 0.893 that is not contained in the exact solution
of the model.
For weak coupling, the Yosida wave function repro-
duces the exponential divergence of the zero-field suscep-
tibilities known from Bethe Ansatz and NRG but it fails
to provide a good variational bound on the ground-state
energy for all couplings. Eventually, it becomes unstable
for large Kondo couplings. Thus, the Yosida and Gutz-
willer variational approaches provide a complementary
view on the Kondo-singlet ground state of the Kondo
model.
The DMRG method numerically determines an opti-
mal variational ground state for the Kondo model on
finite lattices. Although not specifically designed for
impurity models, the method works very well as long
as all energy scales lie within the DMRG energy reso-
lution ∆ǫ = W/L. However, the Kondo temperature
in the Kondo model becomes exponentially small for
JK ≪ W so that the calculation of magnetic proper-
ties using DMRG is limited to JK & 0.5 for the one-
dimensional density of states. Other quantities such as
the ground-state energy and the local spin correlation
function are unproblematic. For JK = 2, the results
from NRG and DMRG agree perfectly, not only for the
ground-state energy and local spin correlation but also
for the impurity spin polarization and zero-field suscepti-
bility. The DMRG can also be applied to impurity prob-
lems as long as all intrinsic energy scales can be resolved
appropriately.
The NRG was specifically designed to treat exponen-
tially small energy scales in impurity models and thus
works exceedingly well for the Kondo model. In this work
we showed that NRG also permits the accurate calcula-
tion of the ground-state energy and local spin correlation
function. In particular, we found that an extrapolation
Λ → 1 is required whereby the correction factor derived
by Krishna-murthy, Wilkins, and Wilson6,7 is helpful to
improve the extrapolations.
In contrast to the single-impurity Anderson model,27
the Bethe Ansatz results for the Kondo model cannot
be directly compared to numerical results because the
continuum and lattice models differ in their coupling
constants. Therefore, at zero temperature, only the
impurity-induced magnetization for small Kondo cou-
plings can eventually be compared to the NRG data.
For this reason, it was indispensable to generate accurate
data from NRG for comparison with the analytical and
numerical variational methods (Lanczos, Yosida, Gutz-
willer, DMRG) employed in this work.
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Appendix A: Technical details
1. Diagonalization of the kinetic energy operator
We use open boundary conditions and define the op-
erators for standing waves,
aˆk,σ =
√
2
L+ 1
(L−1)/2∑
n=−(L−1)/2
sin
( πkn
L+ 1
+
πk
2
)
cˆn,σ . (A1)
We may formally include the operators cˆ±(L+1)/2,σ at
sites n = ±(L + 1)/2 because they do not enter the
standing-wave operators aˆk,σ. The inverse transforma-
tion reads
cˆn,σ =
√
2
L+ 1
L∑
k=1
sin
[
πk
L+ 1
(
n+
L+ 1
2
)]
aˆk,σ .
(A2)
The kinetic energy becomes diagonal
Tˆ =
L∑
k=1,σ
ǫkaˆ
+
k,σaˆk,σ (A3)
with the dispersion relation (1 ≤ k ≤ L)
ǫk = −2t cos
(
πk
L+ 1
)
. (A4)
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2. Half-chain geometry
Eq. (A2) shows that
cˆ0,σ =
√
2
L+ 1
L∑
k=1
sin
[
πk
2
]
aˆk,σ . (A5)
Therefore, the standing waves with even k do not couple
to the chain center, and drop out of the problem.
a. Canonical transformation to parity eigenstates
The reason for this decoupling is parity symmetry. To
make it transparent in the real-space representation, we
introduce the operators for n = 1, 2, . . . , (L− 1)/2
Cˆn,σ =
√
1
2
(
cˆn,σ + cˆ−n,σ
)
,
Sˆn,σ =
√
1
2
(
cˆn,σ − cˆ−n,σ
)
, (A6)
with the inverse transformation
cˆn,σ =
√
1
2
(
Cˆn,σ + Sˆn,σ
)
,
cˆ−n,σ =
√
1
2
(
Cˆn,σ − Sˆn,σ
)
. (A7)
Moreover, we set Cˆ0,σ ≡ cˆ0,σ for notational consistency.
The transformation is a canonical basis transformation.
Then, the kinetic energy becomes
Tˆ = −t
[√
2Cˆ+0,σCˆ1,σ + h.c.
]
−t
[
1
2
(L−3)/2∑
n=1,σ
(
Cˆ+n+1,σ + Sˆ
+
n+1,σ
)(
Cˆn,σ + Sˆn,σ
)
+
1
2
(L−3)/2∑
n=1,σ
(
Cˆ+n+1,σ − Sˆ+n+1,σ
)(
Cˆn,σ − Sˆn,σ
)
+ h.c.
]
≡ TˆC + Tˆ S , (A8)
where the two commuting parts of the kinetic energy are
given by
TˆC = −
√
2t
∑
σ
(
Cˆ+0,σCˆ1,σ + Cˆ
+
1,σCˆ0,σ
)
+(−t)
(L−3)/2∑
n=1,σ
(
Cˆ+n+1,σCˆn,σ + Cˆ
+
n,σCˆn+1,σ
)
,
Tˆ S = (−t)
(L−3)/2∑
n=1,σ
(
Sˆ+n+1,σSˆn,σ + Sˆ
+
n,σSˆn+1,σ
)
. (A9)
Therefore, the S-electrons drop out of the problem, and
the Kondo Hamiltonian reduces to
HˆCK = Tˆ
C + Vˆsd + Hˆm (A10)
with
Vˆsd =
JK
2
(
Cˆ+0,↑Cˆ0,↓dˆ
+
↓ dˆ↑ + Cˆ
+
0,↓Cˆ0,↑dˆ
+
↑ dˆ↓
)
+
JK
4
(
dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓
)(
Cˆ+0,↑Cˆ0,↑ − Cˆ+0,↓Cˆ0,↓
)
,
Hˆm = Hˆm,loc −B
(L−1)/2∑
n=0
[
Cˆ+n,↑Cˆn,↑ − Cˆ+n,↓Cˆn,↓
]
(A11)
and Hˆm,loc = −B(dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓). Note that the C-
parity eigenbasis in this one-dimensional finite-size chain
takes on the role of the s-wave scattering in the three-
dimensional continuous model,5 where all other spherical
harmonics drop out of the problem. Now, the impurity
is at the left end of the half-chain. The half-chain has
an odd number of sites, Lhc = (L + 1)/2, so that the
system of half-chain plus impurity has a total number of
even sites because we choose (L+3)/2 to be even. In the
absence of an external magnetic field, we have an equal
number of electrons with spin σ =↑, ↓ in the half-chain,
Nσ = (L + 3)/4, so that the ground state has total spin
zero.
b. Kinetic energy of the half-chain
We denote for m = 1, . . . , (L+ 1)/2
bˆm,σ ≡ (−1)m−1aˆ2m−1,σ ,
ǫ(m) = −2t cos
[
π(2m− 1)
L+ 1
]
(A12)
and find
TˆC =
(L+1)/2∑
m=1,σ
ǫ(m)bˆ+m,σ bˆm,σ (A13)
for the kinetic energy of the half-chain in diagonal form.
For half filling of the half-chain, the Fermi energy is at
EF = 0, i.e., the last occupied site in Fourier space is
mF = (L + 3)/4 with energy ǫ(mF) = 0.
We rewrite the dispersion relation as
ǫ(m) = 2t sin
[
2π(m−mF)
L+ 1
]
, (A14)
which can be linearized around the Fermi wave number,
ǫ(m) ≈ 2t2π(m−mF)
L+ 1
+O ((m−mF)3) (A15)
for |m−mF| ≪ L so that the Fermi velocity becomes
vF =
ǫ(mF + 1)− ǫ(mF)
2π/(L+ 1)
= 2t . (A16)
In Bethe Ansatz calculations, vBAF ≡ 1 is used. Therefore,
it is convenient to set 2t ≡ 1 so that the bandwidth is
W = 2.
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3. Weak-coupling perturbation theory
a. Perturbation theory to leading order
To leading order, we choose finite system sizes L, and
consider the full-chain geometry. In Fourier space, the
kinetic energy operator and the Kondo coupling for the
chain are given by
Tˆ =
L∑
k=1,σ
ǫkaˆ
+
k,σaˆk,σ , (A17)
Vˆsd =
JK
L+ 1
L∑
k,p=1
sin(πk/2) sin(πp/2) (A18)
×
(
dˆ+↓ dˆ↑aˆ
+
k,↑aˆp,↓ + dˆ
+
↑ dˆ↓aˆ
+
k,↓aˆp,↑
+
1
2
(
dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓
)(
aˆ+k,↑aˆp,↑ − aˆ+k,↓aˆp,↓
))
.
Due to spin symmetry we find
〈Φ0|Tˆ |Φ0〉 = 〈A|Tˆ |A〉 = EFS − ǫkF = EFS (A19)
because ǫkF = 0 . Moreover,
〈Φ0|Vˆsd|Φ0〉 = − 3JK
2(L+ 1)
L∑
k,p=1
sin(πk/2) sin(πp/2)
〈A|aˆ+k,↑aˆp,↑ − aˆ+k,↓aˆp,↓|A〉
= − 3JK
2(L+ 1)
(A20)
because sin2(πkF/2) = 1. Thus we obtain
e
(1)
0 (JK) = E
(1)
0 (JK)− EFS = −
3JK
2
1
L+ 1
. (A21)
In first order in JK, the energy decrease is only of the
order 1/L.
b. Perturbation theory to second order
To second order, we implicitly work in the thermody-
namic limit, L→∞. The second-order energy correction
reads
e
(2)
0 (JK) =
∑
|m〉6=|Φ0〉
∣∣∣〈m|Vˆsd|Φ0〉∣∣∣2
E
(0)
0 − E(0)m
. (A22)
All states that can be reached from |Φ0〉 by an application
of Vˆsd have an extra particle in one of the L/2 single-
particle levels above the Fermi sea at p > kF and a hole
in one of the L/2 single-particle levels below kF, k ≤
kF, see eq. (A18). Therefore, E
(0)
0 − E(0)k,p = −(ǫp − ǫk).
Otherwise, the coupling matrix element is independent
of k and p. Therefore, in the thermodynamic limit, we
may sum over all (L/2)2 intermediate states and find
e
(2)
0 (JK) = −
(
2
L
)2 kF∑
k=1
L∑
p=kF
〈Φ0|Vˆ 2sd|Φ0〉
ǫp − ǫk ≡ −fb
2
1
(A23)
with
f = 4
∫ 1
0
dω1
∫ 0
−1
dω2ρ0(ω1)ρ0(ω2)
1
ω1 − ω2 ,(A24)
b21 = 〈Φ0|Vˆ 2sd|Φ0〉 . (A25)
As shown in appendix B 2, we have b21 = 3J
2
K/32, inde-
pendent of the density of states.
For the one-dimensional density of states (8) we find
f =
∫ ∞
0
dωe−ωηJ0(ω)H0(ω) , (A26)
where η = 0+, J0(ω) is the zeroth order Bessel func-
tion and H0(ω) is the zeroth order Struve function, see
eqs. (9.1.18) and (12.1.7) of Ref. [34]. Using eq. (12.1.19)
of Ref. [34] this can further be simplified to
f =
8
π
∞∑
k=0
1
2k + 1
∫ ∞
0
dωJ0(ω)J2k+1(ω) = 1 , (A27)
where we used eq. (6.512,2) of Ref. [35]. Thus, our final
result to second order is
e
(2)
0 (JK) = −
3
32
J2K (A28)
for the one-dimensional density of states (8).
4. Energy of the magnetic Yosida state
a. Host electron Fermi sea
At half band-filling and for a symmetric density of
states we have
|FS〉 =
∏
k;ǫk≤−ǫF
aˆ+k,↓
∏
k;ǫk≤ǫF
aˆ+k,↑|vac〉 . (A29)
The host-electron spin polarization per site
s0 =
1
2
1
L
∑
k
〈FS|aˆ+k,↑aˆk,↑ − aˆ+k,↓aˆk,↓|FS〉 (A30)
determines ǫF. For the one-dimensional density of states
we find
s0 =
1
π
arcsin ǫF , ǫF = sin(πs0) . (A31)
In turn, ǫF can be viewed as a variational parameter that
optimizes the ground-state energy in the presence of the
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external field,
eFS(ǫF) = tFS(ǫF)− 2Bs0(ǫF) ,
tFS(ǫF) =
1
L
〈FS|Tˆ |FS〉
= 2
∫ 0
−1
dωωρ0(ω) + 2
∫ ǫF
0
dωωρ0(ω) .(A32)
For a symmetric density of states at half band-filling, the
variational optimum is at
ǫ
(0)
F = B (A33)
for B ≤ 1 and ǫ(0)F = 1 for B ≥ 1. Thus, in one dimension
for B ≤ 1
eFS(B) = − 2
π
√
1−B2 − 2
π
B arcsin(B) . (A34)
b. Presence of the impurity
In the presence of the impurity, we have to determine
ǫF from the minimization of
E0(ǫF) = LeFS(ǫF) + e0(ǫF) . (A35)
This gives the condition
0 = Le′FS(ǫ
opt
F ) + e
′
0(ǫ
opt
F ) . (A36)
We separate the terms of order L and order unity,
ǫoptF = B +
1
L
ǫ
(1)
F , (A37)
where we use eq. (A33) to identify the leading-order term
ǫ
(0)
F = B, and find in eq. (A36) that
0 = e′′FS(B)ǫ
(1)
F + e
′
0(B) ,
ǫ
(1)
F = −
e′0(B)
e′′FS(B)
= − 1
2ρ0(B)
∂e0(ǫF)
∂ǫF
∣∣∣∣
ǫF=B
. (A38)
In the last equation we used eq. (A32) to show that
e′FS(ǫF) = 2(ǫF −B)ρ0(ǫF) ,
e′′FS(ǫF) = 2ρ0(ǫF) + 2(ǫF −B)ρ′0(ǫF) . (A39)
Fortunately, we do not need to know ǫ
(1)
F when we work
with the ground-state energy because
E0(ǫ
opt
F ) = L
(
eFS(B) + e
′
FS(B)
ǫ
(1)
F
L
)
+ e0(B)
= LeFS(B) + e0(B) (A40)
is independent of ǫ
(1)
F due to eq. (A32), see also eq. (A39).
c. Lagrange functional and minimization
After calculating all expectation values, the Lagrange
functional for the Yosida state L ≡ L [{αk,↑} , {αk,↓} , λ]
becomes
L = 1
2
(
1
L
∑′
k
α2k,↓ǫk +
1
L
∑′′
k
α2k,↑ǫk
)
−JK
2
(
1
L
∑′
k
αk,↓
)(
1
L
∑′′
k
αk,↑
)
+
JK
4
s0
(
1
L
∑′
k
α2k,↓ −
1
L
∑′′
k
α2k,↑
)
−JK
8
(
1
L
∑′
k
αk,↓
)2
− JK
8
(
1
L
∑′′
k
αk,↑
)2
+λ
(
1− 1
2L
∑′
k
α2k,↓ −
1
2L
∑′′
k
α2k,↑
)
, (A41)
where we took the normalization into account using the
Lagrange parameter λ.
We define
C↑ =
1
L
∑′′
k
αk,↑ ,
C↓ =
1
L
∑′
k
αk,↓ . (A42)
The variation of the Lagrange functional (A41) gives
αk,↑ =
JK
4
C↑ + 2C↓
ǫk − (λ+ JKs0/2) ,
αk,↓ =
JK
4
C↓ + 2C↑
ǫk − (λ− JKs0/2) (A43)
in the respective regions in k-space. We abbreviate the
principal-value integral
F1(x,B) = −
∫ 1
B
dωρ0(ω)
1
ω − x (A44)
to find in eq. (A42)
C↑ =
JK
4
(C↑ + 2C↓)F1(λ+ JKs0/2, B) ,
C↓ =
JK
4
(C↓ + 2C↑)F1(λ− JKs0/2,−B) , (A45)
whereby we assume throughout that 0 ≤ B < 1, i.e., the
host electrons are not fully polarized. Note that eq. (A40)
permits to set ǫF = B in our further considerations.
The secular determinant that belongs to eq. (A45)
must be zero because the normalization condition (C↑ +
C↓)/2 = 1 must also be fulfilled. Therefore, we determine
λ from the equation(
1− JKF+
4
)(
1− JKF−
4
)
− J
2
KF+F−
4
= 0 , (A46)
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where we abbreviated F+ ≡ F1(λ+JKs0/2, B) and F− ≡
F1(λ − JKs0/2,−B). In one spatial dimension we have
s0(B) = (1/π) arcsin(B) from eq. (A33) and
F1(x,B) =
1
π
√
1− x2 ln
[
1−Bx+
√
(1 −B2)(1 − x2)
B − x
]
.
(A47)
Using the variationally optimal parameters, it is not dif-
ficult to show that
eY0 (JK, B) = λ . (A48)
Therefore, eq. (A46) determines the variational ground-
state energy as a function of the external field B.
Eq. (A46) provides a solution only for B ≤ BYc (JK)
above which the Yosida state becomes unstable. This
problem does not occur in the Gutzwiller description so
that we do not extend the Yosida state to the region
B > BYc (JK).
5. Impurity spin polarization and magnetization of
the Yosida state
a. Impurity spin polarization
By definition, see eq. (14), the impurity spin polariza-
tion is given by
mS,Y(JK, B)
geµB
= Sz,Y(JK, B) =
1
2
〈ΨY|nˆd,↑ − nˆd,↓|ΨY〉 .
(A49)
This expectation value is readily calculated to give
Sz,Y(JK, B) =
1
2
1− 3JKF+/4
1 + JKF+/4
(A50)
with F+ ≡ F1(eY0 (JK, B) + JKs0(B)/2, B) and F1(x,B)
from eq. (57) in one dimension. The ground-state energy
eY0 (JK, B) in the presence of a global field is derived from
the solution of eq. (56), and s0(B) = arcsin(B)/π in one
dimension.
When the external field is applied only locally, the im-
purity spin polarization is given by
Sz,Yloc (JK, B) =
1
2
1− 3JKF (eY0,loc(JK, B)−B)/4
1 + JKF (eY0,loc(JK, B)−B)/4
(A51)
with F (x) from eq. (58) in one dimension. The ground-
state energy eY0,loc(JK, B) in the presence of a local field is
derived from the solution of eq. (56) when F± is replaced
by F (λ∓B).
b. Impurity-induced magnetization
The solution eY0 (JK, B) of eq. (56) must be determined
numerically for given Kondo coupling and external field.
The impurity-induced magnetization is then obtained us-
ing eq. (20) as
mii,Y(JK, B)
geµB
= −1
2
∂eY0 (JK, B)
∂B
(A52)
by a numerical derivative of the Yosida ground-state en-
ergy in the presence of a magnetic field. Eq. (A52)
holds because of the variational Hellmann-Feynman the-
orem,25,26 see appendix B 1.
To obtain an analytic expression, we take the deriva-
tive of eq. (56) with respect to the magnetic field B. With
the abbreviations
s′0(B) =
∂s0(B)
∂B
= ρ0(B) ,
y(B) =
ρ0(B)
eY0 (JK, B) + JKs0(B)/2− B
, (A53)
and
F2(x,B) =
∂F1(x,B)
∂x
,
F2,+ = F2(e
Y
0 (JK, B) + JKs0(B)/2, B) ,
F2,− = F2(e
Y
0 (JK, B)− JKs0(B)/2,−B) (A54)
we find
F ′1,+ + F
′
1,− +
3JK
4
(
F ′1,+F1,− + F
′
1,−F1,+
)
= 0 , (A55)
where
F ′1,+ = y(B) +
(
−2mii,Y(B) + JKρ0(B)
2
)
F2,+ ,
F ′1,− = −y(−B) +
(
−2mii,Y(B)− JKρ0(B)
2
)
F2,− .
(A56)
Here, we used eq. (A52), eY0 (JK,−B) = eY0 (JK, B), and
s0(−B) = −s0(B).
We solve eq. (A55) for mii,Y(JK, B),
mii,Y(JK, B)
geµB
=
1
4
Na(JK, B)
Nb(JK, B)
(A57)
with
Na(JK, B) = 8y(B)− 8y(−B)
+4JKρ0(B) (F2,+ − F2,−)
+6JK (y(B)F1,− − y(−B)F1,+)
+3J2Kρ0(B) (F1,−F2,+ − F1,+F2,−) ,
and
Nb(JK, B) = 4F2,+ + 4F2,−
+3JK (F1,−F2,+ + F1,+F2,−) . (A58)
When the external field is applied only locally, eq. (56)
reduces to(
1− JKF+
4
)(
1− JKF−
4
)
− J
2
KF+F−
4
= 0 (A59)
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FIG. 21. (Color online) Impurity spin polarization Sz,Y =
mS,Y/(geµB), eq. (14), and impurity-induced magnetization
mii,Y/(geµB), eq. (19), of the one-dimensional symmetric
Kondo model as a function of global/local fields for JK = 0.5
(upper figure) and JK = 2 (lower figure) from the Yosida wave
function.
with F± = F (λ ∓ B) from eq. (58). Then, eq. (A57)
reduces to
mii,Yloc (JK, B) =
4(F ′+ − F ′−) + 3JK(F ′+F− − F ′−F+)
8(F ′+ + F
′
−) + 6JK(F
′
+F− + F
′
−F+)
(A60)
with
F ′± = F
′(λ ±B) ,
F ′(x) = − 1
πx(1 − x2) +
x
1− x2F (x) . (A61)
In Fig. 21 we display the impurity spin polarization
Sz,Y = mS,Y/(geµB) and the impurity-induced magneti-
zation mii,Y/(geµB) from the Yosida wave function as a
function of global and local magnetic fields. The curves
noticeably differ from each other which shows that it is
important to distinguish between the four quantities.
For small interactions, the system has a large impurity-
induced magnetic susceptibility so that small fields tend
to fully polarize the system. Indeed, as seen from the fig-
ure, the impurity-induced magnetization reaches its max-
imum value for fields of the order of 10−2D at JK = 0.5.
For these small fields, it is not important whether the
field is applied globally or only locally because the mag-
netic response is mostly determined by the impurity spin
and the electrons in its vicinity. Note that the impu-
rity spin polarization Sz,Y is smaller than the impurity-
induced magnetization mii,Y/(geµB); this is an artifact
of the Yosida wave function.
Large interactions, JK = 2, require large fields to po-
larize the impurity system. Thus, the differences between
the curves are more pronounced. Recall, however, that
the Yosida wave function is not a good variational state
for strong couplings so that the curves in Fig. 21 are not
representative for the Kondo model.
6. Evaluation of expectation values for the
Gutzwiller wave function
a. Norm, kinetic energy, and impurity spin polarization
The Gutzwiller state is normalized to unity,
〈ΨG|ΨG〉 = 〈Φ|1−x(nˆd↑−nd,0↑ )(nˆd↓−nd,0↓ )|Φ〉 = 1 (A62)
because |Φ〉 is a normalized single-particle product state
and eq. (77) holds. Likewise,19 the expectation value of
the kinetic energy in the Gutzwiller wave function gives
〈Tˆ 〉G =
∑
k,σ
(ǫ(k)− σnB) 〈Φ|aˆ+k,σ aˆk,σPˆ 2G|Φ〉
=
∑
k,σ
(ǫ(k)− σnB) 〈Φ|aˆ+k,σ aˆk,σ|Φ〉 , (A63)
when we use eqs. (77) and (80). Moreover, it is readily
seen from eq. (83) that
Sz,G =
1
2
〈nˆd↑ − nˆd↓〉G = m =
1
2
〈Φ|nˆd↑ − nˆd↓|Φ〉 (A64)
so that we do not have to distinguish between the impu-
rity spin polarization in |ΨG〉 and in |Φ〉.
b. Spin-flip terms in the Kondo coupling
Using eq. (83) we have
〈Vˆ sfsd 〉G = λ↑λ↓
JK
2L
∑
k,k′
〈Φ|
[
aˆ+k′,↑aˆk,↓dˆ
+
↓ dˆ↑ + h.c.
]
|Φ〉 .
(A65)
We use Wick’s theorem for the single-particle product
state |Φ〉 to find
〈Vˆ sfsd 〉G = −
2√
1− 4m2
JK
2L
×
(∑
k
〈Φ|dˆ+↓ aˆk,↓|Φ〉
∑
k′
〈Φ|aˆ+k′,↑dˆ↑|Φ〉
+
∑
k
〈Φ|dˆ+↑ aˆk,↑|Φ〉
∑
k′
〈Φ|aˆ+k′,↓dˆ↓|Φ〉
)
,
(A66)
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c. Ising terms in the Kondo coupling
Using eq. (83) we have
〈Vˆ Issd 〉G =
JK
4L
∑
k,k′
〈Φ|(aˆ+k′,↑aˆk,↑ − aˆ+k′,↓aˆk,↓)
(
dˆ+↑ dˆ↑
nd,0↑
− dˆ
+
↓ dˆ↓
nd,0↓
+ 2m
nˆd↑nˆ
d
↓
nd,0↑ n
d,0
↓
)
|Φ〉
= −JK
2L
(∑
k
〈Φ|dˆ+↑ aˆk,↑|Φ〉
∑
k′
〈Φ|aˆ+k′,↑dˆ↑|Φ〉
+
∑
k
〈Φ|dˆ+↓ aˆk,↓|Φ〉
∑
k′
〈Φ|aˆ+k′,↓dˆ↓|Φ〉
)
+JKmM0 , (A67)
where we again used Wick’s theorem for the single-
particle product state |Φ〉, and defined the host-electron
spin polarization on the impurity,
M0 =
1
2L
∑
k,k′
〈Φ|aˆ+k′,↑aˆk,↑ − aˆ+k′,↓aˆk,↓|Φ〉 . (A68)
7. Lagrange functional and effective
non-interacting SIAM for the Gutzwiller wave
function
a. Optimization of the Lagrange functional
We must optimize 〈Hˆ〉G with respect to the single-
particle product states |Φ〉 that are normalized to unity,
〈Φ|Φ〉 = 1. Moreover, we must respect the conditions
(78) and (A68).
We apply Ritz variational principle to the Lagrange
functional L ≡ L ({|Φ〉} , Esp, Ed,K), see also Ref. [19],
L = 〈Hˆ〉G + Esp(1− 〈Φ|Φ〉)
+Ed
(
2m− 〈Φ|nˆd↑ − nˆd↓|Φ〉
)
−K
(
2M0 − 1
L
∑
k,k′
〈Φ|aˆ+k′,↑aˆk,↑ − aˆ+k′,↓aˆk,↓|Φ〉
)
,
〈Hˆ〉G = 〈Tˆ 〉G − 2mB + 〈Vˆ sfsd 〉G + 〈Vˆ Issd 〉G , (A69)
and find that |Φ〉 must obey the Schro¨dinger equation
HˆSIAM0 |Φ〉 = Esp|Φ〉 (A70)
with the effective non-interacting single-impurity Ander-
son model (SIAM)
HˆSIAM0 = T˜ + V˜ − Ed
(
nˆd↑ − nˆd↓
)
+
K
L
∑
k,k′
(
aˆ+k′,↑aˆk,↑ − aˆ+k′,↓aˆk,↓
)
, (A71)
with the operators for the kinetic energy and the local
hybridization
T˜ =
∑
k,σ
(ǫ(k)− σnB)aˆ+k,σaˆk,σ ,
V˜ =
1√
L
∑
k,σ
Vσ
(
aˆ+k,σ dˆσ + dˆ
+
σ aˆk,σ
)
, (A72)
where
Vσ = −JK
2
(
γσ +
2√
1− 4m2 γσ¯
)
,
γσ =
√
1
L
∑
k
〈Φ|aˆ+k,σ dˆσ|Φ〉 (A73)
have to be determined self-consistently. Hereby, we as-
sumed that γσ and Vσ are real; recall ↑¯ =↓, ↓¯ =↑.
In the following we choose |Φ〉 as the ground-state
of HˆSIAM0 in eq. (A70) and denote the optimal single-
particle product state by |Φ0〉. Recall that we have to
also fulfill the conditions (78) and (A68),
m =
1
2
〈Φ0|nˆd↑ − nˆd↓|Φ0〉 ,
M0 =
1
2L
∑
k,k′
〈Φ0|aˆ+k′,↑aˆk,↑ − aˆ+k′,↓aˆk,↓|Φ0〉 , (A74)
which we regain from the minimization of L with respect
to Ed and K. The minimization of L with respect to m
and M0 give
K =
1
2
JKm ,
Ed = B − 1
2
JKM0 +
4m
(1− 4m2)3/2 JKγ↑γ↓ . (A75)
Note that a finite impurity magnetization m generates a
potential scattering in the effective single-impurity An-
derson model, K 6= 0.
b. Self-consistency procedure
The remaining task is the calculation of the single-
particle density of states for the effective non-interacting
single-impurity Anderson Hamiltonian (A70). Using the
single-particle density of states, we can calculate the
single-particle energy Esp(B,Ed,K, Vσ) from which we
obtain m, M0, and γσ
2m = −∂Esp(B,Ed,K, Vσ)
∂Ed
,
2M0 =
∂Esp(B,Ed,K, Vσ)
∂K
,
2γσ =
∂Esp(B,Ed,K, Vσ)
∂Vσ
, (A76)
when we use the Hellmann-Feynman theorem that also
holds for variational approaches. The simple proof relies
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on the fact that the optimized variational state is sta-
tionary with respect to small wave-function variations,
see appendix B 1.
Therefore, the parameters of the single-impurity An-
derson model are determined self-consistently using the
following procedure.
S 1 The self-consistency procedure is initialized by
choosing the values of the paramagnetic solution,
m = 0,M0 = 0,K = 0, and Vσ = V , see Sect. VIB.
This guarantees that the algorithm works for B =
0. To lift the degeneracy, we start at Ed = B for
given B > 0, JK > 0.
S 2 The analytic expressions for Esp(B,Ed,K, Vσ) give
new values for m,M0, γσ from eq. (A76), and thus
new values for K and Ed from eq. (A75), and new
values for Vσ from eq. (A73).
S 3 Check whether or not K,Ed, Vσ deviate from their
previous values by more than some small value η =
10−12. If so, return to S 2, otherwise, the algorithm
terminates and gives the self-consistent values for
K,Ed, Vσ and m,M0, γσ.
c. Ground-state energy
Note that Esp is not identical to E
G
0 = 〈HˆG〉. Instead,
we have from eq. (A72)
Esp = 〈T˜ 〉0 + 〈V˜ 〉0 − 2mEd + 2KM0
=
∑
k,σ
(ǫ(k)− σnB)〈Φ|aˆ+k,σ aˆk,σ|Φ〉
+
∑
σ
2Vσγσ − 2mEd + 2KM0
=
∑
k,σ
(ǫ(k)− σnB)〈Φ|aˆ+k,σ aˆk,σ|Φ〉 − 2mEd + 2KM0
−JK
(
γ2↑ + γ
2
↓ +
4√
1− 4m2 γ↑γ↓
)
, (A77)
where we used eq. (A73) to replace Vσ by γσ. In contrast,
from eq. (A69) we have
EG0 =
∑
k,σ
(ǫ(k)− σnB)〈Φ|aˆ+k,σaˆk,σ|Φ〉 −m(2B − JKM0)
−JK
2
(
4√
1− 4m2 γ↓γ↑ + γ
2
↑ + γ
2
↓
)
. (A78)
Comparing both equations results in
EG0 = Esp +
JK
2
(
4√
1− 4m2 γ↓γ↑ + γ
2
↑ + γ
2
↓
)
−m(2B − JKM0) + 2mEd − 2KM0
= Esp +
JK
2
(
4√
1− 4m2 γ↓γ↑ + γ
2
↑ + γ
2
↓
)
+
8m2
(1− 4m2)3/2 JKγ↑γ↓ − JKmM0 (A79)
for the Gutzwiller variational ground-state energy of the
Kondo model. The excess ground-state energy for the
Gutzwiller variational state is given by
eG0 (JK, B) = E
G
0 (JK, B) (A80)
−
∑
k,σ
(ǫ(k)− σnB)〈FS|aˆ+k,σaˆk,σ|FS〉 ,
where |FS〉 is the Fermi sea of non-interacting electrons.
The variational optimization for m > 0 is outlined in
appendix B4. Here, we summarize the main results.
– The Gutzwiller ground state displays a finite local
magnetization, m > 0, at B = 0+ for all 0 < JK <
JGK,c ≈ 0.839. The precise value is determined in
Sect. A 8 g.
– For small interactions, JK → 0, the values for Vσ,
γσ Ed, K, m, M0, and ωp,↓ can be determined an-
alytically.
– The ground-state energy for small interactions in
one dimension can be approximated by
eG0 (JK) ≈ −0.0905J2K − 0.051J3K − 0.05J4K (A81)
for the Gutzwiller variational energy for JK . 0.4.
The quadratic coefficient can be compared with the
exact result from perturbation theory, e0(JK) ≈
−3J2K/32 = −0.09375J2K, see eq. (34). The mag-
netic Gutzwiller states accounts for 96.5% of the
correlation energy.
8. Zero-field impurity spin susceptibility for the
paramagnetic Gutzwiller state
From the numerical solution of the self-consistency
equations, we see that γ↑ = γ↓ and V↑ = V↓ at self-
consistency. In the following, we use this assumption.
a. Impurity spin polarization
The optimization procedure of Sect. A 7 directly gives
the impurity spin polarization,
mS,G(JK, B)
geµB
= m(JK, B) . (A82)
When the external field is applied only at the impurity,
we simply replace the expression (ǫ(k) − σnB) by ǫ(k)
in eqs. (A63), (A72), (A77), (A78), and (A80) to ar-
rive at the corresponding ‘local’ expressions for the im-
purity spin polarization and impurity-induced magneti-
zation. Invoking the variational Hellmann-Feynman the-
orem,25,26 see appendix B 1, we may alternatively use
mS,Gloc (JK, B)
geµB
= −1
2
∂eG0,loc(JK, B)
∂B
, (A83)
see also eq. (22).
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b. Impurity-induced magnetization
Following the steps in Sect. A 6 it is readily shown that
mii,G(JK, B)
geµB
= 〈Φ0|Sˆz + sˆz|Φ0〉 − 〈FS|sˆz|FS〉 . (A84)
Here, |Φ0〉 is the optimized ground state of the effective
non-interacting single-impurity Anderson model Hamil-
tonian defined in eq. (A71) and |FS〉 is the Fermi-sea
ground state of non-interacting electrons in the presence
of a magnetic field. When we use the single-particle
density of states of the non-interacting SIAM, see ap-
pendix B 4, we find
mii,G(JK, B)
geµB
=
1
2
∫ 0
−∞
dω (D↑(ω)−D↓(ω))
−1
2
∫ 0
−∞
dω
(
DFS↑ (ω)−DFS↓ (ω)
)
=
1
2
∫
−∞
dω (Dimp,↑(ω)−Dimp,↓(ω)) ,
(A85)
where the impurity density of states is given by the phase-
shift function
Dimp,σ(ω) = − 1
π
∂ϕσ(ω,B,Ed,K, V )
∂ω
,
cot[ϕσ(ω,B,Ed,K, V )] =
Rσ(ω)
Iσ(ω)
, (A86)
with the real and imaginary parts of the hybridization
function
Rσ(ω) = (ω + σnEd)(1− σnKΛ0(ω + σnB))
−V 2Λ0(ω + σnB) ,
Iσ(ω) = η (1− σnKΛ0(ω + σnB))
+
[
(ω + σnEd)σnK + V
2
]
πρ0(ω + σnB) ,
(A87)
see eqs. (IV-43) and (IV-44) of the supplemental mate-
rial, and η = 0+.
Since the impurity contribution to the density of states
is given by a frequency derivative, the frequency inte-
gration in eq. (A85) is readily carried out. The density
of states vanishes for ω → −∞ so that the density of
states at the Fermi energy alone determines the impurity-
induced magnetization. We focus on the paramagnetic
region for the Gutzwiller wave function, JK > J
G
K,c, so
that the band part of the impurity density of states at
the Fermi energy gives, see eq. (IV-50) of the supplemen-
tal material,
mii,G(JK, B)
geµB
= − 1
2π
(X↑(0)−X↓(0)) ,
Xσ(ω) ≡ Xσ(ω,B,Ed,K, V ) (A88)
= πθH(−ω − σnEd)
+arccot
[
(ω + σnEd)
√
1− (ω + σnB)2
(ω + σnEd)σnK + V 2
]
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FIG. 22. (Color online) Impurity spin polarization Sz,G =
mS,G/(geµB), eqs. (A82) and (A83), and impurity-induced
magnetization mii,G/(geµB), eqs. (A89) and (A90), of the
one-dimensional symmetric Kondo model as a function of
global/local fields for JK = 1 from the Gutzwiller wave func-
tion.
in one dimension. Thus, we obtain the final result
mii,G(JK, B)
geµB
=
1
2
− 1
π
arccot
[
Ed
√
1−B2
EdK + V 2
]
=
1
π
arctan
[
Ed
√
1−B2
EdK + V 2
]
, (A89)
where Ed(B), K(B), and V (B) are determined from the
solution of the self-consistency cycle in Sect. A 7.
When the field is only applied locally, the same con-
siderations lead to
mii,Gloc (JK, B)
geµB
=
1
π
arctan
[
Ed,loc
Ed,locKloc + V 2loc
]
, (A90)
where the self-consistency problem has to be solved for a
local field only. We show the impurity spin polarization
and the impurity-induced magnetization as a function
of an applied global/local magnetic field in Fig. 22 for
JK = 1, where the Gutzwiller wave function describes a
local spin singlet.
In contrast to the Yosida wave function, the Gutzwil-
ler wave function correctly shows that the impurity spin
polarization is larger than the impurity-induced magne-
tization because the impurity spin is surrounded by a
cloud of conduction electrons that screens the impurity
spin. As in the Yosida wave function, the impurity spin
polarization does not depend much on whether the mag-
netic field is applied globally of locally.
c. Small fields
In the paramagnetic phase, JK > J
G
K,c, and for small
fields, B → 0, we can derive explicit results for the zero-
field impurity spin susceptibility because it is sufficient
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to solve the self-consistency equations to linear order in
the external field.
Keeping all terms up to linear order in B, we make the
Ansatz
ωp,↑ = ωp + ω¯pB ,
ωp,↓ = ωp − ω¯pB ,
K = K¯B ,
Ed = E¯dB ,
M0 = M¯0B ,
m = 2χB , (A91)
where χ is the desired zero-field impurity-spin suscepti-
bility in units of (geµB)
2,
χS,G0 (JK, B)
(geµB)2
= χ . (A92)
In one dimension at B = 0, the pole is at ωp = −v+, see
eq. (85). Moreover, from eq. (21) and eq. (A89) we find
χii,G0 (JK)
(geµB)2
=
E¯d
2πV 2
, (A93)
where V↑ = V↓ = V and γ↑ = γ↓ = γ = −2V/(3JK), with
corrections of the order B2, and with
JK(V ) = −8V
3
(
∂e0(V )
∂V
)−1
, (A94)
where V instead of JK parameterizes the strength of the
Kondo interaction. For e0(V ), see eq. (84).
Apparently, we have five unknowns, namely
vT =
(
ω¯p, E¯d, K¯, M¯0, χ
)
, (A95)
and we need five independent linear equations that con-
nect these quantities.
d. Useful integrals
For later use we define the following set of integrals,
Jn(V ) =
∫ 0
−1
dω
π
ωn
√
1− ω2
(ω2 − ω4 + V 4)2 . (A96)
Using Mathematica28 the required integrals read
J1(V ) = − 1
2πV 4(1 + 4V 4)
+
(−2 +√1 + 4V 4) arctan(1/v−)
2πv−(1 + 4V 4)3/2
+
(
2 +
√
1 + 4V 4
)
4πv+(1 + 4V 4)3/2
ln
(
v+ − 1
v+ + 1
)
(A97)
and
J3(V ) =
1
π(1 + 4V 4)
+
(−3− 4V 4 +√1 + 4V 4) arctan(1/v−)
4πv−(1 + 4V 4)3/2
+
(
3 + 4V 4 +
√
1 + 4V 4
)
8πv+(1 + 4V 4)3/2
ln
(
v+ − 1
v+ + 1
)
.
(A98)
For v±, see eq. (85).
e. Five equations
As shown in appendix B 4,
E¯d = 1− JK
2
M¯0 + 8JKχγ
2 (A99)
with γ = −2V/(3JK),
K¯ = JKχ , (A100)
E¯d(ω
2
p − 1) + (2ω2p − 1)ω¯p + ω2p − K¯V 2 = 0 , (A101)
M¯0 = M¯
b
0 + M¯
band
0 , (A102)
M¯b0 =
K¯(−ω2p + 2ω4p + V 4)− ω2p(3 + E¯d + 4ω¯p)V 2
ωp(1− 2ω2p)2
M¯band0 = −2K¯V 2J3(V ) + 2
(
E¯d − 1
)
V 4J1(V ) ,
χ = χb + χband , (A103)
χb =
ωp(1 + E¯d + ω
2
p − E¯dω2p + 2ω¯p − K¯V 2)
2(1− 2ω2p)2
,
χband =
1
2πV 2
−V 2 [(E¯d − 1) (J1(V )− J3(V )) + K¯V 2J1(V )] .
Eqs. (A99)–(A103) are the required five equations for the
five unknowns in eq. (A95).
f. Matrix problem
The resulting matrix problem reads with ωp = −v+,
see eq. (85), and with v from eq. (A95)
M · v = g . (A104)
Here, the matrix has the form
M =

0 1 0 JK/2 −8JKγ2
0 0 1 0 −JK
2ω2p − 1 ω2p − 1 −V 2 0 0
M41 M42 M43 −1 0
M51 M52 M53 0 −1
 (A105)
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with the matrix elements
M41 = − 4ωpV
2
(1 − 2ω2p)2
,
M42 = − ωpV
2
(1 − 2ω2p)2
+ 2V 4J1(V ) ,
M43 =
(−ω2p + 2ω4p + V 4)
ωp(1 − 2ω2p)2
− 2V 2J3(V ) ,
M51 =
ωp
(1− 2ω2p)2
,
M52 =
ωp(1− ω2p)
2(1− 2ω2p)2
− V 2 (J1(V )− J3(V )) ,
M53 = − V
2ωp
2(1− 2ω2p)2
− V 4J1(V ) . (A106)
For a global external field, the inhomogeneity reads
gT =
(
1, 0,−ω2p, g4, g5
)
, (A107)
where
g4 =
3ωpV
2
(1− 2ω2p)2
+ 2V 4J1(V ) ,
g5 = −
ωp(1 + ω
2
p)
2(1− 2ω2p)2
−V 2 (J1(V )− J3(V ))− 1
2πV 2
. (A108)
When the external field is applied only locally, the matrix
M and the vector v in eq. (A104) remain unchanged but
we have for the inhomogeneity
gT
loc
= (1, 0, 0, 0, 0) . (A109)
The matrix problem (A104) can be solved analytically,
generating large expressions. Eventually, we solve it nu-
merically.
g. Strong-coupling limit
For the non-trivial entries in the matrix M we have
M14 =
2V
3
+
1
6V
− 4
9πV 2
+
5
48V 3
,
M15 = −8V
3
+
2
3V
− 16
9πV 2
+
1
4V 3
,
M25 = −4V
3
− 1
3V
+
8
9πV 2
− 5
24V 3
,
M31 = 2V
2 +
1
4V 2
,
M32 = V
2 − 1
2
+
1
8V 2
,
M33 = −V 2 ,
M41 =
1
V
+
1
4V 3
,
M42 =
1
4V
+
1
16V 3
, (A110)
and
M43 = − 3
4V
− 1
16V 3
,
M51 = − 1
4V 3
,
M52 =
1
8V
− 1
32V 3
,
M53 =
1
8V
+
1
32V 3
, (A111)
up to and including order 1/V 3. To the same order,
gT =
(
1, 0,−V 2 − 1/2− 1/(8V 2),−3/(4V )− 3/(16V 3),
1/(8V )− 1/(2πV 2) + 7/(32V 3)
)T
. (A112)
Lastly, for JK ≫ 1 we have from eq. (93)
V (JK) =
3
4
JK − 1
3JK
+
32
27πJ2K
− 14
27J3K
+O(1/J4K) .
(A113)
Then, Mathematica28 gives the vector v,
vT =
(
ω¯p, E¯d, K¯, M¯0, χ
)
=
(
−1− 4
3πV
+
29
18πV 3
, 1 +
13
3πV
− 7
36πV 3
,
5
3πV
+
31
36πV 3
,− 3
2πV 2
,
5
4πV 2
)T
, (A114)
up to and including order 1/V 3. Thus, the strong-
coupling limit of the impurity spin susceptibility in the
Gutzwiller wave function is given by
χS,G0 (JK ≫ 1)
(geµB)2
=
5
4πV 2
+O(1/V 4) = 20
9πJ2K
+O(1/J4K) .
(A115)
For a local external field we obtain in the strong-
coupling limit
vTloc =
(
−1 + 7
12V 2
− 1
3πV 3
,
5
2
+
2
3V 2
+
1
3πV 3
,
1
2
+
7
12V 2
− 1
3πV 3
,− 3
4V
+
3
16V 3
,
3
8V
+
11
32V 3
)T
, (A116)
up to and including order 1/V 3. Thus, for a local mag-
netic field, the strong-coupling limit of the impurity spin
susceptibility in the Gutzwiller wave function is given by
χS,G0,loc(JK ≫ 1)
(geµB)2
=
3
8V
+
11
32V 3
=
1
2JK
+
28
27J3K
+O(1/J4K) .
(A117)
For the zero-field impurity-induced susceptibilities in
eq. (A93) we find in the strong-coupling limit
χii,G0 (JK ≫ 1)
(geµB)2
=
1
2πV 2
[
1 +
13
3πV
− 7
36πV 3
+O(V −4)
]
=
8
9πJ2K
+
416
81π2J3K
+O(1/J4K) (A118)
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and
χii,G0,loc(JK ≫ 1)
(geµB)2
=
1
2πV 2
[
5
2
+
2
3V 2
+
1
3πV 3
+O(V −4)
]
=
20
9πJ2K
+O(1/J4K) . (A119)
The impurity spin susceptibility for a local field goes to
zero proportional to 1/JK, all other susceptibilities van-
ish proportional to J−2K . From eqs. (A115) and (A119)
we see that χS,G0 (JK) and χ
ii,G
0,loc(JK) agree to order J
−2
K .
A closed inspection shows that the expressions indeed
agree to order J−4K .
9. Hamiltonian of the Wilson chain
The matrix elements are calculated recursively from
the starting values
ε0,σ =
∫ 1−σnB
−1−σnB
dǫ ǫ ρ0(ǫ + σnB) ,
t20,σ =
∑
m
[
(ζ+m,σ − ε0,σ)2(γ+m,σ)2
+ (ζ−m,σ − ε0,σ)2(γ−m,σ)2
]
,
u0,m,σ = γ
+
m,σ ,
v0,m,σ = γ
−
m,σ ,
u1,m,σ =
(ζ+m,σ − ε0,σ)u0,m,σ
t0,σ
,
v1,m,σ =
(ζ−m,σ − ε0,σ)v0,m,σ
t0,σ
. (A120)
For n ≥ 1 one has to calculate iteratively
εn,σ =
∑
m
ζ+m,σu
2
n,m,σ + ζ
−
m,σu
2
n,m,σ ,
t2n,σ =
∑
m
[
(ζ+m,σ)
2u2n,m,σ + (ζ
−
m,σ)
2v2n,m,σ
]
−t2n−1,σ − ε2n,σ , (A121)
and
un+1,m,σ =
(ζ+m,σ − εn,σ)un,m,σ − tn−1,σun−1,m,σ
tn,σ
,
vn+1,m,σ =
(ζ−m,σ − εn,σ)vn,m,σ − tn−1,σvn−1,m,σ
tn,σ
.
(A122)
This concludes the derivation of the Wilson chain Hamil-
tonian.
Appendix B: Outline of the supplemental material
In this appendix, we summarize the content of the sup-
plemental material.
1. Hellmann-Feynman theorem
We formulate and prove the Hellmann-Feynman theo-
rem and its variational counterpart.
2. Lanczos approach
We recapitulate the Lanczos approach and show its
variational property. Moreover, we calculate the first-
order Lanczos coefficients for a constant and a one-
dimensional density of states.
3. Scattering off a local impurity
We calculate the single-particle Green function for elec-
trons that scatter off a local potential. The results permit
the calculation of the ground-state energy of the Kondo
model for large Kondo couplings.
4. Non-interacting SIAM in the presence of
potential scattering and a magnetic field
We calculate the single-particle Green function for elec-
trons in the non-interacting single-impurity Anderson
model in the presence of a magnetic field and a local scat-
tering potential. We use it to calculate the ground-state
energy, the magnetization, and the zero-field susceptibil-
ity in the SIKM for the Gutzwiller wave function.
5. Ground-state energy from Bethe Ansatz
We collect the Bethe Ansatz equations and use them to
derive the ground-state energy. Unfortunately, the Bethe
Ansatz does not provide tangible results for this quantity
because the Bethe Ansatz energy is of third order in the
Kondo coupling.
6. Free energy in second-order weak-coupling
perturbation theory
We re-derive the expressions for the free energy to sec-
ond order in the Kondo coupling at finite temperature
and external magnetic field for a general density of states
of the host electrons. These results are used to calcu-
late the Wilson number and the dominant term in the
zero-field susceptibilities whereby we generalize previous
results in the literature.
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Supplemental material
Symmetric single-impurity Kondo model on a tight-binding chain:
a comparison of analytical and numerical ground-state approaches
Gergely Barcza, Kevin Bauerbach, Fabian Eickhoff, Frithjof B. Anders, Florian Gebhard, O¨rs Legeza
The supplemental material consists of six parts. In supplement I, we formulate and prove the Hellmann-Feynman theorem and
its variational counterpart. In supplement II, we recapitulate the Lanczos approach and show its variational property. Moreover,
we calculate the first-order Lanczos coefficients for a constant and a one-dimensional density of states. In supplement III, we
calculate the single-particle Green function for electrons that scatter off a local potential. The results permit the calculation
of the ground-state energy of the Kondo model for large Kondo couplings. In supplement IV, we calculate the single-particle
Green function for electrons in the non-interacting single-impurity Anderson model in the presence of a magnetic field and
a local scattering potential. We use it to calculate the magnetization and the zero-field susceptibility in the SIKM for the
Gutzwiller wave function. We also discuss the magnetic transition in the Gutzwiller wave function. In supplement V, we collect
the Bethe Ansatz equations and use them to derive the ground-state energy. Unfortunately, the Bethe Ansatz does not provide
tangible results for this quantity. In supplement VI, we re-derive the expressions for the free energy to second order in the
Kondo coupling at finite temperature and external magnetic field for a general density of states of the host electrons. These
results are used to calculate the Wilson number and the dominant term in the zero-field susceptibilities whereby we generalize
previous results in the literature.
Supplement I: Hellmann-Feynman theorem
In preparation for the variational Hellmann-Feynman
theorem, we first recapitulate the proof of the theorem
for the exact ground state, and then move on to its vari-
ational counterpart.
1. Exact ground state
Let |Ψ0(λ)〉 be the exact ground state of the Hamilto-
nian Hˆ(λ),
Hˆ(λ)|Ψ0(λ)〉 = E0(λ)|Ψ0(λ)〉 , (I-1)
where λ is some real parameter, e.g., the interaction
strength. Taking the derivative with respect to λ results
in
∂Hˆ(λ)
∂λ
|Ψ0(λ)〉 =
(
E0(λ)− Hˆ(λ)
)
|Ψ˙0(λ)〉
+
∂E0(λ)
∂λ
|Ψ0(λ)〉 , (I-2)
where the dot on the wave function implies the derivative
with respect to λ. We multiply this equation with 〈Ψ0(λ)|
and use the Schro¨dinger equation (I-1) to find
〈Ψ0(λ)|∂Hˆ(λ)
∂λ
|Ψ0(λ)〉 = 〈Ψ0(λ)|∂E0(λ)
∂λ
|Ψ0(λ)〉 (I-3)
or
∂E0(λ)
∂λ
=
〈Ψ0(λ)|∂Hˆ(λ)∂λ |Ψ0(λ)〉
〈Ψ0(λ)|Ψ0(λ)〉 , (I-4)
which constitutes the Hellmann-Feynman theorem.25,26
2. Variational state
The variationally optimized state |ΦG(λ)〉 provides an
upper bound to the ground-state energy of Hˆ(λ),
E0(λ) ≤ Evar0 (λ) =
〈ΦG(λ)|Hˆ(λ)|ΦG(λ)〉
〈ΦG(λ)|ΦG(λ)〉 . (I-5)
The variational optimization implies that a linear devi-
ation from |ΦG(λ)〉 results in a quadratic change in the
variational energy,
〈ΦG(λ) + δΦ|Hˆ(λ)|ΦG(λ) + δΦ〉
〈ΦG(λ) + δΦ|ΦG(λ) + δΦ〉 = E
var
0 (λ)+O
(
(δΦ)2
)
.
(I-6)
We shift λ by (dλ) in eq. (I-5) to find up to linear order
in (dλ)
lhs = rhs ,
lhs = Evar0 (λ) +
∂Evar0 (λ)
∂λ
(dλ) ,
rhs =
〈ΦG(λ+ dλ)|Hˆ(λ)|ΦG(λ+ dλ)〉
〈ΦG(λ + dλ)|ΦG(λ+ dλ)〉
+
〈ΦG(λ)|∂Hˆ(λ)∂λ |ΦG(λ)〉
〈ΦG(λ)|ΦG(λ)〉 (dλ)
= Evar0 (λ) +O
(
(dλ)2
)
+
〈ΦG(λ)|∂Hˆ(λ)∂λ |ΦG(λ)〉
〈ΦG(λ)|ΦG(λ)〉 (dλ) , (I-7)
where we used eq. (I-6) in the last step; note that |δΦ〉 =
|ΦG(λ+dλ)〉−|ΦG(λ)〉 is proportional to (dλ). Therefore,
we obtain the variational Hellmann-Feynman theorem,
∂Evar0 (λ)
∂λ
=
〈ΦG(λ)|∂Hˆ(λ)∂λ |ΦG(λ)〉
〈ΦG(λ)|ΦG(λ)〉 . (I-8)
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Supplement II: Lanczos approach
1. Lanczos method
Let Hˆ be the Hamiltonian of the system and let |Ψ0〉
be its (non-degenerate) ground state,
Hˆ |Ψ0〉 = E0|Ψ0〉 , (II-1)
where E0 is the exact ground-state energy. Moreover, we
assume that the Hilbert space of dimension d = dim(Hˆ)
does not split into orthogonal subspaces.
a. Lanczos vectors
To approximate the ground state and its energy, we
start from some properly chosen state |Φ0〉 that is not
orthogonal to the ground state, 〈Φ0|Ψ0〉 6= 0. The next
states are constructed recursively,14,15
|Φn+1〉 = Hˆ |Φn〉−an|Φn〉−b2n|Φn−1〉 , n ≥ 0 , (II-2)
where we set b0 ≡ 0, and we assume that an and bn > 0
are real. The states |Φn〉 are not normalized to unity but
they are orthogonal to each other when an and b
2
n are
chosen properly.
The proof is accomplished by induction. Let as assume
for some n ≥ 2 that
〈Φi|Φn〉 = 0 , for i = 0, 1, 2, . . . , n− 1 (II-3)
holds true. Then, we calculate for 0 ≤ i ≤ n− 2,
〈Φi|Φn+1〉 = 〈Φi|Hˆ |Φn〉 − an〈Φi|Φn〉 − b2n〈Φi|Φn−1〉
=
(
〈Φn|Hˆ |Φi〉
)∗
=
(〈Φn|Φi+1〉+ ai〈Φn|Φi〉+ b2i 〈Φn|Φi−1〉)∗
= 0 , (II-4)
where we used eq. (II-2) in the first and third step and
eq. (II-3) in the second and fourth step. For i = n − 1
we find along the same lines that
〈Φn−1|Φn+1〉 = −b2n〈Φn−1|Φn−1〉+
(
〈Φn|Hˆ |Φn−1〉
)∗
= −b2n〈Φn−1|Φn−1〉+ 〈Φn|Φn〉 != 0 ,(II-5)
which is fulfilled if we choose
b2n =
〈Φn|Φn〉
〈Φn−1|Φn−1〉 ≥ 0 . (II-6)
Furthermore, for i = n we find
〈Φn|Φn+1〉 = 〈Φn|Hˆ |Φn〉 − an〈Φn|Φn〉 − b2n〈Φn|Φn−1〉
= 〈Φn|Hˆ |Φn〉 − an〈Φn|Φn〉 != 0 , (II-7)
which is fulfilled if we choose
an =
〈Φn|Hˆ |Φn〉
〈Φn|Φn〉 . (II-8)
This closes the induction.
b. Hamilton matrix
Using the orthonormal set of basis states
|ϕn〉 = |Φn〉√〈Φn|Φn〉 , 0 ≤ n ≤ d− 1 , (II-9)
we can write the Hamiltonian in the form
Hˆ =
∑
l,m
|ϕl〉Hl,m〈ϕm| , Hl,m = 〈ϕl|Hˆ |ϕm〉 . (II-10)
We have from the definition (II-2)
Hl,m =
〈Φl|Φm+1〉+ am〈Φl|Φm〉+ b2m〈Φl|Φm−1〉√
〈Φl|Φl〉
√
〈Φm|Φm〉
= δl,m+1
√
〈Φl|Φl〉√
〈Φl−1|Φl−1〉
+ δl,mal
+δl,m−1b
2
l+1
√
〈Φl|Φl〉√〈Φl+1|Φl+1〉
= δl,m+1bl + δl,mal + δl,m−1bl+1 , (II-11)
where we used eq. (II-6). This shows that the Hamil-
ton matrix H with the entries Hl,m is tridiagonal with
real entries in the diagonal and in its neighboring sub-
diagonals.14,15
c. Variational Lanczos Ansatz
We choose the variational Lanczos Ansatz
|Ψ〉 =
M∑
n=0
λn|ϕn〉 , λn ∈ C (II-12)
with M ≥ 0. Its norm is given by
〈Ψ|Ψ〉 =
M∑
n=0
λ∗nλn . (II-13)
The expectation value of the Hamiltonian is given by
〈Ψ|Hˆ |Ψ〉 =
M∑
n,m=0
λ∗mλn〈ϕm|Hˆ |ϕn〉
=
M∑
n=0
(
λ∗nλnan + bn
(
λ∗n−1λn + λ
∗
nλn−1
))
,
(II-14)
where we used eq. (II-11) and b0 = 0.
We employ Ritz’ variational principle to find an ap-
proximation to the ground-state energy by minimizing
the energy functional
L [{λn} ,Ξ] = 〈Ψ|Hˆ |Ψ〉 − Ξ (〈Ψ|Ψ〉 − 1)
=
M∑
n=0
(
λ∗nλnan + bn
(
λ∗n−1λn + λ
∗
nλn−1
))
−Ξ
( M∑
n=0
λ∗nλn − 1
)
(II-15)
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with respect to λn and the Lagrange parameter Ξ that
takes into account the normalization condition (II-13).
From
∂L [λn,Ξ]
∂λ∗l
= 0 (II-16)
we obtain
λlal + bl+1λl+1 + blλl−1 = Ξλl (II-17)
for l = 0, 1, . . . ,M . Equation (II-17) shows that the vec-
tor λ(M) with the entries λ
(M)
l = λl for l = 0, 1, . . . ,M
is an eigenvector of the truncated (M + 1) × (M + 1)
Hamilton-Matrix H(M) with the entries H
(M)
l,m = Hl,m
for 0 ≤ l,m ≤M ,
H(M) · λ(M) = Ξ(M)λ(M) . (II-18)
Consequently, the lowest eigenvalue of H(M) gives an up-
per bound to the ground-state energy,
E0 ≤ Ξ(M)0 . (II-19)
More importantly, the estimate improves systematically
with M because we extend our variational space as we
increase M . Therefore, we have for all M ≥ 1,
E0 ≤ Ξ(M)0 ≤ Ξ(M−1)0 . (II-20)
2. Matrix elements for the Lanczos calculations
For B = 0, we consider the two Lanczos states |Φ0〉
from eq. (29) and
|Φ1〉 =
(
HˆK − EFS
)
|Φ0〉 , (II-21)
where we used that a0 = 〈Φ0|HˆK − EFS|Φ0〉 = 0 in the
thermodynamic limit, see eq. (A21). More importantly,(
Tˆ − EFS
)
|Φ0〉 = 0 . (II-22)
We employ this relation repeatedly in this section.
a. Calculation of b1
Using eq. (II-22) we find from eq. (II-6)
b21 = 〈Φ0|Vˆ 2sd|Φ0〉 , (II-23)
where we used that |Φ0〉 is normalized, 〈Φ0|Φ0〉 = 1.
We consider local spins for the calculation of the square
of Vsd,
Vˆsd
JK
=
1
2
(
sˆ+0 Sˆ
− + sˆ−0 Sˆ
+
)
+ sˆz0Sˆ
z ,(
Vˆsd
JK
)2
=
1
4
[
sˆ+0 sˆ
−
0 Sˆ
−Sˆ+ + sˆ−0 sˆ
+
0 Sˆ
+Sˆ−
]
+ (sˆz0)
2(Sˆz)2
+
1
2
[
sˆz0Sˆ
z
(
sˆ+0 Sˆ
− + sˆ−0 Sˆ
+
)
+ h.c.
]
, (II-24)
where we used (Sˆ+)2 = (Sˆ−)2 = 0 for the spin-1/2 im-
purity. Moreover, for the same reason we have
Sˆ+Sˆ− = dˆ+↑ dˆ↑ = nˆ
d
↑ ,
Sˆ−Sˆ+ = dˆ+↓ dˆ↓ = nˆ
d
↓ ,
(Sˆz)2 =
1
4
,
SˆzSˆ+ =
1
2
Sˆ+ = −Sˆ+Sˆz ,
SˆzSˆ− = −1
2
Sˆ− = −Sˆ−Sˆz ,
sˆ+0 sˆ
−
0 = mˆ
c
0,↑ ≡ nˆc0,↑(1− nˆc0,↓) ,
sˆ−0 sˆ
+
0 = mˆ
c
0,↓ ≡ nˆc0,↓(1− nˆc0,↑) ,
(sˆz0)
2 =
1
4
(
mˆc0,↑ + mˆ
c
0,↓
)
,
sˆz0sˆ
+
0 =
1
2
sˆ+0 = −sˆ+0 sˆz0 ,
sˆz0sˆ
−
0 = −
1
2
sˆ−0 = −sˆ−0 sˆz0 (II-25)
with the projection operators mc0,σ. Therefore,(
2
Vˆsd
JK
)2
= nˆd↑mˆ
c
0,↓ + nˆ
d
↓mˆ
c
0,↑ +
1
4
(
mˆc0,↑ + mˆ
c
0,↓
)
−
(
sˆ+0 Sˆ
− + sˆ−0 Sˆ
+
)
=
3
4
(
mˆc0,↑ + mˆ
c
0,↓
)−(2Vˆsd
JK
)
. (II-26)
Since a0 = 0, see eq. (A21), the first term in eq. (II-26)
leads to
b21 =
J2K
4
3
4
〈FS| (nˆc0,↑ + nˆc0,↓ − 2nˆc0,↑nˆc0,↑) |FS〉
=
3J2K
16
(
1
2
+
1
2
− 21
2
1
2
)
=
3
32
J2K . (II-27)
For comparison with Mancini and Mattis we use JK =
−2J to find b21 = 3J2/8, as given in table I of Ref. [12].
b. Calculation of a1
From eq. (II-8) we have
a1b
2
1 = 〈Φ0|Hˆ3|Φ0〉
= 〈Φ0|Vˆsd
(
Tˆ − EFS
)
Vˆsd|Φ0〉+ 〈Φ0|Vˆ 3sd|Φ0〉 ,
(II-28)
where we used eq. (II-22) and the fact that |Φ0〉 is nor-
malized to unity, 〈Φ0|Φ0〉 = 1.
a. First term in eq. (II-28): Again, the spin-flip
terms give only a contribution of the order 1/L so that
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we are left with
1st =
(
JK
2
)2
2
1
2
[
〈A|sˆ−0
(
Tˆ − EFS
)
sˆ+0 |A〉
+ 〈A|sˆz0
(
Tˆ − EFS
)
sˆz0|A〉
]
=
3J2K
16
〈FS| (nˆc0,↑ − nˆc0,↓) (Tˆ − EFS) (nˆc0,↑ − nˆc0,↓) |FS〉
=
3J2K
16
2
1
L2
∑
p1,p2,k1,k2
(ǫk1 − ǫk2)
× 〈FS|aˆ+p1,↑aˆp2,↑aˆ+k1,↑aˆk2,↑|FS〉
=
3J2K
8
1
L2
∑
ǫk1>EF,ǫk2<EF
(ǫk1 − ǫk2)
=
3J2K
8
1
L
∑
ǫk>EF
ǫk =
3J2K
8
∫ 1
0
dωωρ0(ω) , (II-29)
where we used spin symmetry in the second and third
step,
∑
k ǫk = 0, and (1/L)
∑
ǫk>EF
= (1/L)
∑
ǫk<EF
=
1/2 at half band-filling in the last step.
For a constant density of states, ρconst0 (ω) = 1 for |ω| ≤
1, and JK = −2J we find (3J2/2)(1/8) = 3J2/16 for the
first term, in agreement with table I of Ref. [12]. For
the one-dimensional density of states (III-11), we find
(3J2K/8)(1/π) for the first term.
b. Second term in eq. (II-28): We use eq. (II-26) to
find(
2Vˆsd
JK
)3
=
[
−
(
2Vˆsd
JK
)
+
3
4
(
mˆc0,↑ + mˆ
c
0,↓
)](2Vˆsd
JK
)
=
7
4
(
2Vˆsd
JK
)
− 3
4
(
mˆc0,↑ + mˆ
c
0,↓
)
. (II-30)
Using a0 = 0, see eq. (A21), we find
2nd =
J3K
8
(
−3
4
)(
1
2
+
1
2
− 21
2
1
2
)
= −3J
3
K
64
. (II-31)
Using JK = −2J we find (3J2)/8 for the second term, as
given in table I of Ref. [12].
Thus, we find from eq. (II-29) and eq. (II-31) that
a1 =
−(3J3K/64) + (3J2K/8)
∫ 1
0 dωωρ0(ω)
3J2K/32
= −JK
2
+ 4
∫ 1
0
dωωρ0(ω) . (II-32)
For a constant density of states with unit bandwidth and
JK = −2J , this reduces to aconst1 = J + 1/2, as given in
table I of Ref. [12]. For the one-dimensional density of
states (III-11) we find
a1d1 = −
JK
2
+
4
π
. (II-33)
The second-order Lanczos matrixH(2) requires the cal-
culation of expectation values 〈Φ0|Hˆ5K|Φ0〉 which is cum-
bersome and prone to errors. For example, the matrix
H(2)(J) given in Ref. [12] has a negative eigenvalue at
J = 0 which violates the variational property (II-19).
Supplement III: Scattering off a local impurity
We investigate the potential scattering problem
Hˆps =
∑
k
ǫ˜(k)aˆ+k aˆk +
V
L
∑
k,p
aˆ+k aˆp (III-1)
for a system with L sites, and periodic boundary condi-
tions apply.
1. Calculation of the Green function
We need to calculate the retarded Green function
Gretk,p(t) = (−i)θH(t)〈
[
aˆk(t), aˆ
+
p
]
+
〉 , (III-2)
where Aˆ(t) = exp(iHˆpst)Aˆ exp(−iHˆpst) is the Heisenberg
operator assigned to the Schro¨dinger operator Aˆ.
a. Equation-of-motion method
The time derivative of the retarded Green function
obeys
iG˙retk,p(t) = δk,pδ(t) + ǫ˜(k)G
ret
k,p(t) +
V
L
∑
p′
Gretp′,p(t) .
(III-3)
A Fourier transformation leads to the result (η = 0+)
G˜retk,p(ω) =
δk,p + V Hp(ω)
ω − ǫ˜(k) + iη (III-4)
with the abbreviation
Hp(ω) =
1
L
∑
p′
G˜retp′,p(ω) . (III-5)
We insert eq. (III-4) into eq. (III-5) to find
Hp(ω) =
1
L
∑
p′
δp′,p + VHp(ω)
ω − ǫ˜(p′) + iη
=
1
L
1
ω − ǫ˜(p) + iη + V g0(ω)Hp(ω) ,
Hp(ω) =
1
L
1
1− V g0(ω)
1
ω − ǫ˜(p) + iη , (III-6)
where
g0(ω) =
1
L
∑
p
1
ω − ǫ˜(p) + iη = Λ0(ω)− iπρ0(ω) (III-7)
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is the local Green function of the non-interacting elec-
trons. Therefore, eq. (III-4) has the solution
G˜retk,p(ω) =
δk,p
ω − ǫ˜(k) + iη
+
1
L
V
1− V g0(ω)
1
ω − ǫ˜(k) + iη
1
ω − ǫ˜(p) + iη .
(III-8)
For our further considerations, only the diagonal part,
k = p, is required.
b. Density of states
The density of states is given by
D(ω) = − 1
π
Im
(
G˜retk,k(ω)
)
= Lρ0(ω)
− 1
π
Im
[
1
L
∑
k
V
1− V g0(ω)
(
1
ω − ǫ˜(k) + iη
)2]
.
(III-9)
The impurity-induced contribution to the density of
states becomes
D0(ω) ≡ D(ω)− Lρ0(ω) = − 1
π
∂
∂ω
Im [ln (1− V g0(ω))] .
(III-10)
c. One spatial dimension
In the following we use
ρ0(ω) =
1
π
√
1− ω2 for |ω| < 1 , (III-11)
Λ0(ω) = 0 for |ω| < 1, and
Λ0(ω) =
sgn(ω)√
ω2 − 1 (III-12)
for |ω| > 1 where sgn(x) = x/|x| is the sign function.
Let |ω| > 1. We obtain the (anti-)bound state from
1− V Λ0(ωb,ab) = 0 . (III-13)
For the one-dimensional case we thus find
ωb,ab = ±
√
1 + V 2 . (III-14)
There is a bound state at ωb = −
√
1 + V 2 for V < 0 and
an anti-bound state at ωab =
√
1 + V 2 for V > 0. To
calculate the contribution to the density of states from
the bound-state contribution outside the band where we
have ρ0(ω) = η ≡ 0+, we expand
R(ω) ≡ 1− V Λ0(ω) ≈ R′(ωp)(ω − ωp) (III-15)
in the vicinity of ωp ≡ ωb,ab. Then,
Db,abimp (ω) = −
1
π
∂
∂ω
[
cot−1
(
R′(ωp)(ω − ωp)
πV η
)]
=
1
π
η˜
η˜2 + (ω − ωp)2
= δ(ω − ωp) (III-16)
with η˜ = πV η/R′(ωp)→ 0+. Thus, the bound and anti-
bound states contribute
Db,ab0 (ω) = δ(ω−ωb)θH(−V )+δ(ω−ωab)θH(V ) (III-17)
to the impurity part of the density of states.
For the band contribution we consider the region that
includes the band edges, |ω| ≤ 1+. In general, we obtain
Dband0 (ω) = −
1
π
sgn(V )
∂
∂ω
Cot−1 [ϕ(ω)] ,
ϕ(ω) =
1− V Λ0(ω)
π|V |ρ0(ω) , (III-18)
where Cot−1(x) = πθH(−x)+cot−1(x) is continuous and
differentiable across x = 0; θH(x) is the Heaviside step
function. For V > 0, the phase φ(ω) jumps by π/2 when
going from ω = (−1)− to ω = (−1)+. The same jump
appears at ω = 1. For V < 0, we obtain the same dis-
continuities. Inside the band we have Λ0(|ω| < 1) = 0 so
that we find altogether
D0(ω) = δ(ω − ωb)θH(−V ) + δ(ω − ωab)θH(V )
−1
2
δ(ω + 1)− 1
2
δ(ω − 1)
−θH(1− |ω|) 1
π
∂
∂ω
arctan [πV ρ0(ω)] .(III-19)
2. Ground-state energy in one dimension
The Hamiltonian (III-1) is not particle-hole symmetric.
Therefore, the chemical potential ǫF(V ) depends on V .
Since the scattering only appears at a single site, we have
ǫF = ǫ
(0)
F +
ǫ
(1)
F
L
(III-20)
to leading order in 1/L. We can calculate the ǫ
(1)
F from
0 = L
∫ ǫ(0)F +ǫ(1)F /L
ǫ
(0)
F
dωρ0(ω) +
∫ ǫ(0)F
−∞
dωD0(ω) . (III-21)
At half band-filling, we do not need to know the correc-
tion to calculate the ground-state energy because ǫ
(0)
F = 0
and the bulk contribution to the energy is
Ebulk0 (V ) = L
∫ ǫ(1)F /L
−∞
dωωρ0(ω)
= Ebulk0 (V = 0) + Lρ0(0)
1
2
(
ǫ
(1)
F
L
)2
= Ebulk0 (V = 0) +O(1/L) . (III-22)
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Thus, we can calculate the scattering contribution to the
ground-state energy from the single-particle density of
states as
e0(V ) = E0(V )− Ebulk0 (V = 0) =
∫ 0
−∞
dωωD0(ω) .
(III-23)
a. Repulsive interaction
For V > 0 there is no bound state and the ground-
state energy can be calculated from the band contribu-
tion alone,
e0(V > 0) =
1
2
− 1
π
[
ω arctan (πV ρ0(ω))
]0
−1+
+
1
π
∫ 0
−1
dω arctan [πV ρ0(ω)]
=
1
π
∫ 0
−1
dω arctan [πV ρ0(ω)]
=
1
2
(
1 + V −
√
1 + V 2
)
. (III-24)
For the last step we rely on Mathematica.28
b. Attractive interaction
For attractive interactions, we can investigate the
particle-hole transformed Hamiltonian,
τ+phHˆps(V )τˆph = Hˆps(−V ) + V . (III-25)
At half filling, this implies for the scattering contribution
to the ground-state energy
e0(V ) = V + e0(−V ) . (III-26)
Thus, we find (V < 0)
e0(V ) = V +
1
2
(
1− V −
√
1 + V 2
)
=
1
2
(
1 + V −
√
1 + V 2
)
. (III-27)
Eq. (III-27) is formally identical to eq. (III-24).
Alternatively, we can calculate e0(V ) for V < 0 from
the density of states. We include the bound state and
find
e0(V < 0) = −
√
1 + V 2 +
1
2
+
1
π
[
ω arctan (π|V |ρ0(ω))
]0
−1+
− 1
π
∫ 0
−1+
dω arctan [π|V |ρ0(ω)]
=
1
2
(
1 + V −
√
1 + V 2
)
, (III-28)
which is identical to eq. (III-27), and
e0(V ) =
1
2
(
1 + V −
√
1 + V 2
)
(III-29)
holds for all V .
Supplement IV: Non-interacting SIAM in the
presence of potential scattering and a magnetic field
1. Retarded Green functions
For the equation-of-motion approach, it is convenient
to study the retarded Green function,
GretA,B(t) = (−i)θH(t)〈
[
Aˆ(t), Bˆ+
]
+
〉 . (IV-1)
Its Fourier transformation is defined by
G˜retA,B(ω) =
∫ ∞
0
dte(iω−η)tGretA,B(t) =
∫ ∞
−∞
dω′
DA,B(ω
′)
ω − ω′ + iη .
(IV-2)
Here, the spectral function is defined by
DA,B(ω) =
∑
m
[
〈0|Bˆ+|m〉〈m|Aˆ|0〉δ(ω − E0 + Em)
+ 〈0|Aˆ|m〉〈m|Bˆ+|0〉δ(ω + E0 − Em)
]
,
(IV-3)
where |m〉 denotes the eigenstates of Hˆ0 with energy Em
(Lehmann representation). Using the Lehmann represen-
tation it is readily shown that
G˜cA,B(ω) =
∫ ∞
−∞
dω′
DA,B(ω
′)
ω − ω′ + iη sgn(ω) (IV-4)
with the sign function sgn(x) = |x|/x. Therefore, the
causal Green function is obtained from the retarded
Green function by replacing ω + iη by ω + iη sgn(ω).
When Aˆ 6= Bˆ, the spectral function DA,B(ω) is not
necessarily real. We separate the real and imaginary
part,
DA,B(ω) =
DA,B(ω) +D
∗
A,B(ω)
2
+ i
DA,B(ω)−D∗A,B(ω)
2i
(IV-5)
and use D∗A,B(ω) = DB,A(ω) to find
DA,B(ω) = − 1
π
Im
[
GretA,B(ω) +G
ret
B,A(ω)
2
]
− i
π
Im
[
GretA,B(ω)−GretB,A(ω)
2i
]
.(IV-6)
For Aˆ = Bˆ we recover the standard expression
DA,A(ω) = − 1
π
Im
[
GretA,A(ω)
]
. (IV-7)
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a. Green functions in the time domain
For σ =↑, we study the Hamiltonian
Hˆ0 =
∑
k
(ǫ(k)−B)aˆ+k aˆk +
V√
L
∑
k
(
aˆ+k dˆ + dˆ
+aˆk
)
−Eddˆ+dˆ + K
L
∑
k,k′
aˆ+k′ aˆk
≡ Tˆ + Vˆ + Pˆ + Kˆ . (IV-8)
The expressions for σ =↓ are obtained by changing the
sign in (B,Ed,K). We study the four retarded Green
functions for spin σ =↑
Gretk,p(t) = (−i)θH(t)〈
[
aˆk(t), aˆ
+
p
]
+
〉 , (IV-9)
Gretd,p(t) = (−i)θH(t)〈
[
dˆ(t), aˆ+p
]
+
〉 , (IV-10)
Gretk,d(t) = (−i)θH(t)〈
[
aˆk(t), dˆ
+
]
+
〉 , (IV-11)
Gretd,d(t) = (−i)θH(t)〈
[
dˆ(t), dˆ+
]
+
〉 . (IV-12)
Taking the time derivative leads to
iG˙retk,p(t) = δ(t)δk,p + (−i)θH(t)〈
[[
aˆk(t), Hˆ0
]
−
, aˆ+p
]
+
〉
= δ(t)δk,p + (ǫ(k)−B)Gretk,p(t) +
V√
L
Gretd,p(t)
+
K
L
∑
k′
Gretk′,p(t) , (IV-13)
iG˙retd,p(t) = (−i)θH(t)〈
[[
dˆ(t), Hˆ0
]
−
, aˆ+p
]
+
〉
=
∑
k
V√
L
Gretk,p(t)− EdGretd,p(t) , (IV-14)
iG˙retk,d(t) = (−i)θH(t)〈
[[
aˆk(t), Hˆ0
]
−
, dˆ+
]
+
〉
= (ǫ(k)−B)Gretk,d(t) +
V√
L
Gretd,d(t)
+
K
L
∑
k′
Gretk′,d(t) , (IV-15)
iG˙retd,d(t) = δ(t) + (−i)θH(t)〈
[[
dˆ(t), Hˆ0
]
−
, dˆ+σ
]
+
〉
= δ(t) +
∑
k
V√
L
Gretk,d(t)− EdGretd,d(t) . (IV-16)
Here, we used the anticommutation relations of the Fermi
operators and the commutation relations[
aˆk, Tˆ
]
−
= (ǫ(k)−B)aˆk ,
[
dˆ, Tˆ
]
−
= 0 , (IV-17)[
aˆk, Vˆ
]
−
=
V√
L
dˆ ,
[
dˆ, Vˆ
]
−
=
V√
L
∑
k
aˆk ,
and [
aˆk, Pˆ
]
−
= 0 ,
[
dˆ, Pˆ
]
−
= −Eddˆ ,[
aˆk, Kˆ
]
−
=
K
L
∑
k′
aˆk′ ,
[
dˆ, Kˆ
]
−
= 0 . (IV-18)
For non-interacting electrons, the equations of motion
lead to a closed set of differential equations (IV-13)–
(IV-16).
b. Green functions in the frequency domain
To solve the equations (IV-13)–(IV-16) we transform
them into frequency space.19 We find
(ω + Ed + iη) G˜
ret
d,d(ω) = 1 + V Rd(ω) , (IV-19)
(ω − (ǫ(k)−B) + iη) G˜retk,d(ω) =
V√
L
G˜retd,d(ω)
+
K√
L
Rd(ω) , (IV-20)
(ω + Ed + iη) G˜
ret
d,p(ω) = V Qp(ω) , (IV-21)
(ω − (ǫ(k)−B) + iη) G˜retk,p(ω) = δk,p +
V√
L
G˜retd,p(ω)
+
K√
L
Qp(ω) , (IV-22)
where we introduced the abbreviations
Qp(ω) =
1√
L
∑
k′
Gretk′,p(ω) , Rd(ω) =
1√
L
∑
k′
Gretk′,d(ω) .
(IV-23)
The resulting set of algebraic equations is readily solved.
From eq. (IV-20) we find
G˜retk,d(ω) =
1√
L
V G˜retd,d(ω) +KRd(ω)
ω − (ǫ(k)−B) + iη (IV-24)
so that
Rd(ω) =
(
V G˜retd,d(ω) +KRd(ω)
)
g0(ω) (IV-25)
with the retarded local non-interacting Green function
g0(ω +B) =
1
L
∑
k
1
ω − (ǫ(k)−B) + iη
= Λ0(ω +B)− iπρ0(ω +B) . (IV-26)
In one dimension,
Λ0(|ω| > 1) = sgn(ω)√
ω2 − 1 (IV-27)
and Λ0(|ω| < 1) = 0 with ρ0(ω) from eq. (8).
Eq. (IV-25) has the solution
Rd(ω) =
V G˜retd,d(ω)g0(ω +B)
1−Kg0(ω +B) . (IV-28)
Thus, the k-d Green function becomes
G˜retk,d(ω) =
1√
L
V G˜d,d(ω)
ω − (ǫ(k)−B) + iη
1
1−Kg0(ω +B)
(IV-29)
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in terms of G˜d,d(ω) which is obtained from eq. (IV-19),
G˜retd,d(ω) =
1 + V Rd(ω)
ω + Ed + iη
=
1−Kg0(ω +B) + V 2g0(ω +B)G˜retd,d(ω)
(ω + Ed + iη)(1 −Kg0(ω +B))
(IV-30)
and
G˜retd,d(ω) =
1
ω + Ed −∆ret(ω +B) , (IV-31)
where we defined the retarded hybridization function in
the presence of potential scattering
∆ret(ω) =
V 2g0(ω)
1−Kg0(ω) . (IV-32)
Thus, we can rewrite (IV-29) in the form
G˜retk,d(ω) =
√
1
L
V
(ω − ǫ(k) + iη)(ω + Ed −∆ret(ω +B))
× 1
1−Kg0(ω +B) . (IV-33)
For the other two Green functions we consider
G˜retk,p(ω) =
1
ω − (ǫ(k)−B) + iη
×
[
δk,p +
Qp(ω)√
L
(
V 2
ω + Ed + iη
+K
)]
,
Qp(ω) =
1√
L
1
ω − (ǫ(p)−B) + iη
+g0(ω +B)Qp(ω)
(
V 2
ω + Ed + iη
+K
)
=
1√
L
1
ω − (ǫ(p)−B) + iη
ω + Ed + iη
1−Kg0(ω +B)
× 1
ω + Ed −∆ret(ω +B) (IV-34)
so that
G˜retd,p(ω) =
1√
L
1
ω − (ǫ(p)−B) + iη
V
1−Kg0(ω +B)
× 1
ω + Ed −∆ret(ω +B) (IV-35)
and
G˜retk,p(ω) =
δk,p
ω − (ǫ(k)−B) + iη
+
1
L
1
ω − (ǫ(k)−B) + iη
1
ω − (ǫ(p)−B) + iη
× V
2 +K(ω + Ed + iη)
[1−Kg0(ω +B)][ω + Ed −∆ret(ω +B)]
(IV-36)
for the other two retarded Green functions.
2. Density of states
The single-particle density of states is defined by
D(ω) =
∑
m
δ(ω − Em) . (IV-37)
To make contact with the retarded Green functions, we
write the single-particle density of states in the form
D(ω) = − 1
π
Im
(∑
m
〈Aˆ+m
1
ω − (Hˆ0 − E0) + iη
Aˆm〉
+ 〈Aˆm
1
ω − (Hˆ0 − E0) + iη
Aˆ+m〉
)
,
(IV-38)
where we used the fact that Aˆ+m (Aˆm) creates (annihi-
lates) an electron with exact single-particle energy Em in
the ground state. The sum over m runs over all single-
particle excitations of the ground state and thus repre-
sents the trace over all single-particle eigenstates,
D(ω) = − 1
π
ImTr1
( 1
ω − (Hˆ0 − E0) + iη
)
. (IV-39)
We can equally use the excitations aˆ+k |Φ0〉, aˆk|Φ0〉, and
dˆ+|Φ0〉, dˆ|Φ0〉, respectively, to perform the trace over the
single-particle excitations of the ground state. Therefore,
we may write
D(ω) = − 1
π
Im
[∑
k
(
〈aˆ+k
1
ω − (Hˆ0 − E0) + iη
aˆk〉
+ 〈aˆk
1
ω − (Hˆ0 − E0) + iη
aˆ+k 〉
)
+ 〈dˆ+ 1
ω − (Hˆ0 − E0) + iη
dˆ〉
+ 〈dˆ 1
ω − (Hˆ0 − E0) + iη
dˆ+〉
]
= − 1
π
Im
[∑
k
G˜retk,k(ω) + G˜
ret
d,d(ω)
]
. (IV-40)
Equation (IV-36) shows that the band Green function
consists of the undisturbed host Green function for V ≡ 0
and a 1/L correction due to the hybridization. Therefore,
using eqs. (IV-31) and (IV-36), the contribution due to
a finite hybridization is given by
Dimp(ω) = − 1
π
Im
[
G˜retd,d(ω)
+
1
L
∑
k
G˜retd,d(ω)[V
2 +K(ω + Ed + iη)]
(1−Kg0(ω +B))(ω − ǫ(k) + iη)2
]
= − 1
π
∂
∂ω
Im [ln (R(ω) + iI(ω)] , (IV-41)
where we use
g′0(ω +B) = −
1
L
∑
k
1
(ω − (ǫ(k)−B) + iη)2 , (IV-42)
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see eq. (IV-26), and the real and imaginary parts of the
argument of the logarithm read
R(ω) = (ω + Ed)(1 −KΛ0(ω +B))− V 2Λ0(ω +B) ,
I(ω) = η (1−KΛ0(ω +B))
+
[
(ω + Ed)K + V
2
]
πρ0(ω +B) . (IV-43)
We thus have
Dimp(ω) = − 1
π
∂ϕ(ω,B,Ed,K, V )
∂ω
,
cot[ϕ(ω,B,Ed,K, V )] =
R(ω,B,Ed,K, V )
I(ω,B,Ed,K, V )
. (IV-44)
Here, we made apparent the dependence of all quantities
also on (B,Ed,K, V ). The impurity-contribution to the
density of states has a band part and a contribution from
the bound states,
Dimp(ω) = D
band
imp (ω) +D
b
imp(ω) . (IV-45)
We discuss them separately.
For the bound-state contribution outside the band,
|ωp +B| > 1 we have ρ0(ω) = 0 and we expand
R(ω,B,Ed,K, V ) ≈ R′(ωp)(ω − ωp) (IV-46)
in the vicinity of ωp ≡ ωp(B,Ed,K, V ). Then,
Dbimp(ω) = −
1
π
∂
∂ω
[
cot−1
(
R′(ωp)(ω − ωp)
(1 −KΛ0(ωp +B))η
)]
=
1
π
η˜
η˜2 + (ω − ωp)2
= δ(ω − ωp) (IV-47)
with η˜ = η(1 − KΛ0(ωp + B))/R′(ωp) → 0+. For the
bound-state contribution, the task therefore is to find ωp
from the solution of
R(ωp, B,Ed,K, V ) = (ωp + Ed)(1−KΛ0(ωp + B))
−V 2Λ0(ωp +B) != 0 (IV-48)
for |ωp + B| > 1. If a bound state exists for ωp < −1 −
B, we know from Λ0(ωp + B) < 0 and ωp − Ed < 0
that eq. (IV-48) has a solution only if [(ωp + Ed)K +
V 2)][−Λ0(ωp+B)] > 0 or (ωp+Ed)K+V 2 > 0. Thus, for
a bound state to exist, we have to demand that K(−1−
B + Ed) + V
2 > 0.
Since ρ0(ω + B) develops a square-root singularity
at ω ↑ −(1 + B) and Λ0(ω + B) diverges to nega-
tive infinity at ω ↓ −(1 + B) in one dimension, it is
subtle to determine the band contribution to the den-
sity of states. If there is a bound state, the real part
R(ω,B,Ed,K, V ) diverges to infinity for ω ↑ −(1 + B),
and the imaginary part I(ω,B,Ed,K, V ) goes to zero.
Therefore, ϕ(−(1 + B) − 0+, B,Ed,K, V ) = 0. For
ω ↓ −(1 + B), the real part R(ω,B,Ed,K, V ) is finite
but the imaginary part I(ω,B,Ed,K, V ) goes to infin-
ity. Therefore, ϕ(−(1 + B) + 0+, B,Ed,K) = π/2. If
there is no bound state, the real part R(ω,B,Ed,K, V )
diverges to negative infinity for ω ↑ −(1 + B), and the
imaginary part I(ω,B,Ed,K, V ) goes to zero. Therefore,
ϕ(−(1 + B) − 0+, B,Ed,K, V ) = π. For ω ↓ −(1 + B),
the real part R(ω,B,Ed,K, V ) is finite but the imaginary
part I(ω,B,Ed,K, V ) goes to negative infinity. There-
fore, ϕ(−(1 + B) + 0+, B,Ed,K, V ) = 3π/2. The step
discontinuity is π/2 in both cases and contributes
δDbandimp (ω) = −
1
π
∂
∂ω
[π
2
θH(ω +B + 1)
]
= −1
2
δ(ω +B + 1) (IV-49)
to the band part of the impurity density of states.
The remaining band contribution results from |ω +
B| < 1. We use Λ0(ω + B) = 0 in that region in one
dimension to find the total band contribution
Dbandimp (ω) = −
1
2
δ(ω +B + 1)
− 1
π
∂X(ω,B,Ed,K, V )
∂ω
, (IV-50)
where
X(ω) ≡ X(ω,B,Ed,K, V ) (IV-51)
= πθH(−ω − Ed)
+arccot
(
(ω + Ed)
√
1− (ω +B)2
(ω + Ed)K + V 2
)
.
Note that X(ω,B,Ed,K, V ) is continuous and differen-
tiable for |ω +B| < 1.
3. Ground-state energy
The ground-state energy for the SIAM becomes
Etotsp (B) = E
bulk
sp (B) + Esp(B) ,
Ebulksp (B) = L
∫ −B
−1
dωωρ0(ω)− 2BL
∫ B
0
dωρ0(ω) ,
Esp(B) = E
b(B,Ed,K, V↑, V↓)
+Eband(B,Ed,K, V↑, V↓) . (IV-52)
If existing, the bound states contribute
Eb(B,Ed,K, V↑, V↓) = ωp,↑(B,Ed,K, V↑) (IV-53)
+ωp,↓(B,Ed,K, V↓) ,
where the poles follow from the solution of
(ωp,↑ + Ed)(1 −KΛ0(ωp,↑ +B))− V 2↑ Λ0(ωp,↑ + B) = 0 ,
(ωp,↓ − Ed)(1 +KΛ0(ωp,↓ −B))− V 2↓ Λ0(ωp,↓ − B) = 0
(IV-54)
with Λ0(x) = −1/
√
x2 − 1 for x < −1. The bound states
can also be obtained from
P (ωp,↑, B,Ed,K, V↑) = 0 ,
P (ωp,↓,−B,−Ed,−K,V↓) = 0 , (IV-55)
P (x,B,Ed,K, V ) = (x+ Ed)
2
(
(x+B)2 − 1)
− (V 2 +K(x+ Ed))2
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for ωp,↑ < −(1 + B) and ωp,↓ < −(1 − B). Recall that
the root ωp,↑ exists only if K(−1 − B + Ed) + V 2↑ > 0.
As a starting point for the root search we can use
ωsp,↑ = −1−B −
δ2
2
, δ =
K(−1−B + Ed) + V 2↑
1 +B − Ed .
(IV-56)
The root ωp,↓ exists only if K(1−B+Ed) + V 2↓ > 0. As
a starting point for the root search we can use
ωsp,↓ = −1 +B −
δ2
2
, δ =
K(1−B + Ed) + V 2↓
1−B + Ed .
(IV-57)
Note that, in general, we have B,Ed,K ≪ 1.
The band energy Eband ≡ Eband(B,Ed,K, V↑, V↓) is
given by
Eband = −1
2
(−1−B)− 1
2
(−1 +B)
−
∫ 0
−(1+B)
dω
π
ω
∂X(ω,B,Ed,K, V↑)
∂ω
−
∫ 0
−(1−B)
dω
π
ω
∂X(ω,−B,−Ed,−K,V↓)
∂ω
= 1−
[
ω
π
X(ω,B,Ed,K, V↑)
]0
−1−B
+
∫ 0
−1−B
dω
π
X(ω,B,Ed,K, V↑)
−
[
ω
π
X(ω,−B,−Ed,−K,V↓)
]0
−1+B
+
∫ 0
−1+B
dω
π
X(ω,−B,−Ed,−K,V↓)
= 1− (1 +B)
(3
2
− θH
[
K(−1−B + Ed) + V 2↑
])
−(1−B)
(3
2
− θH
[−K(−1 + B − Ed) + V 2↓ ])
+
∫ 0
−1−B
dω
π
X(ω,B,Ed,K, V↑)
+
∫ 0
−1+B
dω
π
X(ω,−B,−Ed,−K,V↓)
= −2 + (1 +B)θH
[
V 2↑ −K(1 +B − Ed)
]
+(1−B)θH
[
V 2↓ +K(1−B + Ed)
]
+
∫ 0
−1−B
dω
π
X(ω,B,Ed,K, V↑)
+
∫ 0
−1+B
dω
π
X(ω,−B,−Ed,−K,V↓) . (IV-58)
Here, we used that X(ω = 0, B,Ed,K, V ) is finite, and
that arccot(x) jumps by π at x = 0. Note that the Heav-
iside step functions become unity if the corresponding
bound state exists. Equations (IV-55) and (IV-58) are
suitable for a numerical calculation of the single-particle
energy for known parameters (B,Ed,K, V↑, V↓).
4. Self-consistency cycle
Here, we collect the equations for the self-consistency
procedure of Sect. A 7 b. The external parameters, B and
JK, are given and fixed during the iteration.
The value after the n-th iteration are denoted by
(Ed,K,m,M0, V↑, V↓)(n). As the first of values we may
use (Ed,K,m,M0, V↑, V↓)(0) = (B, 0, 0, 0, V, V ) with V
from the paramagnetic solution, see Sect. VIB. At B = 0
and for m = 0, the self-consistency is guaranteed.
For B > 0 or m 6= 0, we evaluate eqs. (A76)
2m(n+1) = −
∂Esp(B,Ed,K, V↑, V↓)
∂Ed
∣∣∣∣
(n)
,
2M0,(n+1) =
∂Esp(B,Ed,K, V↑, V↓)
∂K
∣∣∣∣
(n)
,
2γσ,(n+1) =
∂Esp(B,Ed,K, V↑, V↓)
∂Vσ
∣∣∣∣
(n)
, (IV-59)
where the right-hand-side is evaluated with the values of
the nth iteration, namely (Ed,K,m,M0, V↑, V↓)(n). Us-
ing eq. (A75), we then find
K(n+1) =
1
2
JKm(n+1) ,
Ed,(n+1) = B −
1
2
JKM0,(n+1) (IV-60)
+
4m(n+1)
(1− 4m2(n+1))3/2
JKγ↑,(n+1)γ↓,(n+1)
for the values of (Ed,K)(n+1) for the next iteration. Re-
call the dependence of Vσ on γσ in eq. (A73),
Vσ,(n+1) = −
JK
2
γσ,(n) + 2√
1− 4m2(n)
γσ¯,(n)
 .
(IV-61)
The derivatives in eq. (IV-59) can be calculate numeri-
cally from the ground-state energy. For a further analytic
treatment for large and small Kondo couplings and to
avoid numerical inaccuracies, we perform the derivatives
analytically. All formulae apply for the one-dimensional
density of states.
In the following we employ
Esp(B,Ed,K, V↑, V↓) = A+ ωp,↑(B,Ed,K, V↑)
+ωp,↓(B,Ed,K, V↓)
+E↑(B,Ed,K, V↑) (IV-62)
+E↑(−B,−Ed,−K,V↓)
with the constant
A = (1 +B)θH
[
V 2↑ −K(1 +B − Ed)
]
(IV-63)
+(1−B)θH
[
V 2↓ +K(1−B + Ed)
] − 2 .
We always work in parameter regimes where the bound
states either exist or do not exist. Therefore, A actually
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does not depend on (Ed,K, V↑, V↓). Moreover,
Eband↑ (B,Ed,K, V ) =
∫ 0
−1−B
dω
π
X(ω,B,Ed,K, V )
(IV-64)
with X(ω,B,Ed,K, V ) from eq. (IV-51). We determine
the bound states from eq. (IV-55) for ωp,↑ < −(1 + B)
and ωp,↓ < −(1 − B). Recall that the root ωp,↑ exists
only if K(−1−B +Ed) + V 2↑ > 0. In all practical cases,
the bound state ωp,↓ exists.
a. Derivatives with respect to V↑, V↓
The coefficient γ↑ obeys
2γ↑,(n+1) =
∂ωp,↑
∂V↑
+
∂E↑
∂V↑
∂ωp,↑
∂V↑
=
2V↑
(
V 2↑ +K(ωp,↑ + Ed)
)
N1(ωp,↑)
,
N1(ωp,↑) = (ωp,↑ + Ed)(ωp,↑ +B)(2ωp,↑ +B + Ed)
−KV 2↑ − (K2 + 1)(ωp,↑ + Ed) ,
∂Eband↑
∂V↑
=
∫ 0
−(1+B)
dω
π
2V↑(Ed + ω)
√
1− (ω +B)2
N2(ω)
,
N2(ω) = (K(Ed + ω) + V
2
↑ )
2
+(Ed + ω)
2(1− (ω +B)2) . (IV-65)
The right-hand-side of these equations is evaluated at
V↑ ≡ V↑,(n), Ed ≡ Ed,(n), and K ≡ K(n). For the deriva-
tive with respect to V↓ we note that we simply have to
reverse (B,Ed,K). This follows from eq. (IV-52),
2γ↓,(n+1) =
∂ωp,↓
∂V↓
+
∂E↑
∂V↓
,
∂ωp,↓
∂V↓
=
2V↓
(
V 2↓ −K(ωp,↓ − Ed)
)
N3(ωp,↓)
,
N3(ωp,↓) = (ωp,↓ − Ed)(ωp,↓ −B)(2ωp,↓ −B − Ed)
+KV 2↓ − (K2 + 1)(ωp,↓ − Ed) ,
∂Eband↑
∂V↓
=
∫ 0
−(1−B)
dω
π
2V↓(−Ed + ω)
√
1− (ω −B)2
N4(ω)
,
N4(ω) =
(
K(Ed − ω) + V 2↓
)2
+(−Ed + ω)2(1− (ω − B)2) . (IV-66)
b. Derivative with respect to K
We determine the bound states from eq. (IV-48) for
ωp,↑ < −(1 + B) and ωp,↓ < −(1 − B) and using Ed ≡
Ed,(n) and K ≡ K(n). Then, the contribution from the
bound states is
2Mb0,(n+1) =
∂ωp,↑
∂K
+
∂ωp,↓
∂K
(IV-67)
with
∂ωp,↑
∂K
=
(ωp,↑ + Ed)
(
V 2↑ +K(ωp,↑ + Ed)
)
N1(ωp,↑)
,
∂ωp,↓
∂K
=
(Ed − ωp,↓)
(
V 2↓ −K(ωp,↓ − Ed)
)
N3(ωp,↓)
.
(IV-68)
The band contribution reads
2Mband0,(n+1) =
∂Eband↑ (V↑)
∂K
+
∂Eband↑ (V↓)
∂K
(IV-69)
with
∂Eband↑ (V↑)
∂K
=
∫ 0
−(1+B)
dω
π
(ω + Ed)
2
√
1− (ω +B)2
N2(ω)
,
∂Eband↑ (V↓)
∂K
= −
∫ 0
−(1−B)
dω
π
(ω − Ed)2
√
1− (ω −B)2
N4(ω)
,
(IV-70)
to be evaluated at Vσ ≡ Vσ,(n), Ed ≡ Ed,(n), and K ≡
K(n). In total,
2M0,(n+1) = 2M
band
0,(n+1) + 2M
b
0,(n+1) . (IV-71)
c. Derivative with respect to Ed
We determine the bound states from eq. (IV-48) for
ωp,↑ < −(1 + B) and ωp,↓ < −(1 − B) and using Ed ≡
Ed,(n) and K ≡ K(n). Then, the contribution from the
bound states is
2mb(n+1) = −
∂ωp,↑
∂Ed
− ∂ωp,↓
∂Ed
(IV-72)
with
∂ωp,↑
∂Ed
=
Y1(ωp,↑)
N1(ωp,↑)
,
Y1(ωp,↑) = K
(
V 2↑ +K(ωp,↑ + Ed)
)
−(ωp,↑ + Ed)
(
(ωp,↑ +B)
2 − 1) ,
∂ωp,↓
∂Ed
=
Y2(ωp,↓)
N3(ωp,↓)
, (IV-73)
Y2(ωp,↓) = K
(
V 2↓ −K(ωp,↓ − Ed)
)
+(ωp,↓ − Ed)
(
(ωp,↓ −B)2 − 1
)
.
The band contribution reads
2mband(n+1) = −
∂Eband↑ (V↑)
∂Ed
− ∂E
band
↑ (V↓)
∂Ed
(IV-74)
with
∂Eband↑ (V↑)
∂Ed
= −
∫ 0
−(1+B)
dω
π
V 2↑
√
1− (ω +B)2
N2(ω)
,
∂Eband↑ (V↓)
∂Ed
=
∫ 0
−(1−B)
dω
π
V 2↓
√
1− (ω −B)2
N4(ω)
(IV-75)
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to be evaluated at Vσ ≡ Vσ,(n), Ed ≡ Ed,(n), and K ≡
K(n). In total,
2m(n+1) = 2m
band
(n+1) + 2m
b
(n+1) . (IV-76)
When the magnetic field is applied only locally, all ex-
plicit B-dependencies in the integration boundaries and
the density of states must be dropped in the formulae in
subsections IV 2, IV 3, and IV 4. In this case, only Ed
depends on B.
5. Magnetic susceptibility
From the numerical solution of the self-consistency
equations, we see that γ↑ = γ↓ = γ and V↑ = V↓ = V at
self-consistency.
a. Small fields
We keep all terms up to linear order in B. Thus, we
make the Ansatz
ωp,↑ = ωp + ω¯pB ,
ωp,↓ = ωp − ω¯pB ,
K = K¯B ,
Ed = E¯dB ,
M0 = M¯0B ,
m = 2χB , (IV-77)
where χ is the desired susceptibility in units of (geµB)
2,
χS,G0
(geµB)2
= χ . (IV-78)
Moreover, γ = −2V/(3JK) with
JK(V ) = −8V
3
(
∂e0(V )
∂V
)−1
, (IV-79)
where V instead of JK parameterizes the strength of the
Kondo interaction. For e0(V ), see eq. (84).
As a first step, we turn to eq. (IV-48). To lowest order
in B we have
0 = ωp − V 2Λ0(ωp) . (IV-80)
In one dimension, equation (IV-80) has the solution
ωp = −
√√
1 + 4V 4 + 1
2
= −v+ (IV-81)
as a function of V .
Apparently, we have five unknowns, namely
v =

ω¯p
E¯d
K¯
M¯0
χ
 , (IV-82)
and we need five independent linear equations that con-
nect these quantities.
b. Derivation of the five equations
First, we use eq. (IV-60) to find from its leading order
in B
E¯d = 1− JK
2
M¯0 + 8JKχγ
2 (IV-83)
with γ = −2V/(3JK).
Second, from eq. (IV-60) we also find to leading order
in B
K¯ = JKχ . (IV-84)
Third, to first order in B we have from eq. (IV-54)
E¯d(ω
2
p − 1) + (2ω2p − 1)ω¯p + ω2p − K¯V 2 = 0 . (IV-85)
The equation for ωp,↓ does not give any new information
because of the symmetry in B → −B.
Forth, we have from eqs. (IV-68) and (IV-70)
2M0 ≈ 2(M¯b0 + M¯band0 )B ,
M¯b0 =
K¯(−ω2p + 2ω4p + V 4)− ω2p(3 + E¯d + 4ω¯p)V 2
ωp(1− 2ω2p)2
,
M¯band0 = −2
∫ 0
−1
dω
π
√
1− ω2 (K¯ω3V 2 + (1− E¯d)ωV 4)
(ω2 − ω4 + V 4)2
= −2K¯V 2J3(V ) + 2
(
E¯d − 1
)
V 4J1(V ) , (IV-86)
where J1,3(V ) are defined in eqs. (A97) and (A98).
Fifth, we have from eq. (IV-73) and eq. (IV-75)
2m ≈ 4(χb + χband)B ,
χb =
ωp(1 + E¯d + ω
2
p − E¯dω2p + 2ω¯p − K¯V 2)
2(1− 2ω2p)2
,
χband =
1
2πV 2
−
∫ 0
−1
dω
π
Y3(ω) ,
Y3(ω) =
V 2
√
1− ω2 ((ω − ω3) (E¯d − 1)+ K¯ωV 2)
(ω2 − ω4 + V 4)2 ,
χband =
1
2πV 2
(IV-87)
−V 2 [(E¯d − 1) (J1(V )− J3(V )) + K¯V 2J1(V )] ,
where the first term results from the integral∫ B
0
V 2↑
√
1− ω2dω/π
(ω + Ed −B)2(1− ω2) + ((ω + Ed −B)K + V 2↑ )2
(IV-88)
to leading order in B.
6. Magnetic state
Lastly, we address some properties of the magnetic
state for J < JGK,c ≈ 0.839.
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FIG. 23. (Color online) Impurity spin polarization mS,G(JK)
in the Gutzwiller wave function for the one-dimensional sym-
metric Kondo model as a function of JK with the transition
at JGK,c ≈ 0.839. The mean-field behavior (IV-89) close to the
transition and the expansion for small couplings (IV-111) are
shown by straight lines.
a. Magnetic transition
The numerical solution of the self-consistency equa-
tions shows that V↑ = V↓ and γ↑ = γ↓ hold at self-
consistency. At the transition JK = J
G
K,c, the ground-
state impurity magnetization m(JK) goes to zero con-
tinuously as a function of JK. Moreover, the transition
actually is of mean-field character, i.e., we have
m(JK . J
G
K,c) ≈ r1(JGK,c−JK)1/2+ r3(JGK,c−JK)3/2+ . . .
(IV-89)
with r1 ≈ 1.0645 and r3 ≈ −0.981. The Gutzwiller im-
purity magnetization is shown in Fig. 23.
b. Expansion for small couplings
The numerical solution of the self-consistency equa-
tions for small couplings suggests the following behavior,
using V↑ = V↓ ≡ V and γ↑ = γ↓ ≡ γ
V ≈ V1JK +O(J2K) ,
γ ≈ −γ1JK +O(J2K) ,
Ed ≈ Ed,0 − Ed,1JK +O(J2K) ,
K ≈ K1JK +O(J2K) ,
m ≈ 1
2
−m2J2K +O(J3K) ,
M0 ≈ −M0,1JK +O(J2K) ,
ωp,↑ : no bound state ,
ωp,↓ ≈ −1− ω2J2K +O(J4K) . (IV-90)
Knowing that Ed is of order unity, and m → 1/2 for
JK → 0, we find from equation (IV-60) that
K = JK/4 , (IV-91)
so that K1 = 1/4 in eq. (IV-90). Next, from eq. (IV-70)
we readily see that the band contribution to M0 is pro-
portional to J3K so that we are left with
∂ωp,↓
∂K
≈ (Ed + 1) (−K(−1− Ed))
(−1− Ed)(−1)(−2− Ed)− (−1− Ed) = −K
(IV-92)
to leading order in JK. Therefore, eq. (IV-68) gives
M0 = −K
2
= −JK
8
, (IV-93)
so that M0,1 = 1/8 in eq. (IV-90). As a consequence,
K(−1 + Ed) + V 2 < 0 so that ωp,↑ does not exist and
ωp,↓ = −1− K
2
2
= −1− J
2
K
32
, (IV-94)
so that ω2 = 1/32 in eq. (IV-90).
Eq. (IV-65) we then find
γ ≈ V
∫ 0
−1
dω
π
(Ed + ω)
√
1− ω2
(Ed + ω)2(1− ω2) ≡ V I1(Ed) ,
I1(Ed) =
∫ 0
−1
dω
π
1
(Ed + ω)
√
1− ω2
=
1
π
√
1− E2d
ln
(
Ed
1 +
√
1− E2d
)
(IV-95)
for 0 < Ed < 1. Moreover, eq. (IV-61) links V and γ,
V = − JK√
1− 4m2 γ , (IV-96)
where we used that m → 1/2 for JK → 0. Therefore,
we have obtained a first equation that relates m and Ed.
We have√
1− 4m2 ≈ √4m2JK = −JKI1(Ed) , (IV-97)
which implies
√
4m2 = −I1(Ed) , m2 = I1(Ed)
2
4
. (IV-98)
In addition, from eq. (IV-60) we find
Ed ≈ 2
(1 − 4m2)3/2 JKγ
2 = −2
(
γ
JK
)2
1
I1(Ed)3
(IV-99)
so that
γ = −JK
√
Ed[−I1(Ed)]3
2
,
V = JK
√
−EdI1(Ed)
2
(IV-100)
are known as a function of Ed.
It remains to derive a second equation for m2 as a
function of Ed from eq. (IV-76). There is no contribution
from the bound states up to second order in JK, as seen
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from eq. (IV-94). The first non-negative contribution
originates from
∂Eband↑ (V↓)
∂Ed
≈
∫ 0
−1
dω
π
V 2
√
1− ω2
(ω − Ed)2(1− ω2) = V
2I2(Ed)
(IV-101)
with
I2(Ed) =
∫ 0
−1
dω
π
1
(ω − Ed)2
√
1− ω2
=
1
πEd(1− E2d)
(IV-102)
+
Ed
π(1− E2d)3/2
ln
(
1−√1− E2d
Ed
)
using Mathematica.28 In the remaining term we isolate
the singularity for V → 0,
∂Eband↑ (V↑)
∂Ed
≈ Ta(Ed) + Tb(Ed) , (IV-103)
where
Ta(Ed) = −
∫ 0
−1
dω
π
√
1− ω2 V
2
(ω + Ed)2(1− E2d) + V 4
,
Tb(Ed) =
∫ 0
−1
dω
π
√
1− ω2
[
V 2
(ω + Ed)2(1− E2d) + V 4
− V
2
(ω + Ed)2(1− ω2) + (V 2 +K(ω + Ed))2
]
.
(IV-104)
Using Mathematica28 we find
Ta(x) = −1 + V 2I3(x) ,
I3(x) =
2 + πx
2πx(1 − x2)
+
x
π(1 − x2)3/2(√1− x2 + 1) ln
(
1 +
√
1− x2
x
)
+
x
2π(1− x2)(√1− x2 + 1)
× ln
(
2− x2 + 2√1− x2
x2
)
. (IV-105)
In the term Tb(Ed) we are in the position to let K,V → 0
in the denominator such that
Tb(x) ≈ V 2
∫ 0
−1
dω
π
√
1− ω2
(ω + x)2
[
1
(1− x2) −
1
(1− ω2)
]
=
V 2
1− x2
∫ 0
−1
dω
π
1√
1− ω2
x− ω
x+ ω
≡ V 2I4(x) ,
I4(x) = − 1
2(1− x2) −
2x
π(1− x2)3/2 ln
(
1 +
√
1− x2
x
)
.
(IV-106)
In total we find to second order in V and thus in JK
m ≈ 1
2
− V
2
2
(I2(Ed) + I3(Ed) + I4(Ed)) (IV-107)
≈ 1
2
− J2K
Ed(−I1(Ed))
4
(I2(Ed) + I3(Ed) + I4(Ed))
using eq. (IV-100) so that
m2 =
Ed(−I1(Ed))
4
(I2(Ed) + I3(Ed) + I4(Ed))
!
=
I1(Ed)
2
4
(IV-108)
from eq. (IV-98). The numerical solution of this equation
gives
Ed = 0.3857965059132358 . (IV-109)
Therefore, to leading order we have the analytic results,
V =
√
−EdI1(Ed)
2
JK +O(J2K) ,
= 0.32694495035854915JK+O(J2K) ,
γ = −
√
Ed[−I1(Ed)]3
2
JK +O(J2K) ,
= −0.18117388948693602JK+O(J2K) ,
(IV-110)
and
Ed = 0.3857965059132358+O(JK) ,
K =
JK
4
+O(J2K) ,
m =
1
2
−m2J2K +O(J3K) ,
m2 =
I1(Ed)
2
4
= 0.07676830582531644 ,
M0 = −JK
8
+O(J2K) ,
ωp,↑ : no bound state ,
ωp,↓ = −1− J
2
K
32
+O(J4K) . (IV-111)
c. Ground-state energy
The ground-state energy for small values of JK must
be determined numerically because the two integrals in
eq. (IV-58) are too cumbersome to analyze in the weak-
coupling limit. However, it can be shown that the Gutz-
willer energy in eq. (A79) is quadratic in the coupling for
small JK. A quartic fit of the numerical data gives
EG0 (JK) ≈ −0.0908979J2K− 0.047363J3K− 0.0450817J4K .
(IV-112)
The approximation is excellent up to JK = 0.4. We may
safely state that
EG0 (JK) ≈ −0.0905J2K − 0.051J3K − 0.05J4K (IV-113)
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for the Gutzwiller variational energy for JK . 0.4. The
quadratic coefficient can now be compared with the exact
result from perturbation theory,
E0(JK) ≈ − 3
32
J2K = −0.09375J2K . (IV-114)
The magnetic Gutzwiller states accounts for 96.5% of the
correlation energy.
Supplement V: Ground-state energy from Bethe
Ansatz
Using Bethe Ansatz, the Kondo model is solved for a
linear dispersion relation with unit Fermi velocity in the
wide-band limit, i.e., the dispersion relation ǫBA(k) = k
formally extends from−∞ to∞. Therefore, an appropri-
ate energy cut-off D must be introduced. This procedure
is not unique. Therefore, there are two Bethe Ansatz so-
lutions for the spin-1/2 Kondo model. First, the one dis-
cussed in Tsvelick and Wiegmann,10 referred to as TW,
and the one reviewed by Andrei, Furuya, and Lowen-
stein,11 referred to as AFL. The basic Bethe Ansatz equa-
tions agree but the expressions for the parameters as a
function of the Kondo coupling differ beyond leading-
order in JBAK /D. For a lattice-regularized Bethe-Ansatz
solvable impurity model, see Ref. [30].
1. Bethe Ansatz equations
a. Basic relations
According to equation (4.2.A) of TW, the electronic
momenta are obtained from
eikjL = e−iφ
M∏
γ=1
λ˜γ + i/2
λ˜γ − i/2
, (V-1)
where L is a length scale that helps to quantize the mo-
menta. M = (Ne + 1)/2 in the ground state where
Sz = 0. The spin momenta are found from eq. (4.2.B)
of TW,[
λ˜γ + i/2
λ˜γ − i/2
]Ne [
λ˜γ + 1/g + i/2
λ˜γ + 1/g − i/2
]
= −
M∏
δ=1
[
λ˜γ − λ˜δ + i
λ˜γ − λ˜δ − i
]
(V-2)
for γ = 1, . . . ,M . Here, g is the interaction parameter.
To make contact with the work by AFL,11 we substi-
tute
λ˜γ =
λγ − 1
g
(V-3)
and set g = c to find
eikjL = e−iφ
M∏
γ=1
i(1− λγ) + c/2
i(1− λγ)− c/2 (V-4)
and L(λγ) = R(λγ) with
L(λγ) =
[
i(1− λγ) + c/2
i(1− λγ)− c/2
]Ne [
i(−λγ) + c/2
i(−λγ)− c/2
]
,
R(λγ) = −
M∏
δ=1
[
i(λδ − λγ) + c
i(λδ − λγ)− c
]
(V-5)
for γ = 1, . . . ,M = (Ne+1)/2. Eqs. (V-4) and (V-5) are
eq. (2.47) and eq. (2.48’) of AFL. The energy is obtained
from
E =
Ne∑
j=1
kj , (V-6)
see eq. (2.10’) of AFL and eq. (4.2.C) of TW.
Note that TW and AFL give different expressions for
φ and c, namely
cTW = tan(JBAK ) ≈ JBAK +
(JBAK )
3
3
+ . . . , (V-7)
cAFL =
JBAK
1− 3(JBAK )2/16
≈ JBAK +
3
16
(JBAK )
3 + . . . ,
and
φTW = −J
BA
K
2
,
φAFL = i ln
[
1− 3(JBAK )2/16 + iJBAK
1 + 3(JBAK )
2/16 + iJBAK /2
]
= i ln
[
4i− JBAK
4i + JBAK
]
≈ −J
BA
K
2
+
(JBAK )
3
96
, (V-8)
see eq. (4.2.A) and (4.2.55’) of TW with I ≡ 2JBAK and
eq. (2.42) of AFT, where J = −J ′′ = JBAK /2 was used.
To leading order, the interaction parameters agree but
they differ to third order in JBAK . As a consequence, the
ground-state energy agrees to leading order in JBAK only.
b. Non-interacting case
We can take the limit c → 0+ in eqs. (V-4) and (V-5)
because the parameters λγ remain finite in the non-
interacting limit, see below. Therefore, we find that
eq. (V-5) is fulfilled if we assume that all λγ are pair-
wise different and different from zero. This is fulfilled for
finite system sizes. Moreover, eq. (V-4) reduces to
eik
(0)
j
L = 1 (V-9)
because φ(0) = 0 so that
k
(0)
j =
2π
L
n˜j (V-10)
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with integer n˜j and
E(0),BA =
2π
L
Ne∑
j=1
n˜j . (V-11)
In the following, we are interested in the ground state
and its energy in the thermodynamic limit.
We want to make contact with our lattice Hamiltonian.
Its dispersion around the Fermi wave vector is linear,
ǫ(m) ≈ 2t2π(m−mF)
L+ 1
. (V-12)
When we work with a half-filled band, Ne = (L+3)/2 ≈
L/2, the corrections to the linear dispersion relation are
not of second order, but of order (m−mF)3, see eq. (A15).
Therefore, the Bethe Ansatz results agree with those
from DMRG for the lattice Hamiltonian in a larger region
of JK-values. For t = 1/2 and mF = (L + 3)/4 ≈ L/4
(L≫ 1) we have
E
(0),latt
0 = 2(2t)
2π
L
mF∑
m=1
(m−mF) = −πL
8
, (V-13)
where the additional factor two accounts for the spin de-
generacy.
Therefore, in eq. (V-11) we choose the Ne ≈ L/2 inte-
gers
n˜j = −3N
e
4
, . . . ,
Ne
4
− 1 (V-14)
for our sequence of Bethe-Ansatz charge quantum num-
bers. Then,
E
(0),BA
0 =
2π
L
Ne/4−1∑
n˜=−3Ne/4
n˜ = −πL
8
, (V-15)
in agreement with the expression (V-13) for the lattice
Hamiltonian E
(0),BA
0 = E
(0),latt
0 .
c. Energy from Bethe quantum numbers
We use the following identity,
ln
[
ix+ 1
ix− 1
]
= (−2i)arccot(x) . (V-16)
Note that arccot(x) has a jump discontinuity of −π at
x = 0.
Therefore, taking the complex logarithm of eqs. (V-4)
gives
ikjL = 2πin˜j − iφ+ (−2i)
(Ne+1)/2∑
γ=1
arccot [2(1− λγ)/c] .
(V-17)
The integer numbers n˜j (charge Bethe quantum num-
bers) distinguish between the various electron momenta.
The energy (V-6) thus becomes
E =
Ne∑
j=1
2π
L
n˜j − N
e
L
φ
+
Ne
L
(Ne+1)/2∑
γ=1
(−2arccot [2(1− λγ)/c]) .
(V-18)
Eq. (V-18) replaces eq. (3.1) of AFL where the φ-term
was dropped as ‘inessential’. Of course, it is important
for the complete ground-state energy.
Next, taking the complex logarithm of eq. (V-5) we
find
L(λγ) = R(λγ) ,
L(λγ) = N
e (−2arccot [2(1− λγ)/c])
+ (−2arccot [2(−λγ)/c]) ,
R(λγ) = 2πI˜γ +
(Ne+1)/2∑
δ=1
(−2arccot [(λδ − λγ)/c]) ,
(V-19)
where the (Ne + 1)/2 (half-)integer numbers I˜γ (spin
Bethe quantum numbers) distinguish the various spin
momenta.
d. Contact with energy formulae in AFL
In our formulae (V-18) and (V-19) we replace
− 2arccot(−x) = −2 arctan(x)− π + 2πθH(x) , (V-20)
where θH(x) is the Heaviside step function. We define
Θ(x) = −2 arctan(x/c) (V-21)
to make close contact with the formulae in AFL. Then,
eq. (V-18) becomes
E =
Ne∑
j=1
2π
L
nj − N
e
L
φ+
Ne
L
(Ne+1)/2∑
γ=1
[Θ (2λγ − 2)− π] ,
(V-22)
where we set
nj = n˜j +
(Ne+1)/2∑
γ=1
θH ((2λγ − 2)/c) . (V-23)
Apart from the φ-term, eq. (V-22) is eq. (3.1) of AFL.
Furthermore, eq. (V-19) becomes
NeΘH(2λγ − 2)+Θ(2λγ) = −2πIγ+
(Ne+1)/2∑
δ=1
Θ(λγ−λδ)
(V-24)
with a proper re-definition of the (half-)integers Iγ .
Eq. (V-24) is eq. (3.2) of AFL.
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2. Spin distribution function
a. Integral equation for the spin momenta
We start from eq. (V-24) and define the spin distribu-
tion function
σ(λγ) =
1
λγ+1 − λγ =
1
∆λγ
, (V-25)
which is of the order 1/L for L ≫ 1. As usual, we take
the difference of two consecutive values for γ,
−2π = −2πIγ+1 + 2πIγ
= Ne [Θ(2λγ+1 − 2)−Θ(2λγ − 2)]
+Θ(2λγ+1)−Θ(2λγ)
−
∫
dλ′σ(λ′) [Θ(λγ+1 − λ′)−Θ(λγ − λ′)] ,
(V-26)
where we used the definition of the Riemann integral in
the thermodynamic limit,
∑
δ
f(λδ) =
∫
dλ′
∆λ′
f(λ′) =
∫
dλ′σ(λ′)f(λ′) . (V-27)
Using eq. (V-25) again we find
Θ(2λγ+1− 2)−Θ(2λγ− 2) = Θ′(2λγ − 2) 2
σ(λγ)
(V-28)
with
Θ′(x) = − 2c
x2 + c2
. (V-29)
Thus, eq. (V-26) becomes by setting λγ ≡ λ
−2πσ(λ) = 2NeΘ′(2λ− 2) + 2Θ′(2λ)
−
∫
dλ′σ(λ′)Θ′(λ− λ′) . (V-30)
This is the integral equation (3.8) of AFL,
σ(λ) = f(λ)−
∫
dλ′K(λ− λ′)σ(λ′) (V-31)
with
f(λ) =
2c
π
(
Ne
c2 + 4(λ− 1)2 +
1
c2 + 4λ2
)
,
K(λ) =
c
π
1
c2 + λ2
, (V-32)
in agreement with eq. (3.9) of AFL.
b. Solution of the integral equation
Upon Fourier transformation
g(λ) =
∫
dxg(x)eiλx ,
g(x) =
∫
dλ
2π
g(λ)e−iλx , (V-33)
we obtain from eq. (V-31)
σ(x) =
f(x)
1 +K(x)
(V-34)
with
f(x) =
∫
dλeiλx
2c
π
(
Ne
c2 + 4(λ− 1)2 +
1
c2 + 4λ2
)
= e−c|x|/2
(
Neeix + 1
)
, (V-35)
K(x) =
∫
dλeiλx
c
π
1
c2 + λ2
= e−c|x| . (V-36)
Therefore, we obtain σ(λ) from eq. (V-33) and eq. (V-34)
as
σ(λ) =
∫
dx
2π
e−iλx−c|x|/2
Neeix + 1
1 + e−c|x|
=
∫
dx
2π
e−iλx
2 cosh(cx/2)
(
Neeix + 1
)
=
1
2c
(
Ne
cosh(π(λ − 1)/c) +
1
cosh(πλ/c)
)
,
(V-37)
using Mathematica.28 Eq. (V-37) is eq. (3.10) of AFL.
3. Ground-state energy
a. Charge quantum numbers in the ground state
In eq. (V-14) we determined the values for the charge
Bethe-Ansatz quantum numbers n˜j in the ground state.
According to eq. (V-23), the quantum numbers nj obey
nj = n˜j +
∫
dλσ(λ)θH((2λ− 2)/c)
= n˜j +
Ne
2c
∫ ∞
1
dµ
1
cosh(πµ/c)
= n˜j +
Ne
4
(V-38)
in the thermodynamic limit. Consequently, we find from
eq. (V-14) that the quantum numbers nj are symmetri-
cally distributed around zero,
nj = −N
e
2
, . . . ,
Ne
2
− 1 . (V-39)
as discussed in TW, Sect. 5.1.1.
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b. Ground-state energy in the thermodynamic limit
In the thermodynamic limit, the ground-state energy
in eq. (V-22) becomes
E0 = −N
e
L
φ+
Ne
L
∫
dλσ(λ) [Θ(2λ− 2)− π]
≡ N
e
L
(−φ+ B(c) + I(c)) , (V-40)
because the quantum numbers nj are distributed sym-
metrically around zero so that the sum over all occupied
nj gives zero. Here,
B(c) ≡
∫
dλ
Ne
2c
[
−π − 2 arctan [2(λ− 1)/c]
]
cosh(π(λ − 1)/c)
= −π
2
Ne , (V-41)
and
I(c) = I1(c) + I2(c) ,
I1(c) = −π
∫ ∞
−∞
dλ
1
2c cosh[πλ/c]
= −π
2
, (V-42)
I2(c) =
∫ ∞
−∞
dλ
1
2c cosh[πλ/c]
[
−2 arctan [2(λ− 1)/c]
]
.
(V-43)
Altogether, we have
E0 = −π(N
e)2
2L
+
Ne
L
(
−φ− π
2
+ I2(c)
)
. (V-44)
Apart from the φ-term this is the first line of eq. (3.12)
of AFL.
When we subtract the energy E
(0),BA
0 for c = 0, see
eq. (V-15), we find
e0(J) = E0 − E(0),BA0 =
1
2
(
−φ− π
2
+ I2(c)
)
, (V-45)
where we used Ne = L/2.
c. Evaluation of the integral I2(c)
The calculation of the ground-state energy requires the
evaluation of the integral I2(c), eq. (V-43). For its cal-
culation we use the integral representation of the arctan
function
arctan(λ) =
∫ ∞
0
dωe−ω
sin(ωλ)
ω
(V-46)
to find
I2(c) = −1
c
∫ ∞
0
dω
ω
e−ω
∫ ∞
−∞
dλ
sin (2ω(λ− 1)/c)
cosh(πλ/c)
.
(V-47)
With the help of Mathematica28 we can write I2(c) as
I2(c) =
∫ ∞
0
dω
ω
e−ω
sin(2ω/c)
coshω
=
∫ ∞
−∞
dω
iω
eiω
e|ω|c + 1
.
(V-48)
The latter integral can be found in eq. (17.18) in Ref. [36]
I2(c) = i ln
Γ
(
1
2
+
i
2c
)
Γ
(
1− i
2c
)
Γ
(
1
2
− i
2c
)
Γ
(
1 +
i
2c
)
 . (V-49)
It can be derived using the series expansion of 1/ cosh(ω),
performing the ω-integral, and using eq. (6.3.13) of [34].
Eqs. (V-45) and (V-49) correct the typographical errors
in equation (3.12) of AFL.
d. Final result for the ground-state energy
Lastly, we summarize the result for the ground-state
energy from Bethe Ansatz that originates from the in-
teraction of the impurity spin and the bath spin at the
origin.
a. Andrei, Furuya, Lowenstein
eAFL0 (J) = arctan(J/2) +
1
2
(
−π
2
+ I2(c)
)
,
cAFL =
2J
1− 3J2/4 ,
I2(c) = i ln
Γ
(
1
2
+
i
2c
)
Γ
(
1− i
2c
)
Γ
(
1
2
− i
2c
)
Γ
(
1 +
i
2c
)
 (V-50)
with J = JBAK /2. The expansion for small couplings J
reads
eAFL0 (J) =
J
2
− J
3
24
+
J5
160
− 1
2
(
c
2
+
c3
12
+
c5
10
)
=
J
2
− J
3
24
+
J5
160
−
(
J
2
+
17J3
24
+
421J5
160
)
= −3J
3
4
− 21J
5
8
= − 3
32
(JBAK )
3 − 21
256
(JBAK )
5 , (V-51)
up to corrections of the order (JBAK )
7. The result was
obtained using Mathematica.28
b. Tsvelick and Wiegmann
eTW0 (I) =
I
8
+
1
2
(
−π
2
+ I2(c)
)
,
cTW = tan(I/2) ,
I2(c) = i ln
Γ
(
1
2
+
i
2c
)
Γ
(
1− i
2c
)
Γ
(
1
2
− i
2c
)
Γ
(
1 +
i
2c
)
 (V-52)
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with I = 2JBAK . The expansion for small couplings I
reads
eTW0 (I) =
I
8
− 1
2
(
c
2
+
c3
12
+
c5
10
)
=
I
8
−
(
I
8
+
I3
64
+
I5
256
)
= − I
3
64
− I
5
256
= − 4
32
(JBAK )
3 − 32
256
(JBAK )
5 , (V-53)
up to corrections of the order (JBAK )
7. The result was
obtained using Mathematica.28
The comparison of eq (V-51) and (V-53) show that
the two expressions differ to third order. More impor-
tantly, neither of the approaches contains a second-order
term, see eq. (34). Consequently, the Bethe Ansatz re-
sults for the ground-state energy only apply to first order
in JK/W , as is implicit in the wide-band limit, W →∞.
4. Two-particle problem
It is instructive to solve the two-particle problem. We
address a linear dispersion relation.
a. Analytic solution
We focus on the subspace that contains the ground
state, S = Sz = 0. We thus investigate the (L + 1)/2
normalized states
|m〉 =
√
1
2
(
bˆ+m,↑dˆ
+
↓ − bˆ+m,↓dˆ+↑
)
|vac〉 , (V-54)
where bˆ+m,σ creates an electron in the kinetic-energy
eigenstate of the half-chain with energy ǫ(m),
〈m|TˆC |m′〉 = δm,m′ǫ(m) . (V-55)
In the spin-singlet basis |m〉, the Kondo coupling reduces
to an attractive potential scattering term,
〈m|Vˆsd|m′〉 = −3JK
4
2
L+ 1
(−1)m+m′ . (V-56)
We solve the Schro¨dinger equation(
TˆC + Vˆsd
)
|ψ〉 = E|ψ〉 (V-57)
with the Ansatz
|ψ〉 =
(L+1)/2∑
r=1
(−1)rfr|r〉 (V-58)
and find
(E − ǫ(r)) fr = 3JK
2(L+ 1)
(L+1)/2∑
m=1
fm , (V-59)
which has the solution
fr = −3JK
4
γ(E)
E − ǫ(r) , (V-60)
where γ(E) follows from the solution of
1 = −3JK
4
2
L+ 1
(L+1)/2∑
r=1
1
E − ǫ(r) . (V-61)
This equation has a simple solution for JK ≫ 1, because
we can replace the sum by (L+1)/(2E) so that E(JK ≫
1) = −3JK/4. For strong coupling, a local singlet forms
between the impurity spin and the bath spin on site n =
0. The analysis of the weak-coupling limit is more subtle.
a. Finite system sizes As long as L is finite, there
are no bound states, and we can set
E0 = ǫ(1)− δ
L+ 1
, (V-62)
where δ > 0 is of the order unity. Furthermore, we use
ǫ(m) =
2π
L+ 1
(
m− (L+ 3)
4
)
(V-63)
for our half-chain Hamiltonian. Then, eq. (V-61) be-
comes
δ =
3JK
2
1 + δ
2π
(L−1)/2∑
r=1
1
r + δ/(2π)
 . (V-64)
Apparently, this equation has the solution δ = 3JK/2 for
small JK so that
e0(JK) = E0 − ǫ(1) = − 1
L+ 1
3JK
2
+O (J2K ln(L)/L)
(V-65)
for JK ≪ 1/ ln(L). For finite system sizes, the energy is
linear in JK but the prefactor is proportional to 1/L so
that the linear term vanishes in the thermodynamic limit.
Moreover, the linear region itself vanishes logarithmically
for large system sizes.
b. Thermodynamic limit The sum in eq. (V-64) di-
verges logarithmically. Therefore, we must use that
e0 = E0 − ǫ(1) (V-66)
is finite in the thermodynamic limit. Then, eq. (V-61)
becomes
1 =
3JK
4
2
L
L
2π
∫ π
0
dk
1
−e0 + k =
3JK
4π
ln
[−e0 + π
(−e0)
]
(V-67)
so that
e0(JK) = − π
exp (4π/(3JK))− 1 . (V-68)
Therefore, e0(JK) is exponentially small but finite in the
thermodynamic limit. This does not come as a surprise
because attractive potentials support bound states in
one-dimensional scattering problems. For large JK we
recover eq. (V-65).
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b. Bethe Ansatz
We analyze the Bethe Ansatz equation for finite L be-
cause we can then assure that there are no bound states.
For Ne = 1 we find from eq. (V-5) for M = 1[
i(1 − λ) + c/2
i(1 − λ)− c/2
] [
i(−λ) + c/2
i(−λ)− c/2
]
= (−1)(−1) , (V-69)
which has the solution λ = 1/2. The energy becomes
E0 =
2π
L
n˜1 − φ
L
− 2
L
arctan(c) (V-70)
or
e0 = − 1
L
(φ+ 2 arctan(c)) . (V-71)
For the two Bethe Ansatz expression we obtain the fol-
lowing results.
a. Andrei, Furuya, Lowenstein. Eq. (V-7) together
with eq. (V-8) gives
eAFL0 (J
BA
K ) =
2
L
arctan
(
JBAK
4
)
− 2
L
arctan
(
JBAK
1− 3(JBAK )2/16
)
= − 1
L
(
3JBAK
2
− 9(J
BA
K )
3
32
)
, (V-72)
and corrections are of the order (JBAK )
5. Note that the
solution with a finite bandwidth, eq. (V-65), has L-
dependent corrections of the order J2K ln(L)/L for JK ≪
1/ ln(L).
b. Tsvelick and Wiegmann. Eq. (V-7) together with
eq. (V-8) gives
eTW0 (J
BA
K ) = −
1
L
3JBAK
2
(V-73)
without corrections to higher orders in JBAK , in agreement
with eq. (V-65).
The agreement between eq. (V-65) and eq. (V-73) can
be improved when a flexible the length scale is used in
Bethe Ansatz, LBA ∼ L ln(L), instead of LBA = L. We
shall not further elaborate this possibility.
Supplement VI: Free energy in second-order
weak-coupling perturbation theory
For a better comparison, we closely follow the consid-
erations in appendix C of AFL.
1. Formal expansion
The unperturbed Hamiltonian is defined by
Hˆ0 = Tˆ + Hˆmag . (VI-1)
In perturbation theory we need the Kondo term in the
interaction picture,
Vˆsd(λ) = e
λHˆ0 Vˆsde
−λHˆ0 . (VI-2)
We use
eλHˆ0 bˆ+k,↑e
−λHˆ0 = e(ǫ(k)−B)λbˆ+k,↑ ,
eλHˆ0 bˆ+k,↓e
−λHˆ0 = e(ǫ(k)+B)λbˆ+k,↓ ,
eλHˆ0 dˆ+↑ e
−λHˆ0 = e−Bλdˆ+↑ ,
eλHˆ0 dˆ+↓ e
−λHˆ0 = eBλdˆ+↓ . (VI-3)
Therefore,
Vˆsd(λ) =
JK
L
∑
k,k′
e(ǫ(k
′)−ǫ(k))λ
×
[
bˆ+k′,↑bˆk,↓dˆ
+
↓ dˆ↑ + bˆ
+
k′,↓bˆk,↑dˆ
+
↑ dˆ↓
+
1
2
(dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓)(bˆ+k′,↑bˆk,↑ − bˆ+k′,↓bˆk,↓)
]
,
(VI-4)
as in eq. (C6) of AFL.
The partition function contains the terms
Z0 = Tr
(
e−βHˆ0
)
,
Z1 = −Tr
(
e−βHˆ0
∫ β
0
dλVˆsd(λ)
)
,
Z2 = Tr
(
e−βHˆ0
∫ β
0
dλ1Vˆsd(λ1)
∫ λ1
0
dλ2Vˆsd(λ2)
)
,
(VI-5)
see eq. (C5) of AFL, where β = 1/T is the inverse tem-
perature. The free energy F = −T ln(Z) becomes
F = −T
[
ln(Z0) +
Z1
Z0
+
Z2
Z0
− 1
2
(
Z1
Z0
)2]
, (VI-6)
up to and including second order in JK, see eq. (C7) of
AFL.
2. Terms up to first order
The leading-order term in the impurity-induced con-
tribution to free energy is obtained from
Z ii0 = e
βB + e−βB = 2 cosh(βB) (VI-7)
as
F ii0 = −T ln[2 cosh(βB)] . (VI-8)
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From the definition (VI-5) we find for the first-order
term
Z1 = −JK 1
L
∑
k,k′
∫ β
0
dλeλ(ǫ(k
′)−ǫ(k))
×Tr
(
e−βHˆ0
1
2
(dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓)(bˆ+k′,↑bˆk,↑ − bˆ+k′,↓bˆk,↓)
)
(VI-9)
because the spin-flip terms do not contribute as the trace
is done over states with fixed d-occupation. The impurity
trace gives
F (B/T ) ≡ Z
i
1
Z i0
=
Tr
(
e2βBSˆz Sˆz
)
Tr
(
e2βBSˆz
) = 1
2
tanh(βB) ,
(VI-10)
see eq. (C15) of AFL. The host-electron trace is trivial
because only k = k′ can contribute,
Ze1
Ze0
≡ 1
2
N↑ −N↓
L/2
≡M . (VI-11)
In the presence of a magnetic field, the host-electrons
have the magnetization
M =
B
π
for ǫ(k) = k ,
M =
arcsin(B)
π
for ǫ(k) = sin(k) . (VI-12)
We may safely assume that, for JK ≪ 1, the external field
is weak enough to only slightly polarize the host-electron
system. When we work with a general density of states
and small fields, we find M = Bρ0(0) for small fields, so
that we obtain eq. (C14) of AFL,
F ii1 = JKBρ0(0)F (B/T ) , (VI-13)
where we used the fact that the integral over λ in
eq. (VI-9) gives β = 1/T , and the signs in eqs. (VI-6)
and (VI-9) cancel each other.
3. Second-order term
The second-order term consists of two contributions,
F ii2 = F ii2a + F ii2b = −T
[
Z2
Z0
− 1
2
(
Z1
Z0
)2]
. (VI-14)
The second contribution is readily calculated when we
use eqs. (VI-6) and (VI-13),
F ii2b =
1
2T
(F ii1 )2 . (VI-15)
In a diagrammatic formulation of perturbation theory,
the second term cancels unconnected diagrams in the first
term. We shall not use this concept here as we closely
follow appendix C of AFL.
a. Trace over the impurity states
The first contribution involves three terms that result
from Z2, see eq. (VI-5), because the trace is over eigen-
states of Sˆz , namely,
1st = Tr
(
e−βHˆ0 bˆ+k′1,↑
bˆk1,↓bˆ
+
k′2,↓
bˆk2,↑dˆ
+
↓ dˆ↑dˆ
+
↑ dˆ↓
)
,
2nd = Tr
(
e−βHˆ0 bˆ+k′1,↓
bˆk1,↑bˆ
+
k′2,↑
bˆk2,↓dˆ
+
↑ dˆ↓dˆ
+
↓ dˆ↑
)
,
3rd = Tr
(
e−βHˆ0
1
4
(dˆ+↑ dˆ↑ − dˆ+↓ dˆ↓)2
× (bˆ+k′1,↑bˆk1,↑ − bˆ
+
k′1,↓
bˆk1,↓)(bˆ
+
k′2,↑
bˆk2,↑ − bˆ+k′2,↓bˆk2,↓)
)
.
(VI-16)
The resulting impurity traces over the spin terms are
readily calculated,
W+(B/T ) =
Tr
(
e2βBSˆz Sˆ−Sˆ+
)
Tr
(
e2βBSˆz
) = Tr
(
e2βBSˆz nˆd↓
)
Tr
(
e2βBSˆz
)
=
e−βB
2 cosh(βB)
,
W−(B/T ) =
Tr
(
e2βBSˆz Sˆ+Sˆ−
)
Tr
(
e2βBSˆz
) = Tr
(
e2βBSˆz nˆd↑
)
Tr
(
e2βBSˆz
)
=
eβB
2 cosh(βB)
=W+(−B/T ) ,
W (B/T ) =
Tr
(
e2βBSˆz SˆzSˆz
)
Tr
(
e2βBSˆz
) = 1
4
Tr
(
e2βBSˆz
)
Tr
(
e2βBSˆz
)
=
1
4
=W (−B/T ) , (VI-17)
in agreement with eq. (C18) of AFL.
b. Trace over the host electrons
The traces over the host electrons require the free
momentum-space occupancies (σn = 1(−1) for σ =↑ (↓)),
nk,σ =
Tr
(
e−βHˆ0 bˆ+k,σ bˆk,σ
)
Ze0
=
1
1 + exp (β(ǫ(k)− σnB)) .
(VI-18)
The traces over the host electrons for the spin-flip terms
give
1ste = δk′1,k2δk1,k′2Tr
(
e−βHˆ0 bˆ+k′1,↑
bˆk′1,↑
)
(VI-19)
× Tr
(
e−βHˆ0 bˆk1,↓bˆ
+
k1,↓
)
,
and
2nde = δk′1,k2δk1,k′2Tr
(
e−βHˆ0 bˆ+k′1,↓
bˆk′1,↓
)
(VI-20)
× Tr
(
e−βHˆ0 bˆk1,↑bˆ
+
k1,↑
)
.
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The traces over the host electrons for the diagonal terms
give the contributions
3rde = −δk′1,k1δk′2,k2Tr
(
e−βHˆ0 bˆ+k1,↑bˆk1,↑
)
× Tr
(
e−βHˆ0 bˆ+k2,↓bˆk2,↓
)
−δk′1,k1δk′2,k2Tr
(
e−βHˆ0 bˆ+k1,↓bˆk1,↓
)
× Tr
(
e−βHˆ0 bˆ+k2,↑bˆk2,↑
)
+δk′1,k1δk′2,k2Tr
(
e−βHˆ0 bˆ+k1,↑bˆk1,↑
)
× Tr
(
e−βHˆ0 bˆ+k2,↑bˆk2,↑
)
+δk′1,k1δk′2,k2Tr
(
e−βHˆ0 bˆ+k1,↓bˆk1,↓
)
× Tr
(
e−βHˆ0 bˆ+k2,↓bˆk2,↓
)
+δk′1,k2δk1,k′2Tr
(
e−βHˆ0 bˆ+k′1,↑
bˆk′1,↑
)
× Tr
(
e−βHˆ0 bˆk1,↑bˆ
+
k1,↑
)
+δk′1,k2δk1,k′2Tr
(
e−βHˆ0 bˆ+k′1,↓
bˆk′1,↓
)
× Tr
(
e−βHˆ0 bˆk1,↓bˆ
+
k1,↓
)
.
(VI-21)
Using eq. (VI-18) we find, in agreement with eq. (C19)
of AFL,
F ii2a = −
J2K
2T
W (B/T )
(
1
L
∑
k
(nk,↑ − nk,↓)
)2
−TJ2K
∫ β
0
dλ1
∫ λ1
0
dλ2
× 1
L2
∑
k,k′
e(ǫ(k
′)−ǫ(k))(λ1−λ2)K(k, k′) ,
(VI-22)
where we defined
K(k, k′) = nk′,↑(1 − nk,↓)W+(B/T )
+nk′,↓(1− nk,↑)W−(B/T )
+nk′,↑(1− nk,↑)W (B/T )
+nk′,↓(1− nk,↓)W (B/T ) , (VI-23)
where we integrated over (λ1, λ2) for the first four terms
in 3rde to obtain the first term in eq. (VI-23). It can be
written in terms of the magnetization,
first term in eq. (VI-23) = −J
2
K
2T
W (B/T )M2
= −J
2
K
2T
W (B/T )
(
Bρ0(0)
)2
,
(VI-24)
which coincides with the last term in eq. (C20) of AFL.
c. Simplified notations
We define
I+(λ) =
2π
L
∑
k
eλǫ(k)nk,↑ (VI-25)
=
∫ D
−D
dǫπρ0(ǫ)
eλǫ
1 + exp (β(ǫ −B)) ,
and
I−(λ) =
2π
L
∑
k
eλǫ(k)nk,↓ (VI-26)
=
∫ D
−D
dǫπρ0(ǫ)
eλǫ
1 + exp (β(ǫ +B))
,
and use
2π
L
∑
k
e−λǫ(k)(1− nk,↓) = I+(λ) ,
2π
L
∑
k
e−λǫ(k)(1− nk,↑) = I−(λ) , (VI-27)
due to particle-hole symmetry at half filling where we
used ǫ(−k) = −ǫ(k). Note that our definition slightly
differs from the one given in eq. (C21) of AFL.
The transformation
λ = λ1 − λ2 , λ′ = λ1 + λ2 (VI-28)
for the region 0 ≤ λ1 ≤ β, 0 ≤ λ2 ≤ λ1 leads to a Jacobi
determinant of one half and an integration region 0 ≤
β ≤ λ, λ ≤ λ′ ≤ 2β−λ. Since all quantities in eq. (VI-23)
only depend on λ, the integral over λ′ can be carried out
to give 2(β−λ)/2 = β−λ. Then, eq. (VI-23) can be cast
into the form
F ii2a = −
(
JK
2π
)2
W (B/T )
2(Bπρ0(0))
2
T
−
(
JK
2π
)2
T
∫ β
0
dλ(β − λ)2I+(λ)I−(λ)
−
(
JK
2π
)2
W+(B/T )T
∫ β
0
dλ(β − λ)I+(λ)2
−
(
JK
2π
)2
W−(B/T )T
∫ β
0
dλ(β − λ)I−(λ)2 .
(VI-29)
Note that
I+(β − λ) = eβBI−(λ) ,
I−(β − λ) = e−βBI+(λ) , (VI-30)
so that
I+(β − λ)I−(β − λ) = I+(λ)I−(λ) ,
W+(B/T ) [I+(β − λ)]2 =W−(B/T ) [I−(λ)]2 ,
W−(B/T ) [I−(β − λ)]2 =W+(B/T ) [I+(λ)]2 .
(VI-31)
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We split the λ-integrals in eq. (VI-29) according to∫ β
0
dλ(β − λ)X(λ) = 1
2
∫ β
0
dλ(β − λ)X(λ)
+
1
2
∫ β
0
dλλX(β − λ)
(VI-32)
and rewrite
F ii2a = −
(
JK
2π
)2
W (B/T )
(
2B2
T
+
∫ β
0
dλI+(λ)I−(λ)
)
−
(
JK
2π
)2
W+(B/T )
2
∫ β
0
dλI+(λ)
2
−
(
JK
2π
)2
W−(B/T )
2
∫ β
0
dλI−(λ)
2 (VI-33)
noting that βT = 1. Using eq. (VI-31) again this reduces
to
F ii2a = −
(
JK
2π
)2
W (B/T )
2
(
Bπρ0(0)
)2
T
−
(
JK
2π
)2
W (B/T )
∫ β
0
dλI+(λ)I−(λ)
−
(
JK
2π
)2
W−(B/T )
∫ β
0
dλI−(λ)
2 , (VI-34)
in agreement with eq. (C24) of AFL. Following AFL fur-
ther, we define
P (x,B) =
∫ β(1−B)
−β(1+B)
dy
exy
1 + ey
πρ0(y/β +B) (VI-35)
so that∫ β
0
dλ[I−(λ)]
2 =
1
β
∫ 1
0
dxe−2βBx [P (x,−B)]2 ,∫ β
0
dλI+(λ)I−(λ) =
1
β
∫ 1
0
dxP (x,−B)P (x,B) .
(VI-36)
Thus,
F ii2a = −
(
JK
2π
)2
W (B/T )
2
(
Bπρ0(0)
)2
T
−
(
JK
2π
)2
W (B/T )T
∫ 1
0
dxP (x,B)P (x,−B)
−
(
JK
2π
)2
W−(B/T )T
∫ 1
0
dxe−2βBx [P (x,−B)]2 .
(VI-37)
The remaining task is to find an approximation for
P (x,B) that works in the limits of small fields and tem-
peratures, B, T ≪ D.
4. Approximate evaluation of the integrals in the
wide-band limit for a constant density of states
For B, T ≪ D and a constant density of states we may
write
P (x,B)
πρ0(0)
≈
∫ ∞
−∞
dy
exy
1 + ey
−
∫ −β(1+B)
−∞
dyexy (1− ey)
−
∫ ∞
β(1−B)
dye(x−1)y
(
1− e−y)
=
π
sin(πx)
− e
−β(1+B)x
x
+
e−β(1+B)(1+x)
1 + x
−e
−β(1−B)(1−x)
1− x +
e−β(1−B)(2−x)
2− x (VI-38)
with corrections of the order exp[−β(1 +B)(2 + x)] and
exp[−(3− x)β(1−B)]. Now that 0 < x < 1, we see that
the terms proportional to exp[−β(1 + B)(1 + x)] and to
exp[−β(1 − B)(2 − x)] are always exponentially small.
Thus we work with
P (x,B)
πρ0(0)
≈ π
sin(πx)
− e
−β(1+B)x
x
− e
−β(1−B)(1−x)
1− x .
(VI-39)
a. Evaluation of the first integral
We evaluate
A1(B, T ) ≡ 1
(πρ0(0))2
∫ 1
0
dxP (x,B)P (x,−B)
=
2
(πρ0(0))2
∫ 1/2
0
dxP (x,B)P (x,−B)
(VI-40)
because the integrand is symmetric under x ↔ (1 − x).
The terms proportional to exp[−(1 − x)β] drop out be-
cause (1 − x) is of order D and βD ≫ 1. Thus, we are
left with
A1(B, T ) ≈ 2
∫ 1/2
0
dx
[
π
sin(πx)
− e
−β(1+B)x
x
]
×
[
π
sin(πx)
− e
−β(1−B)x
x
]
≡ Q1(T ) +Q2(B, T ) . (VI-41)
Here, we denote
Q1(T ) = 2
∫ 1/2
0
dx
[(
π
sin(πx)
)2
+
e−2βx
x2
− 2e
−βx
x2
]
≈ 4 ln(2)
T
. (VI-42)
Moreover,
Q2(B, T ) = 4
∫ 1/2
0
dx
e−βx
x2
[
1− πx
sin(πx)
cosh(βBx)
]
.
(VI-43)
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For the evaluation of Q2(T,B) we use the series expan-
sion
πx
sin(πx)
= 1 + 2
∞∑
n=0
αnx
2n+2 for |x| < 1 ,
αn =
(
1− 2−(2n+1)
)
ζ(2n+ 2) ,
ζ(n) =
∞∑
k=1
1
kn
,
ζ(n≫ 1) ≈ 1 + 2−n + 3−n + . . . , (VI-44)
where ζ(s) is the Riemann Zeta function. We have α0 =
π2/12 ≈ 0.822 and α1 = 7π4/720 ≈ 0.947. Note that
the coefficient αn tends to unity exponentially fast, αn ≈
1−2−(2n+2) for n & 6, with corrections of the order 10−6.
In eq. (VI-43) we thus have
Q2(B, T ) = Q2a(B, T ) +Q2b(B, T ) + . . . ,
Q2a(B, T ) = 4
∫ 1/2
0
dx
e−βx
x2
[1− cosh(βBx)]
≈ − 4
T
(
B arctanh(B) +
1
2
ln
(
1−B2))
≈ − 2
T
B2 , (VI-45)
Q2b(B, T ) = −8α0
∫ 1/2
0
dxe−βx cosh(βBx)
= −8α0 T
1−B2 (VI-46)
in the limit T/D, B/D → 0. It is seen that the contri-
butions Q2a,2b(B, T ) are small, of the order (T/D) and
(B/D), and can thus be neglected. Therefore,
A1(B, T ) ≈ Q1(T ) = 4 ln(2)
T
. (VI-47)
For a better comparison with a direct numerical evalua-
tion of A1(B, T ), it is helpful to keep the term propor-
tional to B2/T .
b. Evaluation of the second integral
We evaluate
A2(B, T ) ≡ e
βB
(πρ0(0))2
∫ 1
0
dxe−2βBx [P (x,−B)]2
=
eβB
(πρ0(0))2
∫ 1/2
0
dx
[
e−2βBx [P (x,−B)]2
+ e−2βB(1−x) [P (x,B)]2
]
,
(VI-48)
where we included the factor exp(βB) fromW−(B/T ) to
obtain expressions that are symmetric in B. Moreover,
we used P (1−x,−B) = P (x,B). Dropping exponentially
small terms we find
A2(B, T ) ≈ eβB
∫ 1/2
0
dxe−2βBx
[ π
sin(πx)
− e
−β(1−B)x
x
]2
+eβB
∫ 1/2
0
dxe−2βB(1−x)
×
[
π
sin(πx)
− e
−β(1+B)x
x
]2
.
(VI-49)
We split the integrals as in the calculation of A1(B, T ),
A2(B, T ) = G1a(B/T ) +G1b(B, T ) +G2(B, T ) ,
G1a(B/T ) =
∫ 1/2
0
dx
[(
π
sin(πx)
)2
− 1
x2
]
×
(
e−βB(2x−1) + eβB(2x−1)
)
,
G1b(B, T ) =
∫ 1/2
0
dx
x2
[
e−βB(2x−1)
(
1− e−β(1−B)x
)2
+ eβB(2x−1)
(
1− e−β(1+B)x
)2]
,
G2(B, T ) = 2
∫ 1/2
0
dx
x2
[
1− πx
sin(πx)
]
×
(
eβBe−βx(1+B) + e−βBe−βx(1−B))
)
.
(VI-50)
As before, we can use the series expansion in eq. (VI-44)
to show that G2(B, T ) = O(T/D, B/D) is negligible.
The first term in the expansion (VI-44) gives
G
(0)
2 (B, T ) = −4α0
∫ 1/2
0
dx
(
eβBe−βx(1+B)
+ e−βBe−βx(1−B))
)
≈ −8α0 cosh(βB)1 −B tanh(βB)
(1−B2)β
≈ −8α0T cosh(βB) (VI-51)
for B ≪ 1. The correction is of the order T/D. The
terms proportional to αn give corrections of the order
T 2n+1 and can safely be ignored.
The calculation of G1a(B, T )+G1b(B, T ) is done ana-
lytically using Mathematica28 to find
A2(B, T )
2 cosh(βB)
≈ β
(
−2B arctanh(B) + ln
[
4
1−B2
])
−4α0
β
(1−B tanh(βB))
1−B2
−2β tanh(βB) arctanh(B)
+βB tanh(βB)
(
ln
[
4π2
(1−B2)β2
]
− 2γE
)
+βB tanh(βB)
× (ψ(iβB/π) + ψ(−iβB/π) + 2γE) ,
(VI-52)
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where ψ(z) = Γ′(z)/Γ(z) is the Di-gamma function, Γ(z)
is the gamma function,
Γ(z) =
∫ ∞
0
dt tz−1e−t , (VI-53)
and γE ≈ 0.577216 is Euler’s constant. In eq. (VI-52)
we kept all terms to order T/D and B/D to facilitate
a numerical check of the analytic expressions. Keeping
only the leading-order contributions, eq. (VI-52) reduces
to
A2(B, T )
2 cosh(βB)
≈ ln(4)β (VI-54)
−2βB tanh(βB)
(
1 + γE + ln
(
β
2π
))
+βB tanh(βB)
× (ψ(iβB/π) + ψ(−iβB/π) + 2γE) .
c. Free energy to second-order in the limit of large
bandwidth for a constant density of states
Summarizing the results for a constant density of
states, the free energy to second order in the limit
T,B ≪ D reads
F ii(B, T ) ≈ −T ln[2 cosh(B/T )] (VI-55)
+
JK(πρ0(0))
2π
B tanh(B/T )
+
(
JK(πρ0(0))
2π
)2
×
(
1
2T
(
B tanh(B/T )
)2 − 3 ln(2)− B2
2T
+ 2B tanh(B/T )(1 + γE − ln(2πT )
− TQ(B/T )
)
,
Q(b) = b tanh(b)
(
ψ(ib/π) + ψ(−ib/π) + 2γE
)
.
d. Limit of small temperatures
Setting g = (JKπρ0(0))/2 and taking the limit of small
temperature compared to the magnetic field, B ≫ T ,
eq. (VI-55) simplifies to
F ii(B, 0) ≈ −3
( g
π
)2
ln(2)−B +
( g
π
)
B
+2
( g
π
)2
B
(
1− ln(2)− ln(B))(VI-56)
with corrections of the order T 2/B. Eq. (VI-56) agrees
with eq. (6.17) of AFL.
The impurity-induced magnetization becomes
2mii(B, 0)
geµB
≈ 1− 1
2
(
2g
π
)
+
1
2
(
2g
π
)2
ln
(
2B
D
)
,
(VI-57)
in agreement with eq. (6.19) of AFL.
e. Limit of small fields
We grouped the expression in eq. (VI-55) so that they
have a regular Taylor series around B/T = 0. Thus, for
B ≪ T we find
F ii(B ≪ T, T ) ≈ −
(
T + 3
( g
π
)2)
ln(2)− B
2
2T
+
( g
π
) B2
T
+
( g
π
)2 2B2
T
(
3
4
+ γE − ln(2πT )
)
= F ii(0, T )− B
2
2T
+
g
π
B2
T
+
( g
π
)2 2B2
T
ln
(
U
2T
)
,
U =
e3/4+γE
π
, (VI-58)
where g = (JKπρ0(0))/2. This result favorably compares
with eq. (6.17) of AFL who give
UAFL = 2βAFLγAFLe
−7/4
γAFL = e
γE ,
ln(βAFL) =
∫ 1
0
dx
(1 − x)2
x
[(
πx
sin(πx)
)2
− 1
]
=
5
2
− ln(2π) . (VI-59)
The integral was done using Mathematica.28 Thus,
ln(UAFL) = ln(2)+
5
2
− ln(2π)+γE− 7
4
=
3
4
+γE− ln(π) ,
(VI-60)
in agreement with eq. (VI-58).
The impurity-induced magnetization becomes
mii(B ≪ T, T )
geµB
≈ B
T
1
2
[
1−
(
2g
π
)
+
(
2g
π
)2
ln
(
2T
UD
)]
,
(VI-61)
in agreement with eq. (6.19) of AFL where, at the elec-
trons’ gyromagnetic factor ge = 2, m
ii =M/(2µB), and
we made the dependence on the bandwidth-parameter
D ≡ 1 explicit.
5. Wide-band limit for a general density of states
Before we compare to the Bethe-Ansatz results, we first
derive the limiting expressions for small fields and small
temperatures in the wide-band limit for the case of a
general density of states. We shall see that a correction
factor enters the final equations that depends on the den-
sity of states.
We start from the general expressions (VI-14), (VI-15)
and (VI-34) to calculate the second-order correction to
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the free energy,
F ii2 (B, T ) =
(
JKπρ0(0
2π
)2
f(B, T ) ,
f(B, T ) =
1
2T
[
B tanh
(
B
2T
)]2
− B
2
2T
,
+A(B, T ) + B(B, T ) (VI-62)
A(B, T ) = −1
2
∫ 1/(2T )
0
dλ
I+(λ)I−(λ)
(πρ0(0))2
,
B(B, T ) = − e
B/T
2 cosh(B/T )
∫ 1/(2T )
0
dλ
(
I−(λ)
πρ0(0)
)2
− e
−B/T
2 cosh(B/T )
∫ 1/(2T )
0
dλ
(
I+(λ)
πρ0(0)
)2
,
where we used eq. (VI-30). Recall that
I±(λ)
πρ0(0)
=
∫ 1
−1
dǫ
ρ0(ǫ)
ρ0(0)
eλǫ
1 + exp((ǫ ∓B)/T ) . (VI-63)
a. Limit of small temperatures
We are interested in the limit T → 0 where we neglect
terms of the order B2/D2. In eq. (VI-62), the first term
drops out and the second term can be written as
A(B, 0) = 1
2
∫ B
−1
dǫ1
ρ0(ǫ1)
ρ0(0)
∫ −B
−1
dǫ2
ρ0(ǫ2)
ρ0(0)
1
ǫ1 + ǫ2
.
(VI-64)
At B = 0, the double integral converges because it is
proportional to the ground-state energy. Furthermore,
it is symmetric in B so that corrections are of the order
B2 for small B/D. Therefore, we can safely ignore the
contribution to F ii2 (B, 0) from A(B, 0).
At T = 0, the third contribution in eq. (VI-62) reduces
to
B(B, 0) = 1
2
∫ −B
−1
dǫ1
ρ0(ǫ1)
ρ0(0)
∫ −B
−1
dǫ2
ρ0(ǫ2)
ρ0(0)
1
ǫ1 + ǫ2
= const + ∆1(B) + ∆2(B) ,
∆1(B) = −
∫ 0
−B
dǫ1
ρ0(ǫ1)
ρ0(0)
∫ 0
−B
dǫ2
ρ0(ǫ2)
ρ0(0)
1
ǫ1 + ǫ2
,
∆2(B) = −2
∫ −B
−1
dǫ1
ρ0(ǫ1)
ρ0(0)
∫ 0
−B
dǫ2
ρ0(ǫ2)
ρ0(0)
1
ǫ1 + ǫ2
.
(VI-65)
Since B is small, we may approximate ρ0(ǫ1,2) ≈ ρ0(0)
in ∆1(B) so that
∆1(B) = 2B ln(2) +O(B3) . (VI-66)
The same approximation can be used for the integral over
ǫ2 in ∆2(B). We ignore contributions of the order B
2 to
find
∆2(B) ≈ 2
∫ −B
−1
dǫ1
ρ0(ǫ1)
ρ0(0)
ln
(
1− B
ǫ1
)
= 2
∫ −B
−1
dǫ1 ln
(
1− B
ǫ1
)
+2
∫ −B
−1
dǫ1
(
ρ0(ǫ1)
ρ0(0)
− 1
)
ln
(
1− B
ǫ1
)
.
(VI-67)
In the second integral we can safely expand the logarithm
in B for a density of states that is regular around ǫ = 0.
Thus, we obtain the final result
∆2(B) ≈ const + 2B [1− 2 ln(2)− ln(B) + ln(C)] ,
ln(C) = −
∫ 0
−1
dǫ
ǫ
(
ρ0(ǫ)
ρ0(0)
− 1
)
. (VI-68)
As compared to the result for the constant density of
states, we simply have to replace B by B/C in the loga-
rithmic term.
Thus, from eq. (VI-57) the impurity-induced ground-
state magnetization for finite fields becomes
2mii(B, 0)
geµB
≈ 1− 1
2
(
2g
π
)
+
1
2
(
2g
π
)2
ln
(
2B
DC
)
.
(VI-69)
b. Limit of small fields
For small fields B and finite temperatures T , we ex-
pand I±(λ) to second order in B,
I±(λ) = I0(λ) ±BI1(λ) +B2I2(λ) ,
I0(λ) =
∫ 1
−1
dǫ
ρ0(ǫ)
ρ0(0)
eλǫ
1 + exp(ǫ/T )
,
I1(λ) =
1
4T
∫ 1
−1
dǫ
ρ0(ǫ)
ρ0(0)
eλǫ
[cosh(ǫ/(2T )]2
,
I2(λ) =
1
8T 2
∫ 1
−1
dǫ
ρ0(ǫ)
ρ0(0)
eλǫ tanh(ǫ/(2T ))
[cosh(ǫ/(2T )]2
.(VI-70)
For a constant density of states we have
Iconst0 (λ) =
πT
sin(πTλ)
− e
−1λ
λ
,
Iconst1 (λ) =
πT
sin(πTλ)
,
Iconst2 (λ) =
λ
2
I1(λ) , (VI-71)
with exponentially small corrections. These expressions
can be used to check the results obtained in Sect. VI 4 c.
In eq. (VI-62), the first term gives −B2/(2T ), and the
second term gives
A(B, T ) = const (VI-72)
+
B2
2
∫ 1/(2T )
0
dλ
(
I1(λ)
2 − 2I0(λ)I2(λ)
)
,
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up to and including order B2. The integral is finite in the
limit T → 0 so that this term is irrelevant for small B/T .
The third term in eq. (VI-62) gives
B(B, T ) = const + 2B
2
T
[∆3(T ) + ∆4(T )]
∆3(T ) = −T
2
∫ 1/(2T )
0
dλ
(
I1(λ)
2 + 2I0(λ)I2(λ)
)
∆4(T ) =
∫ 1/(2T )
0
dλI0(λ)I1(λ) (VI-73)
up to order B2. For the calculation of ∆3(T ) we
use (VI-73) to write for T/D ≪ 1
∆3(T ) ≈ −T
∫ 1/(2T )
0
dλI1(λ)
2
≈ −T
∫ 1/(2T )
0
dλ
(
Iconst1 (λ)
)2
= − ln(2) (VI-74)
because, in the limit T → 0, the factor cosh−2[ǫ/(2T )] in
the definition of I1(λ) in eq. (VI-70) restricts the integra-
tion to the region around ǫ ≈ 0 so that we can use the
expressions for a constant density of states to evaluate
∆3(T → 0).
Likewise, we have
∆4(T ) ≈
∫ 1/(2T )
0
dλIconst0 (λ)I
const
1 (λ)
+
∫ 1/(2T )
0
dλ
(
I0(λ) − Iconst0 (λ)
)
Iconst1 (λ)
= − ln(T ) + 1 + γE − ln(π)
+
∫ ∞
0
dλ
∫ 0
−1
dǫ
(
ρ0(ǫ)
ρ0(0)
− 1
)
eλǫ
= − ln(T ) + 1 + γE − ln(π)
+ ln(C) , (VI-75)
where we used Mathematica28 to solve the first inte-
gral; recall that γE ≈ 0.577216 is Euler’s constant. More-
over, we performed the limit T → 0 in the second inte-
gral, namely,
Iconst1 (λ)
∣∣
T→0
= 1 ,
1
1 + exp(ǫ/T )
∣∣∣∣
T→0
= θH(−ǫ) .
(VI-76)
The factor C is defined in eq. (VI-68).
When we compare eq. (VI-58) and eq. (VI-75) we see
that we have to replace ln(T ) by ln(T/C) to generalize
the results for the constant density of states to the case
of a general density of states. Therefore, we find for the
impurity-induced magnetization
mii(B ≪ T, T )
geµB
≈ B
2T
[
1−
(
2g
π
)
+
(
2g
π
)2
ln
(
2T
UCD
)]
(VI-77)
in the limit of small fields for a general density of states.
6. Comparison with Bethe Ansatz
a. Zero-field susceptibility at finite temperatures
Using the result in eq. (VI-77), the zero-field impurity-
induced susceptibility at finite temperatures becomes
χii0(T )
(geµB)2
≈ 1
4T
[
1−
(
2g
π
)
+
(
2g
π
)2
ln
(
2T
UCD
)]
.
(VI-78)
The Bethe Ansatz solution of AFL provides the following
result for T ≫ TK,
χii0(T ≫ TK)
(geµB)2
≈ 1
4T
[
1−
(
ln
(
T
TK
))−1
− 1
2
(
ln
(
T
TK
))−2
ln
(
ln
(
T
TK
))]
,
(VI-79)
see eq. (5.61b) of AFL.
Note that the expansion (VI-79) is derived for T ≫ TK.
However, the radius of convergence also covers the region
T . TK so that we can use the expansion
1
ln(T ) + | ln(TK)| =
1
| ln(TK)|
(
1− ln(T )| ln(TK)|
)
+ . . .
(VI-80)
in eq. (VI-79) to find
χii0(T )
(geµB)2
≈ 1
4T
[
1− 1| ln(TK)| +
ln(T )
[ln(TK)]2
− 1
2
ln(| ln(TK)|)
[ln(TK)]2
]
. (VI-81)
This result can now be compared with eq. (VI-78).
To this end, we write
TK = tKT
(0)
K , | ln(tK)| ≪ | ln(T (0)K )| , (VI-82)
and find
χii0(T )
(geµB)2
≈ 1
4T
[
1− 1
| ln(T (0)K )|
− | ln(tK)|
[ln(T
(0)
K )]
2
+
ln(T )
[ln(T
(0)
K )]
2
− 1
2
ln(| ln(T (0)K )|)
[ln(TK)(0)]2
]
(VI-83)
so that
1
| ln(T (0)K )|
=
2g
π
, (VI-84)
− ln
(
UCD
2
)
= −| ln(tK)| − 1
2
ln(| ln(T (0)K )|)
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or
T
(0)
K = exp
(
− π
2g
)
,
tK = DUC
2
√
2g
π
.
TK = DUC
2
√
2g
π
exp
(
− π
2g
)
. (VI-85)
b. Impurity-induced magnetization at zero temperature
The Bethe Ansatz solution of AFL provides the follow-
ing result for the impurity-induced magnetization at zero
temperature for B ≫ TH,
2mii(B ≫ T, T )
geµB
≈ 1− 1
2
(
ln
(
B
TH
))−1
−1
4
(
ln
(
B
TH
))−2
ln
(
ln
(
B
TH
))
(VI-86)
with
TH = DAFL
√
π
e
exp
(
− π
JBAK
)
(VI-87)
from eq. (4.28) and eq. (3.17) of AFL, where 2DAFL = 1.
Note that the expansion (VI-86) is derived for B ≫ TH.
However, the radius of convergence also covers the region
B . TH so that we can use the expansion
1
ln(B) + | ln(TH)| =
1
| ln(TH)|
(
1− ln(B)| ln(TH)|
)
+ . . .
(VI-88)
in eq. (VI-86) to find
2mii(B, T )
geµB
≈ 1− 1
2
1
| ln(TH)| +
1
2
ln(B)
[ln(TH)]2
−1
4
ln(| ln(TH)|)
[ln(TH)]2
. (VI-89)
This result can now be compared with eq. (VI-69).
To this end, we write
TH = tHT
(0)
H , | ln(tH)| ≪ | ln(T (0)H )| , (VI-90)
and find
2mii(B ≫ T, T )
geµB
≈ 1− 1
2
1
| ln(T (0)H )|
− 1
2
| ln(tH)|
[ln(T
(0)
H )]
2
+
1
2
ln(B)
[ln(T
(0)
H )]
2
− 1
4
ln(| ln(T (0)H )|)
[ln(TH)(0)]2
(VI-91)
Therefore,
1
| ln(T (0)H )|
=
2g
π
,
ln(2/(DC)) = −| ln(tH)| − 1
2
ln(| ln(T (0)H )|)(VI-92)
or
T
(0)
H = exp
(
− π
2g
)
,
tH =
DC
2
√
2g
π
,
TH =
DC
2
√
2g
π
exp
(
− π
2g
)
. (VI-93)
It is obvious that the prefactor does not contain the Wil-
son number.
c. Wilson number
The Wilson number is defined by (e = exp(1))
wAFL =
√
π
e
TK
TH
, (VI-94)
see eq. (6.14) of AFL. We use eqs. (VI-85) and (VI-93)
to find
wAFL =
√
π
e
U =
eγE+1/4√
π
,
wAFL
4π
≈ 0.102676 ,
(VI-95)
in agreement with eq. (6.23) of AFL, where U is defined
in eq. (VI-58). In Hewson’s book,4 the Wilson number is
defined as
w =
wAFL
π
=
eγE+1/4
π3/2
≈ 0.410705 . (VI-96)
Note that the Wilson number does not depend on the
factor C in eq. (VI-68) because both TK and TH are pro-
portional to C. Therefore, the Wilson number is univer-
sal in the sense that it is independent of the density of
states of the host electrons.
