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Abstract 
Merino, L.M. and A. Verschoren, Strongly normalizing extensions, Journal of Pure and Applied 
Algebra 92 (1994) 161-172. 
In this paper, we introduce strongly normalizing extensions as a natural generalization of central- 
izing extensions between rings. We show that these extensions behave in a much nicer way than 
normalizing extensions, both from the geometric and localization theoretic point of view. 
Introduction 
If R and S are not necessarily commutative rings and if R E S is an arbitrary (finite) 
ring monomorphism, then the prime ideal structures of R and of S are, in general, 
rather poorly related. This is mainly due to the fact that the inverse image Q n R of 
a prime ideal of S is not necessarily a prime ideal of R. 
It appears that if one restricts to so-called centralizing extensions i: R G S, then 
things improve considerably. Actually, in this case the inclusion i induces a morphism 
C#J : Spec(S) + Spec(R), Q H Q n R. Moreover, if i is a $finite centralizing extension, 
then the induced morphism 4 possesses most of the properties (like “lying over”, 
“going up”, “incomparability”, etc.) shared by (finite) integral extensions, in the 
commutative case. 
On the other hand, if R E S is a finite normalizing extension, then it has been 
proved (see for instance [2,9]), that prime ideals still behave reasonably well. Indeed, 
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under this assumption, for any prime ideal Q of S, the inverse image Q n R is still 
semiprime in R and there exists a finite number of prime ideals { Pr, . . . , P,} of 
R minimally lying over Q n R. The extension R E S thus induces a multivalued map 
#: Spec(S) + Spec(R), Q H {PI, . . . , P,}, which still behaves sufficiently nice. In 
particular, C#I possesses suitably modified analogues of the lying-over, going-up and 
incomparability properties, cf. [2,9]. 
In this paper, we introduce the notion of a strongly normalizing extension, which is 
more restrictive than a normalizing extension, but strictly more general than a central- 
izing extension, while still sharing most of the nice behaviour of the latter. 
After a general study of these extensions, in the first section, we will concentrate on 
the localization theory of strongly normalizing extensions. In particular, we prove 
that abstract localization behaves functorially with respect to strongly normalizing 
extensions (at least in the prime case), thus strengthening the results obtained in, for 
instance, [4, 12, 171. In the third section, we study classical localization and, in 
particular, we will show that for any strongly normalizing extension R E S, classical 
localization in R induces classical localization in S. This extends previous results 
obtained in Cl, 10, 131. The strictly geometric features of strongly normalizing 
extensions will be studied elsewhere. 
1. Generalities 
1.1. Throughout R E S will denote rings with unit and R-mod resp. mod-R will 
denote the category of left resp. right unitary R-modules. 
Recall that an element YES is said to be R-normalizing if Rn = nR. We denote by 
NR(S) the set of all R-normalizing elements of S. Moreover, the inclusion R c S is said 
to be a normalizing extension, if S = RN,(S) = AJ,(S)R. 
An element n E S will be called strongly R-normalizing, if n E NR(S) and if RnrR = 
RrnR, for all r E R. The set of all strongly R-normalizing elements of S is denoted by 
N;(S). It is fairly trivial to see that n E N;(S) if and only if In = nl, for any two-sided 
ideal I of R. Finally, let us call R G S a strongly normalizing extension, if 
S = RN”,(S) = Ni(S)R. Obviously, if R c S is a strongly normalizing extension, then 
for any two-sided R-ideal I we have SI = IS. 
1.2. Examples. Since for any simple ring R clearly N\(S) = NR(S), it follows that 
every normalizing extension of a simple ring is strongly normalizing. 
Recall also that an extension R c S of rings is said to be a centralizing extension or 
extension in the sense of Procesi [14], if S = RSR = SRR, where, as usually, SR 
consists of all R-centralizing elements s of R, i.e., with the property that sr = rs for 
every r E R. It is thus clear that centralizing extensions are strongly normalizing. 
As another easy example, consider the skew polynomial ring R[X, 41 in one 
variable over R, where 4 is the inner automorphism associated to some invertible 
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element g E R, i.e., with Xr = 4(r)X = (g-lug)X. Clearly, R 5 R [X, qb] is a strongly 
normalizing extension. 
Somewhat more generally, recall from [l 11, that s E S is said to be automorphic 
if there exists some automorphism & of R with rs = S+,(T), for all r E R. If 4s has 
the property that RrR = R&(r)R for all r E R, then we call s strongly automorphic. 
Obviously, strongly automorphic elements are strongly normalizing. So, every exten- 
sion R G S with S = CiRsi, where the si are strongly automorphic is strongly 
normalizing. We will call these extensions strongly automorphic. (We will see 
below, that if S is prime, then essentially all strongly normalizing extensions are of 
this type.) 
1.3. It is easy to verify that any centralizing extension R c S induces a morphism 
Z(R) G Z(S) between the corresponding centers. However, if R c S is strongly nor- 
malizing, this is not true in general. Indeed, consider the strongly normalizing 
extension C G @[X, 41, where 4 : @ + @ is the complex conjugation. It is easy to 
verify that Z(C[X, 41) = rW[X”], and, of course, C$ lK![X’]. 
On the other hand, for any ring R, let N(R) = N,(R) denote the set of R-normaliz- 
ing elements, then one may verify that any strongly normalizing extension R E S 
induces a morphism N(R) G N(S). Indeed, if S = xaRnOL, with n,~N”,(s) for each c(, 
then for any nEN(R), we have Sn = x=Rn,n = x@n,Rn = C!n,(RnR). Since this 
term is equal to xa(RnR)n,, since each n, is strongly normahzmg, this proves that 
Sn = nS, i.e., that n E N(S), indeed. 
1.4. Let R E S be an arbitrary extension of rings, then it is easy to verify that prime 
ideals of S do not necessarily intersect to prime ideals of R. Indeed, it suffices to consider 
a commutative field K and the diagonal embedding R = K x K G S = M,(K). Obvi- 
ously, the zero ideal is prime in S, but not in R. 
On the other hand, if R E S is a centralizing extension, then it has been verified, in 
[14] for example, that prime ideals of S do, indeed, intersect to prime ideals of R. If 
R c S is a finite normalizing extension, then a weaker version of this results holds, cf. 
[2,9]: if Q is a prime ideal of S, then the intersection Q n R is a semiprime, and 
QnR= r)lPif or a finite number of prime ideals Pi of R, minimally lying over Q n R. 
In this case, we thus obtain a finite, multivalued map Spec(S) + Spec(R), by sending 
Q E Spec(S) to (PI,. . . , P,} E Spec(R). 
Let us endow the prime spectrum Spec(R) of any ring R with the so-called Zariski 
topology, by letting the open sets for this topology be the 
X(1)=X,(I) = {PES~~~(R)IZ$R), 
where I runs through the two-sided ideals of R. The closed sets for this topology are 
the V(Z) = VR(I) = Spec(R) - X,(Z). 
We then have the following: 
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1.5. Proposition. Any strongly normalizing extension R E S induces a continuous mor- 
phism C#I : Spec(S) + Spec(R), Q H Q n R. 
Proof. Let QE Spec(S), and assume ZJ c Q n R, for some two-sided R-ideals I, J. 
Then (SI)(SJ) = SIJ s S(Q n R) c Q, so SI E Q for example, since SZ and SJ are 
two-sided S-ideals. But then I E SI n R E Q n R. So, Q n R E Spec(R), indeed. 
On the other hand, we leave it as a straightforward verification, that for any R-ideal 
I we have qf- ‘(X,(I)) = X,(SI), which shows that 4 is continuous. This proves our 
assertion. 0 
Specializing the results on arbitrary finite normalizing extensions contained in 
[2,9], the following corollary easily follows: 
1.6. Corollary. Let R c S = XI= 1 Rni be ajnite strongly normalizing extension. Then: 
(1) (Lying over) For any P~spec(R), there exists some QgSpec(S) with 
QnR=P;if 
then 1 I [PSI I n. 
(2) (Going up) For any Q~Spec(s) and any P’~spec(R) with Q n R E P’, there 
exists some Q’~Spec(s) with Q G Q’ and Q’n R = P’. 
(3) (Incomparability) If Qi, Qz E Spec(S) have the property that Q1 n R = Qz n R 
then Q1 and Qz are either equal or incomparable. 0 
2. Localization 
2.1. In this section we will consider some functorial properties of abstract localization. 
Let us first briefly recollect some of the machinery involved. For complete informa- 
tion, the reader is referred to [5-7, 15-J. Note also that in the definitions below, we will 
restrict to left R-modules, the right analogues being defined similarly. 
Recall that an idempotent kernel functor in R-mod is a left exact subfunctor ~7 of the 
identity in R-mod with the property that o(M/aM) = 0. To any idempotent kernel 
functor CJ we associate a torsion resp. torsionfree class, T, resp. F,, consisting of all 
a-torsion resp. a-torsionfree left R-modules M with aM = M resp. aM = 0. Each of 
these classes completely determines cr. 
On the other hand, we may also associate to r~ its Gabriel filter L(C), consisting of all 
left R-ideals L with the property with R/LEL(~). Again the filter L(a) completely 
determines 0, since one may verify that for any ME R-mod and any m E M we have 
m E aM if and only if Lm = 0 for some L E L(a). 
2.2. If L’(D), the set of all two-sided R-ideals in L(o), is a filter basis for L(a), then we 
call 0 bounded [S] or symmetric [16]. 
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As an easy example, assume R to be left noetherian for a moment, and let I be 
a two-sided ideal of R, then we may associate to it a symmetric idempotent kernel 
functor o1 in R-mod, by letting oIrn = {m E M ) 3n E N, I”m = 0}, for any ME R-mod. 
One may also associate to any prime ideal P of R a symmetric idempotent kernel 
functor D~_~, by letting cRmpM consist of all m E M with Im = 0 for some two-sided 
R-ideal I$ P. 
If g is symmetric and R is left noetherian, then c is also completely determined by 
the set K(a), consisting of all prime ideals P E Spec(R) with R/P E F,. Indeed, in this 
case one has (r = I\{oR_~ (PEK(~)}, where the meet of idempotent kernel functors is 
defined in the obvious way (e.g., through L(Aazo,) = n,L(oa)). Note also that if 0 is 
symmetric or if R is left noetherian, then any prime ideal P belongs either to L(a) or to 
K(o), i.e., RIPE T, or RIPEF,. 
2.3. Let 0 be an idempotent kernel functor in R-mod and let E be a o-torsionfree left 
R-module. We say that E is o-closed (or faithfully a-injective, cf. [7]), if for any left 
R-linear map N + M with o-torsion kernel and cokernel, the induced map 
Hom,(M, E) + Hom,(N, E) is bijective. It is fairly easy to see that it actually suffices 
to verify that for any L E L(a) and any left R-linear map f : L -+ E, there exists a unique 
g : R -+ E extending 1: 
To any idempotent kernel functor D, we may associate a so-called localization 
functor Q, in R-mod. This functor maps any M E R-mod to the o-closed left R-module 
QO(M), endowed with a canonical morphism jO: M --) Q,(M) with cr-torsion kernel 
and cokernel, and with obvious universal properties. One calls Q,(M) the module of 
quotients of M at 0 and j,: M + Qb(M) the localizing morphism. The left R-module 
Qb(M) may be constructed in many different ways, cf. [5-7, 151 for instance, one of 
them being through 
Qb(M) = lim {H om& M/GM) I LEW)) 
Let C be a multiplicatively closed subset of a commutative ring R and let cc denote 
the associated idempotent kernel functor in R-mod. Using the above description, it is 
easy to see that for any R-module M, the localization Q,(M) of M at cre is just the 
usual module of fractions C- ‘M. This example is easily seen to generalize to the 
noncommutative case, when restricting to Ore sets, cf. 3.4. 
Finally, note also that, again for any idempotent kernel functor 0, it is easy to verify 
that QO(R) is canonically endowed with a unique ring structure, extending that of 
R (i.e., making the localizing morphism j, : R -+ Qb(R) into a ring morphism) and such 
that for any ME R-mod, the module of quotients Q,(M) canonically belongs to 
Q,(R)-mod. 
2.4. Let f : R + S be a ring morphism and let a be an idempotent kernel functor in 
R-mod. We may induce an idempotent kernel functor 5 in S-mod, by letting Tc consist 
of all left S-modules M such that RM, i.e., M viewed as a left R-module through the 
morphism f, belongs to T,. In general localization at a and 5 are rather poorly related. 
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We will see, however, that, just as for centralizing extensions, cf. [4], things will 
improve, if we restrict to strongly normalizing extensions and symmetric idempotent 
kernel functors. 
Let us start with the following: 
2.5. Lemma. Let R E S be a strongly normalizing extension, let c be a symmetric 
idempotent kernel functor in R-mod and let 0 denote the induced idempotent kernel 
functor in S-mod. Then 
(1) L(C) consists exactly of the left S-ideals with the property that L n R E L(o), 
(2) for any left S-module M, the left R-modules R(5M) and C&M) coincide. 
Proof. First note that if I E L2(o), then SI = IS E L(6). Indeed, it suffices to note that 
Z(S/IS) = 0, so &/IS) E T, and SZ E L(6), indeed. 
Now, if LE L(C), then R(S/L)~ T,, so, for iES/L, there exists some JE L(o), such 
that J. 7 = 0. So, J E L, hence J E L n R, which shows that L n R E L(o). Conversely, 
if L n R E L(a), then J c L n R, for some J E L2(o). By the first part of the proof it 
follows that SJ = JSE L2(o). But SJ c S(L n R) G L, hence LE L(5). This proves the 
first statement. 
For the second statement, note that for any m E CM, we may find some I E L(5) with 
Im = 0. So, (I n R)m = 0, hence mEaM, since I n R E L(o). Conversely, if me aM, 
then Zm = 0, for some 1~ L’(a). So, Slm = 0, and since SIE L’(C), this shows that 
mEaM, indeed. 0 
We now come to the main results of this section: 
2.6. Proposition. Let R G S be a strongly normalizing extension of rings, with S (and 
hence R!) prime. Let a be a symmetric idempotent kernel functor in R-mod, with the 
property that any I E L(a) intersects the center Z(R) of R non-trivially. Then Q5(S) is 
a-closed. 
Proof. Since a(RQc(S)) = R(cQ;(S)) = 0, it suffices to show that the canonical map 
HomAR, RQdS)) -H~~RV,~Q&V) 
is surjective, for any I E L(a). 
So, choose I E L(a) and let f : I + Q,(S) be R-linear, and define an S-linear mor- 
phism g : SZ + Q:(S), by putting g(x,sajo,) = c,s, f (j,), where s, E S and jolE 1. Let us 
first verify that g is well-defined. For this, let 0 # c E I n Z(R), then, from 1.3, it follows 
that CEN(S). So, for every index CZ, there exists some sk E S, such that cs, = s;c. 
Moreover, if cas,j, = 0, then x,shj, = 0, since 
O=c Cs,j, ( > = 1 sbcj, = C shja c (1 OL ( 1 a
and since c is regular in S, as S is prime and CEN(S). 
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Now, if C,sdljdl = 0, then we have 
So, if we put q = z,s,f(ja), then cq = 0. If we choose LE L(5), with Lq G S, then 
c(Lq) G cSq = Scq = 0. So, Lq = 0 and then qEr?(Q?(S)) = 0. This proves that g is 
well-defined. 
Since Qe(S) is a-closed and g is obviously left S-linear, g extends to some left 
S-linear morphism g’: S + Q5(S). Let f denote the composition 
f: R i S 2 Q:(S). 
If j E I, then f(j) = g’(j) = g(j) = f(j), hence Textends f: Finally, since 7 is obviously 
R-linear, this proves that RQb(S) is a-closed, indeed. 0 
Exactly as in [4], one may now derive the following corollary: 
2.7. Corollary. Under the same assumptions, the strongly normalizing extension R E S 
extends to a ring monomorphism Qb(R) E Q5(S). 0 
For the geometric implications of his result, we refer to [4, 171, for example. 
2.8. Note. For some time the authors hoped the foregoing result to remain valid for 
arbitrary strongly normalizing morphisms. However, even if 71: R + S is a surjective 
ring morphism (and hence, a fortiori, a strongly normalizing, and even a centralizing 
morphism) the foregoing fails. Let us give an easy counterexample. 
Let D be a (commutative) discrete valuation ring and let m = tD be its maximal 
ideal. Consider the surjective morphism 
rc:R = 
D tD 1 1 D D +S=R/P= [; b”li[; ;]=k 
where k = D/tD. Clearly, the idempotent kernel functor (r = (T~_~ in R-mod induces 
the (trivial) idempotent kernel functor 5 = 0 R P = gs_O in S-mod, and of course _ 
Q5(S) = S = k. We claim that there exists no ring morphism 
E:Q,JR) = t-‘D D [  f ]-k=Q.(S) 
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extending 7~. Indeed, assume ti exists and consider the elements 
Clearly, 5(u) = n(u) = 0 and E(v) = 0, since E(v)’ = %(v2) = 0. So E(u + v) = 0. How- 
ever, (U + v)~ = 1, so we should also have it(u + v) = 1, a contradiction. 
3. Classical localization 
In this section, we will mainly be concerned with classical localization theory at Ore 
sets. As a general reference, we will usually refer to [l, 3, 8, 10, 111. 
Let us start with some easy, preliminary results. 
3.1. Let R E S be an extension of rings and let n E S be strongly R-normalizing, then 
I-annR(n) = r-anti.(n), and this is a two-sided R-ideal, which we will denote by 
Ann,(n). Indeed, if rn = 0 for some Y E R, then RnrR = RrnR = 0, hence rn = 0. 
On the other hand, if R G S is strongly normalizing and S (and hence R) is prime, 
then for any two-sided R-ideal I and any SES with Is = 0, we have either I = 0 or 
s = 0. Indeed, if Is = 0, then SISs = SIs = 0, hence SI = IS = 0, so I = 0, or s = 0, 
since S is prime. 
Combining the previous statements, it thus follows that for any strongly normaliz- 
ing extension R c S with S prime and any nEN”,(S), we have Ann,(n) = 0. 
It also follows that we have the following corollary: 
3.2. Corollary. An extension R G S of prime rings is strongly normalizing if and only if 
it is strongly automorphic. 
Proof. We have already pointed out in 1.2 that every strongly automorphic extension 
is strongly normalizing. Conversely, assume R G S = c, Rn, is strongly normalizing, 
with each n, E N;(S). Let n E S be one of the generators na, then, since Ann,(n) = 0, by 
the preceding discussion, we may define an automorphism 4 of R, by putting 
nr = 4(r)n, for any r E R. 
On the other hand, for any rE R we have 
(Rh(r)R)n = Rq5(r)nR = RnrR = RrnR = (RrR)n, 
so R4(r)R = RrR, again since I-arm,(n) = 0. This yields the assertion. El 
We also have the following: 
3.3. Corollary. Let R s S be a jinite strongly normalizing extension, then, for any 
n E N:(S) we have AnnR(n) E rad(R). 
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Proof. Let PE Spec(R), then by Corollary 1.6(l), P = Q n R, for some Q E Spec(S). 
Obviously, R G S induces a strongly normalizing extension of prime rings R/P G S/Q. 
Applying the foregoing, it follows that Ann,&n + Q) = 0, so Ann,(n) c P. Since this 
holds for any prime P, this proves the assertion. 0 
In particular, it thus follows, under the same assumptions, that for any r E R, we 
have rn E Pn if and only if r E P (and similarly with the left and right sides reversed). 
Indeed, if rn E rP, then rn = rp, for some p E P. Hence (r - p)n = 0, i.e., r - p E rad(R), 
so r E P, indeed. 
3.4. Recall that if C is a multiplicatively subset of the left noetherian ring R, left 
localization at C exists if and only if C is an Ore set, i.e., if for every r E R and c E C, 
there exists s E R and d E C, such that dr = SC. 
In order to localize (non-symmetrically) at a prime ideal P E Spec(R), one has to 
consider the multiplicative subset C,(P) of R, consisting of all elements of R which are 
regular modulo P. However, in general, C,(P) fails to be an Ore set, the main 
obstructions against this being the existence of non-trivial links and the absence of the 
second layer condition. One is thus naturally lead to consider (link closed) subsets 
X E Spec(R), and consider localization at the multiplicatively closed subset 
C,(X) = n{&(P)1 PEX} of R. 
Let us consider the behaviour of the Ore condition for these multiplicative subsets 
with respect to strongly normalizing extensions. 
3.5. Lemma. Let R G S be a jinite strongly normalizing extension, let n E N;(S) and 
rER. Zf nr = r’n and X G Spec(R), then rEC,(X) ifand only ifr’~C~(X). 
Proof. First note that if P E Spec(R), then r E P if and only if r’ E P. Indeed, if r E P, then 
nr E nP, so r’n E nP = Pn, so r’ E P, by the above remarks. 
Now, assume that r E C,(P) and let t E R. If tr’E P, then tr’n E Pn = nP, then, with 
tn = nt’, we get nt’r = tnr = tr’n E nP. It thus follows that t’r E P, hence that t’E P, i.e., 
that t E P, by the foregoing. By reversing the argument, this shows that r E C,(P) if and 
only if r’E C,(P). From this, the result easily follows. 0 
3.6. Proposition. Let R E S be ajinite strongly normalizing extension of left noetherian 
rings and let X G Spec(R). Zf C = C,(X) zs a left Ore set in R, then C is also a left 
Ore set in S. 
Proof. Let s E S, let c E C and write s = rl n1 + . . . + r,n,, with niE N;(S) and riER. 
For any index i, by Lemma 3.5 we may choose cj E C, such that nit = cini. Applying 
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the common denominator for the ri E R and the CUE C, we may find d E C and 
r1,. . . > t, E R, such that dri = tic:, for all i. Therefore, 
ds = drrn, + . . . + dr,n, = tIcin, + . . . + t,cbn, 
= tlnlc + . . . t,n,c = tc, 
with t = t,n, + . . . + t,n,ES. 0 
Of course, we should note here that if R E S is a finite strongly normalizing 
extension and if R is left noetherian, then, automatically, so is S. It is also clear that the 
analogous property for the artinian case is valid as well, cf. [2,9]. 
3.7. Corollary. Under the same hypotheses, the strongly normalizing extension R _c S 
induces a strongly normalizing extension C- 1 R E C- 1 S. 
Proof. Let S = xanOLR, with n,EiVi(S). Let us first verify that C-‘S = zan,C-‘R. 
Since one inclusion is obvious, consider s~z,C-~Rn, and let us show that SE C-is. 
Write s = nl(cT1rl) + . . . + n,,(cp ’ rJ, for a finite number of strongly R-normal- 
izing elements nl, . . . , np. Since C is a left Ore set in S, by the foregoing result, we 
may find a common denominator for the c;‘ri, i.e., there exists some tl, . . . , t,ES 
and some dEC, with dni=tici, for i=l,..., p. But then, ds= 
tIr, + . . . + t,r, = t E S, and we obtain that s = d-It, indeed. On the other hand, 
every two-sided C- ‘R-ideal is of the form J = C- ‘I, for some two-sided R-ideal I. So, 
we have for every index i that 
Jni = C-‘Zni = C-‘nil = niC-‘I = ni.Z. 
This proves the assertion. 0 
3.8. Recall from [13] that if R c S is a finite normalizing extension with S semiprime 
and left R-torsionfree, then R is a Goldie ring if and only if S is a Goldie ring and in 
this case C,(O) z C,(O). Applying this to a finite strongly normalizing extension 
R c S, where S is prime, and using 3.1, it thus follows in particular that R is a Goldie 
ring if and only if S is. Moreover, by its very construction, it also follows that the 
induced monomorphism Q(R) G Q(S), obtained by localizing at the corresponding 
Ore sets C(O), is a strongly normalizing extension. Indeed, this follows immediately 
from Corollary 3.7 and [13], where it is proved that C,(O)-‘S = CR(0)-lS. 
It also follows that if R E S is a finite strongly normalizing extension of left 
noetherian rings and if QE Spec(R), then, of course P = Q n SE Spec(S) and the 
foregoing yields that C,(P) c C,(Q). 
Recall from [l, 8, 10, 1 l] that X s Spec(R) is said to be left localizable, if there exists 
a left Ore set C z C(X) (i.e., disjoint from any PEX), such that the localization C-‘R 
has the following properties: (i) for every P E X, the ring C- ‘R/C- ‘P is artinian; (ii) 
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the only left primitive ideals of C- 1 R are the ideals C- i P, with P E X. In this case, one 
usually denotes the localization at C by (-)x, and verifies that it only depends upon X. 
3.9. Proposition. Let R E S be ajnite strongly normalizing extension of left noetherian 
rings, and let X c Spec(R) be left localizable in R, then Xs = Y = (QE Spec(S) 1 
Q n REX} is left localizable in S and the localization morphism Rx G Sy is a strongly 
normalizing extension. 
Proof. Since by Corollary 3.7 C = C,(X) is a left Ore set in S, it suffices to prove that 
C-‘S = Sr. Now, obviously, if QE Y, then C n Q = (C n R) n Q = C n (Q n R) = 8, 
since Q n REX. It is also easy to see that R E S induces a strongly normalizing 
extension C-‘R/C-‘(Q n R) c C-IS/C-‘Q. Since C-rR/C-‘(Q n R) is artinian, it 
then follows from the remarks made after Proposition 3.6, that C-lS/C-‘Q is 
artinian as well. Finally, if T is a left primitive ideal of C- ‘S, then T = C- ‘Q for some 
QESpec(S). But then Tn C-‘R = C-‘(QnR) is left primitive in C-lR, by [lo, 
(5.11.)], for example. Moreover, it follows that Q n REX, hence that Q EX’, indeed. 
This proves the assertion. 0 
In [l, (7.8.)], it has been proved that if R G S is an arbitrary finite extension of 
noetherian rings, i.e., such that S is finitely generated as both a left and a right 
R-module, then S satisfies the left resp. right second layer condition, whenever R does. 
Although this does not directly yield information about the behaviour of prime ideals 
with respect to the second layer condition, a careful examination of the proof of the 
result just mentioned, combined with [9, (3.7.)] and the remarks made in 3.8 yields the 
following: 
3.10. Proposition. Let R E S be a finite normalizing extension of (left and right) 
noetherian rings. Let P be a prime ideal of S and let (Ql, . . . , Q,,> be the prime ideals of 
R minimally lying over P. If u (lt - Cl(Qi) ) i = 1, . . . , n} satisfies the left second layer 
condition, then so does P. 0 
From this, the following obviously follows: 
3.11. Corollary. Let R c S be a strongly normalizing extension of noetherian rings and 
let X 5 Spec(R). If X is left link closed and satisjies the left second layer condition, then 
the induced subset Xs G Spec(S) also satisfies the left second layer condition. Cl 
We say that X is classically left localizable, if it is localizable and if, in addition, the 
injective hull of any simple left C-‘R-module is the union of its socle sequence. In 
particular, a left localizable set of prime ideals is well-known to be classically left 
localizable if and only if it satisfies the left second layer condition. Combining this with 
Proposition 3.9, we thus obtain the following: 
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3.12. Proposition. Let R c S be ajinite normalizing extension of noetherian rings and 
let X G Spec(R) be left classically localizable in R, then Xs is left classically localizable 
in S. 0 
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