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Abstract
For a finite dimensional simple Lie algebra g, the standard universal solution R(x) ∈ Uq(g)⊗2 of the
Quantum Dynamical Yang–Baxter Equation quantizes the standard trigonometric solution of the Classical
Dynamical Yang–Baxter Equation. It can be built from the standard R-matrix and from the solution F(x) ∈
Uq(g)
⊗2 of the Quantum Dynamical coCycle Equation as R(x) = F−121 (x)RF12(x). F(x) can be computed
explicitly as an infinite product through the use of an auxiliary linear equation, the ABRR equation.
Inspired by explicit results in the fundamental representation, it has been conjectured that, in the case
where g = sl(n+1) (n 1) only, there could exist an element M(x) ∈ Uq(sl(n+1)) such that the dynamical
gauge transform RJ of R(x) by M(x),
RJ = M1(x)−1M2
(
xqh1
)−1
R(x)M1
(
xqh2
)
M2(x),
does not depend on x and is a universal solution of the Quantum Yang–Baxter Equation. In the fundamental
representation, RJ corresponds to the standard solution R for n = 1 and to Cremmer–Gervais’s one RJ12 =
J−121 R12J12 for n > 1. For consistency, M(x) should therefore satisfy the Quantum Dynamical coBoundary
Equation, i.e.
F(x) = Δ(M(x))JM2(x)−1(M1(xqh2))−1,
in which J ∈ Uq(sl(n+ 1))⊗2 is the universal cocycle associated to Cremmer–Gervais’s solution.
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182 E. Buffenoir et al. / Advances in Mathematics 214 (2007) 181–229The aim of this article is to prove this conjecture and to study the properties of the solutions of the
Quantum Dynamical coBoundary Equation. In particular, by introducing new basic algebraic objects which
are the building blocks of the Gauss decomposition of M(x), we construct M(x) in Uq(sl(n + 1)) as an
explicit infinite product which converges in every finite dimensional representation. We emphasize the
relations between these basic objects and some non-standard loop algebras and exhibit relations with the
dynamical quantum Weyl group.
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1. Introduction
1.1. History of the problem
The theory of dynamical quantum groups is nowadays a well-established part of mathematics,
see for example the review by P. Etingof [12]. This theory originated from the notion of Dynam-
ical Yang–Baxter Equation which arose in the work of Gervais–Neveu on Liouville theory [18]
and was formalized first by G. Felder [17] who also understood its relation with IRF statistical
models. The work [2] gives some connections between the Dynamical Yang–Baxter Equation
and various models in mathematical physics.
In 1991, O. Babelon [3] found a universal explicit solution F(x) to the Quantum Dynamical
Yang–Baxter Equation in the case where g = sl(2). He obtained this solution F(x) by showing
that it is a quantum dynamical coboundary, i.e. F(x) = Δ(M(x))M2(x)−1(M1(xqh2))−1. The
question whether this work can be generalized to any finite dimensional simple Lie algebra is an
important problem which has, until now, received only uncomplete solution.
It has been shown in [1] (see also [21]) that, in the case of any finite dimensional simple
Lie algebra g, the standard solution F(x) of the Dynamical coCycle Equation of weight zero
satisfying an additional condition (of triangularity type) can be obtained as the unique solution
of a linear equation now called the ABRR equation. It implies that F(x) can be expressed as an
explicit infinite product which converges in any finite dimensional representation. It remained
nevertheless to study whether F(x) is a dynamical coboundary and, if it is the case, to construct
explicitly M(x) ∈ Uq(g).
For g = sl(2), we have shown [10] that M(x) can be written as a simple infinite product which
simplifies greatly the solution given in [3].
Concerning the more general case g = sl(n + 1), the first hint appears in the article [11] on
the study of Toda field theory: the authors of [11] proved in particular that, in the fundamen-
tal representation of sl(n + 1), the standard solution of the Dynamical Yang–Baxter Equation
(computed first in [8]) can be dynamically gauged through a matrix M(x) to a constant solution
of the Yang–Baxter Equation which is non-standard in the case where n  2 and is now called
“Cremmer–Gervais’s” solution. The expression of M(x)−1 is especially simple: it is a Vander-
monde matrix.
In the classification of Belavin and Drinfeld [7], in which all the non-skewsymmetric classical
r-matrices for simple Lie algebras are, up to an isomorphism, classified by a combinatorial ob-
ject called the Belavin–Drinfeld triple, Cremmer–Gervais’s solution is associated to a particular
Belavin triple of sl(n+ 1) known as the shift τ .
Moreover, it was proved in [5] that it is only for g = sl(n + 1) that the standard solution of
the Dynamical Yang–Baxter Equation can be dynamically gauged to a constant solution of the
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shift τ .
Later, O. Schiffmann [29] generalized the notion of Belavin–Drinfeld triple and provided a
classification of classical dynamical r-matrices up to isomorphism through the use of generalized
Belavin–Drinfeld triple. Then, P. Etingof, T. Schedler and O. Schiffmann [16] managed to quan-
tize explicitly all the previous generalized Belavin–Drinfeld triples. In particular, they obtained
a universal expression for the twist J ∈ Uq(sl(n + 1))⊗2 associated to the shift. The universal
Cremmer–Gervais’s solution is therefore RJ = J−121 R12J12.
On the basis of all these works a natural problem to address is to construct a universal
coboundary element in Uq(g) for g = sl(n+ 1), i.e. to solve the equation
F(x) = Δ(M(x))JM2(x)−1(M1(xqh2))−1 (1)
where F(x) is the standard solution of the Dynamical coCycle Equation in Uq(sl(n+ 1))⊗2 and
J is the universal twist associated to the shift.
We will solve this problem in the present work.
1.2. Description and content of the present work
Section 2 contains results (old and new) on quantum groups. We recall the definition and
properties of Uq(g) and give emphasis on the quantum Weyl group and the explicit expressions
for the standard R-matrix. We then recall the definition of a Belavin–Drinfeld triple and analyze
the sl(n+ 1) case with the special triple known as shift. We give in this case a direct construction
of the universal twist as a simple finite product of q-exponentials. Note that this construction is
purely combinatorial and does not rely on the result of [16].
In Section 3 we recall some results on dynamical quantum groups. We present the Quantum
Dynamical coCycle Equation, the linear equation and give a summary of the results of Etingof,
Schedler, Schiffmann [16]. We then formulate precisely the Dynamical coBoundary Equation
and recall the known results in the fundamental representation of sl(n+ 1).
Section 4 is the core of our work. We introduce the notion of primitive loop which is con-
structed from any solution of the Dynamical coBoundary Equation. This primitive loop satisfies
a reflection equation with the corresponding R-matrix being of Cremmer–Gervais’s type. We
then study the Gauss decomposition of M(x) and show that additional properties satisfied by
these objects implies the Dynamical coBoundary Equation.
Section 5 is devoted to the explicit construction of M(x) in the Uq(sl(n + 1)) case as an
infinite product converging in every finite dimensional representation.
In Section 6 we analyze the relations between M(x) and the dynamical quantum Weyl group.
Section 7 contains a construction of M(x) through the representation theory of non-standard
reflection algebras, and in particular through what we call the primitive representations.
2. Results on quantum universal envelopping algebras
2.1. Basic results on quantized simple Lie algebras
Let g be a finite dimensional simple complex Lie algebra. We denote by h a Cartan subalgebra
and by r the rank of g. Let Φ be the set of roots, (αi, i = 1, . . . , r) a choice of simple roots and
Φ+ the corresponding set of positive roots.
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degenerate and therefore induces a non-degenerate symmetric bilinear form on h∗ that we still
denote ( , ). We denote by Ω the element in S2(g)g (the vector space of symmetric elements of
g⊗2 invariant under the adjoint action) associated to ( , ), and by Ωh its projection on h⊗2.
Let A = (aij ) be the Cartan matrix of g, with elements aij = 2 (αi ,αj )(αi ,αi ) . There exists a unique
collection of coprime positive integers di such that diaij = ajidj . ( , ) is then uniquely defined
by imposing that (αi, αi) = 2di .
If α ∈ h, we define the element tα ∈ h such that (tα, h) = α(h), ∀h ∈ h, and denote hα = Ctα .
To each root α we associate the coroot α∨ = 2
(α,α)
α and denote hα = tα∨ , therefore hαi = 1di tαi .
Let λα1, . . . , λαr ∈ h be the set of fundamental weights, i.e. λαi (hαj ) = δij . We will also
denote ζ αi = tλαi ∈ h.
Let us now define the Hopf algebra Uq(g). We will assume that q is a complex number with
0 < |q| < 1. We define for each root qα = q(α,α)/2, as well as qi = qαi , and we denote [z]q =
qz−q−z
q−q−1 , z ∈ C.
Uq(g) is the unital associative algebra generated by eα1, . . . , eαr , fα1 , . . . , fαr and qh,h ∈ h,
with defining relations:
qhqh
′ = qh+h′ , qheαi q−h = qαi(h)eαi , qhfαi q−h = q−αi(h)fαi , ∀h,h′ ∈ h, (2)
[eαi , fαj ] = δij
q
hαi
i − q
−hαi
i
qi − q−1i
, (3)
1−aij∑
k=0
(−1)k
[k]qi ![1 − aij − k]qi !
e
1−aij−k
αi eαj e
k
αi
= 0, (4)
1−aij∑
k=0
(−1)k
[k]qi ![1 − aij − k]qi !
f
1−aij−k
αi fαj f
k
αi
= 0. (5)
Uq(g) is a Hopf algebra with coproduct:
Δ(qh) = qh ⊗ qh, Δ(eαi ) = eαi ⊗ q
hαi
i + 1 ⊗ eαi , Δ(fαi ) = fαi ⊗ 1 + q
−hαi
i ⊗ fαi . (6)
Let us now define different notions associated to the polarisation of Uq(g). We denote by
Uq(b+) (respectively Uq(b−)) the algebra generated by qh, h ∈ h, eαi , i = 1, . . . , r (respectively
qh, fαi , i = 1, . . . , r), and by Uq(n+) (respectively Uq(n−)) the subalgebra of Uq(g) generated
by eαi , i = 1, . . . , r (respectively fαi , i = 1, . . . , r). We have Uq(b+) = Uq(n+) ⊗ Uq(h) as a
vector space as well as Uq(b−) = Uq(h) ⊗ Uq(n−). We denote by ι± :Uq(b±) → Uq(h) the
projections on the zero-weight subspaces. ι± are morphisms of algebra and we define the ideals
U±q (g) = ker ι±. In the end, we denote by Cq(h) the centralizer in Uq(g) of the subalgebra Uq(h),
i.e. the subalgebra of zero-weight elements of Uq(g).
We now define a completion of Uq(g) which enables us to define elements (such as R) which
are expressed in Uq(g) as an infinite series or infinite product, but which evaluation in each finite
dimensional representation is well defined. We denote RepUq(g) the category of finite dimen-
sional representations of Uq(g), its objects are finite dimensional Uq(g)-modules and arrows are
intertwiners. We define Vect to be the category of vector spaces. There is a forgetful functor
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to U which preserve the addition, i.e. an element a ∈ End(U) is a family of endomorphisms
aV ∈ End(V ) such that:
(naturality) for all f :V → W intertwiner, aW ◦ f = f ◦ aV , (7)
(additivity) aV⊕W = aV ⊕ aW . (8)
End(U) is naturally endowed with a structure of algebra. We have a canonical homomorphism of
algebra Uq(g) → End(U) which associates to each element a ∈ Uq(g) the natural transformation
whose V component is the element πV (a). We denote (Uq(g))c = End(U) this completion.
We can extend this construction to define a completion of Uq(g)⊗n as follows. We define U⊗n
to be the functor from the category Rep×nUq(g) to Vect which associates to an n-uplet (V1, . . . , Vn)
the vector space
⊗n
i=1 Vi . We define End(U⊗n) to be the set of natural transformations from
U⊗n to U⊗n which are additive in each entry. An element a in End(U⊗n) is therefore a family
of endomorphisms aV1,...,Vn ∈ End(
⊗n
i=1 Vi) satisfying the axioms of naturality and additivity
in each entry. End(U⊗n) is naturally endowed with a structure of algebra and we denote as well
(Uq(g)
⊗n)c = End(U⊗n).
The coproduct of Uq(g) therefore defines a morphism of algebras from (Uq(g))c to
(Uq(g)
⊗2)c which associates to the element a ∈ (Uq(g))c the element Δ(a) where Δ(a)V,W =
aV⊗W .
We now define the corresponding completions of U±q (g), Uq(h), Cq(h).
Let V be a finite dimensional Uq(g)-module, it is h semisimple and we have
V =
⊕
λ∈h∗
V [λ].
An element a ∈ End(V ) is said strictly upper triangular if aV [λ] ⊂⊕λ′>λ V [λ′]. An element
a ∈ End(V ) is said to be zero-weight if aV [λ] ⊂ V [λ]. If a is zero-weight and such that the
restriction of a to V [λ] is proportional to idV [λ], a is said to be diagonal.
We define (U+q (g))c as being the subspace of elements a ∈ (Uq(g))c such that aV is strictly
upper triangular for all finite dimensional module V . The analog definition holds for strictly
lower triangular and this notion defines the subspace (U−q (g))c . Note that (U±q (g))c are subal-
gebras (without unit) of (Uq(g))c and that the canonical homomorphisms can be restricted to
homomorphisms of algebras U±q (g) → (U±q (g))c .
We define (Uq(h))c as being the subalgebra of elements a ∈ (Uq(g))c such that aV is diagonal
for all finite dimensional module V . We also define (Cq(h))c the subalgebra of elements a ∈
(Uq(g))
c such that aV is zero-weight for all finite dimensional module V . As a result we define
the subalgebras (Uq(b±))c = (Uq(h))c ⊕ (U±q (g))c .
Uq(g) is a quasitriangular Hopf algebra with an R-matrix R ∈ (Uq(b+) ⊗ Uq(b−))c , called
the standard R-matrix, which satisfies the following quasitriangularity axioms:
(Δ⊗ id)(R(±))= R(±)13 R(±)23 , (id ⊗Δ)(R(±))= R(±)13 R(±)12 , (9)
R(±)Δ(a) = Δ′(a)R(±), ∀a ∈ Uq(g). (10)
Here we have used the notation R(+) = R12, R(−) = R−121 . The explicit expression of R in terms
of the root system will be recalled further (see Eq. (28)).
186 E. Buffenoir et al. / Advances in Mathematics 214 (2007) 181–229Moreover Uq(g) is a ribbon Hopf algebra, which means that it exists an invertible element
v ∈ (Uq(g))c such that
v is a central element,
v2 = uS(u), (v) = 1, S(v) = v, (11)
Δ(v) = (R21R12)−1(v ⊗ v). (12)
Here, u is the element u =∑i S(bi)ai ∈ (Uq(g))c , where S is the antipode and R =∑i ai ⊗ bi .
It satisfies the properties
S2(x) = uxu−1, ∀x ∈ Uq(g), (13)
Δ(u) = (R21R12)−1(u⊗ u). (14)
In this framework, the element μ = uv−1 is a group like element that we choose as follows:
μ = q2tρ = q2
∑
i ζ
αi
with ρ = 1
2
∑
α∈Φ+
α.
As a result, in a representation π of the highest weight λ, v is constant and takes the value
q−(λ,λ+2ρ).
In the case where g = sl(n+ 1), the fundamental representation (also called the vector repre-
sentation) is denoted π f :Uq(g) → Matn+1(C) and we have π f(hαi ) = Ei,i −Ei+1,i+1, π f(eαi ) =
Ei,i+1, π f(fαi ) = Ei+1,i , where Ei,j is the basis of elementary matrices of Matn+1(C). The ex-
plicit value of v in the fundamental representation is given by π f(v) = q−n(n+2)/(n+1)1.
Let us now review the explicit construction of the R-matrix using the quantum Weyl group.
In order to obtain simple formulas we need to introduce the q-exponential function. The
q-exponential is the meromorphic function
ezq =
+∞∑
n=0
zn
(n)q ! =
1
((1 − q2)z;q2)∞ , z ∈ C, (15)
with the notation (z)q = qz−1[z]q = 1−q2z1−q2 . Elementary properties of the q-exponential function,
useful to derive combinatorially the properties of R-matrices and the quantum Weyl elements in
the spirit of [22], are now recalled. We have, for any z ∈ C,
ezqe
−z
q−1 = 1, (16)
e
q2z
q = ezq
(
1 + (q2 − 1)z), (17)
and for any elements x, y
exqye
−x
q−1 = y +
+∞∑
k=1
1
(k)q !
[
x,
[· · · , [x, y]]
q2 · · ·
]
q2k−2 , (18)
where [x, y]q2m = xy − q2myx.
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e
x+y
q = eyqexq , (19)
exqe
y
q = eyqe(1−q
−2)xy
q e
x
q . (20)
In the case where g = sl(2), we have R = KRˆ where K = q h⊗h2 and Rˆ = e(q−q−1)e⊗f
q−1 . The
quantum Weyl group of Uq(sl(2)) is formed by the element wˆ ∈ (Uq(sl(2)))c defined as:
wˆ = ef
q−1q
− h24 e−e
q−1q
− h24 ef
q−1q
− h2 (21)
= e−e
q−1q
− h24 ef
q−1q
− h24 e−e
q−1q
− h2 . (22)
The quantum Weyl group element wˆ satisfies the two identities:
Δ(wˆ) = Rˆ−1(wˆ ⊗ wˆ), (23)
wˆ2 = q h
2
2 ξv, (24)
where ξ ∈ (Uq(sl(2)))c is a central group element which value in each irreducible finite dimen-
sional representation of dimension k is (−1)k−1.
In the general case, let W be the Weyl group associated to the root system Φ . For each root α,
let sα ∈ W be its associated reflection. For any two distinct nodes i, j of the Dynkin diagram we
define an integer mij by mij = 2,3,4,6 respectively if aij aji = 0,1,2,3. The defining relations
of W are: s2αi = 1, (sαi sαj )mij = 1.
The braid group B associated to W is the group generated by σ1, . . . , σr and satisfying the
braid relations
[σiσj ]mij /2 = [σjσi]mij /2, (25)
where we have used the following notation: if a, b are two elements of a group we define [ab]n/2
for n 0 to be the element (ab)n/2 if n is even and (ab)(n−1)/2a if n is odd.
To each simple root α we associate an element wˆα as follows: if Uq(sl(2))α is the Hopf
subalgebra of Uq(g) generated by eα , fα , qh (h ∈ hα), we have Uq(sl(2))α = Uqα (sl(2)) as
a Hopf algebra, and therefore we can construct the element wˆα of (Uq(sl(2))α)c by the same
procedure as (22). The elements wˆαi satisfy the braid relations (25). One therefore obtains a
morphism from the braid group B to the group of invertible elements of (Uq(g))c which is called
the quantum Weyl group [23,26].
Let w = sαi1 . . . sαik be a reduced expression of an element w ∈ W , then the element wˆ =
wˆαi1
. . . wˆαik
does not depend on the choice of the reduced expression. One can therefore asso-
ciate to w the automorphism Tw of Uq(g) defined as Tw(a) = wˆawˆ−1.
Let w0 be the longest element of W and let w0 = sαi1 . . . sαip be a reduced expression. We have
p = |Φ+|. The set {αi1, sαi1 (αi2), . . . , sαi1 . . . sαip−1 (αip )} contains every positive root exactly
once and defines therefore an order on the set of positive root by:
αi1 < sαi1
(αi2) < · · · < sαi1 . . . sαip−1 (αip ). (26)
This ordering of positive roots is a normal ordering in the sense of V. Tolstoy [22].
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the Uq(sl(2)) case. Indeed, for α ∈ Φ+, there exists a unique k such that α = sαi1 . . . sαik−1 (αik ),
which enables us to define eα = Tαi1 . . . Tαik−1 (eik ) as well as fα = Tαi1 . . . Tαik−1 (fik ). The alge-
bra generated by eα, fα, qh (h ∈ hα) is Uqα (sl(2)). We therefore define
Rˆα = e(qα−q
−1
α )eα⊗fα
q−1α
. (27)
The standard R-matrix of Uq(g) is expressed as:
R = KR̂ where K =
r∏
j=1
q
hαj ⊗ζαj and R̂ =
>∏
α∈Φ+
R̂α. (28)
Its associated classical r-matrix is
r = 1
2
Ωh +
∑
α∈Φ+
(α,α)
2
eα ⊗ fα. (29)
An important result states that the value of the standard R-matrix (28) is independent of the
choice of the reduced expression of w0. Moreover, we have by construction
Δ(wˆ0) = R̂−1(wˆ0 ⊗ wˆ0). (30)
If we define ω = q− hαi ζ
αi
2 wˆ0, this element satisfies:
Δ(ω) = R−1(ω ⊗ω). (31)
Let us finally specify simpler conventions in the case g = sl(n+ 1). We will use the shortened
notations h(i) = hαi , ζ (i) = ζ αi , e(i) = eαi , f(i) = fαi , as well as wαi = w(i). We will choose the
following reduced expression of w0:
w0 = w(1)(w(2)w(1)) . . . (w(n) . . .w(1)), (32)
which implies the following ordering on roots:
α1 < α1 + α2 < α2 < · · ·
< αn−1 < α1 + α2 + · · · + αn < α2 + · · · + αn < · · · < αn−1 + αn < αn. (33)
If 1 i  j  n, we define the positive root αij =∑jk=i αk . We can therefore construct a Cartan–
Weyl basis in two different ways. The first one has already been explained, we denote eαij , fαij
the corresponding elements. The second one uses the inductive algorithm of [22]. We denote by
e(ij), f(ij) the corresponding elements. We have eαij = (−1)i−j e(ij), fαij = (−1)i−j f(ij).
In the fundamental representation, we have π f(e(ij)) = Ei,j+1, π f(f(ij)) = Ej+1,i , and the
explicit expression R = (π f ⊗ π f)(R) of the standard R-matrix is given by
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{
q
n+1∑
i=1
Eii ⊗Eii +
∑
1i =jn+1
Eii ⊗Ejj +
(
q − q−1) ∑
1i<jn+1
Eij ⊗Eji
}
.
(34)
2.2. Belavin–Drinfeld triples and Cremmer–Gervais R-matrices
We recall here the notion of Belavin–Drinfeld triple and study the sl(n+1) case with a special
attention to the shift and to the universal construction of Cremmer–Gervais’s solution.
A Belavin–Drinfeld triple [7] for a simple Lie algebra g is a triple (Γ1,Γ2, T ) where Γ1,Γ2
are subsets of the Dynkin diagram Γ of g and T :Γ1 → Γ2 is an isomorphism which preserves
the inner product and satisfies the nilpotency condition: if α ∈ Γ1 then there exists k such that
T k−1(α) ∈ Γ1 but T k(α) /∈ Γ1. We extend T to a Lie algebra homomorphism T :n+ → n+ by
setting on simple root elements T (eα) = eT (α) for α ∈ Γ1, and zero otherwise.
Any solution r to the CYBE satisfying r + r21 = Ω is equivalent, under an automorphism
of g, to a solution of the form
rT ,s = r − s +
∑
α∈Φ+
+∞∑
l=1
(α,α)
2
T l(eα)∧ fα, (35)
where s ∈∧2 h is a solution of the affine equations:
∀α ∈ Γ1, 2
(
(α − T α)⊗ id)(s) = ((α + T α)⊗ id)(Ωh). (36)
Given a Belavin–Drinfeld triple, the affine space of the s satisfying the previous equations is of
dimension k(k − 1)/2 where k = |Γ \ Γ1|.
In the present work, we are mainly concerned with the case where g = sl(n+ 1), and with the
following Belavin–Drinfeld triple, known as the shift:
Γ = {α1, . . . , αn}, Γ1 = {α2, . . . , αn}, Γ2 = {α1, . . . , αn−1},
τ :Γ1 → Γ2, αi → αi−1. (37)
Since in this case k = 1, this Belavin–Drinfeld triple selects a unique s ∈∧2 h which is
s = −1
2
n−1∑
j=1
ζ (j) ∧ ζ (j+1). (38)
The quantization of the corresponding r-matrix in the fundamental representation is known as
Cremmer–Gervais’s solution [8,11]. A universal construction has been given in [24] in the case
g = sl(3), whereas the complete understanding of the explicit expression of the quantization of
any solution of Belavin–Drinfeld type has been given in [16]. We will not follow here this last
result, and will instead construct directly the quantization of the r-matrix associated to the shift.
The expression that we will obtain is simpler than the one obtained by the method of [16].
Let us first recall the notion of cocycle. An invertible element J ∈ (Uq(g)⊗2)c satisfying
(Δ⊗ id)(J )J12 = (id ⊗Δ)(J )J23, (39)
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lar Hopf algebra structure with twisted coproduct ΔJ (.) = J−112 Δ(.)J12, and twisted R-matrix
RJ = J−121 RJ12. We define RJ(+) = RJ , RJ(−) = (RJ21)−1.
We will now construct the universal twist associated to the shift triple. We define two mor-
phisms of algebras:
τ :Uq
(
n+
)→ Uq(n+),
e(i) → e(i−1), ∀i = 2, . . . , n, e(1) → 0, (40)
τ˜ :Uq
(
n−
)→ Uq(n−),
f(i) → f(i+1), ∀i = 1, . . . , n− 1, f(n) → 0. (41)
Remark 2.1. In order to simplify expressions we will use the notations e(0) = ζ (0) = f(n+1) =
ζ (n+1) = 0.
We have the following result:
Theorem 1. For g = sl(n+ 1), a solution J of the cocycle equation
(Δ⊗ id)(J )J12 = (id ⊗Δ)(J )J23, (42)
associated to the shift τ is given by:
J =
+∞∏
k=1
J [k] with J [k] = W [k]Ĵ [k], (43)
where ∀k ∈ N∗,
Ĵ [k] = (τ k ⊗ id)(R̂ ) ∈ (1 ⊗ 1 + (U+q (g)⊗U−q (g))c), (44)
W
[k]
12 = S[k]
(
S[k+1]
)−1
, S[k] = q
∑n−k
i=1 ζ (i)⊗ζ (i+k) . (45)
This solution will be called Cremmer–Gervais cocycle and RJ = J−121 RJ12 will be called
Cremmer–Gervais R-matrix.
Remark 2.2. Due to the nilpotency of τ all the products are actually finite. More precisely,
Ĵ [k] = S[k] = 1 ⊗ 1, ∀k  n.
Remark 2.3. For any m such that 0m k, one has also Ĵ [k] = (τ k−m ⊗ τ˜ m)(R̂), the resulting
expression being independent of m.
Proof. Let us give a direct proof of the cocycle identity for J in this framework. First, let us
remark the following elementary results deduced from the properties of the coproduct:
(Δ⊗ id)(S[k])= S[k]S[k], (id ⊗Δ)(S[k])= S[k]S[k], (46)13 23 13 12
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(Δ⊗ id)(Ĵ [k])= Ĵ [0,k]1(2|3Ĵ [k]23 , (47)
(id ⊗Δ)(Ĵ [k])= Ĵ [k,0]1|2)3Ĵ [k]12 , (48)
Ĵ
[k]
12 Ĵ
[k,m]
1(2|3 Ĵ
[m]
23 = Ĵ [m]23 Ĵ [k,m]1|2)3 Ĵ [k]12 , (49)
where we have defined
Ĵ
[k,m]
1(2|3 =
(
τ k ⊗ id ⊗ τ˜ m)(K−123 R̂13K23), (50)
Ĵ
[k,m]
1|2)3 =
(
τ k ⊗ id ⊗ τ˜ m)(K−112 R̂13K12). (51)
These elements are well defined because K−123 R̂13K23 and K
−1
12 R̂13K12 belong to (Uq(n
+) ⊗
Uq(h)⊗Uq(n−))c . Using the explicit values of W,J and the properties of τ , one can also prove
that: [
J
[n−i]
23 , J
[j ]
12
]= 0, ∀i, j/1 i  j  n− 1, (52)[
Ĵ
[k]
12 ,W
[k+m]
13 W
[m]
23
]= [Ĵ [k]23 ,W [k+m]13 W [m]12 ]= 0,
∀k,m ∈ {1, . . . , n− 1}/k +m n− 1, (53)
W
[m+1]
23 Ĵ
[l−m−1,m+1]
1(2|3
(
W
[m+1]
23
)−1 = W [l−m]12 Ĵ [l−m,m]1|2)3 (W [l−m]12 )−1,
∀0m< l  n− 1. (54)
(52) is an immediate consequence of the fact that J [i]12 ∈ A+i ⊗A−i , where A+i (respectively A−i )
is the subalgebra of Uq(g) generated by qζ
(k)
, e(k), k = 1, . . . , n − i (respectively generated by
qζ
(k)
, f(k), k = i + 1, . . . , n). In order to check (53) and (54), we use the following notation:
W
[k]
12 =
∏
i,j∈{1,...,n}
q
εki,j ζ
(i)⊗ζ (j)
, (55)
with
εmi,j =
⎧⎨⎩
1 if i, j,m ∈ {1, . . . , n− 1}, j = m+ i,
−1 if i, j,m ∈ {1, . . . , n− 1}, j = m+ i + 1,
0 otherwise.
(56)
(53) follows immediately from the fact that
εmi,j = εm−ki+k,j , ∀i, j, k,m ∈ {1, . . . , n− 1}/i + k  n− 1,1m− k, (57)
εmi,j = εm−ki,j−k, ∀i, j, k,m ∈ {1, . . . , n− 1}/1m− k,1 j − k, (58)
and (54) is equivalent to
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(59)
which is satisfied due to the relation
h(i) = 2ζ (i) − ζ (i−1) − ζ (i+1).
We can now prove the cocycle identity for J by recursion. Indeed, using properties (46)–(54),
we deduce easily the following recursion relation, proved in Appendix A.2 (Lemma 6):
n−1∏
k=p
{
W
[k]
13 W
[k−p+1]
23 Ĵ
[p−1,k−p+1]
1(2|3 Ĵ
[k−p+1]
23
}{ n−1∏
k=p
J
[k]
12
}
= (id ⊗Δ)(J [p]) n−1∏
k=p+1
{
W
[k]
13 W
[k−p]
23 Ĵ
[p,k−p]
1(2|3 Ĵ
[k−p]
23
}{ n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
and having remarked that
(Δ⊗ id)(J )J12 =
n−1∏
k=1
{
W
[k]
13 W
[k]
23 Ĵ
[0,k]
1(2|3Ĵ
[k]
23
}{ n−1∏
k=1
J
[k]
12
}
,
(id ⊗Δ)(J )J23 =
n−1∏
k=1
(id ⊗Δ)(J [k]) n−1∏
k=1
J
[k]
23 ,
we conclude the proof of the cocycle identity verified by J . 
In the following, we extend the morphisms of algebras τ and τ˜ to Uq(b+) and Uq(b−) re-
spectively as
τ
(
ζ (i)
)= ζ (i−1), i = 2, . . . , n, τ(ζ (1))= 0, (60)
τ˜
(
ζ (i)
)= ζ (i+1), i = 1, . . . , n− 1, τ˜(ζ (n))= 0. (61)
Note that, with this definition, τ and τ˜ are not morphisms of Hopf algebras and are different from
the extension of [16]. Indeed, their action on the coproduct is given as
(τ ⊗ τ)(Δ(a))= qζ (n−1)⊗ζ (n)Δ(τ(a))q−ζ (n−1)⊗ζ (n) , ∀a ∈ Uq(b+), (62)
(τ˜ ⊗ τ˜ )(Δ(a))= qζ (1)⊗ζ (2)Δ(τ˜ (a))q−ζ (1)⊗ζ (2) , ∀a ∈ Uq(b−). (63)
Using this definition, we have
S[k] = (τ k ⊗ id)(S[0]), with S[0] = q∑ni=1 ζ (i)⊗ζ (i) . (64)
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Gervais’s solution of the Quantum Yang–Baxter Equation associated to the previous twist. It is
given by
RJ = (D ⊗D)R˜J (D ⊗D)−1, (65)
where
D =
∑
i
q
i2−3i
2(n+1) Ei,i , (66)
R˜J = q− 1n+1
{
q
∑
r,s
q
2(r−s)
n+1 Er,r ⊗Es,s
+ (q − q−1)∑
i,j,k
q
2(i−k)
n+1 η(i, j, k)Ei,j+i−k ⊗Ej,k
}
, (67)
with
η(i, j, k) =
⎧⎨⎩
1 if i  k < j,
−1 if j  k < i,
0 otherwise.
(68)
Remark 2.4. RJ is not h-invariant, but is tρ -invariant. This implies that RJ is homogeneous in
the sense that (RJ )klij = 0 only if i + j = k + l.
3. Results on dynamical quantum groups
3.1. Quantum Dynamical Yang–Baxter Equation
We first begin with a formulation of the Dynamical Yang–Baxter Equation which is not suffi-
ciently mathematically precise for our future purposes.
Definition 1 (Quantum Dynamical Yang–Baxter Equation (Formal)). A universal solution of the
Quantum Dynamical Yang–Baxter Equation (QDYBEF), also known as Gervais–Neveu–Felder
equation, is a map R :Cr → Uq(g)⊗2 such that R(x) is h-invariant and
R12(x)R13
(
xqh2
)
R23(x) = R23
(
xqh1
)
R13(x)R12
(
xqh3
) (69)
where we have denoted xqh = (x1qhα1 , . . . , xrqhαr ).
This is sufficient for formal manipulations but it is not enough precise in the sense that the
standard universal solution of the Dynamical Yang–Baxter Equation is such that R(x) is an
infinite series in Uq(g) with coefficients being rational function of x1, . . . , xr with coefficients in
Uq(h).
As a result we can extend the construction of End(U) and End(U⊗2) as follows. Let A be a
unital algebra over the complex field, we define the functor A⊗U : RepU (g) → A⊗Vect, whereq
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idA ⊗ φ where φ is a linear map between vector spaces. We can define the functor A⊗ U which
associates to each finite dimensional module V the vector space A⊗V and to each intertwiner φ
the map idA⊗φ. We define End(A⊗U) to be the set of additive natural transformations between
the functors A ⊗ U and A ⊗ U. An element of End(A ⊗ U) is a family aV ∈ A ⊗ End(V ) such
that it satisfies the naturality and additivity condition. We can define similarly End(A⊗ U⊗n).
End(A⊗ U⊗n) is naturally endowed with a structure of algebra. We will denote(
A⊗Uq(g)⊗n
)c = End(A⊗ U⊗n).
We could similarly define (Uq(g)⊗n ⊗A)c .
Definition 2 (Quantum Dynamical Yang–Baxter Equation (Precise)). A universal solution of the
Quantum Dynamical Yang–Baxter Equation (QDYBE), also known as Gervais–Neveu–Felder
equation, is an h-invariant element R(x) of (C(x1, . . . , xr )⊗Uq(g)⊗2)c satisfying
RUV (x)RUW
(
xqhV
)
RVW(x) = RVW
(
xqhU
)
RUW(x)RUV
(
xqhW
) (70)
where we have denoted xqh = (x1qhα1 , . . . , xrqhαr ) and where U,V,W are any finite dimen-
sional Uq(g)-modules.
If moreover R(x) belongs to (C(x21 , . . . , x
2
r )⊗Uq(g)⊗2)c it is called x2-rational.
We will often study the particular case where g = sl(n+ 1).
Definition 3. Let π f be the fundamental representation of g = Uq(sl(n + 1)). Once an n-uplet
(x1, . . . , xn) of complex numbers is given, we will denote
π f
(
n∏
i=1
x
2ζαi
i
)
= diag(ν1, . . . , νn+1). (71)
As a result we have
∏n+1
i=1 νi = 1 and x2i = νiν−1i+1.
Therefore, in the sl(n+ 1) case, we can define a notion of regularity as follows:
Let ν1, . . . , νn be n indeterminates and define νn+1 by
∏n+1
i=1 νi = 1 and x2i = νiν−1i+1, for
i = 1, . . . , n. An element a ∈ (C(ν1, . . . , νn)⊗Uq(g)⊗n)c will be called ν-rational. An element
a ∈ (C(x21 , . . . , x2n) ⊗ Uq(g)⊗n)c will be called x2-rational. Note that obviously an x2-rational
element is also ν-rational.
This distinction is important because in the Uq(sl(n + 1)) case the standard solution of
QDYBE is x2-rational, whereas the universal solution of the Dynamical coBoundary Equation is
(almost) ν-rational.
3.2. Quantum dynamical cocycles
The first to understand universal aspects of the Dynamical Yang–Baxter Equation was O. Ba-
belon in his work on quantum Liouville theory on a lattice [3]. There he introduced the notion of
quantum dynamical cocycle F(x) ∈ (C(x2)⊗Uq(sl(2))⊗2)c and gave an exact formula for F(x)
expressed as a series.
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of the Quantum Dynamical coCycle Equation (QDCE) (73) in the following sense:
Theorem 2 (Quantum Dynamical coCycle Equation). If F(x) ∈ (C(x21 , . . . , x2r ) ⊗ Uq(g)⊗2)c is
an x2-rational map such that
1. F(x) is invertible,
2. F(x) is h-invariant , i.e. [
F12(x), h⊗ 1 + 1 ⊗ h
]= 0, ∀h ∈ h, (72)
3. F(x) satisfies the Quantum Dynamical coCycle Equation (QDCE),
(Δ⊗ id)(F(x))F12(xqh3)= (id ⊗Δ)(F(x))F23(x), (73)
then
R(x) = F21(x)−1R12F12(x) (74)
satisfies the universal QDYBE (70) where (R is the standard universal R-matrix in (Uq(g)⊗2)c
defined by (28)).
Although simpler than the QDYBE, (73) is difficult to solve directly. However, it is possible
to determine its general solutions through an auxiliary linear equation, the Arnaudon–Buffenoir–
Ragoucy–Roche Equation (ABRR) (see [1], but it was first remarked in [9]):
Definition 4 (ABRR Equation). We define B(x) ∈ (Ar (x1, . . . , xr )⊗Uq(h))c by
B(x) =
r∏
j=1
x
2ζαj
j q
hαj ζ
αj
, (75)
where Ar (x1, . . . , xr ) =⊗ri=1 A[xi] with A[x] being the algebra generated by xα, α ∈ R, with
the relations xα+α′ = xαxα′ .
An element F(x) ∈ (C(x21 , . . . , x2r )⊗Uq(g)⊗2)c satisfies the ABRR equation if and only if
F12(x)B2(x) = R̂−112 B2(x)F12(x). (76)
The importance of the ABRR equation comes from the following theorem [1]:
Theorem 3. Under the hypothesis
(
F(x)− 1 ⊗ 1) ∈ (C(x21 , . . . , x2r )⊗Uq(g)⊗U−q (g))c,
there exists a unique solution of Eq. (76). This solution is invertible, h-invariant and satisfies the
QDCE (73). It is called the standard solution of the QDCE.
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if x1, . . . , xr ∈ C with |xi | < cV , the infinite product ∏+∞k=0(B−k−12 (x)R̂12Bk+12 (x)) is con-
vergent when represented on V . It satisfies moreover the ABRR equation and belongs to
1 ⊗ 1 + (C(x21 , . . . , x2r ) ⊗ U+q (g) ⊗ U−q (g))c . As a result, the standard solution F(x) of the
QDCE is given by:
F(x) =
+∞∏
k=0
(
B−k−12 (x)R̂12B
k+1
2 (x)
)
. (77)
Remark 3.1. B(x) satisfies the following useful relations:
R12(x)B2(x) = B2(x)K212R21(x)−1, (78)
Δ
(
B(x)
)= B1(x)B2(x)K2 = B1(xqh2)B2(x) = B1(x)B2(xqh1). (79)
In the fundamental representation π f of Uq(sl(n + 1)), let us denote by F(x) the explicit
expression of the quantum dynamical cocycle (77). It is given by
F(x) = 1 ⊗ 1 − (q − q−1)∑
i<j
(
1 − νj
νi
)−1
Ei,j ⊗Ej,i . (80)
The corresponding expression (74) of the standard dynamical R-matrix for sl(n+ 1) in the fun-
damental representation, denoted R(x), is then
R(x) = q− 1n+1
{
q
∑
i
Ei,i ⊗Ei,i +
∑
i =j
Ei,i ⊗Ej,j +
(
q − q−1)∑
i =j
(
1 − νi
νj
)−1
Ei,j ⊗Ej,i
− (q − q−1)2∑
i>j
νi
νj
(
1 − νi
νj
)−2
Ei,i ⊗Ej,j
}
. (81)
The construction of Theorem 4 has been used by P. Etingof, T. Schedler and O. Schiffmann
[16] to build the quantization of r-matrices associated to any Belavin–Drinfeld triple. Indeed, for
any Belavin–Drinfeld triple T , they have constructed explicitly a twist J T ∈ (Uq(g)⊗2)c which
satisfies
(Δ⊗ id)(J T )J T12 = (id ⊗Δ)(J T )J T23, (82)
such that (J T21)
−1RJT12 is a solution of the Yang–Baxter Equation and is a quantization of the
classical rT matrix associated to T . The general expression for J T was obtained through a nice
use of dynamical quantum groups and of a modification of the ABRR equation.
In general, for any finite dimensional simple Lie algebra g and any Belavin–Drinfeld triple T ,
J T is expressed as a finite product of explicit invertible elements as
J T = ST Ĵ T with ST ∈ (Uq(h)⊗2)c, Ĵ T ∈ 1 ⊗ 1 + (U+q (g)⊗U−q (g))c. (83)
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tity. The result of [16] is completely general. However, for reasons explained below, we will only
be interested in the case where g = sl(n+ 1), n ∈ N∗, and where T = τ is the Cremmer–Gervais
triple. The construction of J τ described in the last section is therefore enough for our purpose.
3.3. Quantum Dynamical coBoundary Problem
We have seen in the last section that Theorem 4 provides a way to solve the QDCE (73).
However in [3], for the Uq(sl(2)) case, O. Babelon used a different approach: he noticed that
F(x) is a quantum dynamical coboundary, i.e. that there exists an explicit invertible element
M(x) ∈ (C(x)⊗Uq(sl(2)))c solution of the following Dynamical coBoundary Equation:
F(x) = Δ(M(x))M2(x)−1(M1(xqh2))−1. (84)
Note that in the Uq(sl(2)) this is a particular case of (85) since J is merely equal to 1.
More generally, we have the following theorem proved by Etingof and Nikshych which is
formal at this stage because we do not specify the analytic property of M(x):
Theorem 4 (Quantum Dynamical coBoundary Equation (QDBE) (Formal)). Let J be a given
cocycle in Uq(g)⊗2, if there exists a map M from Cr to Uq(g), such that M(x) is invertible for
any x where it exists, and such that the map F defined by
F(x) = Δ(M(x))JM2(x)−1(M1(xqh2))−1 (85)
verifies [
F12(x), h⊗ 1 + 1 ⊗ h
]= 0, ∀h ∈ h, (86)
then F is a solution of the Quantum Dynamical coCycle Equation (73). As a result, the corre-
sponding quantum dynamical R-matrix (74) can be obtained in terms of M as
R(x) = M2
(
xqh1
)
M1(x)R
JM2(x)
−1M1
(
xqh2
)−1
. (87)
Proof. For completeness we give the proof from [13]. If F satisfies (85) and (86), we have, using
the cocycle equation (42):
(Δ⊗ id)(F(x)−1)(id ⊗Δ)(F(x))
= Δ12
(
M
(
xqh3
))
M3(x)(Δ⊗ id)
(
J−1
)
(id ⊗Δ)(J )Δ23
(
M(x)−1
)
M1
(
xqh2+h3
)−1
= Δ12
(
M
(
xqh3
))
M3(x)J12J
−1
23 Δ23
(
M(x)−1
)
M1
(
xqh2+h3
)−1
= Δ12
(
M
(
xqh3
))
J12M2
(
xqh3
)−1
M1
(
xqh2+h3
)−1
M1
(
xqh2+h3
)
×M2
(
xqh3
)
M3(x)J
−1
23 Δ23
(
M(x)−1
)
M1
(
xqh2+h3
)−1
= F12
(
xqh3
)
M1
(
xqh2+h3
)
F23(x)
−1M1
(
xqh2+h3
)−1
= F12
(
xqh3
)
F23(x)
−1,
and thus F is a solution of (73). (87) follows directly from (74) and (85) using (10). 
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been the subject of numerous works, and is now well understood for Uq(g) where g is a Kac–
Moody algebra of affine or finite type. However, quite surprisingly, only little progress has been
made concerning the Dynamical coBoundary Equation (see however the articles [4,10,13,31]).
The first results in this subject concerning higher rank cases have been obtained by Bilal–
Gervais in [8], where they have found the expression for R(x) in the fundamental representation
of sl(n + 1). Cremmer–Gervais [11] have then shown that, in the fundamental representation of
sl(n+ 1), it is possible to absorb the dynamical dependence of R(x) through a dynamical gauge
transformation. More precisely, we have the following theorem:
Theorem 5. (See [5,11,20].) In the fundamental representation of Uq(sl(n+ 1)), the expres-
sion R(x) (81) of the standard dynamical R-matrix is related to the expression RJ (65) of the
Cremmer–Gervais R-matrix as,
R(x) = M2
(
xqh1
)
M1(x)RJ M2(x)−1M1
(
xqh2
)−1
, (88)
where the (n+ 1)× (n+ 1) matrix M(x) is given by
M(x)−1 = DV(x)U(x)D−1 (89)
in terms of the Vandermonde matrix
V(x) =
∑
i,j
νi−1j Ei,j ,
and of the following diagonal matrices
D =
∑
i
q
i2−3i
2(n+1) Ei,i ,
U(x) =
∑
i
ν−i+1i
∏n+1
k=2 ν
− 12 (δik−1− k−1n+1 )
k q
1
2 (δik−1− k−1n+1 )2∏n+1
r=i+1(1 − νiνr )
Ei,i .
Proof. From (81), it is easy to check that
R(x) = U2
(
xqh1
)−1U1(x)−1R˜(x)U2(x)U1(xqh2), (90)
where
R˜(x) = q− 1n+1
{
q
∑
i
Ei,i ⊗Ei,i +
∑
i =j
(
q − q−1 νi
νj
)(
1 − νi
νj
)−1
Ei,i ⊗Ej,j
+ (q − q−1)∑
i =j
(
1 − νi
νj
)−1
Ei,j ⊗Ej,i
}
. (91)
Note that this expression is the one that can be found in [2,8].
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R˜(x) = V2
(
xqh1
)−1V1(x)−1R˜JV2(x)V1(xqh2), (92)
which is proved in [5,11,20]. 
The following theorem [5] shows that it is only in the case where g = sl(n + 1) that the
coboundary equation can be eventually solved.
Theorem 6. (See [5].) Let g be a finite dimensional simple Lie algebra, and let R :Cr → Uq(g)⊗2
be the standard solution (74) of the QDYBE. If g is not of A-type, it is not possible to find any
pair (RJ ,M), with M :Cr → Uq(g)⊗2 and RJ a solution of the (non-dynamical) QYBE, such
that (87) is satisfied. If g is of A-type and if such a pair exists, then RJ can be expanded as
RJ = 1 + h¯rJ + o(h¯) where rJ coincides, up to an automorphism of the Lie algebra, with rτ,s
associated to the shift.
Proof. We refer the reader to [5] for the proof of this theorem. For completeness we have given
an explanation of this proof in Appendix A.1. 
Therefore, quite surprisingly, except for n = 1, RJ is not Drinfeld’s solution of the Yang–
Baxter Equation and is not of zero weight, but is instead the Cremmer–Gervais R-matrix. We
will therefore assume in the rest of this section that g = sl(n+ 1).
From the expression of M(x) in the fundamental representation one sees, because of the
expression of U , that M(x) lies in C(ν˜1, . . . , ν˜n)⊗End(V f), where νi = ν˜2(n+1)i . The next section
and the explicit form of M(x) motivate the following definition:
An element a ∈ (C(ν˜1, . . . , ν˜n) ⊗ Uq(g))c is said to be almost ν-rational if there exists an
invertible element b ∈ (C(ν˜1, . . . , ν˜n)⊗Uq(h))c such that
1. b−1a is ν-rational,
2. Δ(b)b2(x)−1b1(xqh2)−1 is ν-rational,
where νi = ν˜2(n+1)i , i = 1, . . . , n+ 1, and ν˜1 . . . ν˜n+1 = 1.
For g = sl(n + 1) and for the Cremmer–Gervais cocycle J ∈ (Uq(g)⊗2)c , we are now ready
to address the following precise problems which will be solved in this paper:
Problem 1 (Weak Quantum Dynamical coBoundary Problem (WQDBP)). Find an almost ν-
rational invertible element M ∈ (C(ν˜1, . . . , ν˜n)⊗Uq(g))c such that
F(x) = Δ(M(x))JM2(x)−1M1(xqh2)−1 (93)
is a zero-weight solution of the QDCE (73) and such that
R(x) =F21(x)−1R12F12(x) (94)
satisfies the following linear equation
R12(x)B2(x) = B2(x)K212R21(x)−1, (95)
where B(x) is defined by Eq. (75).
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Problem 2 (Strong Quantum Dynamical coBoundary Problem (SQDBP)). Find an almost ν-
rational invertible element M(x) ∈ (C(ν˜1, . . . , ν˜n) ⊗ Uq(g))c such that the solution of the Weak
Quantum Dynamical coBoundary Problem F(x) is equal to the standard solution F(x) of the
QDCE.
Remark 3.2. It would have been better to denote M(ν˜) such an element, but for notational
reasons we prefer to call it M(x). This should cause no confusion.
4. Solving the Quantum Dynamical coBoundary Problem
In this section we assume that g = sl(n+ 1), and J will denote the Cremmer–Gervais cocycle
defined in Theorem 1. F(x) and R(x) will respectively denote the standard solutions of zero
weight (77) and (74) of Eqs. (76), (73) and (70) respectively.
We present here some general results concerning the weak and strong QDBP. Our aim is
to identify and construct elementary objects obeying simple algebraic rules which will be the
building blocks of the solutions of these problems.
We first propose, in Section 4.1, a procedure to solve the WQDBP using the notion of prim-
itive loop. The study of these primitive loops does not however enable us to solve the SQDBP.
Therefore, in Section 4.2, we introduce a different approach, based on the Gauss decomposition
of M(x), which leads to the solution of the SQDBP.
4.1. Primitive loops
In order to study the properties of the solutions of the WQDBP, let us first introduce the notion
of primitive loop, defined as follows:
Definition 5 (Primitive loop). For any solution M(x) of the WQDBP, we define an element
P(x) ∈ (C(ν1, . . . , νn)⊗Uq(g))c by:
P(x) = vM(x)−1B(x)M(x). (96)
P will be called the primitive loop associated to M(x).
Note that, because M(x) is almost ν-rational, P(x) is ν-rational.
A primitive loop satisfies various properties and verifies a reflection equation (see (99) below)
which is related to the notion of reflection algebra that will be introduced in Section 7. More
precisely,
Proposition 1 (Properties of the primitive loop). Let P(x) be a primitive loop associated to a
solution M(x) of the WQDBP. We have the following relations:
RJ12P2(x)RJ21 =M1(x)−1P2
(
xqh1
)M1(x), (97)
ΔJ
(P(x))= (RJ12)−1P1(x)RJ12P2(x). (98)
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RJ21P1(x)RJ12P2(x) =P2(x)RJ21P1(x)RJ12. (99)
Proof. To prove Eq. (97) one writes the linear equation (95) after having written R(x) in terms
of M(x) and RJ . One therefore obtains
M2
(
xqh1
)
M1(x)R
J
12M2(x)
−1M1
(
xqh2
)−1
B2(x)
= B2(x)K212M2
(
xqh1
)
M1(x)
(
RJ21
)−1
M2(x)
−1M1
(
xqh2
)−1
.
By eliminating M1(xqh2) on both sides and using B2(xqh1) = B2(x)K2 one obtains Eq. (97).
Then, using successively (96), (93) and (12), the zero-weight property and (79), and (97), we
have:
ΔJ
(P(x))= J−1Δ(v)Δ(M(x)−1)Δ(B(x))Δ(M(x))J
= (RJ21RJ12)−1v1v2M2(x)−1M1(xqh2)−1F12(x)−1
×Δ(B(x))F12(x)M1(xqh2)M2(x)
= (RJ21RJ12)−1v1v2M2(x)−1M1(xqh2)−1B1(xqh2)B2(x)M1(xqh2)M2(x)
= (RJ21RJ12)−1M2(x)−1P1(xqh2)M2(x)P2(x)
= (RJ21RJ12)−1RJ21P1(x)RJ12P2(x)
= (RJ12)−1P1(x)RJ12P2(x),
which concludes the proof of (98). The relation (99) is a direct consequence of (98) using
(10). 
Remark 4.1. If M(x) is a solution of the WQDBP and if P(x) is the associated primi-
tive loop, then, in the fundamental representation of Uq(sl(n + 1)), one has tr(π f(P(x))) =
tr(π f(vB(x))) = q−n(ν1 + · · · + νn+1).
Remark 4.2. If M(x) is a solution of the SQDBP such that its expression (89) in the fundamental
representation of Uq(sl(n+ 1)) is given by M(x), the associated primitive loop P(x) can also be
computed in the fundamental representation and its explicit expression is given by
P(x) = π f(P(x))= Dq−n{ n∑
j=1
Ej,j+1 +
n∑
k=0
(−1)n−kSn+1−k(x)En+1,k+1
}
D−1, (100)
where, for 1m n + 1, Sm(x) denotes the symmetric polynomial in ν1, . . . , νn+1 defined as
Sm(x) =∑1i1<···<imn+1∏mk=1 νik . Note that Sn+1(x) = ν1 . . . νn+1 = 1.
We now prove a sufficient condition for a given M to be a solution of the WQDBP.
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define P(x) ∈ (C(ν1, . . . , νn)⊗Uq(g))c as
P(x) = vM(x)−1B(x)M(x). (101)
If P satisfies the property
RJ12P2(x)RJ21 =M1(x)−1P2
(
xqh1
)M1(x), (102)
then F(x) = Δ(M(x))JM2(x)−1M1(xqh2)−1 is of weight zero and is ν-rational.
As a result, F is a solution of the QDCE (73) and R(x) = F21(x)−1R12F12(x) obeys the
QDYBE (70). R(x) satisfies the linear equation (95) and therefore M(x) is a solution of the
WQDBP.
Proof. The zero-weight property of F(x) is obtained from the following computation, using
(101), (102) and the quasitriangularity of (Uq(g),ΔJ ,RJ ):
P3
(
xqh1+h2
){
Δ12
(M(x))J12M2(x)−1M1(xqh2)−1}
= J12
(
ΔJ ⊗ id)(M1(x)RJ12P2(x)RJ21)M2(x)−1M1(xqh2)−1
= Δ12
(M(x))J12RJ13RJ23P3(x)RJ32RJ31M2(x)−1M1(xqh2)−1
= Δ12
(M(x))J12RJ13M2(x)−1P3(xqh2)RJ31M1(xqh2)−1
= {Δ12(M(x))J12M2(x)−1M1(xqh2)−1}P3(xqh2+h1).
By representing the third space on the fundamental representation and by tracing on it, we obtain
that F commutes with S1(xqh1+h2). We now prove that this condition implies that F is of zero
weight. Let V,W be two finite dimensional Uq(g)-modules,
FVW ∈ C(ν˜1, . . . , ν˜n)⊗ End(V ⊗W).
We can decompose V ⊗ W =⊕λ∈h∗(V ⊗ W)[λ]. Let us denote by Pλ the projection on (V ⊗
W)[λ] and let Fλ,μ = PλFVWPμ. The previous condition implies that Fλ,μ(aλ−aμ) = 0, where
aλ = S1
(
xqh(λ)
)= n+1∑
i=1
νi(x)q
2(ζ (i)−ζ (i−1))(λ). (103)
When λ = μ, aλ − aμ = 0, and therefore, since Fλ,μ ∈ C(ν˜1, . . . , ν˜n)⊗ End(V ⊗W), we obtain
that Fλ,μ = 0 which is equivalent to the zero-weight condition.
As a result, F is a solution of the QDCE (73) due to Theorem 4, and thus R(x) satisfies
the QDYBE (70) due to Theorem 2. It obviously verifies (87), and the fact that it satisfies (95)
follows immediately from (101), (102). 
Remark 4.3. The previous propositions show that the primitive loop element is of fundamental
importance for solving the WQDBP and that the analog of the ABRR equation for M(x) is
Eq. (97), a (major) difference being that P(x) is also not known.
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tion of the universal M(x). Indeed, the explicit value of M(x) being known in the fundamental
representation, we can view the system of (n+ 1)2 equations(
π f ⊗ id)(RJ12P2(x)RJ21)= M1(x)−1P2(xqh1)M1(x), (104)
with moreover π f(P) given by P(x) = vf M(x)−1B(x)M(x), as a system of universal equations
fixing P(x) up to a central element which can be determined using the relation
ΔJ
(P(x))= (RJ12)−1P1(x)RJ12P2(x). (105)
The universal expression of P(x) being known, the equation
M(x)P(x) = vB(x)M(x) (106)
is then a universal linear relation fixing M(x) up to a left-multiplication by an element of
(C(ν1, . . . , νn)⊗Cq(h))c . In order to obtain a generic solution of the WQDBP, it is sufficient to
show that this expression verifies universally (102). This is the path that we had initially followed
in order to obtain explicit universal expressions for P(x) and M(x) such as those presented in
the next section.
However, although the properties of the primitive loop P(x) associated toM(x) are powerful
tools to solve very explicitly the WQDBP, these relations are not sufficient to ensure that M(x)
is a solution of the SQDBP. More precisely, let M(1)(x) be a solution of (101), (102) and (105),
and let u(x) ∈ (C(ν1, . . . , νn) ⊗ Cq(h))c , we define M(2)(x) = u(x)M(1)(x). Let us denote
P(1)(x), P(2)(x) the primitive loops corresponding respectively toM(1)(x), M(2)(x). We have
P(1)(x) = P(2)(x), and M(2)(x) is also a solution of (101), (102) and (105). Nevertheless, in
general, the corresponding F (1)(x) and F (2)(x) are different. This shows that solutions of the
WQDBP are in general not solutions of the SQDBP.
In the next section we will solve this problem and obtain sufficient conditions on M(x) solu-
tion of the WQDBP to ensure that it is also a solution to the SQDBP.
4.2. Gauss decomposition of quantum dynamical coboundary
We propose here a new approach to construct the solutions of the SQDBP, based on the study
of some fundamental building blocks entering the Gauss decomposition of M(x). We will prove
in this section the following theorem:
Theorem 7. Let M(0) ∈ (C(ν˜1, . . . , ν˜n) ⊗ Uq(h))c and C[±] ∈ 1 ⊕ (C(ν1, . . . , νn) ⊗ U±q (g))c .
Let M(±) ∈ 1 ⊕ (C(ν1, . . . , νn)⊗U±q (g))c be given by
M(±)(x) =
+∞∏
k=1
C[±k](x)±1, with C[+k](x) = τ k−1(C[+](x)),
C[−k](x) = B(x)−kC[−](x)B(x)k. (107)
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Uq(g))
c as
M(x) =M(0)(x)M(−)(x)−1M(+)(x). (108)
The following algebraic relations onM(0) and C[±] are sufficient conditions to ensure thatM(x)
is a solution of the SQDBP:
Δ
(M(0)(x))S[1]12 M(0)2 (x)−1M(0)1 (xqh2)−1 = 1 ⊗ 1, (109)
K−112 Δ
(
C[±](x)
)
K12 =
{
S
[1]
21 C
[±]
1 (x)
(
S
[1]
21
)−1}
K∓112
{
S
[1]
12 C
[±]
2 (x)
(
S
[1]
12
)−1}
K±112 , (110)
C
[±]
1
(
xqh2
)= {(S[1]12 )−1S[1]21 K12}C[±]1 (x){K−112 (S[1]21 )−1S[1]12 }, (111)
C
[−]
2 (x)C
[+]
1
(
xqh2
){
B2(x)
(
S
[2]
12
)−1
Ĵ
[1]
12 S
[2]
12 B2(x)
−1}
= {(S[1]12 )−1R̂12S[1]12 }C[+]1 (xqh2)C[−]2 (x). (112)
Remark 4.5. In the next section we will find explicit solutions to these sufficient algebraic equa-
tions.
The proof of this theorem decomposes in three lemmas. The first lemma contains elementary
results on M(+) and M(−):
Lemma 1. The infinite products (107) define elements M(+) and M(−) belonging to 1 ⊕
(C(ν1, . . . , νn) ⊗ U±q (g))c . If Eqs. (110), (111) and (112) are satisfied, the element U(x) ∈
(C(ν1, . . . , νn)⊗Uq(g)⊗2)c defined as
U(x) = Δ(M(+)(x))JM(+)2 (x)−1, (113)
can also be written as
U12(x) = S[1]12
n∏
k=1
(
C
[+k]
1
(
xqh2
)(
S
[k+1]
12
)−1
Ĵ
[k]
12 S
[k+1]
12
)
, (114)
and therefore belongs to (C(ν1, . . . , νn)⊗Uq(b+)⊗Uq(b−))c . It satisfies the properties
(id ⊗ ι−)
(
U12(x)
)= S[1]12 M(+)1 (xqh2), (115)
C
[−]
2 (x)B2(x)
(
S
[1]
12
)−1
U12(x) =
(
S
[1]
12
)−1
R̂12U12(x)C
[−]
2 (x)B2(x). (116)
Moreover, M(−) satisfies the following relations:
C[−](x)B(x)M(−)(x) =M(−)(x)B(x), (117)
B2(x)K12Δ
(M(−)(x)−1)= Δ′(M(−)(x)−1)S[1]12 K12C[−]2 (x)B2(x)(S[1]12 )−1, (118)
(id ⊗ ι−)
(
Δ
(M(−)(x)−1))= S[1]12 M(−)1 (xqh2)−1(S[1]12 )−1. (119)
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using the fact that Ĵ [k] belongs to (1 ⊗ 1 + (U+q (g)⊗U−q (g))c). (116) can be proved as follows:
first, acting by τ k−1 on the first space of (112), we obtain
C
[−]
2 (x)C
[+k]
1
(
xqh2
){
B2(x)
(
S
[k+1]
12
)−1
Ĵ
[k]
12 S
[k+1]
12 B2(x)
−1}
= {(S[k]12 )−1Ĵ [k−1]12 S[k]12 }C[+k]1 (xqh2)C[−]2 (x),
then, using (114), we conclude the proof of (116) by recursion.
(117) follows directly from the definition of M(−)(x), and (118) follows directly from the
definition of M(−)(x) and from condition (110). Finally, from (110), (111) and (79), we have
Δ
(M(−)(x)−1)= 1∏
k=+∞
{
B1
(
xqh2
)−k
B2(x)
−kS[1]12 C
[−]
1
(
xqh2
)
K212
× C[−]2 (x)
(
S
[1]
12
)−1
K−212 B2(x)
kB1
(
xqh2
)k}
,
which directly implies (119). 
Lemma 2. Let us suppose that M is defined as in Theorem 7 and assume that the hypotheses
of Theorem 7 are satisfied. Then F(x) defined as F(x) = Δ(M(x))JM2(x)−1M1(xqh2)−1
belongs to 1 ⊗ 1 + (C(ν˜1, . . . , ν˜n)⊗Uq(g)⊗U−q (g))c and satisfies the ABRR identity (76).
Proof. Since, from Lemma 1, U(x) belongs to (C(ν1, . . . , νn) ⊗ Uq(g) ⊗ Uq(b−))c , we have
F(x) ∈ (C(ν1, . . . , νn)⊗Uq(g)⊗Uq(b−))c . We can therefore define (id ⊗ ι−)(F(x)). From the
relations (115), (119) and the identity (109), we deduce that (id ⊗ ι−)(F(x)) = 1 ⊗ 1, which
means that F(x) ∈ 1 ⊗ 1 + (C(ν˜1, . . . , ν˜n)⊗Uq(g)⊗U−q (g))c .
The fact that F satisfies the ABRR relation can be proved as follows. Using respectively
(108), (118), the quasitriangularity property (10), (116) and (117), we have
R̂ −1B2(x)F12(x) = R−1K12B2(x)Δ
(M(0)(x))Δ(M(−)(x)−1)U12(x)
×M(−)2 (x)M(0)2 (x)−1M1
(
xqh2
)−1
= Δ(M(0)(x))R−1Δ′(M(−)(x)−1)S[1]12 K12
× {C[−]2 (x)B2(x)(S[1]12 )−1U12(x)}
×M(−)2 (x)M(0)2 (x)−1M1
(
xqh2
)−1
= Δ(M(0)(x))Δ(M(−)(x)−1)U12(x)
× {C[−]2 (x)B2(x)M(−)2 (x)}M(0)2 (x)−1M1(xqh2)−1
= Δ(M(x))JM2(x)−1B2(x)M1(xqh2)−1
=F12(x)B2(x),
which ends the proof of the ABRR identity for F(x). 
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Lemma 3. Let F ∈ (1 ⊗ 1 + (C(ν˜1, . . . , ν˜n) ⊗ Uq(g) ⊗ U−q (g))c) and assume that F(x) is a
solution of the ABRR equation, then F(x) is equal to the standard solution F(x) (77) of the
QDCE.
Proof. F(x) and F(x) being both in (1 ⊗ 1 + (C(ν˜1, . . . , ν˜n) ⊗ Uq(g) ⊗ U−q (g))c), we define
Y = F−1(x)F(x)− 1 ⊗ 1. Then Y ∈ (C(ν˜1, . . . , ν˜n)⊗Uq(g)⊗U−q (g))c . F(x) and F(x) being
both solutions of the ABRR identity, we also have [Y(x),B2(x)] = 0.
Let V,W be finite dimensional Uq(g)-modules. We can decompose W =⊕λ∈h∗ W [λ], and
consider Pλ the associated projection on W [λ]. We define Yλ,μ = (id⊗Pλ)YV,W (id⊗Pμ). Then,
the fact that [Y(x),B2(x)] = 0 implies that (b(λ)− b(μ))Yλ,μ = 0 with B(x)|V [λ] = b(λ)idV [λ].
Since YV,W is strictly lower triangular on W , the only possible nonzero Yλ,μ are associated to
λ < μ. In this case the rational fraction (b(λ)− b(μ)) = 0 and therefore Yλ,μ = 0.
As a result, Y = 0. 
Theorem 7 is a direct consequence of Lemmas 2 and 3.
We now give a direct derivation of a weaker result but which proof is interesting in itself,
namely that, under the hypotheses of Theorem 7, M(x) is a solution of the WQDBP.
Lemma 4. If M(x) is defined as in Theorem 7, then F(x) = Δ(M(x))JM2(x)−1M1(xqh2)−1
is a ν-rational zero-weight solution of the QDCE. As a result, M(x) is also a solution of the
WQDBP.
Proof. Let us consider P(x) = vM(x)−1B(x)M(x) and show that the hypotheses of Proposi-
tion 2 are satisfied.
First, from (108) and (117), we have
P(x) = vM(+)(x)−1C[−](x)B(x)M(+)(x). (120)
In order to show that P satisfies the linear equation (102), we consider the quantity
X12(x) =M(+)1 (x)RJ12P2(x)RJ21M(+)1 (x)−1
and observe, using successively (120), the definition of U(x) and Eq. (116) of Lemma 1, that
X12(x) = v2U21(x)−1R12U12(x)C[−]2 (x)B2(x)U12(x)−1R21U21(x)
= v2U21(x)−1K12S[1]12 C[−]2 (x)B2(x)
(
S
[1]
12
)−1
R21U21(x).
Note that, from (115), X12(x) ∈ (Uq(b−) ⊗ Uq(g))c . Then, using successively (116), (110) and
(79), the quasitriangularity property (10), (110) and (79) again, and finally (116), we have{
C
[−]
1 (x)B1(x)
}X12(x) = v2{C[−]1 (x)B1(x)U21(x)−1}
×K12S[1]12 C[−]2 (x)B2(x)
(
S
[1]
12
)−1
R21U21(x)
= v2U21(x)−1R̂−121
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× {B1(x)B2(x)K2}R̂21U21(x)
= v2U21(x)−1R−121 Δ
(
C[−](x)
)
Δ(B(x))R21U21(x)
= v2U21(x)−1Δ′
(
C[−](x)
)
Δ
(
B(x)
)
U21(x)
= v2U21(x)−1K12S[1]12 C[−]2 (x)
(
S
[1]
12
)−1
B2(x)K12
× {S[1]21 C[−]1 (x)B1(x)(S[1]21 )−1U21(x)}
= {v2U21(x)−1K12S[1]12 C[−]2 (x)B2(x)(S[1]12 )−1R21U21(x)}
× {C[−]1 (x)B1(x)}
=X12(x)
{
C
[−]
1 (x)B1(x)
}
.
As a consequence, if we denote
M(−)[N ](x) =
N∏
k=1
{
B(x)−kC[−](x)−1B(x)k
}
we obtain, using (111),
M(−)[N ]1 (x)−1X12(x)M(−)[N ]1 (x) = B1(x)−NX12(x)B1(x)N
= v2
{
B1(x)
−NU21(x)B1(x)N
}−1
S
[1]
21 C
[−]
2
(
xqh1
)
×B2
(
xqh1
)(
S
[1]
21
)−1{
B1(x)
−NR̂21B1(x)N
}
× {B1(x)−NU21(x)B1(x)N}.
Using the fact that
∀ξ ∈ Uq
(
b−
)
, lim
N→+∞
{
B(x)−NξB(x)N
}= ι−(ξ)
(which is shown in each finite dimensional Uq(g) module), as well as the fact that R̂12 ∈ (1 ⊗
1 +U+q (g)⊗U−q (g)) and the property (115), we obtain
M1(x)RJ12P2(x)RJ21M1(x)−1 = v2M(+)2
(
xqh1
)−1
C
[−]
2
(
xqh1
)
B2
(
xqh1
)M(+)2 (xqh1)
=P2
(
xqh1
)
,
which concludes the proof of (102).
M(x) being almost ν-rational, the hypotheses of Proposition 2 are satisfied and F is a ν-
rational zero-weight solution of the QDCE. Therefore M is a solution of the WQDBP. 
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SQDBP and WQDBP we found along the previous construction are by no means unique. Indeed,
let M(x) be a solution of the SQDBP associated to the standard solution F(x) of the QDCE and
to a given cocycle J . Let u be a dynamical group like element u ∈ (C(ν˜1, . . . , ν˜n)⊗Uq(h))c , i.e.
verifying Δ(u(x)) = u1(xqh2)u2(x), and let y ∈ (Uq(g))c, then the element u(x)M(x)y−1 is a
solution of the QDBE associated to the standard solution F(x) of the QDCE and to the cocycle
Δ(y)Jy−12 y
−1
1 . It is an interesting problem, not addressed here, to find the entire set of solutions
of the SQDBP up to these transformations.
5. Explicit construction of quantum dynamical coboundaries for Uq(sl(n+ 1))
5.1. The Uq(sl(2)) case
In this case the following result holds, which gives a new derivation of the result of [10].
Theorem 8. In the Uq(sl(2)) case, a solution M(x) to the SQDBP is given by (108) and (107)
with
M(0)(x) = 1, C[+](x) = e−xe
q−1 , C
[−](x)−1 = e(xqh+1)−1f
q−1 . (121)
Proof. Equations (110)–(112) are obtained from the properties (19), (20) of the q-exponential.
5.2. General solution of the SQDBP for Uq(sl(n+ 1))
Theorem 9. A solution M(x) of the SQDBP for Uq(sl(n + 1)) (n  1) is given by the infinite
product
M(x) =M(0)(x)
1∏
k=+∞
(
B(x)−kC[−](x)B(x)k
)+∞∏
k=0
τ k
(
C[+](x)
)
, (122)
with
M(0)(x) =
n∏
k=1
ν
1
2 ζ
(k)
k+1 q
− 12 (ζ (k))2 ,
C[+](x) =
n∏
k=1
e
−ν−1k+1qζ
(k−1)
e(k)
q−1 ,
C[−](x)−1 =
n∏
k=1
e
νk+1q−ζ
(k−1)−h(k)−1f(k)
q−1 . (123)
Remark 5.1. One may wonder why the expression ofM(0)(x) that one obtains here in the n = 1
case is not equal to 1 as in Theorem 8. Actually, since in this case J = 1, one can also choose
the simpler solution M(0)(x) = 1, which gives the result of the previous section.
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Lemma 5. Let C[±] solutions to Eqs. (110), (111) we define
W12(x) = C[+]1
(
xqh2
){
B2(x)
(
S
[2]
12
)−1
Ĵ
[1]
12 S
[2]
12 B2(x)
−1}C[−]2 (x)−1,
W˜12(x) = C[−]2 (x)−1
{(
S
[1]
12
)−1
R̂12S
[1]
12
}
C
[+]
1
(
xqh2
)
.
These elements satisfy the relations:
(id ⊗Δ)(W12(x))= K23S[1]32 W13(xqh2)K−123 (S[1]32 )−1
× C[+]1
(
xqh2+h3
)−1
S
[1]
23 W12
(
xqh3
)(
S
[1]
23
)−1
,
(id ⊗Δ)(W˜12(x))= K23S[1]32 W˜13(xqh2)K−123 (S[1]32 )−1
× C[+]1
(
xqh2+h3
)−1
S
[1]
23 W˜12
(
xqh3
)(
S
[1]
23
)−1
,
as well as
(Δ⊗ id)(W12(x))= K12S[1]21 W13(x)K−112 (S[1]21 )−1C[−]3 (x)S[1]12 W23(x)(S[1]12 )−1,
(Δ⊗ id)(W˜12(x))= K12S[1]21 W˜13(x)K−112 (S[1]21 )−1C[−]3 (x)S[1]12 W˜23(x)(S[1]12 )−1.
Proof. This is easy to show using only (110), (111), the definition of the cocycle in Theorem 1
and the quasitriangularity properties of the R-matrix. 
We now give the proof of the theorem.
Proof of Theorem 9. As M is of the form (108), (107), with C[±] being ν-rational, it is enough
to show that the hypotheses of Theorem 7 are verified, i.e. that (109), (110), (111) and (112) are
satisfied.
Equations (109) and (111) are trivial to check using the elementary property
νk
(
xqh
)= νk(x)q2(ζ (k)−ζ (k−1)), ∀k = 1, . . . , n+ 1. (124)
Equation (110) can be easily deduced from property (19) and from the following commutation
properties, verified for all i, j satisfying 2 j + 1 i  n,
[
q−ζ (i−1)−2h(i) ⊗ q−ζ (i−1)−h(i)f(i), q−ζ (j−1)−h(j)f(j) ⊗ q−ζ (j−1)−h(j)
]= 0,[
qζ
(i−1)
e(i) ⊗ qζ (i−1)+h(i) , qζ (j−1) ⊗ qζ (j−1)e(j)
]= 0.
Equation (112) is slightly more difficult to show.
Although our proof is a bit unsatisfactory, we have chosen a method preventing us to enter too
deeply in the combinatorics of q-exponentials. Our proof consists in two steps: first, we show
that this relation holds in the fundamental representation, and then that it can be obtained in other
representations by fusion from the fundamental representation.
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π f ⊗ π f)(W12 − W˜12)(x) = 0,
is proved by an explicit computation in Appendix A.2 (Lemma 8).
Let us now study the fusion properties of this relation. This is the consequence of the previous
lemma and from it we obtain: if (πΛi ,V Λi ), i = 1,2,3, are representations of Uq(g),(
πΛ1 ⊗ πΛi )(W12 − W˜12)(x) = 0, i = 2,3, implies (πΛ1 ⊗ πΛ)(W12 − W˜12)(x) = 0,
for any submodule VΛ of VΛ2 ⊗ VΛ3 . From this lemma we obtain that:
(
πΛi ⊗ πΛ1)(W12 − W˜12)(x) = 0, i = 2,3, implies (πΛ ⊗ πΛ1)(W12 − W˜12)(x) = 0
for any submodule VΛ of VΛ2 ⊗ VΛ3 .
It is a basic result that any irreducible module of Uq(sl(n + 1)) is obtained as a submod-
ule of some tensor power of the fundamental representation. Therefore, (πΛ1 ⊗ πΛ2)(W12 −
W˜12)(x) = 0 for any couple (πΛi ,V Λi ), i = 1,2, of irreducible representations of Uq(sl(n+1)).
This concludes the proof. 
Remark 5.2. Note that Lemma 4, Lemma 2, the uniqueness condition of Lemma 3 and the
theorem give a new proof of the fact that F(x) is a zero-weight solution of the QDCE in the
Uq(sl(n+ 1)) case.
Remark 5.3. It is easy to compute the expressions of M(±)(x),M(0)(x),M(x) in the funda-
mental representation from the explicit universal expression given by Theorem 9. One obtains:
π f
(M(+)(x))= 1 + ∑
1i<jn+1
aij (−1)i−j q−
(j−i)(j+i−3)
2(n+1) Ei,j ,
π f
((M(+)(x))−1)= 1 + ∑
1i<jn+1
bij q
− (j−i)(j+i−3)2(n+1) Ei,j
with aij =
∑
i<a1<···<aj−in+1
ν−1a1 · · ·ν−1aj−i , bij =
∑
j<a1<···<aj−in+1
ν−1a1 · · ·ν−1aj−i .
One also has:
π f
(M(−)(x))= 1 + ∑
1i<jn+1
cij q
(j−i)(j+i−3)
2(n+1) Ej,i ,
π f
((M(−)(x))−1)= 1 + ∑
1i>jn+1
dij q
(i−j)(j+i−3)
2(n+1) Ei,j
with cij = ν
j−i
i∏j
(1 − ν ν−1)
, dij = ν
j−i
i∏i−1
(1 − νiν−1r )
.r=i+1 i r r=j
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π f
(M(x)−1)= DV(x)U(x)D−1
with D,V(x),U(x) defined in Theorem 5.
6. Quantum dynamical coboundaries and quantum Weyl group
6.1. Primitive loops and quantum Coxeter element
Let g be a finite dimensional simple Lie algebra, and W its associated Weyl group. We define
the shifted action of W on h by w.λ = w(λ + ρ) − ρ. We will denote w.x the corresponding
action on the variable xi , i = 1, . . . , r . In the case where g = sl(n + 1), we can identify the
Weyl group with the permutation group Sn+1. Its shifted action on ν1, . . . , νn+1 is given by
w.(ν1, . . . , νn+1) = (νw(1), . . . , νw(n+1)).
We will assume in this subsection that g = sl(n + 1) and that M(x) is the solution to the
SQDBP defined in Theorem 9. We will study the behaviour of P(x), M(x) under the shifted
action of the Weyl group.
Proposition 3. The primitive loop is invariant under the shifted action of the Weyl group, i.e.
P(w.x) = P(x), ∀w ∈ W .
Proof. Because of the fusion property (98), it is sufficient to prove that P(x) is invariant in the
fundamental representation. We have computed P(x) in the fundamental representation using
the explicit form of M(x), it is given by (100) and depends on νi only through the symmetric
polynomials. As a result, P(x) is invariant under the shifted action of W . 
An interesting question is what is the explicit expression of P(x)? From Eqs. (120), (123),
P(x) can be expressed as a finite product of q-exponential. However, on this expression, the
invariance of P(x) under the shifted action of the Weyl group is not explicit. We can simplify the
expression of P(x) by using the quantum Weyl group.
Indeed, in the sl(2) case, we have the property:
Proposition 4 (Expression of P(x) for sl(2)).
P(x) = vexeq e−(xq
h+1)−1f
q B(x)e
−xe
q−1 (125)
= ωe−xe
q−1 e
−x−1e
q−1 . (126)
Proof. Formula (126) is deduced from (125) using (22). This last formula is explicitly symmetric
under the exchange of x and x−1. 
This result can be generalized as follows:
Theorem 10. P(x) satisfies
P(x) = vwˆ−1C Q(x), (127)
where Q ∈ (C(ν1, . . . , νn) ⊗ Uq(b+))c is invariant under the shifted action of the Weyl group
and wˆC is a quantum analog of the Coxeter element wˆC =∏ni=1 wˆ(i).
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P(x) = vτ(M(+)−1(x))( 1∏
k=n
E[k](x)
)( 1∏
k=n
F [k](x)
)
B(x)M(+)(x),
with
E[k](x) = eν
−1
k+1qζ
(k−1)
e(k)
q , F
[k](x) = e−νk+1q
−ζ (k−1)−h(k)−1f(k)
q .
As a result,
P(x) = vτ(M(+)−1(x)) 1∏
k=n
(
E[k](x)F [k](x)
)
B(x)M(+)(x).
Using Saito’s formula (22), we have
q−
h
2 wˆ−1e−e
q−1q
− h22 = eeq · e(−q
−1−hf )
q ,
which implies that
E[k](x)F [k](x) = Gkwˆ−1(k)e
−e(k)
q−1 Hk
with Gk = q−
h(k)
2 ν
− h(k)2
k+1 q
h(k)ζ
(k−1)
2 and H−1k = Gkq
h2
(k)
2 q
h(k)
2
. We therefore have proven that
P(x) = vτ(M(+)−1) 1∏
k=n
(
Gkwˆ
−1
(k)e
−e(k)
q−1 Hk
)
B(x)M(+)(x),
and it remains to move all the wˆ−1(k) on the left. Using the fact that sα1 . . . sαk (αk+1) is a positive
root, we obtain that
(
k∏
p=1
wˆ(p)
)
e(k)
(
k∏
p=1
wˆ(p)
)−1
∈ (Uq(b+))c.
Because wˆCekwˆ−1C ∈ (Uq(b+))c, for 1 k  n− 1, we obtain wˆCτ(M(+)−1)wˆ−1C ∈ (Uq(b+))c .
This finishes the proof. 
Remark 6.1. An interesting question would be to find the simplest exact form of Q(x) expressed
as a finite product of q-exponentials when n 2, exhibiting invariance under the shifted action
of the Weyl group.
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We show in this section that the shifted action of W on M(x) is controlled via a dynamical
quantum Weyl group [15]. Although the notion of dynamical Weyl group can be defined for any
simple Lie algebra, we will assume here that g = sl(n+ 1).
We first recall that the dynamical Weyl group controls the shifted action of W on F(x), where
F(x) denotes the standard solution to the QDCE. Etingof and Varchenko have constructed a map
A :W → (C(ν1, . . . , νn)⊗Uq(g))c , w → Aw(x), satisfying the following properties:
wˆAw(x) is a zero-weight element, (128)
ΔAw(x)F (x) = F(w.x)(Aw)2(x)(Aw)1
(
xqh2
)
, (129)
Aww′(x) = Aw(w′.x)Aw′(x), ∀w,w′ ∈ W. (130)
The third property can be reformulated as Aw(x) being a one W -cocycle taking values in
(C(ν1, . . . , νn)⊗Uq(g))c .
We have the following proposition:
Proposition 5. Let M denote the solution of the SQDBP defined in Theorem 9. We can define a
map A˜ :W → (C(ν1, . . . , νn)⊗Uq(sl(n+ 1)))c , w → A˜w(x) by
A˜w(x) = M(w.x)M(x)−1. (131)
This map satisfies all the properties (128)–(130).
Proof. We first show that wˆA˜w(x) is a zero-weight element. We have:
A˜w(x)1P2
(
xqh1
)= M1(w.x)M1(x)−1P2(xqh1)
= M1(w.x)RJ12P2(x)RJ21M1(x)−1
= M1(w.x)RJ12P2(w.x)RJ21M1(x)−1
= M1(w.x)M1(w.x)−1P2
(
(w.x)qh1
)
M1(w.x)M1(x)
−1
= P2
(
(w.x)qh1
)
A˜w(x)1
= P2
(
xqw(h)1
)
A˜w(x)1.
This shows that (wˆA˜w(x))1 commutes with P2(xqh1). Therefore, using the same argument as in
Proposition 2, we obtain that wˆA˜w(x) is a zero-weight element.
We now prove that A˜w(x) satisfies the property (129). The Dynamical coBoundary Equation
implies that
F(w.x) = ΔM(w.x)JM2(w.x)−1M1
(
w.xqh2
)−1
.
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ΔM(x)−1F(x) = JM2(x)−1M1
(
xqh2
)−1
= ΔM(w.x)−1F(w.x)M1
(
w.xqh2
)
M2(w.x)M2(x)
−1M1
(
xqh2
)
= ΔM(w.x)−1F(w.x)M2(w.x)M2(x)−1M1
(
(w.x)qwh2
)
M1
(
xqh2
)
= ΔM(w.x)−1F(w.x)A˜w(x)2A˜w
(
xqh2
)
1,
which ends the proof of the proposition. 
One can make the relation between A and A˜ more precise.
Proposition 6. If A,A′ are two maps W → (C(ν1, . . . , νn) ⊗ Uq(g))c satisfying the axioms
(128)–(130), they are related as A′w = AwYw , where Y is a map Y :W → (C(ν1, . . . , νn) ⊗
Uq(h))
c which is a one-cocycle, i.e.
Yww′(x) = wˆ′
(
Yw(w
′.x)
)
wˆ′−1Yw′(x), (132)
and such that each Yw(x) is a dynamical group like element, i.e.
Δ
(
Yw(x)
)= Yw(x)2Yw(xqh2)1. (133)
Proof. We define Yw = A−1w A′w = (wˆAw)−1(wˆA′w) which is zero-weight. We have,
F(x)−1Δ
(
Yw(x)
)
F12(x) = Aw
(
xqh2
)−1
1 Yw(x)2A
′
w
(
xqh2
)
1 = Yw(x)2Yw
(
xqh2
)
1. (134)
We now apply Lemma 2.15 of Etingof–Varchenko [14] and we obtain that Yw(x) lies in
(C(ν1, . . . , νn)⊗Uq(h))c . This ends the proof. 
Remark 6.2. It would be interesting to make more precise the value Yw(x) relating Aw the
dynamical quantum Weyl group of Etingof–Varchenko to A˜w(x) defined by (131).
Remark 6.3. The solutions of (128)–(130) exist for all simple Lie algebra g, however we give
a solution of these equations as a coboundary of the form (131) only in the sl(n + 1) case. It
would be an interesting problem to study if the dynamical Weyl group of Etingof–Varchenko
can be written as Aw(x) = M(w.x)M(x)−1Yw(x) with Yw(x) satisfying properties of the pre-
vious proposition and M :Cr → Uq(g). In the negative this would provide an alternative proof
of the Balog–Dabrowski–Feher Theorem. It would also be an interesting problem to study the
connection between M(x) and the notion of regularizing operator introduced in [30].
7. Quantum reflection algebras
7.1. Definitions, properties and primitive representations
In this section we define and study the quantum reflection algebra Lq(g, J ) associated to
any cocycle J ∈ (Uq(g)⊗2)c. Although there exists a morphism of algebra Lq(g, J ) → Uq(g),
this morphism of algebra is not an isomorphism. In particular, in the case where g = sl(n + 1)
and J = J τ , Lq(sl(n + 1), J ) admits one dimensional representations which do not extend to
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with the primitive loop.
Definition 6 (Quantum Reflection Algebra). For any simple Lie algebra g and any cocycle J ∈
(Uq(g)
⊗2)c , we define the pair (Lq(g, J ),P), where Lq(g, J ) is an associative algebra and P ∈
(Uq(g) ⊗ Lq(g, J ))c , uniquely defined by the universal property: for any algebra A with an
element P ∈ (Uq(g)⊗A)c such that(
ΔJ ⊗ id)(P ) = (RJ12)−1P1RJ12P2, (ε ⊗ id)(P ) = 1, (135)
there exists a unique morphism of algebra ψ :Lq(g, J ) → A such that (ψ ⊗ id)(P) = P .
Let (V ,π) be a finite dimensional Uq(g)-module, we denote Uπ = (π ⊗ id)(P) ∈ End(V )⊗
Lq(g, J ). These matrices satisfy the following reflection equations for all finite dimensional
Uq(g) modules V,V ′:
RJ21U
π
1 R
J
12U
π ′
2 = Uπ
′
2 R
J
21U
π
1 R
J
12. (136)
Reflection algebras satisfy the following property:
Proposition 7. The map κ :Lq(g, J ) → Uq(g) defined by
(id ⊗ κ)(P) = RJ(−)−1RJ (137)
is a morphism of algebra.
Proof. It follows from the quasitriangularity of RJ . 
This map is usually thought as being an isomorphism of algebra but this is not true, it is true
only if we localize certain elements of Lq(g, J ). This aspect will be central in the rest of this
section.
Lq(g, J ) is not a Hopf algebra but it is naturally endowed with a structure of left Uq(g)-
comodule algebra.
Proposition 8. The map σ : Lq(g, J ) → Uq(g)⊗Lq(g, J ) defined by
(id ⊗ σ)(P) = RJ(−)−112 P13RJ12 (138)
is a morphism of algebra and is a left Uq(g)-coaction with the coproduct being ΔJ .
Proof. Trivial. 
Although this map does not define a structure of Hopf algebra on Lq(g, J ) we still have the
following commutative diagram:
(κ ⊗ id)σ = ΔJκ. (139)
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previous propositions we have the following general properties:
1. A representation π of Uq(g) defines a representation π ◦ κ of Lq(g, J ).
2. If (V ,π) is a representation of Uq(g) and (W,ω) is a representation of Lq(g, J ), one can
define the tensor product π ⊗ˆω = (π ⊗ω)σ , representation of Lq(g, J ) acting on V ⊗W .
As an example we first classify the irreducible finite dimensional representations of Lq(sl(2))
with J = 1.
We first define a simpler presentation of Lq(sl(2)) using the fundamental representation of
Uq(sl(2)). Lq(sl(2)) is generated by the matrix elements a = U f 11, b = U f 12, c = U f 21, d = U f 22
with relations (135) which can be explicated respectively as (136) with an additional relations:
ac = q2ca, ba = q2ab, bc − cb = (1 − q−2)a(d − a),
cd − dc = (1 − q−2)ca, db − bd = (1 − q−2)ab, ad = da,
and ad − q2cb = 1.
The center of Lq(sl(2)) is the polynomial algebra generated by z = q−1a + qd .
We denote Lˆq(sl(2)) the algebra Lq(sl(2)) localized in a and we denote a−1 the inverse of a.
Lˆq(sl(2)) is now isomorphic to Uq(sl(2)) through the explicit homomorphism
ρ :Uq
(
sl(2)
)→ Lˆq(sl(2)), ρ(qh)= a, ρ(e) = c1 − q−2 , ρ(f ) = a−1bq − q−1 , (140)
which satisfies ρ ◦ κ = id|Lq (sl(2)).
It is easy to classify the irreducible representation of Lq(sl(2)).
Proposition 9. The irreducible representation of Lq(sl(2)) consists in:
– The representation π ◦ κ where π is an irreducible representation of Uq(sl(2)). These rep-
resentation extends to Lˆq(sl(2)).
– The one dimensional representation Ex,α with x,α ∈ C∗, defined as:
Ex,α(a) = 0, Ex,α(d) = q−1
(
x + x−1),
Ex,α(b) = q−1α, Ex,α(c) = −q−1α−1. (141)
Note that Ex,α(z) = (x + x−1) and Ex,α(U f) = DαP(x)D−1α with D2α = diag(α,α−1).
Proof. Let (Π,V ) be a finite dimensional irreducible Lq(sl(2)) module. z being central is rep-
resented by a complex number z ∈ C. If Π(a) is invertible one obtains a representation of
Lˆq(sl(2))  Uq(sl(2)) which from the classification of irreducible representations of Uq(sl(2))
when q is not a root of unit is of the form Π = π ◦ κ . If not, we define W = ker(Π(a)), it is a
submodule and the restriction of a, b, c, d to W satisfies:
a = 0, bc = cb, −q2bc = 1, d = q−1z. (142)
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dimension one. Therefore W = V and is one dimensional. The representation is therefore of the
type Ex,α . 
We will call the family of one dimensional representations of Lq(sl(2)) for which a = 0
primitive representations.
Remark 7.1. The study of the representation theory of the algebra Lq(g, J ) is an interesting
problem that we will only look at in the case where g = sl(n+ 1) and J = J τ .
The primitive representation in the sl(2) case appears first in [25].
The classification of all characters, i.e. all one dimensional representations, ofLq(sl(n+1), J )
for J = 1 has been obtained in [27].
Remark 7.2. Finite dimensional representations of reflection algebras are not completely re-
ducible. An example is given for Lq(sl(2)) by [28].
In the next section we will study the generalisation of these primitive representations to the
case of Lq(sl(n+1), J τ ). We will study the decomposition of the tensor product of an irreducible
representation π of Uq(sl(n + 1)) with an irreducible representation ω of Lq(sl(n + 1), J τ ).
When the irreducible representation ω = π ′ ◦ κ , where π ′ is a representation of Uq(sl(n + 1)),
the intertwining map is governed by ordinary Clebsch–Gordan map of Uq(sl(n+ 1)) and there is
nothing new, but when ω is a primitive representation the intertwining map is entirely governed
by the coboundary element evaluated in the representation π . We can also invert this process and
define the coboundary in the representation π as being the intertwining map.
We now assume that g = sl(n+ 1) and J = J τ . In the first part of this section we assume that
M(x) is the solution of the SQDBP with associated primitive loop P(x).
Definition 7 (Primitive Representations). The primitive representation E of Lq(sl(n+ 1), J τ ) is
the representation of Lq(sl(n+ 1), J τ ) with values in C[ν1, ν−11 , . . . , νr , ν−1r ] defined by
(id ⊗ Ex)(P) = P(x). (143)
We will abusively denote Ex this representation.
Of course if we fix ν1, . . . , νr to non-zero complex numbers, then we obtain characters of
Lq(sl(n+ 1), J τ ).
We have the following proposition.
Proposition 10 (Intertwining Map and Coboundary). Let (V ,π) be a finite dimensional repre-
sentation of Uq(g), the following decomposition property holds:
π ⊗ˆ Ex =
⊕
λ∈h∗
E⊕mλ
xqλ
where mλ = dimV [λ], (144)
and M(x)V is an intertwining map between these representations.
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π ⊗ˆ Ex on w = M(x)−1V v ⊗ 1 is Exqλ . Indeed
(π ⊗ˆ Ex)
(
Uπ
′ a
b
)
(w ⊗ 1) = π(((Rπ ′.)J (−)−1) am((Rπ ′.)J (+)) nb)w ⊗ Pπ ′(x)mn 1
= (π ′ ⊗ id)(RJ(−)−112 P1(x)RJ(+)12 )ab.(w ⊗ 1)
= (M2(x)−1P1(xqh2)M2(x))abM2(x)−1(v ⊗ 1)
= (M2(x)−1P1(xqλ))ab(v ⊗ 1) = P (xqλ)ab(w ⊗ 1).
The proposition follows. 
7.2. A representation framework for weak solution of dynamical coboundary elements
In this subsection we give hints towards a purely representation theoretical approach of
QDBE. Because we already have obtained an explicit universal solution of this problem in its
strongest formulation, the aim of this subsection is not to give completely rigorous reconstruction
of M(x). We would like to emphasize the puzzling fact that M(x) and F(x) can be constructed
solely with intertwining operators involving primitive representations of loop algebras and finite
dimensional representations of Uq(g) whereas in the work of [15] F(x) is built using intertwin-
ing operators between Verma modules and finite dimensional representations of Uq(g).
Lq(sl(n + 1), J τ ) can be presented in terms of matrix elements of U f. We use the results of
[19] and denote RˇJ = RJ12P12, where P :V⊗2f → V⊗2f is the permutation operator.
Because Rˇ satisfies the Hecke symmetry it is also true for RˇJ . As a result all the construc-
tions of [19] concerning the Trq and detq can be applied. We denote A(k) the antisymmetrizer
associated to Rˇ acting on V⊗kf , it is denoted P
k− in [19]. Similarly we can define A(k)J the anti-
symmetrizer associated to RˇJ acting on V⊗kf . Rˇ and RˇJ are both Hecke symmetry of rank n+ 1,
i.e. A(n+2) = A(n+2)J = 0.
Lq(sl(n + 1), J τ ) is isomorphic to the algebra A(sl(n + 1), J ) generated by the matrix ele-
ments of U ∈ End(Vf )⊗A(sl(n+ 1), J ) with relations
RJ21U1R
J
12U2 = U2RJ21U1RJ12, (145)
detq(U) = detq
(
P(x)
) (146)
where detq(U) is the central element defined by
detq(U) = tr1···n+1
(
A
(n+1)
J
(
U1RˇJ12Rˇ
J
23 · · · RˇJn,n+1
)n+1)
. (147)
The isomorphism is obtained by identifying U f and U .
Note that detq(P(x)) = q−n(n+1).
Let M(x) be a matrix such that (88) is satisfied and define P(x) = vM(x)−1B(x)M(x). By
construction we have
RJ21P(x)1R
J
12P(x)2 = P(x)2RJ21P(x)1RJ12, (148)
RJ21P(x)1R
J
12 = M(x)−1P
(
xqh2
)
M(x)2. (149)2 1
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tion of A(sl(n+ 1), J ) with values in C[ν1, ν−11 , . . . , νr , ν−1r ] defined by
(id ⊗ Ex)(U) = P(x). (150)
Let (V ,π) be any finite dimensional representation of Uq(sl(n + 1)), we want to show the
following decomposition property:
π ⊗ˆ Ex =
⊕
λ∈h∗
E⊕mλ
xqλ
where mλ = dimV [λ] (151)
and will denote MV (x) any intertwiner between these representations.
As a consequence of (149), the same proof as Proposition 10 shows that
πf ⊗ˆ Ex =
⊕
λ∈h∗
E⊕mλ
xqλ
where mλ = dimVf [λ]. (152)
Hence (151) holds also for π⊗pf ◦ (ΔJ )(p), i.e.
(πf )
⊗
J
p ⊗ˆ Ex =
⊕
λ∈h∗
E⊕mλ
xqλ
where mλ = dimV⊗J pf [λ]. (153)
Let Hp(q) be the Ap-Hecke algebra generated by σ1, . . . , σp−1. If W is an irreducible sub-
module of π⊗pf there exists an idempotent element YW = YW(σ1, . . . , σp−1) ∈ Hp(q) such that
YW(Rˇ12, . . . , Rˇp−1,p) is the projector on the submodule W . As a result if W is the submod-
ule of π⊗J pf the associated projector is J−11,...,pYWJ1,...,p = YW(RˇJ12, . . . , RˇJp−1,p) = YJW where
(ΔJ )(p)(a) = J−11,...,pΔ(p)(a)J1,...,p . It remains to show that
(YJW (πf )⊗J p) ⊗ˆ Ex = ⊕
λ∈h∗
E⊕mλ
xqλ
where mλ = dim
(YJWV⊗J pf )[λ]. (154)
It is straightforward to verify, using (88), the following properties:
YJWM1,...,p(x)−1 = M1,...,p(x)−1YW
(
Rˇ12(x), . . . , Rˇp−1,p(x)
) (155)
= M1,...,p(x)−1F1,...,p(x)−1YW(Rˇ12, . . . , Rˇp−1,p)F1,...,p(x) (156)
where
M1,...,p(x) = M1
(
xqh1+···+hp
) · · ·Mp−1(xqhp)Mp(x)
F1,...,p(x) = F(1,...,p−1,p)(x)F(1,...,p−2,p−1)
(
xqhp
)
. . .F1,2
(
xqhp+···+h3
)
,
with F(1,...,k,k+1) = (Δ(k) ⊗ id)(F (x)), which concludes the proof.
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Let (π,V ), (π ′,W) be two representations of Uq(sl(n+1)). Using decomposition property (151)
we obtain the property
J−1V,WMV⊗W(x)−1(V ⊗J W)[λ] =
(MV (xqhW )MW(x))−1(V ⊗J W)[λ].
As a result, FV,W (x) defined by
FV,W (x) =MV⊗W(x)JV,W
(MV (xqhW )MW(x))−1
is of zero weight. The family of intertwining maps MV (x) defines therefore a solution of the
WQDBP.
The previous framework shows that one can obtain a definition of MV (x) in a purely repre-
sentation theoretical setting and that M is a solution of the WQDBP. We think that this method
can be further pursued to obtain a purely representation theoretical approach to the SQDBP. As
an example, we give in Appendix A.3 some remarks concerning this point in the rank one case,
the higher rank case being still unclear for us.
8. Conclusion
In this work we have given a universal explicit solution of the Quantum Dynamical coBound-
ary Equation. This was obtained through the use of the primitive loop, which study led us to this
solution.
However many points are still unclear to us.
The first one concerns the Balog–Dabrowski–Feher Theorem. Although the result is unques-
tionable, the proof seems unnatural. The fact that it selects precisely sl(n + 1) and Cremmer–
Gervais’s r-matrix still remains unclear.
The second one comes from the possible various generalizations. We have studied here the
QDBE in the case where F(x) is the standard solution and h is the Cartan subalgebra, but we
could imagine considering also the case when F(x) is associated to a generalized Belavin–
Drinfeld triple of the type considered by O. Schiffmann [29], or generalizing this equation to
the non-abelian case. These problems are still completely open.
As a third point, one may also wonder whether one can generalize the straightforward proof
of Appendix A.3, presented here in the Uq(sl(2)) case, to higher rank.
Finally, we would like to mention that the coboundary equation originates in the IRF-Vertex
transform [6], and all the tools are now present for the construction of a universal IRF-Vertex
transform in the quantum affine case. This universal coboundary element will relate the face type
twistors and the vertex type twistors of elliptic quantum algebras of [21].
Appendix A
A.1. The Balog–Dabrowski–Feher Theorem
We give here elements of the proof of Theorem 6 following the arguments of [5].
For a finite dimensional simple Lie algebra g, let R(x) be the universal standard solution of
the QDYBE and let q = eh¯/2. We assume that there exist M(x), RJ such that Eq. (87) holds
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expand each factor of (87) in terms of h¯, with q = eh¯/2. We have R(x) = 1+ h¯r(x)+o(h¯), where
r(x) = 1
2
Ωh +
∑
α∈Φ
rα(x)eα ⊗ fα with rα(x) = (α,α)2
(
1 −
∏
j
x
2α(ζαj )
j
)−1
. (A.1)
As a result, RJ = 1+ h¯rJ +o(h¯), and the linear term rJ is given through (87) in terms of r(x) as
rJ = m1(x)−1m2(x)−1
(
r(x)+ 1
2
r∑
j=1
Aj(x)∧ hαj
)
m1(x)m2(x), (A.2)
where A = Aidxi is a flat connection defined as Ai = xi(∂im)m−1 ∈ g. The condition ∂irJ = 0
can then be expressed only in terms of r(x) and of the connection A, and reads:
xi∂i
(
r(x)+ 1
2
r∑
j=1
Aj ∧ hαj
)
+
[
r(x)+ 1
2
r∑
j=1
Aj ∧ hαj ,Ai ⊗ 1 + 1 ⊗Ai
]
= 0. (A.3)
Balog, Dabrowski and Feher have shown that the set of flat connections satisfying this equa-
tion is empty when g does not belong to the An series. In order to prove this result, we decompose
A on the root subspaces as
Aj =
r∑
i=1
Aijhαi +
∑
α∈Φ
Aαj eα. (A.4)
The differential equations satisfied by A are the flatness condition DAA = 0 and the equation
DA(r(x) + 12
∑r
j=1 Aj ∧ hj ) = 0 (Eq. (A.3)), which give respectively, when projected on the
root subspaces,
xi∂iA
m
j − xj ∂jAmi −
2
(α,α)
∑
α∈Φ
Aαi A
−α
j α
(
ζ αm
)= 0, (A.5)
xi∂iA
α
j − xj ∂jAαi −
∑
β,γ
β+γ=α
NαβγA
β
i A
γ
j −Aαj
∑
n
Ani α(hαn)+Aαi
∑
n
Anjα(hαn) = 0, (A.6)
xi∂i
(
Amn −Anm
)+ 2
(α,α)
∑
α∈Φ
[
AαnA
−α
i α
(
ζ αm
)−AαmA−αi α(ζ αn)]= 0, (A.7)
1
2
xi∂iA
α
n +
(
1
2
− 2
(α,α)
rα(x)
)
Aαi α
(
ζ αn
)+ ∑
β,γ
β+γ=α
N
γ
αβA
β
nA
γ
i
+ 1
2
∑
m
(
Amn A
α
i −AαnAmi −AnmAαi
)
α(hαm) = 0, (A.8)
xi∂irα − 12A
α
i
∑
A−αj α(hαj )−
1
2
A−αi
∑
Aαj α(hαj ) = 0, (A.9)j j
222 E. Buffenoir et al. / Advances in Mathematics 214 (2007) 181–229Aαi
∑
j
A
β
j α(hαj )−Aβi
∑
j
Aαj β(hαj )
− 2
(
rα(x)− (α,α)
(β,β)
r−β(x)
)
N
β
−α,α+βA
α+β
i = 0, (A.10)
for α = −β , where we have denoted [eα, eβ ] = Nα+βα,β eα+β .
Combining Eqs. (A.5), (A.7) on the one hand, and Eqs. (A.6), (A.8) on the other hand, one
obtains respectively the following linear equations for Ani and A
α
i :
xm∂mA
n
i − xn∂nAmi = 0, (A.11)
xn∂nA
α
i + α
(
ζ αn
)
Fα(x)A
α
i −Aαi
∑
m
Anmα(hαm) = 0, (A.12)
where Fα(x) = −(1 +∏j x2α(ζαj )j )(1 −∏j x2α(ζαj )j )−1. The general solution of Eq. (A.11) is
Ani = xn∂nφi, (A.13)
where φi are arbitrary functions. The general solution of Eq. (A.12) is then
Aαi = Cαi (1 + Fα)
∏
j
x
−α(ζαj )
j exp
(∑
m
φmα(hαm)
)
, (A.14)
in terms of some (so far arbitrary) constants Cαi .
Let us define the weight Cα by Cα =∑i Cαi α∨i , the Eqs. (A.9), (A.10) become algebraic
equations:
(α,α)
2
α +Cα(C−α,α)+C−α(Cα,α)= 0, (A.15)
Cα
(
Cβ,α
)−Cβ(Cα,β)+Cα+βNα,βα+β = 0, (A.16)
where we have denoted Nα,βα+β = (α,α)2 Nβ−α,α+β .
The first equation is uniquely solved by decomposing Cα = c(α)2 (α + Kα) for α > 0 and
Kα ⊥ α. As a result we obtain that C−α = 12c(α) (−α +Kα) for α > 0.
It remains to show that the set of equations (A.16) rules out all the simple Lie algebras except
the An series.
Proving this property is simplified by the following observation: if (A.16) admits a solution
(Cα) for a Lie algebra associated to the Dynkin diagram D labelling the simple roots α1, . . . , αr ,
and if D′ is a connected subdiagram of D associated to the roots αj , j ∈ D′ ⊂ D = {1, . . . , r},
then the orthogonal projection of (Cα) on the vector space generated by αj , j ∈ D′, is a solution
of (A.16) for the Lie algebra generated by D′. As a result, one obtains that it is sufficient to show
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next observation comes from the theorem that if α,β are roots such that α + β and α − β are
simultaneously non-roots, then (α,β) = 0. As a result, in this case, by combining Eqs. (A.16)
for α + β and α − β , one obtains that Kα ⊥ β . As a result, we obtains that Kα ⊥ Vα where
Vα = Cα+∑β∈Φ,α±β /∈Φ Cβ . We trivially have Vwα = wVα where w is any element of the Weyl
group. As a result, codim(Vα) only depends on the length of α.
An elementary analysis of the root system of D4 and G2 proves that codim(Vα) = 0 for all
roots. Therefore Kα = 0, but the corresponding Cα is not a solution of (A.16).
In the case of B2 one obtains that codim(Vα) = 0 if α is long and codim(Vα) = 1 if α is short.
The explicit study of the system (A.16) shows that once again the set of solutions is empty.
This concludes the proof that the coboundary equation can admit solutions only in the case
where g = sl(n+ 1).
We will now show that, in the case where g = sl(n + 1), such a solution rJ is unique up to
an automorphism. As we know that rτ,s , with s defined as (38), is a solution of the coboundary
equation in this case (this is a direct consequence of Theorem 5 in the fundamental representation,
and of Theorem 9 at the universal level), it means that, for any solution rJ of the coboundary
equation, there exists an automorphism φ of sl(n+ 1) such that rJ = (φ ⊗ φ)(rτ,s).
In order to prove this uniqueness property, let us characterise completely all the possible
solutions for the connection A in the sl(n + 1) case. In this case, positive roots are of the form
ui − uj , i < j , where u1, . . . , un+1 are orthonormal vectors. From the previous considerations,
Kui−uj should be simultaneously orthogonal to ui − uj and to all uk − ul such that {k, l} ∩
{i, j} = ∅. It is therefore of the form
Kui−uj = ij
(
ui + uj − 2
n+ 1
n+1∑
k=1
uk
)
,
and it can be shown, using Eq. (A.16), that all the constants ij are equal to some common value
 ∈ {+1,−1}. Furthermore, still from Eq. (A.16), the constants c(α) associated to positive roots
have to satisfy
c(ui − uj )c(uj − uk) = c(ui − uk), if i < j < k,
which means that there exists some constants c1, . . . , cn such that, for all positive roots α, we
have c(α) =  exp(∑m cmα(hαm)). On the other hand, plugging (A.13) and (A.14) into (A.5),
we obtain the following conditions on the functions φi :
φj = 12
∑
α∈Φ+
Kαj log
(∏
l
x
α(ζαl )
l −
∏
l
x
−α(ζαl )
l
)
+ xj ∂jψ,
where ψ is an arbitrary function. Note at this stage that we may as well fix c(α) =  and absorb
the arbitrariness of this constant in ψ .
Let us now prove that a modification of the function ψ does not affect rJ . Let us denote by
A(ψ), m(ψ), (rJ )(ψ) (respectively by A(0), m(0), (rJ )(0)) the connection, the coboundary and the
corresponding r-matrix associated to a given ψ (respectively to ψ = 0). We have:
224 E. Buffenoir et al. / Advances in Mathematics 214 (2007) 181–229m(ψ) = m(0) · gψ, (A.17)
(A(ψ))j = xj ∂jgψ · g−1ψ + gψ · (A(0))j · g−1ψ , (A.18)
where gψ = exp(∑m xm∂mψhαm). Note that, due to the specific form of gψ , only the second
term in (A.18) gives a non-zero contribution to (A(ψ))j ∧ hαj , and therefore,
(rJ )(ψ) = (m(0))−11 (m(0))−12 (gψ)−11 (gψ)−12
(
r(x)+ 1
2
n∑
j=1
(
gψ(A(0))j g
−1
ψ
)∧ hαj
)
× (gψ)1(gψ)2(m(0))1(m(0))2
= (m(0))−11 (m(0))−12
(
r(x)+ 1
2
n∑
j=1
(A(0))j ∧ hαj
)
(m(0))1(m(0))2
= (rJ )(0). (A.19)
Finally, the only arbitrariness in rJ is due to gauge transformations of the form
m(x) → m(x) · u,
rJ → (u⊗ u)−1rJ (u⊗ u), u ∈ g,
and to the automorphism α → −α, ∀α ∈ Φ , corresponding to the change  → −. Thus, the
solution rJ is unique up to an automorphism of sl(n+ 1), which concludes the proof.
A.2. Miscellaneous lemmas
Lemma 6. Under the hypothesis of Theorem 1, we have, for all p = 1, . . . , n− 1,
n−1∏
k=p
{
W
[k]
13 W
[k−p+1]
23 Ĵ
[p−1,k−p+1]
1(2|3 Ĵ
[k−p+1]
23
}{ n−1∏
k=p
J
[k]
12
}
= (id ⊗Δ)(J [p]) n−1∏
k=p+1
{
W
[k]
13 W
[k−p]
23 Ĵ
[p,k−p]
1(2|3 Ĵ
[k−p]
23
}{ n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
with Ĵ [k,m]1(2|3 defined as in (50).
Proof. Reorganising the factors in the product and using successively (52)–(54), (49), (46) and
(48), we can reexpress the left-hand side as
LHS = W [p]13
(
W
[1]
23 Ĵ
[p−1,1]
1(2|3
(
W
[1]
23
)−1)
×
n−1∏
k=p+1
{
J
[k−p]
23 W
[k]
13
(
W
[k−p+1]
23 Ĵ
[p−1,k−p+1]
1(2|3
(
W
[k−p+1]
23
)−1)}
J
[n−p]
23
{
n−1∏
k=p
J
[k]
12
}
,
= W [p](W [1]Ĵ [p−1,1](W [1])−1)13 23 1(2|3 23
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n−1∏
k=p+1
{
J
[k−p]
23 W
[k]
13
(
W
[k−p+1]
23 Ĵ
[p−1,k−p+1]
1(2|3
(
W
[k−p+1]
23
)−1)}
J
[p]
12
{
n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
= W [p]13 W [p]12
((
W
[p]
12
)−1
W
[1]
23 Ĵ
[p−1,1]
1(2|3
(
W
[1]
23
)−1
W
[p]
12
) n−1∏
k=p+1
{(
W
[p]
12
)−1
J
[k−p]
23 W
[p]
12 W
[k]
13
× (W [k−p+1]23 (W [p]12 )−1Ĵ [p−1,k−p+1]1(2|3 W [p]12 (W [k−p+1]23 )−1)}Ĵ [p]12
{
n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
= W [p]13 W [p]12
((
W
[p]
12
)−1
W
[1]
23 Ĵ
[p−1,1]
1(2|3
(
W
[1]
23
)−1
W
[p]
12
)
×
n−1∏
k=p+1
{
W
[k]
13 J
[k−p]
23
((
W
[p]
12
)−1
W
[k−p+1]
23 Ĵ
[p−1,k−p+1]
1(2|3
(
W
[k−p+1]
23
)−1
W
[p]
12
)}
× Ĵ [p]12
{
n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
= W [p]13 W [p]12 Ĵ [p,0]1|2)3
n−1∏
k=p+1
{
W
[k]
13 W
[k−p]
23 Ĵ
[k−p]
23 Ĵ
[p,k−p]
1|2)3
}
Ĵ
[p]
12
{
n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
= W [p]13 W [p]12 Ĵ [p,0]1|2)3Ĵ [p]12
n−1∏
k=p+1
{
W
[k]
13 W
[k−p]
23 Ĵ
[p,k−p]
1(2|3 Ĵ
[k−p]
23
}{ n−1∏
k=p+1
J
[k]
12
}
J
[n−p]
23 ,
= RHS,
which concludes the proof. 
Lemma 7. With the hypotheses of Theorem 7, we have
U12(x) = S[1]12
n∏
k=1
(
C
[+k]
1
(
xqh2
)(
S
[k+1]
12
)−1
Ĵ
[k]
12 S
[k+1]
12
)
, (A.20)
where U12(x) = Δ(M(+)(x))JM(+)2 (x)−1.
Proof. Let us first mention some useful relations which can be derived from the properties of τ
and S[k]:
Δ
(
C[+k](x)
)= S[1]21 K12C[+k]1 (x)(S[1]21 )−1K−112 S[1]12 C[+k]2 (x)(S[1]12 )−1, (A.21)(
S
[1]
12
)−1
K12S
[1]
21 = q2ζ
(n)⊗ζ (n) (τ ⊗ id)((S[1]12 )−1K−112 S[1]21 ), (A.22)(
τp ⊗ id)(R) = qζ (n−p+1)⊗ζ (n)(S[p])2(S[p+1])−1(S[p−1])−1Ĵ [p], ∀p  1, (A.23)
C
[+k]
1
(
xqh2
)= (τ k−1 ⊗ id)(K12(S[1]12 )−1S[1]21 C[+]1 (x)K−112 S[1]12 (S[1]21 )−1)
= (S[k])−2(S[k−1])2C[+k](x)(S[k])2(S[k−1])−2, ∀k  2. (A.24)12 12 1 12 12
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Δ(M(+)(x)) as
Δ
(M(+)(x))= n∏
k=1
Δ
(
C[+k](x)
)
,
= K12S[1]21 C[+]1 (x)
(
S[0]
)−1
q−ζ (n)⊗ζ (n)
× (τ ⊗ id)
(
n∏
k=1
Δ′
(
C[+k](x)
))(
S[0]
)−1
S
[1]
12 q
ζ (n)⊗ζ (n) . (A.25)
On the other hand, from (A.23), J can be expressed as
J =
n∏
p=1
{
S[p]
(
S[p+1]
)−1
Ĵ [p]
}
,
= q−ζ (n)⊗ζ (n)S[0](S[1])−1 n−1∏
p=1
{(
τp ⊗ id)(R)q−ζ (n−p)⊗ζ (n)S[p](S[p+1])−1}. (A.26)
Therefore,
Δ
(M(+)(x))J = S[1]C[+]1 (xqh2)S[0](S[1])−2q−ζ (n)⊗ζ (n) (τ ⊗ id)
(
n∏
k=1
Δ′
(
C[+k](x)
))
×
n−1∏
p=1
{(
τp ⊗ id)(R)q−ζ (n−p)⊗ζ (n)S[p](S[p+1])−1}, (A.27)
where we have also used (111) to reexpress the first factor. To reorganise factors in the product,
we use recursively the following relation, derived from the quasitriangularity property (10):
(
τp ⊗ id)( n∏
k=1
Δ′
(
C[+k](x)
)) (
τp ⊗ id)(R) = (τp ⊗ id)(R)(τp ⊗ id)( n∏
k=1
Δ
(
C[+k](x)
))
,
which, using (A.25) and (A.23), can be rewritten as,
(
τp ⊗ id)( n∏
k=1
Δ′
(
C[+k](x)
)){(
τp ⊗ id)(R)qζ (n−p)⊗ζ (n)S[p](S[p+1])−1}
= {qζ (n−p+1)⊗ζ (n)(S[p])2(S[p+1])−1(S[p−1])−1Ĵ [p](S[p])2(S[p+1])−1 (A.28)
× C[+(p+1)]1 (x)
(
S[p]
)−1
q−ζ (n−p)⊗ζ (n)
}(
τp+1 ⊗ id)( n∏
k=1
Δ′
(
C[+k](x)
))
. (A.29)
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Δ
(M(+)(x))J = S[1]C[+]1 (xqh2)(S[2])−1Ĵ [1]
×
n∏
p=2
{(
S[p−1]
)2(
S[p]
)−1
C
[+p]
1 (x)
(
S[p]
)2(
S[p−1]
)−2(
S[p+1]
)−1
Ĵ [p]
}
× (τn ⊗ id)( n∏
k=1
Δ′
(
C[+k](x)
))
,
=
n∏
p=1
{
S[p]C[+p]1
(
xqh2
)(
S[p+1]
)−1
Ĵ [p]
} n∏
k=1
C
[+k]
2 (x), (A.30)
where we have used (A.24) and the nilpotency of τ . We finally multiply this expression by
M(+)2 (x)−1, and this concludes the proof. 
Lemma 8. Under the hypotheses of Theorem 9, we have
(
π f ⊗ π f)(W12 − W˜12)(x) = 0,
with
W12(x) = C[+]1
(
xqh2
){
B2(x)
(
S
[2]
12
)−1
Ĵ
[1]
12 S
[2]
12 B2(x)
−1}C[−]2 (x)−1,
W˜12(x) = C[−]2 (x)−1
{(
S
[1]
12
)−1
R̂12S
[1]
12
}
C
[+]
1
(
xqh2
)
.
Proof. A direct computation leads to
(
π f ⊗ π f)((S[1]12 )−1R̂12S[1]12 )= 1 ⊗ 1 + (1 − q−2)∑
i<j
q
2(i−j)
(n+1) Ei,j ⊗Ej,i,
(
π f ⊗ π f)(B2(x)(S[2]12 )−1Ĵ [1]12 S[2]12 B2(x)−1)
= 1 ⊗ 1 + (1 − q−2)∑
i<j
q
3(j−i)
(n+1) νj+1
νi+1
Ei,j ⊗Ej+1,i+1,
(
π f ⊗ π f)(C[−]2 (x)−1)= 1 ⊗ 1 + n∑
k=1
q
k−1
n+1 νk+1 1 ⊗Ek+1,k,
(
π f ⊗ π f)(C[+]1 (xqh2))= 1 ⊗ 1 +∑
i<j
∑
k
(−1)i−j q− (j−i)(i+j−7)2(n+1) −2δi<kj
j∏
l=i+1
ν−1l Ei,j ⊗Ekk.
Using these intermediary results, it is then straightforward to check the announced result. 
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A simpler alternative construction of M(x) solution of the SQDBP can be done in the rank
one case. This suggests a deeper relation between primitive representations of reflection algebras
and dynamical coboundaries but we unfortunately have not been able to generalize the present
method for Uq(sl(n + 1)) with n 2. The proof is however so simple that we have not resisted
to include it here.
Lemma 9. Let us define a map G :C → Uq(sl(2))⊗2 by G12(x) = B1(x) 12 R12(x)K−112 B1(x)−
1
2 ,
we have the following dynamical quasitriangularity property
(Δ⊗ id)(G(x))= F12(x)G13(xqh2)G23(x)F12(xqh3)−1. (A.31)
Moreover G(x) is an element of Lq(sl(2))⊗2. As a result we have also F12(xqh3) ∈ Lq(sl(2))⊗3,
and (id ⊗ id ⊗ E)(F12(xqh3)) = 1 ⊗ 1 for any primitive representation E of Lq(sl(2)).
Proof. It is straightforward, using the quasitriangularity property (9) for R, the Dynamical co-
Cycle Equation (73) and the zero weight property of F(x), to obtain that G(x) satisfies the
dynamical quasitriangularity equation. From the explicit expression of R(x) and from the iso-
morphism between Uq(sl(2)) and Lˆq(sl(2)) we have the property G(x) ∈ Lq(sl(2))⊗2. (This is
the step we are not able to generalize in the higher rank case.) The other properties are trivial. 
Proposition 11. Due to the previous lemmas, for any primitive representation E of Lq(sl(2)), it
makes sense to define the following map from C to Lq(sl(2)) by
M(E)(x) = (id ⊗ E)(G(x)). (A.32)
For any E, M(E)(x) verifies the QDBE. Its explicit expression is given by (121) up to trivial
gauge transformations.
Proof. Using previous lemmas and the fact that E is a morphism, we have
Δ
(
M(E)(x)
)= (Δ⊗ E)(G(x))= (id ⊗ id ⊗ E)(F12(x)G13(xqh2)G23(x)F12(xqh3)−1)
= F12(x)M(E)1
(
xqh2
)
M
(E)
2 (x)
which concludes the proof of the Dynamical coBoundary Equation. The explicit expression (121)
is recovered from (A.32) by a trivial computation. 
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