The International Telecommunication Union (ITU) Regional Radio Conference short jobs, using several hundreds of CPU hours, in a period of less than 12 hours.
Introduction 1
The RRC06 is the second session of the Regional Radiocommunication Confer- Grids for e-ScienE, [5] ) and supported by the IT department of the European 37 Organization for Nuclear Research (CERN) was deployed, which extended the 38 computing capacity and improved dependability,
39
The nature of the problem required dynamic workload-balancing and low-40 latency access to the computing resources. This fundamental requirement was 41 satised both by the ITU system, with its dedicated resources, and by the 42 Grid system, by using high-level tools and appropriate customization of its 43 infrastructure.
44
In this paper, we describe in section 2 the RRC06 planning process and in The ITU Constitution 1 states that the radio-frequency spectrum is a limited 51 natural resource that must be used rationally, eciently and economically, in 52 conformity with the provisions of the Radio Regulations, so that countries or 53 groups of countries may have equitable access to it [6] . 
111
The ITU-R and the European Broadcasting Union (EBU) [9] iterations. The load balancing was handled dynamically at runtime.
176
The workload for each compatibility analysis run at the RRC06 corresponded 177 2 The static optimization of the load is an ability to a priori cluster the requirements, so that the execution time of each cluster is equal. Table 2 Performance of the ITU system (84*2 simultaneous processes) during compatibily analysis calculations 
233
The performance of the ITU system is reported in Table 2 , where the total 234 workload of atomic calculations N calc , the number of tasks N task , the total time 
The tools 271
To run RRC06 compatibility analysis application Ganga and DIANE tools 272 were used. Table 3 Summary of RRC06 compatibility analysis iterations.
them available.
300
The ITU personnel updated the software packages with 2 hours' notice. In this 301 time window the grid system had to be up and ready to start the computation 302 at full speed, as soon as the update was available.
303

The infrastructure 304
The access to the computing resources on the Grid for the RRC06 use was im- 
332
Contrary to the ITU system which used a xed set of resources, in the Grid 333 resources are dynamic: a dierent set of worker nodes is used at each iteration.
334
The worker node characteristics such as the CPU and memory also show 335 large variations. Therefore a direct comparison of t total and t worker parameters 336 between ITU and Grid runs is not possible.
337
The eciency of the system depends on the Grid job submission latency, e-338 ciency of task scheduling and workload balancing. Fig. 8,9 show the workload 339 distribution for selected runs. N w worker agents are submitted at t 0 = 0. In 340 the submission phase, t < t 1 , the throughput of the system is limited by the 341 submission latency. As the pool of worker nodes increases the target of N w 342 workers is reached at time t 1 . In the main processing phase, t 1 < t < t 2 , 
