important.
sification by using spectrum power, adaptive auto-regressive On the other hand, neural networks are very useful technology model and linear classification, space patterns and linear for pattern classification. Especially, multilayer neural networks classification, hidden Markov models, and so on [4] . Furthertrained through the error back-propagation algorithm have been more, application of neural networks have been also discussed widely used in a wide variety of field.
3[5[7I 1 11
In this paper, the neural network is applied to Amplitude of the FFT of the brain waves are used for the input
In this paper, the multilayer neural network is applied to data. Several kinds of techniques are introduced in this paper. the BCI. Especially, efficient pre-processing techniques are Segmentation along the time axis for fast response, nonlinear introduced in order to achieve high probability of correct normalization for emphasizing important information with small mental task classification. Simulation were carried out by using f (x) = Since the amplitude response is symmetrical, only the right important. In order to avoid effects of time delay, which is hand side is used. Furthermore, the amplitude response of not essential, the brain wave is Fourier transformed and its the seven channels are simultaneously applied to the neural amplitude is used to express feature of the brain wave. The network. An example of the neural network input is shown in segment of the brain wave with 0.5 sec length includes 125 Fig.6 . In this figure, the left hand side shows the input before samples. The amplitude of the FFT of the segment is shown the nonlinear normalization, and the right hand side is that in Fig.4 . after normalization. 
IV. MENTAL TASK CLASSIFICATION BY USING NEURAL
signal is symmetrical, then a half number of them is actually NETWORK used. Figure 7 shows the learning curves for mental task A multilayer neural network having a single hidden layer classification. In this figure, fcorrect classification ratef, that is used. Activation functions used in the hidden layer and the is Pc, is the average over five mental tasks. From this result, output layer are sigmoid functions. The number of input nodes the number of samples of 20 is best. is 10samplesx7-channels=70. Five output neurons are used for five mental tasks. Therefore, only one output neuron will 1 respond to the applied input data. In the training phase, the -o0.8 target for the output is binary, like (1, 0, 0, 0, 0) . In the testing .06 phase, the maximum output becomes the winner and the cor-100 responding mental task is assigned. However, when the winner 04 have small value, estimation becomes incorrect. Therefore, the 0.2 answer of the neural network is rejected, that is any mental task Table I shows the number of correct and error classifications The brain waves with 10sec length for five mental tasks and their probability. were measured 10 times. Therefore, 10 data sets are available. Among them, 9 data sets are used for training and the rest one testing data set. Thus, 5 independent trials were carried out, and classification accuracy is evaluated based on the average Mental Task B M L R C Reject Pc Pe over 5 trials [2] . 
Aim of the segmentation is to make the BCI response fast. Nt = Nc + Ne + Nr (4) On the other hand, the length is limited to 0.5 sec for example.
Rate PC (5) In this section, effects of this short length is investigated. As PC + Pe described in the previous section, The 10 sec length of the
In the above equations, Nc is the number of correct classifi-brain waves is divided into 0.5 sec, which has 125 samples. cations, Ne is the number of error classifications, and Nr is The learning curves are shown in Fig.8 . A. Effects of Number of Samples Before the segmentation, effects of the number of samples, Furthermore, the probability of correct and error classificathat is the amplitude of FFT, is investigated. The successive tions and their rate, that is Pc, Pe and Rate, are shown in samples are averaged and this average is used to express the Tabel II. The probabilies were averaged over the iterations amplitude. The number of samples is reduced from 2,500 from 4,001 to 5,000. From these results, accuracy of the to 250, 100, 50, 20. Since, the amplitude of FFT for real segmentation is almost the same as that of using all data. reference, linear normalization, by which the sample values 0.5 sec segments. The probability of correct classifications is are linearly normalized from 0 to 1, is also used for reference. from 30% to 60% for four subjects. Therefore, the proposed The segmentation is used, and 125 samples are reduced to 20 method, which employs the amplitude response of the FFT, samples by averaging.
the nonlinear normalization, the averaging and the rejection,
The learning curves are shown in Fig.9 can provide higher probability of correct mental classification. 
