We i n troduce a broad class of semiparametric estimates of the long memory parameter for stationary time series. A leading \Box-Cox" sub-class, indexed by a single tuning parameter, interpolates between the popular log periodogram and local Whittle estimates, leading to a smooth interpolation of asymptotic variances. The bias of these two estimates also di ers to higher order, and we also show h o w bias, and asymptotic mean squared error, can be reduced, across the class of estimates studied, by means of a suitable version of higher-order kernels. We thence calculate an optimal bandwidth (the number of low frequency periodogram ordinates employed) which minimizes this mean squared error. Finite sample performance is studied in a small Monte Carlo experiment, and an empirical application to intra-day foreign exchange returns is also included.
Introduction
The memory or self-similarity parameter of a Gaussian stationary time series x t , t = 0 1 : : : , can be de ned by means of the representation f( ) C 1;2H as ! 0 + (1) 1 Research supported by a Leverhulme Trust Personal Research Professorship and ESRC Grant R000238212
2 Research supported by a \Prix a S a vant," Universit e Catholique de Louvain.
for the spectral density f( ) o f x t , de ned by C o v(x 0 x t ) = R ; f( ) c o s j d . In (1), \ " indicates that the ratio of the left-and right-hand sides tends to one, and 0 < C < 1 (2) 0 < H < 1:
When 0 < H < 1 2 (so f(0) = 0) there is said to be negative memory when H = 1 2 , (so 0 < f (0) < 1) there is said to be short memory, and when 1 2 < H < 1 (so f(0) = 1), there is said to be long memory. The model (1) is silent about the behaviour of f( ) a way from zero frequency though it must be integrable, nonnegative and even on ; ], it need not be smooth, and can have poles and/or zeroes. Indeed, Robinson(1995a,b) showed that two leading \semiparametric" estimates of H, based on an observed sequence x t , t = 1 : : : n , h a ve desirable asymptotic properties in such a broad settingthese are the log periodogram which originated in Geweke and Porter-Hudak (1983) , and the semiparametric Gaussian or local Whittle estimate which originated in K unsch (1987) .
Both estimates depend on a bandwidth parameter m, t h e n umber of low frequency periodogram ordinates employed in the estimation, and both are p m-consistent, where m increases as n increases, but more slowly. They are thus less e cient than p n-consistent estimates which employ information across the whole Nykvist band ; ] on the basis of a complete niteparameter model for f( ), such as a fractionally integrated autoregressive moving average (FARIMA) model, as shown in the case of Whittle estimates by F ox a n d T aqqu (1986) . However, such estimates are generally inconsistent if the parameterization is misspeci ed, as is the case in FARIMA models if either the autoregressive o r m o ving-average orders are under-speci ed, or both are over-speci ed. The greater robustness of the semiparametric estimates might then be preferred, at least when n is large enough (as is typically the case in nancial series) to permit a choice of m that a ords acceptable precision. Recently, Moulines and Soulier (1999) , Hurvich (2000) have s h o wn that a global version of log periodogram estimation, in which robustness to high frequency behaviour is achieved by a form of series expansion across all frequencies, is capable of achieving a faster rate of convergence of mean squared error (namely log n=n) t h a n a n y of the local estimates proposed herein. However, this depends on f( )= 1;2H being globally analytic, across ; ], which i s t r u e i n c a s e o f F ARIMA models but not, for example, for Gegenbauer models (see Gray, Zhang, and Woodward (1989) ), in which a spectral pole at some nonzero frequency is entertained, due to cyclic behaviour. Our estimates are capable of achieving a convergence rate that is arbitrarily close to log n=n, but our smoothnes asumptions on f( )= 1;2H near zero frequency fall short of analyticity, while elsewhere f( ) need not even be continuous at other frequencies, it can have poles and zeroes, and it need not even be in L p , f o r a n y p > 1. On the other hand, ideas similar to those of the present paper could be applied to broaden the estimates considered by Moulines and Soulier (1999) , Hurvich (2000) , and give improved properties under similar conditions to ours.
The following section introduces notation and our class of estimates. Aside from the M-estimation and higher-order kernel aspects discussed above, we also allow for di erent implementations of the estimates corresponding to alternative asymptotically equivalent v ersions of (1), a leading one being f( ) Cj1 ; e i j 1;2H as ! 0:
(4) For example, the Geweke and Porter-Hudak (1983) original version of the log periodogram estimate is based on (4), while Robinson (1995b) is based on (1), but both have the same rst-order asymptotic properties (see Robinson (1995b) ). However, the errors in the approximations in (1) and (4) can di er from each other, and this can a ect higher-order analysis. Section 3 presents results for bias, variance, mean squared error and optimal bandwidth. Their derivations are discussed in Section 4 and a special case is treated in Section 5. Monte Carlo simulations and an empirical application appear in, respectively, Sections 6 and 7.
Higher-Order Kernel Estimates
For any i n teger q 1 w e i n troduce a user-chosen real-valued function k q (u), 0 u 1, such that
Also, de ning
we suppose that k q (u) satis es U iq = 0 0 i < q
U6 = 0:
We call k q (u) satisfying (5)-(8) a q-th order kernel. Perhaps the most analytically convenient class of k q (u) i s k q (u) = q P j=0 a j u 2j 0 < u < 1:
where we can derive explicit formulae for the a j to satisfy (5)-(8). Next, we denote by (z) a user-chosen, real-valued monotonic function. We shall stress in particular the \Box-Cox" class 
based on a record of observationsn x t t= 1 : : : n , and for brevity denote I j = I( j ) j = 2 j=n (12) for integer j. Denote by m a user-chosen integer such t h a t 1 m < n = 2. Finally, denote by g( ) a user-chosen non-negative function that is asymptotic to , to the extent t h a t g( ) = + G 3 + o( 3 ) as ! 0 + :
Two leading choices of g( ) a r e g (1) ( ) =
(cf. (1) ), where G = 0 , a n d g (2) ( ) = 2 sin =2 
The omission of frequency 0 = 0 (and n = 2 ) from (16) permits x t to have u n k n o wn mean, since I j is invariant t o l o c a t i o n s h i f t f o r 1 j n=2. To relate (16) to the existing literature on semiparametrically estimating H, w e focus on the extreme choices of in (10) 
Using formulae in Section 5 below, (7) for i = 0 , q = 1 implies a 1 = 0 in (9), so that, applying also (5),
to explain why w e t o o k q 1 at the start of the section. We t h us nd thatĤ 1m ( 0 g (2) k ) is the log periodogram estimate of Geweke a n d P orterHudak (1983), whileĤ 1m ( 0 g (1) k ) is the log periodogram estimate of Robinson (1995b) , whereasĤ 1m ( 1 g (1) k ) is the Gaussian semiparametric estimate of K unsch (1987), Robinson (1995a) . Choosing between 0 and 1 i n terpolates between these estimates and turns out to produce an intermediate asymptotic variance (between 2 =24 for = 0 and 1/4 for = 1). On the other hand, for given , and using a higher-order kernel, in particular taking q 2 in (9), has the potential for reducing asymptotic bias, and thence asymptotic mean squared error. The choice of g, among those satisfying (13), does not a ect asymptotic variance, but it can a ect bias and thus mean squared error, even possibly in terms of rates of convergence.
Asymptotic Bias and Mean Squared Error
We re ne (1) by assuming that
where (2), (3) and (13) (23) Note that h i is the 2ith derivative o f h( ) a t = 0, so that (23) is tantamount to assuming that f( )=g 1;2H ( ) i s 2 q-times continuously di erentiable at = 0 . F or q = 1, this is a special case of an assumption employed by Robinson (1995a,b) to ensure that the bias of the log periodogram and Gaussian semiparametric estimates is negligible in the central limit theorem, but the stronger smoothness conditions a orded by ( 2 3 ) w h e n q 2 c a n b e exploited by t h e q-t h o r d e r k ernel k q ( ) to further reduce the order of magnitude of the bias. It is important to stress that, for a given f( ), changing the choice of g( ) in (22) will a ect the h i , in a manner that depends also on H. F or example, suppose we commence from the form f( ) = Cg (2) ( ) 1;2H h (2) ( )
where h (2) ( ) is the spectrum of an autoregressive m o ving average (ARMA) process, so that x t is a FARIMA. Then we can instead write
where h (1) ( ) = fg (2) ( )=g (1) ( )g 1;2H h (2) ( ). Indeed, in case of a FARIMA(0, H ; 1=2,0) process, we h a ve h (2) ( ) 1, all of whose derivatives are zero, whereas h (2) ( ) has nonzero derivatives. For simplicity, w e suppress reference to g in much of our notation. It is necessary to assume some smoothness in (z) in order to demonstrate improvements as q increases, and for convenience we assume it is in nitely di erentiable and that, with (u) (z) denoting u-th derivative,
where K is a positive constant independent o f u, a n d Z denotes a 1 2 X 2 2 random variable. Notice that in case of (10), (11), the inequalities (26) are automatically satis ed -see (42)- (44) We observe that for simplicity n o t r i m m i ng (omitting of contributions from the very lowest Fourier frequencies) has been allowed for in (16). We c a n d o so, and it may facilitate asymptotic theory, noting that Robinson (1995b) required trimming in his central limit theorem forĤ 1m ( 0 g (1) k ) h o wever, for the alternative log periodogram estimateĤ 1m ( 0 g (2) k ), and under somewhat di erent conditions, Hurvich, Deo, and Brodsky (1998) avoided trimming, while no trimming was required by Robinson (1995a) for the Gaussian semiparametric estimateĤ 1m ( 1 g (1) k ).
Bearing in mind that in general,Ĥ qm ( g k ) is only implicitely de ned, we consider the asymptotic bias and asymptotic mean squared error based where AsyEfAg represents the leading term in EfAg, AsyvarfAg the leading term in VarA and AsymsefAg the leading (competing) terms in the mean squared error of A, neglecling terms that are always dominated (for any m sequence). A full treatment of the actual mean squared error ofĤ qm ( g k ) would be extremely lengthy, especially when the estimate is only implicitely de ned, and at this point in time, given the central limit and mean squared error results of special cases in Robinson (1995b) and Hurvich, Deo, and Brodsky (1998) does not seem of su cient i n terest to justify such space. Notice that such a treatment w ould commence from a consistency proof, and in general this would cover only existence of a consistent root of (16) 
Also, AM is minimized bŷ m = m q ( q k ), given bŷ
n 8=9 G 6 = 0 a n d q > 2:
We mention connection with other work. Graf (1983) discussed M-estimation of parametric long memory models in the frequency domain, employing information from the entire Nyqvist band, and with a heuristic treatment o f asymptotic theory. On the other hand, Andrews and Guggenberger (2000) reduce the bias, and hence the mean squared error, of the version of he log periodogram estimate of Robinson (1995b) . They employ not higher-order kernels, but incorporate suitable additional variables in the log periodogram regression, to derive results that correspond to ours, providing more rigorous proofs than ours in their more specialized setting.
Partial Proof Details
We focus on the derivation of (27)- (29) In case = 1 in (10), this follows directly from the proof of (4.8) of Robinson (1995a) . The latter proof is also employed when (z) is nonlinear, but in addition, one has to consider a Taylor approximation of A 4 . The \linear" term will dominate, but the I j and the I "j also appear in the denominator, and here the Gaussianity is useful, c.f. Hurvich, Deo, and Brodsky (1998) . The proof is extremely lengthy, and therefore omitted. We conclude from the above discussion that AsyEfAg, AsyvarfAg and AsymsefAg are the leading terms in respectively, A 1 , V (A 2 ), and A 2 1 + V (A 2 ) a s g i v en above.
A Special Case
It is of interest to specialize the formulae of Section 3 in case of the higherorder kernel (9) with q 2, and the Box-Cox family (10), (11), focussing on the case (14) 
Thus, denoting by D the (q + 1 ) (q + 1) matrix with (i j)th element 2(i + j ; 2)=(2i + 2 j ; 3) 2 for i = 1 : : : q , j = 1 : : : q+ 1 a n d ( q + 1 j )th element 1 =(2j ; 1), j = 1 : : : q+ 1 , a n d b y d the (q 1)th vector all of whose elements are zero except for the (q + 1)st, which i s u n i t y, and writing a (q) = ( a 0 : : : a q ) 0 Further, because of (37) and also It follows that, for the Box-Cox class (10), (11), the formulae (27)-(35) are all invariant t o C.
It is likely that the cases = 0 1 of (10), (11) will be of premier interest, so we g i v e their asymptotic bias, mean squared error and optimal bandwidth, allowing for a general qth-order kernel and taking G = 0, i.e. with g given by (14). 6 Finite Sample Performance
To further examine the implications for both choice of kernel order, and choice of within the Box-Cox class of M-estimates, a Monte Carlo study was carried out. Three types of Gausian models were employed: 1. FARIMA(0,H-1/2,0) 2. FARIMA(1,H-1/2,0) with autoregressive coe cient 0.5. 3. Gegenbauer FARIMA with poles at frequencies 0 and =4 o f i n tensities H/2-1/4 and 1/4 respectively. Model 1 is the simplest possible setting for comparisons across H, and kernel order. In Model 2, the competing in uence of an AR spectral peak near frequency zero is examined. The cyclic pole in Model 3 does not a ect the asymptotic properties described in the previous section, but is liable to impact on nite sample behaviour to some degree (indeed disastrously if m is chosen large enough). For each of these models three values of H were used: H = 1 4 H = 1 2 H = 3 4 corresponding respectively to moderate antipersistence, short memory and moderate long memory. In each o f t h e 3 3 = 9 cases, 1000 replications of series of length 1000 were generated according to the approach used in Robinson and Henry (1999) for Models 1 and 2, and Gray, Zhang, and Woodward (1989) for Model 3. For each series generated, 4 3 2 = 24 estimateŝ H qm ( g k ) w ere computed, such t h a t (z) = (z) = 0 1 2 1 k(u) = (9) q = 1 2 3 4 (see (21), (39)- (41)) g( ) = (14), (15): Thus as well as versions of the familiar log periodogram and Gaussian semiparametric estimates ( = 0 1), we considered an intermediate, \square-root" estimate ( = 1 2 ). The coe cients for the four kernels are given in (21), (39)- (41) one expects, at least for large enough n, most scope for bias reduction for g( )=(15) in case of Model 1, but not necessarily in Model 2. The bandwidth m is determined separately in each case, according to an automatic, data-dependent, optimal procedure in which t h e h i are approximated by a periodogram regression near zero frequency, extending the method proposed in Henry and Robinson (1996) . Tables 1, 2 and 3 correspond to Models 1, 2 and 3 respectively, e a c h representing Monte Carlo bias, root mean squared error (rmse) and average automatic m for 3 = 72 estimates, and each split into two subtables according to the choice of g.
Since the Monte Carlo experiment is carried out with an optimal selection bandwidth, any i m p r o vements should appear in the rmse's only, a n d not in the biases. Indeed, the bandwidths increase monotonically in kernel order q. T h e a veraged m are smallest for H = 0 :75 (long memory). In the FARIMA(1,H-1/2,0), are smaller for H = 0 :5 than for H = 0 :25, but the converse is true for the other models. There seems to be some sensitivity of averaged selected bandwidths to only in case the series have an autoregressive component or a Gegenbauer seasonal peak. In case the series follow a F ARIMA(1,H-1/2,0), m decreases when increases in 17 out of 24 cases for kernels of order 0 and 2, and the converse is true in 17 out of 24 cases for kernels of order 3 and 4. In case the series follow a Gegenbauer seasonal FARIMA, averaged selected bandwidths decrease when increases in 19 out of 24 cases for kernels of order 0 and 2, and the converse is true in 18 out of 24 cases for kernels of order 3 and 4. There is surprisingly little sensitivity of m to g, e v en though, for FARIMA (0,H-1/2,0), the h i 's are all zero when g follows (15) and all non zero for (14).
We n o w consider the rmse's. For Model 1, rmse is always minimized by kernel order q = 2, while on the other hand q = 3 performs worst in 16 out of 18 cases. For FARIMA(1,H-1/2,0), q = 1 i s a l w ays best when H = 0 :25 and H = 0 :5, and q = 4 is worst in 15 out of 18 cases. On the other hand, q = 2 is always most e cient w h e n H = 0 :75, and it is especially notable that q = 1 comes third in 2 cases and fourth in 2 cases, so that here, the higher-order kernels with q = 3 and 4 also a ord some improvement o ver the unweighted estimate. This support of higher-order kernels is underlined by the fact that the long memory case is often the most interesting in practice.
Final, for the Gegenbauer Model 3, all higher-order kernel procedures are very ine cient, presumably because of a failure of the automatic bandwidth procedure to respond to leakeage from the pole at frequency =4.
The rmse is noticeably sensitive t o , decreasing when increases in 92 out of 144 cases. However, interestingly, i n a n umber of cases, the new, intermediate estimate with = 1 2 performs best. Finally, there is no signi cant pattern of dependence of rmse's in H.
To analyze Monte Carlo bias, a di erent experiment w as run with xed bandwidths m = 64, 128 and 256, and focussing only on the FARIMA(0,0.25,0) case. The Monte Carlo biases and rmse's (based again on 1000 replications) are reported in table (4). In all cases, the better bandwidth is undoubtedly 256 which s h o ws that the automatic bandwidth selection procedure for q = 1 tends to undersmooth.
As expected, cases q = 1 a n d q = 2 are indistinguishable from the point of view of Monte Carlo rmse's when the bandwidth is the same. More surprisingly, Monte Carlo biases are also very similar. The sensitivity of biases to is quite marked on the other hand, with biases increasing with in 46 out of 48 cases, and this from slightly negative v alues when = 0 to slightly positive v alues when = 1 in 42 out of 48 cases. The rmse's decrease when increases in 40 out of 48 cases. In 7 of the 8 remaining cases, the increase is by 2 % o r l e s s .
Overall in this study, w e nd evidence that a kernel of order q = 2 can improve estimation, but little evidence that a larger order can exploit the local smoothness available in the models considered. So far as is concerned, the new estimate with = 1 2 emerges as a useful choice, able to intermediate between the log periodogram and Gaussian semiparametric estimates, sometimes having better nite sample properties than either.
7 Application to Intra-Day F oreign Exchange Volatility
The focus of this application is the estimation of long memory in nonlinear transformations of returns intra-day F oreign Exchange (FX) rates. We study three sets of FX returns, on the DEM/USD (Deutsch Mark Dollar), JPY/USD (Yen Dollar) and GBP/DEM (Sterling Dollar), covering the period from the beginning of October 1992 to the beginning of March 1993
(26 weeks, week-ends excluded) and rst investigated in the context of long memory estimation by Henry and Payne (1997) . These return series are ltered transcriptions of the tick-by-tick quotation series which appear on the Reuters FXFX page. Each quote encompasses a timestamp, bid and ask quotation pair, plus identi ers which a l l o w one to determine the inputting bank and its location. In this study we ignore the identi cation of the inputting institution, using the tick-by-tick data solely to construct a homogenous time-series in calendar time. The basic horizon over which w e calculate returns is 10 minutes. This yields, for each currency, a time-series with 18720 observations (130 days with 144 observations each). The choice of this data series was motivated by the extensively documented daily seasonality in absolute, squared and log squared returns (and other transformations of the latter). For an extensive description of this seasonal pattern and its market microstructural interpretations, see Payne (1996) . This seasonal behaviour was modelled albeit for di erent e x c hange rates with a Gegenbauer model with possibly asymmetric poles at the daily frequency and its multiples in Arteche (2000) . It is therefore a type of data series for which long memory estimation is best performed with purely local methods, as opposed to the bias improved methods proposed by Hurvich (2000) and Moulines and Soulier (1999) which require the spectrum of the series under investigation to be globally analytic, a feature not shared by Gegenbauer seasonal models. 3 Long memory is estimated in absolute returns for the three exchange series 4 for three values of , t h e t wo h ypothesized speci cations (14) and (15) First of all, we notice there no in uence of the hypothesized local speci cation for g, and that the large similarities in results for the di erent e x c hanges lends plausibility to the hypothesis of a common factor, which m a y o r m a y not be interpreted as resulting from a common information arrival process a ecting volatility. Since all estimated values of H fall within the interval (0 1=2), such a common factor would be well modelled with a stationary long memory component.
Looking at the results of table 5 more in detail, we see that all estimated values lie in the interval (0.73,0.93) apart from the case where q = 3 a n d = 0. There is a clear increase in selected bandwidths with q and , w h i c h results in an increase in estimated values for H in , and estimated values with higher order kernels smaller than with a traditional kernel in 25 out of 27 cases.
Very similar results (not reported here) obtain on deseasonalized spectra, using a double window deseasonalization procedure described in Henry and Payne (1997) . This con rms both that the automatic bandwidth selection procedure is insensitive t o l o w leakeage peaks in the spectrum (which i s a rather undesirable feature), and that M-estimation of long memory (with or without higher-order kernels) is robust to the type of peaks present i n t h e specta of intra-day foreign exchange absolute returns. 
