Network models 1 Introduction
Knowledge and context have been used in other research areas such as information retrieval. Often, this takes the form of a spreading activation semantic network, in which the nodes represent the states the network can be in, and the edges represent the prior probabilities that these states are encountered subsequently or together.
Instead of applying the spreading activation on static problems, e.g. handwriting recognition, we apply it to a dynamic domain: auditory scenes.
The use of context in automatic handwriting recognition, copied from Côté et al. (1998) Hypotheses based on bottom-up audio features are matched to expectations that are formed by knowledge of the relations between the events and the context.
Network configuration for the identification of a reverberant impact sound in the context of cheering people. The best hypothesis at each level corresponds to a best explanation for the bottom-up evidence at that description level. The weights between the nodes reflect how strong the relations between events are.
All hypotheses hold a confidence value reflecting their support from relations to other events and the context. This confidence is computed by spreading activation through the network.
Dynamic network: the configuration is updated every time new bottom-up audio features are presented. We introduced a computational model for the analysis of dynamic auditory scenes. The differences with existing models of environmental sound recognition are the explicit use of knowledge the focus on identification of sound rather than classification
Our future work will include testing the model on databases of real events the appendage of grouped signal components as input to the model
