Abstract Real life phenomena found in various fields such as engineering, physics, biology and communication theory can be modeled as nonlinear higher order ordinary differential equations, particularly the Duffing oscillator. Analytical solutions for these differential equations can be time consuming whereas, conventional numerical solutions may lack accuracy. This research propose a block multistep method integrated with a variable order step size (VOS) algorithm for solving these Duffing oscillators directly. The proposed VOS Block method provides an alternative numerical solution by reducing computational cost (time) but without loss of accuracy. Numerical simulations are compared with known exact solutions for proof of accuracy and against current numerical methods for proof of efficiency (steps taken).
Introduction
Solving higher order ordinary differential equations (ODEs) directly via multistep method have been researched by authors many authors [1] [2] [3] [4] [5] [6] . In [7] , Suleiman proposed a divided difference formulation with variable order stepsize (VOS) capability. Techniques and strategies suggested in [7] allows for order and stepsize change subjected to certain criteria. Based on ideas in [7] , a two-point explicit and implicit block divided difference formulation was established in [8] and then implemented into a fully implicit backward difference formulation by Majid [4] . Ibrahim in [5] then derived a block backward differentiation formulae for solving stiff ODEs. In the current research, a predictor-corrector VOS algorithm is established in backward difference form for solving nonlinear duffing differential equations.
The backward difference formulation established, requires calculating the integration coefficients only once in contrast to the divided difference formulation which calculates the integration coefficients at every step size change. A recurrence relationship between explicit and implicit integration coefficients and coefficients of different orders is obtained and coded to reduce the amount of programming lines.
Systems of nonlinear higher order ordinary differential equations are found in phenomena in various fields such as physics, engineering and communication theory ranging from electrical circuits to modern telecommunications. The limitless applications of nonlinear higher order ordinary differential equations has made it the subject of interest of many researchers, particularly the Duffing oscillator.
The general form of the Duffing oscillator a second order non-linear initial value ordinary differential equation (ODE) y (t) + δy (t) + αy(t) + βy 3 (t) = γ sin ωt,
with the constants δ, α, β, γ and ω as a parameter.
Higher order ODEs such as the Duffing oscillator were previously reduced to a system of differential equations and solved using conventional numerical methods. The current work proposes to solve the Duffing differential equation directly using a variable order variable step multistep method, a two point block predictor-corrector (PeCe) formulation.
2 Predict-evaluate correct-evaluate backward difference mode with variable order variable step size
To formulate a two point PeCe block variable order stepsize backward difference algorithm, elements such as explicit-implicit integration coefficients and order-stepsize strategy are necessary.
Deriving the explicit-implicit integration coefficients
Consider a higher order ordinary differential equation
with the d th order ODE and the initial value condition given by Y (α) = η where
number of times and interpolating (y, y , . . . , y (d−1) ) by the Newton-Gregory backwards difference polynomial
for the predictor whereas
for the corrector where j = 0, 1, . . ., d. Let r denote the number of blocks, thus providing Predictor:
Corrector:
which can be rewritten as Predictor:
with coefficients denoted by the following integrals Explicit:
Finally, the variable order stepsize predictor-corrector backward difference algorithm has the following form Predictor:
By mathematical induction, the relationship between integration coefficients of different orders is obtained as follows Explicit coefficients:
Implicit coefficients:
In similar manner to [9] , the following recursive relationship between the explicit and implicit integration coefficients is obtained.
The next section details the order and step size strategy.
Order and step size
When implementing a variable order stepsize algorithm, the order and stepsize selection is crucial. In a VOS algorithm, the reliability of the method relies on the acceptance criteria where as the efficiency of the algorithm relies order and step size strategy. This is because a VOS multistep method depends on the back values stored. The order of a VOS algorithm can be increased depending on the previous back values stored and decreased by discarding the necessary amount of back values. An unbiased order strategy proposed by [7] adopted the selection criteria as suggested in [10] . Because of issues involving the stability and convergence of VOS techniques, Shampine and Gordon [10] recommends the restrictions on the ratio of successive steps. This is to ensure stability. Consider the current step size as h and the final step size as h end . By multiplying a safety factor of R with h for a conventional estimate of h end such that h end = Rh reduces the number of rejected steps.
In this research, a modified doubling and halving step change techniques is implemented based on the step size change algorithm introduced in [11] for Adam-Bashforth and AdamsMoulton based method in backward difference form (see Algorithm 1). Finally, the next section proceeds with the error estimate.
Error estimation
In this section, an estimation for the local error of each integration step is obtained similar to the approach suggested in [12] . Our estimation begins by denoting the predictor as follows
By applying a P k EC k+1 E algorithm, the corrector is denoted as follows
For computational purposes, the corrector is written in term of the predictor as follows
T emp := T emp1 := 1; 4:
Forb := 0, to Block step 1 5: Begin 6:
Forj := 1, to 12 step 1 7:
If (j = 0) 9:
Begin 10:
γ b,0,j := T emp1;
11:
End 12:
Begin 14:
T emp1 = T emp1 × By Milne error estimate, the local truncation error (LTE) can be written as the following formulation E (j)
Selection of a suitable p for E (d−p) k to control order and step size can be found in [13] . The asymptotic validity can be established using
Numerical results
Current simulation with numerical approximation for the Duffing oscillator can be obtained from works such as [14] [15] [16] [17] 
Problem 1
The equation y (x) + 2y (x) + y(x) + 8y 3 (x) = e −3t for 0 ≤ x ≤ 100 was obtained from [18] with initial value conditions y(0) = 
Problem 2 The equation y (x)+y(x)+y (x)+y
2 (x)y (x) = 2 cos x−cos 3 x for 0 ≤ x ≤ 100 was obtained from [19] with initial value conditions y(0) = 0, y (0) = 1 and y(x) = sin x as the exact solution. Figure 1 : Accuracy of DI, VOSBD and 2PBVOS method for Problem 1 Suleiman [3] is the benchmark for most VOS algorithm. In this research, the DI method acts as the standard of efficiency. An overall review of Table 1 so the competitive nature of the 2PBVOS method against the VOSBD and well within the range of efficiency provided by the DI method. For Problem 1, it is apparent that the 2PBVOS requires the least number of steps for each tolerance (with the exception when TOL=10 −2 ) while maintaining a level of accuracy similar to DI and VOSBD. On the other hand, results for Problem 2 shows the advantage of the 2PBVOS in terms of total step for larger tolerances, when TOL is between 10 −2 and 10 −6 . For finer tolerances (TOL 10 −8 and 10 −10 ), the 2PBVOS method is seen to be more accurate but, with the cost of compromising the number steps.
Problem 3 is a Duffing oscillator without any known exact solution. This problem was selected to test the accuracy of the 2PBVOS method. The approximated solution obtained by the 2PBVOS method is compared with conventional methods. Table 2 provides the approximated solution for the SHPM, SNM and 2PBVOS (tolerances 10 −1 , 10 −5 and 10 −10 ). Results show that the 2PBVOS becomes more accurate solution when a finer TOL is used.
A higher order Duffing oscillator (order 4) is considered to observe the capability of the 2PBVOS method when dealing with more difficult problems. The numerical results in Table 3 again features the comparison between the DI, VOSBD and 2PBVOS methods. And once again, the 2PBVOS is proven to require the least number of steps without lost of accuracy. Figure 1 to 3 illustrates efficiency of the methods. Here, efficiency of the methods is defined by the undermost curve of the provided graphs. The figures clearly show that the 2PBVOS has the undermost curve of all 3 methods with the exception of a few accuracy. In conclusion, it is apparent that the 2PBVOS method is a viable option for solving Duffing oscillators. The 2PBVOS also has the added advantage of being parallel programmable which will reduce computational cost even more.
