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Abstract
Interacting Fock space connects the study of quantum probabil-
ity theory, classical random variables, and orthogonal polynomials.
It is a pre-Hilbert space associated with creation, preservation, and
annihilation processes. We prove that if three processes are asymp-
totically commutative, the arcsine law arises as the “large quantum
number limits.” As a corollary, it is shown that for many probability
measures, asymptotic behavior of orthogonal polynomials is described
by the arcsine function. A weaker form of asymptotic commutativity
provides us a discretized arcsine law.
1 Introduction
The distribution µAs defined as
µAs(dx) =
dx
π
√
2− x2 ,
(
−
√
2 < x <
√
2
)
.
is called the arcsine law. In [9, Theorem 3.1] we have proved that the arcsine
law appears as the large number limit of quantum harmonic oscillator, in the
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framework of algebraic probability theory (also known as “noncommutative
probability theory” or “quantum probability theory”).
The purpose of this paper is to extend this phenomenon in general inter-
acting Fock spaces defined in [1]. The interacting Fock space is a triplet of
annihilation A, preservation B, creation C processes in a pre-Hilbert space.
The summation X = A + B + C provides us an algebraic random vari-
able. A usual random variable with finite moments is identical to some
algebraic random variable X in law. Based on this, we often call the equality
X = A +B + C a quantum decomposition.
For the random variable x on the Gaussian probability space
(
R,
exp(−x2/2)dx√
2π
)
,
we obtain a quantum decomposition X = A + C, (B = 0) with the canon-
ical commutation relation [C,A] = id. The interacting Fock space is the
pre-Hilbert space Γ = ⊕∞n=0CΦn. The operators A,C are described as fol-
lows: AΦ0 = 0, AΦn =
√
nΦn−1, CΦn =
√
n+ 1Φn+1. To consider the large
quantum number limit, we consider the moment sequence{〈(
X√
2k + 1
)m
Φk,Φk
〉}∞
m=1
.
Here we divide X by
√
2k + 1 to make the second moment 1. We have
already shown in [9, Theorem 3.1] that as the natural number k tends to
infinity, each moments tend to those of the arcsine law∫ √2
−√2
xm
dx
π
√
2− x2 .
As a corollary, asymptotic behavior of the Hermite polynomials can be de-
scribed by the arcsine law.
This convergence to the arcsine law occurs not only in the Gaussian case
but also in many other cases. To find a conceptual reason, we focus on the
commutation relation of the operators A, B, C. In the Gaussian case, the
operators A and C satisfy some asymptotic commutation relation modulo
variance. This weak form of commutativity is formulated in section 5. We
prove in Theorem 5.3 that the arcsine law appears as the large quantum
number limits under the commutativity. The assumption can be seen as one
of the reasons why the arcsine law often appears as classical limit of the
interacting Fock spaces and of orthogonal polynomials.
In the last part of this paper, we introduce a much weaker condition on
the commutativity of the three processes A, B, C. This condition provides
us discretized perturbations of the arcsine law.
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2 Basic notions
2.1 Algebraic Probability Space
Let A be a ∗-algebra. We call a linear map ϕ : A → C a state on A if it
satisfies
ϕ(1) = 1, ϕ(X∗X) ≥ 0, for X ∈ A.
A pair (A, ϕ) of a ∗-algebra and a state on it is called an algebraic probability
space. An element of A is called an algebraic random variable. We define
a notation for a state ϕ : A → C, an element X ∈ A and a probability
distribution µ on R as follows.
Notation 2.1. We use the notation X ∼ϕ µ when ϕ(Xm) =
∫
R
xmµ(dx) for
all m ∈ N. This stands for the identity between two moment sequences.
2.2 Interacting Fock space
Definition 2.2 (Jacobi sequence). A pair of sequences ({ωn+1/2}, {αn}) is
called a Jacobi sequence,
• if {ωn+1/2} are positive real numbers 0 < ω1/2, ω3/2, ω5/2, · · · labeled
by half natural numbers, and
• if {αn} are real numbers α0, α1, α2, · · · labeled by natural numbers.
In other literatures as [7, Definition 1.24], the sequence {ωn+1/2} is called
a Jacobi sequence of infinite type and given different labels.
Definition 2.3 (Interacting Fock space). Let ({ωn+1/2}, {αn}) be a Jacobi
sequence. An interacting Fock space Γω,α is a quadruple (Γ(C), A, B, C)
where Γ(C) is a pre-Hilbert space Γ(C) := ⊕∞n=0CΦn with inner product
given by 〈Φn,Φm〉 = δn,m, and A,B,C are operators defined as follows:
• A is the annihilation operator AΦ0 = 0, AΦn = √ωn−1/2Φn−1.
• B is the preservation operator BΦn = αnΦn.
• C is the creation operator CΦn = √ωn+1/2Φn+1.
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Definition 2.4. The summation X = A+B+C is expressed by the following
symmetric tridiagonal matrix:
X =

α0
√
ω1/2 0 · · ·
√
ω1/2 α1
√
ω3/2
. . .
0
√
ω3/2 α2
. . .
...
. . .
. . .
. . .
 .
This is called the Jacobi matrix.
Accardi and Boz˙ejko proved that every moment sequence Mm =
∫
R
xmdx
can be realized as that of an interacting Fock space 〈XmΦ0,Φ0〉.
Let A be the ∗-algebra generated by the matrices A,B = B∗, C = (A)∗
acting on the linear space ⊕∞n=0CΦn. Let ϕk be the state defined as ϕk(·) :=
〈 · Φk,Φk〉. Then (A, ϕk) are algebraic probability spaces labeled by k. The
asymptotic behavior of the sequence {(A, ϕk)} is the subject of this paper.
2.3 Interacting Fock spaces and orthogonal polynomi-
als
Theorems for interacting Fock spaces often have interesting interpretation in
terms of orthogonal polynomials. To see this, we review the relation between
interacting Fock spaces, probability measures and orthogonal polynomials.
Let µ be a probability measure on R having finite moments. Then the space of
polynomial functions is contained in the Hilbert space L2(R, µ). The Gram-
Schmidt procedure which provides orthogonal polynomials only depend on
the moment sequence.
Let {pn(x)}n=0,1,··· be the monic orthogonal polynomials of µ such that
the degree of pn equals to n. Then a relation among consecutive three terms
p0(x) = 1,
xp0(x) = p1(x) + α0p0(x),
xpn(x) = pn+1(x) + αn pn(x) + ωn−1/2 pn−1(x), n ≥ 1
holds, if we appropriately choose the real numbers αn, ωn−1/2. It is not hard
to prove that ωn−1/2 are positive, if the support of µ is an infinite set. Thus
we obtain a Jacobi sequence ({ωn+1/2}, {αn}) out of the measure µ.
Let Pn denote the normalized orthogonal polynomial pn/‖pn‖2. It has
been proved that the isometry U : Γω,α → L2(R, µ) : Φn 7→ Pn satisfies that
U∗xU = A+B+C, where x stands for the multiplication operator acting on
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L2(R, µ). See [7, Theorem 1.51] for the proof. This means that we can decom-
pose a measure-theoretic random variable into the sum of non-commutative
algebraic random variables. This crucial idea in algebraic probability theory
is called “quantum decomposition” in [6] (see also [7, Section 1.5]). Through
the equality U∗xU = A + B + C, we obtain the identity in the moments
A +B + C ∼ϕn |Pn(x)|2µ(dx).
Remark 2.5. For every algebraic probability space (A, ϕ) and every alge-
braic random variable X ∈ A, it is known that there exists a probability
measure µ on R which satisfies X ∼ϕ µ.
3 Quantum-Classical Correspondence for Har-
monic Oscillator
The interacting Fock space corresponding to ωn+1/2 = n+1, αn = 0 is called
“Quantum Harmonic Osillator”. For quantum harmonic oscillator, it is well
known that
X := A +B + C = A+ C
represents the “position” and that
X ∼ϕ0
1√
2π
exp
(
−x
2
2
)
dx.
That is, in n = 0 case the distribution of position is Gaussian.
The asymptotic behavior of the distributions of position was nontriv-
ial. What is the “Classical limit” of quantum harmonic oscillator? This
question, which is related to fundamental problems in quantum theory and
asymptotic analysis [4], was analyzed in [9, Section 3] from the viewpoint
of non-commutative algebraic probability with quite a simple combinatorial
argument. The answer is nothing but the arcsine law.
Theorem 3.1 (Theorem 3.1 in [9]). Let Γω,α := (Γ(C), A, B ≡ 0, C) be the
Quantum harmonic oscillator, X := A+C and µn be a probability distribution
on R such that
X√
2k + 1
∼ϕk µk.
Then µn weakly converges to the arcsine law µAs.
Here
√
2k + 1 is the normalization factor to make the variance one, that
is,
〈(
X√
2k + 1
)2
Φk,Φk
〉
= 1. Since it is easy to see that the arcsine law
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gives “time-averaged behavior” of classical harmonic oscillator, the result can
be viewed as “Quantum-Classical Correspondence” for harmonic oscillators.
As the case for the quantum harmonic osillator, we define the notion of
classical limit distribution for interacting Fock spaces. It is a distribution
to which the distribution for X under ϕn, after normalization, converges in
moment.
Definition 3.2 (Classical Limit distribution). Let Γω,α := (Γ(C), A, B, C)
be an interacting Fock space, X be A + B + C and µn be a probability
distribution on R such that
X − αn√
ωn+1/2 + ωn−1/2
∼ϕn µn.
A probability distribution µ on R is called a classical limit distribution of
Γω,α, if µn converge µ in moment.
By the normalizations −αn and ·/√ωn+1/2 + ωn−1/2, the measure µn has
mean 0 and variance 1.
Remark 3.3. Existence of a classical limit distribution depends on the Ja-
cobi sequence (ω, α). In many cases which historically attract attention, the
limit exists. See Remark 5.4.
Uniqueness of classical limit distribution relates to the moment problem.
Convergence in moment implies weak convergence in the case that the limit
distribution is the solution of a determinate moment problem [3, 5].
A classical limit distribution on an interacting Fock space is also a weak
limit of measures defined by square of orthogonal polynomials. For exam-
ple, in the case of Gaussian distribution, Theorem 3.1 implies the follow-
ing. Let Pk be the sequence of normalized Hermite polynomials. Then
|Pk (x)|2 exp(−x
2/2)√
2π
dx defines a sequence of probability measures whose sec-
ond moment is 2k + 1. The sequence of normalizations
√
2k + 1
∣∣∣Pk (√2k + 1x)∣∣∣2 exp(−(2k + 1)x2/2)√
2π
dx
weakly converges to the arcsine law µAs(dx) =
dx
π
√
2− x2 .
4 Two-sided infinite Jacobi sequences
In this section, we set up the framework to analyze classical limit distribu-
tions. We introduce two-sided infinite Jacobi sequences.
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Definition 4.1 (Two-sided Jacobi sequence). Let
ω =
{
ωm ≥ 0
∣∣∣∣ m = · · · ,−32 ,−12 , 12 , 32 , · · ·
}
,
α = {αn ∈ R | n = · · · ,−2,−1, 0, 1, · · · }.
be two-sided infinite sequences of reals satisfying one of the following condi-
tions (1) or (2):
(1) There exists a non-positive integer N such that
• if m < N , then ωm = 0,
• if m > N , then ωm > 0,
• and if n < N , then αn = 0.
(2) For every half integers m = · · · ,−3
2
,−1
2
,
1
2
,
3
2
, · · · , we have ωm > 0.
We call the pair (ω, α) a two-sided Jacobi sequence.
Definition 4.2 (Two-sided interacting Fock space). Let (ω, α) be a two-sided
Jacobi sequence. An interacting Fock space Γω,α is a quadruple (Γ(C), A, B, C)
consists of a pre-Hilbert space Γ(C) = ⊕∞n=−∞CΦn with inner product given
by 〈Φn,Φm〉 = δn,m, and operators A,B,C defined as follows:
• A is the annihilation operator AΦn = √ωn−1/2Φn−1.
• B is the preservation operator BΦn = αnΦn.
• C is the creation operator CΦn = √ωn+1/2Φn+1.
Definition 4.3. The summation X = A + B + C is expressed by the tridi-
agonal matrix X = [Xm,n]m,n∈Z whose matrix coefficients are given by:
Xm,n =

√
ωn−1/2, m = n− 1,
αn, m = n,√
ωn+1/2, m = n + 1,
0, |m− n| ≥ 2.
This operator X is called the two-sided Jacobi matrix of (ω, α).
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The matrix X is an algebraic random variable. Its moments with respect
to the state 〈·Φ0,Φ0〉 can be described by the matrix entries as follows:〈
X1Φ0,Φ0
〉
= α0,〈
X2Φ0,Φ0
〉
= ω−1/2 + α20 + ω−1/2,〈
X3Φ0,Φ0
〉
= ω−1/2α−1 + 2ω−1/2α0 + α
3
0 + 2ω1/2α0 + ω1/2α1,
· · · .
It is easily shown by induction that the matrix coefficients of Xm are
described by polynomials of {ωn+1/2}∪{αn}. Therefore we have the following
lemma.
Lemma 4.4. Let
{(
ω(k), α(k)
)}
k
be a sequence of two-sided Jacobi sequences
and let (ω, α) be a two-sided Jacobi sequence. Let X(k) and X be the corre-
sponding Jacobi matrices acting on ⊕∞n=−∞CΦn. If limk→∞ ω(k)n+1/2 = ωn+1/2
and limk→∞ α
(k)
n = αn for every integer n, then we have the following moment
convergence: lim
k→∞
〈(
X(k)
)m
Φ0,Φ0
〉
= 〈XmΦ0,Φ0〉.
5 The Arcsine law as classical limit distribu-
tion
5.1 Relative asymptotic commutativity (RAC1)
In this part, we propose a condition (RAC1) for the one-sided interacting
Fock space Γω,α. The conditions handle asymptotic behavior of the creation
C, the preservation B, and the annihilation A modulo the standard variance
ωn+1/2 + ωn−1/2.
Definition 5.1. The interacting Fock space is said to satisfy (RAC1), if the
commutators [A,C] and [A,B] are asymptotically zero in the following sense:
lim
n→∞
(AC − CA)Φn
ωn+1/2 + ωn−1/2
= 0, lim
n→∞
(AB − BA)Φn
ωn+1/2 + ωn−1/2
= 0.
Recall that 〈 · Φn,Φn〉 stands for the n-th state of the interacting Fock
space.
Lemma 5.2. The condition (RAC1) is equivalent to
lim
n→∞
ωn+1/2
ωn−1/2
= 1, lim
n→∞
αn − αn−1√
ωn+1/2 + ωn−1/2
= 0.
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Proof. The commutators [A,C] and [A,B] satisfy the following:
AC − CA
ωn+1/2 + ωn−1/2
Φn =
ωn+1/2 − ωn−1/2
ωn+1/2 + ωn−1/2
Φn,
AB − BA
ωn+1/2 + ωn−1/2
Φk =
αn − αn−1
ωn+1/2 + ωn−1/2
√
ωn−1/2Φn−1.
It is not difficult to show that if the conditions in the lemma holds, then the
above vectors converge to 0.
Conversely, we suppose that (RAC1) holds. In this case, we have
lim
n→∞
ωn+1/2 − ωn−1/2
ωn+1/2 + ωn−1/2
= 0, lim
n→∞
αn − αn−1
ωn+1/2 + ωn−1/2
√
ωn−1/2 = 0.
By the equality
2
1− ωn+1/2 − ωn−1/2
ωn+1/2 + ωn−1/2
− 1 = ωn+1/2
ωn−1/2
,
the first condition of (RAC1) implies that
lim
n→∞
ωn+1/2
ωn−1/2
=
2
1− 0 − 1 = 1.
The second condition means that
lim
n→∞
αn − αn−1
ωn+1/2 + ωn−1/2
√
ωn−1/2 = 0.
It follows that
lim
n→∞
αn − αn−1√
ωn+1/2 + ωn−1/2
= lim
n→∞
αn − αn−1
ωn+1/2 + ωn−1/2
√
ωn−1/2 · lim
n→∞
√
ωn+1/2 + ωn−1/2
ωn−1/2
= 0
√
2 = 0.
Now we obtain the conditions in the lemma.
The quantum harmonic oscillator introduced in section 3 satisfies the
above condition. The following theorem is the main result in this paper and
a generalization of Theorem 3.1.
Theorem 5.3. Let Γω,α := (Γ(C), A, B, C) be an interacting Fock space satis-
fying asymptotic commutativity (RAC1). Then the classical limit distribution
given in Definition 3.2 exists and is the arcsine law
dx
π
√
2− x2 .
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Proof. Let ({ωn+1/2}, {αn}) be a one-sided Jacobi sequence. Suppose that
(RAC1) holds. Consider the k-th state 〈 · Φk,Φk〉 and the normalized alge-
braic random variable
X(k) =
X − αk√
ωk+1/2 + ωk−1/2
acting on ⊕∞n=0CΦn. The matrix coefficients are described by
X(k)m,n =

ωn−1/2√
ωk+1/2 + ωk−1/2
, m = n− 1,
αn − αk√
ωk+1/2 + ωk−1/2
, m = n,
ωn+1/2√
ωk+1/2 + ωk−1/2
, m = n+ 1,
0, |m− n| ≥ 2.
To study asymptotic behavior of X(k) acting on ⊕∞n=0CΦn, we change the
index m,n = 0, 1, · · · , k, · · · to m,n = −k,−k + 1, · · · , 0, · · · , and exploit
two-sided interacting Fock space Γ(k) = ⊕∞n=−kCΦn. We now consider the
state 〈 · Φ0,Φ0〉 and algebraic random variable X˜(k) defined by
X˜(k)m,n =

ωn+k−1/2√
ωk+1/2 + ωk−1/2
, m = n− 1,
αn+k − αk√
ωk+1/2 + ωk−1/2
, m = n,
ωn+k+1/2√
ωk+1/2 + ωk−1/2
, m = n + 1,
0, |m− n| ≥ 2.
By the first condition of Lemma 5.2, neighboring ratio of {ωn+k+1/2}∞n=−k is
1. This implies that for every fixed integer n,
lim
k→∞
X˜(k)n−1,n =
1√
2
= lim
k→∞
X˜(k)n+1,n.
By the second condition of Lemma 5.2, lim
k→∞
αk − αk−1√
ωk+1/2 + ωk−1/2
= 0. Together
with lim
k→∞
ωn+k+1/2
ωk+1/2
= 0, this implies that for every n, lim
k→∞
X˜(k)n,n = 0.
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Now we exploit Lemma 4.4. Let X˜ be the two-sided infinite matrix
. . .
. . .
. . . 0 1/
√
2
1/
√
2 0 1/
√
2
1/
√
2 0
. . .
. . .
. . .

acting on ℓ2(Z). The bold zero 0 stands for the position of the matrix coef-
ficient 〈 · Φ0,Φ0〉. By Lemma 4.4, we have
lim
k→∞
〈(
X(k)
)m
Φk,Φk
〉
= lim
k→∞
〈(
X˜(k)
)m
Φ0,Φ0
〉
=
〈(
X˜
)m
Φ0,Φ0
〉
.
Via the Fourier transform ℓ2(Z) ∼= L2({eit}), we can identify the vector Φ0
with the constant function 1 on the circle T = {eit}, and the operator X˜
with the multiplication operator
1√
2
eit +
1√
2
e−it =
√
2 cos t.
Thus we have〈(
X˜
)m
Φ0,Φ0
〉
ℓ2(Z)
=
〈(√
2 cos t
)m
1, 1
〉
L2({eit})
=
∫ 2π
0
(√
2 cos t
)m dt
2π
=
∫ 2π
π
(√
2 cos t
)m dt
π
.
Replacing
√
2 cos t with x, we have
lim
k→∞
〈(
X(k)
)m
Φk,Φk
〉
=
∫ √2
−√2
xm
dx
π
√
2− x2 .
Remark 5.4. The theorem means that the arcsine law is turned out to be
the classical limit distribution in many cases. We pick up several examples.
(1) The interacting Fock spaces corresponding to uniform distribution χ[−1,1]dx,
is described by the Jacobi sequence
ωn+1/2 =
(n+ 1)2
(2n+ 1)(2n+ 3)
, αn = 0.
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(2) The quantum decomposition of the exponential distribution χ[0,∞)e−xdx
is given by the Jacobi sequence
ωn+1/2 = (n+ 1)
2, αn = 2n+ 1.
(3) q-Gaussians (−1 < q ≤ 1) are probability measure on R given by the
Jacobi sequence
ωn+1/2 = 1 + q + q
2 + · · ·+ qn, αn = 0.
The case of q = 1 corresponds to the Gaussian measure. The case of
q = 0 corresponds to the semicircle law
√
4− x2 dx
2π
of Wigner.
By Lemma 5.2, these interacting Fock spaces satisfy (RAC1).
Remark 5.5. Since the arcsine law is the solution of a determinate moment
problem, moment convergence implies weak convergence.
Remark 5.6. It is quite interesting to compare Kerov’s theorem on his
“Arcsine Law”which is different from the probability measure
dx
π
√
2− x2 but
closely related to it [8].
Theorem 5.3 implies the following asymptotic behavior of orthogonal poli-
nomials:
Corollary 5.7. Let µ be a prabablity measure such that the corresponting
Jacobi sequence ({ωn}, {αn}) satisfies the conditions above. Let Pn be the
normalized orthogonal polynomial with degree n. The measure µn defined as
µn(dx) := |Pn(√ωn+1/2 + ωn−1/2x)|2µ(√ωn+1/2 + ωn−1/2dx) weakly converge
to the arcsine law µAs.
Many kinds of orthogonal polynomials such as Legendre polynomials,
Laguerre polynomials or q-Hermite polynomials for −1 < q ≤ 1 satisfy the
above condition.
6 Weaker form of asymptotic commutativity
and Classical limits
It is reasonable to guess that we can obtain other types of classical limits
assuming weaker condition on the operators A,B,C. Relaxing the com-
mutativity condition between A and B, we have discretized arcsine laws as
classical limits.
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Definition 6.1. The interacting Fock space is said to satisfy (RAC2), if the
commutator [A,C] is asymptotically zero and if [A,B] is asymptotically a
scalar multiple of A in the following sense:
• lim
n→∞
(AC − CA)Φn
ωn+1/2 + ωn−1/2
= 0 and
• there exists a real number r satisfying
lim
n→∞
[(AB −BA)− rA]Φn
ωn+1/2 + ωn−1/2
= 0.
Recall that ωn+1/2+ωn−1/2 is the variance of X = A+B+C with respect
to 〈 · Φn,Φn〉. The proof of the following is not so hard.
Lemma 6.2. The condition (RAC2) is equivalent to lim
n→∞
ωn+1/2
ωn−1/2
= 1 and
convergence of the sequence
{
αn − αn−1√
ωn+1/2 + ωn−1/2
}
n
.
In the following subsection, we denote by c the limit of the latter sequence.
Example 6.3. • An interacting Fock space with (RAC1) satisfies (RAC2).
• The one-sided interacting Fock space Γω,α defined by ωn+1/2 = 1/2 and
αn = cn shares the property (RAC2). The infinite Jacobi matrix is
given
X =

0 1/
√
2 0
1/
√
2 c 1/
√
2
. . .
0 1/
√
2 2c
. . .
. . .
. . .
. . .

6.1 Calculation of the classical limits
From now on, we consider the case that the interacting Fock space satisfy
(RAC2). Let X(k) be the random variable
X − αk√
ωk+1/2 + ωk−1/2
. Observing the
Jacobi sequence, we obtain the following lemma.
Lemma 6.4. For every integers m,n, we have
lim
k→∞
〈
X(k)Φk+m,Φk+n
〉
=

1/
√
2, m = n− 1,
cn, m = n,
1/
√
2, m = n+ 1,
0, |m− n| ≥ 2.
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Proof. The proof is similar to the first half of the proof of Theorem 5.3. By
the definition of the operators A,B,C, the operator X(k) satisfies
〈
X(k)Φk+m,Φk+n
〉
=

ωn+k−1/2√
ωk+1/2 + ωk−1/2
, m = n− 1,
αn+k − αk√
ωk+1/2 + ωk−1/2
, m = n,
ωn+k+1/2√
ωk+1/2 + ωk−1/2
, m = n + 1,
0, |m− n| ≥ 2.
The condition in Lemma 6.2 implies the above lemma.
We grasp the asymptotic behavior of X(k) with respect to the state
〈 · Φk,Φk〉, using two-sided infinite tridiagonal matrices acting on the in-
ner product space ⊕k∈ZCΦk. Putting the limit of the matrix coefficient
〈X(k)Φk+m,Φk+n〉 at (m,n)-entry, we obtain the following tridiagonal op-
erator:
X˜ =

. . .
. . .
. . .
. . . −2c 1/√2 0
. . . 1/
√
2 −c 1/√2 0
0 1/
√
2 0 1/
√
2 0
0 1/
√
2 c 1/
√
2
. . .
0 1/
√
2 2c
. . .
. . .
. . .
. . .

“0” is at the position of (0, 0). By Lemma 4.4, convergence of the matrix
coefficients implies the following moment convergence:
lim
n→∞
〈(
X(k)
)m
Φk,Φk
〉
=
〈
X˜mΦ0,Φ0
〉
. (6.1)
To see the limit of X(k), we study the densely defined operator X˜ acting
on ℓ2(Z) = ⊕k∈ZCΦk. Via the Fourier transform ℓ2(Z) ∼= L2(T), we may
regard X˜ as a densely defined symmetric operator acting on L2 ({eit}). The
space of Laurent polynomials of z = eit is the domain of X˜ . The operator X˜
acts on the Laurent polynomials as follows:
• the annihilation part of X˜ is identified with the multiplication operator
e−it/
√
2,
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• the diagonal part of X˜ is identified with the differential operator c
i
d
dt
.
• the creation part of X˜ is identified with the multiplication operator
eit/
√
2,
In the case that c 6= 0, the summation is expressed by
e−it√
2
+
c
i
d
dt
+
eit√
2
=
c
i
(
d
dt
+ i
√
2 cos t
c
)
.
We may further calculate
e−it√
2
+
c
i
d
dt
+
eit√
2
=
c
i
exp
(
−i
√
2 sin t
c
)
◦ d
dt
◦ exp
(
i
√
2 sin t
c
)
= exp
(
−i
√
2 sin t
c
)
◦
(
c
i
d
dt
)
◦ exp
(
i
√
2 sin t
c
)
.
We can easily prove the above equation by hitting an arbitrary Laurent
polynomial. We note that the absolute value of exp
(
i
√
2 sin t
c
)
is 1. Define
an(c) by the Fourier expansion
exp
(
i
√
2 sin t
c
)
=
∑
n∈Z
an(c)e
int.
Definition 6.5. For x ∈ R, we denote by δx the probability measure con-
centrated on x. The probability measure
µc =
∑
n∈Z
|an(c)|2δcn
on R is called a discrete arcsine distribution.
Theorem 6.6. Suppose that the interacting Fock space Γ{ωn},{αn} satisfy the
condition (RAC2) but does not satisfy (RAC1). Define a real number c by
lim
n→∞
αn − αn−1√
ωn−1/2 + ωn+1/2
. Then for each natural number m, we have the fol-
lowing moment convergence:
lim
k→∞
〈(
X − αk√
ωk+1/2 + ωk−1/2
)m
Φk,Φk
〉
=
∫
R
xmdµc.
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Proof. By the equation (6.1), it suffices to show that〈
X˜k Φ0,Φ0
〉
=
∫
R
xmdµc.
Considering the Fourier transform, the left hand side is equal to〈(
e−it√
2
+
eit√
2
+
c
i
d
dt
)m
1, 1
〉
L2({eit})
=
〈{
exp
(
−i
√
2 sin t
c
)
◦
(
c
i
d
dt
)
◦ exp
(
i
√
2 sin t
c
)}m
1, 1
〉
L2({eit})
=
〈(
c
i
d
dt
)m
exp
(
i
√
2 sin t
c
)
, exp
(
i
√
2 sin t
c
)〉
L2({eit})
.
By the Fourier expansion of exp
(
i
√
2 sin t
c
)
, the above quantity is
〈(c
i
)m dm
dtm
exp
(
i
√
2 sin t
c
)
,
∑
n∈Z
an(c)e
int
〉
L2({eit})
=
∑
n∈Z
an(c)
〈(c
i
)m dm
dtm
exp
(
i
√
2 sin t
c
)
, eint
〉
L2({eit})
.
By iteration of partial integration, this is equal to∑
n∈Z
an(c)
〈
exp
(
i
√
2 sin t
c
)
,
(c
i
)m dm
dtm
eint
〉
L2({eit})
=
∑
n∈Z
(cn)man(c)
〈
exp
(
i
√
2 sin t
c
)
, eint
〉
L2({eit})
=
∑
n∈Z
(cn)m|an(c)|2.
This is nothing other than
∫
R
xmdµc.
6.2 Calculation of the discrete arcsine law µc
To identify the discrete arcsine law µc, we have only to calculate the Fourier
expansion of exp
(
i
√
2 sin t
c
)
. By the Maclaurin expansion of the exponen-
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tial function, we have
exp
(
i
√
2 sin t
c
)
= exp
(
eit − e−it√
2c
)
=
∞∑
k=0
1
k!
(
eit − e−it√
2c
)k
.
By the binomial theorem, we have
exp
(
i
√
2 sin t
c
)
=
∞∑
k=0
1
k!
k∑
l=0
(−1)l
(
√
2c)k
(
k
l
)
ei(k−l)te−ilt
=
∞∑
k=0
k∑
l=0
(−1)l
(
√
2c)k
1
l!(k − l)!e
i(k−2l)t.
It is not hard to check that this summation of the absolute values uniformly
converges. Therefore it is possible to change the order of summation. Now
we define n by k−2l. The condition 0 ≤ l ≤ k is described by 0 ≤ l ≤ n+2l.
This is equivalent to 0 ≤ l,−n ≤ l. Then the Fourier expansion is described
by
exp
(
i
√
2 sin t
c
)
=
∞∑
n=−∞
∞∑
l=max{0,−n}
(−1)l
(
√
2c)n+2l
1
l!(n+ l)!
eint.
For n ≥ 0, we have
an(c) =
∞∑
l=0
(−1)l
(
√
2c)n+2l
1
l!(n+ l)!
,
a−n(c) =
∞∑
l=n
(−1)l
(
√
2c)−n+2l
1
l!(−n + l)!
=
∞∑
l=0
(−1)l+n
(
√
2c)n+2l
1
(n+ l)!l!
.
Theorem 6.7. The discrete arcsine law µc is a probability measure supported
on cZ. For n = 0, 1, 2, · · · , the weight at cn and −cn is
µc({cn}) = µc({−cn}) = 1
2nc2n
( ∞∑
l=0
(−1)l
(
√
2c)2l
1
(n + l)!l!
)2
.
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6.3 Remarks on the discrete arcsine law
Before closing this subsection, let us consider the limit of µc as c → 0. The
m-th moment of the discrete arcsine µc is given by〈(
e−it√
2
+
eit√
2
+
c
i
d
dt
)m
1, 1
〉
L2({eit})
.
When c goes to 0, the moment converges to〈(
e−it√
2
+
eit√
2
)m
1, 1
〉
L2({eit})
=
∫ π
−π
(√
2 cos t
)m dt
2π
=
∫ √2
−√2
xm
dx
π
√
2− x2 .
This is the k-th moment of the arcsine law. Since the moment sequence of
the arcsine law characterizes the measure, convergence in law implies weak
convergence.
Theorem 6.8. As c→ 0, the discrete arcsine law µc weakly converges to the
arcsine law
dx
π
√
2− x2 .
If a measure on R has the same moment sequence as µc, it is identical to
µc.
Theorem 6.9. The discrete arcsine law µc is characterized by its moments.
Proof. We exploit the Carleman’s condition for the moment sequence〈(
e−it√
2
+
eit√
2
+
c
i
d
dt
)m
1, 1
〉
L2({eit})
of the discrete arcsine law. We may assume that c > 0, since −c also gives
the same moment sequence. Consider the Fourier expansion∑
n
b(m)n e
int =
(
e−it√
2
+
eit√
2
+
c
i
d
dt
)m
1.
Note that if n /∈ [−m,m] then b(m)n = 0. By the equality
b(m+1)n =
b
(m)
n−1√
2
+
b
(m)
n+1√
2
+
c
i
nb(k)n ,
we have
m+1∑
n=−m−1
|b(m+1)n | ≤
(
1√
2
+
1√
2
+ c(m+ 1)
)m+1 m∑
n=−m
|b(m)n |.
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It is easy to show by induction that
m∑
n=−m
|b(m)n | ≤
(√
2 + cm
)m
.
In particular the (2m)-th moment b
(2m)
0 is at most (
√
2 + 2cm)2m. Therefore
we have ∞∑
m=0
1
2m
√
b
(2m)
0
≥
∞∑
m=0
1√
2 + 2cm
= +∞.
This means that the moment sequence of the discrete arcsine law satisfies the
Carleman’s condition, which is a sufficient condition for determinacy. For the
Carleman’s condition, we refer the readers to the book [2] by Akhiezer.
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