Abstract Cdc42, Rac, and Rho are small GTPases known to play a central role in signal transduction to the actin cytoskeleton. These proteins regulate cell motility, by affecting nucleation, uncapping, and depolymerization of actin filaments, and acto-myosin contractility. Studies of crosstalk and mutual feedbacks in these three proteins have led to a number of proposals for their interaction. At the same time, observations of the spatiotemporal dynamics of Rho-family proteins give evidence of spatial polarization and mutual exclusion between Cdc42/Rac and Rho. In this paper, we formulate a mathematical model to account for such observations, based on the known underlying biology of these proteins. We first investigate which of the crosstalk schemes proposed in the literature is consistent with observed dynamics, and then derive a simple model that can correctly describe these dynamics (assuming crosstalk is mediated via Rho GEFs). We show that cooperativity is an essential ingredient in the interactions of the proteins. The co-occurrence of a stable rest state with the possibility of fast spatial segregation can be related to bistability in a set of underlying ODEs in which the inactive forms of these proteins are fixed at a constant level. We show that the fast diffusion of the inactive forms is essential for stabilizing the transition fronts in the PDE formulation of the model, leading to robust spatial polarization, rather than traveling waves.
Introduction
The ability to move is a fundamental attribute of both prokaryotic and eukaryotic cells. Cell motility is vital for fetal development, wound repair, and functioning of the immune system. During cell migration, the cell must interpret extracellular cues to elicit complex intracellular changes, and to establish a polarity with a distinguishable front and back. Recently, small GTPases (G-proteins) of the Rho family have emerged as key intracellular players in regulating cell polarity. In a separate treatment (Dawes and Edelstein-Keshet, 2007) we have explored their interactions with another family of polarity regulators, the phosphoinositides. The three best-studied members of the Rho family are Cdc42, Rac1 and RhoA, which are ubiquitously expressed and assumed to be essential players in cytoskeletal organization in higher organisms, although divergent findings are also current in the literature.
1 These proteins cycle between an active GTP-bound state on the membrane, and an inactive GDP-bound state on the membrane or in the cytosol, acting as molecular switches. Figure 1 depicts the basic biochemistry. Guanine nucleotide exchange factors (GEFs) activate small GTPases by promoting replacement of GDP by GTP, while GTPase activating proteins (GAPs) accelerate GTP hydrolysis and inactivate the proteins (Raftopoulou and Hall, 2004) .
One of the driving forces behind cell motility is the polymerization and depolymerization of the actin cytoskeleton, a highly dynamic network of protein filaments found in all eukaryotic cells (Mitchison and Cramer, 1996) . In their active forms, Rho GTPases regulate the activity of numerous proteins that affect the cytoskeleton, forming a link to the assembly and dynamics of filamentous actin (Mackay and Hall, 1998) . Active Rac stimulates branching and polymerization of actin filaments by the Arp2/3 complex that is known to initiate branch points on the sides of pre-existing actin filaments (Miki and Takenawa, 2003) . Rac inhibits capping of actin filament barbed ends close to the plasma membrane via the phosphoinositide PIP 2 (Tolias et al., 2000) . Rac also stimulates LIM-kinase that inactivates the filament degrading protein, cofilin (Stanyon and Bernard, 1999) . Like Rac, Cdc42 stimulates actin polymerization by a pathway leading to activation of the Arp2/3 complex (Rohatgi et al., 1999) . Rho stimulates myosin light chain (MLC) phosphorylation via its downstream target Rho kinase (ROCK) (Kimura et al., 1996) . The increased level of phosphorylated MLC promotes the interaction of myosin filaments with actin filaments and increases contractility. The signal-transduction pathways from the Rho proteins to the cytoskeleton are further reviewed in Bishop and Hall (2000) , Matozaki et al. (2000) , Ridley (2001a Ridley ( , 2001b .
Fluorescence data suggests that different Rho proteins are spatially segregated in a polarized cell. Kraynov et al. (2000) reported that in migrating Swiss 3T3 fibroblasts, active Rac forms a gradient and is highest at the leading edge of the cells. Similar experiments revealed a high level of active Cdc42 at cell edges that are undergoing remodeling (Nalbant et al., 2004) . Furthermore, there is a close correlation between extension and retraction of individual protrusions and the rise and fall of Cdc42 activation. Itoh et al. (2002) detected gradients of active Cdc42 and Rac that were highest at the leading edge in motile HT1080 cells. In contrast, Rho levels are highest at the back of the cell (Xu et al., 2003) . Sharp spatial segregation between Cdc42 and Rho activity zones is also observed in Xenopus oocytes (Benink and Bement, 2005) . It is generally believed that the distribution of active Rho is inverse to that of Cdc42 and Rac in motile cells (Raftopoulou and Hall, 2004) . In neutrophils devoid of Cdc42/Rac activator (GEF) αPix, active Rho is found all over the cell, not just at the back, implying that Cdc42/Rac activity downregulates Rho activity at the front (Li et al., 2005) .
Classic experiments in fibroblasts have shown that there is a cascade of small G-protein activation, where active Cdc42 activates Rac, which activates Rho, although biochemical mechanisms for this cascade remained unknown (Nobes and Hall, 1995) . A recent study shows that one mechanism through which activation of Cdc42 leads to activation of Rac, is allosteric regulation of a Rac-GEF Cool-2 (Baird et al., 2005) . (Another possible mechanism is discussed in DerMardirossian et al., 2004.) After an initial report of Rac activating Rho in fibroblasts, many groups reported antagonism between Rac and Rho (Van Leeuwen et al., 1997; Sander et al., 1999; Evers et al., 2000; Zondag et al., 2000; Li et al., 2002; Caron, 2003; Meili and Firtel, 2003) . 2 Rac has also been reported to be essential for Rho activation in neutrophils (Pestonjamasp et al., 2006) . Cdc42 has been found to both positively and negatively regulate Rho activation (Sander et al., 1999; Benink and Bement, 2005) . Rho has also been found to be a local antagonist to Cdc42 (Benink and Bement, 2005) . Figure 3 summarizes the various schemes for Rho protein interactions proposed in the literature.
One of the goals of this paper is to determine which of the many interaction schemes proposed in the literature are consistent with observed dynamics of the proteins. We will show that some of these schemes are incomplete, or have incorrect elements, whereas others are able to account for the observed spatial segregation of the GTPases. To do so, we assume that crosstalk between the small GTPases involves effects from active forms of these proteins onto the GEFs that mediate the activation of the others, but in Appendices A-C we show that the same conclusions can be drawn when the interactions take place through the GAPs. We pick the simplest scheme that has the appropriate feedback elements. In that scheme, mutual inhibition of Cdc42/Rac and Rho leads to a bistable system when the levels of the inactive forms are fixed. We investigate under what circumstances this could give rise to spatial polarization, and develop a model that explains the segregation of Rho GTPases observed in motile cells (such as neutrophils), consistent with the known biology of the Rho proteins. We avoid invoking unknown hypothetical molecules in our modeling.
We will show that the initiation of polarity can, indeed, stem from crosstalk interactions between Cdc42, Rac and Rho. However, were it not for the rapid cytosolic diffusion of the inactive (GDI-bound) forms of the small G-proteins, that polarity would not be maintained. Due to the rapid spatial communication stemming from those inactive forms, the transition zones that would ordinarily sweep across the domain are stabilized. Our model explains these phenomena and makes experimentally testable predictions.
Model formulation for a single Rho protein

Basic kinetics in the absence of crosstalk
Rho GTPases cycle between GDP-bound (inactive) and GTP-bound (active) conformations, and between cytosolic and membrane-bound forms. These cycles are regulated GTPase. In accordance with current literature, only the inactive form, Rho-GDP, can come off and on the membrane. To move into the cytosol, Rho-GDP needs to bind to a GDI molecule. Nucleotide exchange can only take place on the membrane. Dissociation of GDP from the GDP-bound form is an extremely slow reaction, so for Rho GTPases to be effective molecular switches, GDP dissociation is stimulated by various GEFs. Although the GDP/GTP exchange reaction is reversible, in reality, it almost never occurs. Instead, GTP is hydrolyzed to GDP, a process that is stimulated by various GAPs. Only the active, GTP-bound, forms of the proteins can bind to their effectors to have downstream effects or crosstalk with other GTPases.
by GEFs (guanine nucleotide exchange factors), GAPs (GTPase-activating proteins) and GDIs (GDP dissociation inhibitors). The dissociation of GDP from the GDP-bound form is an extremely slow reaction, greatly accelerated by GEFs. GEFs are typically recruited to stimulated receptors, where they become active, and, in turn, activate the Rho proteins. GAPs stimulate the rate of GTP hydrolysis of the Rho proteins, causing their inactivation. The G-protein has to be both in the GTP-configuration and membrane bound to interact with its effectors and trigger a cellular response (Takai et al., 2001) . The third class of regulatory proteins, GDIs, inhibit the dissociation of the guanine nucleotide, keeping the proteins in one conformation. GDIs also extract the GDP-bound form of Rho proteins from the membrane to the cytosol, where they are sequestered in an inactive pool. The currently accepted biochemical model is that the GDP-bound form of the Rho proteins is present in the cytosol in an inactive 1:1 complex with GDI (Olofsson, 1999) . The regulation of Rho GTPase activity is summarized in Fig. 1 .
We make the following biologically reasonable assumptions:
1. The Rho proteins are not synthesized or degraded during cell polarization, but only undergo conversion between active and inactive forms. Therefore, the total amount of protein remains constant over the time scale on which the cell polarizes. This assumption is reasonable, because keratocyte cell fragments lacking a nucleus are still perfectly able to polarize rapidly and to move in response to a mechanical stimulus (Verkhovsky et al., 1999) .
2. The membrane diffusion coefficients of Cdc42, Rac, and Rho are roughly equal, because the three proteins are of a similar size and structure (Zerial and Huber, 1995) . 3. Cytosolic forms diffuse approximately 100 times faster than the membrane-bound forms (Postma et al., 2004) . As a result, the distribution of the cytosolic forms will be approximately homogeneous in space, even when the active forms are polarized on the membrane. 4. The amount of GDI present in the cell is sufficiently large that it is not be a limiting factor. Furthermore, switching between membrane and cytosolic states is very rapid (Sako et al., 2000) . 5. Each Rho protein has a basal rate of activation (GTP-loading), and a basal turnover or inactivation rate (GTP-hydrolysis). Activation and inactivation of Rho proteins are indirect processes via the GEFs and GAPs, respectively (Raftopoulou and Hall, 2004) .
Active and inactive forms of the small G proteins
We first develop a sub-model that describes a single small GTPase, in absence of crosstalk, keeping track of the active form bound to the plasma membrane, and the inactive form, that transits between membrane and cytosol. Let G be the active form of a Rho protein, G m the inactive membrane-bound form, and G c the inactive cytosolic form. To avoid the obvious complication of distinct concentration units for the molecules on the membrane versus those in the cytosol, we will consider the protein levels as effective mean concentrations within a vertical column though the cell, assumed to be of constant thickness. We consider a thin slice through the cell (see Fig. 2 ). The domain for our spatial problem is the line, 0 ≤ x ≤ L, where L is a cell diameter. The boundaries are at the front and back of the cell. Since the proteins cannot diffuse out of the cell, it is appropriate to have no-flux boundary conditions at x = 0, L. On the timescale of interest, proteins are neither destroyed, nor synthesized, so that their total mean concentration is constant. On a (1D) domain, of length L,
(1)
where k + G and k − G are rates of activation and inactivation, and D m is the diffusion rate along the membrane. The inactive membrane bound and cytosolic forms of the protein satisfy the following equations:
where D c is cytosolic diffusion, k off is the (GDI-mediated) membrane dissociation rate, and k on the membrane association rate (rate of GDI release). (This triplet of equations holds for each of the three GTPases, Cdc42, Rac, and Rho, creating a total of 9 equations. Further, as these proteins are approximately the same size and molecular weight, they share roughly equal values of D m , D c .)
represent a basal rate of GEF-mediated activation; and let δ G = k − G GAP G represent the basal inactivation rate mediated by GAPs. It is convenient to rescale the variables by the total amount of the given protein, so that, for example, G m /G tot is the fraction of the total protein level (in a well-mixed system) that is in the inactive membrane-bound form locally. Then the equations can be written in the form
This system can be reduced by scaling arguments. Let t
where L is the length of the cell, and let * be the Laplacian in terms of the scaled spatial variable. Then (4c) becomes
Exchange of inactive GTPases between membrane and cytosol is very fast (Sako et al., 2000) , so we assume that
, where ε is a small parameter. Then to the first approximation,
We now replace the two forms, G m , G c , by a single inactive form 
Expressing G m , G c in terms of G i using (6), leads to
where
and
This "effective diffusion coefficient", D mc is a weighted average of the membrane and cytosolic diffusion (where the weighting is the fraction of time spent on the membrane and in the cytosol).
By the above reasoning, we have reduced the 9 PDE model of Eqs. (4) (for G = C, R, ρ), to a 6 PDE model consisting of three pairs of equations of the form
The difference in diffusion coefficients proves to be significant. The activation rate I G depends on the level of GEF G , and therefore, indirectly, on the levels of other small GTPases (see below). We will later use the notation f G () to represent this assumed functional dependence.
Inactive forms, G i , viewed as parameters
We first consider yet a further reduction of the system of Eqs. (10). By the relatively fast diffusion of the inactive forms, G i = C i , R i , ρ i , it follows that this system would rapidly reach a state in which these are homogeneously distributed in space. By comparison, the diffusion of the active forms G = C, R, ρ is slow, and similar for all three GTPases. We know that with the appropriate crosstalk, the system of GTPases polarizes, so that, for example, the active form of Cdc42 is high at the front, and low at the back of a motile cell. Meanwhile, the inactive form is close to homogeneously distributed. Now focus attention on a small slice at the front, and compare it to a small slice at the rear of a cell.
Over these slices, there are effectively no gradients in the GTPases, so at these places, Eqs. (10) reduce to a set of ODEs,
where G i ≈ const. We idealize the experimentally observed spatial segregation of active Cdc42/Rac and Rho in migrating cells to mean that the cell maintains two stable zones with distinct levels of Cdc42/Rac and Rho activity, corresponding to the front and back of the cell. Separating the front and back of the cell is a transition zone between these distinct (high versus low) active GTPase levels. With the exception of that narrow transition layer, we will consider the concentration of the Rho proteins at the front constant and different from the constant concentration in the back (illustrated in Fig. 4) . In order to have two distinct values at front versus back, this system of 3 ODEs for the active forms of the Rho proteins should have multiple steady states, i.e., it should exhibit bistability once appropriate crosstalk terms are included in the GEF-mediated activation rates. Thus, for G i homogeneous in space (see Assumption 3), at any point in the domain away from the transition zone, the local dynamics of Cdc42, Rac, and Rho, are bistable. This idea will be helpful in arriving at the appropriate representation of the GTPase module.
It is important to comment that while C i , R i , ρ i are more or less homogeneous in space (due to rapid diffusion), they need not be constant in time. For example, suppose that the transition zone in active Cdc42 moves towards the back; this has to be at the expense of some of the inactive form of the protein. This would reduce C i everywhere in the cell, making it harder for further activation to occur. We will return to this point in due time, and show that this helps to stabilize transition zones and to avoid a common problem of traveling waves sweeping through the domain. It also means that bistability in Eqs. (11) does not imply that the full system is bistable as well. In fact, it is desirable for the full system to have a unique homogeneous steady state, because most cell types generally also have a stable rest state, with intermediate values of the small G-proteins. 3 We next analyze the type of crosstalk terms in a modification of Eqs. (11) that leads to bistability as described above.
Modeling crosstalk between the Rho proteins
Proposed interaction schemes
A number of small GTPase crosstalk schemes have been proposed in the literature. These are summarized in Fig. 3 . Some of these schemes include well-established interactions. Others contain hypothetical interactions or are incomplete. Our purpose here is to select the minimum complete set that can account for the observed phenomena. To do so, we make the following additional biologically reasonable assumptions: 
Crosstalk of Rho proteins occurs at the GTPase level via GEFs. Feedbacks between the
Rho proteins means that activation rates can be concentration-dependent. The notion of 'activation' (respectively, 'inactivation') is taken to mean an up-regulation (respectively, downregulation) of a GEF. (This is based on the current literature, but see the Discussion for further comments.) 7. Cdc42 upregulates the activity of Rac, based on wide agreement in the published literature (Baird et al., 2005 As a consequence of Assumption 8, it is essential to have (either direct or indirect) feedback between Cdc42 and Rho in any scheme proposed for the small GTPase crosstalk. Thus, based on this fact alone, most schemes shown in Fig. 3 have to be incomplete. For multi-stability to be possible, a positive feedback circuit is essential. (Alternately, an even number of negative interactions is equivalent to a positive feedback circuit.) Thomas (1981) had conjectured that this is a necessary condition for multiple steady states, and a number of proofs have been derived (Gouzé, 1998; Thomas and Kaufman, 2001; Cinquin and Demongeot, 2002) . Ferrell (2002) gives a nice overview of the biological consequences. Lacking any feedbacks on Cdc42 from Rac and Rho, the scheme in Fig. 3 (a) does not, by itself, suffice for bistability and cannot account for observations. A similar problem occurs in the schemes in Figs. 3(b) and (d). The scheme in Fig. 3 (e) has feedback between Rac and Rho, in the form of mutual antagonism, and can be shown to be consistent with bistability between these two intermediates. However, since Cdc42 receives no feedback, it would settle into a steady state that is independent of the distributions of Rac and Rho; this is contrary to experimentally measured gradients of active Cdc42 and Rac in moving cells. We dismiss this scheme. The scheme shown in Fig. 3 (f) has the same defect as (e).
Since our system lacks a circuit with strictly positive feedbacks, an even number of negative feedback terms is needed in order to achieve a positive circuit required for multistability, as discussed above. Thus, for bistability of the Rho proteins it is necessary that two of the Rho proteins be inhibited via crosstalk. In particular, negative feedback must be present between Cdc42 and Rho. The only previously proposed schemes that have the type of negative feedback that could explain the bistable behavior required are shown in Figs. 3(c) and (g). In a review paper, Giniger (2002) suggested that scheme (c) could give rise to oscillatory behavior, without postulating further details of the crosstalk terms. Experiments consistent with scheme (c) appear in Benink and Bement (2005) . Scheme (g), which was numerically investigated by Sakumura et al. (2005) , is identical to (c), with the addition of direct inhibition of Rac by Rho (Rho also indirectly inhibits Rac via inhibition of Cdc42, which activates Rac) and an auto-catalytic activation for Rac. Sakumura et al. (2005) demonstrated that their extended scheme can give rise to oscillatory dynamics, and were not concerned with bistable behavior. Based on the above evidence, and in keeping with the principle to assume as little as possible, we select the simplest scheme, (c), as proposed by Giniger (2002) . While other cases could possibly explain observations in the context of larger networks that may include indirect feedback from downstream effectors not explicitly considered here, we will concentrate on models that fall into case (c) or variants thereof.
Including the crosstalk in the model equations
Based on the arguments above, our 3 ODE version of the model for the active forms of the small GTPases has the form
with C i , R i , ρ i for the moment considered to be parameters. We now ask what types of functions (representing the effects of each of the proteins on one another's GEFs) would be consistent with bistability. In order to stay within the realm of plausible biochemical interactions, we make the following additional, biologically reasonable assumption:
9. Each protein is characterized by activation kinetics that include simple mass-action, Michaelis-Menten (saturated) or possibly cooperative sigmoidal (Hill-function) rates. Table 1 lists the functions that are consistent with Assumption 9 and the crosstalk requirements
In principle, any of the combinations shown in Table 1 would be appropriate for the functions f G (C, R, ρ) . However, only a limited choice of functions can lead to the appropriate dynamical behavior. To find the number of steady states for Eqs. (12), we set the set time derivatives to zero and solve the resulting system of algebraic equations. If all the functions f G (C, R, ρ) were linear, we would obtain a quadratic equation for the ρ steady state with two possible Table 1 Functional forms of activation/inactivation rates investigated for models based on the scheme in Fig. 5 Form Activation of Cdc42 Activation of Rac Activation of Rho 17). GTP forms are active, GDP forms are inactive. Activation and inactivation are represented by vertical arrows and crosstalk is hypothesized to either up or down-regulate GTP-loading. Inhibition is hypothesized to occur due to downregulation of GTP-loading. This scheme is our realization of the Giniger crosstalk pathway shown in Fig. 3(c) .
roots, each leading to a unique steady state value for C and R. This is inconsistent with 3 possible steady states postulated by Assumption 8. Similarly, assuming Michaelian terms for inhibition and linear terms for activation, results in only a quadratic equation for one of the proteins, inconsistent with 3 equilibria. This means that without any cooperative term, there cannot be bistability in this system.
Insights from a further reduction
The experimentally observed mutual exclusion of Cdc42 and Rho suggested a further reduction for the purpose of gaining insight into the bistability, so we examined the 2 component system,
Nullclines of system (14), dC/dt = 0 and dρ/dt = 0, are just the curves δ C C = g C (ρ) and δ ρ ρ = g ρ (C) (where g C , g ρ are continuous, positive functions of their arguments for ρ ≥ 0, C ≥ 0). According to the mutual inhibition of Cdc42/Rho, g ρ (C) < 0 and g C (ρ) < 0, limiting the types of nullcline configurations. Further, these nullclines have to intersect three times in the positive C-ρ quadrant, with one intersection at low C high ρ, and another at low ρ high C, both being stable steady states, separated by a saddle point. For a triple intersection, at least one of the nullclines has to have an S-shaped nonlinearity, and, for the appropriate stability, the direction of the crossing must be of the type shown in Fig. 6(a) . Typical curves of this type were proposed in the "toggle switch" by Gardner et al. (2000) . An appropriate biochemically relevant functional form for the Rho nullcline for such behavior is
(a) (b) Fig. 6 (a) The C-ρ phase plane (with R on quasi-steady state) for Eqs. (17), showing two stable steady states separated by a saddle point. Nullclines shown are ρ = 0 (thick curve) and C = 0 (thin curve). Concentrations are measured in μM. Here, we set G i /G tot = 1, Hill coefficient n = 4, and other parameter values as in Table 2 . (b) Bistability also occurs if Eqs. (17) take into account limited availability of the inactive forms (using R, ρ) , with the same parameters as in (a).
where I ρ is the basal Rho activation rate, as before, n is a Hill coefficient and k a "halfmaximal response" concentration. This function can be recognized as an activation rate that is decreased via cooperative reaction involving Cdc42 (or one of its downstream targets). Hill functions with n 2 are commonly used to represent cooperativity in molecular phenomena. They can be derived by suitable approximation from the kinetics of multiple step reactions (see, for example, Edelstein-Keshet, 1988). The cooperativity could, for example, be realized through multi-step processes, GEF saturation, or stoichiometric inhibition of GEF activity (Ferrell, 1996) . A simple choice for the appropriate Cρ model is
where at least one of n, m > 1. The analysis described here and in Section 3.2 leads to the following conclusions about bistability in a 2-component system driven by mutual inhibition: For multiple steady states, at least one of the interactions should have some degree of "cooperativity," i.e., a Hill coefficient greater than 1.
The three component ODE system
Note that Rac is not a passive participant in the establishment of Cdc42/Rho polarity; it has been established experimentally that changing the active Rac levels in a cell affects Rho levels (Ridley et al., 1992; Sander et al., 1999) . Based on the two-component system (16), we arrive at the set of equations for active GTP-bound Cdc42, Rac, and Rho, consistent with the crosstalk scheme given in Giniger (2002) . For simplicity, we chose a linear term, (e.g. I R + α C C), to describe the activation of Rac by Cdc42 and of Rho by Rac. Our model ODE system is then
Here
, as derived earlier (Î C ,Î R , andÎ ρ are the basal activation rates in the absence of crosstalk). β C and β ρ describe levels of the proteins that lead to a half-maximal mutual inhibition of Cdc42 and Rho, respectively, and α C and α ρ are the activation of Rac by Cdc42, and the activation of Rho by Rac, respectively. δ C , δ R , and δ ρ are the basal inactivation rates, as defined previously.
Bistability in the ODEs
The system of ODEs (17) can lead to bistability where either Cdc42 and Rac are high and Rho levels are suppressed, or Rho is high and Cdc42 and Rac are low. Figure 6 (a) shows the nullclines for the well-mixed system in the case of n = 4, with R on quasisteady state (QSS), 4 and using parameter values in Table 2 (see next section). For the 3D system it also holds that bistability can only occur if n > 1 (Jilkine, 2005) . Table 2 . Note that when a large fraction of the protein is in the inactive form (C i /C tot ≥ 0.75), two stable steady states coexist. R, ρ) . Note that a higher Hill coefficient is necessary for bistability (compare with Fig. 7 ). Other parameter values used are given in Table 2. shows a bifurcation diagram for Eqs. (17) with n = 3 and 0 < C i /C tot < 1 treated as a parameter. This figure shows that a large fraction of the small G-proteins has to be in the inactive form, as has been observed experimentally (Boukharov and Cohen, 1998; Benard et al., 1999) .
Figure 6(b) shows that, if instead of treating the inactive forms simply as parameters, we consider their limited availability (i.e., substitute G i = G tot − G into Eqs. (17), it becomes difficult for the nullclines to cross each other three times, i.e., the region of bistability becomes very small. For the parameters given in Table 2 , in the well-mixed system, bistability requires n ≥ 4. If n = 6, the bistable region becomes larger again (see Fig. 8 ), but, overall, for realistic parameter settings, global bistability is hard to find. This is actually a good property that prevents the cell as a whole from switching to one of the extremes.
A simplification of Eqs. (17) can be obtained by removing the first inhibitory term due to Cdc42 in the equation for ρ, i.e., replacing Eq. (17c) by
The biological interpretation, that Cdc42 only inhibits the Rac-induced activation of Rho, could be reasonable. In this alternative version, Rho and Cdc42 still mutually suppress each other, and the resulting interactions are still sufficient for bistability. An experimental way to distinguish between Eqs. (17c) and (18) would be to see how increasing Cdc42 levels affects Rho in the case of a Rac knockout. If no effect is observed, Cdc42 acts on Rho through a Rac-dependent pathway. On the other hand, if Rho levels decrease, we can conclude that Cdc42 inhibits GTP-loading of Rho in a Rac-independent manner. No other simplifications of (17) will result in a biochemically plausible bistable system. So we conclude that the model given by Eqs. (17) is a minimal model of Cdc42, Rac, and Rho kinetics that gives bistable behavior as a result of mutual inhibition of Cdc42 and Rho via GEF repression. The model is consistent with biological evidence that points to the importance of the interactions between all three of the proteins, and in particular to mutual inhibition between the front and back (Xu et al., 2003) . In Appendix A we show that interactions through GAPs could potentially explain cell polarization also, but that this still requires cooperativity in the reciprocal inhibition terms.
Parameter estimates
It is difficult to find detailed experimental data for many of the rate constants in the model. However, estimates can be made for the rates of decay and basal activation of the proteins. A summary of parameter values appears in Table 2 .
The typical size of a eukaryotic cell is 10 μm in diameter, so our domain is 0 ≤ x ≤ 10 μm. We based diffusion coefficients on estimates for heterotrimeric G-proteins in the membrane (0.1 μm 2 s −1 ) and cytosol (10 μm 2 s −1 ) (Postma et al., 2004 ). According to Michaelson et al. (2001) (using immunoblotting in fibroblasts), the total amount of small G-proteins is 34, 82, and 26 ng/10 6 cells, for ρ, R, and C, respectively. Based on the molecular weight of the small G-proteins (21 kDa, which is 3.49×10
−11 ng), and approximating cells as 10 μm diameter spheres, this corresponds, respectively, to (1.86, 4.49, and 1.42) times 10 3 molecules/μm 3 . Using Avogadro's number (6.02 × 10 23 ), it follows that 1 μM equals 602 molecules/μm 3 , and therefore the effective total concentrations, i.e., ρ tot , R tot , and C tot , are 3.1, 7.5, and 2.4 μM.
Based on estimates of the fraction of small G proteins in the GTP-bound state (3% up to 25% for a resting cell) (Boukharov and Cohen, 1998; Benard et al., 1999) and the doubling of Rac and Cdc42 activity upon stimulation (Kurokawa et al., 2004) , we took the overall fraction in the GTP-bound-state at steady state to be around 40% (i.e., C 1; R 3; ρ 1.25 μM), and used these values as initial conditions unless stated otherwise. We further assumed that all saturation terms are in the same range as the typical steadystate concentrations, i.e., β ρ = 1.25 μM; β C = 1 μM. A Hill coefficient of n = 4 was used unless otherwise stated.
The average membrane lifetime of an activated Rac molecule is 2 s (Sako et al., 2000) , giving a decay rate of 0.5 s −1 . GAP-stimulated GTP hydrolysis of Rho has been measured (2001) as 1.5 s −1 (Zhang and Zheng, 1998), so we took decay rates of the small G-proteins to be δ C = δ R = δ ρ = 1 s −1 . Based on these estimated decay rates and approximate steady state concentrations, we inferred approximate activation rates for the small G-proteins, obtaining, I C ≈ 3.4 μM s −1 ; I R + 1.0α ≈ 5.0 μM s −1 ; and I ρ + 3.0β ≈ 4.2 μM s −1 . In our simulations, we use I R = 0.5 μM s −1 ; α R = 4.5 s −1 ; I ρ = 3.3 μM s −1 ; and α ρ = 0.3 s −1 , to describe a strong dependency of Rac on Cdc42, and a weaker dependency of Rho on Rac.
Spatial form of system (17)
To avoid confusion about terminology, we define the following. Bistability means existence of two stable equilibria in the ODE model. Spatial bistability means that the PDE model exhibits zones of stable size, throughout which more or less constant concentration values are maintained. Polarity means spatial bistability with exactly two zones, a front and a back.
When the diffusion of the active GTP-bound Cdc42, Rac and Rho is included in the spatial variant of the model, we obtain the 3-PDE form shown below, where, as before, inactive forms, C i , R i , ρ i , are viewed as parameters:
where, henceforth,
In Appendix B, we discuss the linear stability analysis of the above set of three PDEs to both uniform and spatially non-homogeneous perturbations. We show that the system with G i /G tot as a parameter (where G = C, R, ρ) can have various instabilities, but does not have a diffusion-driven ("Turing") instability. That is, the addition of diffusion cannot in itself cause the system to become unstable unless it is already unstable (Small perturbations of a finite wavenumber will not grow via diffusive-type instability.) This result is not entirely unexpected. It is consistent with reaction-diffusion systems in two variables, where equal diffusion coefficients of interacting chemicals prevent Turing instability. (At the same time, we must recognize that when the dimension of interacting components in an RD system is enlarged, from 2 to 3 in this case, new phenomena can emerge, and previous conditions can become irrelevant.) Further, the linear stability analysis gives only "local" information about the dynamics. Indeed, in the next section, we show numerically that finite perturbations give rise to a graded distribution, not only when the homogeneous equilibrium is unstable, but even when it is (locally) stable. A sufficiently large perturbation can lead to the formation of an initially polarized pattern, i.e., the system has an inherent tendency to segregate. However, as discussed further on, this 3-PDE form of the model does not yet achieve a stable (longlived) spatial polarization.
Numerical exploration confirms that polarization of system (19) is ephemeral. Instead, for graded initial conditions we see the emergence of a traveling wave between the two stable equilibria, whose speed depends on the diffusion coefficient. This system resembles a class of models in which multiple steady states exist in a well-mixed system, but where no inhomogeneous stable pattern exists in the spatial form when diffusion of all components is equal (see Murray, 2002 for numerous examples).
The occurrence of traveling waves in our system is not surprising, in hindsight. We can connect this phenomenon to simpler examples that have been studied in the mathematical literature. For a single equation u t = ε 2 u xx + f (u), where f (u) is bistable, a transition layer joining the two stable equilibria typically emerges given two-phase initial data (Carr and Pego, 1989) . For a sufficiently small diffusion coefficient D ≈ ε 2 this internal layer moves towards one of the spatially homogeneous equilibria, which are the only stable steady states of the system (Carr and Pego, 1989) . This is related to the behavior in our system. In the next sections, we describe our numerical results, and then show how they are ameliorated by including dynamics of the inactive forms of the proteins.
Numerical simulations of system (19)
Numerical simulations of system (19) in a one-dimensional setting were carried out using the method of lines (Explicit Euler's method) and the software program XPP. 5 We used a spatial step size of x = 0.1 μm. Runge-Kutta method of order 4 was used for solving the resulting discretized differential equations, with a time step of t = 0.005 s.
Simulations were carried out with biologically based parameter values, given in Table 2, unless otherwise specified. For simplicity, the parameter G i /G tot with G = C, R, ρ was set to 1. In view of the similar sizes of the Rho proteins (Zerial and Huber, 1995) , (17) is bistable, the dynamics, and the eventual steady-state behavior depend on the initial conditions. We describe numerical simulations in which initial conditions were varied, and effects followed over a time period of 60 seconds.
With a spatially uniform initial condition of C(x) = 1.7 μM, R(x) = 17 μM, ρ(x) = 2 μM, the system approaches the (spatially homogeneous) high Cdc42 steady state. Changing the initial conditions to C(x) = 1.5 μM makes the system approach the high Rho steady state. A slight asymmetry in the initial Cdc42 distribution (a linear gradient from 1.5 to 1.6 μM) is amplified, and a spatial segregation of the small G-proteins arises (see Fig. 9 ). This distribution, however, is a slowly moving traveling wave that tends towards a spatially homogeneous high Cdc42 steady state after about 100 seconds. The speed of the wave depends on the diffusion coefficient D m (see Fig. 10 ). By changing the parameters, it is also possible to obtain a traveling wave sweeping towards the high Rho equilibrium. However, a stable spatially inhomogeneous steady state does not exist, as discussed in the previous section. Fig. 9 Space-time plot of system (19). Time is on the vertical axis, space is on the horizontal axis. An initial gradient of active Cdc42 (1.5-1.6) leads to sharp spatial segregation of active Cdc42 and Rho. On a longer timescale (100 s) the system approaches a spatially homogeneous high Cdc42 steady state.
These results illustrate the fact that the active forms of the proteins on their own, even with mutual inhibition and crosstalk proposed in scheme (c), and even with bistability in the ODE formulation cannot yet account for the desired spatial polarization. What is missing is the stabilization of the transition zone between front and back. In the next section we show that incorporating the fast-diffusing inactive forms of the small GTPases brings the system to the desired dynamical behavior.
The full (6 PDE) spatial model
Thus far, we have treated the cytosolic pool of the small G-proteins as a limitless reservoir of available substrate. (The concentrations of the inactive cytosolic forms of the Rho proteins were taken as parameters.) Now returning to the full model that includes these forms, we consider Eqs. (19), together with the fully dynamic set of equations for the inactive forms,
The model consists of 6 PDEs, with crosstalk functions given in Eqs. (20), with no-flux boundary conditions, and parameters in Table 2 . The full set of equations is then
We investigated the linear stability analysis of these equations. In Appendix C, we show that under some parameter regimes, this system is capable of a diffusion-driven instability. In this case of six interacting components, the matrix manipulations becomes cumbersome. Therefore, we used the default parameter values and investigated the determinant Table 2 .
of the Jacobian numerically. (The instability is related to, but is not precisely the same as a generic Turing bifurcation as defined by Cross and Hohenberg, 1993 . In our case, unstable wavenumbers are not strictly bounded away from 0.) We found that there are wide parameter regimes where no diffusion-driven instability occurs. Nevertheless, a polarized pattern can be generated numerically, even in such regions, and, moreover, that pattern is stable once established, unlike the case of traveling waves in the previous 3-equation model. (See Fig. 11 .) We can understand part of this effect intuitively. The cytosolic diffusion of C i , R i , ρ i is fast, so these forms equilibrate rapidly over space. Binding and unbinding to the membrane is also fast, so these equilibrate between membrane and cytosol on a short timescale (Sako et al., 2000) . For this reason, the inactive forms of the small GTPases rapidly carry global information. Low levels of the inactive forms in the cytosol imply overall high levels of activity. An equilibrium is rapidly established where expansion of the activated form of each of the small G-proteins is limited by the availability of the inactive form. The location of the transition zone is determined by the amount of the inactive form available. Flooding the cell with excess C i or ρ i causes the transition zone to shift, causing the high Cdc42 or high Rho equilibrium to take over the entire cell in some cases.
It should come as no surprise that a system of six nonlinear PDEs can have numerous types of dynamic behavior away from the homogeneous steady state(s). In this case, because an explicit form of the variables at the homogeneous steady state is not available due to the high degree of nonlinearity, producing a bifurcation diagram of the full 6-PDE system is challenging (but see Fig. C.3 and details in Appendices A-C for analysis based on the reduction that treats inactive forms of the Rho proteins as parameters.) Moreover, the detailed analysis of pinning of the traveling waves remains to be examined in the future using the tools of asymptotic analysis. It is a well known feature of non-local spatially distributed systems that wave-pinning and other effects can occur Ward, 2000, 2001) . Table 2 . Hill coefficient: (a) n = 3 (single homogeneous equilibrium); (b) n = 4 (bistable regime).
Numerical simulations of the full (6 PDE) system
If the initial conditions and parameters for the Rho proteins in the extended system are spatially uniform, we obtain a spatially homogeneous distribution. However, random noise in the initial conditions (taken to be C 1; R 3; ρ 1.25 μM, as discussed earlier) ensures that the system will spontaneously polarize (see Fig. 12 ). A small gradient in the initial conditions also leads to persistent spatial polarization (see Fig. 13 ). The resulting fronts are stable and not influenced by the magnitude of the gradient (see Fig. 13 ). Interestingly, the dynamics do not depend on whether the system has a single homogeneous equilibrium (Figs. 12, 13(a), (b) ), or is in the bistable regime (Figs. 12, 13(c),  (d) ). In both cases persistent spatial polarization is found. This is surprising, because beforehand one would not expect polarization to occur when there is only one spatially homogeneous equilibrium, while in the bistable regime one would only expect to observe a transient polarization. Instead, independent of the bistability a persistent polarization is found. A transient gradient in the activation rate I G for one of the Rho proteins, which can be interpreted as a bias in the GEF distribution, will similarly lead to persistent polarity (see Marée et al., 2006) . Thus, the system can respond to an externally imposed gradient, and can show spontaneous polarization. Note, however, that the system is still capable of approaching either of the spatially homogeneous equilibria if the initial conditions are sufficiently far away from C 1; R 3; ρ 1.25 μM that we used in the simulations.
Taken together, the numerical results of this and preceding variants of the model reveal that the crosstalk we have assumed, together with cooperativity in the kinetics can give rise to spatial polarization, and that the rapidly diffusing inactive forms of the Rho proteins play an important role in stabilizing the wavefront and leading to persistent polarity.
Discussion
The ability of a cell to sense and navigate up gradients of chemoattractants is known to have specific attributes, including amplification of very minute external signals, adaptation to a spatially uniform signal, rapid response to changes in the direction of the gradient, and the ability to spontaneously polarize (Parent and Devreotes, 1999) . In recent years, a number of works have addressed the mechanisms responsible for spe-cific phenomena underlying chemotaxis. Such models are a vital tools in our evolving efforts to understand the mechanisms underlying chemotaxis Subramanian and Narang, 2004) .
Two distinct types of models have been proposed to explain gradient sensing. The first type explains the high amplification of the external gradient by a Turing type mechanism (Meinhardt, 1999; Postma and Van Haastert, 2001; Subramanian and Narang, 2004; Narang, 2006) . Since the Rho proteins have very similar molecular weights, and hence similar rates of diffusion, it is not entirely surprising that the system comprising their active forms alone (i.e., our 3-variable PDE model) has no Turing instability. However, as noted in our modeling efforts, there are large differences in diffusion of membranebound and cytosolic forms. Recently, Narang (2006) developed a three component model (involving two mutually inhibiting activators and a global inhibitor) that gives rise to spatial segregation via a diffusion-driven instability mechanism. However, our full model (of three PDE's) achieves spatial segregation even in parameter regimes where we can show that no Turing instability is possible. Instead, depletion of substrate stabilizes a transition zone between the two equilibria. The location of this transition zone is determined by the available amount of the inactive form.
A different mechanism for gradient sensing was proposed by Levchenko and Iglesias (2002) , and subsequently refined in Krishnan and Iglesias (2004) and Ma et al. (2004) . In these models, based on "Local Excitation, Global Inhibition" (LEGI), the system remains sensitive to a changing external gradient, but loses polarity once the stimulus is removed. The LEGI module does not account for spontaneous polarization seen in motile cells (Wedlich-Soldner et al., 2003) . The LEGI modules are informative for their dynamics, though they are not based on identifiable molecular components (as in the case of our model) .
A model for axon guidance based on crosstalk of the small GTPases by Sakumura et al. (2005) achieved gradient sensing by coupling Rho GTPase crosstalk to a "winner-takesdirection" decision point. For the small G-protein interactions, Sakumura et al. (2005) use a crosstalk scheme that is similar to ours. However, in our model, the Rho proteins inhibit one another through downregulation of the GEF that governs the basal activation (GTPloading) rate (see Fig. 5 ), while Sakumura et al. (2005) assume that mutual inhibition between Cdc42 and Rho passes through GAPs that govern the basal inactivation (GTPhydrolysis) rate. There is evidence in recent literature that in some cases, Rho crosstalk can be mediated by GEFs (Baird et al., 2005) . However, basing a model on GEF or GAP mediated crosstalk is, at present, arbitrary, as there is no definitive evidence for one or the other. We show that for the bistability, cooperativity is needed in the mutual inhibition, whereas Sakumura et al. (2005) use Michaelis-Menten saturating terms. This is likely the reason why, despite using a similar crosstalk scheme, Sakumura et al. (2005) only find oscillations, while we achieve multi-stability.
It is important to note that crosstalk interactions we use in our model may not hold for all cell types. As we have shown in Fig. 3 , alternate pathways have been proposed in the experimental literature. In particular, whether Rac activates or inhibits Rho seems to be dependent on cell type. In contrast to the activation term used in this study, inhibitory effects have, for example, been observed in neuronal cells and fibroblasts (Van Leeuwen et al., 1997; Sander et al., 1999) . Especially in neutrophils, there is strong experimental evidence for the mutual inhibition between front and back (Xu et al., 2003; Wong et al., 2006) . However, some recent evidence points to other, yet unknown, Rho family GTPases playing some of the roles in cell motility that were previously attributed to Cdc42 and Rac. Using a conditional knockout technique, Czuchra et al. (2005) and Vidali et al. (2006) found that Cdc42 and Rac, respectively, are not essential for migration in fibroblastoid cells, while Wheeler et al. (2006) found that Rac is not essential for macrophage migration. All these results suggest a high level of reduncancy within the small G-protein network. At the same time, when the same experimental technique was applied to neutrophils, it turned out that in those cells, Rac was actually necessary for chemotaxis (Sun et al., 2004) . These examples show that there is still a high level of uncertainty with respect to the fine details the small G-protein interactions.
The spatiotemporal pattern of Rho activation also varies with cell type. While active Rho localizes to the back in chemotaxing neutrophils (Van Keymeulen et al., 2006) , it has been observed at the front of randomly migrating fibroblasts . Generally, it appears that mutual inhibition and spatial segregation of Rho GTPases occurs in fast moving cells that adhere loosely to the substratum (such as neutrophils). Slow moving, tightly adhering cells (such as fibroblasts) utilize a different mechanism for migration, which is yet to be understood. (Note that Rac-deficient fibroblasts migrate without a lamellipodium Vidali et al., 2006.) Because our model focuses on the Rho proteins, an intermediate component in signal transduction to the cytoskeleton, we describe the extracellular chemoattractant gradient directly through a gradient of the active form (or alternatively GEF activity) along the membrane. The model shows extracellular gradient amplification (by translating it into a clear front and back, even when the gradient is very shallow), as well as cellular adaptation to increasing or decreasing chemoattractant levels (through the stabilizing size of the front and back). Due to the sheer number of potential GEFs and GAPs in the cell, 6 it is unrealistic to develop detailed models linking specific GEFs/GAPs to the regulation of Rho protein activity at this time.
Although this paper deals only with the onset of polarization, we have also investigated Rho proteins and actin dynamics in a 2D model of a moving cell (Marée et al., 2006) . We found that the Rho-protein "module" provides a robust mechanism for detecting a gradient and polarizing in response. With this module, the 2D cell remains sensitive to new external cues, and responds by turning. This is in accordance with neutrophils' ability to respond to a reversal of gradient by performing a U-turn (Xu et al., 2003) .
One of the first responses of a cell to the chemotactic signal is the redistribution of the kinase PI3K, that produces PIP 3 , and the phosphatase, PTEN that degrades it, to the front and rear of the cell respectively (Iijima et al., 2002) . This response is upstream of cytoskeletal rearrangement, since it occurs even in cells that have been subjected to actin depolymerizing drugs . However, it is not independent of the Rho proteins. The accumulation of PIP 3 at the leading edge during polarization is known to be mediated by Rho GTPases through a positive feedback loop involving PI3K (Weiner et al., 2002; Srinivasan et al., 2003) . Localization of PTEN is also regulated by Rho GTPases (Li et al., 2005) . Our recent companion paper (Dawes and Edelstein-Keshet, 2007) uses the Rho-protein module developed here, links it to kinases, phosphatases, and lipids of the phosphoinositide module, and explores the synergy between these layers of signaling in generating the behavior of the motile cell.
By studying these additional layers of signaling, we found that many further properties of cell polarization could be explained; for example, we showed that phosphoinositides filter and smooth stimuli, and, so, prevent Rho proteins from forming multiple peaks in the domain in response to strong irregular stimuli (Dawes and Edelstein-Keshet, 2007) . It is reasonable to speculate that further analysis of other signaling cascade components and layers, their internal crosstalk, and interactions between those layers will eventually reveal the modular mechanisms at play in the complex phenomena of cell polarization, and cell motility.
and for the Cdc42 nullcline
For simplicity choose δ C (ρ) = αρ + constant, so the functional form for Eqs. (A.1) should be
Based on the above reasoning we can conclude that to obtain the desired type of bistability in a two component mutually inhibitory system at least one of the interactions should have some "cooperativity" in order to get an S-shaped nullcline that intersects the other nullcline multiple times, as derived previously for inhibition through GEFs.
Appendix B Linear stability analysis, inactive forms as parameters
Here we consider the stability properties of PDEs of the models in this paper. We ask whether a Turing ("diffusive") instability can arise in these systems. Turing (1952) considered a special case of an activator-inhibitor system with distinct rates of diffusion, but here we have a larger set of intermediates for which the usual conditions for Turing patterns do not apply. To avoid ambiguity in the terminology, we adopt the generalized terminology used in Cross and Hohenberg (1993) (see pp. 864, 870 ) for a Turing instability as a type I s (stationary periodic) instability: that is, where, according to linear stability analysis, a homogeneous steady state is stable to spatially uniform perturbations, but unstable to spatially non-uniform perturbations when diffusion is included. The main characteristic of such a system is that eigenvalues, σ for growing perturbations have Im(σ ) = 0 (i.e. no oscillations), and their corresponding most unstable wave-vectors (for Re(σ ) > 0) have wavenumber q 0 = 0 (i.e. emergence of standing wave patterns with fixed periodicity occurs at some bifurcation value of a parameter of interest).
As the full set of 6 PDEs is difficult to analyze, we first consider the set of 3 PDEs 
where we have constructed all parameters above to be positive (a i > 0), using the Giniger (2002) crosstalk scheme of Fig. 3(c) . The set of linearized equations governing small perturbations about any homogeneous steady state are then
Consider spatially inhomogeneous perturbations of the form
Substituting these forms into the linearized PDEs and combining terms with like coefficients of leads to a system of 3 algebraic equations and to the Jacobian Matrix
where we have defined
For nontrivial solutions, we require det(J ) = 0, which leads to a cubic characteristic equation
We ask for conditions such that the homogeneous steady state is stable to spatially uniform perturbations (q = 0), but unstable to spatially nonuniform perturbations at some finite wave-number(s) q crit > 0. For this, we seek conditions such that Re(σ ) < 0 for small T (i.e. T < T a = δ), and Re(σ ) > 0 for some larger value T > T b = Dq 2 + δ (i.e. when diffusion is included). Restated, we look for a loss of stability as T increases beyond some positive threshold value, T b .
According to the Routh Hurwitz criterion, the conditions for Re(σ ) < 0 are
For the (generalized) Turing instability, these should all be satisfied if D = 0 (for sufficiently small T ), but one or more of these must be violated at some T ≥ T b for instability to occur. The first condition, α > 0, is always true for positive T values, so we ask how the second or third conditions can be violated as T increases beyond a positive threshold. Defining
we note that H (0) = −a 1 a 2 a 4 < 0, and that H (T ) > 0 for T sufficiently large. H (T ) changes sign in the direction of stability as T is increased, so violating the condition αβ − γ > 0 cannot lead to a diffusive instability. Further, G(0) = a 1 a 2 a 4 > 0, and G(T ) > 0 for large T . The minimum value of G, attained at T min = √ a 1 a 3 /3 satisfies H (T min ) = −G(T min ). We can dismiss the case that G(T min ) ≥ 0, which never leads to the desired diffusive instability. Noting that
we conclude that G and H cannot both be positive for any 0 < T < T min . This means that, even if G(T min ) < 0, G has become negative for values of T smaller than those at which H becomes positive. Thus we cannot obtain instability by increasing T beyond a positive threshold, ruling out instability of the Turing type in the above set of PDEs.
Appendix C Linear stability of the full 6 PDE system
We similarly investigate whether Turing type instability could occur in the full model, consisting of the 6 coupled PDEs for active and inactive GTPases:
In addition to previous notation for a i , we also define
The initial question is whether the model without diffusion is stable. For this, we consider the Jacobian:
Since rows 4-6 are linearly dependent on rows 1-3, the rank of the Jacobian matrix is 3. This means that 3 out 6 eigenvalues are zero. Because the trace of the Jacobian, (−3δ
, is negative, at most two eigenvalues can be positive, depending on the values of a 1,2,3,4 . If at least one eigenvalue is positive, the model is unstable to homogeneous perturbations, and leads to either multiple equilibria or oscillatory dynamics. When all eigenvalues of the above matrix are non-positive, the homogeneous equilibrium might still be unstable to spatially periodic perturbations, so we consider the model with diffusion. We therefore consider solutions to the PDEs of the form
For ease of notation, define
where b is the ratio of the diffusion of the inactive forms to that of the active forms. Then the Jacobian now has new terms −k
The trace of the matrix is still negative, so the stability is solely determined by the sign of the determinant. Since it is now cumbersome to gain further analytical insights from this matrix, we investigate it numerically. We use default parameter settings (Table 2) , but vary T m and b. Starting from the default value b = 100 we find that for 0 < T m < 0.418, the determinant is negative (see Fig. C.1(a) ), and thus the equilibrium is unstable to inhomogeneous perturbations. Since D m = 0.1 μm 2 s −1 , the value T m = 0.418 corresponds to a wavenumber k = √ 4.18 = 2.044, i.e., a wavelength of 2π/k = 3.072 μm, so any perturbation with a wavelength larger than 3 μm grows. Figure C .1(b) shows the dependence of the largest eigenvalue, σ max on T m . The fastest growth rate (greatest value of σ max ) occurs at T m = 0.0441, which corresponds to 9.46 μm. Indeed, numerical simulations over a length of 100 μm show an initial increase of around 10 waves, corresponding to the most unstable mode. Another observation to be made from Figs. C.1 and C.2 is that, regardless of the value of b, the bandwidth of unstable wavenumbers is always bounded by zero. This contrasts with the generic feature of Turing-type pattern formation, where dynamics are driven by a band of unstable wavenumbers bounded away from zero (Cross and Hohenberg, 1993) . Consequently, in our system, very large wavelengths are unstable. This implies that in a very large cell ("large enough" for unstable modes to appear, e.g. if b = D mc /D m ≈ 2, for example), the bipolar mode would be unstable.
The stability analysis of the full 6 PDE system and the stability analysis of the reduced system in which the levels of the inactive forms of Rho proteins are treated as parameters are actually closely linked to one another. For the inactive forms, if D mc → ∞, for any choice of k, the perturbation v i (x, t) → 0 for t > 0, since the infinitely fast diffusion immediately erases any applied perturbation. Restated, treating the levels of inactive Rho proteins as fixed parameter values corresponds to analysing the limit D mc → ∞. We show this limit in the bifurcation diagram of Fig. C.3 .
The black line in Fig. C.3 shows the homogeneous equilibrium Cdc42 value as a function of I C . This is equivalent to the line in Fig. 8(a) corresponding to a unique homogeneous equilibrium. (To obtain this curve, the inactive forms were fixed at the equilibrium value corresponding to the homogeneous steady state, which varies with I C .) In this limit of inactive forms treated as parameters, we find that between 2.64 < I C < 5.27 the homogeneous equilibrium is unstable: within this interval, for sufficiently large values of D mc , spatially inhomogeneous perturbations would grow. Outside this region, the homogeneous equilibrium is stable to both homogeneous and periodic perturbations for any choice of diffusion rates (as demonstrated in Appendix B). Accordingly, for I C < 2.64 or I C > 5.27, there are no combinations of the parameters T m and b that result in Det(J ) < 0, so small spatial inhomogeneities would decay.
The grey line in Fig. C .3 corresponds to other equilibria that are found when the inactive forms are kept fixed at these homogeneous steady state values. When such an equilibrium is stable, it means that a small, narrow perturbation (on a sufficiently small spatial scale, so as not to change the levels of the inactive forms) is able to establish itself. Thus, stable regions along the grey line correspond to directly reachable heterogeneous equilibria. For values of I C > 1.86, we always find three equilibria, two of which are stable. Consequently, a sufficiently large stimulus would lead to an initial polarization, followed Fig. C.3 Bifurcation analysis of the reduction treating the levels of inactive forms of Rho proteins as parameters. The black line corresponds to the homogeneous equilibrium, the grey line corresponds to directly reachable heterogeneous equilibria. Between 2.64 < I C < 5.27, the homogeneous equilibrium is unstable, i.e., for sufficiently large values of D mc , spatially inhomogeneous perturbations would grow. Outside of this region, the homogeneous equilibrium is stable to both homogeneous and periodic perturbations for any choice of diffusion rates. For values of I C > 1.86, there are three equilibria, two of which are stable. Consequently, a sufficiently large stimulus would always lead to an initial polarization.
by an expansion and retraction of different zones. During the latter process, the levels of the inactive forms change gradually, until an equilibrium is reached (described in Section 6). Between 2.64 < I C < 5.27 any signal is sufficient to trigger polarization, while outside this interval, the perturbation has to be sufficiently large to cause a pattern to form.
