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DILATIONS, INCLUSIONS OF MATRIX CONVEX SETS,
AND COMPLETELY POSITIVE MAPS
KENNETH R. DAVIDSON, ADAM DOR-ON, ORR MOSHE SHALIT,
AND BARUCH SOLEL
Abstract. A matrix convex set is a set of the form S = ∪n≥1Sn (where
each Sn is a set of d-tuples of n×n matrices) that is invariant under UCP
maps from Mn to Mk and under formation of direct sums. We study
the geometry of matrix convex sets and their relationship to completely
positive maps and dilation theory. Key ingredients in our approach
are polar duality in the sense of Effros and Winkler, matrix ranges in
the sense of Arveson, and concrete constructions of scaled commuting
normal dilation for tuples of self-adjoint operators, in the sense of Helton,
Klep, McCullough and Schweighofer.
Given two matrix convex sets S = ∪n≥1Sn, and T = ∪n≥1Tn, we
find geometric conditions on S or on T , such that S1 ⊆ T1 implies that
S ⊆ CT for some constant C.
For instance, under various symmetry conditions on S , we can show
that C above can be chosen to equal d, the number of variables. We
also show that C = d is sharp for a specific matrix convex setWmax(Bd)
constructed from the unit ball Bd. This led us to find an essentially
unique self-dual matrix convex set D, the self-dual matrix ball, for which
corresponding inclusion and dilation results hold with constant C =
√
d.
For a certain class of polytopes, we obtain a considerable sharpening
of such inclusion results involving polar duals. An illustrative example
is that a sufficient condition for T to contain the free matrix cube C(d) =
∪n{(T1, . . . , Td) ∈Mdn : ‖Ti‖ ≤ 1}, is that {x ∈ Rd :
∑ |xj | ≤ 1} ⊆ 1dT1,
i.e., that 1
d
T1 contains the polar dual of the cube [−1, 1]d = C(d)1 .
Our results have immediate implications to spectrahedral inclusion
problems studied recently by Helton, Klep, McCullough and Schweig-
hofer. Our constants do not depend on the ranks of the pencils deter-
mining the free spectrahedra in question, but rather on the “number of
variables” d. There are also implications to the problem of existence
of (unital) completely positive maps with prescribed values on a set of
operators.
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1. Introduction
This paper was inspired by a series of papers by Helton, Klep, McCullough
and others on the advantages of using matrix convex sets when studying lin-
ear matrix inequalities (LMI). In particular, Helton, Klep and McCullough
[18] showed that the matricial positivity domain of an LMI contains the
information needed to determine an irreducible LMI up to unitary equiva-
lence. We were particularly interested in a recent paper by these authors and
Schweighofer [20] who dilate d-tuples of Hermitian matrices to commuting
Hermitian matrices in order to obtain bounds on inclusions of spectrahedra
inside others up to a scaling. Our work is also related to [19] which discusses
duality.
The two central problems that attracted our attention are the following.
Problem 1.1. Given two d-tuples of operators A = (A1, . . . , Ad) ∈ B(H)d
and B = (B1, . . . , Bd) ∈ B(K)d, determine whether there exists a unital
completely positive (UCP) map φ : B(H)→ B(K) such that φ(Ai) = Bi for
all i = 1, . . . , d.
Problem 1.2. Given two matrix convex sets S and T , determine whether
S ⊆ T . In particular, given that S1 ⊆ T1, determine whether S ⊆ CT for
some constant C.
These problems were treated by Helton, Klep, McCullough, Schweighofer,
and by others. Our goal is to approach these problems from an operator
theoretic perspective, and to sharpen, generalize and unify existing results.
While Helton et al tend to deal with d-tuples of real Hermitian matrices,
we have chosen to work in the context of d-tuples of matrices or operators
on complex Hilbert spaces (it seems that with a little care our methods are
applicable to the setting of symmetric matrices over the reals). Moreover
we simultaneously consider the Hermitian and nonself-adjoint contexts.
Duality plays a central role in our work as well, but takes a somewhat
different character. We find that a more natural object to associate to a
d-tuple of matrices of bounded operators is the matrix range introduced
by Arveson [4] in the early days of non-commutative dilation theory (see
Section 2.2). Moreover we show that the matrix range is the polar dual of the
matricial positivity domain of the associated LMI. We provide a description
of the minimal and maximal matrix convex sets determined by a convex set
at the first level (in Cd).
Matrix ranges are ideally suited to describe the possible images of a d-
tuple under UCP maps. This was established by Arveson in the singly
generated case, and easily extends to the multivariable situation. We use this
to obtain, in Section 5, complete descriptions of when a d-tuple of operators
can be mapped onto another by a UCP map, or a completely contractive
positive (CCP) or completely contractive (CC) map. The basic result is that
there is a UCP map as in Problem 1.1 if and only if W(B) ⊆ W(A), where
W(A) and W(B) denote the matrix ranges of A and B, respectively (see
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Theorem 5.1). This generalizes results of many authors regarding Problem
1.1 [1, 2, 9, 17, 18, 21, 22, 24].
The results we obtain in Section 5 show that the matrix range W(A) of
a tuple of operators A is a complete invariant of the operator system SA
generated by A. It is natural to ask to what extent a d-tuple of operators
is determined by its matrix range, and this problem was resolved by Arve-
son in the finite-dimensional case [6]. For tuples of compact operators, this
problem is taken up in Section 6. Under a nonsingularity assumption, we
show that a d-tuple A of compact operators can always be compressed to
a minimal tuple that has the same matrix range. We characterize mini-
mal tuples of nonsingular compact operators in terms of their multiplicity
and C*-envelope, and we show that a nonsingular minimal tuple of com-
pact operators is determined by its matrix range up to unitary equivalence.
We also consider d-tuples of operators that generate C*-algebras with no
compact operators. When combining our approach with Voiculescu’s Weyl-
von Neumann Theorem, we show that under suitable circumstances related
to multiplicity, the matrix range determines a d-tuple up to approximate
unitary equivalence.
The remainder of the paper deals with Problem 1.2. A key ingredient
is the construction of commuting normal dilations, following [20]. In [20,
Theorem 1.1], they establish that the set of all symmetric n × n matrices
dilate up to a scale factor to a family F of commuting Hermitian contractions
on a Hilbert space H, in the sense that there is a constant c and an isometry
V : Rn → H so that for every symmetric contraction S ∈ Mn(R), there is
some T ∈ F such that cS = V ∗TV . In this result, it is crucial that n is fixed.
In Section 7, we provide a counterpart of this result that is independent of
the ranks of the dilated operators. For every d-tuple of contractive (self-
adjoint) operators X = (X1, . . . ,Xd) on a Hilbert space H, we construct
a commuting family of contractive (self-adjoint) operators T = (T1, . . . , Td)
on a Hilbert space K and an isometry V : H → K such that 12dXi = V ∗TiV
(or 1dXi = V
∗TiV for self-adjoints) for all i. In the self-adjoint context
we then provide variants of this dilation result under different symmetry
conditions. In particular, if X lies in some matrix convex set S, then under
some symmetry conditions we can construct a commuting normal dilation
T such that the spectrum σ(1dT ) of
1
dT is contained in S1. This is used to
obtain other scaled inclusion results for matrix convex sets. In particular,
these results can be applied to spectrahedral inclusion problems that were
studied by Helton et al. For example, in Corollary 7.17 we show that if A
and B are two d-tuples of self-adjoint operators, and if DsaA and DsaB denote
the free spectrahedra determined by A and B, then under some symmetry
assumptions on the set DsaA (1) ⊆ Rd, we have
DsaA (1) ⊆ DsaB (1) =⇒DsaA ⊆ dDsaB .
Section 8 provides a rich class of convex sets to which the dilation and
inclusion results of Section 7 can be applied. We show that if K is a convex
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set in Rd that is invariant under the projection onto an isometric tight frame,
then for matrix convex sets S = ∪Sn ⊆ ∪(Mn)dsa and T = ∪Tn ⊆ ∪(Mn)dsa
such that S1 = K, we have the implication
(1.1) K ⊆ T1 =⇒ S ⊆ dT .
We use this result to show that when K is the convex hull of a vertex-
reflexive isometric tight frame, invariance of K under projections onto the
isometric tight frame defining K is automatic, so that the implication in
equation (1.1) holds.
An important example is the case where K is the (hyper)-cube [−1, 1]d.
We then obtain a variant of the matricial relaxation to the matrix cube
problem treated by Helton et al (see [20, Theorem 1.6]). The result then
reads
(1.2) [−1, 1]d ⊆ T1 =⇒ C(d) ⊆ dT ,
where C(d) = {X ∈ ∪n(Mn)dsa : ‖Xi‖ ≤ 1 for all i} is the free matrix cube,
where an analogous result hold for all real regular polytopes.
In Section 9 we study an inclusion problem analogous to (1.2), but we
replace the matrix convex set C(d) with a self-dual matrix convex set D
defined by
D =
{
X ∈ ∪(Mn)dsa :
∥∥∑
i
Xi ⊗X i
∥∥ ≤ 1}.
We find that for all matrix convex sets S ⊆ ∪(Mn)dsa,
S1 ⊆ Bd =⇒ S ⊆
√
dD
and
Bd ⊆ S1 =⇒ D ⊆
√
dS.
Moreover, the constant
√
d is the optimal constant in both implications (see
Theorem 9.7). In fact, in both implications one may replace D with the
matrix ball B = {X ∈ ∪(Mn)dsa :
∑
iX
2
i ≤ I}.
The last section contains some additional observations regarding both
problems. In Theorem 10.4 we show that if A ∈ B(H)dsa and 0 ∈ intW(A)
then there is a positive constant ρ such that whenever B ∈ B(K)dsa is such
that the map SA → SB given by
I 7→ I , Ai 7→ Bi , i = 1, . . . , d,
is positive, then the map given by
I 7→ I , Ai 7→ ρBi , i = 1, . . . , d,
is completely positive.
Another interesting observation that we make is that implications like
(1.1) can be sharpened when one takes into account the scalar polar dual
K ′ of K (see Section 10.5). As a special example, in Section 10.3 we show
that the implication (1.2) can be sharpened significantly to
Dd ⊆ T1 =⇒ C(d) ⊆ dT ,
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where
Dd = {x ∈ Rd :
∑
|xj | ≤ 1}
is the scalar polar dual of [−1, 1]d. See Corollary 10.7 and Remark 10.9 for
a dual result related to the matrix cube problem.
Here is a brief overview of the organization of the paper. Section 2 pro-
vides background. Polar duality is treated in Section 3, and the maximal
and minimal matrix convex sets determined by the first level are described
in Section 4. Section 5 contains the results on completely positive maps
of d-tuples, connecting between the existence of a UCP map between two
d-tuples of operators and their matrix ranges. The extent to which a d-tuple
is determined by its matrix range is discussed in Section 6. In Section 7,
we establish our version of the dilation to commuting normal operators, and
provide variants for various forms of symmetry. This is applied to inclusions
of matrix convex sets. In Section 8 we consider polytopes generated by
vertex-reflexive isometric tight frames, and show that they provide a large
class of convex sets to which the results of Section 7 can be applied. Section
9 deals with the construction of a self-dual matrix ball based on an inequal-
ity due to Haagerup. The final section 10 contains further discussion of
matrix inclusion problems and the application to scaling of positive maps,
along with inclusion results between polytopes arising from tight frames,
and their duals.
2. Matrix convex sets, free spectrahedra and matrix ranges
In this paper, the matrix algebras Mn are understood as Mn(C). The
algebra of bounded operators on a Hilbert space H is denoted by B(H),
B(H)d denotes d-tuples of operators, and B(H)dsa denotes d-tuples of self-
adjoint operators. The compact operators on H are denoted K(H). Mdn and
(Mn)
d
sa denote d-tuples of matrices or self-adjoint matrices, respectively.
Let d ∈ N. A free set (in d free dimensions) S is a disjoint union S =
∪nSn, where Sn ⊆ Mdn. Containment is defined in the obvious way: we say
that S ⊆ T if Sn ⊆ Tn for all n. A free set S is said to be open/closed/convex
if Sn is open/closed/convex for all n. It is said to be bounded if there is some
C such that for all n and all A ∈ Sn, it holds that ‖Ai‖ ≤ C for all i. An
nc set is a free set that is closed under direct sums and under simultaneous
unitary conjugation.
An nc set is said to be matrix convex if it is closed under application
of UCP maps, i.e., if X ∈ Sn and φ ∈ UCP(Mn,Mk), then φ(X) :=
(φ(X1), . . . , φ(Xd)) ∈ Sk. Since every UCP map φ :Mn →Mk has the form
φ(X) =
∑m
i=1 V
∗
i XVi for operators Vi : C
n → Ck satisfying ∑mi=1 V ∗i Vi = Ik
[26, Proposition 4.7], we see that the above definition of a matrix convex set
coincides with the one given by Effros and Winkler [15, Section 3], so that
S is closed under matrix convex combinations.
The main examples of matrix convex sets are given by free spectrahedra
and matrix ranges.
6 K.R. DAVIDSON, A. DOR-ON, O.M. SHALIT, AND B. SOLEL
2.1. Free spectrahedra. A monic linear pencil is a free function of the
form
L(x) = LA(x) = I −
∑
Ajxj ,
where A ∈ B(H)d. We let L act on a d-tuple X = (X1, . . . ,Xd) in Mdn by
L(X) = I ⊗ In −
n∑
j=1
Aj ⊗Xj .
We write
DA = DL = ∪nDA(n) = ∪nDL(n),
where
DL(n) = {X = (Xj) ∈Mdn : ReL(X) ≥ 0}.
The set DA is said to be a free spectrahedron. Most authors use “free spec-
trahedron” for pencils with matrix coefficients — i.e., the case where H is
finite dimensional — but we allow operator coefficients.
It is of interest also to work in the context of self-adjoint variables and
coefficients, assuming that A ∈ B(H)dsa and looking for self-adjoint solutions
X ∈ (Mn)dsa to L(X) ≥ 0. In this case we may say self-adjoint spectrahedron
to clarify that we are considering this case, and we define
DsaL = {X = (Xj) ∈ (Mn)dsa : L(X) ≥ 0}.
Proposition 2.1. For all A ∈ B(H)d, DA is a closed matrix convex set in
∪nMdn. If A ∈ B(H)dsa, then DsaA is a closed matrix convex set in ∪n(Mn)dsa.
Proof. We treat the nonself-adjoint case. Clearly DA is a closed nc set.
Suppose that X ∈ DA(n) and φ ∈ UCP(Mn,Mk). Then IH ⊗φ is UCP, and
UCP maps respect real and imaginary parts. Letting L denote the monic
linear pencil associated to A, we have ReL(X) ≥ 0 implies that
ReL(φ(X)) = Re(I ⊗ φ)(L(X)) = (I ⊗ φ)ReL(X) ≥ 0,
so φ(X) ∈ DA(k).
Example 2.2. The (d-dimensional) matrix cube C(d) is the self-adjoint
free spectrahedron DsaC determined by the tuple of 2d × 2d matrices Cj =(
Ejj 0
0 −Ejj
)
, where Ejj is the diagonal d × d matrix with 1 at the jth place
and 0s elsewhere. Then X ∈ DsaC if and only if
0 ≤ I −
d∑
j=1
Cj ⊗Xj =
d∑
j=1
(
Ejj⊗I 0
0 Ejj⊗I
)
−
(
Ejj⊗Xj 0
0 −Ejj⊗Xj
)
=
(
Ejj⊗(I−Xj) 0
0 Ejj⊗(I+Xj)
)
.
Hence 0 ≤ I ±Xj , or equivalently −I ≤ Xj ≤ I for 1 ≤ j ≤ d.
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Example 2.3. The (d-dimensional) complex matrix cube, or matrix polyball
is the matrix convex set
CC(d) = {X ∈ ∪nMdn : ‖Xi‖ ≤ 1 for 1 ≤ i ≤ d}.
Let Aj = Ejj ⊗ ( 0 20 0 ) for 1 ≤ j ≤ d. Then X ∈ DA if and only if
0 ≤ Re
(
I −
d∑
j=1
Ejj ⊗ ( 0 20 0 )⊗Xj
)
=
d∑
j=1
Ejj ⊗ Re
(
I −2Xj
0 I
)
.
This holds precisely when ‖Xj‖ ≤ 1.
Example 2.4. The real matrix ball and the complex matrix ball are the free
sets defined by
B
(d) = {X ∈ ∪n(Mn)dsa :
∑
j
X2j ≤ I},
and
BC(d) = {X ∈ ∪nMdn :
∑
j
XjX
∗
j ≤ I}.
The free sets B and BC are a self-adjoint free spectrahedron and a free
spectrahedron, respectively, determined by the monic pencils
L1(x) =

1 x1 x2 · · · xd
x1 1 0 · · · 0
x2 0
. . . 0
...
...
. . .
...
xd 0 1
 .
and
L2(x) =

1 2x1 2x2 · · · 2xd
0 1 0 · · · 0
0 0
. . . 0
...
...
. . .
...
0 0 1
 .
The details are similar to the previous two examples.
2.2. Matrix ranges. The matrix range [4, Section 2.4] of a tuple A in
B(H)d is defined to be the set
W(A) = ∪nWn(A),
where
Wn(A) = {(φ(A1), . . . , φ(Ad)) : φ ∈ UCP(C∗(SA),Mn)}.
Here and below we write SA for the operator system generated by A, and
C∗(SA) for the unital C*-algebra generated by A. Note that W(A) is con-
tained in ∪n(Mn)dsa if and only if A ∈ B(H)dsa, so we do not require a separate
notation for working in the self-adjoint setting.
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Proposition 2.5. For all A ∈ B(H)d, W(A) is a closed bounded matrix
convex set in ∪nMdn.
Proof. The proof is straightforward (for closedness, recall that the space
UCP(C∗(SA),Mn) is compact in the point-norm topology; see Theorem 7.4
in [26]).
Proposition 2.6. Let S be a matrix convex set and suppose that X ∈ S.
Then W(X) ⊆ S. In particular, when X is a normal commuting tuple of
operators, σ(X) ⊆ S1.
Proof. The first assertion follows from the definitions, the second from the
first with the fact that σ(X) ⊆ W1(X).
Theorem 2.7. Let N be a commuting normal d-tuple with σ(N) = Λ ⊂ Cd.
Then
W1(N) = conv(σ(N)).
and for n ≥ 2,
Wn(N) =
{ m∑
i=1
λ(i)Ki : λ(i) ∈ Λ, m ∈ N, Ki ∈M+n ,
∑
Ki = In
}
=
{ 2n4+n2∑
i=1
λ(i)Ki : λ
(i) ∈ Λ, Ki ∈M+n ,
∑
Ki = In
}
Proof. For λ = (λ1, ..., λd) ∈ Cd and K ∈ Mn, we write λK = Kλ =
(λ1K, ..., λdK) ∈Mdn . When λ(i) ∈ Λ = σ(N), and Ki ∈M+n , satisfy
m∑
i=1
(K
1
2
i )
∗K
1
2
i =
m∑
i=1
Ki = In,
we have that
m∑
i=1
λ(i)Ki =
m∑
i=1
(K
1
2
i )
∗λ(i)K
1
2
i ∈ Wn(N)
by matrix convexity.
For the reverse inclusion, any map in UCP(C∗(N),Mn) is a compression
of a representation of C(Λ), which by the Weyl-von Neumann-Berg Theo-
rem (see [13, Corollary II.4.2]) can be approximated by the compression of
a diagonal representation. A second approximation reduces this to a com-
pression of a finite dimensional representation, which has the form π(f) =∑m
i=1 f(λ
(i))Pi, where Pi is a partition of I into orthogonal projections.
Thus a compression has the form Φ(f) =
∑m
i=1 f(λ
(i))Ki for positive Ki
with
∑
Ki = In. Applying this to the identity function id(z) = (z1, . . . , zd)
yields the desired description. When n = 1, this set is precisely conv(σ(N)).
Elimination of the closure follows from the more refined analysis of [3,
Theorem 1.4.10]. It is shown that the extreme points of Wn(N) have the
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form
∑m
i=1 λ
(i)Ki, where m ≤ n2 because of the condition that the sub-
spaces KiMnKi are linearly independent. Since Mn is 2n
2-dimensional as
a real vector space, Carathe´odory’s Theorem shows that every point in the
convex hull is obtained as a combination of at most 2n2+1 extreme points.
Thus combining the two estimates shows that at most p = 2n4 + n2 terms
are required. It is then a standard argument that the set of such convex
combinations is already closed.
Corollary 2.8. If N is a commuting normal d-tuple, then W(N) is the
smallest matrix convex set containing σ(N).
Proof. The description ofW(N) shows that it is evidently contained in the
matrix convex hull of σ(N). The converse is immediate from the equality
W1(N) = conv(σ(N)).
3. Polar duality
Given an nc set S ⊆ ∪nMdn , its polar dual [15] is defined to be S◦ = ∪nS◦n,
where
S◦n =
{
X ∈Mdn : Re
(∑
j
Aj ⊗Xj
) ≤ I for all A ∈ S}.
Likewise, if S is an nc subset of ∪n(Mn)dsa then we define S• = ∪nS•n where
S•n = {X ∈ (Mn)dsa :
∑
j
Aj ⊗Xj ≤ I for all A ∈ S}.
Proposition 3.1. Let A ∈ B(H)d. Then
(W(A) ∪ {0})◦ =W(A)◦ = DA.
Likewise, if A ∈ B(H)dsa, then
(W(A) ∪ {0})• =W(A)• = DsaA .
Proof. We will prove the second claim. The first follows similarly by taking
real parts in the appropriate places.
First note that by definition of the dual, we have (W(A)∪{0})• =W(A)•.
Next, if X ∈ DsaA , and φ is in UCP(C∗(SA),Mn), then applying φ ⊗ id to
the inequality
∑
j Aj⊗Xj ≤ I, we get that
∑
j φ(Aj)⊗Xj ≤ I, so that X ∈
W(A)•. Conversely, if ∑j φ(Aj) ⊗ Xj ≤ I for all φ in UCP(C∗(SA),Mn),
then we find that X ∈ DA by letting φ range over all compressions of B(H)
to finite dimensional subspaces.
Lemma 3.2. If S is a matrix convex set in ∪nMdn containing 0, then
S◦◦ = S.
If S is a matrix convex set in ∪n(Mn)dsa containing 0, then
S•• = S.
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Proof. The first assertion is precisely the bipolar theorem of Effros and
Winkler [15, Corollary 5.5].
For the second assertion, we provide an additional argument. By defini-
tion, S ⊆ S••. To show the reverse inclusion, it will suffice to show that
when considering S and S•• as subsets of ∪nMdn, we have that S•• ⊆ S◦◦,
since the first assertion guarantees S = S◦◦.
If X ∈ (S••)n, then X ∈ (S•)◦ ∩ (Mn)dsa. This means
Re
∑
j
Aj ⊗Xj =
∑
j
Aj ⊗Xj ≤ I
for all A ∈ S•n. Now let B ∈ S◦n. We have that Re
∑
j Bj ⊗ Yj ≤ I for all Y
in Sn, and since every such Y is self-adjoint, this means that∑
j
ReBj ⊗ Yj = Re
∑
j
Bj ⊗ Yj,
so ReB ∈ S•n. Therefore (using that X is self-adjoint) we have
Re
(∑
j
Bj ⊗Xj
)
=
∑
j
(ReBj)⊗Xj ≤ I.
This shows that X ∈ S◦◦ as required.
Proposition 3.3. Let A ∈ B(H)d. If 0 ∈ W(A), then
D◦A =W(A).
Likewise, if A ∈ B(H)dsa and 0 ∈ W(A), then
(DsaA )• =W(A).
Proof. In light of Proposition 3.1, both assertions follow from the previous
lemma applied to S =W(A).
Lemma 3.4. For A ∈ B(H)d the following are equivalent.
(1) 0 ∈ int(W(A)), in the sense that there is some δ > 0 such that for
all X ∈ (Mn)d, if ||Xi|| < δ for all i then X ∈ W(A).
(2) 0 ∈ int(W1(A)).
(3) DA(1) is bounded.
(4) DA is bounded, in the sense that there is some R > 0 such that
‖Xi‖ ≤ R for all X ∈ DA and all i.
A similar result holds for A ∈ B(H)dsa, when we consider DsaA instead of DA.
Proof. We prove the lemma for self-adjoint tuples and self-adjoint domains,
where the proof for the nonself-adjoint case is done similarly by considering
real parts, the complex version of the Hahn-Banach separation theorem and
the matrix polyball instead of the matrix cube for the proof of (2) implies
(1).
(3) implies (2): If 0 is not in int(W1(A)), it follows from convexity and the
Hahn-Banach separation theorem that there are real numbers a1, . . . , ad (not
all 0) such that, for every x = (x1, . . . , xd) ∈ W1(A),
∑
aixi ≥ 0. Thus, for
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every t < 0,
∑
taixi ≤ 0 < 1 so that for every such t, (ta1, . . . , tad) ∈ DsaA (1),
contradicting (3).
(1) implies (4): Let δ > 0 be such that, if ||Xi|| < δ for all i then
X ∈ W(A). Fix some i ∈ {1, . . . , d}, and let X = (Xj) be defined by Xj = 0
if i 6= j andXi = 12δI. Then±X ∈ W(A). Now for every Y ∈ DsaA =W(A)•,
±Xi⊗ Yi = ±
∑
Xj ⊗ Yj ≤ I. But ||Xi ⊗ Yi|| = 12δ · ||Yi||, thus, ||Yi|| ≤ 2/δ.
Therefore DsaA is bounded.
(1) and (4) trivially imply (2) and (3), respectively.
(2) implies (1): Suppose 0 ∈ int(W1(A)), and let ǫ · [−1, 1]d ⊂ W1(A) be
a cube of radius ǫ inside W1(A). Then there is a normal d-tuple N with
σ(N) = ǫ · [−1, 1]d, so that by Corollary 2.8,W(N) ⊂ W(A). It then suffices
to show that 0 ∈ int(W(N)) for a normal d-tuple with σ(N) = [−1, 1]d the
d-cube, but this follows from Theorem 2.7.
Proposition 3.5. A closed matrix convex set S ⊆ ∪n(Mn)d has the form
S =W(A)
for some A ∈ B(H)d if and only if S is bounded. S has the form
S = DB
for some B ∈ B(H)d if and only if 0 ∈ int(S). A similar result holds in the
self-adjoint case.
Proof. ThatW(A) and DB are closed matrix convex sets was noted above,
and clearly 0 ∈ int(DB) and W(A) is bounded.
For the converse direction in the first assertion, let {A(k)}∞k=1 be a dense
sequence of points in S where each point appears infinitely many times,
and consider a direct sum A = ⊕kA(k) acting on H = ⊕kCnk , where nk is
such that A(k) ∈ Snk . Then A is a bounded operator since S is bounded.
Clearly, S ⊆ W(A) because the latter is closed. For the reverse inclusion,
note that the intersection of C∗(SA) with the compacts on H is 0. By the
machinery of Voiculescu’s theorem (e.g., [13, Lemma II.5.2]), we have that if
φ ∈ UCP(C∗(SA),Mn), then there is a sequence of isometries Vi : Cn → H
such that
‖φ(Aj)− V ∗i AjVi‖ i→∞−−−→ 0 , j = 1, . . . , d.
But every Vi has the form Vi = (V
(k)
i )
∞
k=1 such that V
(k)
i : C
n → Cnk and∑
k V
(nk)∗
i V
(nk)
i = In, so limk→∞ ‖V (k)i ‖ = 0. Therefore
V ∗i AjVi =
∑
k
V
(k)∗
i A
(k)
j V
(k)
i ,
where the sequence converges in norm. For a large enough finite set F ⊆ N,
we have ‖∑k∈F V (k)∗i V (k)i − I‖ < 1, and hence KF :=∑k∈F V (k)∗i V (k)i must
be invertible. Then, ∑
k∈F
K
− 1
2
∗
F V
(k)∗
i V
(k)
i K
− 1
2
F = I,
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so that
∑
k∈F K
− 1
2
∗
F V
(k)∗
i A
(k)
j V
(k)
i K
− 1
2
F is a genuine matrix convex combina-
tion of points in S, converging (as F grows) to V ∗i AjVi. It then follows that
V ∗i AVi ∈ S and so φ(A) ∈ S.
For the converse direction in the second assertion, we first claim that
0 ∈ int(S) implies that S◦ is bounded. Indeed, let δ > 0 be such that
||Xi|| < δ for all i implies X ∈ S. Let X = (Xj) ∈ S be defined by Xj = 0
if j 6= k and Xk = 12δI. If Y ∈ S◦, then ‖ReYk‖ δ2 = ‖Re
∑
j Yj ⊗Xj‖ ≤ 1,
and also ‖ Im Yk‖ δ2 = ‖Re
∑
Yj ⊗ iXj‖ ≤ 1. Thus ‖Yk‖ ≤ 4δ for all k, as
claimed.
Now since S◦ is bounded, we have S◦ = W(B) for some B ∈ B(H)d.
Thus S = S◦◦ = (W(B))◦ = DB.
4. Maximal and minimal matrix convex sets of a convex set
We wish to describe the smallest and largest matrix convex set S ⊆
∪n(Mn)dsa with a given S1 ⊆ Rd. The discussion can be carried out also
in the nonself-adjoint setting, we state and prove results in the self-adjoint
setting for brevity.
A d-tuple X ∈Mdn is a compression of A ∈ B(H)d if there is an isometry
V : Cn → H so that Xi = V ∗AiV for 1 ≤ i ≤ d. Conversely, A is a
dilation of X if X is a compression of A. We will write X ≺ A when X is
a compression of A. A tuple N = (N1, . . . , Nd) will be said to be a normal
tuple if N1, . . . , Nd are normal commuting operators. We denote by σ(N)
the joint spectrum of a normal tuple N .
Recall that if C is a closed convex set in Rd, then C is the intersection of
all half spaces of the form
H(α, a) = {x ∈ Rd :
d∑
i=1
αixi ≤ a}
which contain C. Moreover, for A ∈ B(H)dsa, then W1(A) ⊆ H(α, a) if and
only if
d∑
i=1
αiAi ≤ aI.
Definition 4.1. Let C be a closed convex set in Rd. Define
Wminn (C) = {X ∈ (Mn)dsa : X ≺ N normal and σ(N) ⊆ C}
and
Wmaxn (C) = {X ∈ (Mn)dsa :
d∑
i=1
αiXi ≤ aIn whenever C ⊆ H(α, a)}.
Remark 4.2. Observe that Wmin(C) and Wmax(C) are matrix convex sets
with Wmin1 (C) = Wmax1 (C) = C. Note that if C1 ⊆ C2, then from the
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definitions we have
Wmin(C1) ⊆ Wmin(C2) and Wmax(C1) ⊆ Wmax(C2).
Proposition 4.3. If S ⊆ ∪n(Mn)dsa is a closed matrix convex set with
S1 = C, then
Wminn (C) ⊆ Sn ⊆ Wmaxn (C) , n ≥ 1.
Proof. The first inclusion follows from Corollary 2.8. Indeed, let X ∈
Wminn (C) with normal dilation N such that σ(N) ⊆ C. By Corollary 2.8 we
have W(N) ⊆ S , so that X ∈ W(N) ⊆ S. The second inclusion follows
from the remarks preceding Definition 4.1.
Corollary 4.4. Let N be a normal tuple such that W1(N) = C. Then
W(N) =Wmin(C).
Proof. Wmin(C) ⊆ W(N) by the previous proposition. But since every
UCP map φ : C∗(SN )→Mn has the form φ(T ) = V ∗π(T )V for an isometry
V and a (unital) representation π, the reverse inclusion follows by definition.
Corollary 4.5. Let N be a normal tuple of matrices and let S be a matrix
convex set. Then N ∈ S if and only if σ(N) ⊆ S1.
Proof. If N ∈ S then σ(N) ⊆ W1(N) ⊆ S1 by matrix convexity. If σ(N) ⊆
S1, then N ∈ W(N) =Wmin(W1(N)) ⊆ Wmin(S1) ⊆ S.
Corollary 4.6. If S ⊆ ∪n(Mn)dsa is a closed matrix convex set such that
S1 ⊆ [−r, r]d, then S is bounded by r, in the sense that ‖Xi‖ ≤ r for all
X ∈ S and all i.
Proof. We have S1 ⊆ [−r, r]d = {x ∈ Rd : ±xi ≤ r, for all i}. Therefore
Sn ⊆ Wmaxn ([−r, r]d) = {X ∈ (Mn)dsa : ±Xi ≤ rI for all i} = rC(d).
If C ⊆ Rd, we let C ′ denote the polar dual of C in the usual sense:
C ′ = {x ∈ Rd :
∑
j
xjyj ≤ 1 for y ∈ C}.
Theorem 4.7. Let C be a closed convex set in Rd. Then
Wmin(C)• =Wmax(C ′).
If 0 ∈ C, then
Wmax(C)• =Wmin(C ′).
Proof. Observe that if X is a compression of N , then
∑
Ni⊗Yi ≤ I implies
that
∑
Xi⊗Yi ≤ I. By the spectral theorem,
∑
Ni⊗Yi ≤ I is a consequence
of the inequalities
∑
αiYi ≤ I for α = (αi) ∈ σ(N). Therefore
Wmin(C)• = {Y :
∑
αiYi ≤ I for α ∈ C} =Wmax(C ′).
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If 0 ∈ C, then taking the polar of this, we see that
Wmin(C) =Wmax(C ′)•.
Now replace C with C ′ to obtain the second equality.
5. Existence of UCP maps
5.1. Existence of completely positive maps and matrix ranges. For
tuples A ∈ B(H)d and B ∈ B(K)d, denote by SA and SB the operator
systems spanned by the elements of the tuples A and B, respectively. We
wish to study when there is a UCP map from SA to SB mapping Ai to Bi.
We denote by C∗(SA) the unital C*-algebra generated by A, and study the
existence of maps from C∗(SA) to B(K).
Recall that due to Arveson’s extension theorem there is a UCP from SA
to SB sending A to B if and only if there is a UCP map from C
∗(SA) (or
B(H)) to B(K) mapping A to B.
[4, Theorem 2.4.2] generalizes easily (from d = 1 to general d ∈ N) to give
the following (we record the proof for posterity).
Theorem 5.1. Let A ∈ B(H)d and B ∈ B(K)d be d-tuples of operators.
(1) Given n ∈ N, if there exists a unital n-positive map φ : SA → SB
sending A to B, then Wn(B) ⊆ Wn(A).
(2) There exists a UCP map φ : SA → SB sending A to B if and only
if W(B) ⊆ W(A). If B is a commuting tuple of normal operators,
then this inclusion is equivalent to σ(B) ⊆ W1(A), which is also
equivalent to W1(B) ⊆ W1(A).
(3) There exists a unital completely isometric map φ : SA → SB sending
A to B if and only if W(B) =W(A).
Proof. If there is a unital n-positive map θ sending A to B, then by compo-
sition we see thatWn(B) ⊆ Wn(A) (recall that a map intoMn is completely
positive if and only if it is n-positive [26, Theorem 6.1]). Thus the existence
of such a UCP map implies W(B) ⊆ W(A).
Conversely, suppose that W(B) ⊆ W(A). Let {Pα} be an increasing net
of finite dimensional projections converging SOT to the identity on K. We
will show that the net of maps φα : SA → PαSBPα defined by Ai 7→ PαBiPα
is a net of well defined UCP maps. Since, for every i, limα φα(Ai) is a
bounded net converging in the weak operator topology to Bi, we will obtain
a UCP map φ : SA → SB as a point-WOT limit mapping A to B.
Fix α, so that in this case PαSBPα can be identified as an operator sub-
system of Mnα for some finite nα. Clearly the map T 7→ PαTPα from B(K)
to Mnα is UCP, so that
(PαB1Pα, ..., PαBdPα) ∈ Wnα(B) ⊆ Wnα(A).
Hence, there exists a UCP ψα : C
∗(SA) → PαSBPα such that ψα(Ai) =
PαBiPα. It follows that φα := ψα|SA is a well defined UCP map, as required.
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Now suppose that B is a tuple of commuting normal operators. If σ(B) ⊆
W1(A), the first part of Theorem 2.7 implies that W1(B) ⊆ W1(A). If
W1(B) ⊆ W1(A), then by Proposition 4.3 and Corollary 4.4, we deduce
W(B) ⊆ W(A), and the second part of the theorem is proven.
Finally, a unital and completely isometric isomorphism between operator
systems is the same as a UCP map with UCP inverse, thus the final assertion
follows from the second.
We now look at an operator theoretic equivalent condition for matrix
range containment. We denote byH(∞) = H⊕H⊕· · · the infinite ampliation
of a Hilbert space H, and for A ∈ B(H) we put A(∞) = A ⊕ A ⊕ · · · in
B(H(∞)).
Theorem 5.2. Let A ∈ B(H)d and B ∈ B(K)d be d-tuples of operators
on separable Hilbert spaces. Then W(B) ⊆ W(A) if and only if there are
isometries Vn : K → H(∞) such that
lim
n→∞ ‖Bi − V
∗
nA
(∞)
i Vn‖ = 0 for 1 ≤ i ≤ d.
Moreover the isometries may be chosen so that Bi− V ∗nA(∞)i Vn are compact
operators.
Proof. Suppose that W(B) ⊆ W(A). Then by Theorem 5.1 we have a
UCP map φ : SA → SB sending Ai to Bi. By Arveson’s extension theorem,
there is a UCP extension φ˜ : C∗(SA) → B(K). By Stinespring’s dilation
theorem, there is a separable Hilbert space L, an isometry V : K → L
and a *-representation π : C∗(SA) → B(L) such that φ˜(T ) = V ∗π(T )V .
By Voiculescu’s Weyl-von Neumann theorem (e.g., [13, Theorem II.5.3]),
id(∞) ∼K id(∞)⊕π (and if C∗(SA) ∩ K(H) = {0}, we can instead say that
id ∼K id⊕π), where id is the identity representation of C∗(SA). This means
that there is a sequence of unitaries Un : H
(∞) → H(∞) ⊕ L so that
lim
n→∞ ‖(T
(∞) ⊕ π(T ))− UnT (∞)U∗n‖ = 0 for all T ∈ C∗(SA),
and moreover the differences in the limit expression are all compact opera-
tors. Let J be the natural injection of L into H(∞) ⊕ L. Then Vn = U∗nJV
is a sequence of isometries of K into H(∞) such that
lim
n→∞Bi − V
∗
nA
(∞)
i Vn
= lim
n→∞V
∗J∗
(
A
(∞)
i ⊕ π(Ai)
)
JV − V ∗J∗UnA(∞)i U∗nJV
= lim
n→∞V
∗J∗
(
A
(∞)
i ⊕ π(Ai)− UnA(∞)i U∗n
)
JV = 0;
and the differences are all compact. The converse is straightforward.
The comment in the proof yields the following version when C∗(SA) con-
tains no non-zero compact operators (see [13, Lemma II.5.2]).
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Corollary 5.3. Let A and B ∈ B(H)d be d-tuples of operators on a Hilbert
space H. If C∗(SA)∩K(H) = {0}, then W(B) ⊆ W(A) if and only if there
is a sequence of isometries Vn : K → H such that
lim
n→∞ ‖Bi − V
∗
nAiVn‖ = 0 for 1 ≤ i ≤ d.
Moreover the isometries may be chosen so that Bi − V ∗nAiVn are compact
operators.
Motivated by a similar analysis of single operators in [12], we make the
following definitions.
Definition 5.4. Define the distance of a d-tuple X = (X1, . . . ,Xd) in M
d
n
(or B(H)d) from a subset Wn (in the same space) by
dn(X,Wn) = inf
W∈Wn
max
1≤i≤d
‖Xi −Wi‖.
Then define a measure of containment of a matrix convex set B in another
matrix convex set W by
δW(B) = sup{dn(B,Wn) : B ∈ Bn, n ≥ 1}.
Also define a distance between two bounded matrix convex sets by
δ(A,B) = max{δA(B), δB(A)}.
We may define a semi-metric on B(H)d by
ρ(A,B) = δ(W(A),W(B)) for A,B ∈ B(H)d.
It is easy to see that ρ is symmetric and satisfies the triangle inequality.
However distinct tuples can be at distance 0. This semi-metric is blind
to multiplicity; that is, ρ(A,A(∞)) = 0. The following proposition which
describes when this occurs is immediate from the definition and Theorem 5.1.
Proposition 5.5. For A,B ∈ B(H)d, the following are equivalent:
(1) ρ(A,B) = 0.
(2) W(A) =W(B).
(3) There is a completely isometric UCP map of SA onto SB sending A
to B.
We next proceed to prove an approximate version of Theorem 5.1.
Lemma 5.6. Let A ∈ B(H)d. Select a countable dense subset
{A(k) = (A(k)1 , . . . , A(k)d ) : k ≥ 1} of
⋃
n≥1Wn(A)
and define A˜ =
⊕
k≥1A
(k). Then ρ(A, A˜) = 0. Moreover if A˜′ is defined by
another dense subset {A′(k) : k ≥ 1}, then A˜′ ∼K A˜.
Proof. ThatW(A˜) =W(A) was established in the proof of Proposition 3.5,
so ρ(A, A˜) = 0 (actually, in the proof of Proposition 3.5 we had an infinite
multiplicity version of A˜, but ρ is blind to multiplicity). For the second
statement, we may assume that A is not a d-tuple of scalars, as that case
DILATIONS AND MATRIX SET INCLUSIONS 17
is trivial. Thus Wn(A) is a convex set containing more than one point, and
hence there are countably many of the A(k)s and A′(k)s in each Wn(A). As
both are dense, given ε > 0, it is a routine combinatorial exercise to find a
permutation π of N such that
‖A(k) −A′(π(k))‖ < ε for all k ≥ 1 and lim
k→∞
‖A(k) −A′(π(k))‖ = 0.
It follows that there is a unitary operator Uπ implementing this permutation
so that
‖A˜− UπA˜′U∗π‖ < ε and A˜− UπA˜′U∗π ∈ K(H).
Thus A˜′ ∼K A˜.
Theorem 5.7. Let A ∈ B(H)d and B ∈ B(K)d such that
δW(A)(W(B)) = r.
Then there is a UCP map ψ of SA into B(K) such that
‖ψ(Ai)−Bi‖ ≤ r for 1 ≤ i ≤ d.
Proof. Following Lemma 5.6, let B˜ =
⊕
k≥1B
(k) be a block diagonal op-
erator in B(K˜) with n × n summands dense in Wn(B) for each n ≥ 1.
For each k, select A(k) ∈ Wnk(A) so that ‖B(k)i − A(k)i ‖ ≤ r for all i. Let
A˜ =
⊕
k≥1A
(k) in B(K˜). Then by Proposition 5.5, ρ(A ⊕ A˜, A) = 0. The
map φ : B(H ⊕ K˜) → B(K˜) given by compression to K˜ is a UCP map
that takes A⊕ A˜ to A˜. Let ψ1 be the completely isometric map of SA onto
SA⊕A˜ and let ψ2 be the completely isometric map of SB˜ onto SB that take
generators to generators. Then letting ψ˜2 be the extension of ψ2 to B(K˜),
ψ = ψ˜2φψ1 is the desired UCP map satisfying
‖ψ(Ai)−Bi‖ ≤ r for 1 ≤ i ≤ d.
5.2. Reduction of the CC and CCP problems to the UCP problem.
It is natural to ask a similar question with the change that we seek a CC or
a CCP map instead of a UCP map. The following constructions allow us to
reduce both problems to that of determining the existence of a UCP map.
For A ∈ B(H)d and B ∈ B(K)d, we denote A = C∗(SA) and B = B(K).
Proposition 5.8. Let
Aˆ =
{(
λ a
a∗ λ
)
: λ ∈ C, a ∈ A
}
and let Bˆ be defined similarly. There exists a CC map φ : A → B sending A
to B if and only if there exists a UCP map φˆ : Aˆ → Bˆ sending Aˆi :=
(
0 Ai
A∗i 0
)
to Bˆi :=
(
0 Bi
B∗i 0
)
.
Proof. This is a familiar reduction, see [26, Lemma 8.1].
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Proposition 5.9. Let
A˜ =
{(
a 0
0 λ
)
: a ∈ A, λ ∈ C
}
and let B˜ be defined similarly. There exists a CCP map φ : A → B sending
A to B if and only if there exists a UCP map φ˜ : A˜ → B˜ sending (Ai 0
0 0
)
to(
Bi 0
0 0
)
.
Proof. Let 1A denote the unit of A. Given a map φ : A → B we define
φ˜ : A˜ → B˜ by
φ˜
((
Ai 0
0 λ
))
=
(
φ(Ai) + λ(1B − φ(1A)) 0
0 λ
)
.
Then φ˜ is unital, and is CP if and only if φ is CCP. Moreover, any UCP
map A˜ → B˜ that maps (Ai 00 0 ) to (Bi 00 0 ) must be of the form φ˜ for a CCP
map φ : A→ B.
Let M be a bounded matrix convex set. By Proposition 3.5 and Propo-
sition 3.1, we know that M◦◦ = (M ∪ {0})◦◦, and by the Effros-Winkler
separation theorem [15, Theorem 5.1], we see that M◦◦ is the smallest ma-
trix convex set that contains M and {0}.
Corollary 5.10. The following are equivalent:
(1) there is a CCP map φ : SA → SB taking Ai to Bi.
(2) W(B) ⊆ W(A)◦◦
(3) DA ⊆ DB.
Proof. The equivalence of (1) and (2) follows from Proposition 5.9 and
Theorem 5.1 (2). The equivalence of (2) and (3) follows from Proposition 3.1
and Proposition 3.3.
Remark 5.11. If 0 ∈ W(A), then we have thatW(A)◦◦ =W(A). Hence, if
there is a CCP map φ such that φ(A) = B, then there is a UCP map with
the same property. This can be deduced from the results above, but it has
a simple explanation: since 0 ∈ W(A), there is a UCP map ψ of SA into C
so that ψ(A) = 0. Thus given φ as above with φ(I) = K, just define
Φ(X) = φ(X) + (I −K)1/2(ψ(X) ⊗ I)(I −K)1/2.
5.3. The result for commuting normal operators.
Proposition 5.12. Let A and B be d-tuples of commuting normal operators.
Then there exists a UCP map C∗(SA) → B(K) sending A to B if and
only if σ(B) ⊆ conv(σ(A)). There exists such a CCP map if and only if
σ(B) ⊆ conv(σ(A) ∪ {0}). If the operators are self-adjoint then there exists
such a CC map if and only if σ(B) ⊆ conv(σ(A) ∪ −σ(A)).
Proof. This follows from Theorem 5.1 and the reductions in the previous
subsection, together with the observations
σ
((
0 X
X 0
))
= σ(X) ∪ −σ(X)
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(for self-adjoint X) and
σ
(
X 0
0 0
)
= σ(X) ∪ {0}.
The latter is obvious, and the former follows because
(
0 X
X 0
)
= X ⊗ ( 0 11 0 ) is
unitary equivalent to X ⊗ ( 1 00 −1 ) = (X 00 −X ).
It is interesting to compare this result with [24, Theorem 2.1]. By special-
izing to the finite dimensional, self-adjoint case, we recover their condition
for the existence of a UCP or CCP map. Recall that in that theorem, if A
and B are d-tuples of commuting self-adjoint matrices, then the existence
of a CP map sending A to B is shown to be equivalent to the existence of a
matrix with nonnegative entries D such that
(5.1) [bij ] = [aij]D,
where we ai1, . . . , ain denote the elements on the diagonal of Ai when repre-
sented with respect to a basis which simultaneously diagonalizes A1, . . . , Ad
(and bij is defined likewise). Moreover, there is UCP map sending A to B if
and only if such a D exists which is column stochastic. This result immedi-
ately follows from the proposition above; for example (5.1) with D column
stochastic is clearly equivalent to σ(B) ⊆ conv(σ(A)).
We also obtain an interesting characterization for the existence of a CC
map sending A to B: it is the same as (5.1) only now the matrix D = [dij ]
should be such that the matrix of absolute values [|dij |] is column stochastic.
5.4. Containment of free spectrahedra and the existence of com-
pletely positive maps. We now obtain conditions for the existence of a
UCP map sending a tuple A to a tuple B in terms of the free spectrahedra
DA and DB. The following is a generalization of [18, Theorem 3.5], to the
operator, not-necessarily self-adjoint case. An adaptation of the proof ap-
pearing there is possible, but we prefer a different approach. The following
should be compared with Corollary 5.10 and Theorem 5.1.
Theorem 5.13. Let A = (A1, . . . , Ad) and B = (B1, . . . , Bd) be two d-tuples
of operators. Assume that DA is bounded. Then
(1) For a given n ∈ N, if there exists a unital n-positive map φ : SA →
SB, mapping Ai to Bi for all i, then DA(n) ⊆ DB(n).
(2) There exists a UCP map φ : SA → SB, mapping Ai to Bi for all i,
if and only if DA ⊆ DB.
(3) There exists a unital completely isometric map φ : SA → SB, map-
ping Ai to Bi for all i, if and only if DA = DB.
A similar result holds in the self-adjoint case.
Proof. By Lemma 3.4 DA is bounded if and only if 0 ∈ int(W(A)), so that
0 ∈ W(A). Hence, by Proposition 3.3 we know that DA ⊆ DB if and only if
W(B) ⊆ W(A). The rest is then a consequence of Theorem 5.1.
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Remark 5.14. Examining the above proof, we see how the condition on
boundedness of DA is used: it implies that 0 ∈ intW(A) (cf. [18, Theorem
3.5]). In fact, all we need for the proof to work is that 0 ∈ W(A), and it
would be interesting to understand how to formulate this in terms of DA. It
certainly may happen that 0 ∈ W(A) but not in the interior, for example if
A = 0. A version of Theorem 5.13 with no extra assumptions on DA appears
in [29, Section 2].
Example 5.15 (0 ∈ W(A) is a necessary condition). Suppose that A =
(I, I, . . . , I). Then W(A) contains only tuples of identity matrices, and
not 0. Now DsaA = {X :
∑
Xi ≤ I}. If we define B to be the d-tuple
⊕∞n=d((1 − 1/n), . . . , (1 − d/n)), then DsaB = DsaA , but there is no UCP map
(actually, no linear map) sending A to B. The same example shows that
also in the nonself-adjoint case the condition 0 ∈ W(A) is necessary for the
inclusion DA ⊆ DB to imply the existence of a UCP map sending A to B.
From Theorem 5.13 it follows that if DA is bounded and there is a com-
pletely isometric unital map sending A to B, then ∂DA = ∂DB . We can
deduce the following converse condition for the existence of a completely
isometric map. This has been also observed in [18], with the reasoning
reversed.
Corollary 5.16. Suppose that DA is bounded and that ∂DA ⊆ ∂DB. Then
there exists a unital completely isometric map θ : SA → SB sending A to B.
Proof. From ∂DA ⊆ ∂DB together with the fact that both DA and DB
are convex sets with a joint point in the interior (see [18, Lemma 3.10]), we
deduce that DA = DB . The conclusion now follows from Theorem 5.13.
6. Minimality and rigidity
6.1. Minimality.
Definition 6.1. A tuple A = (A1, ..., Ad) ∈ B(H)d is said to be mini-
mal if there is no nontrivial reducing subspace H0 ⊂ H such that A˜ =
(A1|H0 , ..., Ad|H0) satisfies W(A) =W(A˜).
In other words, A is minimal if SA is not unitaly completely isometrically
isomorphic to SA˜ for any direct summand A˜ of A.
Proposition 6.2. If A = (A1, ..., Ad) ∈ B(H)d, then A is minimal if and
only if there are no two nontrivial orthogonal reducing subspaces K1,K2 ⊆ H
such that W(A∣∣
K1
) ⊆ W(A∣∣
K2
).
Proof. Suppose that there are two nontrivial orthogonal reducing subspaces
K1,K2 in H. Let A
(i) = (A1|Ki , ..., Ad|Ki) (i = 1, 2) and suppose that
W(A(1)) ⊆ W(A(2)). Set H0 = K⊥1 , and denote A˜ = (A1|H0 , ..., Ad|H0). It
always holds that W(A˜) ⊆ W(A), we show the converse. The assumption
W(A(1)) ⊆ W(A(2)) is equivalent to the existence of a UCP map ψ mapping
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A(2) to A(1). Define a map φ : SA˜ → SA, by setting φ(A˜j) = Aj . Since
A = A(1) ⊕ A˜ = ψ(PK2A˜PK2)⊕ A˜, φ is a UCP map. Thus W(A) ⊆ W(A˜).
Hence W(A) =W(A˜), so A is not minimal.
For the converse, suppose that A is not minimal. Then there exists a
nontrivial reducing subspace H0 ⊂ H such that A˜ = (A1|H0 , ..., Ad|H0) sat-
isfies W(A) =W(A˜), therefore there is a unital completely isometric map φ
mapping A˜ to A. By compressing to the subspaceH⊥0 , we get that P
⊥
H0
AP⊥H0
is orthogonal to A˜ and is also the image of A˜ under a UCP map.
In the case A is a d-tuple of compact operators, C∗(A) is a C*-subalgebra
of compact operators, and every minimal reducing subspace Hλ of H gives
rise to an irreducible representation πλ : C
∗(A) → B(H) by restriction
πλ(T ) = T |Hλ . So for each unitary equivalence class of irreducible rep-
resentations ζ, we can pick πζ : C
∗(A) → B(Hζ), an irreducible sub-
representation of the identity representation, which must be among {πλ},
as C∗(A) is a subalgebra of compact operators. Hence, the direct sum
⊕πζ : C∗(A) → B(⊕Hζ) is a faithful representation of C∗(A), and if we
denote H0 := ⊕Hζ ⊆ H, then A˜ := A|H0 certainly satisfies W(A) =W(A˜).
We will consider below the operator system SA generated by a compact
tuple A ∈ K(H)d, and the unital C*-algebra C∗(SA) which it generates.
When dimH < ∞, the irreducible representations of C∗(SA) are precisely
those of C∗(A) — sub-representations of the identity representation. When
dimH = ∞, we will treat a representation of C∗(A) interchangeably with
its (unique) unitization, which is a representation of C∗(SA). In this case,
there is always a singular representation π0 : C
∗(SA) → C determined by
π0(I) = 1 and π0
∣∣
A
= 0. The singular representation π0 may or may not be
equivalent to a sub-representation of the identity representation.
The C*-envelope of SA is equal to the image of C
∗(SA) under the sum of
all boundary representations [5, Theorem 7.1] (See also [14, Theorem 3.4]).
Thus, when H is infinite dimensional,
C∗e (SA) ∼= σ(C∗(SA))⊕
⊕
ζ
πζ(C
∗(SA)),
where the second sum consists of all boundary representations that are sub-
representations of the identity, and σ is either π0, in the case where π0 is
a boundary representation, or else it is the nil representation. Some of the
summands might be redundant, for example when π0 is a sub-representation
of the identity. We will require a condition that will ensure that the second
summand is already an isomorphic copy of the C*-envelope. For this, let
us write ∂A for the irreducible sub-representations of the identity which are
also boundary representations for SA in C
∗(SA).
Definition 6.3. A tuple A = (A1, ..., Ad) ∈ K(H)d is said to be nonsingular
if either dimH < ∞, or if dimH = ∞ and for every n and every matrix
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(sij) ∈Mn(SA),
‖π0(sij)‖ ≤ sup {‖π(sij)‖ : π ∈ ∂A} .
Remark 6.4. The significance of the above definition is that for a non-
singular compact tuple A, the C*-envelope of SA is the image of C
∗(SA)
under a sum of sub-representations of the identity, hence it is obtained from
C∗(SA) simply by compressing to an appropriate subspace.
Example 6.5. Let A be a nonzero compact selfadjoint operator on an infi-
nite dimensional space. The C*-algebra C∗(SA) is isomorphic to the contin-
uous functions on σ(A), SA is the space of all affine functions on σ(A). The
boundary representations therefore correspond to evaluation on the largest
and smallest points m,M ∈ σ(A) in the spectrum, and thus the C*-envelope
C∗e (SA) is equal to the continuous functions on {m,M}. It follows that A
fails to be nonsingular precisely when either all its eigenvalues are (strictly)
positive, or all its eigenvalues are (strictly) negative.
Proposition 6.6 (Sufficient conditions for nonsingularity). The following
are sufficient conditions for a tuple A ∈ K(H)d to be nonsingular:
(1) dimH <∞, or
(2) A contains the tuple 0 = (0, . . . , 0) as a direct summand, or
(3) 0 is not an isolated extreme point of W1(A) (in particular, this holds
whenever 0 is not an extreme point).
Proof. Only the third condition requires proof, and it suffices to treat the
case where dimH = ∞ and hence 0 = π0(A) ∈ W1(A). By [14, Theorem
2.4], every pure state ρ of SA dilates to a boundary representation π of SA.
If ρ does not annihilate A, then π does not annihilate the compacts. Hence
it suffices to prove that under condition (3),
(6.1) ‖π0(sij)‖ ≤ sup {‖ρ(sij)‖ : ρ is a pure state of SA and ρ(A) 6= 0}
for every n and every matrix (sij) ∈ Mn(SA). Observe that every nonzero
extreme point of W1(A) is equal to ρ(A) for some pure state ρ of SA; more-
over, ρ is completely determined by the tuple ρ(A) ∈ Rd. Now, if 0 = π0(A)
is not an extreme point of W1(A), then it is a convex combination of ex-
treme points by Carathe´odory’s Theorem, so π0
∣∣
SA
is a convex combination
of pure states ρ : SA → C such that ρ(A) 6= 0, so (6.1) holds. If 0 = π0(A)
is an extreme point of W1(A) but not an isolated one, then π0
∣∣
SA
can be
approximated by pure states of SA that do not annihilate A, so again we
see that (6.1) holds.
We do not prove that a nonsingular tuple A ∈ K(H)d must satisfy at
least one of the conditions (1)-(3) listed in Proposition 6.6. In a previous
version of the paper, the following three results (Proposition 6.7, Corollary
6.8 and Theorem 6.9) were stated without the assumption that the tuple A
is nonsingular. We are grateful to Benjamin Passer who pointed out this
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mistake, and provided examples showing that all three results fail without
this assumption.
Proposition 6.7. Let A = (A1, ..., Ad) ∈ K(H)d be a d-tuple of compact
operators. If conditions (1) and (2) hold, then A is minimal.
(1) The identity representation of C∗(A) is multiplicity free.
(2) The Shilov ideal of SA inside C
∗(SA) is trivial.
If A is minimal and nonsingular, then conditions (1) and (2) hold.
Proof. Suppose that A is not minimal, so there is a nontrivial reducing
subspace H1 such that W(A) =W(A˜), where A˜ = A|H1 . We will show that
if the identity representation of C∗(A) is multiplicity free, then the Shilov
ideal of SA in C
∗(SA) is not trivial. The multiplicity free assumption means
that H = ⊕ζ∈ΛHζ is a direct sum of Hζ for some subset Λ of pairwise
inequivalent irreducible representations of C∗(A). The proper reducing sub-
space H1 = ⊕ζ∈Λ1Hζ is a direct sum of Hζ for some proper subset Λ1 ⊂ Λ.
The projection P := PH1 lies in the centre of C
∗(A)′′. This means that
J = P⊥B(H)P⊥ ∩C∗(A) is a two sided ideal inside C∗(A) which is proper
since it contains ⊕ζ∈Λ\Λ1K(Hζ). Note that since A consists of compact op-
erators, P⊥ might not be in C∗(A), but we can still write J = C∗(A)P⊥
since P⊥ is in the centre of C∗(A)′′.
For S = (Sij) ∈Mn(SA), and T = (Tij)(In ⊗P⊥) ∈Mn(J), we have that
‖S + T‖ = ‖S(In ⊗ P )⊕ (S + T )(In ⊗ P⊥)‖ ≥ ‖S(In ⊗ P )‖ = ‖S‖.
The last equality holds by Theorem 5.1, as the map sending Ai to Ai|H1 ,
which we identify with AiP , is completely isometric. Hence, the map in-
duced SA → C∗(SA)/J is completely isometric, so that J is contained in the
Shilov ideal of SA. Therefore the Shilov ideal of SA in C
∗(SA) is not trivial.
Now suppose that A is minimal and nonsingular. We first show that
the identity representation of C∗(A) is multiplicity free. For otherwise we
can find two orthogonal reducing subspaces Hλ1 and Hλ2 such that the
restrictions πλ1 and πλ2 are unitarily equivalent. However, as A is minimal,
by Proposition 6.2, we see that this is impossible. Hence, we must have
that H = ⊕Hζ where {πζ} = {πλ} are mutually inequivalent irreducible
*-representations, and in fact C∗(A) = ⊕ζK(Hζ) inside B(H).
Next, we show that C∗(SA) is the C*-envelope of SA. Above we ob-
tained that C∗(A) = ⊕ζ∈ΣK(Hζ), where Σ is the set of all irreducible
sub-representations of the identity representation. By Remark 6.4, non-
singularity of A implies that C∗e (SA) = CIH +⊕ζ∈ΛK(Hζ), for some subset
Λ ⊆ Σ. If C∗e (SA) 6= C∗(SA), then Λ 6= Σ, so H1 := ⊕ζ∈ΛHζ is a nontrivial
reducing subspace for A, and the compression to H1 is completely isometric
on SA. Letting A˜ = A
∣∣
H1
, we find that W(A) = W(A˜) in contradiction to
minimality.
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Corollary 6.8. Let A = (A1, ..., Ad) ∈ K(H)d be a nonsingular d-tuple of
compact operators. Then there is a reducing subspace H0 such that A˜ =
(A1|H0 , ..., Ad|H0) is minimal, and W(A) =W(A˜).
Proof. Let H0 := ⊕Hζ∈Λ ⊆ H be a direct sum of a maximal set of in-
equivalent subrepresentations of the identity representation of C∗(A) (note
that the trivial representation 0 may be one of them), as in the discussion
preceding Definition 6.3. Write A˜ = A|H0 . By construction we know that
W(A) = W(A˜), and C∗(A˜) as well as every compression of C∗(A˜) to an
invariant subspace is multiplicity free. Note that A˜ is also nonsingular, thus
if the Shilov ideal of SA˜ in C
∗(SA˜) is trivial, then we are done.
By the previous paragraph, it remains to show that every nonsingular
and multiplicity free tuple A ∈ K(S)d can be reduced to a minimal direct
summand. The space H decomposes as H := ⊕ζ∈ΣHζ , corresponding to
inequivalent sub-representations of the identity. Since A is nonsingular,
C∗e (SA) =
⊕
ζ∈Λ
πζ(C
∗(SA)),
where Λ ⊆ Σ. Define H0 = ⊕ζ∈ΛHζ . Then the compression A˜ = A
∣∣
H0
is
again nonsingular, multiplicity free, and now SA˜ has trivial Shilov ideal in
C∗(SA˜). By Proposition 6.7, A˜ is minimal.
The following should be compared with [4, Theorem 2.4.3].
Theorem 6.9. Let A ∈ K(H1)d and B ∈ K(H2)d be two minimal nonsin-
gular d-tuples of compact operators. Then W(A) = W(B) if and only if A
and B are unitarily equivalent.
Proof. There is only one direction to prove, so assume thatW(A) =W(B).
Then there is a unital completely isometric isomorphism φ from SA to
SB. This map extends to a ∗-isomorphism π between the respective C*-
envelopes, which by Proposition 6.7 are C∗(SA) and C∗(SB). We therefore
have a ∗-isomorphism π : C∗(A)→ C∗(B). By the representation theory of
C*-algebras of compact operators, π = ⊕iπi is (up to unitary equivalence)
the direct sum of irreducible sub-representations of the identity representa-
tion. Every sub-representation of idC∗(A) appears at most once, since C
∗(B)
is multiplicity free. If the trivial representation 0 appears as a subrepresen-
tation of either C∗(A) or C∗(B) but not of the other, this would contradict
minimality of one of them. Hence, we either have that 0 is a subrepresenta-
tion of both C∗(A) and C∗(B), or neither of them. Since the kernel of π is
trivial, any subrepresentation of idC∗(A) other than 0 appears at least once
in the decomposition of π. Thus, in any case, it is clear that A and B are
unitarily equivalent.
Example 6.10. In general, a non-compact d-tuple A does not always have
a minimal subspace as in Corollary 6.8, even if 0 is an interior point of
W1(A). Let (λi)i∈N be a dense subset of distinct numbers on the circle T.
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Define the diagonal unitary operator T on ℓ2(N) by T (ei) = λiei. Then T
is certainly normal, but has no minimal reducing subspace L ⊂ ℓ2(N) for
which W(T ) =W(T |L).
Indeed, if L is such a reducing subspace for T , then the projection PL
onto it belongs to the von-Neumann algebra W ∗(T ) generated by T , since
W ∗(T ) = ℓ∞(N) is maximal abelian, and is hence equal to its own commu-
tant inside B(ℓ2(N)). Thus, PL commutes with Pi, where Pi is the projec-
tion onto span{ei} for each i ∈ N. Hence, for a fixed i ∈ N, we either have
PL(ei) = ei or PL(ei) = 0. Hence, we establish that L = span{ei|i ∈ Λ} for
some subset Λ ⊆ N.
SinceW(T ) =W(T |L), we must have that σ(T ) = σ(T |L), so that (λi)i∈Λ
must still be dense in T. But this is impossible because then we certainly still
have that T |L has a reducing subspace L′ ⊂ L such thatW(T |L) =W(T |L′).
So T |L cannot be minimal.
This example also has the property that there are representations of C∗(T )
which are not unitarily equivalent, but are approximately unitarily equiv-
alent, such as Mz in B(L2(T)). As Mz ∼K T , we have W(Mz) = W(T ).
It also does not have a minimal subspace. Nor is any restriction of T to
a reducing subspace unitarily equivalent to any restriction of Mz to any
reducing subspace.
This example shows the limits of possibility, but also shine a light on a
reasonable resolution.
Theorem 6.11. Let A and B be d-tuples of operators on a separable Hilbert
space such that
(1) C∗(SA) = C∗e (SA) and C∗(SB) = C∗e (SB), and
(2) C∗(A) ∩ K(H) = {0} = C∗(B) ∩K(H).
Then A ∼K B if and only if W(A) =W(B).
Proof. One direction is trivial, so assume that W(A) = W(B). By Theo-
rem 5.1(3), there is a completely isometric map φ of SA onto SB such that
φ(A) = B. Hence by the universal property of the C*-envelope, there is a
∗-isomorphism φ˜ of C∗e (SA) onto C∗e (SB) extending φ. By (1), this yields
a ∗-isomorphism φˆ of C∗(A) onto C∗(B). Finally by (2) and Voiculescu’s
Theorem (see [13, Theorem II.5.8]), φˆ is implemented by an approximate
unitary equivalence. Thus A ∼K B.
6.2. Consequences for free spectrahedra.
Definition 6.12. Let A ∈ B(H)d and let LA be the associated monic linear
pencil. We say that LA is minimal if there is no nontrivial reducing subspace
H0 ⊂ H such that DL
A˜
= DLA , where A˜ = A|H0 .
When 0 ∈ W(A), Propositions 3.1 and 3.3 imply that A is minimal if
and only if LA is minimal. We therefore obtain characterizations for when
a monic linear pencil LA with A ∈ K(H)d nonsingular and 0 ∈ W(A) is
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minimal, and we see that if LA is such a minimal linear pencil then A is
determined up to unitary equivalence by DL.
These results are a slight generalization of Theorem 3.12 and Proposition
3.17 of [18], that treated the case where A is a tuple of n× n matrices over
the reals. In [18] the condition was that DLA is bounded, which by Lemma
3.4 is slightly stronger than 0 ∈ W(A). The case where DLA is not assumed
bounded (but A is still assumed to be a tuple of n×n matrices) was treated
recently in [29].
7. Dilations and matricial relaxation of inclusion problems
7.1. Obtaining a dilation on a finite dimensional space. We show
that once we have a dilation of a d-tuple of matrices to a commuting normal
d-tuple, then we can choose our dilation to be on a finite dimensional space.
Theorem 7.1. Let X = (X1, . . . ,Xd) ∈ Mdn for which there exists a com-
muting d-tuple T = (T1, . . . , Td) of normal operators on a Hilbert space H
and an isometry V : Cn → H such that Xi = V ∗TiV . Then there is an
integer m ≤ 2n3(d+1)+1, a d-tuple Y = (Y1, . . . , Yd) of commuting normal
operators on Cm satisfying σ(Y ) ⊆ σ(T ), and an isometry W : Cn → Cm
such that Xi =W
∗YiW for all i = 1, . . . , d.
The proof is based on some ideas from [11, 23, 25].
Proof. Suppose that T = (T1, ..., Td) and V : Cn → H are as in the state-
ment of the theorem. Let ET be the joint spectral measure for T . We
may then write Ti =
∫
σ(T ) zidET (z), where σ(T ) is the joint spectrum of T ,
identified as a subset of Cd. For all i = 1, . . . , d,
Xi = V
∗
(∫
σ(T )
zidET (z)
)
V =
∫
σ(T )
zid(V
∗ETV )(z)
and V ∗ETV is a positive operator valued measure on σ(T ) ⊆ Cd with values
in Mn(C). Now, the space span{z1, . . . , zd} of linear functions on σ(T ) is fi-
nite dimensional, and one therefore expects to have a cubature formula, that
is, a finite sequence of points w(1), . . . , w(M) ∈ σ(T ) and positive-definite
matrices A1, . . . , AM in Mn(C) such that
∑M
j=1Aj = In and
(7.1)
∫
σ(T )
f(z)d(V ∗ETV )(z) =
M∑
j=1
f(w(j))Aj ,
for every f ∈ span{z1, . . . , zd}. Indeed, by [11, Theorem 4.7] and the dimen-
sion estimates in the proof for it, when applied to the collection of functions
{z 7→ zi}di=1, we have M = 2n2(d+ 1) + 1 points w(1), . . . , w(M) ∈ σ(T ) and
positive-definite matrices A1, . . . , AM in Mn(C) such that
∑M
j=1Aj = In so
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that (7.1) holds. In particular,∫
σ(T )
zid(V
∗ETV )(z) =
M∑
j=1
w
(j)
i Aj
for i = 1, . . . , d.
The sequence A1, . . . , AM can be considered as a positive operator valued
measure on the set {w(1), . . . , w(M)}. By Naimark’s dilation theorem, this
measure dilates to a spectral measure E on the set {w(1), . . . , w(M)} with
values in Mm(C) where m ≤ nM (the bound on the dimension m on which
the spectral measure E acts follows from the proof of Naimark’s theorem
via Stinespring’s theorem — see Chapter 4 of [26]). That is, there exist M
pairwise orthogonal projections E1, ..., EM on Cm such that
∑
Ej = Im,
and an isometry W : Cn → Cm such that Aj =W ∗EjW for j = 1, . . . , d.
We now construct the dilation Y by defining Yi =
∑M
j=1w
(j)
i Ej. Thus,
Y = (Y1, ..., Yd) is a commuting normal d-tuple and by construction σ(Y ) =
{w(1), . . . , w(M)} ⊆ σ(T ). Moreover,
W ∗YiW =
M∑
j=1
w
(j)
i Aj =
∫
σ(T )
zid(V
∗ETV )(z) = Xi,
for i = 1, . . . , d. Thus, Y is a commuting normal 1-dilation for X on a space
of dimension at most nM = 2n3(d+ 1) + 1 with σ(Y ) ⊆ σ(T ).
Remark 7.2. One of the main results of [20], Theorem 1.1, is that there
is a constant ϑ(n) such that every d-tuple of symmetric n × n contractive
matrices X1, . . . ,Xd, there is a d-tuple T1, . . . , Td of commuting self-adjoint
contractions on a Hilbert space H and an isometry V : Rd → H such that
(7.2) ϑ(n)Xi = V
∗TiV , i = 1, . . . , d.
A significant amount of effort in [20] was dedicated to the determination of
the optimal value of ϑ(n). In fact [20, Theorem 1.1] is stronger, in that the
dilation actually works for all n× n symmetric matrices, simultaneously. It
is therefore not surprising that the dilation Hilbert space H in that theorem
must be infinite dimensional. It is natural to ask whether if one begins with
a fixed d-tuple of real symmetric matrices, can one obtain (7.2) with the
commuting tuple of contractions T acting on a finite dimensional space H.
The method of Theorem 7.1 shows that this can be done, with the constant
unchanged, and with control on the dimension of H.
As a corollary to the above, we obtain a characterization of scaled dilation
in terms of matrix convex set inclusion (cf. Proposition 2.1 and Theorem
8.4 of [20]).
Theorem 7.3. Let S ⊆ ∪nMdn be a closed matrix convex set, and c > 0.
The following are equivalent
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(1) For all X ∈ S there exists T = (T1, ..., Td) ∈ S commuting normal
d-tuple such that cT dilates X,
(2) S ⊆ cWmin(S1),
(3) For any closed matrix convex set T ⊆ ∪nMdn we have
S1 ⊆ T1 =⇒ S ⊆ cT .
Proof. (2) implies (3) since whenever S1 ⊆ T1, we have that Wmin(S1) ⊆
Wmin(T1) ⊆ T , so that S ⊆ cWmin(S1) ⊆ cT . Conversely, (3) implies (2)
since we can take T =Wmin(S1) to obtain that S ⊂ cWmin(S1).
(1) implies (2) because whenever X ∈ S is such that cT dilates X for
T ∈ S a normal d-tuple, by Theorem 2.7 we have that σ(T ) ⊆ W1(T ) ⊆ S1;
so T ∈ Wmin(S1) and thus X ∈ cWmin(S1) by matrix convexity.
Finally, we show that (2) implies (1). Indeed, suppose that X ∈ S, so
that by the inclusion (2) there is a normal commuting d-tuple N on some
Hilbert space H with σ(N) ⊂ S1 so that cN dilates X. By Theorem 7.1, we
can choose H ∼= Cm to be finite dimensional. By Corollary 4.5 N ∈ S.
7.2. A constructive normal dilation for a tuple of contractions. In
this subsection we find a concrete dilations for d-tuples of contractions.
For an improvement of the following theorem to C = 2d in the nonself-
adjoint case, see Corollary 7.10.
Theorem 7.4. Fix d ∈ N. Then there is a constant C such that for every
d-tuple of contractions A1, . . . , Ad on a Hilbert space H there exists a Hilbert
space K of dimension at most 22d−1 ·dimH, an isometry V : H → K, and d
commuting normal operators T1, . . . , Td satisfying ‖Ti‖ ≤ C for i = 1, . . . , d
such that
Ai = V
∗TiV , i = 1, . . . , d.
One may choose the constant C = 2
√
2d. If the Ajs are self-adjoint, then
one may choose C = d and T can be taken to a tuple of self-adjoints acting
on a Hilbert space of dimension 2d−1 · dimH.
Proof. Suppose for the moment that the theorem is true for self-adjoint
contractions, and let A1, ..., Ad be a d-tuple of contractions. Then by taking
real and imaginary parts, we get that Re(A1), Im(A1), ...,Re(Ad), Im(Ad) is
a 2d-tuple of self-adjoint contractions. Then there exist commuting self-
adjoint 2d-tuple S1, ..., S2d with ‖Si‖ ≤ 2d, acting on a space of dimension
22d−1, that dilate Re(A1), Im(A1), ...,Re(Ad), Im(Ad). Then for all 1 ≤ i ≤ d
we have that Ti := S2i−1 + iS2i dilates Ai and is an operator of norm
at most 2
√
2d. For the norm estimate, by the spectral mapping theorem,
every element in σ(Ti) is of the form λ1 + iλ2 for (λ1, λ2) ∈ σ(S2i−1, S2i)
for all 1 ≤ k ≤ 2d. Hence, |λ1 + iλ2| ≤ 2
√
2d, and since Ti is normal,
‖Ti‖ = supλ∈σ(Ti) |λ| ≤ 2
√
2d.
Hence, to finish the proof, we assume A1, . . . , Ad are all self-adjoint and
find a dilation with constant C = d acting on a space of dimension 2d−1 ·
DILATIONS AND MATRIX SET INCLUSIONS 29
dimH. Note that linear combinations of commuting normals give rise to
commuting normals.
Let
K = H ⊗ C2d−1 = H ⊗ C2 ⊗ · · · ⊗C2.
We identify H with H⊗Ce1⊗· · ·⊗Ce1, where {e1, e2} is the canonical basis
for C2. Let F = ( 0 11 0 ) be the flip operator on C
2. Then defineWi ∈ B(C2d−1)
by setting W1 = I = I2d−1 , and
Wi = I2 ⊗ · · · ⊗ I2 ⊗ F ⊗ I2 ⊗ · · · ⊗ I2,
where F appears in the i−1st place, if i > 1. Now we let Uj = IH ⊗Wj and
define
T1 =
d∑
j=1
(Aj ⊗ I)Uj =
d∑
j=1
Aj ⊗Wj.
Finally, for i = 2, . . . , d, we define Ti = T1Ui. Note that every Ti is a sum of
d self-adjoint contractions, so it is self-adjoint and ‖Ti‖ ≤ d. Moreover, since
Ui commutes with Uj and with Aj ⊗ I for all j, it follows that Ui commutes
with T1 for all i, so
TiTk = T1UiT1Uk = T1UkT1Ui = TkTi.
Now if V denotes the isometry from H to K given by
V h = h⊗ e1 ⊗ · · · ⊗ e1,
then
V ∗TiV h = V ∗
(∑
j
(Aj ⊗ I)UjUi
)
V h = Aih,
because only the ith summand will not flip one of the e1s to an e2.
Corollary 7.5. For all d,
Wmax([−1, 1]d) ⊆ dWmin([−1, 1]d).
Proof. Select A ∈ Wmax([−1, 1]d). In particular, Ai = A∗i and ‖Ai‖ ≤ 1.
The dilation of Theorem 7.4 yields commuting self-adjoints T = (T1, . . . , Td)
with ‖Ti‖ ≤ d so that A ≺ T , whence A ∈ W(T ). Since W(1dT ) ⊆
Wmin([−1, 1]d), the result follows.
7.3. Constructive normal dilations given symmetry. The main point
of this section is to obtain the inclusionWmax(K) in dWmin(K) for as many
compact convex sets K in Rd as we can, while providing concrete corre-
sponding dilation theorems.
Our dilation methods unify the dilation theorem 7.4, the dilation con-
structed in [20, Proposition 14.1] and provide new examples for which such
dilation results can be obtained.
Let S ⊆ ∪n(Mn)dsa be a matrix convex set. For a real d × d matrix
γ = [γij ], we define the set
(γS)n = {(γXt)t : X ∈ Sn},
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where Xt denotes the transpose of the row X = (X1, ...,Xd) so that for
a d-tuple X = (X1, ...,Xd) ∈ Sn, we have (γXt)t = (
∑
j γijXj). Clearly
γS = ∪n(γS)n ⊂ ∪n(Mn)dsa is also a matrix convex set.
Definition 7.6. Let λ := {λ(m) : 1 ≤ m ≤ k} be a k-tuple of rank one real
d × d matrices such that Id ∈ conv{λ(1), . . . , λ(k)}. We say that a matrix
convex set S ⊆ ∪n(Mn)dsa is 1Cλ-symmetric if C is a constant so that
λ(m)S ⊆ CS for all 1 ≤ m ≤ k.
In order to prove Theorem 7.11 we will need the following dilation result
which is a generalization of Theorem 7.4 (See Remark 7.13).
Theorem 7.7. Let S ⊆ ∪n(Mn)dsa and T ⊆ ∪n(Mn)dsa be matrix convex
sets. Assume that there is a k-tuple of real d× d rank one matrices λ such
that Id ∈ conv{λ(1), . . . , λ(k)} and such that λ(m)S ⊆ T for all 1 ≤ m ≤ k.
Then for every X ∈ S there is a d-tuple T = (T1, . . . , Td) of self-adjoint
matrices such that
(1) {T1, . . . , Td} is a commuting family of operators,
(2) T ∈ T ,
(3) X ≺ T (i.e., T is a dilation for X).
Proof. Consider X as a tuple of operators on a Hilbert space H. Write
K = H ⊗ Ck and define d2 diagonal, self-adjoint matrices Si,j, 1 ≤ i, j ≤ d,
by
(7.3) Si,j = diag(λ
(1)
i,j , . . . , λ
(k)
i,j ).
For every 1 ≤ i ≤ d, let
(7.4) Ti =
d∑
j=1
Xj ⊗ Si,j ∈ B(K).
We shall now verify (1)-(3). For (1), we fix i, n and compute
TiTn − TnTi =
∑
j,m
XjXm ⊗ (Si,jSn,m − Sn,jSi,m).
But the (p, p) coordinate of the (diagonal) matrix Si,jSn,m − Sn,jSi,m is
λ
(p)
i,j λ
(p)
n,m − λ(p)n,jλ(p)i,m. Since λ(p) has rank one, the last expression is 0 and,
thus, TiTn = TnTi, proving (1).
To prove (3), recall that Id ∈ conv{λ(1), . . . , λ(k)}. Thus there are non-
negative real numbers β1, . . . , βk whose sum is 1 and Id =
∑k
p=1 βpλ
(p). Set
v =
∑k
p=1
√
βpep where {ep} is the standard basis of Ck. Then, ||v|| = 1
and for 1 ≤ i, j ≤ d, 〈Si,jv, v〉 =
∑k
p=1 βpλ
(p)
i,j = δi,j. Define an isometry
V : H → K = H ⊗ Ck by V h = h ⊗ v. Then since V ∗(X ⊗ Sij)V = δijX,
we obtain
V ∗TiV =
∑
j
V ∗(Xj ⊗ Sij)V = Xi.
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To prove (2), rewrite Ti =
∑d
j=1Xj ⊗ Si,j as a direct sum (over p) of
operators of the form Y
(p)
i =
∑d
j=1 λ
(p)
i,jXj . By matrix convexity, it suffices
to show that Y (p) := (Y
(p)
1 , . . . , Y
(p)
d ) ∈ T . But Y (p) is obtained from X by
left multiplication by λ(p). The assumption λ(m)S ⊆ T (and the fact that
X ∈ S), implies that T ∈ T and (2) follows.
We record the following corollaries of the above proof.
Corollary 7.8. Let S ⊆ ∪n(Mn)dsa be a matrix convex set. Assume that S
is 1Cλ-symmetric for some C > 0 and λ = {λ(m) : 1 ≤ m ≤ k} as above,
then every X ∈ S can be dilated to a commuting d-tuple T such that 1CT ∈ S
Proof. If we take in Theorem 7.7 the matrix convex set T := C · S, then
1
Cλ-symmetry guarantees that λ
(m)S ⊆ T for all 1 ≤ m ≤ k.
Corollary 7.9. Let X ∈ B(H)dsa, and let λ(1), . . . , λ(k) be a k-tuple of real
d× d rank one matrices such that Id ∈ conv{λ(1), . . . , λ(k)}. Then X can be
dilated to a commuting tuple of self-adjoint operators T = (T1, . . . , Td) such
that
σ(T ) ⊆
k⋃
p=1
λ(p)W1(X).
Proof. Given X ∈ B(H)dsa, construct the dilation T = (T1, . . . , Td) as in
the above proof. Then Ti is the direct sum of operators Y
(p)
i ∈ B(H)sa of
the form Y
(p)
i =
∑d
j=1 λ
(p)
i,jXj . We will show that σ(Y
(p)) ⊆ λ(p)W1(X) for
all p, and, since σ(N) ⊆ W1(N) for every normal tuple N , it suffices to show
that W1(Y (p)) ⊆ λ(p)W1(X).
If φ is a state on B(H), then φ(Y
(p)
i ) =
∑d
j=1 λ
(p)
i,j φ(Xj). This shows that(
φ(Y
(p)
1 ), . . . , φ(Y
(p)
d )
)t
= λ(p) (φ(X1), . . . , φ(Xd))
t .
Therefore W1(Y (p)) ⊆ λ(p)W1(X), as required.
Corollary 7.10. For every d-tuple of contractions A1, . . . , Ad on a Hilbert
space H there exists a Hilbert space K, an isometry V : H → K, and d
commuting normal operators T1, . . . , Td satisfying ‖Ti‖ ≤ 2d for i = 1, . . . , d
such that
Ai = V
∗TiV , i = 1, . . . , d.
Consequently, for all d,
Wmax(Dd) ⊆ 2dWmin(Dd).
Proof. Put
X = (Re(A1), Im(A1), . . . ,Re(Ad), Im(Ad)).
Then
W1(X) ⊆ {(α1, α2, . . . , α2d) : |α2j−1 + iα2j | ≤ 1, 1 ≤ j ≤ d} = Dd ⊆ R2d
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where D is the unit disc in R2.
For every 1 ≤ m ≤ 2d, write em for the m-th element of the standard
basis of R2d. Then eme∗m is the projection onto Rem. For every such m write
λ(m) = 2deme
∗
m. Then λ is a 2d-tuple of real 2d× 2d rank one matrices such
that I2d ∈ conv{λ(1), . . . , λ(2d)}. It is easy to check that λ(m)W1(X) ⊆ 2dDd
for every 1 ≤ m ≤ 2d. By the previous corollary, X can be dilated to a
2d-tuple of commuting self-adjoint operators Y = (Y1, . . . , Y2d) with σ(Y ) ⊆
2dD
d
.
We now define Tj := Y2j−1+iY2j for all 1 ≤ j ≤ d, and it remains to show
that ||Tj || ≤ 2d. For this, note that, since σ(Y ) ⊆ 2dDd, we can write Ym
as a diagonal matrix diag(α
(m)
k ) such that, for every k, (α
(1)
k , . . . , α
(2d)
k ) ∈
2dD
d
. But, then, for every 1 ≤ j ≤ d, (α(2j−1)k , α(2j)k ) ∈ 2dD. Since Tj =
diag(α
(2j−2)
k + iα
(2j)
k ), ||Tj || ≤ 2d.
As a Corollary to Theorems 7.3 and 7.7 and Corollary 7.8 we get
Theorem 7.11. Let S ⊆ ∪n(Mn)dsa and T ⊆ ∪n(Mn)dsa be matrix convex
sets. Assume that there is a k-tuple of real d× d rank one matrices λ such
that Id ∈ conv{λ(1), . . . , λ(k)} and such that λ(m)S ⊆ T for all m . Then
S ⊆ Wmin(T1).
In particular, if there is a constant C and a k-tuple of real d × d rank one
matrices λ as above, such that S is 1Cλ-symmetric, then
S ⊆ CWmin(S1).
Remark 7.12. [20, Proposition 14.1] is the very special case of the second
part of the above theorem, where C = d and 1dλ
(m) is the projection onto
the mth coordinate. Theorem 7.11 leads to the following obvious extension:
if there is an orthonormal basis {e1, . . . , em} such that a convex set K ⊆ Rd
is invariant under projections onto these basis vectors, then one can define
λ(m) = deme
∗
m for m = 1, . . . , d, and we see that the assumptions of the
second part of Theorem 7.11 hold with C = d.
Remark 7.13. We now see how Theorem 7.4 also fits as a special case into
the framework of this subsection.
The dilation constructed in Theorem 7.4 for a tuple X is given by Ti =∑
jXj ⊗WiWj, where Wi is a certain flip operator. This is a special case of
the dilation constructed in Theorem 7.7, with T = d · C(d) and Sij =WiWj.
Now, we have d2 operators Sij, and if we jointly diagonalize them and denote
Sij = diag(λ
(1)
ij , . . . , λ
(2d−1)
ij ), then we obtain k = 2
d−1 real matrices λ(m),
1 ≤ m ≤ k. Working out the joint eigenvectors of the matrices WiWj,
we find that λ(m) is a rank one operator, and that 1dλ
(m) is the projection
onto a one dimensional space in the direction of a vector consisting of ±1’s.
Moreover, the identity Id is in conv{λ(1), . . . , λ(k)}.
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Let us say that an nc set S is symmetric if (X1, . . . ,Xd) ∈ S implies
(ǫ1X1, . . . , ǫdXd) ∈ S for every ǫ1, . . . , ǫd ∈ {−1, 1}. If S is symmetric, it is
said to be fully symmetric if for such X also (Xσ(1), . . . ,Xσ(d)) ∈ D for every
permutation σ. Every fully symmetric matrix convex set is invariant under
the projections eie
∗
i , where {e1, ..., ed} is the standard orthonormal basis.
Hence, by defining λ(m) = deie
∗
i , we can apply the second part of Theorem
7.11 and Corollary 7.8 with constant C = d. On the other hand, the fact
that not all sets invariant under such projections are fully symmetric (see
Example 7.14 below) shows that Theorem 7.11 and Corollary 7.8 have a
wider applicability.
Example 7.14. Let d = k = 2 and
λ(1) =
(
1 1
1 1
)
and λ(2) =
(
1 −1
−1 1
)
.
If DsaA is fully symmetric, i.e., it satisfies CiDsaA ⊆ DsaA for
C1 =
(
0 1
1 0
)
, C2 =
( −1 0
0 1
)
and C3 =
(
1 0
0 −1
)
,
then it is also 12λ-symmetric because DsaA is convex and
1
2
λ(1) =
1
2
(I + C1) and
1
2
λ(2) =
1
2
(I + C1C2C3).
The converse is false as we now show. To do this, look at
S = {X = (X1,X2) : −I ≤ X1 −X2 ≤ I, −I ≤ X1 +X2 ≤ 2I}.
It is easy to verify that the matrix convex set S is 12λ-symmetric, but not
fully symmetric (e.g. (I, I) ∈ S but −(I, I) /∈ S).
Example 7.15. Fix d = 2. In R2 draw two straight lines that pass through
the origin and are not parallel. Call them L1, L2. On each line draw two
points (different from the origin), say T1, T3 on L1 and T2, T4 on L2 such
that the origin lies in the intervals [T1, T3] and [T2, T4]. Write
Pm = conv{Ti : 1 ≤ i ≤ 4}.
Now, through T1 and T3 (on L1) draw straight lines parallel to L2. Sim-
ilarly, through T2 and T4 draw lines parallel to L1. These 4 lines form a
parallelogram, call it PM . Clearly, Pm ⊆ PM . Both Pm and PM are given
by four linear inequalities and, in a natural way, define free spectrahedra
DsaAm and DsaAM .
Write qi for the projection of R2 onto Li (parallel to the other line) and
set λ(i) = 2qi, i = 1, 2. Note that both are real rank one matrices and
q1 + q2 = I2. If E is any set between PM and Pm, then E is
1
2λ invariant,
because each qi maps PM into Pm. In fact, we will explain in the next
subsection how to apply Theorem 7.11 and Corollary 7.8 to any matrix
convex set sandwiched between DsaAm and DsaAM .
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7.4. Relaxation theorems and connections to maximal spectrahe-
dra. We now strengthen Theorem 7.11 by weakening the symmetry require-
ment for S to be a requirement for the first level S1 only.
Theorem 7.16. Let S be a matrix convex set in ∪n(Mn)dsa. Assume that
there is a constant C and that there are k rank one real d × d matrices
λ := {λ(m) : 1 ≤ m ≤ k} such that Id ∈ conv{λ(1), . . . , λ(k)} and such that
S1 is 1Cλ-symmetric in the sense that λ(m)S1 ⊆ CS1 for all 1 ≤ m ≤ k.
Then for every other matrix convex set T , we have
S1 ⊆ T1 =⇒ S ⊆ CT .
Proof. If S1 is 1Cλ-symmetric, then so is Wmax(S1), since it is defined by
the same linear inequalities (see Section 4). By Theorem 7.11,
Wmax(S1) ⊆ CT .
By maximality, S ⊆ Wmax(S1) ⊆ CT .
We now obtain a spectrahedral inclusion theorem in the spirit of [20].
It is interesting to compare the following corollary with [20, Proposition
8.1], which has a similar bound, but one which depends on the ranks of
the matrices, not on their number. The sharpness of the constant d in the
following Corollary will be obtained in Example 7.24.
Corollary 7.17. Let A be a d-tuple of self-adjoint operators, and assume
that DsaA (1) is invariant under projection onto some orthonormal basis (see
Remark 7.12 ). Then for every d-tuple of self-adjoint operators B, we have
DsaA (1) ⊆ DsaB (1) =⇒DsaA ⊆ dDsaB .
Moreover, the constant d is sharp, in the sense that for every d there is a
d-tuple A such that DsaA (1) is fully-symmetric, but DsaA * CWmin(DsaA (1))
for every C < d.
Corollary 7.18. Suppose that S is a matrix convex set as in Theorem 7.16.
Then
Wmin(S1) ⊆ S ⊆ Wmax(S1) ⊆ CWmin(S1).
Example 7.19 (The regular simplex). Here is an example of a convex set
in Rd for which the assumptions of Corollary 7.17 do not hold, but to which
we may still apply Theorem 7.16 and Corollary 7.18. The 3-simplex ∆3 in
R3 is the convex hull of v1 = (1, 1, 1), v2 = (1,−1,−1), v3 = (−1, 1,−1) and
v4 = (−1,−1, 1). It is not invariant under projection onto any orthonormal
basis.
Put λ(m) = vmv
∗
m, m = 1, . . . , 4. Then ∆
3 is 13λ invariant, since
1
3λ
(m)
is the orthogonal projection onto vm, and one can actually see that ∆
3 is
invariant under that. One computes directly
∑4
m=1 λ
(m) = 4I, thus I ∈
conv{λ(m) : 1 ≤ m ≤ 4} so Theorem 7.16 and Corollary 7.18 are applicable
with C = 3 = d.
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Example 7.20 (The right angled simplex). The point of this example is
to show that 1Cλ symmetric sets need not be symmetrically situated about
the origin. Consider the convex set K = conv{0, e1, e2, e3} ⊂ R3, where
e1, e2, e3 denote the standard basis. Putting λ
(i) = 3eie
∗
i , we find that K is
1
3λ symmetric and I =
∑3
i=1
1
3λ
(i). Thus Corollary 7.18 applies, so
Wmax(K) ⊆ 3Wmin(K).
Remark 7.21. The last part of Corollary 7.17 says that C = d is the
smallest constant that works for all fully symmetric matrix convex sets.
However, we do not know whether a particular d-dimensional convex set K
exists such that Wmax(K) ⊆ CWmin(K) for some C < d. In particular, we
do not know whether d is the optimal constant for K = [−1, 1]d. On the
other hand, it is easy to construct non-symmetric examples where the best
constant that we can find is bigger than d. If K is convex set with 0 in the
interior, let c be a positive number such that cK ⊆ K˜, where K˜ ⊆ K is a
convex set which is 1dλ-invariant for λ as in Theorem 7.16. Then
Wmax(cK) ⊆ Wmax(K˜) ⊆ dWmin(K˜) ⊆ dWmin(K),
Thus Wmax(K) ⊆ dcWmin(K). This conclusion could also have been ob-
tained by noting that if K˜ is 1dλ invariant, then K is
c
dλ invariant.
Although we do not have anything to say regarding the optimality of the
constant dc , the fact that it blows up as c → 0 is consistent with Example
7.22 below.
7.5. A non-scalable example.
Example 7.22 (A non-scalable inclusion). Let T = ( 1 20 1 ). Then
W1(T ) = D1(1) = { z ∈ C | |z − 1| ≤ 1 },
is a disc containing 0 on the boundary. Let N =M1+z be the multiplication
operator on L2(T), so that σ(N) = 1 + T. We see that W1(T ) = W1(N).
By Corollary 4.4 we have W(N) = Wmin(D1(1)). Thus W(T ) ⊇ W(N).
However, there is no C such that W(T ) ⊆ CW(N). To see this, we show
that there is no UCP map φ : SN → ST sending N to cT for any c > 0, and
invoke Theorem 5.1.
Indeed, if there were such a map, let U =Mz = N−1, then φ(U) = cT−I.
But ||cT − I|| > 1 so this is impossible. Indeed, observe that
‖cT − I‖ =
∥∥∥∥(c− 1 2c0 c− 1
)∥∥∥∥ = ∥∥∥∥( 2c 1− c1− c 0
)∥∥∥∥ .
But this is equal to the largest root of t2 − 2ct− (1− c)2 = 0. Substituting
u = t − 1 to get u2 + 2(1 − c)u − c2 = 0, this equation must now have a
positive root, so that ‖cT − I‖ > 1.
To get an example involving free spectrahedra, we apply the polar dual
and check that
DT (1) = (W(T )(1))′ = (W(N)(1))′ = DN (1),
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while there is no constant C such that DN ⊆ CDT .
7.6. Optimality of the constant C = d. The following lemma is likely
well-known, but we do not have a convenient reference.
Lemma 7.23. For every d, there exist d self-adjoint 2d−1 × 2d−1 matrices
B1, . . . , Bd such that for all v ∈ Rd, ‖v‖ = 1,∑
viBi ≤ I,
and such that d is an eigenvalue of
∑d
i=1Bi⊗Bi. Hence if
∑d
i=1Bi⊗Bi ≤ ρI,
then ρ ≥ d.
Proof. The proof is by induction. For d = 1 we take B1 = [1]. Suppose
that d ≥ 1, and let B1, . . . , Bd be self-adjoint 2d−1 × 2d−1 matrices as in
the statement of the lemma. We will construct self-adjoint 2d × 2d matrices
B′1, . . . , B
′
d+1 as required.
Let
E1 =
(
0 1
1 0
)
, E2 =
(
1 0
0 −1
)
.
Define
B′i = E1 ⊗Bi , for i = 1, . . . , d,
and
B′d+1 = E2 ⊗ I2d−1 .
The matrices B′1, . . . , B
′
d+1 are self-adjoint. For a unit vector (v1, . . . , vd+1),
we compute
I −
d+1∑
i=1
viB
′
i =
(
(1− vd+1)I −
∑d
i=1 viBi
−∑di=1 viBi (1 + vd+1)I
)
By [26, Lemma 3.1], this matrix is positive semidefinite if and only if
( d∑
i=1
viBi
)2 ≤ (1− v2d+1)I.
By the inductive hypothesis,( d∑
i=1
viBi
)2 ≤ ( d∑
i=1
v2i
)
I ≤ (1− v2d+1)I.
Therefore
∑d+1
i=1 viB
′
i ≤ I.
It remains to show that d+1 is an eigenvalue of
∑d+1
i=1 B
′
i⊗B′i. We write
T =
∑d
i=1Bi ⊗Bi and examine the operator
d+1∑
i=1
B′i ⊗B′i ≃

I 0 0 T
0 −I T 0
0 T −I 0
T 0 0 I
 .
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Now, if x is an eigenvector of T corresponding to d, then (x, 0, 0, x)t is an
eigenvector of
∑d+1
i=1 B
′
i ⊗B′i corresponding to the eigenvalue d+ 1.
Example 7.24. We construct tuples of operators A and B of self-adjoint
matrices, such that DsaA is symmetric, and such that the implication in
Corollary 7.17 holds with a constant d but with no smaller constant. In
this example the tuple A consists of operators on an infinite dimensional
space, but it is not hard to see that this implies sharpness in the finite
dimensional case as well.
Let {v(n)} be a dense sequence of points on the unit sphere of Rd. Let A
be the d-tuple of diagonal operators such that nth element on the diagonal
of Aj is the jth coordinate v
(n)
j of v
(n). Then
DsaA = {X ∈Mn(C)dsa :
∑
Xjvj ≤ I for all v ∈ Rd, ‖v‖ = 1}.
Observe that DsaA = Wmax(Bd), and in particular DsaA (1) is the unit ball
of Rd (which is fully-symmetric and invariant under projections onto any
orthonormal basis).
Let B be as in Lemma 7.23. For every unit vector v ∈ Rd, ∑ viBi ≤ I.
Thus DsaA (1) ⊆ DsaB (1); and moreover, B ∈ DsaA . On the other hand, B /∈
CDsaB for any C < d, since
∑
iBi ⊗ Bi has an eigenvalue equal to d. Thus
DsaA * CDsaB for any C < d.
8. Examples of 1Cλ-symmetric polytopes arising from frames
In general, given a convex set K ⊆ Rd, and an orthonormal basis B =
{e1, ..., ed}, it is easy to check if K is invariant under the projections eie∗i for
1 ≤ i ≤ d. But it is harder to actually find or disprove the existence of an
orthonormal basis that leaves K invariant. Instead of this, we turn to tight
frames, which are often used to define many convex polytopes K ⊂ Rd. We
will show that the convex polytopes generated by a large class of tight frames
satisfy the symmetry conditions of Theorems 7.8 and 7.11 This context will
encompass all the symmetric situations that we have dealt with so far.
A set of unit vectors Φ := {v1, ..., vN} ⊆ Rd (without repetition) is called
a tight frame if there is a constant σ > 0 such that for all x ∈ Rd we have∑
i
|〈x, vi〉|2 = σ‖x‖2;
this condition is equivalent to
∑
i viv
∗
i = σI.
When all the vectors vi are of the same length ℓ, we call Φ an isometric
tight frame, and it turns out that in this case we have σ = ℓ2 · Nd (See [27,
Lemma 2.1]).
Every tight frame Φ gives rise to a finite subgroup of isometric symmetries
given by
Sym(Φ) := {U ∈ U(Rd)|UΦ = Φ},
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where U(Rd) denotes the unitary group on Rd. We can then turn this
construction around, and define isometric tight frames from finite subgroups
of U(Rd). This will provide us with an abundance of examples. By [28,
Theorem 6.3], for a finite irreducible subgroup G and a non-zero vector
φ ∈ Rd, the set Φ = {gφ}g∈G is an isometric tight frame, and K = convΦ
is invariant under G.
Proposition 8.1. Let K ⊆ Rd be a closed convex set, and {v1, ..., vN} be an
isometric tight frame in Rd with vectors of length ℓ such that 1ℓ2 viv
∗
i (K) ⊆ K.
Then Wmax(K) ⊆ dWmin(K).
Proof. Up to normalization, we may assume ℓ = 1. By prescribing λ(i) =
d · viv∗i and using σ = Nd , we have that∑
i
λ(i) =
∑
i
dviv
∗
i = dσ · I = N · I
so that
I =
1
N
N∑
i=1
λ(i) ∈ conv{λ(i)} and 1
d
λ(i)(K) = viv
∗
i (K) ⊂ K.
Therefore K is 1dλ-symmetric. By Theorem 7.16, we see that
Wmax(K) ⊆ dWmin(K).
Our goal in the remainder of this subsection is to find classes of tight
frames for which the conditions of Proposition 8.1 hold with K = convΦ.
We begin with the following simple condition.
Corollary 8.2. Let Φ = {v1, ..., vN} ⊂ Rd be an isometric tight frame with
vectors of length ℓ and K = convΦ. If −Φ = Φ, then
Wmax(K) ⊆ dWmin(K).
Proof. Up to normalization, we may assume ℓ = 1. We need only verify
that viv
∗
i (vj) ∈ K for every 1 ≤ i, j ≤ N . But then
viv
∗
i (vj) = 〈vj , vi〉vi
Now if
〈
vj, vi
〉 ≥ 0 then viv∗i (vj) is simply a rescaling of vi by a constant
0 ≤ c ≤ 1 and is hence in conv Φ. If 〈vj , vi〉 ≤ 0, then viv∗i (vj) is a rescaling
of −vi by a constant 0 ≤ c ≤ 1 and is hence in conv Φ. In either case we
have that viv
∗
i (vj) ∈ K so that by Proposition 8.1 we have
Wmax(K) ⊆ dWmin(K).
The assumption Φ = −Φ is rather restrictive (consider Example 7.19).
For the purpose of exhibiting a class of isometric tight frames for which
the invariance condition 1
ℓ2
viv
∗
i (K) ⊆ K in Proposition 8.1 is automatic, we
bring forth the following definition. For a tight frame Φ, denote by
Stab(v) = {U ∈ Sym(Φ) : Uv = v},
the stabilizer subgroup of Sym(Φ) of symmetries that fix the vector v ∈ Rd.
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Definition 8.3. Let Φ = {v1, ..., vN} be a tight frame. We say that Φ is
vertex reflexive if Stab(vi) fixes a subspace of dimension exactly one, namely
span{vi}, for every 1 ≤ i ≤ N .
If Φ = {v1, ..., vN} is an isometric tight frame, then no vi can be a convex
combination of Φ \ {vi}. This means that the vectors {v1, ..., vN} comprise
the vertices of a d-dimensional polytope.
Every element of Sym(Φ) must leave the barycenter 1N
∑N
i=1 vi invariant,
thus when Φ is a vertex reflexive isometric tight frame we must have that
1
N
∑N
i=1 vi = 0. Hence, 0 must be an interior point of K = conv(Φ), since
the barycenter of every d-dimensional convex set in Rd is in the interior.
We say that a face F of a polytopeK ism-dimensional, ifm is the minimal
dimension of an affine subspace containing F . For an isometric tight frame
Φ, we must have that every element of Sym(Φ) maps m-dimensional faces
to m-dimensional faces.
For a computational method for constructing many examples of vertex
reflexive isometric tight frames (satisfying the additional requirement that
Sym(Φ) is irreducible and transitive), see [8].
Proposition 8.4. Let Φ = {v1, ..., vN} be a vertex reflexive isometric tight
frame of vectors of length ℓ, and let K := conv(Φ) be the d-dimensional
convex polytope generated by Φ. Then 1
ℓ2
viv
∗
i (K) ⊆ K for all 1 ≤ i ≤ N .
Proof. Up to normalization, we may assume ℓ = 1. Fix 1 ≤ i ≤ N . Let
α > 0 be maximal such that −αvi ∈ K, and let F be a face of K of minimal
dimension m such that −αvi ∈ F .
We first claim that every element g ∈ Stab(vi) must leave F invariant.
Indeed, if not, g(F ) must be an m-dimensional face with −αvi ∈ g(F ) which
is different from F . Since g(F )∩F must be a face of dimension strictly less
than m, we arrive at a contradiction to the definition of F .
Since F = conv{vi1 , ..., vip} is left invariant under Stab(vi), we may re-
strict each element g ∈ Stab(vi) to the subspaceW = span({vi}∪F ). Within
W , since every g ∈ Stab(vi) maps F to itself, it must then map the affine
subspace A generated by F inside W , to itself, and hence must map the
normal of A (again inside W ) to itself. But even within the subspace W ,
we still have that Stab(vi) fixes a subspace of dimension exactly one, and
hence the normal of A in W can be chosen to be vi. In other words, vi is
perpendicular to −αvi − vij for any 1 ≤ j ≤ p. This means that
viv
∗
i (vij ) = 〈vi, vij 〉vi = 〈vi,−αvi〉vi = −αvi ∈ K
and −α = 〈vi, vij 〉 is the cosine of the angle between vi and vij for all
1 ≤ j ≤ p. We note that by maximality of α, we have for each 1 ≤ k ≤ N
that the angle between vi and vk is at most arccos(−α).
Hence, for all 1 ≤ k ≤ N we have that viv∗i (vk) = 〈vi, vk〉vi is a convex
combination of −αvi and vi and is hence in K. As viv∗i is linear, we see that
viv
∗
i (K) ⊆ K as required.
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Combining Propositions 8.1 and 8.4, we obtain the following.
Theorem 8.5. Let Φ be a vertex reflexive isometric tight frame, and let
K = conv(Φ) be the convex polytope it generates. Then
Wmax(K) ⊆ dWmin(K).
As a consequence of Theorem 8.5 and [8, Theorem 5.4], we obtain our
results for any convex regular polytope (See [8, Definition 5.1]).
Corollary 8.6. Let K = conv{v1, ..., vN} be a convex regular real polytope
according to [8, Definition 5.3]. Then Wmax(K) ⊆ dWmin(K).
Example 8.7. In [8], a class of frames called highly symmetric frames was
studied. A highly symmetric tight frame is a vertex reflexive tight frame for
which Sym(Φ) is also transitive and irreducible (and is then automatically
isometric). The class of highly symmetric frames was shown to be rich, yet
tractable.
We will now construct an example of a vertex reflexive isometric tight
frame Θ for which Sym(Θ) is not irreducible, not transitive, and for which no
vector u ∈ Θ satisfies −u ∈ Θ. Thus Theorem 8.5 applies, while Corollaries
8.2 and 8.6 do not.
Let G = S5 act on (e1 + ... + e5)
⊥ inside R5, where {e1, ..., e5} is the
standard orthonormal basis, and S5 acts by permutation matrices. Take the
vector φ := 3w2 = (3, 3,−2,−2,−2). Then by [8, Example 4] the frame
Φ2 := (gφ)g∈S5 is a vertex-reflexive isometric tight frame comprised of 10
distinct vectors, and by construction we see that for all v ∈ Φ2, we have
−v /∈ Φ2.
Hence, let Φ = {v1, ..., v10} be a unit-norm vertex-reflexive tight frame
in R4, when we identify Φ inside R4 with the normalization of Φ2 inside
(e1 + ...+ e5)
⊥ ⊆ R5. So we still have −v /∈ Φ for all v ∈ Φ.
We then take the vertex-reflexive unit-norm tight frame of the pentagon
inside R2,
Ψ := {(cos(2πk/5), sin(2πk/5))}5k=1
Which has 5 distinct elements, and satisfies −w /∈ Ψ for all w ∈ Ψ. Then
define
Θ = (Φ⊕ 02) ∪ (04 ⊕Ψ)
Which satisfies u /∈ Θ for all u ∈ Θ. We know by [27, Lemma 2.1] that∑
v∈Φ
vv∗ =
10
4
P and
∑
w∈Ψ
ww∗ =
5
2
Q
Where P and Q are the orthogonal projections onto R4 and R2 respectively,
that sum to the identity I on R6 = R4 ⊕ R2. Therefore,∑
u∈Θ
uu∗ =
5
2
(P +Q) =
5
2
I.
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Thus Θ is a unit-norm tight frame in R6. Since Sym(Φ) and Sym(Ψ) fix
R4 and R2 in the decomposition of R6 above, and Φ and Ψ are vertex-
reflexive, in their respective spaces, we have that their union Θ is also a
vertex-reflexive unit-norm tight frame.
Since elements of Φ and Ψ are always perpendicular when identified as
elements of R6, no symmetry of Θ can map an element of Φ to an element
of Ψ. Indeed, from the construction of Φ2, an element vi from Φ has no
element perpendicular to it from Φ, so that in Θ, there are only 5 elements
perpendicular to vi: those of Ψ. On the other hand, an element wj of Ψ has
exactly 10 elements of Θ perpendicular to it: those of Φ. Thus, no vi ∈ Φ
can be mapped to any wj ∈ Ψ via by a symmetry of Θ, and Sym(Θ) is
not transitive. Hence, elements of Sym(Θ) can only permute elements of Φ
among themselves, and elements of Ψ among themselves. Thus
Sym(Θ) = Sym(Φ)⊕ Sym(Ψ),
so that Sym(Θ) is reducible.
9. The matrix ball
Let B = Bd denote the closed unit ball in Rd. Recall that the (d-
dimensional) matrix ball is defined to be
B = B(d) = {X ∈Mn(C)dsa :
d∑
j=1
X2j ≤ I}.
We also introduce another “ball” which will turn out to conform more natu-
rally to our duality. Recall that the transpose is a linear map from A ∈ B(H)
to B(H∗) is given by Atf = f ◦ A. Define the conjugate of A ∈ B(H) to
be A := (A∗)t. It is called the conjugate because if A = [aij ] belongs to
Mn, then A¯ = [aij]. Haagerup [16, Lemma 2.4] established an important
identity for the spatial tensor product by observing that if H and K are
Hilbert spaces, then a spatial tensor product A⊗B on H ⊗K of two oper-
ators A ∈ B(H) and B ∈ B(K) can be represented as an operator on the
Hilbert-Schmidt operators S2(K,H) from K into H, which is canonically
isomorphic to the Hilbert space H ⊗ K∗. Indeed, the operator A ⊗ B is
unitarily equivalent to the operator u → AuB∗ in B(S2(K,H)). Haagerup
shows that (in the spatial tensor norm)∥∥∑Ai ⊗Bi∥∥ ≤ ∥∥∑Ai ⊗Ai∥∥1/2∥∥∑Bi ⊗Bi∥∥1/2.
Thus we may define
D = D(d) = {X ∈Mn(C)dsa :
∥∥ d∑
j=1
Xj ⊗Xj
∥∥ ≤ 1}.
Lemma 9.1. D is a closed matrix convex set.
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Proof. Clearly D is closed. Observe that D = −D and is invariant under
the conjugation map sending A to A. In particular, the norm condition is
equivalent to the two inequalities
±
d∑
j=1
Xj ⊗Xj ≤ I.
Haagerup’s inequality immediately shows that if X ∈ D(m) and Y ∈ D(n),
then X ⊕ Y ∈ D(m + n). It is also routine to show that if A ∈ Mmn is a
contraction, and X ∈ D(n), then AXA∗ ∈ D(m). SoD is matrix convex.
Observe that B = −B and is also closed under conjugation, and conju-
gation is isometric. A self-adjoint d-tuple X belongs to B exactly when
‖X‖ = ‖[X1 X2 . . . Xd]‖ =
∥∥ d∑
j=1
X2j
∥∥1/2 ≤ 1.
Therefore∥∥∑d
j=1Xj ⊗Xj
∥∥ ≤ ‖X ⊗ I‖ ‖I ⊗X‖
=
∥∥∑d
j=1X
2
j ⊗ I
∥∥1/2 ∥∥∑d
j=1 I ⊗Xj
2∥∥1/2
= ‖X‖ ‖X‖ ≤ 1.
It follows that B ⊆ D.
Clearly B(1) = D(1) = B. Thus we have
Wmin(B) ⊆ B ⊆ D ⊆ Wmax(B).
It is natural to ask about the precise place these matrix balls take in this
inequality.
Lemma 9.2. D is self-dual, i.e., D• = D.
Proof. Note thatD• = −D• and is also closed under conjugation. Haagerup’s
inequality shows that if X and Y belong to D, then∥∥∑Xi ⊗ Yi∥∥ ≤ 1.
Since Y also belongs to D, we deduce that LX(±Y ) ≥ 0. It follows that
D
• ⊇ D.
Conversely, suppose that Y belongs to D•. Since B has 0 in its interior,
so does D. Let
r0 = sup{r : rY ∈ D}.
If r0 ≥ 1, then Y ∈ D. But if r0 < 1, we have ±Y ∈ D•, so that Lr0Y (±Y ) ≥
0. This implies that ∥∥∑ r0Yi ⊗ Yi∥∥ ≤ 1.
However this clearly means that
√
r0Y belongs to D. Hence
√
r0 ≤ r0 and
so r0 ≥ 1 as desired.
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Remark 9.3. If S is a self-dual matrix convex set in (Mn)dsa, then S1 =
Bd. Indeed, for every x ∈ S1, we have that 〈x, x〉 ≤ 1, thus S1 ⊆ Bd. It
follows that S ⊆ Wmax(Bd), so S = S• ⊇ Wmin(Bd) (Theorem 4.7), and in
particular we obtain the reverse inclusion S1 ⊇ Bd.
If S is also closed under multiplication by ±1 and conjugation, then
‖∑Xj ⊗ Xj‖ ≤ 1 for X ∈ S, thus S ⊆ D. Applying the polar dual
we find S ⊇ D. That is, D is the unique self-dual matrix convex set closed
under multiplication by ±1 and conjugation.
For this reason, we will call D the self-dual matrix ball. We obtain the
following immediate consequence.
Corollary 9.4.
Wmin(B) ⊂ B ⊂ D = D• ⊂ B• ⊂ Wmax(B)
and these containments are all proper for d > 1.
Proof. For the first containment, let
X1 =
(
1
2 0
0 0
)
, X2 =
(
0 34
3
4 0
)
.
One verifies X ∈ B, but by [18, Example 3.1], X is not contained in some
other spectrahedron DΓ with DΓ(1) = B. In particular, X is not inWmin(B).
(Actually, Γ = LE , where E = (E1, E2) is given in Lemma 7.23.)
If d > 1, B = B(d) is not equal to its own polar dual. Indeed, for
i = 1, . . . , d, let Bi be the matrix on Cd+1 that switches between e1 and ei+1
and sends all other basis vectors to 0. Then B = DsaB (recall Example 2.4),
thus B ∈ B•. On the other hand,∑
j
B2j = I + (d− 1)e1e∗1,
where e1e
∗
1 denotes the orthogonal projection onto the first basis vector.
Therefore, B is not in B. So B• 6= B.
As B ⊆ D, which is self-dual by the Lemma 9.2, we have B ( D. By
duality, we obtain D ( B• (Wmax(B).
Remark 9.5. It is not possible to use ‖∑Ai⊗Ai‖ instead of ‖∑Ai⊗Ai‖
in the definition of D, as numerical computations on 3 × 3 matrix tuples
show that these quantities are different in general.
By analogy to the matrix cube problem, we ask for which constant C does
the following implication hold:
(9.1) B ⊆ DA(1) =⇒ D ⊆ CDA.
Note that this is not in perfect analogy with the matrix cube problem,
because C = Wmax([−1, 1]d), whereas D is somewhere near the ‘center’
of the range of matrix convex sets with first level equal to B. However, we
already completely solved the problem forWmax(B) above in Corollary 7.17.
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We know by Corollary 7.17 that C = d works in (9.1), but we will do better
in this case.
Since D 6=Wmax(B), we also ask for a constant c such that
(9.2) DA(1) ⊆ B =⇒ cDA ⊆ D.
Remark 9.6. In a recent revision of the paper [20] (that appeared after we
obtained the results of this section), results similar to those in this section
were obtained using different methods. It is worth noting that [20] treats
four sets which they call matrix balls: Bmax, which is what we denote by
Wmin(B); Bmin, which is what we denote by Wmax(B); Boh, which is what
we denote by B; and finally, Bspin, which is a certain free spectrahedra with
B
spin(1) = B which we do not discuss. (However, the spin matrices have
arisen in Example 7.24.)
Theorem 9.7. Let S ⊆ ∪n(Mn)dsa be a matrix convex set. Then
S1 ⊆ B =⇒ S ⊆
√
dB ⊆
√
dD
and
B ⊆ S1 =⇒ D ⊂ B• ⊆
√
dS.
Moreover, the constant
√
d is the optimal constant in both implications.
Proof. Suppose that S1 ⊆ B and that X ∈ S. Then X ∈ Wmax(B) (see
Remark 4.2), so
∑
j ajXj ≤ I for all a ∈ B. In particular ±Xj ≤ I, equiv-
alently X2j ≤ I for all j. Thus
∑
j X
2
j ≤ dI, meaning that 1√dX ∈ B, as
required.
To obtain the second implication we use polar duality. If B ⊆ S1, then
(S•)1 ⊆ B, so by the first implication
S• ⊆
√
dB.
Applying the polar dual again, we obtain
(
√
dB)• ⊆ S•• = S.
For S•• = S, note that B ⊆ S1 implies that 0 ∈ S so one can invoke Lemma
3.2. The result therefore follows from
(
√
dB)• =
1√
d
B
• ⊇ 1√
d
D.
Now by Lemma 7.23, there is a d-tuple of real Hermitian matrices B in
Wmax(B) such that ‖∑Bi ⊗ Bi‖ = d. Since B is real, we have B = B.
Therefore it is clear that c = 1/
√
d is the largest constant so that cB ∈ D.
The other inequality is also sharp by duality.
Remark 9.8. We can summarize the previous theorem as
(9.3) Wmax(B) ⊆
√
dD ⊆ dWmin(B).
From this we obtain Corollary 7.18 for the case where S1 = B.
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By Theorem 9.7, B ⊂ D ⊆
√
dWmin(B). We therefore have the following
corresponding dilation result.
Corollary 9.9. For X = (X1, ...,Xd) ∈ (Mn)dsa, if ‖
∑d
j=1Xj⊗Xj‖ ≤ 1 (in
particular, if
∑d
j=1X
2
j ≤ I), then there exists T = (T1, ..., Td) commuting
self-adjoint matrices such that σ(T ) ⊆ B and √dT dilates X.
10. Relaxations and inclusions
10.1. Commutability index and inclusion scale. For a matrix convex
set S containing 0, we denote by FS the collection of tuples T = (T1, ..., Td) of
commuting normal operators on some Hilbert spaceH, such that σ(T ) ⊆ S1.
Following [20, Section 8.2] (where the case of interest was a free spectrahe-
dron S = DA), we define
ΓS(n) = { t ≥ 0 | if X ∈ Sn then tX dilates into FS},
and
ΩS(n) = {t ≥ 0 | if S1 ⊆ T1 then tSn ⊆ Tn},
(where T ranges over all matrix convex sets). Note that we require that 0 ∈
S to make sure that these sets are not empty. We define the commutability
indices of S to be τS(n) = supΓS(n), and we define the inclusion scales of
S to be ρS(n) = supΩS(n) for each n ≥ 1.
Here we are interested in rank independent bounds, so we define the rank
independent commutability index and inclusion scales, respectively, to be
τS = inf
n
τS(n) and ρS = inf
n
ρS(n).
In [20, Theorem 8.4], it was proved that τDsa
A
(n) = ρDsa
A
(n) for all n, where
A is a tuple of matrices (under the assumption that DsaA (1) is bounded).
It follows then that τDA = ρDA in that case. We provide here a quick
proof of the latter in the general case, and also observe that these numbers
are positive in the case that S = DA for A a tuple of bounded operators.
Recall that a closed matrix convex set S in ∪nMdn or ∪n(Mn)dsa has the form
S = DA or DsaA , if and only 0 ∈ int(S1) (Proposition 3.5).
Theorem 10.1. Let S be a closed matrix convex set in ∪n(Mn)dsa containing
0. Then τS = ρS . If S is bounded and 0 ∈ intS1, then τS > 0. If S1 satisfies
the conditions of Theorem 7.16, then τS ≥ 1C . In particular, if S1 ⊆ Rd is
invariant under projections onto an isometric tight frame, then τS ≥ 1d .
Proof. By Theorem 7.3, τS = ρS . We will establish this in the self-adjoint
setting. The nonself-adjoint setting is handled similarly. If S is bounded
and 0 ∈ intS1, then S is contained in a large cube RC and S1 contains a
small cube [−r, r]d. By Theorem 7.4, for every X ∈ S, the scaled tuple rdRX
has a normal dilation with spectrum contained in [−r, r]d. Thus,
τS = inf
n
τS(n) ≥ r
dR
> 0.
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The final assertion follows from Theorem 7.16 together with the equality
τS = ρS and our previous observations.
Remark 10.2. Example 7.22 shows that the assumptions on boundedness
and 0 ∈ int(S) are necessary.
Using duality, we obtain the following inclusion scale in the converse di-
rection.
Theorem 10.3. Let S be a closed matrix convex set in ∪n(Mn)dsa. If S is
bounded and 0 ∈ intS1, then there exists a positive number σS such that for
every matrix convex set T ,
T1 ⊆ S1 ⇒ σST ⊆ S.
In fact, one can take σS = τS• = ρS•. If in addition S1 satisfies the condi-
tions of Theorem 7.16, then σS ≥ 1C . In particular, if S1 ⊆ Rd is invariant
under projections onto an isometric tight frame, then σS ≥ 1d .
Proof. Consider S•. Since S is bounded and has 0 in the interior, S•
has these properties too. Moreover, if S1 is 1Cλ-invariant, then S•1 is 1Cλt-
invariant, and vice versa.
Now suppose that T1 ⊆ S1. Then S•1 ⊆ T •1 , and by Theorem 10.1 we have
τS•S• ⊆ T •. Applying the polar dual once more, and letting σS = τS• , we
have
σST ⊆ σST •• ⊆ S•• = S.
10.2. Consequences for CP maps. As observed in [20, Section 1.4], the
inclusion scales ρS(n) can be interpreted as the maximal constants by which
all unital positive maps into M san can be “scaled” to become completely
positive. We present here results of a similar nature.
Theorem 10.4. Let A ∈ B(H)dsa, let S = W(A), and suppose that 0 ∈ S.
If B ∈ B(K)dsa and the map SA → SB given by
I 7→ I , Ai 7→ Bi , i = 1, . . . , d,
is positive, then the map given by
I 7→ I , Ai 7→ σSBi , i = 1, . . . , d,
is completely positive. Moreover σS is the optimal constant that works for
all B.
Likewise, if B ∈ B(K)dsa and the map SB → SA given by
I 7→ I , Bi 7→ Ai , i = 1, . . . , d,
is positive, then the map given by
I 7→ I , Bi 7→ ρSAi , i = 1, . . . , d,
is completely positive. Moreover ρS is the optimal constant that works for
all B.
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If 0 ∈ intW1(A), then ρS > 0 and σS > 0. If W1(A) satisfies the condi-
tions of Theorem 7.16, then ρS ≥ 1C and σS ≥ 1C . In particular, if W1(A) is
invariant under projections onto an isometric tight frame, then both ρS and
σS are bounded below by 1d .
Remark 10.5. Equivalently, this theorem could have been phrased in terms
of DA instead ofW(A), where the condition 0 ∈ intW1(A) would be replaced
by the equivalent condition that DA is bounded.
Proof. Having a tuple B ∈ B(K)dsa at hand, consider the matrix convex set
T =W(B). If there is a unital positive map SA → SB determined by Ai 7→
Bi, then T1 ⊆ S1 according to Theorem 5.1. By Theorem 10.3, σ is strictly
positive, has the stated lower bound under the symmetry assumption, and
satisfies σST ⊆ S. But σST = W(σSB). By Theorem 5.1, there is a UCP
map SA → SB sending A to σSB as required. The rest of the theorem is
proved in a similar manner, using Theorem 10.1.
10.3. The matrix cube and the matrix diamond. Let
Dd = {x ∈ Rd :
∑
|xj| ≤ 1}.
This is the unit ball of ℓ1d, and is the polar dual (in the usual, Banach space
sense) of the unit ball of ℓ∞d , which is [−1, 1]d. We may call Wmax(Dd) the
matrix diamond. By Corollary 4.6, we have (Wmin([−1, 1]d))• =Wmax(Dd)
and (Wmax([−1, 1]d))• =Wmin(Dd).
Theorem 10.6. For every d-duple A ∈ B(H)dsa for which
∑
j ǫjAj ≤ I for
all ǫ ∈ {−1, 1}d, there exists a dilation consisting of commuting self-adjoint
contractions.
Proof. Construct the dilation T as in the proof of Theorem 7.4. Recall that
Tj has the form
∑
iAi⊗Sij, where S1j , . . . , Sdj is a family of commuting self-
adjoint unitaries. Thus Tj is unitarily equivalent to a direct sum of operators
of the form
∑
i ǫiAi, where ǫ ∈ {−1, 1}d. It follows from the assumption that
‖T‖ ≤ 1.
We obtain the following variant of Corollary 7.17, which gives conditions
for including the matrix diamond.
Corollary 10.7. For every d ∈ N,
Wmax(Dd) ⊆ Wmin([−1, 1]d).
Hence for every matrix convex set S we have
[−1, 1]d ⊆ S1 =⇒ Wmax(Dd) ⊆ S.
Remark 10.8. Note that Corollary 7.17 gives
[−1, 1]d ⊆ S1 =⇒ 1
d
Wmax([−1, 1]d) ⊆ S.
However 1dWmax([−1, 1]d) ( Wmax(Dd) because of a strict inclusion in the
first level 1d [−1, 1]d ( Dd.
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Proof. For the first inclusion, note that X ∈ Wmax(Dd) if and only if∑
j ǫjXj ≤ I for all ǫ ∈ {−1, 1}d. If X ∈ Wmax(Dd), then by the theorem
above, X has a commuting self-adjoint dilation T consisting of contractions.
Thus σ(T ) ⊆ [−1, 1]d. We conclude that X ∈ Wmin([−1, 1]d) (recall Defini-
tion 4.1 and Proposition 4.3).
Remark 10.9. It is worth noting that the diamond Dd is a convex poly-
tope and it is therefore determined by finitely many linear inequalities.
The set Wmax(Dd) therefore has a representation as a free spectrahedron
Wmax(Dd) = DsaA for an appropriate d-tuple of self-adjoint matrices A.
Therefore, when S = DsaB is also a free spectrahedron (determined by a tu-
ple of matrices B), the problem of determining whether or notWmax(Dd) ⊆
S = DsaB is amenable to the algorithms described in [18] (see also [1, 2]).
Thus we obtain a relaxation for the “matrix cube problem” of Ben-Tal and
Nemirovski [7] which is of widespread interest: to rule out the containment
of the cube [−1, 1]d inside a spectrahedron DsaB it suffices to rule out the
containment of Wmax(Dd) inside DsaB . This relaxation is more precise than
the rank independent relaxation (checking whether C(d) ⊆ dDsaB ) given by
Corollary 7.17, and perhaps has some advantage over the rank dependent
relaxation given by [20, Theorem 1.6] (checking whether C(d) ⊆ ϑ(n)DsaB ).
Theorem 10.10. For every d-duple A ∈ B(H)dsa of contractions, there
exists a dilation T consisting of commuting self-adjoint operators such that∑
j ǫjTj ≤ dI for all ǫ ∈ {−1, 1}d.
Proof. Construct the dilation T as constructed in the proof of Theorem
7.7, where we choose for the family {λ(1), . . . , λ(d)} the operators λ(k) =
deke
∗
k (this particular choice of λs gives rise to the dilation discovered in
[20, Section 14]). Note that in that Theorem we constructed a dilation for a
tuple of matrices X, and now we are working with operators, but the proof
works the same.
Thus, Tj has the form 0⊕· · · 0⊕dAj⊕0 · · ·⊕0. It follows that
∑
j ǫjTj ≤ dI
for all ǫ ∈ {−1, 1}d, as required.
Corollary 10.11. For every d ∈ N,
C
(d) =Wmax([−1, 1]d) ⊆ dWmin(Dd).
In particular, for every matrix convex set S we have
Dd ⊆ S1 =⇒ C(d) ⊆ dS.
Remark 10.12. Note that Corollary 7.18 gives
[−1, 1]d ⊆ S1 ⇒ C(d) ⊆ dS.
Here we get the same conclusion from the weaker assumption Dd ⊆ S1.
Proof. Let X ∈ C(d). By the above theorem, X has a commuting self-
adjoint dilation T satisfying
∑
j ǫjTj ≤ dI for all ǫ ∈ {−1, 1}d. It follows
that σ(T ) ⊆ dDd, and we conclude that X ∈ dWmin(Dd).
DILATIONS AND MATRIX SET INCLUSIONS 49
10.4. Sharpness of the inclusion scale. It is clear that the constant d
appearing in Corollary 10.11 (and therefore also in Theorem 10.10) is sharp,
because d is the smallest constant c such that [−1, 1] ⊆ cDd. The diameter
of [−1, 1]d is 2
√
d, and the diameter of dDd is 2d. The ratio between the
diameter of Dd and [−1, 1]d is also
√
d. Can one obtain the same results
when dDd is replaced by some set of diameter less that 2d =
√
d× diamC?
The following example gives a negative answer.
Example 10.13. Let B be as in Lemma 7.23. Now B ∈ C(d), but we saw
in Example 7.24 that B /∈ ρWmin(B) for any ρ < d, so B /∈ Wmin(C) for any
symmetric convex set C of diameter less than 2d =
√
d× diamC.
10.5. Generalization to balanced convex polytopes generated by
tight frames. Here we generalize the results of this section to the case
where the diamond and the cube are replaced by a convex polytope K
generated by a tight frame. As a consequence, we obtain that the conditions
required by Theorem 7.11 hold for such convex polytopes, but for such
polytopes we get a stronger conclusion.
For a convex polytope K denote by K ′ its scalar polar dual in Rd:
K ′ = {x ∈ Rd :∑jxjyj ≤ 1 for all y ∈ K}.
Recall that a set {v(1), . . . , v(N)} ⊆ Rd is called a tight frame if there is a
constant σ (called the constant of the frame) for all x ∈ Rd,∑
i
|〈v(i), x〉|2 = σ‖x‖2.
This is equivalent to the condition that
∑
i v
(i)v(i)∗ = σI. By [27, Lemma
2.1], we must have that σ =
∑
i ‖vi‖2
d .
Theorem 10.14. Let {v(1), . . . , v(N)} ⊆ Rd be a tight frame with constant
σ = 1d
∑
i ‖v(i)‖2. For c1, ..., cN > 0, set K = conv{±civ(i) : i = 1, . . . , N}.
Define
κ =
σmini c
3
i∑
i ci
=
∑
i ‖v(i)‖∑
i ci
· mini c
3
i
d
.
Then
κWmax(K ′) ⊆ Wmin(K).
Remark 10.15. If {v(i), . . . , v(N)} is taken to be an orthonormal basis for
Rd (so N = d) and c1 = · · · = cd = 1, then K is the diamond and K ′ is
the cube. Moreover σ = 1 and κ = 1d . For ci = 1, and we recover Corollary
10.11.
On the other hand, if {v(1), . . . , v(N)} is taken to be the corners of the
cube (so N = 2d), then for ci = 1, K is the cube, K
′ is the diamond, σ = 2d
and κ = 1. We recover Corollary 10.7.
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Proof. LetX ∈ Wmax(K ′). By definition ofWmin(K), we need to construct
a commuting self-adjoint dilation T for X such that σ(κT ) ⊆ K. We wish
to use the construction from Theorem 7.7.
For m = 1, . . . , N , define the rank one matrices
λ(m) = bmv
(m)v(m)∗,
where bm = σ
−1
∑
i ci
cm
. Now define diagonal matrices
Sij = diag(λ
(1)
ij , . . . , λ
(k)
ij ) for i, j = 1, . . . , d,
and put
Ti =
∑
j
Xj ⊗ Sij.
As in the proof of Theorem 7.7, T is a commuting self-adjoint tuple. Recall
from that proof that if we show that I ∈ conv{λ(1), . . . , λ(k)}, it would follow
that T is a dilation for X. Now if we put
am = (σbm)
−1 =
cm∑
i ci
,
then
∑
am = 1 and∑
m
amλ
(m) =
∑
m
σ−1v(m)v(m)∗ = I.
To show that σ(κT ) ⊆ K, it suffices to show that κT satisfies the inequal-
ities determining K. Let u ∈ K ′. Then∑
i
uiκTi = κ
∑
i
ui
∑
j
Xj ⊗ Sij
= κ
∑
i
ui
∑
j
⊕km=1λ(m)ij Xj
= κ⊕km=1
∑
j
∑
i
uibmv
(m)
i v
(m)
j Xj
= ⊕km=1〈κbmv(m), u〉 ·
∑
j
v
(m)
j Xj .
Thus we need to show that for all m,
|〈κbmv(m), u〉|‖
∑
j
v
(m)
j Xj‖ ≤ 1.
Since X ∈ Wmax(K ′), we have that
‖
∑
j
v
(m)
j Xj‖ =
1
cm
‖
∑
j
cmv
(m)
j Xj‖ ≤
1
cm
.
But we also have that
|〈κbmv(m), u〉| = κbm · |〈v(m), u〉| = κbm
cm
· |〈cmv(m), u〉| ≤ κbm
cm
≤ cm.
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So we are done.
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