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Abstract
We study quantum integrable models solvable by the nested algebraic Bethe ansatz and
possessing gl(m|n)-invariant R-matrix. We compute the norm of the Hamiltonian eigen-
states. Using the notion of a generalized model we show that the square of the norm obeys
a number of properties that uniquely fix it. We also show that a Jacobian of the system
of Bethe equations obeys the same properties. In this way we prove a generalized Gaudin
hypothesis for the norm of the Hamiltonian eigenstates.
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1 Introduction
In 1972 M. Gaudin formulated a hypothesis about the norm of the Hamiltonian eigenfunction
of the quantum nonlinear Schro¨dinger equation [1] (see also [2]). According to this hypothesis,
the square of the eigenfunction norm is proportional to a Jacobian closely related to the Bethe
equations. In 1982 V. Korepin proved the Gaudin hypothesis for a wide class of quantum
integrable models [3]. In that work the Quantum Inverse Scattering Method (QISM) [4–7]
was used. An advantage of this method is that it allows one to consider quantum models of
different physical origin in a common framework. The work [3] dealt with the models described
by gl(2)-invariant R-matrix and its q-deformation. Using the same approach N. Reshetikhin
generalized this result to the models with gl(3)-invariant R-matrix [8]. Recently, the norms of
the Hamiltonian eigenfunctions in the models with gl(3) trigonometric R-matrix were calculated
in [9].
A new approach to the problem based on the quantized Knizhnik–Zamolodchikov equation
was developed in a series of papers [10–12]. There the norms of the eigenstates in gl(N) based
models were calculated. It was shown that these results are equivalent to the Gaudin hypothesis.
Concerning models described by superalgebras it is worth mentioning the work [13], where an
analog of the Gaudin formula was conjectured for Hubbard model. Recently, the Gaudin norm
of the full psu(2, 2|4) spin chain was studied in [14].
In all the cases listed above the original hypothesis was confirmed. Schematically it can be
formulated as follows. Let |φ〉 be a Hamiltonian eigenstate. For quantum integrable models
it can be parameterized by a set of parameters |φ〉 = |φ(t1, . . . , tL)〉 satisfying a system of
equations (Bethe equations)
Fi(t1, . . . , tL) = 1, i = 1, . . . , L, (1.1)
where Fi are some functions depending on the model. Then the square of the norm of |φ〉 is
proportional to the following Jacobian
〈φ|φ〉 ∼ det
∂ log Fi
∂tj
. (1.2)
In the present paper we prove the Gaudin hypothesis for integrable models with gl(m|n)
symmetry described by the super-Yangian Y
(
gl(m|n)
)
. Our approach is very closed to the
one of the work [3]. It is based on the nested algebraic Bethe ansatz [15–17] and the notion
of a generalized model [3, 18, 19] (see also [6]). We begin with a sum formula for the scalar
product of generic Bethe vectors obtained in [20]. Using this formula we find a recursion for the
scalar product and then specify it to the case of the norm. In this way we prove that the norm
and the Gaudin determinant satisfy the same recursion. Taking into account the coincidence
of the initial data, we thereby prove the Gaudin hypothesis for the models described by the
super-Yangian Y
(
gl(m|n)
)
.
The paper is organized as follows. In section 2 we briefly recall basic notions of QISM
specifying them to the models based on the super-Yangian Y
(
gl(m|n)
)
. In section 3 we describe
Bethe vectors of the models with gl(m|n)-invariant R-matrix and consider their scalar products.
Section 4 is devoted to the properties of the Gaudin matrix. Here we formulate the main result
2
of the paper. In section 5 we introduce a notion of a generalized model that serves a main tool
of our approach. In section 6 we find a recursion for the scalar product of Bethe vectors. We
specify this recursion to the case of the norm in section 7 and show that it coincides with the
recursion for the Gaudin determinant. In this way we prove the generalized Gaudin hypothesis
for the models with gl(m|n)-invariant R-matrix. Several auxiliary statements are gathered in
appendices. In appendix A we explain how to construct some representatives of the generalized
model in the framework of evaluation representation. Appendix B contains recursions for the
highest coefficients of the scalar products. Finally, in appendix C we find residues in the poles
of the highest coefficients.
2 Basic notions
In this section we briefly recall basic notions of quantum integrable graded models. More
detailed presentation can be found in [21].
The Z2-graded vector space C
m|n with the grading [i] = 0 for 1 ≤ i ≤ m, [i] = 1 for
m < i ≤ m + n is a direct sum of spaces: Cm|n = Cm ⊕ Cn. Vectors belonging to Cm are
called even, vectors belonging to Cn are called odd. Matrices acting in Cm|n are graded as
[Eij] = [i] + [j] ∈ Z2, where Eij are elementary units: (Eij)ab = δiaδjb.
The R-matrix of gl(m|n)-invariant models has the form
R(u, v) = I+ g(u, v)P, g(u, v) =
c
u− v
. (2.1)
Here c is a constant, I and P respectively are the identity matrix and the graded permutation
operator [21]:
I = 1⊗ 1 =
n+m∑
i,j=1
Eii ⊗ Ejj, P =
n+m∑
i,j=1
(−1)[j]Eij ⊗ Eji. (2.2)
In (2.2) we deal with the matrices acting in the tensor product Cm|n ⊗Cm|n. In its turn, the
tensor product of Cm|n spaces is graded as follows:
(1⊗ Eij) · (Ekl ⊗ 1) = (−1)
([i]+[j])([k]+[l])Ekl ⊗ Eij. (2.3)
A basic relation of the QISM is an RTT -relation2
R(u, v)
(
T (u)⊗ 1
)(
1⊗ T (v)
)
=
(
1⊗ T (v)
)(
T (u)⊗ 1
)
R(u, v). (2.4)
Here T (u) is a monodromy matrix, whose matrix elements are quantum operators acting in a
Hilbert space H. This Hilbert space coincides with the space of states of the Hamiltonian under
consideration. The matrix elements Ti,j(u) are graded in the same way as the matrices [Eij ]:
[Ti,j(u)] = [i] + [j] ∈ Z2. Equation (2.4) holds in the tensor product C
m|n ⊗Cm|n ⊗H. All the
tensor products are graded.
2Strictly speaking, in relation (2.4), we should use R(u, v)⊗1H instead of R(u, v), where 1H is the unit acting
on H. This makes all relations very heavy, and we write loosely R(u, v). This will be the case throughout the
paper, but we make this distinction in appendix A to clarify the construction of the evaluation map.
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For given R-matrix (2.1) the RTT -relation (2.4) implies a set of commutation relations for
the monodromy matrix entries
[Ti,j(u), Tk,l(v)} = (−1)
[i]([k]+[l])+[k][l]g(u, v)
(
Tk,j(v)Ti,l(u)− Tk,j(u)Ti,l(v)
)
= (−1)[l]([i]+[j])+[i][j]g(u, v)
(
Ti,l(u)Tk,j(v)− Ti,l(v)Tk,j(u)
)
,
(2.5)
where we introduced the graded commutator
[Ti,j(u), Tk,l(v)} = Ti,j(u)Tk,l(v) − (−1)
([i]+[j])([k]+[l])Tk,l(v)Ti,j(u). (2.6)
The Hamiltonian and other integrals of motion of a quantum integrable system can be obtained
from a graded transfer matrix. It is defined as the supertrace of the monodromy matrix
T (u) = strT (u) =
m+n∑
j=1
(−1)[j] Tj,j(u). (2.7)
One can easily check [21] that [T (u) , T (v)] = 0. Eigenstates of the graded transfer matrix
are eigenstates of the quantum Hamiltonian. As usual, they are defined up to a normalization
factor. The main goal of this paper is to find such normalization factors that the norms of the
corresponding eigenstates are equal to 1.
3 Bethe vectors and their scalar products
We do not specify a Hilbert space H where the monodromy matrix entries act, however, we
assume that it contains a pseudovacuum vector |0〉, such that
Ti,i(u)|0〉 = λi(u)|0〉, i = 1, . . . ,m+ n,
Ti,j(u)|0〉 = 0, i > j ,
(3.1)
where λi(u) are some scalar functions. Below it will be convenient to deal with ratios of these
functions
αi(u) =
λi(u)
λi+1(u)
, i = 1, . . . ,m+ n− 1. (3.2)
In the framework of the generalized model considered in this paper, they remain free functional
parameters. We discuss some properties of the generalized model in section 5.
We also assume that the monodromy matrix entries act in a dual space H∗ with a dual
pseudovacuum 〈0| such that
〈0|Ti,i(u) = λi(u)〈0|, i = 1, . . . ,m+ n,
〈0|Ti,j(u) = 0, i < j .
(3.3)
Here the functions λi(u) are the same as in (3.1).
In the framework of the algebraic Bethe ansatz, it is assumed that the space of states H
is generated by the action of the upper triangular elements of the monodromy matrix Ti,j(u)
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with i < j onto the vector |0〉. In physical models, vectors of the space H describe states with
quasiparticles of different types (colors). In gl(m|n)-invariant models quasiparticles may have
N = m+ n − 1 colors. Let {r1, . . . , rN} be a set of non-negative integers. We say that a state
has coloring {r1, . . . , rN}, if it contains ri quasiparticles of the color i, where i = 1, . . . , N .
The action of Ti,j(u) onto a state of a fixed coloring creates j − i quasiparticles of the colors
i, . . . , j − 1. More details on coloring can be found in [20].
A Bethe vector is a polynomial in the creation operators Ti,j with i < j applied to the
vector |0〉. All the terms of this polynomial have the same coloring. In this paper we do not use
an explicit form of the Bethe vectors, however, the reader can find it in [22]. A generic Bethe
vector of gl(m|n)-invariant model depends on N = m + n − 1 sets of variables t¯1, t¯2, . . . , t¯N
called Bethe parameters. We denote Bethe vectors by B(t¯), where
t¯ = {t11, . . . , t
1
r1
; t21, . . . , t
2
r2
; . . . ; tN1 , . . . , t
N
rN
}, (3.4)
and the cardinalities ri of the sets t¯
i = {ti1, . . . , t
i
ri
} coincide with the coloring. Thus, each Bethe
parameter tik can be associated with a quasiparticle of the color i. We also introduce the total
number of the Bethe parameters
r = #t¯ =
N∑
i=1
ri. (3.5)
Bethe vectors are symmetric over permutations of the parameters tik within the set t¯
i, how-
ever, they are not symmetric over permutations over parameters belonging to different sets t¯i
and t¯j. For generic Bethe vectors the Bethe parameters tik are generic complex numbers. If these
parameters satisfy a special system of equations (Bethe equations), then the corresponding vec-
tor becomes an eigenvector of the transfer matrix (2.7). In this case it is called on-shell Bethe
vector. We give explicitly the system of Bethe equations (3.11) a bit later, after introduction a
necessary notation.
Dual Bethe vectors belong to the dual space H∗. They can be obtained as a graded trans-
position of the Bethe vectors (see e.g. [20, 22, 23]). We denote dual Bethe vectors by C(t¯),
where t¯ are the Bethe parameters (3.4). Dual Bethe vectors become on-shell, if the set t¯ satisfy
the system (3.11).
3.1 Notation
In this paper we use notation and conventions of the work [20]. Besides the function g(u, v) we
use one more rational function
f(u, v) = 1 + g(u, v) =
u− v + c
u− v
. (3.6)
In order to make formulas uniform we also introduce a ‘graded’ constant c[i] = (−1)
[i]c. Re-
spectively, we use ‘graded’ rational functions g[i](u, v) and f[i](u, v):
g[i](u, v) =
c[i]
u− v
,
f[i](u, v) = 1 + g[i](u, v) =
u− v + c[i]
u− v
.
(3.7)
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Finally, we define γi(u, v) as
γi(u, v) =
[
f[i](u, v), i 6= m,
g[i](u, v), i = m.
(3.8)
Observe that the function γi takes three values, namely, γi(u, v) = f(u, v) for i < m, γi(u, v) =
g(u, v) for i = m, and γi(u, v) = f(v, u) for i > m.
Let us formulate now a convention on the notation. We use a bar to denote sets of variables.
The set of the Bethe parameters is denoted by t¯ (like in (3.4)) or s¯. The latter notation mostly is
used for the Bethe parameters of dual Bethe vectors. From now on individual Bethe parameters
are labeled with a Greek superscript and a Latin subscript, i.e. tµj , t
ν
k, and so on. The superscript
refers to the color, while the subscript counts the number of the Bethe parameters of the fixed
color. Thus, t¯ = {t¯1, . . . , t¯N}, where t¯µ = {tµ1 , . . . , t
µ
rµ}. The integers rµ denote the cardinalities
rµ = #t¯
µ, and the total cardinality r is given by (3.5). Similar notation is used for the set s¯.
Below we consider partitions of the Bethe parameters into disjoint subsets. The subsets are
denoted by Roman numbers, i.e. t¯µI , s¯
ν
II, and so on. A special notation t¯
µ
j (resp. s¯
µ
j ) is used for
the subset of t¯µ (resp. s¯µ) complementary to the parameter tµj (resp. s
µ
j ), i.e. t¯
µ
j = t¯
µ \ {tµj }
(resp. s¯µj = s¯
µ \ {sµj }).
We use a shorthand notation for products of the functions (3.2), (3.7), and (3.8). Namely,
if some of these functions depends on a set of variables (or two sets of variables), this means
that one should take the product over the corresponding set (or double product over two sets).
For example,
αν(t¯
ν) =
∏
tνj∈t¯
ν
αν(t
ν
j ), f[µ](t
µ
k , t¯
µ
k) =
∏
t
µ
ℓ
∈t¯µ
ℓ 6=k
f[µ](t
µ
k , t
µ
ℓ ), γν(s¯
ν
I , s¯
ν
II) =
∏
sνj∈s¯
ν
I
∏
sν
k
∈s¯νII
γν(s
ν
j , s
ν
k).
(3.9)
By definition, any product over the empty set is equal to 1. A double product is equal to 1
if at least one of the sets is empty.
To illustrate the use of the shorthand notation (3.9) we give here a system of Bethe equa-
tions. Recall that if the Bethe parameters t¯ satisfy the system of Bethe equations, then the
corresponding (dual) Bethe vector is on-shell. Being written in a standard notation this system
has the following form:
αν(t
ν
j ) = (−1)
δν,m(rm−1)
(
rν∏
k=1
k 6=j
γν(t
ν
j , t
ν
k)
γν(tνk, t
ν
j )
)∏rν+1
k=1 f[ν+1](t
ν+1
k , t
ν
j )∏rν−1
k=1 f[ν](t
ν
j , t
ν−1
k )
,
ν = 1, . . . , N,
j = 1, . . . , rν .
(3.10)
The use of the shorthand notation allows one to rewrite this system as
αν(t
ν
j ) = (−1)
δν,m(rm−1)
γν(t
ν
j , t¯
ν
j )f[ν+1](t¯
ν+1, tνj )
γν(t¯νj , t
ν
j )f[ν](t
ν
j , t¯
ν−1)
,
ν = 1, . . . , N,
j = 1, . . . , rν .
(3.11)
3.2 Initial normalization of Bethe vectors
Although we do not use explicit formulas for the Bethe vectors, we should fix their initial
normalization. We use the same normalization as in [20].
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It was already mentioned that a generic Bethe vector has the form of a polynomial in Ti,j
with i < j applied to the pseudovacuum |0〉. Among all the terms of this polynomial there is
one monomial that contains the operators Ti,j with j − i = 1 only. We call this monomial the
main term and fix the normalization of the Bethe vectors by fixing a numeric coefficient of the
main term
B(t¯) =
T1,2(t¯
1) . . .TN,N+1(t¯
N )|0〉∏N
i=1 λi+1(t¯
i)
∏N−1
i=1 f[i+1](t¯
i+1, t¯i)
+ . . . . (3.12)
where ellipsis means all the terms containing at least one operator Ti,j with j − i > 1. We also
introduced symmetric operator products in (3.12):
Ti,i+1(t¯
i) =
Ti,i+1(t
i
1) . . . Ti,i+1(t
i
ri
)(∏
1≤j<k≤ri
h(tik, t
i
j)
)δi,m . (3.13)
One can easily check that due to the commutation relations (2.5) the operator products Ti,i+1(t¯
i)
do are symmetric over t¯i for all i = 1, . . . ,m+ n− 1.
Recall that we use here the shorthand notation for the products of the functions λj+1
and f[j+1]. The normalization in (3.12) is different from the one used in [22] by the product∏N
j=1 λj+1(t¯
j). This additional normalization factor is convenient, because in this case the scalar
products of the Bethe vectors depend on the ratios αi (3.2) only.
Since the operators Ti,i+1 and Tj,j+1 do not commute for i 6= j, the main term can be
written in several forms corresponding to different ordering of the monodromy matrix entries.
The ordering in (3.12) naturally arises if we construct Bethe vectors via the embedding of
Y
(
gl(m− 1|n)
)
into Y
(
gl(m|n)
)
.
3.3 Scalar product of Bethe vectors
A scalar product of Bethe vectors is defined as
S(s¯|t¯) = C(s¯)B(t¯). (3.14)
Here s¯ and t¯ are sets of generic complex numbers of the same cardinality #s¯ = #t¯. One can
show that the scalar product of Bethe vectors of different coloring vanishes [20], therefore, below
we consider only the case #s¯ν = #t¯ν = rν , ν = 1, . . . , N (recall that N = m+ n− 1).
In [20] we found a sum formula for this scalar product
S(s¯|t¯) =
∑∏N
ν=1 αν(s¯
ν
I )αν(t¯
ν
II)γν(s¯
ν
II, s¯
ν
I )γν(t¯
ν
I , t¯
ν
II)∏N−1
ν=1 f[ν+1](s¯
ν+1
II , s¯νI )f[ν+1](t¯
ν+1
I , t¯νII)
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II). (3.15)
Here all the sets of the Bethe parameters t¯ν and s¯ν are divided into two subsets t¯ν ⇒ {t¯νI , t¯
ν
II}
and s¯ν ⇒ {s¯νI , s¯
ν
II}, such that #t¯
ν
I = #s¯
ν
I . The sum is taken over all possible partitions of this
type.
The function Zm|n(s¯|t¯) is the highest coefficient (HC). This is a rational function of the
Bethe parameters. It can be constructed recursively starting with HC in gl(1|1) superalgebra
(see also [25] for an explicit determinant representation of HC in gl(2|1) superalgebra)
Z1|1(s¯|t¯) = g(s¯, t¯). (3.16)
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The recursions for HC are given in appendix B.
The most important property of HC is that this function has simple poles at sµj = t
µ
j ,
µ = 1, . . . , N , j = 1, . . . , rµ.
Proposition 3.1. The residues of HC in the poles at sµj = t
µ
j , µ = 1, . . . , N , j = 1, . . . , rµ are
proportional to Zm|n(s¯ \ {sµj }|t¯ \ {t
µ
j }):
Zm|n(s¯|t¯)
∣∣∣
s
µ
j→t
µ
j
= g[µ+1](t
µ
j , s
µ
j )
γµ(t¯
µ
j , t
µ
j )γµ(s
µ
j , s¯
µ
j ) Z
m|n(s¯ \ {sµj }|t¯ \ {t
µ
j })
f[µ+1](t¯µ+1, t
µ
j )f[µ](s
µ
j , s¯
µ−1)
+ reg, (3.17)
where reg means regular terms.
We prove this proposition in appendix C.
The square of the norm of the Bethe vector traditionally is defined as
S(t¯|t¯) = C(t¯)B(t¯), (3.18)
that is, this is the scalar product at s¯ = t¯. Equation (3.15) still holds in this case, however,
separate terms of the sum over partitions may have singularities due to the poles of HC. Thus,
in order to approach the case of the norm one should take a limit s¯ → t¯ in (3.15). The limit
s¯→ t¯ means that sµj → t
µ
j for all µ = 1, . . . , N and j = 1, . . . , rµ.
Finally, to obtain the norm of on-shell Bethe vector, one should impose Bethe equations
(3.11). According to the generalized Gaudin hypothesis, the square of the norm of on-shell
Bethe vector in gl(m|n)-invariant models is proportional to a special Jacobian. We describe
this Jacobian in the next section.
4 Gaudin matrix
The Gaudin matrix G for gl(m|n)-invariant models is an N ×N block-matrix. The size of the
block G(µ,ν) is rµ × rν . To describe the entries G
(µ,ν)
jk we introduce a function
Φ
(µ)
j = (−1)
δµ,m(rm−1)αµ(t
µ
j )
γµ(t¯
µ
j , t
µ
j )
γµ(t
µ
j , t¯
µ
j )
f[µ](t
µ
j , t¯
µ−1)
f[µ+1](t¯µ+1, t
µ
j )
. (4.1)
It is easy to see that Bethe equations (3.11) can be written in terms of Φ
(µ)
j as
Φ
(µ)
j = 1, µ = 1, . . . , N, j = 1, . . . , rµ. (4.2)
The entries of the Gaudin matrix are defined as
G
(µ,ν)
jk = −c[µ+1]
∂ log Φ
(µ)
j
∂tνk
. (4.3)
We are now in position to state the main result of this paper:
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Theorem 4.1. The square of the norm of the on-shell Bethe vector reads
C(t¯)B(t¯) =
N∏
ν=1
rν∏
p,q=1
p 6=q
γν(t
ν
p , t
ν
q )
(
N−1∏
ν=1
f[ν+1](t¯
ν+1, t¯ν)
)−1
detG, (4.4)
where the matrix G is given by (4.3).
We prove this formula in the rest of the paper.
4.1 Properties of the Gaudin matrix
First of all, let us give explicit expressions for the matrix elements of the Gaudin matrix (4.3).
We have for the elements in the diagonal blocks G(µ,µ):
G
(µ,µ)
jk = δjk
[
Xµj −
rµ∑
ℓ=1
Kµ(t
µ
j , t
µ
ℓ ) + (−1)
δµ,m
rµ−1∑
q=1
J[µ](t
µ
j , t
µ−1
q )
+
rµ+1∑
p=1
J[µ+1](t
µ+1
p , t
µ
j )
]
+Kµ(t
µ
j , t
µ
k). (4.5)
Here
Xµj = −c[µ+1]
d
dz
logαµ(z)
∣∣∣
z=tµj
, (4.6)
and
Kµ(x, y) =
2c2(1− δµ,m)
(x− y)2 − c2
, J[µ](x, y) =
c2
(x− y)(x− y + c[µ])
. (4.7)
The near-diagonal blocks are
G
(µ,µ−1)
jk = (−1)
δµ,m+1J[µ](t
µ
j , t
µ−1
k ), G
(µ,µ+1)
jk = −J[µ+1](t
µ+1
k , t
µ
j ). (4.8)
If |µ − ν| > 1, then G
(µ,ν)
jk = 0.
Consider now some properties of the Gaudin matrix determinant. Let
F(r)(X¯ ; t¯) = detG. (4.9)
Here we have stressed that the function F(r)(X¯ ; t¯) depends on two sets of variables. One of
these sets consists of the Bethe parameters t¯ (3.4). Another set is
X¯ = {X11 , . . . ,X
1
r1
;X21 , . . . ,X
2
r2
; . . . ;XN1 , . . . ,X
N
rN
}. (4.10)
The superscript r shows the total number of Bethe parameters or, what is the same, the total
number of parameters Xµj : r = #t¯ = #X¯.
In specific models the variables Xµj are functions of the Bethe parameters (see (4.6)). Here
we consider a more general case, where the sets X¯ and t¯ are independent. In other words, we
study detG with the matrix elements (4.5), (4.8), but we do not impose (4.6).
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Korepin criteria. The function F(r)(X¯; t¯) obeys some characteristic properties. These prop-
erties listed below are quite analogous to the properties of the Gaudin determinant in the gl(2)
case. Due to the parallel to the original paper [3] we call them Korepin criteria.
(i) The function F(r)(X¯ ; t¯) is symmetric over the replacement of the pairs (Xµj , t
µ
j )↔ (X
µ
k , t
µ
k).
(ii) It is a linear function of each Xµj .
(iii) F(1)(X11 ; t
1
1) = X
1
1 for #t¯ = r = 1.
(iv) The coefficient of Xµj is given by a function F
(r−1) with modified parameters Xνk
∂F(r)(X¯ ; t¯)
∂Xµj
= F(r−1)({X¯mod \Xmod;µj }; {t¯ \ t
µ
j }), (4.11)
where the original variables Xνk should be replaced by X
mod;ν
k :
Xmod;µk = X
µ
k −Kµ(t
µ
j , t
µ
k),
Xmod;µ+1k = X
µ+1
k + (−1)
δm,µ+1J[µ+1](t
µ+1
k , t
µ
j ),
Xmod;µ−1k = X
µ−1
k + J[µ](t
µ
j , t
µ−1
k ),
Xmod;νk = X
ν
k , |ν − µ| > 1.
(4.12)
(v) F(r)(X¯ ; t¯) = 0, if all Xνj = 0.
The properties (i)–(iv) are quite obvious. In order to check the property (v) one should take
the sum of all columns (or rows) of the matrix G
N∑
ν=1
rν∑
k=1
G
(µ,ν)
jk = X
µ
j . (4.13)
Hence, if all Xµj = 0, then this linear combination vanishes, and thus, detG = 0.
Proposition 4.1. The Korepin criteria fixes the function F(r)(X¯ ; t¯) uniquely.
Proof. The proof is exactly the same as in the gl(2) case [3]. For completeness, we repeat it
here.
Let functions F
(r)
1 (X¯ ; t¯) and F
(r)
2 (X¯ ; t¯) satisfy Korepin criteria. Then for r = #t¯ = 1 we
have F
(1)
1 (X
1
1 ; t
1
1) = F
(1)
2 (X
1
1 ; t
1
1). Assume that F
(r−1)
1 (X¯ ; t¯) = F
(r−1)
2 (X¯ ; t¯). Then for #t¯ = r we
have
∂
∂Xµj
(
F
(r)
1 (X¯ ; t¯)− F
(r)
2 (X¯ ; t¯)) = 0, (4.14)
due to the property (iv) and the induction assumption, and
(F
(r)
1 (X¯ ; t¯)−F
(r)
2 (X¯ ; t¯))
∣∣∣
X¯=0
= 0, (4.15)
due to the property (v). Since the function F
(r)
1 (X¯ ; t¯) − F
(r)
2 (X¯; t¯) is linear over each X
µ
j ,
equations (4.14) and (4.15) yield F
(r)
1 (X¯ ; t¯)− F
(r)
2 (X¯; t¯) = 0 for #t¯ = r. 
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Thus, in order to prove (4.4) it is enough to show that the properly normalized scalar product
of on-shell Bethe vectors C(t¯)B(t¯) obeys Korepin criteria.
5 Generalized model
The notion of the generalized model was introduced in [3] for gl(2) based models (see also
[6, 8, 18, 19]). This model also can be considered in the case of the super-Yangian Y
(
gl(m|n)
)
.
In fact, the generalized model is a class of models. Each representative of this class has a
monodromy matrix satisfying the RTT -relation (2.4) with the R-matrix (2.1), and possesses
pseudovacuum vectors with the properties (3.1), (3.3). A representative of the generalized model
can be characterized by a set of the functional parameters αµ(u) (3.2). Different representatives
are distinguished by different sets of the ratios αµ(u).
The sum formula (3.15) for the scalar product is valid for any representative of the gener-
alized model. Then we can consider the scalar product as a function depending on two types
of variables: the Bethe parameters s¯ and t¯ on the one hand, and the functional parameters
αµ on the other hand. Indeed, even if some t
µ
j (resp. s
µ
j ) is fixed, then the function αµ(t
µ
j )
(resp. αµ(s
µ
j )) changes freely when running through the class of the generalized model. In
particular, using only inhomogeneous models with spins in higher dimensional representations
one can easily construct representatives of the generalized model (see appendix A), for which
αµ(u) =
L(µ)∏
j=1
f[µ](u, ξ
(µ)
j ). (5.1)
Here inhomogeneities ξ
(µ)
j are arbitrary complex numbers, and L
(µ) are arbitrary positive in-
tegers. It is clear that even being restricted to this class of functions αµ we can approach any
predefined value of αµ(u) at u fixed.
The meaning of Bethe equations (3.11) also changes in the generalized model. For a given
representative this is a set of equations for the Bethe parameters. In the generalized model this
is a set of constraints between two groups of independent variables tµj and αµ(t
µ
j ). Indeed, one
can fix an arbitrary set of the Bethe parameters t¯ and then find a set of functions αµ such that
the system (3.11) is fulfilled. For example, one can look for the functions αµ in the form (5.1).
Then Bethe equations become a set of constraints for inhomogeneities ξ
(µ)
j . Since the number
of inhomogeneities is not restricted, one can always provide solvability of the system (3.11).
We will see in section 6 that if tµj = s
µ
j for some µ and j, then the scalar product depends
also on the derivatives α′µ(t
µ
j ) of the functional parameters αµ. They arise due to the presence
of poles in the HC Zm|n(s¯I|t¯I) and Z
m|n(t¯II|s¯II). The derivatives α
′
µ(t
µ
j ) also can be treated as
independent functional parameters, because generically the values of a function and its derivative
in a fixed point are not related to each other. In particular, the square of the norm of a Bethe
vector depends on three type of variables: the Bethe parameters, the values of the functions αµ
in the points tµj , and the values of the derivatives α
′
µ in the same points. If the Bethe vector is
on-shell, then we can express αµ(t
µ
j ) in terms of the Bethe parameters due to (3.11). However,
the derivatives α′µ(t
µ
j ) still remain free. In particular, the variables X
µ
j (4.6) and the Bethe
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parameters t¯ can be considered as independent variables in the framework of the generalized
model.
To illustrate an advantage of the generalized model we prove here an identity that will be
used below.
Proposition 5.1. For arbitrary complex t¯ and s¯ such that #s¯ = #t¯ > 0
∑ ∏N
ν=1 γν(s¯
ν
II, s¯
ν
I )γν(t¯
ν
I , t¯
ν
II)∏N−1
ν=1 f[ν+1](s¯
ν+1
II , s¯νI )f[ν+1](t¯
ν+1
I , t¯νII)
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II) = 0. (5.2)
Proof. Observe that the lhs of (5.2) is a particular case of the scalar product formula (3.15)
at αν(u) = 1 for ν = 1, . . . , N .
Recall that the sum formula (3.15) holds for an arbitrary representative of the generalized
model. Among these representatives there exists a model such that T (u) = 1. Indeed, this
monodromy matrix obviously satisfies the RTT -relation (2.4). One can postulate that the
matrix elements Ti,j(u) act in some Hilbert space H, for example, H = C with a pseudovacuum
|0〉 = 1. The dual space H∗ then coincides with H, and 〈0| = 1. The conditions (3.1), (3.3)
obviously are fulfilled, and αν(u) = 1 for ν = 1, . . . , N . Thus, the lhs of (5.2) is equal to the
scalar product of Bethe vectors in the model with T (u) = 1. But the latter vanishes, because
Ti,j = 0 for i 6= j, and hence, B(t¯) = 0, C(s¯) = 0 for #t¯ = #s¯ > 0. 
6 Recursion for the scalar product
Let us turn back to the scalar product in the form (3.15). Suppose that sµj = t
µ
j for some j and
µ. The total scalar product is not singular, because the RTT -commutation relations are not
singular. However, the highest coefficients in (3.15) might have poles. The poles occur if either
sµj ∈ s¯I and t
µ
j ∈ t¯I or s
µ
j ∈ s¯II and t
µ
j ∈ t¯II. Resolving these singularities at s
µ
j = t
µ
j we obtain
derivatives of the functions αµ(z). Our goal is to find, how the scalar product depends on these
derivatives.
For this it is convenient to introduce
αˆν(t
ν
j ) = (−1)
δν,m(rm−1)αν(t
ν
j )
γν(t¯
ν
j , t
ν
j )f[ν](t
ν
j , t¯
ν−1)
γν(tνj , t¯
ν
j )f[ν+1](t¯
ν+1, tνj )
,
αˆν(s
ν
j ) = (−1)
δν,m(rm−1)αν(s
ν
j )
γν(s¯
ν
j , s
ν
j )f[ν](s
ν
j , s¯
ν−1)
γν(s
ν
j , s¯
ν
j )f[ν+1](s¯
ν+1, sνj )
,
ν = 1, . . . , N,
j = 1, . . . , rν ,
(6.1)
where (here and below) t¯0 = s¯0 = t¯m+n = s¯m+n = ∅. This implies in particular that the
products involving elements from these empty sets are equal to 1.
Then, replacing αν with αˆν in the scalar product (3.15) we arrive at
S(s¯|t¯) =
∑∏N
ν=1 αˆν(s¯
ν
I )αˆν(t¯
ν
II)γν(s¯
ν
I , s¯
ν
II)γν(t¯
ν
II, t¯
ν
I )∏N−1
ν=1 f[ν+1](s¯
ν+1
I , s¯νII)f[ν+1](t¯
ν+1
II , t¯νI )
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II). (6.2)
Note that the product of the sign factors (−1)δν,m(rm−1) gives 1, because #s¯mI +#t¯
m
II = rm.
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Let sµj ∈ s¯I and t
µ
j ∈ t¯I. We denote the corresponding contribution to the scalar product
by S(1)(s¯|t¯). If sµj → t
µ
j , then due to (3.17) the HC Z
m|n(s¯I|t¯I) has a pole. Let s¯
µ
I = {s
µ
j , s¯
µ
I′
},
t¯µI = {t
µ
j , t¯
µ
I′
}, and s¯νI = s¯
ν
I′
, t¯νI = t¯
ν
I′
for ν 6= µ. Then using (3.17) we obtain
Zm|n(s¯I|t¯I)
∣∣∣
s
µ
j→t
µ
j
= g[µ+1](t
µ
j , s
µ
j )
γµ(t¯
µ
I′
, tµj )γµ(s
µ
j , s¯
µ
I′
)
f[µ+1](t¯
µ+1
I , t
µ
j )f[µ](s
µ
j , s¯
µ−1
I )
Zm|n(s¯I′ | t¯I′) + reg, (6.3)
where reg means regular part.
The product of the f -functions and γ-functions in (6.2) transforms as follows:∏N
ν=1 γν(s¯
ν
I , s¯
ν
II)γν(t¯
ν
II, t¯
ν
I )∏N−1
ν=1 f[ν+1](s¯
ν+1
I , s¯νII)f[ν+1](t¯
ν+1
II , t¯νI )
=
γµ(s
µ
j , s¯
µ
II)γµ(t¯
µ
II , t
µ
j )
f[µ](s
µ
j , s¯
µ−1
II )f[µ+1](t¯
µ+1
II , t
µ
j )
×
∏N
ν=1 γν(s¯
ν
I′
, s¯νII)γν(t¯
ν
II , t¯
ν
I′
)∏N−1
ν=1 f[ν+1](s¯
ν+1
I′
, s¯νII)f[ν+1](t¯
ν+1
II , t¯
ν
I′
)
. (6.4)
Combining (6.3) and (6.4) we obtain for the contribution S(1)(s¯|t¯)
S(1)(s¯|t¯)
∣∣∣
s
µ
j→t
µ
j
= αˆµ(s
µ
j )g[µ+1](t
µ
j , s
µ
j )
γµ(t¯
µ
j , t
µ
j )γµ(s
µ
j , s¯
µ
j )
f[µ](s
µ
j , s¯
µ−1)f[µ+1](t¯µ+1, t
µ
j )
×
∑∏N
ν=1 αˆν(s¯
ν
I′
)αˆν(t¯
ν
II)γν(s¯
ν
I′
, s¯νII)γν(t¯
ν
II, t¯
ν
I′
)∏N−1
ν=1 f[ν+1](s¯
ν+1
I′
, s¯νII)f[ν+1](t¯
ν+1
II , t¯
ν
I′
)
Zm|n(s¯I′ |t¯I′) Z
m|n(t¯II|s¯II) + reg, (6.5)
where now the sum is taken over partitions of the sets t¯ \ {tµj } and s¯ \ {s
µ
j } respectively into
subsets {s¯I′ , s¯II} and {t¯I′ , t¯II}. Recall also that s¯
µ
j = s¯
µ \ {sµj } and t¯
µ
j = t¯
µ \ {tµj }.
Similarly one can consider the case sµj ∈ s¯II and t
µ
j ∈ t¯II. Denoting the corresponding
contribution by S(2)(s¯|t¯) we find
S(2)(s¯|t¯)
∣∣∣
s
µ
j
→tµ
j
= αˆµ(t
µ
j )g[µ+1](s
µ
j , t
µ
j )
γµ(s¯
µ
j , s
µ
j )γµ(t
µ
j , t¯
µ
j )
f[µ](t
µ
j , t¯
µ−1)f[µ+1](s¯µ+1, s
µ
j )
×
∑∏N
ν=1 αˆν(s¯
ν
I )αˆν(t¯
ν
II′
)γν(s¯
ν
I , s¯
ν
II′
)γν(t¯
ν
II′
, t¯νI )∏N−1
ν=1 f[ν+1](s¯
ν+1
I , s¯
ν
II′
)f[ν+1](t¯
ν+1
II′
, t¯νI )
Zm|n(s¯I|t¯I) Z
m|n(t¯II′ |s¯II′) + reg. (6.6)
Here the sum is taken over partitions of the sets t¯ \ {tµj } and s¯ \ {s
µ
j } respectively into subsets
{s¯I, s¯II′} and {t¯I, t¯II′}.
Now we combine (6.5) and (6.6). Relabeling the subscripts of subsets I′→I, II′→II and substi-
tuting αˆ(sµj ) and αˆ(t
µ
j ) respectively in terms of α(s
µ
j ) and α(t
µ
j ) we arrive at
S(s¯|t¯)
∣∣∣
s
µ
j→t
µ
j
= g[µ+1](t
µ
j , s
µ
j )
(
αµ(s
µ
j )− αµ(t
µ
j )
) (−1)δµ,m(rm−1)γµ(s¯µj , sµj )γµ(t¯µj , tµj )
f[µ+1](s¯µ+1, s
µ
j )f[µ+1](t¯
µ+1, tµj )
×
∑∏N
ν=1 αˆν(s¯
ν
I )αˆν(t¯
ν
II)γν(s¯
ν
I , s¯
ν
II)γν(t¯
ν
II , t¯
ν
I )∏N−1
ν=1 f[ν+1](s¯
ν+1
I , s¯νII)f[ν+1](t¯
ν+1
II , t¯νI )
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II) + S˜. (6.7)
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Here S˜ denotes the terms that depend on the function αµ(t
µ
j ) but not on its derivative. The
sum is taken over partitions of the sets t¯ \ {tµj } and s¯ \ {s
µ
j } respectively into subsets {s¯I, s¯II}
and {t¯I, t¯II}.
Then performing the limit sµj → t
µ
j in (6.7) we obtain
S(s¯|t¯)
∣∣∣
s
µ
j=t
µ
j
= (−1)δµ,m(rm−1)
Xµj αµ(t
µ
j )γµ(s¯
µ
j , t
µ
j )γµ(t¯
µ
j , t
µ
j )
f[µ+1](s¯µ+1, t
µ
j )f[µ+1](t¯
µ+1, tµj )
×
∑∏N
ν=1 αˆν(s¯
ν
I )αˆν(t¯
ν
II)γν(s¯
ν
I , s¯
ν
II)γν(t¯
ν
II , t¯
ν
I )∏N−1
ν=1 f[ν+1](s¯
ν+1
I , s¯νII)f[ν+1](t¯
ν+1
II , t¯νI )
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II) + S˜, (6.8)
where Xµj is defined by (4.6) and S˜ does not depend on X
µ
j .
One might have the impression that the sum over partitions in the second line of (6.8)
gives the scalar product S(s¯ \ {sµj } | t¯ \ {t
µ
j }). This is not exactly so, because the functions
αˆµ and αˆµ±1 still depend on t
µ
j (see (6.1)). However, we can get rid of this dependence if we
introduce modified functional parameters α
(mod)
ν . Namely, for µ fixed we set α
(mod)
ν (z) = αν(z),
if |ν − µ| > 1, and
α(mod)µ (z) = (−1)
δµ,mαµ(z)
γµ(t
µ
j , z)
γµ(z, t
µ
j )
,
α
(mod)
µ+1 (z) = αµ+1(z)f[µ+1](z, t
µ
j ),
α
(mod)
µ−1 (z) =
αµ−1(z)
f[µ](t
µ
j , z)
.
(6.9)
Then, substituting αˆν in (6.8) in terms of α
(mod)
ν we obtain
S(s¯|t¯)
∣∣∣
s
µ
j=t
µ
j
= (−1)δµ,m(rm−1)
Xµj αµ(t
µ
j )γµ(s¯
µ
j , t
µ
j )γµ(t¯
µ
j , t
µ
j )
f[µ+1](s¯µ+1, t
µ
j )f[µ+1](t¯
µ+1, tµj )
×
∑∏N
ν=1 α
(mod)
ν (s¯νI )α
(mod)
ν (t¯νII)γν(s¯
ν
II, s¯
ν
I )γν(t¯
ν
I , t¯
ν
II)∏N−1
j=1 f[j+1](s¯
j+1
II , s¯
j
I )f[j+1](t¯
j+1
I , t¯
j
II)
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II) + S˜ . (6.10)
The sum over partitions in (6.10) gives the scalar product C(s¯ \ {sµj })B(t¯ \ {t
µ
j }) in a new
representative of the generalized model, in which the α-functions are modified according to
(6.9). Thus, we arrive at
S(s¯|t¯)
∣∣∣
s
µ
j=t
µ
j
= (−1)δµ,m(rm−1)
Xµj αµ(t
µ
j )γµ(s¯
µ
j , t
µ
j )γµ(t¯
µ
j , t
µ
j )
f[µ+1](s¯µ+1, t
µ
j )f[µ+1](t¯
µ+1, tµj )
S(mod)(s¯\{sµj } | t¯\{t
µ
j })+S˜, (6.11)
where the modification of the scalar product means that now we should use the modified α-
functions (6.9).
Thus, we conclude that if sµj = t
µ
j , then the scalar product linearly depends on the log-
arithmic derivative Xµj . The coefficient of X
µ
j is proportional to the modified scalar product
C(s¯ \ {sµj })B(t¯ \ {t
µ
j }) in a new representative of the generalized model.
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7 Norm of on-shell Bethe vector
It was already discussed that for t¯ = s¯ the scalar product depends on the Bethe parameters
tνj , the functional parameters αν(t
ν
j ), and the logarithmic derivatives X
ν
j (4.6). In the case of
the norm of on-shell Bethe vectors the functions αν are related to the parameters t¯ via Bethe
equations (3.11). Therefore, the norm of an on-shell Bethe vector is a function of the Bethe
parameters tνj and the parameters X
ν
j .
Let
N(r)(X¯ ; t¯) =
(
N∏
ν=1
rν∏
p,q=1
p 6=q
γν(t
ν
p, t
ν
q )
)−1 N−1∏
ν=1
f[ν+1](t¯
ν+1, t¯ν) lim
s¯→t¯
C(s¯)B(t¯), (7.1)
where B(t¯) is on-shell.
Lemma 7.1. The function N(r)(X¯ ; t¯) fulfils the Korepin criteria.
Proof. Properties (i)–(ii) are quite obvious. Property (iii) follows from a direct calculation.
If only one Bethe parameter of the color 1 is involved, then the Bethe vector and the dual Bethe
vector have respectively the following form (see [22])
B(t11) =
T1,2(t
1
1)
λ2(t
1
1)
|0〉 ; C(t11) = 〈0|
T2,1(t
1
1)
λ2(t
1
1)
. (7.2)
Using commutation relations (2.5) we immediately obtain
C(s)B(t) =
〈0|T2,1(s)T1,2(t)|0〉
λ2(s)λ2(t)
= (−1)[2]g(s, t)
(
α1(t)− α1(s)
)
. (7.3)
Setting here s = t = t11 we find
C(t11)B(t
1
1) = α1(t
1
1)X
1
1 , (7.4)
and finally, using the Bethe equation α1(t
1
1) = 1 we arrive at property (iii).
The recursion (4.11) and the modification (4.12) follow from the considerations of the pre-
vious section. Indeed, taking the limit s¯→ t¯ in (6.11) we find
∂
∂Xµj
lim
s¯→t¯
S(s¯|t¯) = (−1)δµ,m(rm−1)αµ(t
µ
j )
(
γµ(t¯
µ
j , t
µ
j )
f[µ+1](t¯µ+1, t
µ
j )
)2
lim
s¯→t¯
S(mod)(s¯\{sµj } | t¯\{t
µ
j }). (7.5)
Substituting here αµ(t
µ
j ) from the Bethe equations (3.11) we have
∂
∂Xµj
lim
s¯→t¯
S(s¯|t¯) =
γµ(t¯
µ
j , t
µ
j )γµ(t
µ
j , t¯
µ
j )
f[µ+1](t¯µ+1, t
µ
j )f[µ](t
µ
j , t¯
µ−1)
lim
s¯→t¯
S(mod)(s¯ \ {sµj } | t¯ \ {t
µ
j }). (7.6)
Thus, the coefficient of ∂S/∂Xµj is proportional to the norm of the Bethe vector of a new
representative of the generalized model. In this representative the functional parameters αν
should be modified according to (6.9). Obviously, this modification implies the modification
(4.12) of the parameters Xµk .
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Remarkably, the new vector is still on-shell. Indeed, it is easy to see that the functional pa-
rameters α
(mod)
ν can be expressed in terms of the Bethe parameters t¯ \{t
µ
j } via Bethe equations.
In particular,
α(mod)µ (t
µ
k) = (−1)
δµ,m(rm−2)
γµ(t
µ
k , t¯
µ
k,j)f[µ+1](t¯
µ+1, tµk)
γµ(t¯
µ
k,j, t
µ
k)f[µ](t
µ
k , t¯
µ−1)
, (7.7)
where we introduced t¯µk,j = t¯
µ \ {tµj , t
µ
k}. Observe that if µ = m, then #t¯
µ
j = #s¯
µ
j = rm − 1,
therefore the sign factor in (7.7) changes. We also have
α
(mod)
µ+1 (t
µ+1
k ) = (−1)
δµ+1,m(rm−1)
γµ+1(t
µ+1
k , t¯
µ+1
k )f[µ+2](t¯
µ+2, tµ+1k )
γµ+1(t¯
µ+1
k , t
µ+1
k )f[µ+1](t
µ+1
k , t¯
µ
j )
,
α
(mod)
µ−1 (t
µ−1
k ) = (−1)
δµ−1,m(rm−1)
γµ−1(t
µ−1
k , t¯
µ−1
k )f[µ](t¯
µ
j , t
µ−1
k )
γµ−1(t¯
µ−1
k , t
µ−1
k )f[µ−1](t
µ−1
k , t¯
µ−2)
.
(7.8)
The other Bethe equations for α
(mod)
ν with |ν − µ| > 1 do not change. Thus, we arrive at the
property (iv) for the function N(r)(X¯ ; t¯).
Finally, property (v) can be deduced as follows. Since all the poles of the HC in (3.15) are
simple, it is enough to develop functions αν(s
ν
j ) up to the first order over the difference s
ν
j − t
ν
j
for taking the limit s¯→ t¯:
αν(s
ν
j ) = αν(t
ν
j ) + (s
ν
j − t
ν
j )
dαν(z)
dz
∣∣∣
z=tνj
+O
(
(sνj − t
ν
j )
2
)
. (7.9)
If all Xνj = 0, then the derivatives of αν vanish, and we can substitute αν(s
ν
j ) = αν(t
ν
j ) into
(3.15) in the limit s¯→ t¯. This leads us to
lim
s¯→t¯
S(s¯|t¯) =
N∏
ν=1
αν(t¯
ν) lim
s¯→t¯
∑ ∏N
ν=1 γν(s¯
ν
II, s¯
ν
I )γν(t¯
ν
I , t¯
ν
II)∏N−1
ν=1 f[ν+1](s¯
ν+1
II , s¯νI )f[ν+1](t¯
ν+1
I , t¯νII)
Zm|n(s¯I|t¯I) Z
m|n(t¯II|s¯II).
(7.10)
However, due to (5.2) the sum over partitions in (7.10) vanishes for arbitrary complex s¯ and t¯.
In this way we arrive at the property (v). 
Due to proposition 4.1 we conclude that
N(r)(X¯ ; t¯) = detG, (7.11)
leading to (4.4).
Conclusion
We considered a generalized quantum integrable model with gl(m|n)-invariant R-matrix. We
showed that the square of the norm of on-shell Bethe vectors of this model is proportional to
a Jacobian of the system of Bethe equations. This result completely matches to the original
Gaudin hypothesis on the norm of the Hamiltonian eigenvector. One can expect that this
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hypothesis can be further generalized. In particular, it is quite natural to have a similar formula
for the models based on Uq(ĝl(m)) and Uq(ĝl(m|n)) algebras. This will be the subject of our
further publications.
The problem of the norm of on-shell Bethe vectors is very important for the calculation of
form factors and correlation functions in the models of physical interest. Further development
in this direction requires more detailed analysis of the Bethe vectors scalar products. Formally,
the sum formula gives an explicit result for the scalar product of generic Bethe vectors, however,
this representation is not convenient for applications in many cases. At the same time, one can
hope to find more compact representations for particular cases of the scalar product, as it was
done in the models with gl(2|1)-symmetry [26]. At present, work in this direction is underway.
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A Y
(
gl(m|n)
)
representations induced from gl(m|n) ones
A wide class of representations for the Yangian Y
(
gl(m|n)
)
can be constructed from representa-
tions of gl(m|n). The construction relies on the notion of evaluation morphism and evaluation
representations [27, 28]. Before detailing it, we make a short summary on irreducible represen-
tations of gl(m|n).
A.1 Highest weight representations of the Lie superalgebra gl(m|n)
For simplicity, we present highest weight representations for the Lie superalgebra gl(m|n) with
m 6= n, but most of the discussion applies also to the casem = n. Highest weight representations
were studied in [29, 30], see also [31] for a review on superalgebras. We introduce the gl(m|n)
generators eij obeying
[eij , ekl} = δkj eil − (−1)
([i]+[j])([k]+[l]) δil ekj . (A.1)
Highest weight representations of the Lie superalgebra gl(m|n) are characterized by a weight
λ = (λ1, ..., λm+n) ∈ C
m+n and a highest weight vector |0〉 such that
eii|0〉 = λi|0〉 and eij |0〉 = 0, i < j, (A.2)
where eij are the representatives of the gl(m|n) generators. The highest weight vector |0〉 will
produce the pseudovacuum (3.1) through the evaluation morphism, see section A.2 below. In
other words, if piλ denotes the mapping from the superalgebra to a representation space Vλ,
then eij = piλ(eij) is a matrix (or an operator for infinite dimensional representations) acting
on vectors in Vλ. The associated Kac module is obtained through the (multiple) applications
of the representatives eij , i > j, on |0〉.
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Among highest weight representations, the finite dimensional ones are characterized3 by
integrable dominant weights, such that
λi − λi+1 ∈ Z+ , i 6= m, 1 ≤ i ≤ m+ n− 1 and λm ∈ R.
Obviously any weight λ is a linear combination of the fundamental (dominant) weights4
λ
(i) = (1, ..., 1︸ ︷︷ ︸
i
, 0, ..., 0︸ ︷︷ ︸
m+n−i
) , i = 1, ...,m + n.
For integrable dominant weights, the linear combination has non-negative integer coefficients,
up to two real numbers. The first corresponds to the fermionic root, i.e. to λm. The second
is associated to the eigenvalue of the gl(1) part that distinguishes gl(m|n) from its simple part
sl(m|n). It can be related to the weight λ(m+n).
The representations associated to fundamental weights are called fundamental representa-
tions. There are m+n− 1 of them, and the first one, λ(1) corresponds to what is usually called
the fundamental representation. It is (m + n)-dimensional, and in that case pi
λ
(1)(eij) = Eij .
Its contragredient representation (which is also (m+n)-dimensional) corresponds to λ(m+n−1).
A.2 Evaluation map
The evaluation morphism ev(ξ), for ξ ∈ C, is an algebra morphism from Y
(
gl(m|n)
)
to
U(gl(m|n)), the enveloping algebra of gl(m|n). It is defined by
ev(ξ) : T (u) → I+
c
u− ξ
E with E =
m+n∑
i,j=1
(−1)[i]Eij ⊗ eji, (A.3)
with I = 1 ⊗ 1, where we introduced 1 the unit of U(gl(m|n)) and we used the same notation
as in section 2. In component, the evaluation map reads
ev(ξ)
(
Tij(u)
)
= δij 1+
c[i]
u− ξ
eji.
Indeed, since the Lie superalgebra relations (A.1) are equivalent to
[E1 , E2] = P (E1 −E2) ,
it is easy to show that I + c
u−ξE obeys the Yangian RTT -relations (2.4). Remark that the
generators of gl(m|n) are related to the zero modes described in [20]: eij = (−1)
[j] Tji[0].
Then, using the evaluation morphism one can construct, from any gl(m|n) representation piλ,
a representation for the Yangian Y
(
gl(m|n)
)
. The evaluation representation evλ(ξ) = piλ o ev(ξ)
is defined as:
evλ(ξ)
(
Tij(u)
)
= δij1λ +
c[i]
u− ξ
eji ,
3For superalgebras, the irreducible part of the representation can be a coset of the Kac module, due to the
existence of atypical representations.
4The last weight λ(m+n) provides a trivial representation for sl(m|n) and is related to the gl(1) algebra which
is central in gl(m|n).
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where eij = piλ(eij) is the matrix representation of eij in the vector space Vλ and 1λ is the
identity matrix in this space. The weights of the Yangian representation evλ(ξ) read
Tii(u)|0〉 = λi(u)|0〉 with λi(u) = 1 +
c[i]
u− ξ
λi,
and we have
Tij(u)|0〉 =
c[i]
u− ξ
eji|0〉 = 0, j < i
according to the relations (A.2). Then it is clear that the highest weight vector of gl(m|n)
becomes the pseudovacuum vector (3.1).
Let us emphasize the difference between λi, that are the weights for the Lie superalgebra
gl(m|n), and λi(u), that are the weights for the Yangian Y
(
gl(m|n)
)
.
A.3 Representations associated to f[i](u, v)
For any j = 1, 2, ...,m+n and any complex ξ, we introduce the evaluation representation Evj(ξ)
associated to the weight λ(j). It correspond to the Yangian weights
λµ(u) =
f[µ](u, ξ) if µ ≤ j,1 if µ > j.
We consider the following representation: ⊗Nj=1⊗
L(j)
k=1Evj(ξ
(j)
k ). Since we have a tensor product
of highest weight representations, the weights for this tensor product are given by the product
of the individual weights for each representations, that is
λµ(u) =
N∏
j=µ
L(j)∏
k=1
f[µ](u, ξ
(j)
k ) , µ = 1, 2, ...,m + n.
This leads to (5.1).
B Recursion for the highest coefficient
One can build the HC Zm|n starting from the known results at m+n = 2 via recursions derived
in [20]. For m = 2, n = 0 we deal with the HC of gl(2) based models, that is equal to the
partition function of the six-vertex model with domain wall boundary condition [3, 24]. The
case m = 0, n = 2 becomes equivalent to the previous one after the replacement the constant
c→ −c in the R-matrix (2.1). Finally, for m = n = 1 the HC has the form [25]
Z1|1(s¯|t¯) = g(s¯, t¯). (B.1)
In recursive construction of the HC, two cases should be distinguished: (1) n > 0 andm > 0;
(2) n = 0 or m = 0. We first consider the case n > 0 and m > 0. Then, the recursive procedure
is based on the following reductions [20]:
Zm|n(∅, s¯2, . . . , s¯N |∅, t¯2, . . . , t¯N ) = Zm−1|n(s¯2, . . . , s¯N |t¯2, . . . , t¯N ),
Zm|n(s¯1, . . . , s¯N−1, ∅|t¯1, . . . , t¯N−1, ∅) = Zm|n−1(s¯1, . . . , s¯N−1|t¯1, . . . , t¯N−1),
(B.2)
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and we recall that N = m+ n− 1. Thus, in particular, knowing Zm−1|n for some m and n we
automatically know Zm|n with #s¯1 = #t¯1 = 0. Then, to obtain Zm|n with #s¯1 = #t¯1 > 0 we
can use a recursion [20]
Zm|n(s¯|t¯) =
N+1∑
ρ=2
∑
part(s¯2,...,s¯ρ−1)
part(t¯1,...,t¯ρ−1)
Zm|n({s¯σII}
ρ−1
1 , {s¯
σ}Nρ |{t¯
σ
II}
ρ−1
1 , {t¯
σ}Nρ )
(
g(s¯1II, s¯
1
I )
f(s¯1II, s¯
1
I )
)δm,1
×
g[2](t¯
1
I , s¯
1
I )γ1(t¯
1
I , t¯
1
II)f(t¯
1
II, s¯
1
I )
f[ρ](s¯ρ, s¯
ρ−1
I )
ρ−1∏
ν=2
g[ν+1](t¯
ν
I , t¯
ν−1
I )g[ν](s¯
ν
I , s¯
ν−1
I )γν(t¯
ν
I , t¯
ν
II)γν(s¯
ν
II, s¯
ν
I )
f[ν](s¯ν , s¯
ν−1
I )f[ν](t¯νI , t¯
ν−1)
. (B.3)
Here
Zm|n({s¯σII}
ρ−1
1 , {s¯
σ}Nρ |{t¯
σ
II}
ρ−1
1 , {t¯
σ}Nρ )
= Zm|n(s¯1II, . . . , s¯
ρ−1
II , s¯
ρ, . . . , s¯N |t¯1II, . . . , t¯
ρ−1
II , t¯
ρ, . . . , t¯N ). (B.4)
For every fixed ρ ∈ {2, . . . , N + 1} in (B.3) the sums are taken over partitions t¯σ ⇒ {t¯σI , t¯
σ
II}
with σ = 1, . . . , ρ− 1 and s¯σ ⇒ {s¯σI , s¯
σ
II} with σ = 2, . . . , ρ− 1, such that #t¯
σ
I = #s¯
σ
I = 1. The
subset s¯1I is a fixed Bethe parameter from the set s¯
1. There is no sum over partitions of the set
s¯1 in (B.3).
Similarly, knowing Zm|n−1 for some m and n we automatically know Zm|n with #s¯N =
#t¯N = 0. Then, to obtain Zm|n with #s¯N = #t¯N > 0 we can use the second recursion
Zm|n(s¯|t¯) =
N∑
ρ=1
∑
part(s¯ρ,...,s¯N )
part(t¯ρ,...,t¯N−1)
Zm|n(
{
s¯σ
}ρ−1
1
,
{
s¯σII
}N
ρ
|
{
t¯σ
}ρ−1
1
;
{
t¯σII
}N
ρ
)
(
g(t¯NII , t¯
N
I )
f(t¯NII , t¯
N
I )
)δm,N
×
g(s¯NI , t¯
N
I )γN (s¯
N
II , s¯
N
I )f(s¯
N
II , t¯
N
I )
f[ρ](t¯
ρ
I , t¯ρ−1)
N−1∏
ν=ρ
g[ν](s¯
ν+1
I , s¯
ν
I )g[ν](t¯
ν+1
I , t¯
ν
I )γν(s¯
ν
II, s¯
ν
I )γν(t¯
ν
I , t¯
ν
II)
f[ν+1](s¯ν+1, s¯νI )f[ν+1](t¯
ν+1
I , t¯ν)
. (B.5)
Here
Zm|n(
{
s¯σ
}ρ−1
1
,
{
s¯σII
}N
ρ
|
{
t¯σ
}ρ−1
1
;
{
t¯σII
}N
ρ
)
= Zm|n(s¯1, . . . , s¯ρ−1, s¯ρII, . . . , s¯
N
II |t¯
1, . . . , t¯ρ−1, t¯ρII, . . . , t¯
N
II ). (B.6)
For every fixed ρ ∈ {1, . . . , N} in (B.5) the sums are taken over partitions t¯σ ⇒ {t¯σI , t¯
σ
II} with
σ = ρ, . . . ,N − 1 and s¯σ ⇒ {s¯σI , s¯
σ
II} with σ = ρ, . . . ,N , such that #t¯
σ
I = #s¯
σ
I = 1. The subset
t¯NI is a fixed Bethe parameter from the set t¯
N . There is no sum over partitions of the set t¯N in
(B.5).
Now, let us describe the situation in the case n = 0. The formulas (B.3), (B.5) remain valid
in this case, however, they are slightly simplified. First of all, δm,1 = δm,N = 0 in this case.
This leads to the disappearance of the factors in the first lines of (B.3), (B.5). Second, all the
γ-functions should be replaced by the f -functions. Finally, all the subscripts of the g-functions
and f -functions disappear: g[ν](x, y)→ g(x, y), f[ν](x, y)→ f(x, y).
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However, the main peculiarity of this case is that the reductions (B.2) take the form
Zm|0(∅, s¯2, . . . , s¯m−1|∅, t¯2, . . . , t¯m−1) = Zm−1|0(s¯2, . . . , s¯m−1|t¯2, . . . , t¯m−1),
Zm|0(s¯1, . . . , s¯m−2, ∅|t¯1, . . . , t¯m−2, ∅) = Zm−1|0(s¯1, . . . , s¯m−2|t¯1, . . . , t¯m−2).
(B.7)
Thus, if either s¯1 = t¯1 = ∅ or s¯m−1 = t¯m−1 = ∅, then in both cases Zm|0 reduces to Zm−1|0.
Finally, the case of gl(0|n) algebras reduces to the case considered above after the replace-
ment the constant c → −c in the R-matrix (2.1). Therefore, we do not consider this case
below.
C Residues in the poles of the highest coefficient
We give a detailed proof of proposition 3.1 for the case m > 0 and n > 0. The case m = 0 or
n = 0 can be considered exactly in the same manner.
The proof is based on the reductions (B.2), recursions (B.3), (B.5), and explicit representa-
tion (B.1) for Z1|1(s¯|t¯). First, one can easily see that due to (B.1)
Z1|1(s¯|t¯)
∣∣∣
sj→tj
= g(sj , tj)g(s¯j , sj)g(tj , t¯j)Z
1|1(s¯j|t¯j) + reg. (C.1)
This expression obviously coincides with (3.17) for m = n = 1. Equation (C.1) serves as the
basis of induction5.
Assume that (3.17) is valid for allm′ and n′, such thatm′+n′ is fixed. Then due to (B.2) the
residue formula (3.17) holds for Zm|n with m = m′ + 1, n′ = n at r1 = 0 (that is, s¯
1 = t¯1 = ∅)
and for Zm|n with m = m′, n = n′+1 at rN = 0 (that is, s¯
N = t¯N = ∅). Then using recursions
(B.3) and (B.5) we should prove that (3.17) remains true for r1 > 0 and rN > 0. It so happens
that recursion (B.3) allows one to prove (3.17) for s¯µ and t¯µ with µ = 2, . . . , N . At the same
time recursion (B.5) provides the proof for s¯µ and t¯µ with µ = 1, . . . , N − 1. Combining both
recursions we prove the residue formula (3.17) for all s¯µ and t¯µ.
Let us show how this method works. Consider, for example, the recursion (B.3). It is
convenient to write it in the following form:
Zm|n(s¯|t¯) =
N+1∑
ρ=2
Zm|nρ (s¯|t¯), (C.2)
where
Zm|nρ (s¯|t¯) =
∑
part(s¯2,...,s¯ρ−1)
part(t¯1,...,t¯ρ−1)
Zm|n({s¯σII}
ρ−1
1 , {s¯
σ}Nρ |{t¯
σ
II}
ρ−1
1 , {t¯
σ}Nρ )
(
g(s¯1II, s¯
1
I )
f(s¯1II, s¯
1
I )
)δm,1
×
g[2](t¯
1
I , s¯
1
I )γ1(t¯
1
I , t¯
1
II)f(t¯
1
II, s¯
1
I )
f[ρ](s¯ρ, s¯
ρ−1
I )
ρ−1∏
ν=2
g[ν+1](t¯
ν
I , t¯
ν−1
I )g[ν](s¯
ν
I , s¯
ν−1
I )γν(t¯
ν
I , t¯
ν
II)γν(s¯
ν
II, s¯
ν
I )
f[ν](s¯ν , s¯
ν−1
I )f[ν](t¯νI , t¯
ν−1)
. (C.3)
5For completeness of the proof one should also check (3.17) for m = 2 and n = 0. This was done in [3].
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We first consider the case r1 = #s¯
1 = #t¯1 = 1. Then #s¯1II = #t¯
1
II = 0, hence, we actually have
Zm−1|n in the rhs of (C.3). According to the induction assumption the residue formula (3.17)
is valid for these HC.
Let sµj = t
µ
j for µ > 1 in the lhs of (C.2). In the rhs of this equation one should consider
separately the terms with different ρ. Namely, one should distinguish between four cases: ρ < µ;
ρ > µ+ 1; ρ = µ+ 1; ρ = µ.
Let ρ < µ. The pole at sµj = t
µ
j in the rhs of (C.3) occurs in the HC only. Then due to the
induction assumption the residue of the HC in the rhs of (C.3) gives the factor
Aµ =
g[µ+1](t
µ
j , s
µ
j )γµ(t¯
µ
j , t
µ
j )γµ(s
µ
j , s¯
µ
j )
f[µ+1](t¯µ+1, t
µ
j )f[µ](s
µ
j , s¯
µ−1)
. (C.4)
This coefficient does not depend on the partitions. The remaining sum over partitions obviously
reduces to Z
m|n
ρ (s¯ \ {s
µ
j }|t¯ \ {t
µ
j }). Thus, for ρ < µ we arrive at
Zm|nρ (s¯|t¯)
∣∣∣
s
µ
j=t
µ
j
= AµZ
m|n
ρ (s¯ \ {s
µ
j }|t¯ \ {t
µ
j }) + reg. (C.5)
Consider now the terms with ρ > µ + 1. The pole in the rhs of (C.3) occurs in the HC
provided sµj ∈ s¯
µ
II and t
µ
j ∈ t¯
µ
II . Let s¯
µ
II = {s
µ
j , s¯
µ
II′
} and t¯µII = {t
µ
j , t¯
µ
II′
}. Then the residue of the
highest coefficient gives the factor
g[µ+1](t
µ
j , s
µ
j )γµ(t¯
µ
II′
, tµj )γµ(s
µ
j , s¯
µ
II′
)
f[µ+1](t¯
µ+1
II , t
µ
j )f[µ](s
µ
j , s¯
µ−1
II )
. (C.6)
The second line of (C.3) gives additional factors depending on sµj and t
µ
j :
γµ(t¯
µ
I , t
µ
j )γµ(s
µ
j , s¯
µ
I )
f[µ+1](t¯
µ+1
I , t
µ
j )f[µ](s
µ
j , s¯
µ−1
I )
. (C.7)
Together with (C.6) they give Aµ (C.4). The rest of (C.3) does not depend on s
µ
j and t
µ
j , hence,
we again obtain (C.5), but now for ρ > µ+ 1.
The third case is ρ = µ + 1. Again, the pole occurs in the HC, and we set s¯µII = {s
µ
j , s¯
µ
II′
},
t¯µII = {t
µ
j , t¯
µ
II′
}. Now the factor coming from the HC is
g[µ+1](t
µ
j , s
µ
j )γµ(t¯
µ
II′
, tµj )γµ(s
µ
j , s¯
µ
II′
)
f[µ+1](t¯µ+1, t
µ
j )f[µ](s
µ
j , s¯
µ−1
II )
. (C.8)
We also have from the second line of (C.3)
γµ(t¯
µ
I , t
µ
j )γµ(s
µ
j , s¯
µ
I )
f[µ](s
µ
j , s¯
µ−1
I )
, (C.9)
and altogether we again obtain (C.4). Thus, equation (C.5) holds for ρ = µ+ 1.
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Finally, let ρ = µ. Then we have form the HC
g[µ+1](t
µ
j , s
µ
j )γµ(t¯
µ
j , t
µ
j )γµ(s
µ
j , s¯
µ
j )
f[µ+1](t¯µ+1, t
µ
j )f[µ](s
µ
j , s¯
µ−1
II )
. (C.10)
The additional factor f[µ](s
µ
j , s¯
µ−1
I ) comes from the second line of (C.3), and we again obtain
the Aµ coefficient (C.4). The remaining sum over partitions still gives Z
m|n
ρ (s¯ \ {s
µ
j }|t¯ \ {t
µ
j }).
Thus, equation (C.5) is proved for all ρ. Due to (C.2) this immediately yields the residue
formula (3.17) for Zm|n.
As soon as (3.17) is proved for r1 = 1 we can use it as a new basis of induction. We
assume that (3.17) is valid for some r1 > 0 and then prove that it remains true for r1 + 1. All
considerations are exactly the same as in the case r1 = 1, therefore we omit them.
In this way we prove the residue formula for all s¯µ and t¯µ except s¯1 and t¯1. To prove
(3.17) for the residue at s1j = t
1
j we should use the second recursion (B.5) and perform similar
calculations.
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