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We introduce and validate an algorithm to compute transient amplication factors
for the Orr–Sommerfeld–Squire linear theory for parallel two-phase flow. We further
introduce direct numerical simulation as a way of comparing the linear theory with
early-stage wave growth in simulations. The simulation results are drawn from a
strongly supercritical parameter case wherein the modal growth rates are strong. In
this case, the modal growth dominates the transient growth.
I. INTRODUCTION
Computing the optimal disturbance for the Orr–Sommerfeld–Squire linear theory is by
now a standard numerical technique. Here, we introduce our own in-house method to do
this, and validate our efforts by comparing with well-established results from the literature.
We also recapitulate a method of direct numerical simulation to solve the two-phase Navier–
Stokes equations beyond linear theory, into the domain of nonlinear waves and beyond. In
this way we can compare and contrast the linear theory with the (nonlinear) direct numerical
simulations. We thereby demonstrate effectively what is a null result, namely that in strongly
supercritical paramter regimes where modal growth rates are strong, the effects of transient
growth are negligible when compared to modal growth. This work is to be read as supporting
material, to support other more substantial works to appear elsewhere.
II. MATHEMATICAL MODELLING
We study the system shown schematically in Figure 1. A pressure drop drives the flow
along the x-direction. No-slip conditions are applied at z = 0 and z = 1. The flow is
initialized with a two-phase Poiseuille profile and a small-amplitude sinusoidal perturba-
tion around an otherwise flat interface. Waves develop as a result of linear instability and
eventually overturn and form the complicated three-dimensional structure shown.
The two-phase Poiseuille flow profile and the flat interface correspond to an equilibrium
base state, corresponding to a simple solution of the two-phase Navier–Stokes equations
driven by a constant negative pressure drop dp0/dx. In this scenario, the Navier-Stokes
equations reduce to standard balances between pressure as well as viscous and gravitational
forces. This results in a flat interface ξ = 0, a unidirectional flow (v = w = 0, and u = U0(z)),
and a pressure field p = (dp0/dx)x. The analytic solution for the laminar velocity profile is
then
U0(z) =
{
UB(z) = − Re2mz2 + Az, 0 ≤ z ≤ h0,
UT (z) = −Re2 (z − 1)2 +B (z − 1) , h0 ≤ z ≤ 1
. (1)
ar
X
iv
:1
50
4.
07
06
4v
2 
 [p
hy
sic
s.f
lu-
dy
n]
  1
8 O
ct 
20
17
2FIG. 1. Definition sketch showing the three-dimensional problem geometry and the onset of inter-
facial waves. The domain is periodic in the x- and y-directions.
The constants A and B are determined from continuity of velocity and shear stress at the
interface:
UB(h0) = UT (h0), mU
′
B(h0) = U
′
T (h0). (2)
In this way, the relevant length and velocity scales suggest themselves: the lengthscale is
taken to be the channel height, and the standard velocity scale is taken as
V =
√
−(L/ρT )(dp0/dx). (3)
Hence, the Reynolds number is Re = ρTV L/µT . Of use later on will be the following furhter
dimensionless groups:
G = gL
V 2
, We =
ρTLV
2
γ
=
L2 |dp0/dx|
γ
, (4)
where g denotes the dimensional acceleration due to gravity and γ is the surface tension.
A. Linear Stability Analysis, including Transient Growth
In the initial phase of the wave evolution in Figure 1, the waves have a infinitesimally small
amplitude. As such, the corresponding Navier–Stokes equations in either phase (together
with the interfacial matching conditions) can be linearized to yield Orr–Sommerfeld–Squire
equations. As such, each flow variable is expressed as a sum of the base state and the
perturbation:
ξ = h0 + ξ0e
i(αx+βy−ωt), w = w˜(z)ei(αx+βy−ωt), η = η˜(z)ei(αx+βy−ωt),
p = (dp0/dx)x+ p˜(z)e
i(αx+βy−ωt). (5)
3Here  is the infinitesimally small amplitude of the wave and ξ0 is its phase (with |ξ0| = 1),
and ω = cα, where ω is the complex frequency and c the complex phase speed. Substitut-
ing Equations (5) into the linearized Navier–Stokes equations (linearized around the base
state (1)), we get the following system of governing equations:
iαrRe
[(
w˜′′B − k2w˜B
)
(UB − c)− w˜BU ′′B
]
= m
(
w˜′′′′B − 2k2w˜′′B + k4w˜B
)
, (6a)
irRe [αη˜B (UB − c) + βU ′Bw˜B] = m
(
η˜′′B − k2η˜B
)
, (6b)
in the bottom phase, with k2 = α2 + β2, and
iαRe
[(
w˜′′T − k2w˜T
)
(UT − c)− w˜TU ′′T
]
= w˜′′′′T − 2k2w˜′′T + k4w˜T , (6c)
iRe [αη˜T (UT − c) + βU ′T w˜T ] = η˜′′T − k2η˜T , (6d)
in the top phase. These are supplemented with the following no-slip and no-penetration
boundary conditions:
w˜ = w˜′ = η˜ = 0 (7)
at the walls z = 0 and z = 1. In addition, matching conditions are prescribed at the interface
z = ξ0. In the streamwise direction, continuity of velocity and tangential stress and the jump
condition in the normal stress imply the following relations:
w˜B = w˜T , (8a)
w˜′B + ξ0U
′
B = w˜
′
T + ξ0U
′
T , ξ0 = w˜B/(c− UB) = w˜T/(c− UT ), (8b)
m
(
w˜′′B + k
2w˜B
)
= w˜′′T + k
2w˜T , (8c)
iαrRe [w˜B (c− UB) + w˜BU ′B] +m
(
w˜′′′B − 3k2w˜B
)
= iαRe [w˜′T (c− UT ) + w˜TU ′T ] +
(
w˜′′′T − 3k2w˜T
)
+ k2
(
G + k
2
We
)[
w˜′T − w˜′B
iα (U ′B − U ′T )
]
= 0.
(8d)
Finally, the same physical matching conditions applied to the spanwise direction give rise
to the following relations:
η˜B + iβU
′
Bξ0 = η˜T + iβU
′
T ξ0, (8e)
mη˜′B = η˜T . (8f)
Equations (6)–(8) constitute an eigenvalue problem for the velocities (w˜B, w˜T ) and vorticity
components (η˜B, η˜T ), with eigenvalue λ = −iαc = −iω. The equations can be further written
in a generic operator/matirx form as follows: in generic form for the eigenvalue λ:
λ
(MOS 0
MC MS
)(
w˜αβ(z, λ)
η˜αβ(z, λ)
)
=
( LOS 0
LC LS
)(
w˜αβ(z, λ)
η˜αβ(z, λ)
)
, (9)
The operator LOS depends on wavenumbers and the wall-normal derivative, LOS =
LOS[iα, iβ, ∂z] (similarly for the other operators). For wall-bounded flows, solution of
Equation (9) for the eigenvalue λ gives a discrete family of eigenvalues for each Fourier
mode, {λn(α, β)}∞n=0. The growth rate is then determined by the eigenvalue with the largest
real part: λ = −iω, with ωi being the growth rate. The eigenvalues can be computed
approximately using numerical methods (e.g. Reference [1]).
4The eigenvalue problem as described above in Equation (9) can be viewed as the Laplace-
transform of a differential-algebraic equation, the asymptotic solution of which picks out the
most-dangerous eigenmode of Equation (9). However, at finite times, a combination of modes
can combine to produce transient growth rates in excess of the asymptotic most-dangerous
exponential growth rate. This is possible because the eigenfunctions of Equation (9) are
non-orthogonal, which is due in turn to the non-normality of the operators in the same
equation [2, 3]. The resulting transient growth is captured by the maximum amplification
factor at a particular wavenumber (α, β)
Gαβ(t) = sup ‖ (w˜αβ(z, t), η˜αβ(z, t)) ‖E, (10)
where ‖ · ‖E denotes the energy norm [3, 4] and the supremum in Equation (10) is taken
over all possible states whose energy norm at t = 0 is unity. For completeness, the energy
norm is restated here: let w˜T and w˜B denote the wall-normal velocity w˜αβ in the top and
bottom layers, and similarly for the wall-normal vorticity. Then
‖ (w˜αβ(z, t), η˜αβ(z, t)) ‖E = r
2k2
∫ h
0
[(
dwL
dz
)2
+ k2|wL|2 + |ηL|2
]
dz
+
1
2k2
∫ 1
h
[(
dwG
dz
)2
+ k2|wG|2 + |ηG|2
]
dz + 1
2
[
(r − 1)G + k
2
We
]
|ξ|2, k2 = α2 + β2,
(11)
where h is the dimensionless height of the lower layer, and ξ is the disturbed height of
the interface relative to h. Conceptually, the computation of the maximum amplification
factor is achieved as follows. Consideration is given to an arbitrary initial condition made
up of a superposition of Orr–Sommerfeld–Squire modes at a fixed wavenumber (α, β). The
weights in this superposition are normalized such that the initial condition has unit en-
ergy norm. The initial condition is then evolved forward to some later time t under the
linearized dynamics and the energy norm at a later time is checked. The weights in the
initial condition are then adjusted (subject to the unit-norm condition being maintained)
so that the energy norm at time t attains its maximum possible value, which is precisely
Gαβ(t) in Equation (10). In practice, computation of the maximum amplification factor is
standard but is nevertheless described in detail below in Section III. A connection between
the transient characterization (10) and the eigenvalue analysis is obtained via the relation
ωi(α, β) = lim
t1,t2→∞
t2t1
1
t2 − t1 log
(
Gαβ(t2)
Gαβ(t1)
)
. (12)
B. Direct Numerical Simulation
Beyond linear theory, a levelset method with a continuous surface tension model [5] is
used as a model for the two-phase Navier–Stokes equations with the physical matching
conditions at the interface:
ρ(φ)
(
∂u
∂t
+ u · ∇u
)
= −∇p+ 1
Re
∇ · [µ (∇u+∇uT )]+ 1
We
δ(φ)κn̂− Gρ(φ)ẑ, (13a)
5∇ · u = 0, (13b)
n̂ =
∇φ
|∇φ| , κ = −∇ · n̂,
∂φ
∂t
+ u · ∇φ = 0, (13c)
where ẑ is the unit vector in the z-direction. Here also, φ(x, t) is the levelset function
indicating in which phase the point x lies (φ < 0 in the bottom layer, φ > 0 in the top layer).
The (possibly multivalued) interface ξ(x, t) is therefore the zero level set, φ(x, t) = 0 =⇒
x = (x, y, ξ(x, y, t)). Moreover, the levelset function determines the unit vector normal to the
interface n̂, as well as the density and viscosity, via the relations ρ = r (1−H(φ)) +H(φ)
and µ = m (1−H(φ)) +H(φ) respectively. The function H(φ) is a regularized Heaviside
function, which is smooth across a width  = 1.5∆x. Finally, δ(s) = dH(s)/ds is a
regularized delta function supported on an interval [−, ].
Equations (13) are solved in a density-contrast implementation of the computational
framework TPLS [6, 7]. Specifically, the equations are discretized in space using an isotropic
MAC grid wherein vector quantities are defined at cell faces and scalar quantities at the re-
spective cell centres. In terms of the temporal discretization, a third-order Adams–Bashforth
scheme is used to treat the convective derivative, while the momentum fluxes are treated
using the Crank–Nicolson method. Pressure and the associated incompressibility of the flow
are treated using a standard projection method [8]. The levelset function is advected using
a third-order (fifth-order accurate) WENO scheme [9], which is subsequently reinitialized
using a Hamilton–Jacobi equation.
Validation tests have been performed on the code wherein it is shown that the numerical
simulations agree excellently with linear Orr–Sommerfeld–Squire theory. Further validation
of the code particular to ligament formation in density-contrasted flows has been carried out
with respect to benchmarks in the literature, where the code again shows excellent agreement
with established numerical test cases. Further details of these tests are in References [6]
and [10].
III. TRANSIENT GROWTH – DETAILED DESCRIPTION OF THE
METHODOLOGY
We develop a numerical technique to compute the maximum norm in Equation (11).
The approach in this section is to build the method from the very beginning. As such, we
begin with a preliminary discussion focused on single-phase flows, wherein we can compare
our computations for the amplification factor with well-established results in the literature.
Thereafter, we extend our method to two-phase flows.
A. Preliminary Discussion
The Orr–Sommerfeld–Squire equation for a generic single-phase problem in the hydrody-
namic stability of a parallel flow can be written down in generic form as follows:
Lχ = λMχ, (14)
The stability problem is solved at a particular set of wavenumbers (α, β), and the Orr–
Sommerfeld–Squire matrices L andM and the eigenvalue λ all depend on the wavenumbers.
The extension to the two-phase case is carried out below in Section III D. Recall, the state
6vector χ is obtained by writing the wall-normal velocity and vorticity in a finite Chebyshev
approximation:
w(z) =
n∑
i=0
AiTi(x), η =
n∑
i=0
BiTi(x), x = 2z − 1,
such that
χ = (A0, · · · , An, B0, · · · , Bn)T .
In our previous work [11], we have demonstrated how the matrices in Equation (14)
can be used to solve the corresponding initial-value problem. The initial-value problem is
formulated as follows:
∂
∂t
Mχ = Lχ, t > 0, (15a)
with initial condition
χ(t = 0) = χ0, χ0 = (x0, · · · , xn, y0, · · · , yn)T , (15b)
and where
x0 =
1
pi
∫ 1
−1
T0(x)w
(
1
2
(x+ 1), t = 0
) dx√
1− x2 , (16a)
xi =
2
pi
∫ 1
−1
Ti(x)w
(
1
2
(x+ 1), t = 0
) dx√
1− x2 , i 6= 0, (16b)
y0 =
1
pi
∫ 1
−1
T0(x)η
(
1
2
(x+ 1), t = 0
) dx√
1− x2 , (16c)
yi =
2
pi
∫ 1
−1
Ti(x)η
(
1
2
(x+ 1), t = 0
) dx√
1− x2 , i 6= 0. (16d)
The evolution operator
In Reference [11], we have shown how the solution to Equation (15) can be written as
χ(tp) = Etpχ0, tp = p∆t, p = 0, 1, · · · ,
where ∆t→ 0, keeping tp = t finite. Also Et is the evolution operator, where
Et = lim
∆t→0
[
(M−∆tL)−1M]p . (17)
Note that Equation (17) amounts to solving the linear differential algebraic equation
(DAE) (15a) using the backward Euler method. Previously (e.g. in Reference [11]) we
used a trapezoidal rule. However, in the present calculations, we have found by trial and
error that the backward Euler method is the most accurate one for our purposes, and a
particular advantage of the Backward Euler method is its large domain of stability.
7Alternative derivation of the evolution operator
An obvious solution to Equation (15) (yet equivalent to the one in Equation (17)) is
χ(t) =
N∑
q=1
µqe
λqtχ(q), (18a)
where (χ(q), λq) are an eigenvector-eigenvalue pair:
Lχ(q) = λ(q)Mχ(q), q = 1, 2, · · · , N, (18b)
where N = 2(n+ 1) for the problem in Equation (15). This solution is a complete solution
provided the eigenvectors form a complete basis, that is, the matrix
V =
 | |χ(1) · · · χ(N)
| |
 , (18c)
is invertible. We work with the assumption that V is indeed invertible, but that V †V is not
a diagonal matrix because the eigenvalue problem is non-normal. The problem here is to
relate the µq-coefficients to the initial data in Equation (15b).
We define
χi0 = 〈ei,χ0〉, χi(t) = 〈ei,χ(t)〉
where ei denotes the usual basis in CN , 〈·, 〉 denotes the usual scalar product on the same,
and χ0 = (χ01, · · · , χ0N)T . From Equation (18a) we have
χi0 = 〈ei,χ0〉,
=
∑
q
µq〈ei,χ(q)〉,
=
∑
q
µqVqi,
hence
(µ1, · · · , µN)T = V −1χ0.
Also from Equation (18a) we have
χi(t) = 〈ei,χ(t)〉,
=
∑
q
µqe
λqt〈ei,χ(q)〉,
=
∑
q
µqe
λqtViq,
=
∑
q
(
V −1χ0
)
q
eλqtViq,
=
∑
q
∑
j
Viqe
λqtV −1qj χ0j,
=
∑
j
(
V eΛtV −1
)
ij
χ0j,
8hence
χ(t) =
(
V eΛtV −1
)
χ0,
and
Et = V eΛtV −1, (19)
where
eΛt = diag
(
eλ(1)t, · · · , eλ(N)t) ,
It therefore follows from these calculations and from Equation (17) that
Et = lim
∆t→0
[
(M−∆tL)−1M]p = V eΛtV −1 (20)
where again the limit ∆t → 0 is taken in Equation (20), keeping tp = p∆t = t finite.
Throughout this work, both methods have been used with identical results, although using
the eigenvalue/eigenvector method has proved more expedient in certain situations.
B. The basic method
The idea of the transient-growth calculation is to start with the energy norm
E(t) =
1
2k2
∫ 1
0
(|∂zw|2 + k2|w|2 + |η|2) dz, k2 = α2 + β2, (21)
and at each point in time to optimize the energy norm subject to the constraint that E(0) =
1. The resulting maximum energy is called the maximum amplification factor, G(t). These
calculations can be done within the framework of Section III as follows. First, the energy
norm in Equation (21) is identified with a scalar product on the space of admissible χ-
vectors:
E(t) = 1
2
1
2k2
∫ 1
−1
dx
∣∣∣∣∣
n∑
i=0
AiexT
′
i (x)
∣∣∣∣∣
2
+ k2
∣∣∣∣∣
n∑
i=0
AiTi(x)
∣∣∣∣∣
2
+
∣∣∣∣∣
n∑
i=0
BiTi(x)
∣∣∣∣∣
2
 , ex = dx
dz
= 2,
=
1
2k2
∑
i,j
A∗iAj
(
1
2
e2x
∫ 1
−1
T ′i (x)T
′
j(x)dx
)
+
1
2k2
∑
i,j
A∗iAj
(
1
2
k2
∫ 1
−1
Ti(x)Tj(x)dx
)
+
1
2k2
∑
i,j
B∗iBj
(
1
2
∫ 1
−1
Ti(x)Tj(x)dx
)
.
Call
T(1)ij = 12e
2
x
∫ 1
−1
T ′i (x)T
′
j(x)dx,
T(0)ij = 12
∫ 1
−1
Ti(x)Tj(x)dx.
9We have
E(t) =
1
2k2
[∑
i,j
A∗iAjT
(1)
ij + k
2
∑
i,j
A∗iAjT
(0)
ij +
∑
i,j
B∗iBjT
(0)
ij
]
,
=
1
2k2
〈
χ,
(
T(1) + k2T(0) 0
0 T(0)
)
χ
〉
,
:=
1
2k2
〈χ,Tχ〉.
Here, the angle brackets denote the usual scalar product on the space of χ-vectors, and the
matrix T is symmetric positive-definite. Thus, the equation
E(t) =
1
2k2
〈χ,Tχ〉
defines a scalar product on the space of χ-vectors. However, we have
χ = Etχ0,
hence
E(t) =
1
2k2
〈χ0, E†tTEtχ0〉.
Thus, the optimization to be performed can be recast as an optimization of the functional
E[χ0] =
1
2k2
〈χ0, E†tTEtχ0〉,
subject to the constraint that
1
2k2
〈χ0,Tχ0〉 = 1.
In other words, we have the following Lagrange-multiplier problem:
E[χ0] =
1
2k2
〈χ0, E†tTEtχ0〉 − λ
(
1
2k2
〈χ0,Tχ0〉 − 1
)
.
The optimum vector is obtained by setting
δE
δχ∗0
= 0,
in other words,
E†TEtχ0 = λTχ0. (22)
Equation (22) is a generalized eigenvalue problem, and it is readily checked that the eigen-
values are real (both matrices appearing in the problem are Hermitian) and moreover, that
the eigenvalues are non-negative. It can be further shown by a straightforward calculation
(backsubstitution into the constrained functional) that
sup
χ0
[
E[χ0]− λ
(
1
2k2
〈χ0,Tχ0〉 − 1
)]
= maxλ,
where the maximum is taken over the spectrum of the generalized eigenvalue problem (22).
Thus, at each point in time, the maximum amplification factor is
G(t) = maxλ.
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C. Validation – single-phase flow
We have validated this procedure against the known test case of Poiseuille flow. We
work in the units used by Orzag and other later researchers for their stability calculations of
single-phase Poiseuille flow [12]. Thus, we take α = 1, β = 0, and two cases for the Reynolds
number: Re = 5000 (asymptotically stable) and Re = 8000 (asymptotically unstable). A
comparison between known results for G(t) in this instance and the results from our own
calculations is shown in Figure 2.
(a) (b)
FIG. 2. Validation of our code for the maximum amplification factor compared to known bench-
mark case in the literature (data from Reference [3]). The small discrepancies between the two
datasets are due to errors in scanning and digitizing the data from the reference text.
It is now of interest to examine the behavior demonstrated in Figure 2 a little further.
We go back over to our own units based on the full channel height and the friction velocity
and examine the features of the transient growth in the supercritical case Re = 8000,
Re∗ =
√
8× 8000 ≈ 252.9822, for various times t ∈ [0, 2] (corresponding to times [0, 2]Re∗/2
in Figure 2). The resulting study is presented in Figure 2 where it should be noticed that
it is the square root of the energy of the most-amplified disturbance that is plotted in
a wavenumber space, for different t-values. For very short times (t = 0.1) the transiently
most-amplified mode has a wavevector with components in both the streamwise and spanwise
directions (at t = 0.1, maxα,β Gα,β(t) occurs at (α, β) ≈ (3, 8)). As time goes by, the most-
amplified mode moves to a more spanwise wavenumber such that by t = 1 the maximum
value maxα,β Gα,β(t) occurs at α ≈ 0 and β = 6. Thereafter, there is a slow evolution
of the trajectory of the most-amplified disturbance through the wavenumber space away
from spanwise wavenumbers towards streamwise ones (the eigenvalue theory predicts that
as t→∞ the most-amplified disturbance is a streamwise-only mode – Figure 4). By t = 10
the asymptotic state is reached and the most-amplified disturbance is indeed streamwise-
only.
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(a) t = 0.05 (b) t = 0.1 (c) t = 0.15
(d) t = 0.5 (e) t = 1 (f) t = 2
(g) t = 5 (h) t = 10
FIG. 3. Time evolution of the maximum amplification factor as a function of the wavenumbers α
(streamwise) and β (spanwise). Between t = 0.1 and t = 10 the optimal disturbance moves from
being spanwise-dominated to streamwise-dominated.
D. Two-phase flows
Application of the basic method described above to two-phase flows with surface tension
has produced significant quantitative differences between the present method and the exist-
ing test cases in the literature (e.g. Reference [13]), albeit that the qualitative trends are
the same. We have investigated this, and the discrepancy can be reduced (in many cases
eliminated entirely) by projecting out the most stable eigenmodes from the transient-growth
calculations. The methodology for doing this is described below.
First, in more detail, the evolution operator Et = V eΛtV −1 involves all eigenmodes that
arise in the truncated Chebyshev expansion of the full problem. It is well known that
only the most unstable eigenmodes are computed accurately in the Chebyshev collocation
method. Therefore, contributions to the evolution operator coming from highly stable modes
12
FIG. 4. Single-phase flow eigenvalue analysis, corresponding to t→∞ and to be read in conjunction
with Figure 3: Eigenvalue of most-dangerous mode of the Orr–Sommerfeld–Squire equations, with
Re = 5000. The most-dangerous mode according to eigenvalue analysis (valid as t → ∞) is a
streamwise one.
will lead to numerical error. Although such stable modes are of no interest an an eigemode
analysis (or more generally, in any kind of analysis wherein the limit t → ∞ is taken),
they could interfere with transient-growth calculations at finite time. Therefore, as in the
standard literature on transient growth, the proposal here is to project such modes out of
the evolution operator.
To do this, an approximate solution to the initial value problem (15a) is proposed involv-
ing only the first Q modes:
χ(t) =
Q∑
q=1
κq(t)χ(q), χ(q) =
(
wL(q), wG(q), ηL(q), ηG(q)
)T
, Q ≤ N, (23)
where L and G label the phases. The solution (32) is substituted into our calculation for the
energy norm, which for a two-phase flow experiencing surface tension but no gravity, reads
E(t) =
1
2k2
{[∑
L,G
∫ (|∂zw|2 + k2|w|2 + |η|2) dz]+ k4
We
|ξ|2
}
, (24)
where We is the Weber number and f0 represents the interface disturbance. In order to do
this calculation, we need for example expressions such as the following, valid for either one
of the phases: ∫
|w|2dz =
∫ ∣∣∣∣∣∑
q
κqwq(z)
∣∣∣∣∣
2
dz,
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which can be done in the Chebyshev expansion as follows:∫
|w|2dz =
∫ ∣∣∣∣∣∑
q
κqwq(z)
∣∣∣∣∣
2
dz,
=
∫ ∣∣∣∣∣∑
q
κq
∑
j
Aj(q)Tj(x)
∣∣∣∣∣
2
dz,
=
∑
q
∑
q′
κqκ
∗
q′
∑
j
∑
j′
Aj(q)T(0)jj′A
∗
j′(q′).
Similarly, ∫
|η|2dz =
∑
q
∑
q′
κqκ
∗
q′
∑
j
∑
j′
Bj(q)T(0)jj′B
∗
j′(q′),
for either phase. In this way, it is clear that
E(t) =
1
2k2
∑
q,q′
κqκq′
[
k4
We
f0(q)f
∗
0(q′)
]
+
1
2k2
∑
q,q′
κqκq′
[∑
L,G
(∑
jj′
Aj(q)T(1)jj′A
∗
j′(q′) + k
2
∑
jj′
Aj(q)T(0)jj′A
∗
j′(q′) +
∑
jj′
Bj(q)T(0)jj′B
∗
j′(q′)
)]
.
(25)
Clearly, this is a grotesque expression but it can be ameliorated. Let us momentarily revert
to an eigenvalue with a single component, with [V,D] = eig (L,M) say, where the qth column
of the matrix V corresponds to the qth eigenvector, with V(q) = (A0(q), · · · , AN(q))T (say).
Then, for any N ×N symmetric matrix C, we have
(V †CV )q′q =
∑
jj′
V †q′j′Cj′jVjq,
=
∑
jj′
V ∗j′q′Cj′jVjq,
=
∑
jj′
A∗j′(q′)Cj′jAj(q),
=
∑
jj′
A∗j′(q′)Cjj′Aj(q) (26)
Hence, by introducing the matrix
T =

T(1)L + k2T
(0)
L
T(1)G + k2T
(0)
G
T(0)L
T(0)G
k4/We

it should be clear from Equation (26) that Equation (24) can be rewritten as
E(t) =
1
2k2
∑
qq′
κqκ
∗
q′
(
V †QTVQ
)
q′q
, (27)
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where now VQ is an N ×Q matrix where each column is an eigenvector of the full problem,
where N = 2(NL +NG + 2) + 1; in other words, the q
th column of VQ is the eigenvector
V(q) = (A
L
0(q), · · · , ALNL(q), AG0(q), · · · , AGNG(q), BL0(q), · · · , BLNL(q), BG0(q), · · · , BGNG(q))T .
We consider again Equation (27). Because the κq’s are weights in an eigenfunction expansion
of the solution of a linear evolutionary equation, we have κq = e
λqtµq, where µq is a constant.
Thus,
E(t) =
1
2k2
∑
qq′
κqκ
∗
q′
(
V †QTVQ
)
q′q
,
=
1
2k2
∑
qq′
µ∗q′e
λ∗
q′ t
(
V †QTVQ
)
q′q
eλqtµq,
=
1
2k2
∑
qq′
µ∗q′
(
eΛ
∗tV †QTVQe
Λt
)
q′q
µq,
:=
1
2k2
〈~µ,
(
eΛ
∗tV †QTVQe
Λt
)
~µ〉,
where the last line makes use of an obvious notation. The relation
EQ(t) =
1
2k2
〈~µ,
(
eΛ
∗
QtV †QTVQe
ΛQt
)
~µ〉 (28)
is our final expression for the energy of a disturbance involving only the first Q eigenmodes:
a subscript Q has been introduced (with E(t) → EQ(t)) to remind ourselves that only Q
eigenmodes are used in the expansions.
We carry out several consistency checks on our calculations. The first one involves check-
ing that the matrix multiplication V †QTVQ makes sense. We first of all note the size of the
various matrices: VQ is a N ×Q matrix and T is a matrix of size N ×N . Hence, doing the
‘cross multiplication’ check to see if the product V †QTVQ is defined, we have
(Q×N)× (N ×N)× (N ×Q) = (Q×Q),
and the matrix multiplication is therefore consistent. Next, we would also like to check that
EQ=N(t) agrees with our earlier expressions for the energy, recalled here from Section III B
as
E(t) =
1
2k2
〈~x, E†TE~x〉,
=
1
2k2
〈~x, V −1†eΛ∗tV †TV eΛtV −1~x〉,
=
1
2k2
〈V −1~x, (eΛ∗tV †TV eΛt) (V −1~x)〉, (29)
Clearly, if we set ~µ = V −1~x in Equation (29) and Q = N in Equation (28) we have
EN=Q = E(t) =
1
2k2
〈V −1~x, (eΛ∗tV †TV eΛt) (V −1~x) = 1
2k2
〈~µ, (eΛ∗tV †TV eΛt) ~µ〉,
and the two approaches are identical (and hence consistent) when N = Q. However, even
when Q < N , we can identify ~x = VQ~µ in Equation (28), which will be helpful in what
follows.
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We obtain the maximum growth G(t) in the usual way by maximizing the constrained
problem
EQ[~µ] =
1
2k2
〈~µ,
(
eΛ
∗
QtV †QTVQe
ΛQt
)
~µ〉 − λ
[
1
2k2
〈~µ,
(
V †QTVQ
)
~µ〉 − 1
]
,
As before, the maximum growth rate is obtained by setting
δEQ
δ~µ∗
= 0,
hence (
eΛ
∗
QtV †QTVQe
ΛQt
)
~µ = λ
(
V †QTVQ
)
~µ
and hence
sup
~µ
EQ[~µ] = maxλ = G(t).
The optimal vector is the corresponding eigenvector of the problem. In the usual basis, the
optimal vector is given by the transformation ~x = VQ~µ.
E. Validation – two-phase flow
We have validated these calculations with respect to Figures 4 and 5 in Reference [13] and
the results are shown below in Figure 5 and 6. In our calculations, we used n1 = n2 = 42
Chebyshev collocation points in each phase, and carried out the transient-growth calculations
using only the first 10 eigenmodes. These choices were made on a trial-and-error basis:
(n1, n2) were varied to obtain numerical convergence, and the cutoff of number of eigenmodes
was varied so as to find maximum agreement between the present calculations and those in
the reference text. There are some discrepancies between the two approaches in Figure 5
while no such discrepancies are in evidence in Figure 6. The small discrepancies are not
concerning, since the results depend slightly on the cutoff number of eigenmodes in the
calculations, and this is not stated explicitly in the reference text. However, the excellent
agreement between the two approaches in Figure 6 reinforces our confidence in our own
implementation of the transient-growth calculation.
F. Linearized direct numerical simulation
We demonstrate how a linearized version of the two-phase Navier–Stokes equations can be
solved numerically. We start with the already-linearized Orr–Sommerfeld–Squire equations
in Equation (9). Reversing the Laplace transform implicit in these equations, we obtain the
following Cauchy problem:
∂
∂t
(MOS 0
MC MS
)(
w˜αβ(z, t)
η˜αβ(z, t)
)
=
( LOS 0
LC LS
)(
w˜αβ(z, t)
η˜αβ(z, λ)
)
, t > 0, (30)
subject to arbitrary initial data
w˜αβ(z, t = 0) = w0(z), η˜αβ(z, t = 0) = η0(z). (31)
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FIG. 5. Comparison with Figure 4 in Reference [13]: panel (a) this work; panel (b): taken directly
from the reference text
FIG. 6. Comparison with Figure 5 in Reference [13]: panel (a) this work; panel (b): taken directly
from the reference text
An approximate solution to the initial value problem (30) is proposed involving only the
first Q eigenmodes modes of the Orr–Sommerfeld–Squire (OSS) theory:
(
w˜αβ(z, t)
η˜αβ(z, λ)
)
≈
Q∑
q=1
κq(t)χq(z, t), (32)
where χq(z, t) =
(
w˜
(q)
αβ(z, t), η˜
(q)
αβ (z, λ)
)T
denotes the qth OSS eigenmode, ordered in terms of
the eigenvalues with the largest real part, with q = 1 corresponding to the most-dangerous
mode. It is straightforward to see that κq(t) = aqe
λqt, where aq is a constant and λq is the
qth eigenvalue of the OSS theory. A linear transformation then gives the aq’s in terms of the
initial data (31), as already described in the above.
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G. The resolvent
The resolvent of the evolutionary equation in the energy norm can also be computed
along these lines. By definition,
R(z) = ‖ (Lα − zMα)−1 ‖E, (33)
with R(z) =∞ when z ∈ spec(Lα,Mα). Introduce T = T/2k2 and R(z) = (Lα − zMα)−1.
Using the definition (33) and the definition of the operator norm, it should be clear that
Equation (33) can be rewritten as
[R(z)]2 = sup
〈x,Tx〉=1
〈R(z)x, TR(z)x〉, (34)
where the angle brackets denote the usual scalar product. We introduce a constrained
functional,
F [x] = 〈R(z)x, TR(z)x〉 − λ (〈x, Tx〉 − 1) ,
such that δF/δx∗ = 0 solves the optimization problem (34), hence
R(z)†TR(z)x = λTx, (35)
hence
[R(z)]2 = max
{
spec
[R(z)†TR(z), T ] },
where spec
[R(z)†TR(z), T ] denotes the spectrum of the generalized eigenvalue prob-
lem (35).
IV. DIRECT NUMERICAL SIMULATION – ILLUSTRATIVE EXAMPLE
We consider here first a test case to assess whether the early-stage flow behaviour is
primarily through modal or transient growth, using the linearized and the full DNS. This
also serves to validate the full DNS. The following parameter values are used: m = 50, h0 =
0.2,G = 0.1,We = 10), with r = 1000 and Re = 500. The initial configuration is a
hydrostatic pressure field, with u = 0. We first choose an initial interfacial disturbance that
is simply a superposition of Fourier modes that fit in the domain and have equal amplitude,
ξ(x, y, t = 0) = h0 +
1
16
A0
3∑
m=0
3∑
n=0
cos [(2pi/Lx)mx+ (2pi/Ly)ny + ϕmn] , (36)
where A0 is the initial amplitude of the disturbance and ϕmn ∈ [0, 2pi) is a random phase.
We return to the choice of initial condition below. For the numerical simulation, a uniform
grid is used and the number of grid points in the z-direction is 340. The length of the channel
corresponds to the most-dangerous mode from linear theory and the width is Ly = 1. The
timestep is taken to be 10−5. These numerical parameters are found to be sufficient to ensure
convergence of the numerical method.
The analysis of the subsequent wave evolution is based on interfacial spectra, defined as
follows: the interfacial elevation ξ(x, y, t) (where single-valued) is extracted from the levelset
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(a) α = α0, β = 0 (b) α = 2α0, β = 0
(c) α = 0, β = β0 (d) α = α0, β = β0 (e) α = 2α0, β = β0
FIG. 7. DNS results (lines with circles) for the case (m = 50, h0 = 0.2,G = 0.1,We = 10), with
r = 1000 and Re = 500. Shown also is a comparison with linearized DNS (unadorned lines). Here,
α0 = 2pi/Lx and β0 = 2pi/Ly denote the fundamental wavenumber in the streamwise and spanwise
directions respectively. In panel (c) the growth of the relevant amplitude is modest and a vertical
linear (as opposed to logarithmic) scale is used. Also, the ‘kink’ at t = 2 in the same panel simply
corresponds to a change in sign of the ξαβ(t).
function φ(x, y, z, t) and a Fourier analysis is conducted, such that the interfacial spectra
ξαβ(t) are obtained at each timestep, where
ξαβ(t) =
∫ Lx
0
dx
∫ Ly
0
dy ξ(x, y, t)e−iαx−iβy. (37)
Results based on the interfacial spectra (37) from the full DNS are shown in Figure 7,
alongside a comparison with linear theory. The results from the linear theory are obtained
by linearized DNS, which in turn is based on solving the Orr–Sommerfeld–Squire equation
as an initial-value problem, as opposed to an eigenvalue problem. The figure indicates good
agreement between the two independent methods, at least until the onset of wave overturning
at t ≈ 2.
For very early times in Figure 7, the amplitudes of the different modes behave in a variety
of different ways and no clear-cut behaviour is observed. This is because the initial con-
dition comprises a zero perturbation velocity field and a sinusuoidal interface disturbance.
As such, for each wavenumber (α, β), these initial conditions correspond to a superposition
of Orr–Sommerfeld–Squire modes, each varying in time by a distinct complex exponential
frequency. As time goes by, the most-dangerous Orr–Sommerfeld–Squire mode at a partic-
ular wavenumber is selected, leading to clearly visible exponential growth of the amplitudes
for t ? 0.5, corresponding to the corresponding modal growth rate. The growth rate of
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streamwise and spanwise modes are equally prominent, as the modal growth rate ωi(α, β)
falls off only very slowly with increasing β. Thus, these results indicate that a direct route
to linear instability (and subsequent nonlinear instability) pertains at high density ratios,
owing to the particular structure of the growth rate ωi(α, β) of the linearized dynamics.
The extremely large spanwise amplification factors expected from trasneint-growth theory
do not manifest themselves in Figure 7 (neither in the full nor in the linearized DNS); no
transient growth is observed. The reason is that such transient amplification factors (e.g.
Figure 8) are the envelope corresponding to the maximum realizable growth corresponding
to a particular initial condition (i.e. the one that optimizes the energy norm at a particular
time).
(a) r = 1 (t = 0.01) (b) r = 1 (t = 0.05) (c) r = 1 (t = 0.1) (d) r = 1 (t = 0.2)
(e) r = 1000 (t = 0.05) (f) r = 1000 (t = 0.1) (g) r = 1000 (t = 0.5) (h) r = 1000 (t =
1.25, t = 2.5)
FIG. 8. Evolution of linearized DNS showing the maximum amplification factor Gαβ(t) as a
function of t. Parameters: (m = 50, h0 = 0.2,G = 0.1,We = 10), and Re = 500. Across the top:
r = 1. Across the bottom: r = 1000. The white curves in panel (d) denote the neutral curves
for r = 1 where ωi(α, β) = 0 in the eigenvalue linear stability analysis. The second curve at large
α-values corresponds to the second mode identified in the main text. The corresponding neutral
curve for r = 1000 is located outside the wavenumber range shown in the figure.
Although transient growth is not observed in the simulations presented above and in
subsequent sections, it is possible to choose highly specialized initial conditions, that are
suggested by the linear transient growth theory, that do lead to non-modal growth. We have
therefore performed further direct numerical simulations for the case (r,m,Re, h0,G,We) =
(10, 50, 500, 0.2, 0.1, 10), choosing as the initial conditions on the basis of Figure 8, which
suggests that for the present parameter choice, transient growth of spanwise-only modes is
favoured at early times up to t ≈ 1. That is, the initial condition is precisely those values that
maximize the energy norm at t = 0.1 in the linear theory, for which we can expect very strong
amplification of the mode (α, β) = (0, 2pi/Ly) (the amplitude of the disturbances is selected
such that the initial amplitude of the sinusoidal wave on the interface is 0.0017). A slice
of the resulting interfacial configuration is shown in Figure 9 at various times, showing the
variation of the interface in the spanwise direction (no streamwise variations are detected
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FIG. 9. DNS results for the case (m = 50, h0 = 0.2,G = 0.1,We = 10), with r = 1000 and
Re = 500. Shown is a snapshot of a slice (yz-plane) of the interfacial configuration at various times,
for an initial condition chosen so as to maximize the energy norm of the mode (α, β) = (0, 2pi/Ly)
in the linear theory at t = 0.1.
(a) u (b) v (c) w
FIG. 10. Velocity fields at t = 2 for the case (m = 50, h0 = 0.2,G = 0.1,We = 10), with r = 1000
and Re = 500. The initial conditions are those of the transient-growth study.
in the course of the simulation). The corresponding velocity field at t = 2 is shown in
Figure 10. It can be seen that the system responds strongly to the chosen initial condition
and spanwise interfacial wave grows rapidly in amplitude before decaying again at later
times. This is fully consistent with the linear theory of transient growth, in spite of the
finite wave amplitudes in the simulation. Moreover, the observed late-time decay of the
wave amplitude is consistent with linear theory; this decay occurs because the eigenvalue
theory (valid at late times) predicts that the mode (α, β) = (0, 2pi/Ly) is linearly stable. The
conclusion here therefore is that transient growth fails to trigger a self-sustained nonlinear
disturbance [3, 14, 15] which could give rise to subsequent nonlinear dynamics.
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V. CONCLUSIONS
Summarizing, we have introduced and validated an algorithm to compute transient am-
plification factors for the Orr–Sommerfeld–Squiare linear theory for parallel two-phase flow.
We have rigorously compared the predictions of the method with direct numerical simulation
in a particular case – chosen so as to be strongly supercritical, in the sense that the modal
growth rates are large. In this case, the modal growth rates dominate over the transient
growth. This points towards a general conclusion that when modal growth rates are strong,
transient growth takes a back seat.
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