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STATISTICAL ESTIMATION OF SUPERHEDGING PRICES
JAN OB LO´J AND JOHANNES WIESEL
Abstract. We consider statistical estimation of superhedging prices using his-
torical stock returns in a frictionless market with d traded assets. We introduce
a simple plugin estimator based on empirical measures, show it is consistent
but lacks suitable robustness. This is addressed by our improved estimators
which use a larger set of martingale measures defined through a tradeoff be-
tween the radius of Wasserstein balls around the empirical measure and the
allowed norm of martingale densities. We also study convergence rates, con-
vergence of superhedging strategies, and our study extends, in part, to the case
of a market with traded options and to a multiperiod setting.
1. Introduction
Computation of risk associated to a given financial position is one of the funda-
mental and most important operations market participants have to perform. For
institutional players, like banks, it is regulated by the Basel Committee [oBS13]
which dictates rules and requirements for such risk assessments. A golden standard
has long been given by Value-at-Risk (VaR), however more recently this is being
replaced by convex risk measures like Average VaR (Expected Shortfall) or more
sophisticated approaches which include market modelling. Consequently, there is
an abundant literature on VaR estimation and some more recent works related to
statistical estimation of law-invariant risk measures, see [CDS10, KSZ12, KSZ14,
KSZ15, KRSZ16, KSZ17].
We concentrate here on another canonical way to assess riskiness of a market posi-
tion, namely its superhedging price. This is a well studied object in mathematical
finance. It offers a conservative risk assessment but one which is dynamic in the
sense that it takes into account the agent’s ability to carry out further trades to im-
prove her position. Consider a one-period frictionless case with prices denominated
in units of a fixed numeraire. The present stock prices S0 are known and the future
prices S1 are modelled as random variables, say with return r := S1/S0 drawn from
a distribution P on Rd+. For a payoff g = g(r), its superhedging price is given by:
(1.1) piP(g) := inf{x ∈ R | ∃H ∈ Rd s.t. x+H(r − 1) ≥ g(r) P-a.s.}.
In this simple setting, an arbitrage strategy isH ∈ Rd such that P(H(r−1) ≥ 0) = 1
and P(H(r − 1) > 0) > 0 and if no such strategy exists we say that no-arbitrage
NA(P) holds. By the Fundamental Theorem of Asset Pricing, absence of arbitrage
is equivalent to existence of a probability measure Q, equivalent to P, under which
S is a martingale, i.e. EQ[r] = 1. There might be more than one such measure
and they can all be used for pricing. Taking the supremum over EQ[g] thus enables
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to compute the maximal feasible price for g and this, by the fundamental pricing-
heding duality, is the same as the superhedging price of g, cf. [FS04, Thm. 1.31]
(1.2) piP(g) = sup
Q∼P, EQ[r]=1
EQ[g],
for all Borel g. Despite its theoretical importance and practical relevance, to the
best of our knowledge, there has been no attempt to study statistical estimation
of the superhedging price. Instead, this is always done indirectly: market data is
used to calibrate a probabilistic model P which is then used to compute piP(g).
However for this end, historical market data is seldom used - it is rather the “future
facing” options price data which is used for the calibration purpose. Our paper
fills in this important gap. Instead of postulating a measure P, we build estimators
of piP(g) directly from historical observations of returns r1, . . . , rN and study their
properties.
Suppose we observe d-dimensional historical returns r1 = S1/S0, . . . , rN = SN/SN−1
and for simplicity assume that these are non-negative i.i.d. realisations of a distri-
bution P which satisfies a no-arbitrage condition. We can equivalently represent
the observations through their associated empirical measures
PˆN =
1
N
N∑
i=1
δri ,
which are well known to converge weakly to P as N →∞, see e.g. [VdV98, Theorem
19.1, p. 266]. This suggests a very natural way to approximate the superhedging
price by simply using PˆN in place of P. We show, see Theorem 2.1, that such plugin
estimator pˆiN (g) := pi
PˆN (g) is asymptotically consistent:
lim
N→∞
pˆiN (g) = pi
P(g), P∞-a.s.
However, we also show that pˆiN has serious shortcomings. First, it is not (statis-
tically) robust in the sense of Huber: small perturbations of P can lead to large
changes in the distribution of pˆiN . We argue that the Le´vy-Prokhorov metric used
in the classical definition of statistical robustness, Definition 2.6, is not appropriate
when looking at the financial context of derivatives pricing. We propose and study
alternative metrics and ensuing notions of statistical robustness in Section 4.
Second, the plugin estimator also lacks robustness from the financial point of view of
risk management as it is always a lower estimate of the risk: pˆiN ≤ piP. In fact, pˆiN
is monotone in N and converges from below. In Theorem 2.12, and in more detail
in Section 8, we study the convergence rates for the plugin estimators. This, in the
one-dimensional case d = 1, could be exploited to build conservative estimates for
the superhedging price piP.
To address the shortcomings of the plugin estimator, we propose two other esti-
mators, which we introduce in Section 3. In order to achieve financial robustness
and to increase our point estimates we need to consider a larger class of martingale
measures. Thus we consider
piQN (g) = sup
Q∈QN
EQ[g],
where QN is a subset of the martingale measures M. The plugin estimator cor-
responds to taking QN = {Q ∈ M : Q ∼ PˆN} and it is natural to replace it
with
QN = {Q ∈M : ∃P˜ ∈ BN (PˆN ) s.t. Q ∼ P˜},
where BN (PˆN ) is some “ball” in the space of probability measures around the
empirical measure PˆN . We show that this can lead to a consistent estimator if
we use a sufficiently strong metric, e.g. W∞, the Wassertstein infinity metric. In
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general however such QN is too large. Instead, our main insight is to consider a
tradeoff between the size of the balls and the behaviour of martingale densities:
QˆN := {Q ∈M | ‖dQ/dP˜‖∞ ≤ kN for some P˜ ∈ BpεN (PˆN )},
where BpεN (PˆN ) denotes the p-Wasserstein ball of radius εN around PˆN and εN → 0
as well as kN → ∞. With a suitable choice of εN , kN , we establish consistency of
piQˆN (g) for a regular g, see Theorem 3.5 and also their financial robustness, see
Corollary 3.6. Their statistical robustness is shown in Section 4, see Theorem 4.2.
Finally, we also propose another estimator inspired by penalty methods used in risk
measures and their representations as non-linear expectations. Namely we consider
sup
Q∈M
(
EQ[g]− CN
(
inf
Qˆ∼PˆN , Qˆ∈M
∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
− 1
))
.
Asymptotic consistency of this estimator is shown in Thereom 3.13 and it holds for
an arbitrary measurable bounded g.
The rest of the paper is organised as follows. In Section 2 we study the plugin es-
timator pˆiN : its consistency, convergence rates and robustness, both statistical and
financial. In Section 3 we propose our improved estimators, introduced above, and
establish consistency for all of them, under different sets of assumptions. Subse-
quently, in Section 4, we discuss statistical robustness of all the estimators. We show
in particular that no estimator can be robust in the sense of Huber and suggests
ways to amend the classical definition to make it more appropriate to the super-
hedging price estimation. In Section 5 we discuss convergence of the superhedging
strategies corresponding to the estimators and in Section 6 we partially extend the
results to a multiperiod setting. Section 7 discusses estimators piQN for generic
sets of martingale measures QN and derives necessary and sufficient conditions for
asymptotic consistency of estimators. In particular, it motivates the estimators
studied in Section 3. Finally, Section 8 studies in some detail convergence rates of
the plugin estimator pˆiN when d = 1. Appendix A contains proofs of many of the
results from the main body of the paper as well as some supplementary results.
Notation. We write P(A) for the set of probability measures on A ⊂ Rd. P ∈
P(Rd+) is a generic distribution for returns r so that EP[r] =
∫
Rd+
xP(dx). We let
M = {Q ∈ P(Rd+) : EQ[r] = 1} denote the set of martingale measures for the stock
price (S0, S1), where S0 > 0 is fixed and S1 = rS0. We write MA for the set of
martingale measures supported on A.
2. The plug-in estimator
Recall that we want to build an estimator for the superhedging price piP(g). The
easiest and possibly most natural way to do this is simply to replace the measure
P with the empirical measures PˆN . This yields the plugin estimator :
(2.1) pˆiN (g) := pi
PˆN (g).
In this section we develop the necessary tools to show asymptotic consistency of this
estimator and understand its properties. All the proofs are reported in Appendix
A.
2.1. Consistency. We now state the main result of this section:
Theorem 2.1. Let P ∈ P(Rd+) and g : Rd+ → R be Borel-measurable. Assume that
the observations r1, r2, . . . are i.i.d. samples from P. Then
lim
N→∞
pˆiN (g) = pi
P(g) P∞-a.s.(2.2)
4 JAN OB LO´J AND JOHANNES WIESEL
Remark 2.2. The above result readily extends to more general time series models,
e.g. with stationary and ergodic returns. More precisely, it holds for continuous g
and returns r1, r2, . . . such that almost surely PˆN ⇒ P with supp(PˆN ) ⊆ supp(P).
It then extends to Borel g if we further assume that {r1, r2, . . .} ⊂ ∪nKn a.s., where
the compacts Kn are given in the proof of Theorem 2.1.
The proof for a general g follows by Lusin’s theorem from the case of a continuous
claim g which in turn depends on the characterisation of the superhedging price
using concave envelopes, which we now recall.
Definition 2.3. Let g : Rd+ → R be Borel. For A ⊆ Rd+ and x ∈ A we define the
pointwise concave envelope
gˆA(x) = inf{u(x) | u : conv(A)→ R closed concave, u ≥ g on A}.
We define the P-a.s. concave envelope as
gˆP(x) = inf{g˜ : Rd+ → R closed concave | g˜ ≥ g P-a.s.}.
It is well known that in the definition of concave envelope above we could take
infimum over affine functions instead of concave functions. It follows from the
definition of the superhedging price in (1.1) that we have
(2.3) piP(1) = gˆP(1) and pˆiN (g) = gˆPˆN = gˆ{r1,...,rN}.
Figure 1. Concave envelope, corresponding to the superhedging price in (2.3),
in two dimensions with P uniform on [0, 2]2 for g(r) = |r − 1| (left) and g(r) =
|r − 1|1{|r−1|<1/2} + (1− |r − 1|)1{|r−1|≥1/2} (right).
Concave envelopes or more generally convex hulls of a set of discrete points and
their efficient computation has been a long studied object in many applied sciences.
Consequently there are a number of efficient numerical routines available for their
calculation. Naturally computational complexity increases with higher dimensions.
Nevertheless there exist algorithms determining approximative convex hulls, whose
complexity is independent of the dimension, see e.g. [SV16].
To establish dual formulation for the plugin estimator, assume now that no-arbitrage,
NA(P), holds and recall this implies the pricing-hedging duality, cf. (1.2). It turns
out that since supp(PˆN ) ⊆ supp(P) this already implies that NA(PˆN ) holds for N
large enough. More generally we have:
Proposition 2.4. Let P ∈ P(Rd+) and (PN )N∈N be a sequence of probability mea-
sures on Rd+ such that P
N ⇒ P and supp(PN ) ⊆ supp(P). Then
NA(P) ⇔ ∃N0 ∈ N s.t. NA(PN ) for all N ≥ N0.
In particular, if NA(P) holds then in the setup of Theorem 2.1 we also have
lim
N→∞
pˆiN (g) = lim
N→∞
sup
Q∼PˆN , Q∈M
EQ[g] = piP(g) P∞-a.s.(2.4)
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We close this section considering an extended setup where in addition to the traded
assets S, whose historical prices we observe, there also exist options in the market,
which can be used for hedging g. If the market enlarged with those options does
not allow for an arbitrage, the superhedging price of g in this market is again
approximated by the plugin-estimator, which now also allows for trading in the
options. More precisely, we have the following statement:
Corollary 2.5. Let P ∈ P(Rd+) and g : Rd+ → R be Borel-measurable. In addition
to the assets S, assume that there are d˜ traded options with continuous payoffs f1(r)
and prices f0 in the market. Define the evaluation map
e(r) = (r1, . . . , rd, f
1
1 (r)/f
1
0 , . . . , f
d˜
1 (r)/f
d˜
0 )
and P˜ := P ◦ e−1. Finally assume no arbitrage, NA(P˜), holds. Then, if the obser-
vations r1, r2, . . . are i.i.d. samples from P, we have
lim
N→∞
inf{x ∈ R | ∃H ∈ Rd+d˜ s.t. x+H(e(r)− 1) ≥ g(r) ∀r ∈ {r1, . . . , rN}}
= inf{x ∈ R | ∃H ∈ Rd+d˜ s.t. x+H(e(r)− 1) ≥ g(r) P-a.s.}
= sup
Q∼P, Q∈M, EQ(f1)=f0
EQ[g].
It is worth stressing that in the classical approach to pricing and hedging, the
historical returns are seen as physical measure inputs and might be used e.g. for
extracting stylised features which models should exhibit. In contrast, option prices
f0 are risk-neutral measure inputs and would be used to calibrate the pricing mea-
sures. To the best of our knowledge consistent use of both in one estimator has not
been achieved before.
2.2. Statistical robustness. Robustness of estimators is concerned with their sen-
sitivity to perturbation of the sampling measure P. To formalise this, suppose we
have a sequence of estimators TN which can be expressed as a fixed functional
T : P(Rd+)→ R evaluated on the sequence of empirical measures, i.e. TN = T (PˆN ).
This is clearly the case with the plugin estimator of the superhedging price in (2.1).
Hampel [Ham71] proposed the following definition of statistical robustness:
Definition 2.6 ([HR09], p. 42). Let r1, r2, . . . be i.i.d. with distribution P. The
sequence of estimators TN = T (PˆN ) is said to be robust at P if for every ε > 0
there is δ > 0 and N0 ∈ N such that for all P˜ and N ≥ N0 we have
dL(P, P˜) ≤ δ ⇒ dL(LP(TN ),LP˜(TN )) ≤ ε,
where dL is the Le´vy-Prokhorov metric
dL(P, P˜) := inf{δ > 0 | P(B) ≤ P˜(Bδ) + δ for all B ∈ B(Rd+)}.(2.5)
We sometimes say that TN is robust with respect to dL to stress the dependency on
the particular choice of the metric. A classical result of Hampel, see [HR09, Thm.
2.21], states that if T is asymptotically consistent, i.e.
TN = T (PˆN ) −→ T (P), for all P ∈ P(Rd+)
then TN is robust at P if and only if T (·) is continuous at P. The following theorem
characterises weak continuity of the superhedging price and hence also robustness of
its estimators. In particular it asserts that robustness of pˆiN is not given in general
and is directly related to the interplay of g and P.
Theorem 2.7. Let g be continuous and fix P ∈ P(Rd+). Then the functional
P˜ 7→ piP˜(g) is lower semicontinuous at P. It is continuous if and only if
piP(g) = sup
Q∈M
EQ[g].(2.6)
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In consequence, any asymptotically consistent estimator TN is robust at P only if
the above equality holds true.
In particular we see that, in general, the plugin-estimator pˆiN (g) is not robust w.r.t.
dL. The fact that this holds for any asymptotically consistent estimator suggests
strongly that the classical definition of robustness is not adequate. The superhedg-
ing price piP(g) is concerned with the support of P in the sense that for P1,P2 ∈
P(Rd+) with equal supports, and for a continuous g, we have piP1(g) = piP2(g). The
fundamental reason why robustness fails is that any δ-perturbation in the Le´vy-
Prokhorov sense allows for arbitrary changes to the support:
Lemma 2.8. Any probability measure P ∈ P(Rd+) can be written as a weak limit
of probability measures PN with supp(PN ) = Rd+.
Further, even if P satisfies no-arbitrage, measures in its neighbourhood may not
and one may not employ (1.2) for these.
2.3. Financial robustness. The plugin estimator pˆiN not only lacks statistical
robustness, as seen above, but is also not a (financially) robust estimate of risk.
In fact, it converges to the superhedging price from below, i.e. pˆiN ↗ piP. While
monotonicity might be a welcome property, the direction of convergence is not.
From a risk-management perspective one would like to find a consistent estimator
for the P-a.s. superhedging price converging from above, so the estimates decrease
when additional information is taken into account. However, as we now show,
this is not possible in general. As a direct consequence of the discontinuity of
the superhedging functional with respect to the Le´vy-Prokhorov metric dL, the
convergence from above at some confidence level cannot be achieved in practical
applications.
Proposition 2.9. Let P ∈ P(Rd+) satisfy NA(P) and g be bounded and Lipschitz
continuous. Then, there exists no consistent estimator TN of pi
P(g) such that for a
confidence level α ∈ [0, 1] there exists N0 ∈ N and
P∞
(
TN ≥ sup
Q∈M, Q∼P
EQ[g] for all N ≥ N0
)
≥ α(2.7)
for all P ∈ P(Rd+).
Proof. We give the following counterexample: Define ω1 = (1, 1, ...), Pn = (1 −
1/n)δ1+(1/n)λ[0,2] and g(r) = |1−r|∧1. Obviously Pn ⇒ δ1 and supQ∼δ1 EQ[g] = 0
as well as supQ∼Pn, Q∈M EQ[g] = 1 for all n ∈ N. By consistency we must have
TN (ω1)→ 0 as N →∞, in particular we can assume TN0(ω1) < 1. Thus
P∞n (TN ≥ 1 for all N ≥ N0) = 1− P∞n (TN < 1 for some N ≥ N0)
≤ 1− PN0n ({ω1}) = 1− (1− 1/n)N0 → 0 (n→∞).

Thus, in order to achieve the above property (2.7) it is necessary to make additional
assumptions on P and g. We show that this is possible for suitably conservative
estimators, see Section 3.2 below. In the case of the plugin estimator, we can
never achieve convergence from above but we can develop understanding of the
order of magnitude of the difference piP(g) − pˆiN (g). We first do this by studying
the convergence rates, see also Section 8. Secondly, we achieve this via notions of
statistical robustness suited for the plugin estimator, see Section 4.2.
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2.4. Convergence rates. We investigate now the convergence rate in (2.4). This
was motivated by financial considerations above but is also of independent interest.
We focus on the one-dimensional case and let FP denote the cumulative distribution
function of P ∈ P(R+). We define
dN = sup
r∈R+
|F
PˆN
(r)− FP(r)|
and recall the the convergence rate for dN is given by, see e.g. [Kos08, Thm. 11.6],
Lemma 2.10 (Dvoretzky-Kiefer-Wolfowitz). Let P ∈ P(R+). Then for every ε > 0
P∞(dN > ε) ≤ 2e−2Nε2 .
Definition 2.11. For N ∈ N and k = 1, . . . , b1/(3dN )c we define the interquantile
distance
κNk = F
−1
P (3kdN )− F−1P (3(k − 1)dN ∨ 0+) for k = 1, . . . b1/(3dN )c.
Furthermore we set
κN0 =
{
F−1P (1)− F−1P (1− dN ) if P has bounded support,
0 otherwise.
and let κN = supk∈{0,...,b1/(3dN )c} κ
N
k .
We can now establish the speed of convergence for the plug-in estimator. The proof,
along with further results, is presented in Section 8.
Theorem 2.12. Take P ∈ P(R+) satisfying NA(P). Let g be bounded and uni-
formly continuous with |g(r) − g(r˜)| ≤ δ(|r − r˜|) for some δ : R+ → R+ such that
δ(r)→ 0 for r → 0. Then, as N →∞,
piP(g)− pˆiN (g) = sup
Q∼P, Q∈M
EQ[g]− sup
Q∼PˆN , Q∈M
EQ[g]
=
{O(δ(κN )) if P has bounded support,
O
(
δ(κN ) + 1
F−1
P
(1−dN )
)
otherwise.
Remark 2.13. When the support of P is bounded, the above result holds for all
continuous g. Furthermore κN tends to 0 as N →∞.
3. Improved estimators for the P-a.s. superhedging price
In the last section we have seen that the plugin estimator is asymptotically con-
sistent but has important shortcomings from a statistical and financial point of
view. To address these, we propose now new estimators and investigate their as-
ymptotic behaviour as well as their robustness. To construct these, we consider
“balls” around the empirical measure PˆN and we rely on recent convergence rate
results of PˆN to P for the choice of the radius for our balls.
We start by considering balls in the Wasserstein−∞ metric, which offers a very
good control over the support but where we need to make strong assumptions on P
to control the rate of convergence for PˆN . Subsequently, in Section 3.2, we consider
Wasserstein−p metrics, p ≥ 1. The use of weaker metrics allows us to treat all
measures with a finite exponential moments but requires a suitable penalisation
approach in addition to the control over Wasserstein distance. Our estimators rely
on a suitable combination of results on convergence of empirical measures with
insights into pricing and control over martingale densities. Similarly to the spirit of
Corollary 2.5 above, we combine the physical measure- and the risk neutral measure-
arguments, see e.g. (3.4). Finally, in Section 3.3, we consider much larger balls,
indeed all of M, and let penalisation select the appropriate measures.
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3.1. WassersteinW∞ balls. When considering robustness of the plugin estimator
we saw that to consider measures in a ball around PˆN we have to consider a notion
of distance which, unlike the Le´vy-Prokhorov metric, controls the supports. This is
achieved by
W∞(P, P˜) := inf{ε > 0 | P(B) ≤ P˜(Bε), P˜(B) ≤ P(Bε) ∀B ∈ B(R+)},(3.1)
which is known as the Wasserstein-∞ distance. A direct comparison of (3.1) with
(2.5) reveals that W∞ controls support in the way that dL does not. However,
one immediate issue with considering W∞ is that if P has unbounded support
then W∞(P, PˆN ) = ∞ for all N ∈ N since PˆN are finitely supported. For this
reason, and also to obtain appropriate confidence intervals, in order to build a good
estimator using W∞-balls we have to impose relatively strong assumptions on P:
Assumption 3.1. P ∈ P(A) for a connected, open and bounded set A ⊆ B(R+)
with Lipschitz boundary. Furthermore P admits a density ρ : A→ (0,∞) such that
there exists α ≥ 1 for which 1/α ≤ ρ(r) ≤ α on A.
Under the above assumption, we have explicit bounds on W∞(P, PˆN ). The case
d = 1 follows from Kiefer-Wolfowitz bounds and is shown in the Appendix. The
case d ≥ 2 was established in [TS14, Thm. 1.1].
Lemma 3.2. Assume that P fulfils Assumption 3.1 and NA(P) holds. Furthermore
let r1, r2, . . . are i.i.d. samples from P. If d = 1, then except on a set with probability
of order exp(−2√N), W∞(P, PˆN ) ≤ lN (1, α,A) := αN−1/4.
If d ≥ 2, then except on a set with probability O(N−2),
W∞(P, PˆN ) ≤ lN (d, α,A) := C(α,A)
{
log(N)3/4
N1/2
if d = 2,
log(N)1/d
N1/d
if d ≥ 3.
We let B∞ε (P) denote a W∞-ball of radius ε around P. The above lemma allows
to deduce consistency of the estimator based on such W∞ balls:
Proposition 3.3. Consider P ∈ P(Rd+) satisfying NA(P) and Assumption 3.1,
and let α, lN := lN (d, α,A) be as in Lemma 3.2. Let g be a continuous function
and r1, r2, . . . be i.i.d. samples from P. Then
pˆi∞N (g) := sup
ν∈B∞lN (PˆN )
piν(g)↘ piP(g), N →∞.
Proof. From Lemma 3.2, an application of Borel-Cantelli shows that, P∞-a.s., for
N large enough P ∈ B∞lN (PˆN ) and, in particular, pˆi∞N ≥ piP. Further, clearly
dH(supp(P), supp(P˜)) ≤ W∞(P, P˜), where dH is the Hausdorff distance between
closed subsets in Rd. Thus for all ν ∈ B∞lN (PˆN ) we have supp(ν) ⊆ supp(P)2lN ,
a compact on which g is uniformly continuous. For measures supported on this
compact, Proposition 4.4 yields uniform continuity of P˜→ piP˜ with respect toW∞,
which in turn implies consistency of pˆi∞N and concludes the proof. 
Thus pˆi∞N is not only consistent but also financially robust. We shall see in Section
4.2 below, that it is also statistically robust with respect to W∞, see Corollary 4.8.
However, these result only hold for measures P which satisfy Assumption 3.1. In
the next section we introduce a family estimators which exhibit similar desirable
properties for much larger class of measures P.
3.2. Wasserstein Wp balls and martingale densities. We assume no-arbitrage
NA(P) holds and exploit (1.2) to consider estimators of the form
(3.2) piQN (g) := sup
Q∈QN
EQ[g]
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for different specifications of the sets of martingale measures QN based on “balls”
around PˆN . In order to guarantee asymptotic consistency we have to ascertain
that the true measure P is contained in these balls and that we have some control
over the tails of the martingale measures in QN . Our crucial insight, following
recent work of [EK15], is to work with Wasserstein metrics defined, for p ≥ 1 and
P, P˜ ∈ P(Rd+) with a finite pth moment, by
Wp(P, P˜) =
(
inf
{∫
Rd+×Rd+
|r − s|pγ(dr, ds)
∣∣∣∣ γ ∈ Γ(P, P˜)
})1/p
where Γ(P, P˜) is the set of probability measures on Rd+ × Rd+ with marginals P
and P˜. In case p = 1, [Kel82] showed that Kantorovitch-Rubinstein duality has a
particularly nice expression:
W1(P, P˜) = sup
f∈L1
∣∣∣∣∫
R
f(y)dµ(y)−
∫
R
f(y)dν(y)
∣∣∣∣ ,(3.3)
where L1 denotes the 1-Lipschitz continuous functions f : Rd+ → R. A Wasserstein
ball around P is denoted
Bpε (P) = {P˜ ∈ P(Rd+)|Wp(P, P˜) ≤ ε}.
In this section we consider r1, . . . , rN i.i.d. with distribution P. All of the results
also hold for a general stationary and ergodic processes, as long as confidence sets
as in Lemma A.2 can be established (in the case of Markov chains see for example
[DFM+16]). For a given ε ≥ 0 and k ∈ (0,∞], let
Dpε,k(P) :=
{
Q ∈M
∣∣∣∣ ∃ν ∈ Bpε (P), ∥∥∥∥dQdν
∥∥∥∥
∞
≤ k
}
.(3.4)
One’s first intuition might be to use QN = DpεN ,∞(PˆN ) in (3.2). Interestingly, this
does not work as the balls are too large. Indeed, Wasserstein distance metrises weak
convergence and Lemma 2.8 shows that any ball around PˆN includes measures with
full support. As it turns out, to obtain a consistent estimator a subtle interplay is
required between εN and kn. We also need to assume finiteness of an exponential
moment:
Assumption 3.4. There exist a, c > 0 such that Ea,c(P) := EP(exp(c|r|a)) <∞.
Under Assumption 3.4 [FG15], see also [EK15], used concentration of measure tech-
niques to obtain rates of the exponential decay for PN (W(P, PˆN ) ≥ ε), see Lemma
A.2. This allows to compute explicitly a function εN : (0, 1) → R+, given in (A.1)
in the Appendix, with εN (β)↘ 0 as N →∞, such that
PN (W(P, PˆN ) ≥ εN (β)) ≤ β, N ≥ 1.
We state now the main result in this section. Its proof is reported in Appendix A.2.
Theorem 3.5. Let g be Lipschitz continuous and bounded from below, p ≥ 1, and
βN ∈ (0, 1) satisfy
∑∞
n=0 βN < ∞ and limN→∞ εN (βN ) = 0. Pick a sequence
kN = o(1/εN (βN )). Then for P satisfying NA(P) and Assumption 3.4
lim
N→∞
piQˆN = pi
P(g) P∞ − a.s.,
for QˆN := DpεN (βN ),kN (PˆN ).
The above result shows that piQˆN is an asymptotically consistent estimator of pi
P.
Note that we assume no arbitrage NA(P) so that, using (1.2), the convergence above
is equivalent to
lim
N→∞
sup
Q∈QˆN
EQ[g] = sup
Q∼P, Q∈M
EQ[g] P∞ − a.s.
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We write QˆpN = QˆN when we want to stress the dependence on p. As mentioned
above, the consistency depends crucially on the choice of QˆN . We discuss this
further and motivate the above choice in Section 7. For p > 1, Dpε,k(P) are weakly
compact but D1ε,k(P) is not even weakly closed in general, see Lemma A.4. In case
of p = 1, taking weak closure of Qˆ1N could destroy the asymptotic consistency of
the estimator, e.g. take g(r) = (r − 1) in the example in the proof of Lemma A.4.
For the particular choice of βN = exp(−
√
N) an explicit computation yields that
for N large enough we have
εN (βN ) =
(
log(c1 exp(
√
N))
c2N
)1/min(max(d/p,2),a/(2p))
∼ 1
N1/min(max(2d/p,4),a/p)
.
However many other choices of βN are feasible. The essential point, see Lemma
A.3, is that for N large enough the true distribution P is within a 2εN (βN )-ball
around any measure P˜ in an εN (βN )-ball around PˆN . This allows us to deduce a
sufficient condition for financial robustness of our estimator:
Corollary 3.6. In the setup of Theorem 3.5, let g be such that
∃C ∈ R+ s.t. sup
Q∈M, ‖ dQdP ‖∞≤C
EQ[g] = sup
Q∼P, Q∈M
EQ[g] = piP(g).(3.5)
Then piQˆN (g) ≥ piP(g) for N large enough so that the estimator is asymptotically
consistent and converges from above.
The condition (3.5) is motivated by an approximation result, see Lemma 8.2. It
allows us also to consider the case when we are unsure about the true measure P
and instead prefer to superhedge under all measures in its small neighbourhood.
Corollary 3.7. In the setup of Theorem 3.5, fix C > 0 and assume there exists
Q ∈M, ‖dQ/dP‖∞ < C. Consider CN → C and a fixed ε > 0. Then
lim
N→∞
sup
Q∈Dpε+εN ,CN (PˆN )
EQ[g] = sup
Q∈M:‖ dQdν ‖∞<C
EQ[g] P∞-a.s.
The proof is reported in Appendix A.2. We close this section with two examples
illustrating that the assumptions on regularity of g in Theorem 3.5 can not be easily
relaxed.
Example 3.8 (g unbounded, not Lipschitz). Set g(r) = (r − 1)2 and P = δ1. For
rN ≥ 2 consider the measures
νN =
εN (βN )
2
δ0 +
(
1− rN εN (βN )
2(rN − 1)
)
δ1 +
εN (βN )
2(rN − 1) δrN
and
QN =
εN (βN )
2
√
εN (βN )
δ0 +
(
1− rNεN (βN )
2(rN − 1)
√
εN (βN )
)
δ1 +
εN (βN )
2(rN − 1)
√
εN (βN )
δrN .
Then W1(νN , δ1) ≤ εN (βN ), ∥∥∥∥dQNdνN
∥∥∥∥
∞
≤ 1√
εN (βN )
and choosing rN = 1/εN (βN ) we find
EQN [g] ≥
√
εN (βN )
2(1/εN (βN )− 1)(1/εN (βN )− 1)
2 →∞, as N →∞.
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Example 3.9 (g bounded, discontinuous). Set g(r) = 1{r 6=1} and P = δ1. Let
νN =
1
2
δ1−εN (βN )/2 +
1
2
δ1+εN (βN )/2,
then W1(νN , δ1) = εN (βN )/2. We conclude
lim
N→∞
sup
Q∈DN (δ1)
EQ[g] ≥ lim
N→∞
sup
QνN , Q∈M
EQ[g] = 1 6= 0 = sup
Q∼P, Q∈M
EQ[g].
Let us remark that piQˆN (g) acting on infinite dimensional spaces is bounded by a
more sophisticated version of the plugin estimator. To see this define the Average
Value at risk of g at level 1/kN by
AV@RP1/kN (g) = max
Q∼P, ‖dQ/dP‖∞≤kN
EQ[g].
In dimension one, d = 1, it can be re-expressed, see [FS04, Thm. 4.47], as
AV@RP1/kN (g) := kN
∫ 1
1−1/kN
F−1
P◦g−1(x)dx
which makes the link with the classical Value-at-Risk apparent.
The following continuity property of AV@RP1/kN (g) proves useful:
Lemma 3.10 ([Pic13], Cor. 11, p.). For g ∈ L1 and P, P˜ ∈ P(Rd+) we have∣∣∣AV@RP1/kN (g)−AV@RP˜1/kN (g)∣∣∣ ≤ kNW1(P, P˜)
Corollary 3.11. Let g be 1-Lipschitz and P ∈ P(Rd+) satisfying NA(P). Then
inf
H∈Rd
AV@RPˆN1/kN (g(r)−H(r − 1))
≤ inf
H∈Rd
sup
P∈B1
εN (βN )
(PˆN )
AV@R(g(r)−H(r − 1)) = piQˆN (g)(3.6)
≤ inf
H∈Rd
AV@RPˆN1/kN (g(r)−H(r − 1)) + 2kNεN (βN )
Proof. Note that
piQˆN (g) = sup
P∈B1
εN (βN )
(PˆN )
sup
‖dQ/dP‖∞≤kN
inf
H∈Rd
EQ(g −H(r − 1)).
We now want to interchange the two suprema and the infimum above, which can
be done by the same arguments as in [Bar16][Proofs of Theorem 3.1 and Lemma
3.2] noting that
1 ∈ ri({EQ(r) | ∃ν ∈ B1εN (βN )(PˆN ) s.t. ‖dQ/dν‖∞ ≤ kN}).
This implies
piQˆN (g) = infH∈Rd
sup
P∈B1
εN (βN )
(PˆN )
sup
‖dQ/dP‖∞≤kN
EQ(g −H(r − 1))
= inf
H∈Rd
sup
P∈B1
εN (βN )
(PˆN )
AV@R1/kN (g −H(r − 1))
The first inequality in (3.6) is trivial, while the second inequality follows from
2-Lipschitz-continuity of g(r) − H(r − 1) for |H| ≤ 1 and continuity of P 7→
AV@RP1/kN (g − H(r − 1)) wrt. to the 1-Wasserstein distance given in Lemma
3.10. 
Remark 3.12. By translation-invariance of AV@RP1/kN (·) we can write in particular
inf
H∈Rd
AV@RP1/kN (g(r)−H(r − 1))
= inf
{
x ∈ R | ∃H ∈ Rd s.t. AV@RP1/kN (g(r)−H(r − 1)− x) ≤ 0
}
.
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The RHS can be construed as a superhedging price, where the acceptance cone is
given by an AV@R constraint.
We illustrate convergence results of the estimators piQˆN (g) in Figure 2, where we
used N = 104 realisations and 103 runs. To speed up calculations we in fact used
the upper bound on the estimator given in (3.6).
100 101 102 103 104
10 1
100
Plugin
Wasserstein
True Value
100 101 102 103 104
10 1
100
Plugin
Wasserstein
True Value
Figure 2. Convergence of Wasserstein estimators according to Theorem 3.5 with
g(r) = (1 − r)1{r≤1 −
√
r − 11{r>1}, P = Exp(1) (left) and g(r) = (r − 2)+,
P = exp(N (0, 1)) (right).
3.3. A penalty approach: estimator for discontinuous payoffs. In the previ-
ous sections we introduced the estimator piQˆN where QˆN were based on Wasserstein
balls around PˆN . This estimator allowed us to address fundamental shortcomings
of the plugin estimator but, as the counterexamples demonstrated, it is only asymp-
totically consistent under suitable regularity assumptions on g and/or further as-
sumptions on P. To construct an estimator which would be consistent also for
discontinuous payoffs while preserving some of the desirable robustness properties
of piQˆN , it is natural to turn to penalty methods used in risk measures and their
representations as non-linear expectations. Namely we use the maximum norm of
the Radon-Nykodym derivative, rather than the Wasserstein distance, in the penal-
isation term.
Theorem 3.13. Let NA(P) hold and let g : Rd+ → R+ be Borel-measurable and
bounded by some constant C > 0. Then for any CN
N→∞−→ C we have
lim
N→∞
sup
Q∈M
(
EQ[g]− CN
(
inf
Qˆ∼PˆN , Qˆ∈M
∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
− 1
))
= sup
Q∼P, Q∈M
EQ[g](3.7)
P∞−a.s., where for two probability measures Q, Qˆ the expression
∥∥∥dQˆdQ∥∥∥∞ =∞ if Qˆ
is not absolutely continuous wrt. Q.
4. Statistical robustness of superhedging price estimators
Recall that in Theorem 2.7 we showed that classical robustness in the sense of
Hampel can not hold unless the superhedging price is trivial in that (2.6) holds.
This is closely related to properties of Le´vy-Prokhorov metric, see Lemma 2.8, and
we are naturally led to consider stronger metrics than dL, which offer a better
control on the support. Below, we investigate the use of Wasserstein distances.
First we consider Wp for p ≥ 1 which is sufficient to establish robustness of the
estimator piQˆN from Section 3.2. Then we turn to an even stronger metric W∞
which is needed to study the plugin estimator.
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Figure 3. Convergence of penalty estimators according to Theorem 3.13 with P =
P10 from Example 8.1, g(r) = 1{r≤0.5} (left) and P = Exp(1), g(r) = 1{r≤0.5}
(right).
4.1. Robustness with respect to the Wasserstein-Hausdorff metric. Fol-
lowing [LL17] we consider Wasserstein-Hausdorff distance, i.e. a Hausdorff distance
between subsets of P(Rd+) equipped with Wp:
Definition 4.1. Let P, P˜ ⊆ P(Rd+). The p-Wasserstein-Hausdorff metric between
sets P and P˜ is given by
Wp(P, P˜) := max
(
sup
P∈P
inf
P˜∈P˜
Wp(P, P˜), sup
P˜∈P˜
inf
P∈P
Wp(P, P˜)
)
.
In this generality Wp(P, P˜) can take the value infinity. Properties of this quantity
are discussed in [LL17] assuming compactness and uniform integrability of P and
P˜. We apply this distance to the sets of the form QˆN = DpεN (βN ),kN (PˆN ), see (3.4),
and we note that D1εN (βN ),kN (PˆN ) is neither compact nor uniformly integrable, see
Lemma A.4. We used these sets in Section 3.2 to define consistent estimators piQˆN ,
see (3.2) and Theorem 3.5. The following establishes their robustness:
Theorem 4.2. Fix p ≥ 1. The estimator piQˆN studied in Theorem 3.5 is robust
with respect to the p-Wasserstein-Hausdorff metric in the sense that
sup
g∈L1
∣∣∣piQˆ1N (g)− piQˆ2N (g)∣∣∣ ≤ Wp(Qˆ1N , Qˆ2N ),
where QˆiN = DpεN (βN ),kN (PˆiN ) for Pi ∈ P(Rd+), i = 1, 2.
Proof. Note that for all g ∈ L1 and Q1 ∈ DpN (Pˆ1N ) as well as Q2 ∈ DpN (Pˆ2N ) we
have
EQ1 [g]− EQ2 [g] =
∫
Rd+×Rd+
g(r)− g(s)dpi(r, s) ≤
∫
Rd+×Rd+
|r − s|dpi(r, s),
where pi is a probability measure on Rd+ ×Rd+ with marginals Q1 and Q2. Taking
the infimum over all these probability measures pi yields
EQ1 [g]− EQ2 [g] ≤ Wp(Q1,Q2)
for all p ≥ 1. The claim follows. 
Remark 4.3. It follows in particular that if P1,P2 admit no arbitrage then limN→∞Wp(Qˆ1N , Qˆ2N ) =
0 implies P1 = P2. Indeed, otherwise there exists a Lipschitz continuous function
g such that
sup
Q∼P1, Q∈M
EQ[g] 6= sup
Q∼P2, Q∈M
EQ[g],
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so, by consistency, limN→∞Wp(Qˆ1N , Qˆ2N ) > 0, P∞-a.s.
4.2. Robustness with respect to W∞ and perturbations of the support.
We reconsider now robustness of the plugin estimator from Section 2. In analogy
to the previous section, it seems natural to simply consider the Hausdorff distance
between the supports of Pˆ1N and Pˆ
2
N . Accordingly, we let dH denote the Hausdorff
metric on closed subsets of Rd+ and consider dH(supp(P), supp(P˜)) for two proba-
bility measures P, P˜. Note that this defines an extended pseudometric on P(Rd+).
It can take the value infinity (e.g. if supp(P) is bounded, while supp(P) is not) and
dH(supp(P), supp(P˜)) = 0 implies supp(P) = supp(P˜), but not P = P˜.
Proposition 4.4. Let g : Rd+ → R be uniformly continuous. Then the functional
P(Rd+) 3 P→ piP(g) is uniformly continuous w.r.t. the pseudo-metric dH(supp(P), supp(P˜)).
Proof. Fix P ∈ P(Rd+) and let δ : R+ → R+ be the modulus of continuity for g.
Take ε > 0 and γ > 0 with δ(γ) ≤ ε/3. There exists H ∈ Rd such that
piP(g) + ε/3 +H(r − 1) ≥ g(r) on supp(P).
Note that we can without loss of generality assume that |H| is bounded by a constant
which depends on g but does not depend on P. This is due to the fact that the
superdifferential of a the concave envelope of g contains its partial derivatives. These
are bounded as g is uniformly continuous, see e.g. [OW][Lemma 4.6].
Consider any P˜ ∈ P(Rd+) such that dH(supp(P), supp(P˜)) < min{ε/(3|H|), γ}.
Then for every r˜ ∈ supp(P˜) there exists r ∈ supp(P) such that |H||r− r˜| ≤ ε/3 and
|g(r)− g(r˜)| ≤ ε/3. Thus
piP(g) + ε+H(r˜ − 1) ≥ piP(g) + 2ε/3 +H(r − 1) ≥ g(r) + ε/3 ≥ g(r˜).
Thus piP˜(g) ≤ piP(g) + ε. Exchanging the roles of P and P˜ yields the claim. 
Alas, this does not allow us to recover statistical robustness of the plugin estimator
as the pseudometric we introduced above does not admit control over the tails of
P, which is needed to prove a result similar to Hampel’s theorem (see [HR09, Thm.
2.21]).
Let us recall the definition of the Le´vy metric
dL(P, P˜) = inf{ε > 0 | P(B) ≤ P˜(Bε) + ε ∀B ∈ B(Rd)}.
From an intuitive point of view, if dL(P, P˜) ≤ ε, then P˜ can be obtained from
P by redistributing mass ε to arbitrary points on Rd+, while mass 1 − ε can only
be moved in an ε-neighbourhood (in the Euclidean distance) of where P allocated
mass. As we have observed before, the former operation causes problems, as it
changes the null sets of the measure uncontrollably. To obtain robustness, we have
to restrict redistribution of mass to an ε-neighbourhood. We thus propose the use
of the metric
W∞(P, P˜) := inf{ε > 0 | P(B) ≤ P˜(Bε), P˜(B) ≤ P(Bε) ∀B ∈ B(R+)},
which is known as the∞-Wasserstein distance. This leads to the following extended
notion of robustness:
Definition 4.5. Let P ⊆ P(Rd+) and r1, r2, . . . be i.i.d. with distribution P ∈ P
and TN = T (PˆN ) be a sequence of estimates for T . The sequence is called robust
at P ∈ P w.r.t. W∞ on P, if for all ε > 0 there exist δ > 0 and N0 ∈ N such that
for all N ≥ N0 and all P˜ ∈ P
W∞(P˜,P) ≤ δ ⇒ dL(LP˜(TN ),LP(TN )) ≤ ε.
The following asserts robustness of the plugin estimator in the above sense and is
the main result in this section.
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Theorem 4.6. Let P ∈ P(Rd+) such that NA(P) holds. Then, for a uniformly
continuous g, the plugin estimator pˆiN (g) is robust at P w.r.t. W∞ on P(Rd+).
From the proof of the above result we deduce ways to weaken the continuity as-
sumption on g and obtain robustness on some P ⊆ P(Rd+).
Corollary 4.7. Let P ∈ P(Rd+) such that NA(P) holds.
(i) Let g be continuous and P ⊆ P(Rd+). If P ∈ P and for all δ > 0, there
exists a compact set K ⊆ Rd+ such that
sup
P˜∈P
(
piP˜(g)− piP˜(·|K)(g)
)
≤ δ,
then pˆiN (g) is robust at P wrt. W∞ on P.
(ii) Let g be a continuous function of linear growth and P ⊆ P(R+). If P ∈ P,
P is uniformly integrable and for all δ > 0 there exists C > 0 such that
sup
P˜∈P
(
piP˜(g)− sup
‖dQ/dP˜‖∞≤C, Q∈M
EQ[g]
)
≤ δ,(4.1)
then pˆiN is robust at P wrt. W∞ on P.
The proofs of Theorem 4.6 and Corollary 4.7 are reported in Appendix A.3. We
close this section with a result on robustness of pˆi∞N (g) from Proposition 3.3.
Corollary 4.8. Let g be a continuous function. The estimator pˆi∞N (g) from Propo-
sition 3.3 is robust w.r.t. W∞ on P(Rd+) at a P ∈ P(Rd+) satisfying NA(P) and
Assumption 3.1.
Proof. Recall that P has compact support so that we can assume that g is uniformly
continuous. Theorem 4.6 then shows robustness of piP. Thus, for any ε > 0, there
exists δ > 0 and N0 ∈ N such that for all N ≥ N0 and all P˜ ∈ P(Rd+) we have:
W∞(P˜,P) ≤ δ ⇒ dL(LP˜(pˆiN ),LP(pˆiN )) ≤ ε/3.
Observe that W∞(P˜,P) implies dH(supp(P), supp(P˜)) ≤ δ. Proposition 4.4 there
exists N1 ≥ N0 such that for all N ≥ N1 and for all ν ∈ B∞lN (PˆN ) we have
|piν(g)− piPˆN (g)| ≤ ε/3. This concludes the proof. 
5. Convergence of Superhedging strategies
Given the consistency results of Sections 2 & 3 establishing convergence of super-
hedging prices we now turn to the convergence of the corresponding superhedging
strategies. We start with the case of the plugin estimator.
Theorem 5.1. Let r1, r2, . . . be such that PˆN ⇒ P for some P ∈ P(Rd+) and
supp(PˆN ) ⊆ supp(P). Then under NA(P) for every sequence of trading strategies
(HN )N∈N satisfying
pˆiN (g) +H
N (r − 1) ≥ g(r) PˆN -a.s.
there exists a subsequence (Hnk)k∈N converging to some H ∈ Rd which satisfies
piP(g) +H(r − 1) ≥ g(r) P-a.s.
Proof. Note that we can assume without loss of generality that HN ∈ lin(supp(P)−
1) for all N ∈ N. NA(P) implies that the sequence (HN )N∈N is bounded. Indeed,
assume towards a contradiction that HN →∞. Clearly HN/|HN | → H˜ ∈ Rd with
|H˜| = 1. Also since
pˆiN (g) +H
N (r − 1)− g(r) ≥ 0 PˆN -a.s.
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we conclude H˜(r − 1) ≥ 0 on supp(P). By NA(P) H˜(r − 1) = 0 follows P-a.s. and
as H˜ ∈ lin(supp(P) − 1)) we have H˜ = 0, which contradicts |H˜| = 1. This shows
that (HN )N∈N is bounded. Thus there exists a subsequence (Hnk)k∈N of (HN )N∈N
such that Hnk → H. Lastly we note that for each r ∈ {r1, . . . , } we have
piP(g) +H(r − 1) = lim
k→∞
(pˆiNk(g) +H
Nk(r − 1)) ≥ g(r).
Thus the claim follows for continuous g. As in the proof of Theorem 2.1 we can then
extend the result to general g using Lusin’s theorem. This concludes the proof. 
Remark 5.2. The above claim remains true if we replace pˆiN by any consistent
estimator which dominates pˆiN . In particular it is valid for the W∞-estimator pˆi∞N
introduced in Proposition 3.3 and the penalty estimator introduced in Theorem
3.13.
In general one cannot replace the claimHNk → H in Theorem 5.1 byHN → H ∈ Rd
as the following example shows.
Example 5.3. Take d = 1 and
PˆN =
1
1− 2N
N∑
k=1
2−kδ1−(−2)−k+1 .
Let g(r) = 1− |r − 1|. Note that PN ⇒ P := ∑∞k=1 2−kδ1−(−2)−k+1 and
piPN (g) = 1− 2
3
2−N+2 ↑ piP(g) = 1.
Then the sequence of superhedging strategies (HN )N∈N is uniquely determined as
the slope of the line through the points (1 − (−2)−N+2, g(1 − (−2)−N+2)), (1 −
(−2)−N+1, g(1− (−2)−N+1)), i.e.
HN =
|1− (−2)−N+2 − 1| − |1− (−2)−N+1 − 1|
1− (−2)−N+1 − 1 + (−2)−N+2 =
2−N+2 − 2−N+1
−(−2)−N+1 + (−2)−N+2
=
1
3(−1)N+2 =
(−1)N
3
,
which diverges.
Next we establish a corresponding result for the Wasserstein estimator piQˆN (g).
Recall the definition of AV@R given in Section 3.
Theorem 5.4. Let g be Lipschitz continuous and bounded from below. Also let
W1(PˆN ,P) ≤ εN (βN ) for large N ∈ N, kN = o(1/εN (βN )) and limN→∞ piQˆN (g) =
piP(g). Then for every sequence of trading strategies (HN )N∈N satisfying
AV@RPˆN1/kN
(
g(r)−HN (r − 1)− piQˆN (g)− 1/N
)
≤ 0(5.1)
there exists a subsequence (HNk)k∈N converging to some H ∈ Rd which satisfies
piP(g) +H(r − 1) ≥ g(r) P-a.s.
Proof. As in Lemma 3.11, we see that
piQˆN (g) ≥ inf
{
x ∈ R | ∃H ∈ Rd s.t. AV@RPˆN1/kN (g −H(r − 1)− x) ≤ 0
}
.
Recall limN→∞ piQˆN (g) = pi(P) P
∞-a.s. and fix C > 0. As g is Lipschitz continuous
Lemma 3.10 shows that for all |H| ≤ C
∣∣∣AV@RPˆN1/kN (g(r)−H(r − 1)− piQˆN (g))−AV@RP1/kN (g(r)−H(r − 1)− piQˆN (g))∣∣∣
(5.2)
≤ C˜kNW1(PˆN ,P) ≤ C˜kNεN (βN )
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for some C˜ > 0. Note that similarly to the arguments in the proof of Theorem 5.1
we can assume that (HN )N∈N is bounded, so a subsequence of (HN )N∈N (which we
also denote by (HN )N∈N for convenience) converges to some H ∈ Rd. Fix N ∈ N.
Then for all M ≥ N we have
sup
‖dP˜/dPˆN‖∞≤kN
EP˜[g(r)−HM (r − 1)− piQˆM (g)− 1/M ]
≤ 2C˜kNεN (βN ) + sup
‖dP˜/dPˆM‖∞≤kN
EP˜[g(r)−HM (r − 1)− piQˆM (g)− 1/M ]
≤ 2C˜kNεN (βN ) + sup
‖dP˜/dPˆM‖∞≤kM
EP˜[g(r)−HM (r − 1)− piQˆM (g)− 1/M ] ≤ 2kN C˜εN (βN ).
Let ε > 0. Then∣∣∣ sup
‖dP˜/dPˆN‖∞≤kN
EP˜
[
g(r)−HM (r − 1)− piQˆM (g)− 1/M
]
− sup
‖dP˜/dP‖∞≤kN
EP˜
[
g(r)−H(r − 1)− piP(g)] ∣∣∣
≤ C˜kNW1(PˆN ,P) +
∣∣∣ sup
‖dP˜/dP‖∞≤kN
EP˜
[
g(r)−HM (r − 1)− piQˆM (g)− 1/M
]
− sup
‖dP˜/dP‖∞≤kN
EP˜
[
g(r)−H(r − 1)− piP(g)] ∣∣∣(5.3)
≤ ε
by (5.2) and N ≤M large enough, where (5.3) above is estimated by
sup
‖dP˜/dP‖∞≤kN
∣∣∣EP˜ [g(r)−HM (r − 1)− piQˆM (g)− 1/M]− EP˜ [g(r)−H(r − 1)− piP(g)]∣∣∣
≤ sup
‖dP˜/dP‖∞≤kN
|HM −H||EP˜[r − 1]|+ |piP(g)− piQˆM (g)− 1/M | → 0 (M →∞).
As ε > 0 was arbitrary, this implies
sup
‖dP˜/dP‖∞<∞
EP˜
[
g(r)−H(r − 1)− piP(g)] ≤ 0.
This concludes the proof. 
6. Multiperiod results
In this section we partly extend results from Sections 2 and 3 to the case T > 1. As
before we assume g : (Rd+)
T → R is Borel. Let F be generated by the coordinate
mappings rt(x) = xt, x ∈ (Rd+)T , and let FUt denote the universal completion of Ft
with FU defined accordingly. Furthermore we denote the FU -predictable processes
by H(FU ). We write ri:j for the vector (ri, . . . , rj), 1 ≤ i < j ≤ T and r = r1:T .
The martingale measures MT are now defined via
MT = {Q ∈ P((Rd+)T ) | EQ[rt|Ft−1] = 1 for all t = 1, . . . , T}.
We still consider Rd+-valued i.i.d. observations r1, . . . , rN to be able to carry out
meaningful estimation. We now concatenate concave envelopes via the following
procedure:
Definition 6.1. We define
g(r1:t, ·) : Rd+ → R, r˜ 7→ g(r1:t, r˜).
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Then we recursively set for Ω ⊆ (Rd+)
gΩT,T (r) := g(r)
gΩt,T (r1:t) := (ĝ
Ω
t+1(r1:t, ·))Ω(1), t = 1, . . . , T − 1,
gΩ0,T := (ĝ
Ω
1 (·))Ω(1).
In analogy with the one-period case we set piPˆNT (g) := g
{r1,...,rN}
0,T for ri ∈ Rd+,
i = 1, . . . , N .
Definition 6.2. For P ∈ P(Rd+) we define
gPT,T (r) := g(r)
gPt,T (r1:t) := (ĝ
P
t+1(r1:t, ·))P(1), t = 1, . . . , T − 1,
gP0,T := (ĝ
P
1 (·))P(1)
and define P⊗T = P⊗ · · · ⊗ P︸ ︷︷ ︸
t times
. Furthermore we set piPT (g) := g
P
0,T .
We quote the following result:
Lemma 6.3 (ref. [FS04][Theorem 1.31, p.19). Let g : (Rd+)
T → R be Borel-
measurable. Then under NA(P)
gP0,T = sup
Q∼P⊗T
EQ[g(r)]
= inf
{
x ∈ R
∣∣∣∣ ∃H ∈ H(F) s.t. x+ T∑
s=1
Hs(rs − 1) ≥ g(r) P⊗T -a.s.
}
.
Thus we can formulate the following multiperiod analogue of Theorem 2.1:
Theorem 6.4. Let P be a probability measure on Rd+ and g : (R
d
+)
T → R be
Borel-measurable. Assume that the observations r1, r2, . . . are i.i.d. with respect to
P. Then
lim
N→∞
piPˆNT (g) = lim
N→∞
g
{r1,...,rN}
0,T = g
P
0,T = pi
P
T (g).
Proof. We prove the claim by induction over T ∈ N. The case T = 1 follows from
Theorem 2.1. Thus we assume that we have shown that for each r1 ∈ Rd+
lim
N→∞
g
{r1,...,rN}
1,2 (r1) = g
P
1,2(r1), P
∞-a.s.
By Lusin’s theorem there exists a sequence of compact sets Kn ⊆ supp(P) such
that P(Rd+ \Kn) ≤ 1/n and gP1,2|Kn is continuous. As in the proof of Theorem 2.1
we have
gP0,2 =
̂(gP1,2(·))P(1) = limn→∞ ĝ
P
1,2(·))Kn(1).
As the concave envelope of pointwise increasing functions is increasing, we conclude
that g
{r1,...,rN}
1,2 (1) is increasing in N ∈ N. Thus P∞-a.s.
̂(gP1,2(·))Kn(1) = ̂( limN→∞ g{r1,...,rN}1,2 (·))Kn(1) = limN→∞ ̂
(
g
{r1,...,rN}
1,2 (·)
)
Kn
(1).
Interchanging limits (as they are suprema) yields
gP0,2 = lim
N→∞
lim
n→∞
̂(
g
{r1,...,rN}
1,2 (·)
)
Kn
(1)
= lim
N→∞
lim
n→∞ limM→∞
̂(
g
{r1,...,rN}
1,2 (·)
)
Kn∩{r1,...,rM}
(1)
= lim
N→∞
lim
M→∞
̂(
g
{r1,...,rN}
1,2 (·)
)
{r1,...,rM}
(1) = lim
N→∞
g
{r1,...,rN}
0,2 .
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This concludes the proof for T = 2. The general induction step follows analogously.

A similar reasoning can be applied for the estimator piQˆN (g) from Theorem 3.5:
Corollary 6.5. Let P be a probability measure on Rd+ and g : (R
d
+)
T → R be
1-Lipschitz and bounded from below. Assume that the observations r1, r2, . . . are
i.i.d. with respect to P. Then under NA(P)
lim
N→∞
sup
q1,...,qT
∫
(Rd+)
T
g(r)qT (r1:T−1; drT ) . . . q2(r1; dr2)q1(dr1) = sup
Q∈MT , Q∼P⊗T
EQ[g(r)],
where (r1, . . . , rt) 7→ qt+1(r1, . . . , rt; ·) are Borel measurable mappings from (Rd+)t
to QˆN , t = 0, . . . , T − 1.
Proof. We show the claim by backwards induction. Fix r1:T−1 ∈ (Rd+)T−1. The
“≥ ”-inequality follows as in the proof of Theorem 3.5. Indeed,
sup
qT∈QˆN
∫
Rd+
g(r)qT (r1:T−1; drT ) . . . q2(r1; dr2)q1(dr1)
≥ sup
qT∈M, ‖dqT /dP‖∞≤kN
∫
Rd+
g(r)qT (r1:T−1; drT ) . . . q2(r1; dr2)q1(dr1)
with P∞ probability 1−βN . As g is bounded from below, passing to the limit with
N → ∞ gives the result. Now we show the“≤”-inequality. This follows directly
from the fact that rT 7→ g(r1:T−1, rT ) is 1-Lipschitz, so by the proof of Theorem
3.5
sup
qT∈QˆN
∫
Rd+
g(r)qNT (r1:T−1; drT )− sup
qT∈M, qT∼P
∫
Rd+
g(r)dqT (r1:T−1; drT ) ≤ 2kNεN (βN ).
For the induction step we note that for some set C ⊆ P(Rd+), t ∈ 1, . . . T and some
1-Lipschitz function f : (Rd+)
t → R we have∣∣∣∣∣ supqt∈C
∫
Rd+
f(r)dqt(r1:t−1, rt)− sup
qt∈C
∫
Rd+
f(r˜1:t−1, rt)dqt(r˜1:t−1, rt)
∣∣∣∣∣ ≤ |r1:t−1 − r˜1:t−1| .
In particular the functions
sup
qT∈M, qT∼P
∫
Rd+
g(r)qT (r1:T−1; drT ) and sup
qT∈QˆN
∫
Rd+
g(r)qT (r1:T−1; drT )
are 1-Lipschitz continuous. The claim now follows using [BS78, Prop. 7.34, p.154].

Remark 6.6. Similar statements are valid for the penalty estimator and bounded
functions g as well as for the W∞-estimator with continuous g.
7. Asymptotic Consistency, Arbitrage and Contiguity
We discuss now the consistency of piQN (g) in (3.2) for general sets of martingale
measures QN . This, in particular, provides a detailed motivation for the construc-
tion of our improved estimator in Theorem 3.5. Throughout, we assume NA(P)
to be able to use the dual formulation (1.2) and recall that NA(P), by the First
Fundamental Theorem of Asset pricing, is equivalent to existence of Q ∈M, Q ∼ P.
Clearly, a first necessary condition for asymptotic consistency of piQN (g) is that
QN 6= ∅ for N large enough. For the plugin estimator, when QN = {Q ∈ M : Q ∼
PˆN}, this was established in Proposition 2.4 which outlined the relationship between
NA(P) and NA(PˆN ). The proof crucially relied on the fact that supp(PˆN ) ⊆
supp(P). Indeed, for general measures νN ⇒ P the affine hull aff(supp(νN )) could
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be of higher dimension than aff(supp(P)) and thus there is no relationship between
NA(P) and NA(νN ) as the following example shows:
Example 7.1. Take d = 1 and P = δ1. Obviously νN := δ2/N + (1 − 1/N)δ1
converges weakly to P. While NA(P) holds, NA(νN ) is never fulfilled. Conversely
νN := δ0/(2N) + δ1/(2N) + (1− 1/N)δ2 ⇒ δ2, so there exists a P-Arbitrage while
there is no νN -Arbitrage.
It is thus both natural and necessary to maintain a relationship between QN and
{Q ∈ M : Q ∼ PˆN}. A minimal property seems to be one of an asymptotic
inclusion in the sense that for some sequence (kN )N∈N with limN→∞ kN = ∞ we
have
(7.1) P∞({Q ∈M : Q ∼ PˆN & ‖dQ/dPˆN‖∞ ≤ kN} ⊆ QN for large N) = 1.
Then the consistency of the plugin estimator in Theorem 2.1 implies that
lim inf
N→∞
piQN (g) ≥ lim
N→∞
pˆiN (g) ≥ piP(g) P∞-a.s.
The main task now is to identify sequences of sets QN which satisfy (7.1) and for
which the reverse inequality
lim sup
N→∞
piQN (g) ≤ piP(g) = sup
Q∈M:Q∼P
EQ[g] P∞-a.s.(7.2)
holds. For this, we need theQN to asymptotically decrease to the set {Q ∈M : Q ∼
P}. More formally, denoting the ε-neighbourhood of a set A by Aε, the following
can be seen to be a necessary condition for (7.2) when g is continuous and bounded:
lim inf
N→∞
νN (A
ε) = 0 for some sequence (νN )N∈N such that νN ⇒ P implies
lim
N→∞
QN (A) = 0 for all (QN )N∈N, such that QN ∈ QN for all N ∈ N,(7.3)
for all A ∈ B(Rd+) and all ε > 0. This condition, which is trivially satisfied if
QN = {Q ∈M | Q ∼ PˆN}, can be construed as a contiguity condition on (νN )N∈N
and (QN )N∈N. The notion of contiguity goes back to Le Cam ([LCY90]) and was
used by Kabanov and Kramkow ([KK95]) in a continuous-time setting to describe
large financial markets. We introduce a weaker version here, which is sufficient for
our setting:
Definition 7.2. A sequence of probability measures (QN )N∈N is o-contiguous
wrt. a sequence (νN )N∈N, if for all ε > 0 and for all open sets O ∈ B(Rd+)
limN→∞ νN (Oε) = 0 implies limN→∞QN (O) = 0. Sequences (νN )N∈N and (QN )N∈N
are mutually o-contiguous if (νN )N∈N is o-contiguous wrt. (QN )N∈N and (QN )N∈N
is o-contiguous wrt. (νN )N∈N.
Given two sequences of sets of probability measures (PN )N∈N and (QN )N∈N we say
that (QN )N∈N is o-contiguous wrt. (PN )N∈N if for every sequence QN ∈ QN there
exists a sequence νN ∈ PN such that (QN )N∈N is o-contiguous wrt. (νN )N∈N.
Though (7.3) is a necessary condition for asymptotic consistency of piQN (g) it is not
sufficient as the following example shows:
Example 7.3. Let P = 1/3(δ0 + δ1 + δ2), then supQ∼P, Q∈M EQ((1 − r)+) = 1/2.
Note that for νN = 1/3(1 − 1/N)(δ0 + δ1 + δ2) + δN/N we have νN ⇒ P and
QN = (1−3/N)δ0 +1/N(δ1 +δ2 +δN ) ∼ νN . Furthermore QN is o-contiguous with
respect to νN . Nevertheless QN ⇒ δ0 and thus EQN ((1 − r)+) > 3/4 for N > 12,
so asymptotic consistency is not satisfied.
The above example shows that even though (QN )N∈N is o-contiguous wrt. (νN )N∈N,
QN converges weakly to a measure Q, which is not a martingale measure. A way to
resolve this problem, is to demand uniform integrability of (QN )N∈N as was done
in [HS98] in a continuous-time setting. This allows to establish the following:
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Lemma 7.4. Assume NA(P) holds. Let PN be such that for every sequence
(νN )N∈N with νN ∈ PN for all N ∈ N we have νN ⇒ P. If kN →∞ and
(1) {Q ∼ PˆN , Q ∈M, ‖dQ/dP‖∞ ≤ kN} ⊆ QN for large N ,
(2) QN is o-contiguous wrt. PN ,
(3) QN is such that every sequence (QN )N∈N with QN ∈ QN for all N ∈ N is
uniformly integrable,
then piQN (g) is asymptotically consistent for all bounded and continuous g.
We omit the proof since relying on uniform integrability is not possible in general:
if supp(P) is unbounded (2) and (3) of Lemma 7.4 cannot be fulfilled at the same
time. The following example illustrates this:
Example 7.5. Consider P with supp(P) = R+ and g(r) = (1−r)+. Then limN→∞QN ({0}) =
1 holds for every sequence (QN )N∈N such that
lim
N→∞
EQN [(1− r)+] = sup
Q∈MR+
EQ[(1− r)+] = 1.
Obviously δ0 is not a martingale measure, so (QN )N∈N cannot be uniformly inte-
grable.
Thus uniform integrability of (QN )N∈N is in general too strict a requirement. In or-
der to resolve this problem we strengthen the assumption, that νN converge weakly
to the true measure P. Instead we look at convergence in Wasserstein distance,
which is known to metrize the weak convergence (cf. [Vil08, Theorem 6.9, p. 96]).
8. Convergence rates for the plugin estimator
We study now in more detail the convergence rates for the plugin estimator pˆiN in
the one-dimensional case. In particular, we prove Theorem 2.12 and also state some
extensions.
Following the approach of Hampel, it would be natural to consider the influence
curve of the superhedging functional, which is simply its Gateaux derivative at P in
the direction of δr and represents the marginal influence of an additional observation
with value r when the sample size goes to infinity. This however produces trivial
results: the function ε 7→ pi(1−ε)P+εδr (g) is constant on (0, 1) so the influence curve
at (r,P) will be equal to zero or infinity. This happens because (1− ε)P+ εδr have
the same support for all ε ∈ (0, 1). Clearly, to assess sensitivity of piP to changes in
P we have to vary the support. To this end we consider
piP(g)− inf
A⊆Rd+:P(A)≥1−ε
piP|A(g)
as ε → 0 and study its natural normalisation. The following examples shows that
ε is not the correct normalisation.
Example 8.1. Take again g(r) = |r − 1| ∧ 1 and note that instead of considering
P = λ[0,2]/2 we can thin out the tails of P by setting
dPn
dP
∣∣∣∣
[0,1]
=
rn
n+ 1
and
dPn
dP
∣∣∣∣
[1,2]
=
(2− r)n
n+ 1
Naturally, piP = piPn but with increasing n the probability mass is less well spread
over the support of Pn. We calculate for n ≥ 2 that FPn(r) = rn+1/2 for r ≤ 1 and
thus F−1Pn (p) =
n+1
√
2p for p < 1/2. This readily implies
piP(g)− inf
A⊆Rd+:P(A)≥1−ε
piP|A(g) = 1− g( n+1√ε) = n+1√ε.
The above examples motivates using quantile functions for normalisation as stated
in Theorem 2.12 which we now prove.
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Proof of Theorem 2.12. As we have noted before pˆiN (g) ≤ piP(g) and pˆiN (g) is non-
decreasing in N . Let us first consider P with bounded support. It suffices to show
that
sup
Q∼P, Q∈M
EQ[g] ≤ sup
Q∼PˆN , Q∈M
EQN [g] +O(δ(κN )).
Without loss of generality we assume r1 ≤ r2 ≤ · · · ≤ rN for the rest of the proof.
By the definition of dN
F−1P ((p− dN ) ∨ 0+) ≤ F−1PˆN (p) ≤ F
−1
P (p+ dN )
holds for all p ∈ [0, 1]. Thus we note that for all i = 2, . . . , N
ri − ri−1 = F−1
PˆN
(
i
N
)
− F−1
PˆN
(
i− 1
N
)
≤ sup
k=1,...b1/(3dN )c
F−1P (3kdN )− F−1P (3(k − 1)dN ∨ 0+) ≤ κN .
Next we remark that by definition of piP(g) and Proposition 4.4
piP(g)− piP(·|[r1,rN ])(g) ≤ 3δ(F−1P (dN )− F−1P (0+)) + 3δ(F−1P (1)− F−1P (1− dN )c)).
Take Q ∼ P(·|[r1, rN ]), Q ∈ M. We want to apply a simple Balayage construction
to redistribute the mass of Q on the support of PˆN . Thus we set
QN ({r1}) =
∫
[r1,r2)
r − r2
r1 − r2Q(dr),
QN ({ri}) =
∫
[ri−1,ri)
r − ri−1
ri − ri−1Q(dr) +
∫
[ri,ri+1)
(
1− r − ri
ri+1 − ri
)
Q(dr) for i = 2, . . . , N − 1.
QN ({rN}) =
∫
[rN−1,rN ]
r − rN
rN−1 − rN .
A straightforward calculation shows QN ({r1, . . . , rN}) = 1 and EQN [r] = 1. We
have∣∣∣∣∫ rN
r1
gdQN −
∫ rN
r1
gdQ
∣∣∣∣ = N∑
k=2
∫ rk
rk−1
∣∣∣∣g(rk)(r − rk−1)− g(rk−1)(r − rk)rk − rk−1 − g(r)
∣∣∣∣Q(dr)
≤ δ(κN ).(8.1)
For P ∈ P(R+) with unbounded support and g bounded by D > 0 we note that
piP(g)− piP(·|[0,rN ])(g) ≤ 2D
rN
≤ 2D
F−1P (1− dN )
.
This concludes the proof. 
In order to improve upon, and further specify the results in Theorem 2.12, we recall
the following lemma from [Ra´s02].
Lemma 8.2 ([Ra´s02], Cor. 3.3). For a measurable function g bounded from below
sup
‖ dQdP ‖∞<∞, Q∈M
EQ[g] = sup
Q∼P, Q∈M
EQ[g].
We make the following easy observation:
Lemma 8.3. Let C > 0 and P ∈ P(Rd+). Then the set {Q ∈ M | ‖dQ/dP‖ ≤ C}
is weakly compact.
Proof. As
lim sup
K→∞
sup
n∈N
EQn [|r|1{|r|≥K}] ≤ lim sup
K→∞
CEP[|r|1{|r|≥K}] = 0,
the claim follows. 
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Corollary 8.4. Let P ∈ P(R+) have bounded support and let g : supp(P) → R be
continuous such that |g(r) − g(r˜)| ≤ δ(|r − r˜|) for some monotone δ : R+ → R+
with δ(r)→ 0 for r → 0. If (3.5) holds then
sup
Q∼P, Q∈M
EQ[g]− sup
Q∼PˆN , Q∈M
EQ[g] = O(d1/2N + δ(d1/2N )) P∞-a.s.
Proof. Note that by assumption it is sufficient to consider martingale measures
Q ∼ P such that ‖dQ/dP‖∞ ≤ C for some C > 0. Similarly to the proof of
Theorem 2.12 we set
QN ({r1}) =
∫
[r1,r2)
r − r2
r1 − r2Q(dr) +Q([0, r1)),
QN ({ri}) =
∫
[ri−1,ri)
r − ri−1
ri − ri−1Q(dr) +
∫
[ri,ri+1)
(
1− r − ri
ri+1 − ri
)
Q(dr) for i = 2, . . . , N − 1.
QN ({rN}) =
∫
[rN−1,rN ]
r − rN
rN−1 − rN +Q((rN ,∞)).
and note that QN ({r1, . . . , rN}) = 1 and
|EQN [r]− 1| = |EQN [r]− EQ[r]| =
∫ r1
0
|r1 − r| dQ(r) +
∫ ∞
rn
|rn − r|dQ(r) ≤ KdN
for some K > 0. Also
piP(g)− pˆiN (g) ≤ sup
Q∼P, Q∈M
EQ[g]− sup
Q∼PˆN , |EQ(r−1)|≤KdN
EQ[g] + 2δ(KdN )
We further assume that g is bounded by D. Then (8.1) becomes∣∣∣∣∫ rN
r1
gdQN −
∫ rN
r1
gdQ
∣∣∣∣ = N∑
k=2
∫ rk
rk−1
∣∣∣∣g(rk)(r − rk−1)− g(rk−1)(r − rk)rk − rk−1 − g(r)
∣∣∣∣Q(dr)
≤ δ(d1/2N ) + 2CD
∣∣∣{k ∈ {1, . . . , b1/(3dN )c} ∣∣ |κNk | ≥ d1/2N }∣∣∣ 3dN
≤ δ(d1/2N ) +
6CDF−1P (1)dN
d
1/2
N
= O(d1/2N + δ(d1/2N )).
This concludes the proof. 
Remark 8.5. We note that the above asymptotic result can be used to set up a
utility based hedging problem to approximate piP. If we let
αN := U
(
C(d
1/2
N + δ(d
1/2
N ))
)
for a concave and strictly increasing U and some C ∈ R+ then
piP(g) ≈ sup
Q∼PˆN , Q∈M
EQ[g] + U−1(αN )
is the value of the utility based hedging problem under PˆN
inf{x ∈ R | ∃H ∈ R s.t. U(x+H(r1)− g(r)) ≥ αN for r = r1, . . . , rN}.
To close this section we consider the convergence rate in some cases when Theorem
2.12 does not apply. Note that Theorem 2.12 applies for a continuous g whenever
P has bounded support or if there exists K > 0 such that
sup
Q∼P|[0,K], Q∈M
EQ[g] = sup
Q∼P, Q∈M
EQ[g].(8.2)
Suppose now that no such K exists. Clearly if g(r)/r → ∞ as r → ∞ then
piP(g) = ∞ so consider g with linear growth: g(r)/r → c ∈ R as r → ∞. As P
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necessarily has unbounded support we can take a sequence Kn → ∞ and, by the
above condition, some (Hn)n∈N such that
piP(·|[0,Kn])(g) +Hn(Kn − 1) = g(Kn).
As piP(·|[0,Kn])(g)→ piP(g) we concludeHn ↑ c. Thus piP(g) = maxλ∈[0,1]∩supp(P)(g(λ)−
c(λ− 1)) = g(r˜)− c(r˜ − 1) for some r˜ ∈ [0, 1] ∩ supp(P). In particular
piP(·|[0,Kn])(g) ≥ Kn − 1
Kn − r˜ g(r˜) +
1− r˜
Kn − r˜ g(Kn).
Clearly pˆiN (g) ≤ piP(·|[0,rn])(g) so the above, using that g is bounded on [0, 1], implies
that the convergence rate is at most of the order of
(8.3)
1
maxi=1,...,N ri
+
(
c− g(maxi=1,...,N ri)
maxi=1,...,N ri
)
but could be slower. Typically, e.g., if P has a density bounded from below in
the neighbourhood of r˜, the tails of the distribution P are the decisive feature for
the convergence rate for pˆiN and (8.3) holds. We discuss this in more detail in the
examples below.
Example 8.6. We provide now some examples to illustrate different convergence
rates which might be observed in the context of Theorem 2.12 or (8.3) above. We
use N = 105 realisations of 1000 runs for our numerical illustrations. We start with
some examples when Theorem 2.12 applies either directly or because (8.2) holds.
• g(r) = |r − 1|, P = λ|[0,2]/2. Note that P(maxi=1,...,N ri ≤ x) = (r/2)N .
Thus
E
[
max
i=1,...,N
ri − 1
]
=
∫ 2
0
NxN−1(x− 1)
2N
dx =
2N
N + 1
− 1 = 1− 1
N + 1
.
Convergence rate O(1/N) (Figure 4).
• g(r) = |r − 1|, P = P29 from Example 8.1. Convergence rate O(1/N1/30)
(Figure 5).
• g(r) = (2−r)1{r≤1}+
√
r1{r≥1}, P = Exp(1). Note that 2+x/8 is tangential
to
√
x in x = 16. In particular piP(g) = 2.125 = piP(·|[0,16])(g). Convergence
rate O(F−1P (dN )) = O(− log(1− 1/
√
N)) (Figure 6).
We move now to examples where we can not rely on Theorem 2.12 but use (8.3) in-
stead and show the bound may be sharp. The asymptotic distribution of maxi=1,...,N ri
can be determined using classical results from extreme value theory. In particular,
the scaled maximum of exponential/normal/lognormal random variables converges
weakly to a Gumbel distributed random variable Y (see [Tak87, Examples 2,3,
p.199]).
• g(r) = (r − 2)+, P = exp(N (0, 1)). Here
max
i=1,...,N
ri
d
=
Y exp(
√
2 logN)√
2 logN
+ exp(
√
2 logN) ∼ exp(
√
2 logN).
Convergence rate O(1/maxi=1,...,N ri) = O(1/ exp (
√
2 logN)) (Figure 7).
• g(r) = |r − 1| − √r − 11{r≥1}, P = |N (0, 1)|. Here
max
i=1,...,N
ri
d∼ Y√
2 logN
+
(√
2 logN − log(4pi logN)
2
√
2 logN
)
∼
√
logN.
Convergence rate O(1/(maxi=1,...,N ri)1/2) = O(1/ 4
√
logN) (Figure 8).
• g(r) = (1− r)1{r≤1} −
√
r − 11{r>1}, P = Exp(1). Here
max
i=1,...,N
ri
d
= Y + logN ∼ logN.
Convergence rate O(1/(maxi=1,...,N ri)1/2) = O(1/
√
logN) (Figure 9).
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Figure 4. g(r) = |r − 1|, P = λ|[0,2]/2
100 101 102 103 104 105
100
7 × 10 1
8 × 10 1
9 × 10 1
Error
N^(-1/30)
Figure 5. g(r) = |r − 1|, P = P29
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Figure 6. g(r) = (2− r)1{r≤1}
+
√
r1{r≥1}, P = Exp(1)
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Figure 7. g(r) = (r − 2)+, P = exp(N (0, 1))
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Figure 8. g(r) = |r − 1|+√r − 11{r≥1},
P = |N (0, 1)|
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Figure 9. g(r) = (1− r)1{r≤1} −
√
r − 11{r>1},
P = Exp(1)
Appendix A. Additional results and proofs
A.1. Additional results and proofs for Section 2.
Proof of Proposition 2.4. Assume first that NA(P) holds. Denote the relative in-
terior of the convex hull of a set A ⊆ Rd by ri(A). Furthermore write lin(A) for
the linear hull of A and aff(A) for the affine hull. We recall that 1 ∈ ri(supp(P))
if and only if NA(P) holds. Consequently there exist ε > 0, 0 ≤ k ≤ d and
r±i ∈ conv(supp(P)) with r±i = 1 ± εei for i = 1, . . . , k, where e1, . . . ek are an
orthonormal basis of the space lin(supp(P) − 1). Fix some r±i . Then there exists
n ∈ N and r˜1, . . . , r˜n ∈ supp(P) such that r±i can be written as a convex combi-
nation of r˜1, . . . , r˜n. Denote by A the finite collection of r˜ for all r
±
i , i = 1, . . . , k.
Choosing 0 < δ < ε sufficiently small we have 1 ∈ ri({r˜±i | i = 1, . . . , k}) for each
choice of r˜±i ∈ Bδ(r±i ) ∩ lin(supp(P) − 1). As supp(PN ) ⊆ supp(P) and PN ⇒ P
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there exists N0 ∈ N such that
PN (Bδ(r˜) ∩ lin(supp(P)− 1)) ≥ PN (Bδ(r˜) ∩ lin(supp(PN )− 1)) = PN (Bδ(r˜)) > 0
for all r˜ ∈ A and N ≥ N0. Thus 1 ∈ ri(supp(PN )) and NA(PN ) holds.
Conversely if there exists H ∈ Rd such that P(H(r−1) > 0) > 0 and P(H(r−1) ≥
0) = 1 then again by continuity H(r − 1) ≥ 0 on supp(P) ⊇ supp(PN ) and the set
{r |H(r−1) > 0} is open. Thus there existsN0 ∈ N such that PN (H(r−1) > 0) > 0
for all N ≥ N0. 
Proof of Theorem 2.1. First note that if An is a non-decreasing sequence of sets
with A = limnAn = ∪nAn then gˆA = limn gˆAn . The “≥” inequality is obvious and
the reverse follows since gˆAn is a non-decreasing sequence of concave functions thus
its limit is a concave function dominating g on A.
Using Lusin’s theorem (see [Coh80][Theorem 7.4.3, page 227]) we can find an in-
creasing sequence Kn of compact subsets of supp(P) such that P(R
d
+ \Kn) ≤ 1/n
and g|Kn is continuous. Continuity of g on Kn implies that gˆKn = gˆP|Kn ≤ gˆP. On
the other hand, by the argument above, limn gˆKn = gˆ∪nKn ≥ gˆP since P(∪nKn) = 1.
We conclude that limn gˆKn = gˆP. Further, since P
∞-a.s. the empirical measures
converge weakly to P, we have⋃
N
supp(PˆN ) = {r1, r2, . . .} is dense in supp(P) P∞ − a.s.
and hence gˆKn∩{r1,r2,...} = gˆKn P
∞-a.s. By the argument above, we thus have
lim
N→∞
gˆ
PˆN
= gˆ{r1,...} = gˆ∪nKn∩{r1,...} = limn→∞ gˆKn = gˆP, P
∞-a.s.
where the second equality follows since P∞({r1, r2, . . .} ⊂ ∪nKn) = 1. We conclude
using (2.3). 
Proof of Remark 2.2. Clearly for all A ∈ B(Rd+) with P(A) = 1 we have r1, r2, · · · ∈
A P∞-a.s. Thus the claim follows using Theorem 2.1 on a set of P∞-probability
one as the proof only contains countable intersections of P∞-a.s. sets. 
Proof of Corollary 2.5. By NA(P˜) we have
inf{x ∈ R | ∃H ∈ Rd+d˜ s.t. x+H(e(r)− 1) ≥ g(r) P-a.s.}
= sup
Q∼P, Q∈M, EQ(f1)=f0
EQ[g].
As e is continuous PˆN ⇒ P implies (̂P˜)N ⇒ P˜. Next assume supp(PˆN ) ⊆ supp(P).
Again by continuity of f1 we conclude that
e(supp(P)) = graph(f1) ∩ (supp(P)×Rd˜)
is closed. Thus we clearly have supp(P˜) ⊆ e(supp(P)). We show e(supp(P)) ⊆
supp(P˜): Assume towards a contradiction there exists e(r) ∈ e(supp(P))\ supp(P˜).
Note that for any sequence (rn)n∈N such that limn→∞ rn = r we have limn→∞ e(rn) =
e(r). Thus there exists ε > 0 such that e(Bε(r))∩ supp(P˜) = ∅. But P˜(e(Bε(r))) =
P(Bε(r)) > 0, a contradiction. Thus supp((̂P˜)N ) ⊆ supp(P˜) so that {e(r1), e(r2) . . . }
are dense in supp(P˜) and Theorem 2.1 is still applicable for the enlarged market.
The martingale constraint EQ(r˜d+i − 1) = 0 for i = 1, . . . , d˜ is then equivalent to
EQ(f i1(S)) = f i0(S0). 
The following lemma readily implies that Lemma 2.8 holds.
Lemma A.1. Let µ be a probability measure on Rd+ with finite first moment and
ε > 0. Then for all x ∈ Rd+ the ball B1ε (µ) in the 1-Wasserstein metric contains
λδx + (1− λ)µ for some λ ∈ (0, 1).
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Proof. Let ε > 0 be given. We define ν = λδx + (1−λ)µ and recall that L1 denotes
the 1-Lipschitz functions f : Rd+ → R. Then
W1(µ, ν) = sup
f∈L1
∣∣∣∣∫
R
f(y)dµ(y)−
∫
R
f(y)dν(y)
∣∣∣∣ = λ sup
f∈L1
∣∣∣∣∫
R
f(y)− f(x)dµ(y)
∣∣∣∣
= λ
∫
R
|x− y|dµ(y) < ε
for λ > 0 sufficiently small. 
Proof of Theorem 2.7. Fix P ∈ P(Rd+) and a sequence PN converging to P. Let
{r1, r2, . . . } be dense in supp(P). Fix n ≥ 1 and note that, for any i ≥ 1, weak
convergence implies that PN (B1/n(ri)) > 0 for all N large enough. In particular
there exists rni ∈ B1/n(ri) such that gˆPN (rni ) ≥ g(rni ). Thus, by the same reasoning
as in the proof of Theorem 2.1 above,
lim inf
PN⇒P
piP
N
(g) = lim inf
N→∞
gˆPN (1) ≥ lim
n→∞ limk→∞
gˆ{rn1 ,rn2 ,...,rnk }(1) = pi
P(g).
We conclude using Lemma 2.8 since for a sequence with supp(PN ) = Rd+, by con-
tinuity of g, we have, for all N ≥ 1,
piP
N
(g) = inf{x ∈ R | ∃H ∈ Rd s.t. x+H(r − 1) ≥ g on Rd+} = sup
Q∈M
Rd
+
EQ[g].
For the second part of the Theorem, assume P ∈ P(Rd+) is such that
piP(g) < sup
Q∈M
Rd
+
EQ[g] = inf{x ∈ R | ∃H ∈ Rd s.t. x+H(r − 1) ≥ g on Rd+}.
Take a sequence (PN )N∈N, as above, with supp(PN ) = Rd+ and P
N ⇒ P. Fix ε > 0
such that
2ε < piP
N
(g)− piP(g).
For every δ > 0 there exists N0 ∈ N such that for all N ≥ N0 we have dL(PN ,P) ≤
δ. Let TN be an asymptotically consistent estimator of pi
P(g). Then, for all N large
enough
dL(LPN0 (TN ),LP(TN )) ≥ dL(δpiP(g), δpiPN0 (g))− dL(LPN0 (TN ), δpiPN0 (g))
− dL(δpiP(g),LP(TN )) ≥ ε.
Thus TN is not robust at P, which shows the claim. 
A.2. Additional results and proofs for Section 3. In this section we adopt
the notation and suitable assumptions of Section 3.
Proof of Lemma 3.2. It suffices to argue the case d = 1 since the for d ≥ 2 the result
is shown in [TS14, Thm. 1.1]. The Kiefer-Wolfowitz bounds (see Lemma 2.10) yield
P∞
(
sup
r∈R+
|FP(r)− FPˆN (r)| ≥ N−1/4
)
≤ exp(−2
√
N).
Recall also that A is connected, open and bounded and P satisfies Assumption 3.1.
It follows that FP(x) + ε ≤ FP(x + αε) for x ∈ R. We thus conclude that with
P∞-probability greater than (1− exp(−2√N)) we have, for x ∈ R,
FP(x− αN−1/4) ≤ FP(x)−N−1/4 ≤ FPˆN (x) ≤ FP(x) +N−1/4 ≤ FP(x+ αN−1/4)
and in particular W∞(P, PˆN ) ≤ αN−1/4. 
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Lemma A.2 ([FG15] Theorem 2). Under Assumption 3.4 we have
PN (Wp(P, PˆN ) ≥ ε) ≤
{
c1 exp(−c2Nεmin(max(d/p,2),a/(2p))) if ε ≤ 1,
c1 exp(−c2Nεa/(2p)) if ε > 1
for N ≥ 1, d 6= 2p and ε > 0, where c1, c2 are positive constants that only depend
on p, d, a, c and Ea,c(P). Thus for some confidence level β ∈ (0, 1) we can choose
εN (β) :=

(
log(c1β
−1)
c2N
)1/min(max(d/p,2),a/(2p))
if N ≥ log(c1β−1)c2 ,(
log(c1β
−1)
c2N
)(2p)/a
if N < log(c1β
−1)
c2
(A.1)
which yields PN (Wp(P, PˆN ) ≥ εN (β)) ≤ β.
We formalise the Borel-Cantelli argument which allows to assert that for N large
enough the true distribution P is within a small ball around any measure in a,
suitably smaller, ball around PˆN .
Lemma A.3 ([EK15], Lemma 3.7). If Assumption 3.4 and βN ∈ (0, 1) satisfy∑∞
n=0 βN <∞ and limN→∞ εN (βN ) = 0, then for any sequence νN ∈ BpεN (βN )(PˆN )
P∞ (Wp(P, νN ) ≤ 2εN (βN ) for sufficiently large N) = 1.
Lemma A.4. Fix N ∈ N and p ≥ 1. Let Qn ∈ DpεN (βN ),kN (P) such that Qn ⇒
Q ∈ P(Rd+) for n → ∞. Then |EQ[r − 1]| ≤ KkNεN (βN ) for some K > 0.
DpεN (βN ),kN (P) is weakly compact for p > 1. In general D
1
εN (βN ),kN
(P) is not weakly
closed.
Proof of Lemma A.4. Take a sequence Qn ∈ DpεN (βN ),kN (P) such that Qn ⇒ Q.
For every n ∈ N there exists νn ∈ BpεN (βN )(P) such that ‖dQn/dνn‖∞ ≤ kN . First
observe that for any n we have
(A.2) EQn [r ∧K] ≤ kN (EP[r ∧K] + εN (βN )) ≤ kN (EP[r] + εN (βN )) <∞.
It follows, by weak convergence and monotone convergence theorem, that EQ[r] ≤
kN (EP[r] + εN (βN )) <∞. Next, we show |EQ[r − 1]| ≤ const · kNεN (βN ). As
|EQ[r − 1]| ≤
√
d max
1≤i≤d
|EQ[ri − 1]| ≤
√
d
d∑
i=1
|EQ[ri − 1]|
it is enough to consider the case d = 1. Then
|EQ[r − 1]| ≤
∣∣∣EQ[(r − 1) ∧K]− EQn [(r − 1) ∧K]∣∣∣
+
∣∣∣EQ[(r − 1−K)1{r≥K+1}]− EQn [(r − 1−K)1{r≥K+1}](A.3)
Consider now the terms on the RHS. For a fixed K, the difference between the
first two terms can be made small by taking n large due to weak convergence of
measures. The third term can be made arbitrarily small by taking large K since Q
admits first moment. Finally, the fourth term can be bounded, in analogy to (A.2),
as follows:
EQn [(r −K)1{r≥K}] ≤ kNEP[(r −K)1{r≥K}] + kNεN (βN ) ≤ 2kNεN (βN ),
where we took K large enough. The bound |EQ[r− 1]| ≤ const · kNεN (βN ) follows.
If p > 1, the ball BpεN (P) is weakly compact (see [Vil08][Def. 6.8., p.96]), in par-
ticular uniformly integrable, and it follows that also the fourth term on the RHS of
(A.3) converges to zero, uniformly in n, as K →∞
EQn [(r − 1−K)1{r≥K+1}] ≤ kN lim sup
K→∞
sup
n
Eνn [r1r≥K ] = 0.
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Further, possibly on a subsequence, (νn)n∈N converges weakly to a limit ν ∈
BpεN (P). By regularity of probability measures it is sufficient to test dQ/dν against
bounded continuous functions and we easily conclude that ‖dQ/dν‖∞ ≤ kN . This
shows compactness of DpεN (βN ),kN (P).
Consider now p = 1. We give the following counterexample: Take P = δ1 and set
for rn ≥ 2
νn =
εN (βN )
2
δ0 +
(
1− rn εN (βN )
2(rn − 1)
)
δ1 +
εN (βN )
2(rn − 1) δrn .
Furthermore let
Qn =
εN (βN )
2
√
εN (βN )
δ0 +
(
1− rnεN (βN )
2(rn − 1)
√
εN (βN )
)
δ1 +
εN (βN )
2(rn − 1)
√
εN (βN )
δrn .
Then W1(νn, δ1) ≤ εN (βN ) and∥∥∥∥dQNdνN
∥∥∥∥
∞
≤ 1√
εN (βN )
.
Assume limn→∞ rn =∞. Then
Qn ⇒
√
εN (βN )
2
δ0 +
(
1−
√
εN (βN )
2
)
δ1 /∈M.

Of course taking the closure of D1εN (βN ),kN (P) would ensure compactness, but con-
sistency of the estimator sup
Q∈QˆN EQ[g] in Theorem 3.5 would be lost in general.
To see this, take e.g. g(r) = (r − 1) in the above example.
Proof of Theorem 3.5. Note that the “≥”-inequality follows from Lemma 8.2. In-
deed, Lemma 8.2 implies that for all N ∈ N there exists a martingale measure
QN ∼ P with ‖dQN/dP‖∞ ≤ kN such that
sup
Q∼P, Q∈M
EQ[g] ≤ EQN [g] + aN ,
with aN → 0 (N →∞). With P∞-probability (1− βN ) we have P ∈ BpεN (βN )(PˆN )
and hence QN ∈ QˆN . This gives
P∞
(
sup
Q∼P, Q∈M
EQ[g]− aN ≤ sup
Q∈QˆN
EQ[g]
)
≥ 1− βN , N ≥ 1.
An application of the Borel-Cantelli lemma concludes the proof of the “≥”-inequality.
For the “≤”-inequality we recall that NA(P) gives piP(g) = supQ∼P, Q∈M EQ[g] so
that exists H ∈ Rd such that
piP(g) +H(r − 1) ≥ g P-a.s.
For any sequenceQN ∈ QˆN there exist νN ∈ BpεN (βN )(PˆN ) such that ‖dQN/dνN‖∞ ≤
kN . In particular with P
∞-probability (1−βN ) we have νN ∈ Bp2εN (βN )(P). Let us
define
A = {g − piP(g)−H(r − 1) ≤ 0}.
Then
EQN [g] ≤ EQN [(piP(g) +H(r − 1))1A + g1Ac ]
= piP(g) + EQN [H(r − 1)] + EQN
[
(g −H(r − 1)− piP(g))1Ac
]
(A.4)
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and the second term on the RHS vanishes since QN is a martingale measure. It
remains to argue that the last term on the RHS converges to zero uniformly in
QN ∈ QˆN in order to conclude that
lim
N→∞
sup
Q∈QˆN
EQN [g] ≤ piP(g).
The function
g˜ := (g −H(r − 1)− piP(g)) ∨ 0
is non-negative, C-Lipschitz for some C > 0 and {g˜ > 0} = Ac. Since P(Ac) = 0
we have in particular∣∣∣∣∫
Ac
g˜dνN
∣∣∣∣ = ∣∣∣∣∫
Ac
g˜dνN −
∫
Ac
g˜dP
∣∣∣∣ = ∣∣∣∣∫ g˜dνN − ∫ g˜dP∣∣∣∣
which by the Kantorovitch-Rubinstein duality (3.3) is dominated by CW1(νN ,P) ≤
CWp(νN ,P) ≤ 2CεN (βN ) with P∞-probability (1− βN ). Then
EQN
[
(g −H(r − 1)− piP(g))1Ac
]
= EνN
[
dQN
dνN
g˜1Ac
]
≤ 2CkNεN (βN )→ 0 (N →∞)
by definition of kN . This concludes the proof. 
Proof of Corollary 3.7. The “≤”-inequality follows as in the proof of Theorem 3.5.
For the “≥ ”-inequality takeQN ∈M and νN ∈ Bpε+εN (PˆN ) such that ‖dQN/dνN‖∞ <
CN . There exists λN ∈ (0, 1) such that (1− λN )νN + λNP ∈ Bpε (P), where we can
choose λN such that limN→∞ λN = 0 and (1 − λN )CN < C. By assumption
there exists a martingale measure Q ∼ P such that ‖dQ/dP‖∞ < C. Then for
Q˜N := (1− λN )QN + λNQ we have
dQ˜N
d((1− λN )νN + λNP) =
d((1− λN )QN + λNQ)
d((1− λN )νN + λNP) < C
and, as QN ,Q ∈M and for any Q˜ ∈M
EQ˜[|r|] ≤
√
dEQ˜[| max1≤i≤d ri|] ≤
√
d
d∑
i=1
EQ˜[|ri|] =
√
d
d∑
i=1
EQ˜[ri] = d
3/2,
there exists M > 0 such that
EQN [g] ≤ (1− λN )EQN [g] + λNEQ[g] + λN |EQN [g]− EQ[g]|
≤ sup
ν∈Bpε (P), ‖dQ/dν‖∞<C
EQ[g] + λNM.
This concludes the proof. 
Proof of Theorem 3.13. Clearly
lim
N→∞
sup
Q∈M
(
EQ[g]− CN
(
inf
Qˆ∼PˆN , Qˆ∈M
∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
− 1
))
≥ lim
N→∞
sup
Q∼PˆN , Q∈M
EQ[g]
= sup
Q∼P, Q∈M
EQ[g] P∞-a.s.
It remains to establish the reverse inequality. Let us first assume CN = C. Fix
Q ∈M and consider Qˆ ∼ PˆN , Qˆ ∈M such that Qˆ Q. Define ε ≥ 0 through
Q(r /∈ supp(PˆN )) +
N∑
i=1
(Q(ri)− Qˆ(ri))+ = ε.
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Note that we can write Q = f(r)Qˆ+ ν for some Radon-Nykodym derivative f and
some measure ν singular to Qˆ, where ν(Rd+) ≤ ε. Let J := {i ∈ {0, . . . , N} | Qˆ(ri) ≥
Q(ri)}. Then we must have ∑
i∈J
Qˆ(ri)−Q(ri) = ε.
In particular ∥∥∥∥ 1f
∥∥∥∥
∞
=
∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
≥ 1
1− ε ,
because otherwise∑
i∈J
Qˆ(ri)−Q(ri) < ε
1− ε
∑
i∈J
Q(ri)
=
ε
1− ε
1−Q(r /∈ supp(PˆN ))− N∑
i=1
(Q(ri)− Qˆ(ri))+ −
∑
i∈{1,...,N}\J
Qˆ(ri)
 ≤ ε,
a contradiction. Furthermore, by the definition of ε, EQ[g]− EQˆ[g] ≤ Cε. Thus(
EQ[g]− C
(∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
− 1
))
− E
Qˆ
[g] ≤ C
(
ε− 1
1− ε + 1
)
=
−Cε2
1− ε ≤ 0,
so there is no gain from shifting mass and in particular
sup
Qˆ∼PˆN , Qˆ∈M
(
EQ[g]− C
(∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
− 1
))
≤ sup
Qˆ∼PˆN , Qˆ∈M
E
Qˆ
[g].
Choosing CN ↑ C we calculate(
EQ[g]− CN
(∥∥∥∥∥dQˆdQ
∥∥∥∥∥
∞
− 1
))
− E
Qˆ
[g] ≤ Cε− CN
(
1
1− ε − 1
)
= Cε− CN
(
ε
1− ε
)
,
which is non-positive for ε ≤ 1−CN/C. Finally, the case when Qˆ is not absolutely
continuous with respect to Q is trivial since then ‖dQˆ/dQ‖∞ =∞. 
A.3. Additional results and proofs for Section 4. Before we prove Theorem
4.6, we recall the following result:
Lemma A.5 ([SW09] Theorem 26.1, p. 828 & Ex. 26.2, p.833). Let C denote all
closed balls in Rd+. Then
P∞
(
lim
N→∞
sup
B∈C
|PˆN (B)− P(B)| = 0
)
= 1 uniformly for all P ∈ P(Rd+)
Proof of Theorem 4.6. Let ε > 0 and fix P0 ∈ P(Rd+) such that NA(P0) holds.
As g is uniformly continuous, so is its P-concave envelope operator, see Propo-
sition 4.4, and we can take δ small enough so that for all P¯, P˜ ∈ P(Rd+) with
dH(supp(P¯), supp(P˜)) ≤ 2δ we have |piP¯(g)− piP˜(g)| ≤ ε/9.
We first argue that we can restrict to a compact set. Indeed we have
|piPˆ0N (g)− piPˆ1N (g)| ≤ |piPˆ0N (g)− piP0(g)|+ |piP0(g)− piP1(g)|+ |piP1(g)− piPˆ1N (g)|.
(A.5)
We choose P1 such that W∞(P1,P0) ≤ δ/4, i.e. P1(B) ≤ P0(Bδ/4) and P0(B) ≤
P1(Bδ/4) for all B ∈ B(Rd+). Thus
supp(P0) ⊆ supp(P1)δ/2 and supp(P1) ⊆ supp(P0)δ/2.
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Note also that, by the choice of δ, we have
|piP0(·|[0,L]d)(g)− piP1(·|[0,L]d)(g)| ≤ ε/9 and |piP0(g)− piP1(g)| ≤ ε/9(A.6)
By a monotone limit argument, see the proof of Theorem 2.1, we have
sup
L∈N
piP
0(·|[0,L]d)(g) = piP
0
(g),
so there for all L large enough
|piP0(·|[0,L]d)(g)− piP0(g)| ≤ ε/9.
Fix such L and set K := [0, L]d. Note that by (A.6) we now have
piP
1
(g)− piP1(·|K)(g) ≤ piP1(g)− piP0(g) + piP0(g)− piP0(·|K)(g) + piP0(·|K)(g)− piP1(·|K)(g)
≤ ε/9 + ε/9 + ε/9 = ε/3.
In particular for i = 0, 1
0 ≤ piPi(g)− piPˆiN (g) = piPi(g)− piPi(·|K)(g) + piPi(·|K)(g)− piPˆiN (g)
(A.7)
≤ ε/3 + piPi(·|K)(g)− piPˆiN (g) ≤ ε/3 + piPi(·|K)(g)− piPˆiN (·|K)(g).
We proceed to bound the difference of the last two terms on the RHS. Let us write
supp(PˆiN ) = {ri1, . . . , riN}, i = 0, 1. We now argue that
P∞(dH({ri1, . . . , riN} ∩K, supp(Pi) ∩K) > 2δ) ≤ ε/2, i = 0, 1,(A.8)
for all N ≥ N∗ for some N∗ independent of P1. To this end, take M ∈ N and
deterministic points r˜1, . . . , r˜M ∈ supp(P0) ∩K such that
∪Mk=1Bδ/2(r˜k) ⊇ supp(P0)δ/2 ∩K ⊇ supp(P1) ∩K,
where Bδ(r˜) = {r ∈ Rd : |r − r˜| < δ}. Then as M is finite, there exists N0 ∈ N
such that for all N ≥ N0
P∞({∀k ∈ {1, . . . ,M} ∃j ∈ {1, . . . , N} s.t. |r˜k − r0j | ≤ δ}) ≥ 1− ε/2.
Set
α := min
k=1,...,M
P0(Bδ/4(r˜k)) > 0.
Then P1(Bδ/2(r˜k)) ≥ P0(Bδ/4(r˜k)) ≥ α for all k = 1, . . . ,M . By Lemma A.5 there
exists N∗ ≥ N0 such that for all N ≥ N∗ and all P ∈ P(Rd+)
P∞
(
sup
B∈C
|PˆN (B)− P(B)| ≥ α
)
< ε/2,
If there exists k ∈ {1, . . . ,M} such that for all j ∈ {1, . . . , N} |r˜k − r1j | ≥ δ then
|Pˆ1N (Bδ/2(r˜k))− P1(Bδ/2(r˜k))| = P1(Bδ/2(r˜k) ≥ α,
in particular supB∈C |Pˆ1N (B)− P1(B)| ≥ α. Thus
P∞
(∀k ∈ {1, . . . ,M} ∃j ∈ {1, . . . , N} s.t. |r˜k − r1j | ≤ δ}) ≥ 1− ε/2.
On the other hand, by the choice of {r˜1, . . . r˜M} for any i ∈ {0, 1} and any j ∈
{1, . . . , N} with rij ∈ K there exists k ∈ {1, . . . ,M} such that |rij − r˜k| ≤ δ. Note
that {r˜1, . . . r˜M} ⊆ supp(P0)∩K and we conclude that (A.8) holds. It then follows
from our choice of δ that for all N ≥ N∗ we have
P∞
(
piP
0(·|K)(g)− piPˆ0N (·|K)(g) ≤ ε/9, piP1(·|K)(g)− piPˆ1N (·|K)(g) ≤ ε/9
)
> 1− ε.
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Hence, by (A.7), we deduce that
P∞
(
piP
0
(g)− piPˆ0N (g) ≤ 4ε/9, piP1(g)− piPˆ1N (g) ≤ 4ε/9
)
> 1− ε.
Combining the above with (A.5) and (A.6) we have
P∞
(∣∣∣piPˆ0N (g)− piPˆ1N (g)∣∣∣ > ε) < ε.
Using Strassen’s theorem ([Hub96, Theorem 2.13, p. 30]) we deduce that
dL(LP1(pˆiN ),LP0(pˆiN )) ≤ ε.
This concludes the proof. 
Proof of Corollary 4.7. (i): Let ε > 0. By assumption we can find a compact set
K ⊆ Rd+ such that
sup
P˜∈P
(
piP˜(g)− piP˜(·|K)(g)
)
≤ ε/3.
The rest of the proof follows as in the proof of Theorem 4.6 above using uniform
continuity of g on K.
(ii): Let ε > 0 and choose C > 0 such that
sup
P˜∈P
(
piP˜(g)− sup
‖dQ/dP˜‖∞≤C, Q∈M
EQ[g]
)
≤ ε/3,
By assumption there exists a constant D > 0 such that g(r) ≤ D(1 + |r|) for |r|
large enough. As P is uniformly integrable, there exists L > 0 such that
sup
P˜∈P
sup
Q∈M, ‖dQ/dP˜‖∞≤C
EQ[g1{|r|≥L}] ≤ sup
P˜∈P
CEP˜[D(1 + |r|)1{|r|≥L}] ≤ ε/3.
Note that there exists A > 0 such that the hedging strategies
{H ∈ Rd | piP˜(·|[0,L]d)(g) +H(r − 1) ≥ g(r) P˜(·|[0, L]d)-a.s.}
contain an element bounded by some constant A > 0 for all L > 0 large enough:
Otherwise there exist sequences (Ln)n∈N, (Hn)n∈N and (P˜n)n∈N such that Hn →
∞. Note that by uniform integrability of P˜n we have P˜n ⇒ P˜ and also P˜n(·|[0, Ln]d)⇒
P˜, where NA(P˜) holds. Take H˜n := Hn/|Hn|, then after possibly taking a subse-
quence H˜n → H˜ with |H˜| = 1 and H˜(r − 1) ≥ 0 P˜-a.s., which leads to H˜ = 0 by
NA(P˜), a contradiction. Take L > 0 such that
sup
P˜∈P
sup
Q∈M, ‖dQ/dP˜‖∞≤C
EQ[A|r|1{|r|≥L}] ≤ sup
P˜∈P
CEP˜[A|r|1{|r|≥L}] ≤ ε/3.
Then for all P˜ ∈ P
piP˜(g)− ε ≤ sup
‖dQ/dP˜‖∞≤C, Q∈M
EQ[g]− 2ε/3 ≤ sup
‖dQ/dP˜‖∞≤C, Q∈M
EQ[g1{|r|≤L}]− ε/3
≤ sup
‖dQ/dP˜‖∞≤C, Q∈M
EQ[g1{|r|≤L} −A|r|1{|r|≥L}]
≤ sup
Q∼P˜, Q∈M
EQ[g1{|r|≤L} −A|r|1{|r|≥L}]
= piP˜(g1{|r|≤L} −A|r|1{|r|≥L}) ≤ piP˜(·|[0,L]
d)(g) ≤ piP˜(g).
Thus again we can restrict to K = [0, L]d as before and proceed as in the proof of
Theorem 4.6. 
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