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摘要 该文证明了一类二态隐马尔可夫过程熵率的逼近序列存在上下界，且其误差不大于一
个因子小于 1的几何级数，这说明逼近序列的收敛速度较快。该结论有助于理解一般隐马尔
可夫过程熵率的收敛速度，并为部分隐马尔可夫过程熵率在任意误差范围内的估计提供了理
论上的依据。 
 
关键词 隐马尔可夫过程；熵率；上下界 
 
中图分类号  TN911.21, O236 
Low and Upper Bound of Approximate Sequence for the Entropy 
Rate of Binary Hidden Markov Processes 
Chen Shuang-ping
①
 Li Jun
①
 Zhou Mi
①
 
①（Electrical and Information College, Jinan University, Zhuhai ,519070,China） 
 
Abstract  In the paper, the approximate sequence for entropy of some binary hidden Markov 
models has been found to have two bound sequences, the low bound sequence and the upper 
bound sequence. The error bias of the approximate sequence is bound by a geometric sequence 
with a scale factor less than 1 which decreases quickly to zero. It helps to understand the 
convergence of entropy rate of generic hidden Markov models, and it provides a theoretical base 
for estimating the entropy rate of some hidden Markov models at any accuracy. 
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引言 
熵率在信息论里有着重要的理论和实际应用价值。对于离散无记忆信源和稳恒马尔可夫
信源，其熵率有解析表达式或理论上的精确计算方法[1]，但是对于大多数离散信源来说，其
熵率的计算都没有解析表达式,只能采取其他方法计算[1,2,3] ,或者分析其极限函数的性质[2]。尤
其是对于稳恒隐马尔可夫信源，虽然我们业已证明了其熵率的存在性，但是计算其熵率需要
计算一个表达式的极限[1]。这个极限是收敛的，但是这个极限的收敛速度不能计算。如果我
们知道熵率表达式的紧上下界，这将有助于我们估计熵率。在给定精度的情况下，由上下界
给出熵率的一个范围，只要上下界距离足够小，说明熵率的误差不会超出上下界的距离，此
时我们就可以及时终止熵率的计算。 
我们在曾提出了一种思路，用迭代函数系统研究隐马尔可夫信源，并证明稳恒二态隐马
尔可夫信源熵率近似式的收敛速度是几何级数的。在 2006年，我们应用该思路，提出了一
个隐马尔可夫信源熵率的计算算法[4]。同时 Han等采用迭代函数系统的思路证明了更一般情
况下熵率的收敛性[5]。在本文中，我们提出并证明了两个上下界，它们为理解一般隐马尔可
夫信源熵率的收敛速度提供了一种新的可能途径和解释，并为计算熵率的算法提供了可靠的
误差估计方法。同时，不难将本文结论推广到更一般的情况。 
 
基本概念 
令
1{ }k kX X ≥= 为二态字符集上的一阶静态马尔可夫过程，其转移概率 abP π= 满足
1( ) {0 1}ab X k kP X b X a a bπ −= = | = , , ∈ , 。另外有一个伯努利（Bernoulli）噪声过程（二态独立同分
布）
1{ }k kE E ≥= ，独立于 X ，满足 ( 1)iP E ε= = 。因此，可以定义随机过程 1{ }k kZ Z ≥= ，有
1k k kZ X E k= ⊕ , ≥ ，这里⊕ 指模 2 加法（异或）。可以将 Z视为具有噪声 E的二态对称信道的
输出，其输入为 X 。 Z完全由参数
01π 、 10π 和 ε 决定。随机过程 Z是一种最简单的隐马氏过
程，简称为二态隐马尔可夫过程[2]。通常情况下我们认为噪声 ε 较小，只考虑 1
01 10 2
0 ε π π< < , <
的情形。 
我们将随机变量序列 …i jZ Z, 记为 jiZ ，大写字母代表随机变量序列，小写字母代表其一
个实例。一般地，我们忽略某些地方的实例(如： ( )j
i
P Z 实际上意味着 ( )j j
i i
P Z z= )。随机变量
j
i
Z 的熵(在本文中我们采用信息熵，使用以 2为底的对数，即
2
log logx x≡ )定义为[1,2]： 
( ) [ log ( )]j j
i i
H Z E P Z= − . 
二态隐马尔可夫过程的熵率定义为[2]： 
01 10 1 1
1 1
( ) ( ) lim ( ) lim [ log ( )]n n
n n
h Z h H Z E P Z
n n
π π ε
→∞ →∞
≡ , , = = − .  
由上可见计算二态隐马尔可夫过程的熵率，需要计算随机变量
1
nZ 的分布，这个分布有 2n
种取值的可能。下面我们来看如何计算
1
( )nP Z 。 
定义
0 ( )g x 和 1( )g x 为： 0 01 10 10 10( ) (1 )(1 2 ) (1 ) (1 ) ,g x xπ π ε π ε π ε= − − − + − + − 1 0( ) 1 ( ).g x g x= − 由前后
向算法[4]，知：
1 1 0 1
( 0 ) ( ( 0 ))n n
n n
P Z Z g P X Z+ = | = = | , 1 1 1 1( 1 ) ( ( 0 ))
n n
n n
P Z Z g P X Z+ = | = = | .由此我们有[4]：
1
1
1 1 1 1
1 1
( ) ( ) ( )
( ( 0 )) ( ).
n
n n n
n
n n
z n
P Z P Z Z P Z
g P X Z P Z
+
+
+= |
= = |
 
定义
0( )f x ， 1( )f x 为： 
01 10 10
01 10 10 10
(1 )( (1 ) )
0 (1 )(1 2 ) (1 ) (1 )
( )
x
x
f x
ε π π π
π π ε π ε π ε
− − − +
− − − + − + −= ,
01 10 10
01 10 10 10
( (1 ) )
1 (1 )(1 2 ) (1 )(1 )
( )
x
x
f x
ε π π π
π π ε π ε π ε
− − +
− − − − + + − −= .  
那么，我们有： 
1 1
1 0 1 1
( 0 0) ( ( 0 )),n n
n n
P X Z f P X Z− −−= | = = |
1 1
1 1 1 1
( 0 1) ( ( 0 )).n n
n n
P X Z f P X Z− −−= | = = | 综合这两式我们有：
1
1 1
1 1 1 1( 0 ) ( ( 0 )).n
n n
n n z nP X Z Z f P X Z+
− −
+ −= | = = |  
定义两个函数的复合为： ( ) ( ( ))f g x f g x≡ 。定义
1 11
n
n nz z zZ
F f f f
−
≡  ⋯ 。那么我们有： n∀ ∈ℵ，
1
1 0( 0 ) ( ( 0))n
n
n Z
P X Z F P X= | = = .其中
0( 0)P X = 代表二态隐马尔可夫过程的初始状态概率。 
综合以上结果我们有
1 1 1
1
1 1 1 0 1( ) ( ( 0 )) ( ) ( ( ( 0))) ( ).nn n
n n n n
z n z Z
P Z g P X Z P Z g F P X P Z
+ +
+ = = | = = 从而可以递
推地计算得到
1
( ), 1,2,3 .nP Z n = ⋯  
 
二态隐马尔可夫过程熵率的上下界 
对于二态隐马尔可夫过程熵率也可以采用另一个公式[1] 1
1 1
( ) lim( ( ) ( ))n n
n
h Z H Z H Z+
→∞
= − 来计
算。令 ( )bh x 为定义于 [0 1], 区间的熵函数： ( ) log (1 )log(1 )bh x x x x x= − − − − .易见 ( )bh x 在 12[0 ], 上单调
增，在 1
2
[ 1], 上单调减，且关于 1
2
x = 对称(即 ( ) (1 )b bh x h x= − )。同时注意到 1 0( ) ( ) 1g x g x+ = 对任意
x都成立，我们有 
( ) ( )
1 1
1 1
( ) 1
1 1
1
1 1
1 1 1
1 1 1 1 1 1
0 0 1 0 0
( ) ( )
[ log ( )] [ log ( )]
[ log ( 0)] [ log ( 1)] [ log ( )]
( 0)log ( 0) ( 1)log ( 1) ( ) log ( )
( ( ( 0))) ( ) log ( ( ( 0)))
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+
+
= −
= − − −
= − + − − −
= − − +
= − = =
∑ ∑
( ) ( )( )
( )
( ) ( )( )
1 1
1
1
1 1 1 1
1
1
1 1 0 1 1 0 1
1 1
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+
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∑
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Z Z Z Z
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= =
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对于
0( )f x 和 1( )f x ，不难证明它们都是[0,1]区间的单调增函数[4]，因此
1
( )nZF x 也是在 [0 1], 区间
上的单调增函数。显然对于
0( )f x 和 1( )f x ，有 [ ] [ ] [ ] [ ]0 1( 0,1 ) 0,1 ( 0,1 ) 0,1f f⊂ , ⊂ 。 
因为 ( )
1
1
( )
1 0 0( ) ( ( ( 0)))n
n
n n
b Z
z
H P Z h g F P X= =∑ 取决于 0( 0)P X = 的取值，实际上对于本文给出的二
态隐马尔可夫过程，其底层的马尔可夫模型是稳恒遍历的（在本文中 0，1 状态是对称的），
因此在计算时取稳恒态 0 1( 0) ( 0)
2
tP X P X= = = = ，这样由稳恒性，我们可以得出对任意正整数
t，
1 1
( ) ( )n n t
t
P Z P Z ++= 。 
我们引入 ( ) ( ),n nL U 如下： 
[ ]
( )
[ ]
1
1
1 1
1 1
1
1
( )
1 0
0,1
( )
1 0 0 1 0
( )
1 0
0,1
( ) min{ ( ( ( )))}
1
( ) ( ( ( 0))) ( ) ( ( )))
2
( )max{ ( ( ( )))}
n
n
n n
n n
n
n
n n
b Zx
z
n n n
b bZ Z
z z
n n
b Zx
z
L P Z h g F x
P Z h g F P X P Z h g F H
U P Z h g F x
∈
∈
=
 <= = = = 
 
<= =
∑
∑ ∑
∑
 
我们已经知道 ( )nH 是收敛的，因此易见 ( )nL 有上界且 ( )nU 有下界，下面我们只需要证明
( )nL 和 ( )nU 收 敛 。 实 际 上 我 们 只 需 证 明 ( ) ( )n nU L− 趋 于 零 ， 如 果 它 成 立 ， 由
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
,
n n n n n n n n
H L U L H U U L− ≤ − − ≤ − 和 ( )nH 收敛可得： ( )nL ， ( )nU 和 ( )nH 都收敛于同一个极
限就是熵率 ( )h Z 。 
如 果 存 在 合 适 的 参 数
01π 、 10π 和 ε （ 比 如 01 10 0.1, 0.01π π ε= = = ） ， 使 得
[ ] ( ) ( )0 10, 0,1 , 1, 1x f x f xδ δ δ′ ′∃ > ∀ ∈ < < < < 。那么，存在 [ ]1 2 1, , 0,1nη η η − ∈⋯ ，使得 
( )
1 11
1 11 2
( ) ( )
( ) ( ) ( )
n
n n
n n n
z z zZ
z z z
n
F x f f f x
f f f xη η
δ
−
− −
′′ ≡
′ ′ ′=
<
 ⋯
⋯  
定义函数 ( ) ( )( )0 0g bh x h g x≡ ，因 ( )0g x 在[0,1]区间连续可导， [ ]( )0 0,1 (0,1)g ⊂ ， ( )bh x 在 (0,1)
内的闭区间连续可导，因此 ( )0gh x 在在[0,1]区间连续可导，且其导数还是连续的，因此其
导数有界，设 ( )0gh x M′ < 。我们有： 
[ ]
( )( )( ){ } [ ] ( )( )( ){ }
( ) ( )
( )( ){ }
( ) ( )
( )( ){ }
( ) ( )
( ){ }
( ) ( )
( ){ }
1 1
1
1
1 11 1
1
1 11 1
( ) ( )
1 0 0
0,10,1
1 0 0
0 , 10 , 1
1 0 0
0 , 10 , 1
( ) max min
( ) max min
( ) max min
n n
n
n
n nn n Z ZZ Z
n
n nn n Z ZZ Z
n n n
b bZ Zxx
z
n
b b
y F Fy F Fz
n
g g
y F Fy F Fz
U L P Z h g F x h g F y
P Z h g y h g y
P Z h y h y
∈∈
   ∈∈   
  
   ∈∈      
 − = − 
 
 
 = −
 
 

= −
∑
∑
∑
( ) ( ) ( )
( ) ( )
( )
1 1
1
1 1
1
1
1
1
1 0
1
1
1
( ) 1 0
( ) 1 0
( ) 1 0
( )
n n
n
n n
n
n
n
n
n
g Z Z
z
n
Z Z
z
n
Z
z
n n
z
n
P Z h F F
P Z M F F
P Z M F
P Z M
M
η
ζ
δ
δ

 
 
 
′= −
< −
′≤ −
<
=
∑
∑
∑
∑
 
因为M 为常数，而 1δ < ，因此 ( ) ( )n nU L− 收敛于 0。 
由本文考虑的隐马尔可夫过程是稳恒遍历的，因此任意正整数 t，
1 1
( ) ( )n n t
t
P Z P Z ++= 。结合
上面 [ ] [ ] [ ] [ ]0 1( 0,1 ) 0,1 ( 0,1 ) 0,1f f⊂ , ⊂ ，我们可以得到： 
[ ]
( )( )( ){ }
[ ]
( )( )( ){ }
[ ]
( )( )( ){ } [ ] ( )( )( ){ }
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1
1
1
1
1
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1
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1
2
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( 1) 1
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1
1 2 0
0,1
1 1
2 0 2 00 10,1 0,1
0 1
1
2 0 0
0,1
( ) min
( ) min
(0 ) min (1 ) min
(0 ) min (
n
n
n
n
n n
n n
n
n n
n n
b Zx
z
n
b Z Zx
z z
n n
b bZ Zx x
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n
b Zx
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L P Z h g F x
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P Z h g F f x P
+
+
+
+
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+ +
+
+ +
+ +
∈
+
∈
+ +
∈ ∈
+
∈
=
=
= +
= +
∑
∑
∑ ∑
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1
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(0 ) min (
n
n n
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n
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b Zy
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Z h g F f x
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P Z h g F y P Z h g F y
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+
∈
∈ ∈
   ∈ ∈   
∈
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1
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由 此 可 见 ( )nL 是 单 调 不 减 序 列 。 同 理 可 证 ( )nU 是 单 调 不 增 序 列 ， 因 此
( ) ( 1) ( ) ( ) ( ) ( 1) ( )lim ( ) lim limn n n n n n n
n n n
L L L h Z H U U U+ +
→∞ →∞ →∞
≤ ≤ = = = ≤ ≤ ，这也就是说 ( ) , ( )nH h Z 包含于区间
( ) ( ),n nL U    
因此 ( ) ( ) ( )( )n n n nH h Z U L Mδ− ≤ − ≤ ，也就是说熵率逼近序列 ( )nH 的收敛速度最少是几何级数
级。 
 
 
结论 
本文证明了对一类特殊的二态隐马尔可夫过程，只要其参数
01π 、 10π 和 ε 合适，使得
[ ] ( ) ( )0 10,1 , 1, 1x f x f xδ δ′ ′∀ ∈ < < < < 。则二态隐马尔可夫过程的熵率 ( )h Z 存在不减的下序列界
( )nL 和不增的上界序列 ( )nU ，满足： 
[ ] [ ]1 1
1 1
( ) ( )
1 0 1 0
0,1 0,1
( ) min{ ( ( ( )))} ( ) ( )max{ ( ( ( )))}.n n
n n
n n n n
b bZ Zx x
z z
L P Z h g F x h Z U P Z h g F x
∈ ∈
= <= <= =∑ ∑  
也就是说 ( )h Z 是区间 ( ) ( ),n nL U  中的一个数，这一结论为估计熵率提供了可能。并且我们
还证明了 ( ) ( ) ( )( )n n n nH h Z U L Mδ− ≤ − ≤ ，从而得出熵率逼近序列 ( )nH 的误差最少是几何级数。 
文中涉及的条件虽然很特殊，但是在很多情况下是满足的[6]。同时本文这些证明为一般
情形的证明提供了可供参考的途径，本文中的上下界也为熵率的计算提供了中止的条件，可
以用本文的结论求出一定精度的熵率结果。从这个意义上来讲，本文的结论和方法具有重要
的价值。 
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