Uniqueness and stability of the minimizer for a binary functional arising in an inverse heat conduction problem  by Deng, Zui-Cha et al.
J. Math. Anal. Appl. 382 (2011) 474–486Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Uniqueness and stability of the minimizer for a binary functional arising
in an inverse heat conduction problem✩
Zui-Cha Deng a,b,∗, Liu Yang b, Nan Chen a
a Department of Mathematics, Fudan University, Shanghai 200433, People’s Republic of China
b Department of Mathematics, Lanzhou Jiaotong University, Lanzhou, Gansu 730070, People’s Republic of China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 8 December 2010
Available online 29 April 2011
Submitted by P. Sacks
Keywords:
Inverse problem
Heat conduction equation
Binary functional
Uniqueness
Stability
The local well-posedness of the minimizer of an optimal control problem is studied in
this paper. The optimization problem concerns an inverse problem of simultaneously
reconstructing the initial temperature and heat radiative coeﬃcient in a heat conduction
equation. Being different from other ordinary optimization problems, the cost functional
constructed in the paper is a binary functional which contains two independent variables
and two independent regularization parameters. Particularly, since the status of the two
unknown coeﬃcients in the cost functional are different, the conjugate theory which is
extensively used in single-parameter optimization problems cannot be applied for our
problem. The necessary condition which must be satisﬁed by the minimizer is deduced. By
assuming the terminal time T is relatively small, an L2 estimate regarding the minimizer
is obtained, from which the uniqueness and stability of the minimizer can be deduced
immediately.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Inverse problems arise in the studies of many ﬁelds of science and engineering. The inverse heat conduction problem
(IHCP) consists in the determination of a boundary condition, energy-generation rate, or thermo-physical properties by
utilizing the measured temperature history at one or more locations in the physical domain (see [12,17]).
We are interested in studying an inverse problem of simultaneously reconstructing the initial temperature and heat
radiative coeﬃcient in a heat conduction equation. Problems of this type have important applications in several ﬁelds of
applied science and engineering. The problem can be stated in the following form:
Problem P. Consider an initial-boundary value problem for a heat conduction equation as follows:⎧⎪⎨
⎪⎩
ut −u + p(x)u = 0, (x, t) ∈ Q = Ω × (0, T ],
u|∂Ω = 0, (x, t) ∈ ∂Ω × (0, T ],
u(x,0) = φ(x), x ∈ Ω,
(1.1)
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that two extra conditions
u(x, t) = z(x, t), (x, t) ∈ ω × (0, T ), (1.2)
and
u(x, T ) = zT (x), x ∈ Ω, (1.3)
are given, where ω ⊂ Ω is an arbitrarily prescribed subregion. The goal is to determine the functions p(x), φ(x) and u(x, t)
satisfying (1.1)–(1.3).
This kind of problem was ﬁrst introduced in [24]. The uniqueness and stability of the solution for the inverse problem
have been established, and the Tikhonov regularization method can be utilized to solve the issue numerically. By construct-
ing an appropriate cost functional, the inverse problem is transformed into an optimal control problem. As the optimization
scheme is one of the most important approaches to the numerical reconstruction, its well-posedness is widely studied.
Despite the fact that the existence of the corresponding minimizer has been proved, the uniqueness and stability remain
unresolved. In view of their signiﬁcance, this paper aims at deriving the uniqueness and stability of the minimizer for the
optimal control problem.
Inverse coeﬃcient problems for parabolic equations are well studied in the literature. However, most of these inverse
problems concern the determination of unknown coeﬃcient(s) in the equation, where the initial temperature is given.
In [15,16], the inverse problem of identifying the implied volatility σ(S) in the Black–Scholes equation
∂V
∂t
+ 1
2
σ 2(S)S2
∂2V
∂ S2
+ (r − q)S ∂V
∂ S
− rV = 0, (S, t) ∈ R+ × [0, T )
from current market prices of options has been considered carefully within an optimal control framework. The existence
and uniqueness of σ(S) are proved and corresponding numerical results are obtained by an iteration algorithm. In [2,3], a
nonlinear Fredholm equation for volatility is obtained and then the approximate problem is solved iteratively. On the basis
of the properties of the parameter-to-solution mapping, the stability and convergence of σ(S) are obtained in [11] by the
Tikhonov regularization. The determination of σ(S) with a new extra condition is discussed in [8].
The inverse problem of determining the radiative coeﬃcient p(x) in (1.1) has been widely investigated in [22,7,5,25,
14,10]. In [22], the existence and uniqueness of p(x) are proved by the contraction mapping principle. The determination
of p(x) by Hölder space method from ﬁnal observations can be found in [7]. For general parabolic equations, the uniqueness
and stability of p(x) have been obtained in [14]. In [5,25], motivated by heuristic arguments, the optimization method
is applied to stabilize the inverse problem. The numerical results for recovery of p(x) are obtained by the ﬁnite element
method and the ﬁnite difference method, respectively. In [10], the authors consider the inverse problem of determining the
radiative coeﬃcient p(x) in the following nonlinear parabolic equation:
ut − u + p(x) f (u) = 0, (x, t) ∈ Q
from the ﬁnal measurement data.
The case of both space and time dependent p = p(x, t), i.e., determining the unknown coeﬃcient p(x, t) in the following
equation
ut − u + p(x, t)u = 0,
has been carefully investigated in [9].
For the backward heat conduction problems, i.e., to estimate the initial temperature by the terminal observation u(x, T ),
we refer the readers to the references, e.g., [4,20,21,6,13].
It is well known that the optimization technique is a classical tool to seek for the general solution for inverse coeﬃcient
problems (see [18,23]). Single-coeﬃcient inverse problems are plentifully discussed and well developed, while only a few
works focus on the multi-coeﬃcient case. The main diﬃculty of our problem lies in the fact that the underlying target is
the minimization of a binary functional. The necessary condition which should be satisﬁed by the minimizer is a coupled
system of variational inequalities which contains two independent unknown functions and two independent regularization
parameters. The methods used for the single-coeﬃcient case (see [5,25]) are not applicable for problem P, for the reason
that the status of the radiative coeﬃcient is different from that of the initial value function. Therefore, we introduce a
new cost functional to replace the old one constructed in [24]. From a mathematical point of view, the derivation of the
uniqueness and stability for the minimizer is quite technical and is more diﬃcult than that of the single-coeﬃcient case.
In this paper, we use an optimal control framework (see, e.g., [15,25]) to discuss problem P mainly from a theoretical
point of view. Our goal is to prove the local well-posedness of the optimization problem. The paper is organized as follows:
In Section 2, we introduce the optimal control problem P1. We then establish the necessary condition of the minimizer for
problem P1 in Section 3. By assuming T is relatively small, the local uniqueness and stability of the minimizer are obtained
in Section 4.
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Assume that the measurement functions zT (x) and z(x, t) satisfy
z(x, t) ∈ L2(0, T ; L2(ω)), zT (x) ∈ L2(Ω). (2.1)
Since the inverse problem P is ill-posed in the sense that its solution depends unstably on the data, we turn to consider
the following optimal control problem P1:
Find (p¯, φ¯) ∈ A1 × A2 such that:
J (p¯, φ¯) = min
(p,φ)∈A1×A2
J (p, φ), (2.2)
where
J (p, φ) = 1
2
T∫
0
∫
ω
∣∣u(x, t; p, φ) − z(x, t)∣∣2 dxdt + 1
2
T∫
T−σ
∫
Ω
∣∣u(x, t; p, φ) − zT (x)∣∣2 dxdt
+ α
2
∫
Ω
|∇p|2 dx+ β
2
∫
Ω
|∇φ|2 dx, (2.3)
A1 =
{
p(x)
∣∣ ∣∣p(x)∣∣ M1, p ∈ H1(Ω)}, (2.4)
A2 =
{
φ(x)
∣∣ 0< φ(x) M2, φ ∈ H1(Ω)}. (2.5)
Here M1,M2 are two given positive constants and σ is a small positive constant. The function u(x, t; p, φ) is the solution
of Eq. (1.1) for the given coeﬃcients (p, φ) ∈ A1 × A2 and α,β are the regularization parameters.
It is obvious that the direct problem, i.e., determining the solution u(x, t) of (1.1) from the given coeﬃcients p(x) and
φ(x), is well-posed. Moreover, we have the following estimate with respect to u(x, t).
Lemma 2.1. (See [19].) Let u(x, t) be the solution of Eq. (1.1). Then there exists a constant C such that
max
Ω
|u| C max
Ω
|φ|,
max
0tT
∫
Ω
u2 dx+
T∫
0
∫
Ω
|∇u|2 dxdt  C
∫
Ω
φ2 dx.
From (2.1) and Lemma 2.1, it can be seen that the control functional (2.3) is well deﬁned for any (p, φ) ∈ A1 × A2.
Theorem 2.2. There exists at least one minimizer to the optimization problem (2.2)–(2.5).
The proof of the existence is similar to that in [24] and is thus omitted.
Remark 2.1. It should be mentioned that there is a minor difference between the cost functional (2.3) and what constructed
in [24]. In [24], the second part of the cost functional is given by
1
2
∫
Ω
∣∣u(x, T ; p, φ) − zT (x)∣∣2 dx. (2.6)
The motivation of our choosing the form (2.3) comes from the consideration of high sensitivity to variations of parame-
ters for control problems with terminal observations. In fact, the information for determining the unknown functions p(x)
and φ(x) is implied in the internal observation z(x, t) ∈ ω × [0, T ] and the terminal observation zT (x). Due to the high sen-
sitivity to the variation of T , the relation between the unknown functions to be identiﬁed and the extra conditions is rather
weak. By using (2.3) instead of (2.6), we cannot only strengthen such relationship, but also moderate the high sensitivity to
the variation of T .
Moreover, in the optimal control framework, the status of the radiative coeﬃcient p(x) is different from that of the
initial value function φ(x). For the case of given φ(x) and p(x) to be identiﬁed, the cost functional with term (2.6) is
appropriate. By using the standard conjugate theory for parabolic equations, it is suﬃcient to prove the uniqueness of p(x)
(see [25]). However, for the mixed case where φ(x) is also unknown, the above form does not facilitate the theoretical
analysis, particularly to obtain the uniqueness of the minimizer, because the integral term of φ(x) produced by the last
term in (2.3) is out of control (see Remark 3.1 in Section 3).
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cient p(x) from the ﬁnal measurement data is considered. The corresponding term in the cost functional is taken as the
following form:
1
2
T∫
T−σ
dt
∫
Ω
p(x)
∣∣u(x, t; p) − zT (x)∣∣2 dx. (2.7)
For simplicity, we omit the term p(x) in (2.7) in our paper.
3. Necessary condition
Theorem 3.1. Let (p, φ) be the solution of the optimal control problem (2.2). Then we have for any (h,k) ∈ A1 × A2 ,
T∫
0
∫
ω
[
u(x, t) − z(x, t)][ξ(x, t) + η(x, t)]dxdt +
T∫
T−σ
∫
Ω
[
u(x, t) − zT (x)
][
ξ(x, t) + η(x, t)]dxdt
+ α
∫
Ω
∇p · ∇(h − p)dx+ β
∫
Ω
∇φ · ∇(k − φ)dx 0, (3.1)
where ξ(x, t) and η(x, t) satisfy the following equations:⎧⎨
⎩
ξt − ξ + pξ = (p − h)u, (x, t) ∈ Q ,
ξ |∂Ω = 0,
ξ |t=0 = 0,
(3.2)
⎧⎨
⎩
ηt − η + pη = 0, (x, t) ∈ Q ,
η|∂Ω = 0,
η|t=0 = k − φ.
(3.3)
Proof. For any h ∈ A1, k ∈ A2 and 0 λ, δ  1, we have
pλ ≡ (1− λ)p + λh ∈ A1, φδ ≡ (1− δ)φ + δk ∈ A2.
Then
Jλ,δ ≡ J (pλ,φδ) = 1
2
T∫
0
∫
ω
∣∣u(x, t; pλ,φδ)− z(x, t)∣∣2 dxdt + 1
2
T∫
T−σ
∫
Ω
∣∣u(x, t; pλ,φδ) − zT (x)∣∣2 dxdt
+ α
2
∫
Ω
|∇pλ|2 dx+ β
2
∫
Ω
|∇φδ|2 dx. (3.4)
Let uλ,δ be the solution to Eq. (1.1) with given p = pλ and φ = φδ . Since (p, φ) is the optimal solution, we have
∂ Jλ,δ
∂λ
∣∣∣∣
λ=0,δ=0
=
T∫
0
∫
ω
[
u(x, t) − z(x, t)]∂uλ,δ
∂λ
∣∣∣∣
λ=0,δ=0
dxdt +
T∫
T−σ
∫
Ω
[
u(x, t) − zT (x)
]∂uλ,δ
∂λ
∣∣∣∣
λ=0,δ=0
dxdt
+ α
∫
Ω
∇p · ∇(h − p)dx 0, (3.5)
and
∂ Jλ,δ
∂δ
∣∣∣∣
λ=0,δ=0
=
T∫
0
∫
ω
[
u(x, t) − z(x, t)]∂uλ,δ
∂δ
∣∣∣∣
λ=0,δ=0
dxdt +
T∫
T−σ
∫
Ω
[
u(x, t) − zT (x)
]∂uλ,δ
∂δ
∣∣∣∣
λ=0,δ=0
dxdt
+ β
∫
∇φ · ∇(k − φ)dx 0. (3.6)
Ω
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⎪⎪⎩
∂
∂t
(u˜λ)− u˜λ + pλu˜λ = (p − h)uλ,δ,
u˜λ|∂Ω = 0,
u˜λ|t=0 = 0.
(3.7)
Let ξ = u˜λ|λ=0,δ=0. Then ξ satisﬁes⎧⎨
⎩
ξt −ξ + pξ = (p − h)u,
ξ |∂Ω = 0,
ξ |t=0 = 0.
(3.8)
From (3.5) we have
T∫
0
∫
ω
[
u(x, t) − z(x, t)]ξ(x, t)dxdt +
T∫
T−σ
∫
Ω
[
u(x, t) − zT (x)
]
ξ(x, t)dxdt + α
∫
Ω
∇p · ∇(h − p)dx 0. (3.9)
Likewise, denoting u˜δ ≡ ∂uλ,δ∂δ , we have⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
(u˜δ) −u˜δ + pλu˜δ = 0,
u˜δ|∂Ω = 0,
u˜δ|t=0 = k − φ.
(3.10)
Let η = u˜δ |λ=0,δ=0, then η satisﬁes⎧⎨
⎩
ηt − η + pη = 0,
η|∂Ω = 0,
η|t=0 = k − φ.
(3.11)
From (3.6) we have
T∫
0
∫
ω
[
u(x, t) − z(x, t)]η(x, t)dxdt +
T∫
T−σ
∫
Ω
[
u(x, t) − zT (x)
]
η(x, t)dxdt + β
∫
Ω
∇φ · ∇(k − φ)dx 0. (3.12)
Combining (3.9) and (3.12), we arrive at the conclusion. 
Remark 3.1. If the second term in (2.3) is replaced by (2.6), then the variational inequality (3.1) should be rewritten as
T∫
0
∫
ω
[
u(x, t) − z(x, t)][ξ(x, t) + η(x, t)]dxdt + ∫
Ω
[
u(x, T ) − zT (x)
][
ξ(x, T ) + η(x, T )]dx
+ α
∫
Ω
∇p · ∇(h − p)dx+ β
∫
Ω
∇φ · ∇(k − φ)dx 0. (3.13)
By the conjugate theory for parabolic equation, we may obtain another form of the second term of the necessary condi-
tion. Let
Lξ = ξt − ξ + pξ,
and suppose ξˆ is the solution of the following problem:⎧⎨
⎩
L∗ξˆ = −ξˆt − ξˆ + pξˆ = 0,
ξˆ |∂Ω = 0,
ξˆ |t=T = u(x, T ) − zT (x),
(3.14)
where L∗ is the adjoint operator of L. From (3.8) and (3.14) we have
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T∫
0
∫
Ω
ξL∗ξˆ dxdt
= −
∫
Ω
ξ(x, T )
[
u(x, T ) − zT (x)
]
dx+
T∫
0
∫
Ω
ξˆLξ dxdt
= −
∫
Ω
ξ(x, T )
[
u(x, T ) − zT (x)
]
dx+
T∫
0
∫
Ω
ξˆu(p − h)dxdt, (3.15)
i.e.,
∫
Ω
ξ(x, T )
[
u(x, T ) − zT (x)
]
dx =
T∫
0
∫
Ω
ξˆu(p − h)dxdt. (3.16)
Likewise, we may obtain∫
Ω
η(x, T )
[
u(x, T ) − zT (x)
]
dx =
∫
Ω
ηˆ(x,0)
(
k(x) − φ(x))dx, (3.17)
where ηˆ(x, t) satisﬁes the following equation⎧⎨
⎩
−ηˆt − ηˆ + pηˆ = 0,
ηˆ|∂Ω = 0,
ηˆ|t=T = u(x, T ) − zT (x).
(3.18)
Although the right-hand side in (3.16) is justiﬁed, the term in (3.17) regarding the initial value function cannot be con-
trolled in the uniqueness derivation, which can be seen in Section 4. This is another reason why we choose the form (2.3).
4. Uniqueness and stability
The optimal control problem P1 is non-convex. Therefore, one may not always expect a unique solution. In fact, it is well
known that the optimization technique is a classical tool to yield “general solution” for inverse problems without unique
solution. However, we ﬁnd that if the terminal time T is relatively small, then the minimizer of the cost functional can be
proved to be locally unique and stable, which is also the main contribution of the paper.
Throughout this paper, if no speciﬁc illustration, by C will be denoted the different constants which are independent of T .
Suppose {p1, φ1} is a minimizer of problem P1 corresponding to {z1(x, t), z1(x, T )}, and {p2, φ2} is a minimizer of prob-
lem P1 corresponding to {z2(x, t), z2(x, T )}.
Let
u1(x, t) = u(x, t; p1, φ1), u2(x, t) = u(x, t; p2, φ2).
Setting
u1 − u2 = U , p1 − p2 = P , φ1 − φ2 = Φ,
then U satisﬁes the following equation:⎧⎨
⎩
Ut − U + p1U = −Pu2, (x, t) ∈ Q ,
U |∂Ω = 0,
U |t=0 = Φ.
(4.1)
Theorem 4.1. Assume that the dimension n  2. Let {p1, φ1}, {p2, φ2} be the minimizers of the optimal control problem P1 corre-
sponding to {z1(x, t), z1(x, T )}, {z2(x, t), z2(x, T )} respectively. If
p1|∂Ω = p2|∂Ω, φ1|∂Ω = φ2|∂Ω, (4.2)
then there exists a constant T0 such that 0< T0 << 1, and for any 0< T  T0 we have the following estimate
‖p1 − p2‖H1(Ω) + ‖φ1 − φ2‖H1(Ω)  C
(‖z1 − z2‖L2(0,T ;L2(ω)) + ∥∥z1(·, T ) − z2(·, T )∥∥L2(Ω)), (4.3)
where C is independent of T .
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By taking (h,k) = (p2, φ2) when (p, φ) = (p1, φ1) and taking (h,k) = (p1, φ1) when (p, φ) = (p2, φ2) in (3.1), we have
α
∫
Ω
∇p1 · ∇(p2 − p1)dx+ β
∫
Ω
∇φ1 · ∇(φ2 − φ1)dx+
T∫
0
∫
ω
(u1 − z1)(ξ1 + η1)dxdt
+
T∫
T−σ
∫
Ω
(
u1 − z1(·, T )
)
(ξ1 + η1)dxdt  0, (4.4)
and
α
∫
Ω
∇p2 · ∇(p1 − p2)dx+ β
∫
Ω
∇φ2 · ∇(φ1 − φ2)dx+
T∫
0
∫
ω
(u2 − z2)(ξ2 + η2)dxdt
+
T∫
T−σ
∫
Ω
(
u2 − z2(·, T )
)
(ξ2 + η2)dxdt  0. (4.5)
From (4.4) and (4.5) we have
α
∫
Ω
∣∣∇(p1 − p2)∣∣2 dx+ β
∫
Ω
∣∣∇(φ1 − φ2)∣∣2 dx

T∫
0
∫
ω
[
(u1 − z1)(ξ1 + η1) + (u2 − z2)(ξ2 + η2)
]
dxdt
+
T∫
T−σ
∫
Ω
[(
u1 − z1(·, T )
)
(ξ1 + η1)+
(
u2 − z2(·, T )
)
(ξ2 + η2)
]
dxdt
≡ I1 + I2. (4.6)
For I1 we have
I1 =
T∫
0
∫
ω
[
(u1 − z1)(ξ1 + η1) − (u2 − z2)(ξ1 + η1) + (u2 − z2)(ξ1 + η1)+ (u2 − z2)(ξ2 + η2)
]
dxdt
=
T∫
0
∫
ω
U (ξ1 + η1)dxdt +
T∫
0
∫
ω
(z2 − z1)(ξ1 + η1)dxdt
+
T∫
0
∫
ω
(u2 − z2)(ξ1 + ξ2)dxdt +
T∫
0
∫
ω
(u2 − z2)(η1 + η2)dxdt
≡ I11 + I12 + I13 + I14. (4.7)
Similarly, we have for I2
I2 =
T∫
T−σ
∫
Ω
U (ξ1 + η1)dxdt +
T∫
T−σ
∫
Ω
(
z2(·, T ) − z1(·, T )
)
(ξ1 + η1)dxdt
+
T∫
T−σ
∫
Ω
(
u2 − z2(·, T )
)
(ξ1 + ξ2)dxdt +
T∫
T−σ
∫
Ω
(
u2 − z2(·, T )
)
(η1 + η2)dxdt
≡ I21 + I22 + I23 + I24. (4.8)
Note that ξ1, ξ2, η1 and η2 satisfy the following equations:
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⎩
ξ1t −ξ1 + p1ξ1 = Pu1,
ξ1|∂Ω = 0,
ξ1|t=0 = 0,
(4.9)
⎧⎨
⎩
ξ2t −ξ2 + p2ξ2 = −Pu2,
ξ2|∂Ω = 0,
ξ2|t=0 = 0,
(4.10)
⎧⎨
⎩
η1t −η1 + p1η1 = 0,
η1|∂Ω = 0,
η1|t=0 = −Φ,
(4.11)
⎧⎨
⎩
η2t −η2 + p2η2 = 0,
η2|∂Ω = 0,
η2|t=0 = Φ.
(4.12)
Let
ξ1 + ξ2 = Ξ, η1 + η2 = N, ξ1 + η1 = V .
Then Ξ , N and V satisfy the following equations:⎧⎨
⎩
Ξt − Ξ + p1Ξ = PU + Pξ2,
Ξ |∂Ω = 0,
Ξ |t=0 = 0,
(4.13)
⎧⎨
⎩
Nt − N + p1N = Pη2,
N|∂Ω = 0,
N|t=0 = 0,
(4.14)
⎧⎨
⎩
Vt − V + p1V = Pu1,
V |∂Ω = 0,
V |t=0 = −Φ.
(4.15)
Lemma 4.2. For Eq. (4.1) we have the following estimate:
max
0tT
∫
Ω
U2 dx+
T∫
0
∫
Ω
|∇U |2 dxdt  C
(∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
)
, (4.16)
where C is independent of T .
Proof. From Eq. (4.1) we have for 0< t  T
∫
Ω
t∫
0
(
U2
2
)
t
dxdt +
t∫
0
∫
Ω
|∇U |2 dxdt +
t∫
0
∫
Ω
p1U
2 dxdt = −
t∫
0
∫
Ω
Pu2U dxdt. (4.17)
By the Young inequality and (4.17), we have
∫
Ω
U2
2
∣∣∣∣
(x,t)
dx+
t∫
0
∫
Ω
|∇U |2 dxdt  C
t∫
0
∫
Ω
P2|u2|2 dxdt + 1
2
∫
Ω
Φ2 dxdt + M1
t∫
0
∫
Ω
U2 dxdt −
t∫
0
∫
Ω
p1U
2 dxdt
 C
t∫
0
∫
Ω
P2|u2|2 dxdt + 1
2
∫
Ω
Φ2 dxdt + C
t∫
0
∫
Ω
U2 dxdt. (4.18)
From the Gronwall’s inequality and (4.18) we have
∫
Ω
U2 dx+
T∫
0
∫
Ω
|∇U |2 dxdt  C
(∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
)
,
where C is independent of T .
This completes the proof of Lemma 4.2. 
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max
0tT
∫
Ω
|ξ2|2 dx+
T∫
0
∫
Ω
|∇ξ2|2 dxdt  C
T∫
0
∫
Ω
P2|u2|2 dxdt, (4.19)
max
0tT
∫
Ω
|η2|2 dx+
T∫
0
∫
Ω
|∇η2|2 dxdt  C
∫
Ω
Φ2 dx, (4.20)
where C is independent of T .
The proof is similar to that of Lemma 4.2.
Lemma 4.4. For N, V and Ξ , we have the following estimates:
max
0tT
∫
Ω
N2 dx+
T∫
0
∫
Ω
|∇N|2 dxdt  CT max |P |2
∫
Ω
Φ2 dx, (4.21)
max
0tT
∫
Ω
V 2 dx+
T∫
0
∫
Ω
|∇V |2 dxdt  C
[∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u1|2 dxdt
]
, (4.22)
max
0tT
∫
Ω
Ξ2 dx+
T∫
0
∫
Ω
|∇Ξ |2 dxdt  CT max |P |2
[∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
]
, (4.23)
where C is independent of T .
Proof. We only provide the proof of (4.23) because the others are similar to that of (4.23).
From Eq. (4.13) we have for 0< t  T
∫
Ω
t∫
0
(
Ξ2
2
)
t
dxdt +
t∫
0
∫
Ω
|∇Ξ |2 dxdt +
t∫
0
∫
Ω
p1Ξ
2 dxdt =
t∫
0
∫
Ω
(PU + Pξ2)Ξ dxdt. (4.24)
By the Young inequality and (4.24), we have
∫
Ω
Ξ2
2
∣∣∣∣
(x,t)
dx+
t∫
0
∫
Ω
|∇Ξ |2 dxdt  C
t∫
0
∫
Ω
|PU + Pξ2|2 dxdt + M1
t∫
0
∫
Ω
Ξ2 dxdt −
t∫
0
∫
Ω
p1Ξ
2 dxdt
 C
t∫
0
∫
Ω
P2U2 dxdt + C
t∫
0
∫
Ω
P2|ξ2|2 dxdt + C
t∫
0
∫
Ω
Ξ2 dxdt
 C
t∫
0
∫
Ω
Ξ2 dxdt + CT max |P |2
∫
Ω
Φ2 dxdt + CT max |P |2
T∫
0
∫
Ω
P2|u2|2 dxdt,
(4.25)
where we have used the estimates (4.16) and (4.19).
From the Gronwall’s inequality and (4.25) we have
∫
Ω
Ξ2 dx+
T∫
0
∫
Ω
|∇Ξ |2 dxdt  CT max |P |2
[∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
]
,
where C is independent of T .
This completes the proof of Lemma 4.4. 
Now, we can complete the proof of Theorem 4.1.
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|I1| = |I11 + I12 + I13 + I14|
 |I11| + |I12| + |I13| + |I14|

T∫
0
∫
ω
|U ||V |dxdt +
T∫
0
∫
ω
|z2 − z1||V |dxdt +
T∫
0
∫
ω
|u2 − z2||Ξ |dxdt +
T∫
0
∫
ω
|u2 − z2||N|dxdt

√√√√√
T∫
0
∫
ω
|U |2 dxdt ·
√√√√√
T∫
0
∫
ω
|V |2 dxdt +
T∫
0
∫
ω
|V |2 dxdt +
T∫
0
∫
ω
|z2 − z1|2 dxdt
+
√√√√√
T∫
0
∫
ω
|u2 − z2|2 dxdt ×
(√√√√√
T∫
0
∫
ω
|Ξ |2 dxdt +
√√√√√
T∫
0
∫
ω
|N|2 dxdt
)
 ‖U‖L2(Q ) · ‖V ‖L2(Q ) + ‖u2 − z2‖L2(0,T ;L2(ω)) ×
(‖Ξ‖L2(Q ) + ‖N‖L2(Q ))+ ‖V ‖2L2(Q ) + ‖z1 − z2‖2L2(0,T ;L2(ω))
 ‖u2 − z2‖L2(0,T ;L2(ω)) ×
(‖Ξ‖L2(Q ) + ‖N‖L2(Q ))+ ‖U‖2L2(Q ) + 2‖V ‖2L2(Q ) + ‖z1 − z2‖2L2(0,T ;L2(ω)). (4.26)
From Lemma 2.1 and (2.1), it can be easily seen
T∫
0
∫
ω
|u2 − z2|2 dxdt  C, (4.27)
where C is independent of T .
Using Lemmas 4.2, 4.4, (4.26) and (4.27), we obtain
|I1| CT max |P | ×
(√√√√√∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt +
√√√√∫
Ω
Φ2 dx
)
+ CT
(∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2
(|u1|2 + |u2|2)dxdt
)
+
T∫
0
∫
ω
|z1 − z2|2 dxdt. (4.28)
For the one-dimension case, we have the following embedding estimate:
max |P | C‖∇ P‖L2(Ω). (4.29)
Then from (4.28), (4.29), Lemma 2.1 and the Cauchy inequality, we obtain
|I1| CT max |P |2 + CT
(∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
)
+ CT
(∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2
(|u1|2 + |u2|2)dxdt
)
+
T∫
0
∫
ω
|z1 − z2|2 dxdt
 CT‖∇ P‖2L2(Ω) + CT
(‖Φ‖2L2(Ω) + ‖P‖2L2(Ω))+ ‖z1 − z2‖2L2(0,T ;L2(ω))
 CT
(‖Φ‖2H1(Ω) + ‖P‖2H1(Ω))+ ‖z1 − z2‖2L2(0,T ;L2(ω)). (4.30)
Following the similar arguments, we may derive
|I2| Cσ
(‖Φ‖2H1(Ω) + ‖P‖2H1(Ω))+ ∥∥z1(·, T ) − z2(·, T )∥∥2L2(Ω)
 CT
(‖Φ‖2H1(Ω) + ‖P‖2H1(Ω))+ ∥∥z1(·, T ) − z2(·, T )∥∥2L2(Ω). (4.31)
Noticing the condition (4.2), we have the following Poincarè inequality
‖Φ‖H1(Ω)  C‖∇Φ‖L2(Ω), ‖P‖H1(Ω)  C‖∇ P‖L2(Ω). (4.32)
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α
∫
Ω
|∇ P |2dx+ β
∫
Ω
|∇Φ|2 dx CT (‖P‖2H1(Ω) + ‖Φ‖2H1(Ω))+ ‖z1 − z2‖2L2(0,T ;L2(ω)) + ∥∥z1(·, T ) − z2(·, T )∥∥2L2(Ω)
 CT
(‖∇ P‖2L2(Ω) + ‖∇Φ‖2L2(Ω))+ ‖z1 − z2‖2L2(0,T ;L2(ω))
+ ∥∥z1(·, T ) − z2(·, T )∥∥2L2(Ω), (4.33)
where C is independent of T .
Therefore, for ﬁxed α and β , we can choose T0  1 such that
CT0 = 1
2
min{α,β}. (4.34)
From (4.33) and (4.34), we have for any 0< T  T0
‖∇ P‖2L2(Ω) + ‖∇Φ‖2L2(Ω)  C
(‖z1 − z2‖2L2(0,T ;L2(ω)) + ∥∥z1(·, T ) − z2(·, T )∥∥2L2(Ω)), (4.35)
where C depends on the regularization parameters α and β .
Finally, by using the Poincarè inequality again, one can easily arrive at the conclusion (4.3).
Remark 4.1. It should be mentioned that as the dimension n 2, the embedding theorem used in (4.29) is not appropriate.
We shall turn to other more effective embedding tools. Here we would like to take n = 2 as the example to illustrate the
method.
Note that as n = 2 and m = n, we have (see [1])
W 1,m(Ω) ⊂ Lq(Ω), 1 q < ∞,
and for any u ∈ W 1,m(Ω)
‖u‖Lq(Ω)  C‖u‖W 1,m(Ω). (4.36)
Particularly, as m < n, we have
W 1,m(Ω) ⊂ Lq(Ω), 1 qm∗ = mn
n −m ,
and for any u ∈ W 1,m(Ω)
‖u‖Lq(Ω)  C‖u‖W 1,m(Ω), 1 qm∗ =
mn
n −m . (4.37)
Note that∫
Ω
∣∣∇(P2)∣∣dx = 2∫
Ω
|P · ∇ P |dx
 2‖P‖L2(Ω) · ‖∇ P‖L2(Ω). (4.38)
From (4.37), (4.38) and the Poincarè inequality, we have
‖P‖2L4(Ω) =
(∫
Ω
∣∣P2∣∣2 dx)
1
2
 C
∥∥P2∥∥W 1,1(Ω)
 C
∥∥∇(P2)∥∥L1(Ω)
 C‖P‖L2(Ω) · ‖∇ P‖L2(Ω). (4.39)
Therefore, in the estimate (4.25) we may have
T∫
0
∫
Ω
P2U2 dxdt 
( T∫
0
∫
Ω
P4 dxdt
) 1
2
·
( T∫
0
∫
Ω
U4 dxdt
) 1
2
 C
√
T‖P‖2L4(Ω) · ‖U‖2L4(Q )
 C
√
T‖P‖L2(Ω) · ‖∇ P‖L2(Ω) · ‖U‖L2(Q ) · ‖∇U‖L2(Q ). (4.40)
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T∫
0
∫
Ω
P2U2 dxdt  CT‖∇ P‖2L2(Ω) ·
(∫
Ω
Φ2 dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
)
. (4.41)
Likewise, we have for P2|ξ2|2 the following estimate
T∫
0
∫
Ω
P2|ξ2|2 dxdt  CT‖∇ P‖2L2(Ω) ·
T∫
0
∫
Ω
P2|u2|2 dxdt. (4.42)
Therefore, by the analysis above, we may rewrite Lemma 4.4 as follows:
max
0tT
∫
Ω
N2 dx+
T∫
0
∫
Ω
|∇N|2 dxdt  CT‖∇ P‖2L2(Ω) ·
∫
Ω
Φ2 dx, (4.43)
max
0tT
∫
Ω
Ξ2 dx+
T∫
0
∫
Ω
|∇Ξ |2 dxdt  CT‖∇ P‖2L2(Ω) ·
[∫
Ω
Φ2dx+
T∫
0
∫
Ω
P2|u2|2 dxdt
]
, (4.44)
where the proof of (4.43) is similar to that of (4.44).
Using (4.43) and (4.44), one can easily see that Theorem 4.1 is also true for the case n = 2.
Remark 4.2. From the discussion above, we can see that as n > 2 and m = 1,
qm∗ = n
n − 1 < 2,
i.e., L2(Ω) cannot be embedded into W 1,1(Ω). Therefore, such method cannot be extended to higher dimension n > 2. To
guarantee the truth of the embedding theorem used in (4.29), we shall impose better regularity on p(x), i.e., the data must
be more regular than H1, for instance, p(x) ∈ Hk(Ω), 2k > n.
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