This paper improves the deep attractor network (DANet) approach by closing its gap between training and inference. During training, DANet relies on attractors, which are computed from the ground truth separations. As this information is not available at inference time, the attractors have to be estimated, which is typically done by k-means. This results in two mismatches: The first mismatch stems from using classical k-means with Euclidean norm, whereas masks are computed during training using the dot product similarity. By using spherical k-means instead, we can show that we can already improve the performance of DANet. Furthermore, we show that we can fully incorporate k-means clustering into the DANet training. This yields the benefit of having no training/inference gap and consequently results in an scale-invariant signal-to-distortion ratio (SI-SDR) improvement of 1.1dB on the Wall Street Journal corpus (WSJ0).
INTRODUCTION
Speaker-independent speech separation using deep neural networks (DNNs) started with the pioneering work in [1] and is currently an active research area. It has many applications, e.g., in automatic speech recognition (ASR) for a multi-talker scenario. Alike, such DNN approaches can be used in music separation to unmix identical instruments, e.g., first and second violins in classical recordings. In general, there are two families of speech separation approaches that can be distinguished: approaches directly estimating the separation masks/the separated waveforms, and, approaches using an intermediate embedding from which the masks are computed. The first family of approaches relies on the permutation-invariant training (PIT) criterion [2] , allowing to learn speaker-independent DNNs that work either in the short-time Fourier transform (STFT) domain (by estimating a mask that is applied to the spectrogram [2, 3] ) or in the time domain [4] [5] [6] [7] [8] . Especially the time-domain approaches have recently gained popularity as they are end-to-end, allowing to obtain better results than even oracle masks working in the STFT domain like the ideal binary mask (IBM) or the ideal ratio mask (IRM) [5] . The second family of approaches projects the magnitude spectrogram into an embedding space, i.e., for each time-frequency (T-F) bin they produce an embedding vector. The DNNs are trained such that embeddings of T-F bins corresponding to the same speaker should be close to each other, while embeddings of different speakers should be apart. Hence, using clustering, we can obtain a mask for each speaker, allowing to separate them. Deep clustering (DPCL) [1, 9] was the first embedding approach, later improved by incorporating a mask inference head in the Chimera/Chimera++ network [10, 11] . Another embedding approach are deep attractor networks (DANets) [12, 13] , which are trained such that the separation error of the masks, obtained from its output embeddings, is minimized. Therefore, DANets learn the embedding implicitly. Comparing these two families of approaches, we can note that the methods of the first family yield better separation performances as they directly optimize for the task at hand. But they suffer from the output dimension mismatch problem [12] , i.e., already during training we need to decide on how many speakers we want to separate. A solution to deal with the output dimension mismatch problem for methods from the first family was recently proposed in [14, 15] , trying to solve the problem recursively by separating in each iteration one speaker from the remaining ones. However, they need special training whereas the methods in the second family can much more naturally deal with the output dimension mismatch problem as we only need to adapt the number of clusters k at inference time in order to obtain a separation for k speakers. In this paper, we will focus on DANet, a technique working in the STFT domain that does not suffer from the output dimension mismatch problem and whose objective function directly assesses the quality of the separated sources. We will show that DANet has the problem of a training/inference gap, which was already noted in [13] . Although [13] proposes a solution, namely anchored DANet (ADANet), the problem is not yet solved satisfactorily. We therefore contribute two improvements for DANet in this paper: First, we propose to use a clustering based on the cosine similarity, called spherical k-means [16] , already improving the separation performance as the clustering at inference uses a similarity measure that fits to the mask computation during training. Second, we show that we can fully incorporate the k-means clustering into the training, which is even better. This has the advantage that the DANet training is aware of the clustering and, hence, we close the training/inference gap, resulting in an improved separation performance. The paper is organized as follows: In Sec. 2, we introduce in detail the DANet approach and discuss the problem of attractor estimation during inference. We then present two solutions to improve this estimation step in Sec. 3 and evaluate them in Sec. 4. Finally, the conclusions are drawn in Sec. 5. The following notations are used throughout this paper: x denotes a column vector and X a matrix where in particular I is the identity matrix. The matrix transpose, Euclidean norm, Frobenius norm and elementwise matrix product are denoted by (.) T , . , . F and •, respectively. Finally, Reshape{x; N, M } turns the vector x ∈ R N M into a matrix with N rows and M columns.
DEEP ATTRACTOR NETWORKS (DANET)
In this section, we will review the DANet approach [12, 13] and highlight its training/inference gap, which we will close in Sec. 3. Let X ∈ R T ×F denote the mixture magnitude spectrogram, consisting of k speakers we want to separate and where T and F denote the number of time frames and frequency bins, respectively. DANets are DNNs mapping each T-F bin of X to a D-dimensional embedding arXiv:1911.02091v1 [eess.AS] 5 Nov 2019 vector, i.e., DANet{X} = V ∈ R T F ×D , where the embeddings are in the rows of V.
DANet Training
During training, we iterate over the following steps:
1. Forward propagate a mixture magnitude X from the training set to obtain the embeddings V = DANet{X}. 2. Compute attractors a1, . . . , a k by
where u l , e ∈ {0, 1} T F are two Boolean index vectors with u l being one whenever the lth speaker is dominant at a specific T-F bin and zero otherwise; e is one for the 90% most energetic T-F bins in the mixture and zero otherwise; 1 is the all-ones vector.
In order to compute u l , we need the ground truth magnitude spectrograms S1, . . . , S k . 3. Obtain the masks M l by
where the softmax ensures that all masks sum up to one as it is given by
and its gradient with respect to the DANet weights. Finally, a DNN optimizer, e.g., stochastic gradient descent (SGD), is used to update the weights. These steps are repeated in a minibatch fashion and allow to learn an embedding network suited for speech separation.
DANet Inference
At inference time, we cannot compute the speaker attractors a l as the Boolean index vectors u l depend on the ground truth and are, hence, unknown. We will now review the three estimation approaches proposed in [12, 13] .
(E1) Fixed attractors: Although there is no constraint on the location of the attractors, [12, 13] empirically found that they are stable. Therefore, one can obtain k attractors for inference by using the centroids of the training attractors.
(E2) Attractors from k-means: We can form k attractors by running k-means clustering [17] on the embeddings V and using the found centroids c1, . . . , c k as attractors.
(E3) Anchored DANet (ADANet): This method was proposed in [13] as a solution to the center mismatch problem that we will also discuss in Sec. 2.3. Instead of assuming fixed attractors, the idea is to have N trainable anchors b1, . . . , bN and to consider all its N k subsets of size k. For each subset, attractors are computed and, finally, the set of attractors with largest in-set distance is chosen.
Training/Inference Gap of DANet
We will now discuss and compare (E1) to (E3) for obtaining the attractors at inference time.
Let us first look at (E1) and (E2). Clearly, both approaches are not optimal since different approaches are taken at training (attractors are computed with (1) from the ground truth) than at inference (attractors need to be estimated). This yields a center mismatch (a) Euclidean k-means (b) Spherical k-means Fig. 1 : PCA projection of embeddings for mix of two males. Embedding color given by TF-bin dominance of ground truth.
for l = 1 to k do Assignment step 5:
end for 7:
for l = 1 to k do Update step 8:
problem as discussed in [13] and results in lower separation performance than using ground truth attractors. Furthermore, [13] showed that (E2) is better than (E1). Comparing the training with the inference steps for (E2) reveals that there is not only the problem that we need to estimate the attractors but also that (E2) relies on k-means, which uses the Euclidean norm. This is in contrast to the DANet training, where we computed the masks using the dot product similarity as can be seen from (2) . Therefore, (E2) is not only suboptimal as we need to estimate the attractors but also as we are not coherent with the training. Hence, we can improve (E2) as we will see in Sec. 3.1.
ADANet (E3) is a better approach for estimating the attractors as the same procedure for obtaining the attractors during training and inference is used. However, compared to (E2), it only gives a small improvement of 0.1dB in [13] , in our opinion due to having to choose a small number of anchors N as otherwise the computational complexity is too high; another problem of ADANet is the maximum operation used to select the subset of anchors, which can be sensitive to small changes in the input mixture. Furthermore, as already noted in [13] , it increases considerably the computational complexity at training as well as at inference time. In Sec. 3.2, we will show a better approach directly incorporating the k-means into the training. By this, we do not change the number of operations at inference time.
CLOSING THE TRAINING/INFERENCE GAP
In the previous section, we have seen that there is a training/inference gap for DANet, which we will now close.
DANet Inference with Spherical k-means
In order to motivate the use of spherical k-means, let us first study the PCA projection plot in Fig. 1 . It shows the PCA projection of the embeddings for a mix of two male speakers. Interestingly, we can see that the scatter diagram does not show ball-like clusters but instead clusters forming an "L" shape. We could see this behavior for many mixtures and it indicates that the similarity measure, used to compare embeddings, should emphasize more the direction of the embeddings than their distance. This stronger dependence on the direction is due to the mask computation in (2) since it uses dot products computed by Va l . Hence, the angle between embeddings and attractors is considered (along with its norm) as we can write v T tf a l as v T tf a l = v tf a l cos ∠(v tf , a l ).
Classical k-means as used in (E2) is not a good fit for such an embedding distribution since it relies on the Euclidean norm [17] . Hence, using classical k-means will yield attractors that are further away from the ideal ones computed in (1) . Therefore, we propose to use spherical k-means [16] at inference time to approximate attractors in a way that remains coherent with the DANet training. The algorithm is outlined in Alg. 1 and it differs from Euclidean k-means in the assignment step which uses the cosine similarity instead of minimizing Euclidean distance between observations and centroids. In Fig. 1 , we can see that the spherical kmeans centroids are closer to the ideal attractors than the ones from classical k-means.
In Sec. 4 we will compare the performance of the same network evaluated with spherical k-means clustering and Euclidean k-means clustering, showing that spherical k-means gives a 0.3dB improvement in SI-SDR. Please note that this improvement can be used for any already trained DANet as we only need to change the inference clustering from k-means to spherical k-means.
k-means DANet
Despite solving the metric mismatch and, hence, improving speech separation results, using spherical k-means does not help to solve the deeper training/inference gap, representing the main limitation of DANet.
To keep training consistent with inference, we should use the same procedure to obtain the attractors during both phases. Although ADANet tried to achieve this, the problem is not yet solved satisfactorily as discussed in Sec. 2.3. Hence, we propose to introduce k-means into the training by replacing attractors with k-means centroids. The overall architecture of our framework is shown in Fig. 2 and we will refer to it in the following as k-means DANet.
In order to add k-means to the network, we unfold k-means into L iterations such that they are now part of the computational graph through which we perform the forward and backward passes to train the network [18] . As the 'argmin'/'argmax' operations in the assignment step are non-differentiable, gradients will flow only through the centroids computed in the update step (cf. Alg. 1). This means, we assume that the assignment of embeddings to a cluster will not change for small changes in the network weights, which is a reasonable assumption. Note that we can now use either the classical or spherical version of k-means. In order to adjust the mask computation to the version of k-means, we use the following formulas to compute the masks:
Classical k-means:
Spherical k-means: Table 2 : SI-SDRi (dB) on wsj0-2mix for k-means DANet for different number L of unfolded k-means iterations used during training.
As the masks are only derived from the result of the k-means clustering, the mapping between ground truth and estimated utterances is unknown. Therefore, we need to use the PIT [2] criterion for training, which computes all k! possibilities and selects the one with the smallest MSE. It is interesting to compare k-means DANet to DPCL++ [9, "end-toend"], an improved version of DPCL, augmenting it with unfolded soft clustering layers and a further mask enhancement network. Although this approach makes the training aware of the clustering, it does not ensure that the embeddings after the fine-tuning of the full network stack are still good embedding vectors (e.g., allow to use clustering to infer a good separation mask) due to the enhancement network. This is in contrast to our approach which ensures that the embeddings are well suited for mask inference.
RESULTS
We will now evaluate our proposed improvements from Sec. 3.
Method

Trained on wsj0-2mix
Trained Table 3 : SI-SDR improvements (dB) for two and three speakers mixtures for k-means DANet trained on different datasets.
Setup
We use the corpus introduced in [1] which is built from the Wall Street Journal (WSJ0) dataset. The wsj0-2mix dataset is constructed for two-speaker separation by selecting pairs of utterances from different speakers in WSJ0 and mixing them with a random SNR between −5 dB and 5 dB. In the end, wsj0-2mix consists of a 30h training set, a 10h validation set, and a 5h testing set. The wsj0-3mix dataset is constructed similarly by mixing utterances from 3 different speakers. Finally, we also construct the wsj0-23mix dataset by merging wsj0-2mix and wsj0-3mix into a single dataset. Input data are formed by resampling every mixture to 8kHz and taking the magnitude of their STFT computed with Hanning windows of 64ms and 75% overlap. Embeddings have a dimension of D = 20. We use the same network architecture as described in [19] , an opensource implementation of [20] , where we only modify the output shape to obtain embeddings of size D for each T-F bin. Three bi-directional LSTM (BLSTM) layers are preceded by two fullyconnected layers that encode the input frames and are succeeded by two fully-connected layers that decode to the desired output dimension. Each BLSTM layer has 256 cells. Unless stated otherwise, our networks are trained for 350 epochs with Adam [21] and an initial learning rate of 10 −3 , which is divided by 3 (resp. 10, 30, 100) after 150 (resp. 225, 300, 325) epochs. Please note that we use the same setup (network architecture, training settings) for all our experiments except for the DANet + in Table 3 . This allows us to do fair comparisons and to see the difference due to our improvements from Sec. 3. Furthermore, we modified k-means to take into account T-F bin energies as proposed in [9] . More specifically, we compute clusters as
This ensures that centroids are closer to embeddings with highenergy, i.e., closer to important bins with a higher influence on the separation error. We use this weighted version of k-means for all experiments in this paper. We evaluate our models using the scale-invariant signal-to-distortion ratio improvement (SI-SDRi), as described in [22, 23] . Table 1 gives the speech separation performance of DANet if we use classical k-means or the proposed spherical k-means. We can see that spherical k-means can increase SI-SDRi from 9.6dB to 9.9dB, i.e., we can improve by 0.3dB. Please note that we apply the same DANet and only modified the clustering algorithm used during inference, i.e., the 0.3dB improvements are solemnly due to using spherical k-means.
Results for DANet Inference with Spherical k-means
Results for k-means DANet
We first analyze the influence of the k-means unfolding iterations L on the performance. Table 2 gives the results and we can see that increasing L is beneficial as expected but that the improvement saturates for larger L values. In particular, a value of L = 10 is sufficient. For completeness, Table 2 also contains the training times with a RTX 2080 Ti for one epoch in minutes and we can see that increasing L leads to moderate increases of the training time.
Comparing the results of Table 1 with Table 2 , we can see that kmeans DANet performs considerably better than DANet. For example, with L = 10 we have 10.7dB SI-SDRi which is 1.1dB better than DANet with classical k-means and 0.8dB better than a DANet with spherical k-means used during inference. This is a considerable improvement, showing that closing the gap between training and inference is important. Please note again that the only difference is the addition of the unfolded k-means iterations to the network; in particular, we did not modify the number of trainable weights and the improvements that we can see is solemnly due to making the training of DANet aware of the k-means clustering. Finally, Table 3 gives speech separation results for networks trained with wsj0-2mix, wsj0-3mix and wsj0-23mix. Unless stated otherwise, it is assumed for our k-means DANet models that L = 5 k-means iterations are used during training and that 20 iterations are used at inference time. Notation " + " denotes models trained for 700 epochs (instead of 350) and with L = 10 unfolded k-means iterations. We compare our networks to state-of-the-art embedding based models that do not rely on phase processing: DPCL [9] , DPCL++ [9] , which combines an enhancement network with softclustering, DANet [13] and ADANet [13] . For DANet/ADANet, we give the results for training with/without curriculum learning (CL) [13] . The results in Table 3 show that k-means DANet achieves state-of-the-art SI-SDRi results.
CONCLUSIONS
In this work, we proposed two modifications of deep attractor networks (DANet) aiming at removing the gap between training and evaluation. We could show that both improve the performance. In particular, replacing attractors derived from ground truth by k-means centroids during training is an efficient way to improve the DANet performance as it completely removes any gap between training and inference.
