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В ходе сравнения систем прогнозирования было выявлено, что лучшими системами являются 
ArcGIS и Антистихия. Итоговая разница между ними составила всего 0,1.
Таким образом, было проанализировано 10 систем. Лучшей системой мониторинга была выявлена 
FIRMS, а системами прогнозирования ArcGIS и Антистихия.
Система должна быть выбрана исходя из потребностей организации.
Если предприятию необходимо получать оперативную информацию о пожарах и оно имеет 
достаточно человеческих ресурсов для поддержания оптимальной работы системы, то следует приобретать 
систему мониторинга.
Если же предприятие желает предугадывать появление пожаров и производить их оперативное 
ликвидирование, то лучшим выбором будет система прогнозирования.
В любом случае, систему необходимо будет модернизировать для конкретной организации.
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Аннотация. В работе рассмотрен подход, позволяющий модифицировать метод расширения 
спектра для осуществления скрытного кодирования речевого сообщения в речевых данных, метод DCT и 
оптимальный субполосный метод. Представлены результаты исследования зависимости различных оценок 
работоспособности методов.
Неотъемлемой частью жизни большинства людей является музыка. Музыкальные произведения, это 
товар, имеющий свою стоимость, а, следовательно, нуждающийся в защите. Использование 
криптографических методов для защиты имущественных прав не получило распространения, в связи с 
ограничениями в законодательстве многих стран, с аппаратными ограничениями. В связи с вышеописанным 
для защиты прав на музыкальные произведения применяют методы стеганографии.
Известно, что при стеганографическом кодировании специальных меток происходят изменения в 
звуке, что может ухудшить качество музыки. Соответственно необходимо разрабатывать и 
усовершенствовать методы и алгоритмы автоматического определения оптимальных параметров 
кодирования.
Под оптимальностью тут понимается достижение скрытности закодированных меток, при 
однозначности их декодирования после изменений в музыкальном произведении.
Модифицированный метод расширения спектра осуществляет кодирование на основе расширения 
спектра модулированным гармоническим сигналом [1, 2]:
у = X + К  ■ е ■ c , e = 2b - 1 ,  m e  M  (1)m m m m
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где: y  -  синтезированный отрезок с закодированной информацией; К т -  коэффициент
пропорциональности; -  кодируемый символ контрольной информации; Ът -  бит контрольной
информации M  -  объем контрольной информации в битах; c  -  псевдослучайная последовательность 
модулируемая гармоническим сигналом:
с = и ■ g , g n = cos(n - а ), n = 1 ,2 ,. . . ,  N , (2)
где: и -  псевдослучайная последовательность (ПСП), описываемая нормальным законом распределения 
и e  { - 1 , 1 }; g  -  отрезок данных, соотвествующий гармоническому сигналу с центральной частотой
а  e (о ,я ) .r
(6)
К т = ( Х  C) 1 Щ , (3)
Декодирование контрольной информации методом расширения спектра осуществляется путем 
определения знаков проекций для отрезка данных и сохраненного отрезка модулированной случайной 
последовательности:
~m = Sig n({У  С) ) , К  = (~m + 1)/ 2 (4)
где ~  -  символ декодируемый методом расширения спектра информации; Ът -  бит декодируемый
методом расширения спектра.
Дискретно-косинусное DCT
Для анализа отрезка используем математический аппарат дискретно-косинусного преобразования, 
для получения разложения на DCT-коэффициенты вида [3]:
Ук = a k § x n • cos ( ^ 1)( 2 n - 1 ) J , k  = 1,2,‘" , N  (5)
_ j 1/ 4 N  k =  о
“k [1/V2N 2 < k <  n  ’
где x k -  значение амплитуды сигнала x k e  X ; y k -  DCT-коэффициент.
Разложение отрезка аудио-сигнала X  , на DCT-коэффициенты вида:
n
g о = N  5  X ., <7>
2 N-  ( (2 .  + 1 ) - /  \
g  = — § x. ■ cos -^------ --------I, m  = 1 , 2 , . ,  ( N - 1 ) ,  (8)
gm N  §  ' { 2 N  J , , , ,V ' , ( )
где x k -  значение амплитуды сигнала x k e  X ; m  -  номер DCT-коэффициента; g ra -  DCT-коэффициент 
m  = 0 , 1 , . ,  ( N - 1 ) .
Предлагаемое решение использует понятие субполосного аппарата в основу которого положены 
следующие принципы: субполосная матрица A  симметрична и положительно определенна, поэтому для
неё можно найти N  собственных векторов и соответствующих им собственных чисел [3]:
Ш  = A q k , . , k  = 1 , . , N , (9)
где qkj -  k -й элемент собственного вектора q. субполосной матрицы A r ; А  -  собственное число
соответствующее q собственному вектору субполосной матрицы, принимающее значение: 0 < А < 1.
К еще одному важному свойству собственных векторов субполосной матрицы, найденных для 
одной субполосы, можно отнести условие ортонормальности:
<q;  ■ q;>н 0: = kk  '■k = 1.......N , <10)
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Это свойство позволяет решить еще одну важную проблему анализа речевых сигналов, а именно, 
оценить вклад энергии вектора в отрезок данных. Такую операцию естественно называть частотной 
фильтрацией, а значение скалярного произведения собственного вектора на отрезок данных -  субполосной 
проекцией:
аГ = ( q Г, x^ , i = 1 ,...,N , (11)
Исходя из приведенных выше соотношений (3) -  (8), предлагается модель, осуществляющая 
скрытное кодирование бит контрольной информации Ът в отрезок речевых данных x  :
У = x +,
j=1
Z (sig n(em) • \ а  | - а Г) - qrj , (12)
где J  -  количество собственных векторов, собственные числа которых близки к единице.
Декодирование контрольной информации осуществляется путем определения знаков проекций а ]  
для собственных векторов q] субполосной матрицы A , найденных для пространства r е R  :
= Sig n ((Я  4 ' ) ), m е M  , (13)
где вт -  символ декодируемый методом субполосных проекций; Ът -  бит декодируемый методом
субполосных проекций.
Решения оценивались по следующим мерам определения качества внедрения:
Среднеквадратическая ошибка (mean squared error -  M S E ), которая отражает изменение энергии 
отрезков сигналов во временной области:
N
M S E  = Z  (.x. -  y . )2 , (14)
i=1
Коэффициент корреляции ( r ), оценивающий степень схожести двух отрезков данных, по
нормированной взаимной энергии этих сигналов:
r = <*-У> , (15)
1И2 Л Я
где {x , у )  -  операция скалярного произведения, оценивающая взаимную энергию аудио-сигналов.
Мера имеет смысл расстояния между спектрами двух сигналов и оценивает несоответствие между 
энергией измененного и исходного отрезка данных. Мера, основанная на расстоянии Итакуры-Саито, может 
быть представлена в виде [5]:
IS D  = Z  А©r
r=1
P  1 р  1—  + ln^~r - 1
P  Pr r У
/ л , (16)
где P  -  значение энергии частотной компоненты исходного отрезка данных; P  -  значение энергии 
частотной компоненты отрезка данных содержащего дополнительную информацию.
Оценку достоверности декодируемой информации, проведем исходя из вероятность ошибки ( B E R )
[4]:
1 M
B E R  = 7 7  Z  (((sig n(e m ) + 1 ) /  2 ) ®  ((si8 n(e m ) + 1 ) /  2 ) ) . (17)
M  m=1
где M  - количество кодируемых бит; ©  - операция «сумма по модулю два»; sign (  ) -  операция 
выделения знака; ет -  декодируемый бит.
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Результаты работы методов и построенных на их основе алгоритмов представлены в таблице 1.
Таблица 1 -  Результаты оценки работоспособности методов
Метод M SE r IS D B E R
Дискретно -косинусного 
преобразования 0.02 близко к единице 0,36 8,30A10e-6
Оптимальный субполосный 
метод
4.00A10e-4 0,99 близко к нулю 2,00A10e-5
Модифицированный метод 
расширения спектра 0.35 0,09 2,78 1,25A10e-3
Из таблицы 1 видно, преимуществом субполосных методов, по сравнению с методами, использующими 
в коэффициенты декомпозиции (вейвлет-разложения, DCT), аддитивными методами (метод расширения спектра, 
эхо кодирования), заключается в использовании для анализа скрытности и кодирования меток -  ограниченной 
полосы. Это обеспечивает стойкость и однозначность извлечения меток, т.к. позволяет выбрать для кодирования 
полосу (несколько полос) имеющих максимальную энергию. Естественно, для достижения скрытности 
необходимо автоматически оценивать изменения в полосе.
В работе были проведены эксперименты с музыкальными произведениями и речевым материалом 
хранимым, в виде данных с частотой дискретизации 48 кГц и разрядностью 16 бит. Анализ результатов оценки 
скрытности показал, что наиболее близкими моделями восприятия звука являются оценка Итакуры-Саито и 
метрика, оценивающая субполосную корреляцию.
Стоит отметить, что подходы в разработанных алгоритмов предусматривают работу во временной 
области сигналов, а анализ проводится в частотной области при разбиении звука на полосы. Разработанные 
подходы позволяют автоматически анализировать высококачественные звукозаписи.
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В настоящее время во всех развитых странах все большее внимание уделяется вопросам 
экологизации производства. Это направление получило название биоэкономика. Согласно Комплексной 
программе развития биотехнологий в Российской Федерации на период до 2020 года (утв. Правительством 
РФ от 24 апреля 2012 г. № 1853п-П8), биоэкономика - экономика, основанная на системном использовании 
биотехнологии. В англоязычной научной литературе принят термин «bio-based economy». Основными 
составляющими биоэкономики являются:
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