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a b s t r a c t
In this paper, we investigate the αth moment asymptotical stability of the analytic
solution and the numerical methods for the stochastic pantograph equation by using the
Razumikhin technique. Especially the linear stochastic pantograph equations and the semi-
implicit Euler method applying them are considered. The convergence result of the semi-
implicit Euler method is obtained. The stability conditions of the analytic solution of those
equations and the numerical method are given. Finally, some experiments are given.
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1. Introduction
In this paper we consider the stochastic pantograph equation{
dX(t) = f (t, X(t), X(qt))dt + g(t, X(t), X(qt))dW (t), t ∈ [0, T ],
X(0) = X0, (1.1)
whereW (t) represents the standard Wiener process, E|X0|α < +∞, α > 0 and 0 < q < 1.
A lot of studies have been done on the corresponding deterministic pantograph equation{
x′(t) = f (t, x(t), x(qt)), t > 0,
x(0) = x0, (1.2)
where 0 < q < 1 and x0 ∈ R (see [1–5]). Especially Liu et al. [6] investigate the asymptotical stability of the analytic solution
and the numerical methods with the constant stepsize for the pantograph equations by using the Razumikhin technique.
In this paper we give sufficient conditions under which the stochastic pantograph differential equation (1.1) is αth
moment asymptotically stable. In Sections 2 and 3 we will give the Razumikhin type theorem of the αth moment
asymptotical stability of the analytic solution and the numerical method for nonlinear equation (1.1) by using the
Razumikhin technique similar to [2,7,6,8].
As the application of the Razumikhin type theorems, we consider the linear equation{
dX(t) = (a1X(t)+ a2X(qt))dt + (b1X(t)+ b2X(qt))dW (t), t ∈ [0, T ],
X(0) = X0, (1.3)
where a1, a2, b1, b2 are real constants, 0 < q < 1 and E|X0|2 <∞. The corresponding results are given in Sections 2 and 5.
We also prove its convergent property in Section 4.
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2. Razumikhin type theorem of the analytic system
Throughout this paper, let (Ω,F , P) be a complete probability spacewith a filtration (Ft) satisfying the usual conditions,
i.e., the filtration (Ft)t>0 is right-continuous, and each (Ft), t > 0, contains all P-null sets in F . Assume that f (t, 0, 0) =
g(t, 0, 0) = 0 and a sample-continuous and Ft-adapted process X(t) is a unique solution of Eq. (1.1).
Definition 2.1. For a positive number α, the zero solution is said to be
(1) αth moment stable, if for any given  > 0, there exists a number δ > 0 such that E|X0|α < δ implies E|X(t)|α <  for
all t > 0.
(2) αth moment asymptotically stable, if it is αth moment stable and there exists a δ > 0 such that E|X0|α < δ implies
limt→∞ E|X(t)|α = 0.
(3) αthmoment asymptotically stable in large, if it isαthmoment asymptotically stable and limt→∞ E|X(t)|α = 0 for all X0.
The following theorem is an analogue to the Razumikhin type theorem in [2,7,6,8].
Theorem 2.2. Suppose that there are positive constants α, λ, c1, c2 with c2 > c1 and a continuous function V (t, x) which has
the partial derivatives Vt , Vx, Vxx such that
c1|x|α 6 V (t, x) 6 c2|x|α, t ∈ R+, x ∈ R. (2.1)
The following statements are true:
(i) The zero solution of (1.1) is αth moment stable if
ELV (t, X(t)) 6 0, (2.2)
for V satisfying EV (qt, X(qt)) 6 EV (t, X(t)), whereLV (t, x) = Vt + Vxf + 12Vxxg2.
(ii) The zero solution of (1.1) is αth moment asymptotically stable in large if there is a p > 1 such that
ELV (t, X(t)) 6 −λEV (t, X(t)), (2.3)
for V satisfying EV (qt, X(qt)) < pEV (t, X(t)).
Proof. (i) For any given  > 0, we will prove that there is a δ > 0 such that E|X0|α < δ implies E|X(t)|α < c1 for t > 0. This
is true if we can show that E|X0|α < δ implies EV (t, X(t)) <  for all t > 0. Let δ = 2c2 . Then E|X0|α < δ implies that there
is a T0 > 0 such that E|X(t)|α < c2 for 0 6 t 6 T0. We have from (2.1)
EV (t, X(t)) <  for 0 6 t 6 T0.
In the following we will show
EV (t, X(t)) <  for t > T0. (2.4)
If there exists a t∗ > T0 such that
EV (t, X(t)) < EV (t∗, X(t∗)) =  for t < t∗. (2.5)
By the continuity of EV (t, X(t)), there is a t¯ < t∗ such that
EV (qt, X(qt)) 6 EV (t, X(t)) for t ∈ [t¯, t∗].
Then from the assumption (2.2), we have
ELV (t, X(t)) 6 0 for t ∈ [t¯, t∗].
By Ito’s formula
EV (t∗, X(t∗))− EV (t¯, X(t¯)) = E
∫ t∗
t¯
LV (t, X(t)) dt 6 0.
Hence
EV (t∗, X(t∗)) 6 EV (t¯, X(t¯)).
Since this is a contradiction to (2.5), however (2.4) holds, we have
E|X(t)|α < 
c1
for t > 0.
(ii) For any given X0, we denote byM EV (0, X0). By the same argument as in (i), we can obtain
EV (t, X(t)) < 2c2M for all t > 0.
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In order to prove the asymptotical stability, it is enough to show that for any given γ with 0 < γ < M , there exists a
T > 0 such that EV (t, X(t)) < γ for t > T . Let d = (p − 1)γ , T0 = p−1λ(1−q) , ti = T0q2i , si = T0q2i+1 and N be the smallest
nonnegative integer such that Nd+ γ > 2c2M . We will prove that
EV (t, X(t)) 6 (N − i)d+ γ for t > ti, i = 0, 1, . . . ,N. (2.6)
Clearly, (2.6) holds when i = 0. Suppose (2.6) holds for 0 6 i < N . Then we will show that there is a t∗ ∈ [si, ti+1] such
that
EV (t∗, X(t∗)) 6 (N − i− 1)d+ γ . (2.7)
Otherwise we have for all t ∈ [si, ti+1]
EV (t, X(t)) > (N − i− 1)d+ γ (2.8)
which together with qt > ti for all t ∈ [si, ti+1] implies that
pEV (t, X(t)) > p((N − i− 1)d+ γ ) > (N − i)d+ γ > EV (qt, X(qt)). (2.9)
From (2.3) we have
ELV (t, X(t)) 6 −λEV (t, X(t)). (2.10)
By Ito’s formula
EV (ti+1, X(ti+1))− EV (si, X(si)) =
∫ ti+1
si
ELV (t, X(t)) dt
6 −λ
∫ ti+1
si
EV (t, X(t)) dt
6 −λ((N − i− 1)d+ γ )(ti+1 − si)
= −T0(1− q)λ
q2i+2
((N − i− 1)d+ γ )
6 −(p− 1)((N − i− 1)d+ γ ). (2.11)
Therefore
EV (ti+1, X(ti+1)) 6 EV (si, X(si))− (p− 1)((N − i− 1)d+ γ )
6 (N − i)d+ γ − (p− 1)(N − i− 1)d− d
6 (N − i− 1)d+ γ ,
which is a contradiction to (2.8) and (2.7) holds.
If there is a t > t∗ such that
EV (t, X(t)) > (N − i− 1)d+ γ ,
then it follows from qt > ti that (2.9) holds. Therefore from (2.3) and (2.10) holds and by Ito’s formula
EV (t, X(t))− EV (t∗, X(t∗)) 6 0.
Hence EV (t, X(t)) 6 EV (t∗, X(t∗)), which is a contradiction. So that
EV (t, X(t)) 6 (N − i− 1)d+ γ for t > t∗.
This means (2.6) holds for i+ 1. Thus
c1E|X(t)|α 6 EV (t, X(t)) < γ for t > T = tN .
The proof is complete. 
Now we consider the following equation{
dX(t) = (a1X(t)+ a2X(qt))dt + (b1X(t)+ b2X(qt))dW (t), t > 0,
X(0) = X0, (2.12)
where a1, a2, b1, b2 ∈ R, 0 < q < 1 and E|X0|2 <∞.
From Theorem 2.2 in [9], (2.12) has a path-wise unique solution X(t).
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Corollary 2.3. If
2a1 + b21 + 2|a2 + b1b2| + b22 < 0, (2.13)
then the zero solution of (2.12) is the asymptotically mean square stable in large for any given q ∈ (0, 1).
Proof. Let A = 2a1 + b21 + |a2 + b1b2|, B = |a2 + b1b2| + b22, V (t, x) = x2, c1 = c2 = 1, p ∈ (1, −AB ) and λ = −(A+ pB).
It is known that EV (qt, X(qt)) 6 pEV (t, X(t)) is equivalent to EX2(qt) 6 pEX2(t). Hence if EV (qt, X(qt)) 6 pEV (t, X(t))
then
ELV (t, X(t)) = E(2X(t)(a1X(t)+ a2X(qt))+ (b1X(t)+ b2X(qt))2)
= E((2a1 + b21)X2(t)+ (2a2 + 2b1b2)X(t)X(qt)+ b22X2(qt))
6 ((2a1 + b21 + |a2 + b1b2|)+ p(|a2 + b1b2| + b22))EX2(t)
= (A+ Bp)EX2(t) = −λEX2(t) = −λEV (t, X(t)).
In view of Theorem 2.2 the corollary is proved. 
Remark 2.4. We consider{
dX(t) = a1X(t)dt + b1X(t)dW (t)
X(0) = 0. (2.14)
According to Corollary 2.3, the zero solution of (2.14) is asymptotically mean square stable in large if 2a1 + b21 < 0, which
is coincident with Lemma 3.1 in [10].
Remark 2.5. Since 2a1 + b21 + 2|a2 + b1b2| + b22 < 2a1 + 2|a2| + (|b1| + |b2|)2, in the following we will use
2a1 + 2|a2| + (|b1| + |b2|)2 < 0 (2.15)
instead of (2.13) for convenience.
3. Razumikhin type theorem of the discrete system
In this section we consider the numerical scheme with the following form{
Xn+1 = f (n, Xn, Xn+1, Xqn, Xq(n+1),W (tn+1)−W (tn)),
X(0) = X0, (3.1)
where Xql is defined by linear interpolation, i.e., Xl = ([l] + 1− l)X[l]+ (l− [l])X[l]+1 for l > 0, here [·] is the greatest integer
function.
The following lemma is useful to prove the main theorem in this section
Lemma 3.1 ([6]). Assume that α > β > 0 and 0 < q < 1. Then
(1) [α − β] 6 [α] − [β].
(2) [q([α] + 1)] > [qα].
We assume that f (n, 0, . . . , 0) = 0, Jn = {[qn], [qn] + 1, . . . , n} and (3.1) has a unique solution denoted by X(n).
Theorem 3.2. Suppose that there are a continuous function V (t, x) : R+ × R → R+, positive constants α,N0, λ, c1 6
c2 and p > 1 such that for n > N0
(i) c1|x|α 6 V (t, x) 6 c2|x|α ,
(ii) E1V (tn, Xn) = EV (tn+1, Xn+1)− EV (tn, Xn) 6 −λEV (tn, Xn), for V satisfying EV (tm, Xm) 6 pEV (tn+1, Xn+1), m ∈ Jn.
Then E|Xn|α → 0 as n→∞, for any given X0 with E|X0|α <∞.
Proof. For any given X0, we denote byM max06n6N0 EV (tn, Xn). We will prove
EV (tn, Xn) 6 2M for all n > N0. (3.2)
Otherwise there exist an integer l > N0 such that
EV (tl, Xl) > 2M,
EV (tm, Xm) 6 2M form < l,
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which implies that
E1V (tl−1, Xl−1) > 0. (3.3)
On the other hand
EV (tm, Xm) 6 2M < EV (tl, Xl) 6 pEV (tl, Xl) form < l.
We have from (ii)
E1V (tl−1, Xl−1) 6 −λEV (tl−1, Xl−1) < 0,
which is a contradiction to (3.3). Hence (3.2) holds.
We will prove that for any given 0 < γ < 2M , there is a T > N0 such that EV (tn, Xn) 6 γ for all n > T .
Let d = (p − 1)γ , T0 = max
{
N0,
p−1+2λ
λ(1−q)
}
, ni =
[
T0
q2i
]
, mi =
[
T0
q2i+1
]
, Imi = {mi + 1, . . . , ni+1} and N be the smallest
positive integer such that 2M 6 Nd+ γ .
We will prove that
EV (tn, Xn) 6 (N − i)d+ γ for n > ni, i = 0, 1, . . . ,N. (3.4)
Clearly (3.4) holds for i = 0. Suppose (3.4) holds for 0 6 i < N . Then we will prove that there is n∗ ∈ Imi such that
EV (tn∗ , Xn∗) < (N − i− 1)d+ γ . (3.5)
Otherwise for all n ∈ Imi
EV (tn, Xn) > (N − i− 1)d+ γ . (3.6)
If n ∈ Imi andm ∈ Jn−1, then from Lemma 3.1
m > [qn] > [q(mi + 1)] > ni,
which implies that
EV (tm, Xm) 6 (N − i)d+ γ .
It follows from (3.4) and (3.6) that form ∈ Jn
pEV (tn, Xn) > p((N − i− 1)d+ γ ) > (N − i)d+ γ > EV (tm, Xm).
In view of (ii) for n ∈ Imi we obtain
EV (tn, Xn)− EV (tn−1, Xn−1) 6 −λEV (tn−1, Xn−1) 6 −λ((N − i− 1)d+ γ ).
Hence from Lemma 3.1 we have
EV (tni+1 , Xni+1) 6 EV (tmi+1, Xmi+1)− (ni+1 −mi − 1)λ((N − i− 1)d+ γ )
6 (N − i)d+ γ −
([
T0
q2i+2
− T0
q2i+1
]
− 1
)
λ((N − i− 1)d+ γ )
6 (N − i)d+ γ −
(
p− 1+ 2λ
q2i+2
− 2λ
)
((N − i− 1)d+ γ )
6 (N − i− 1)d+ γ ,
which is a contradiction to (3.6). Therefore (3.5) holds. As a consequence of (i), (3.4) holds. By induction we obtain
c1E|Xn|α 6 EV (tn, Xn) < γ for all n > T = nN .
The proof is complete. 
4. Convergence of the semi-implicit Euler method
In this section we will consider the numerical convergence of the semi-implicit Euler method for the equation{
dX(t) = (a1X(t)+ a2X(qt))dt + (b1X(t)+ b2X(qt))dW (t), t ∈ [0, T ],
X(0) = X0, (4.1)
where a1, a2, b1, b2 ∈ R, 0 < q < 1 and E|X0|2 <∞.
The semi-implicit Euler method is given by
Xn+1 = Xn + θh(a1Xn+1 + a2Xh(qtn+1))+ (1− θ)h(a1Xn + a2Xh(qtn))+ (b1Xn + b2Xh(qtn))1Wn, (4.2)
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where θ is a parameter with 0 6 θ 6 1, h > 0 is a stepsize, the increment 1Wn = W (tn+1) − W (tn) are independent
N(0, h)-distributed Gaussian random variables and Xn and Xh(qtl) are approximations to X(tn) and X(qtl) and
Xh(qtl) = Xj + (ql− j)(Xj+1 − Xj) for j 6 ql 6 j+ 1. (4.3)
Further, we assume that Xn is Ftn-measurable at the mesh-point tn.
In paper [9] the method (4.2) with the following interpolation
Xh(qtl) = Xj + θ(ql− j)h(a1Xj+1 + a2Xh(qtj+1))+ (1− θ)(ql− j)h(a1Xj + a2Xh(qtj))
+ (b1Xj + b2Xh(qtj))(W (qtl)−W (tj)),
where j 6 ql 6 j+ 1, is called the continuous θ-method and the authors have proved that it is convergent with the order 12 .
Here, we called the method (4.2) with the interpolation (4.3) the semi-implicit Euler method. It seems to be more popular
(see [11,12,10]).
In order to obtain the convergence result of the semi-implicit Euler method, the following lemmas are useful.
Lemma 4.1 ([13]). Suppose that for arbitrary N and k = 0, 1, . . . ,N,
Uk+1 6 (1+ Ah)Uk + Bhp,
where h = T/N, A > 0, B > 0, p > 1 and Uk > 0, k = 0, 1, . . . ,N. Then
Uk 6 eATU0 + BA (e
AT − 1)hp−1.
Lemma 4.2 ([9]). Eq. (4.1) has a unique solution X(t), which is continuous and satisfies
E
(
sup
06t6T
|X(t)|2
)
6 C,
with C = ( 12 + 3E|X0|2) exp(18K(T + 4)T ), K = max{|a1|, |a2|, |b1|, |b2|}. Moreover, for any 0 6 s < t 6 T with t − s < 1
E|X(t)− X(s)|2 6 C¯(t − s),
where C¯ = 12K(1+ 2C).
In the rest of this section two definitions are used. The local truncation error is defined by
δn+1 = X(tn+1)− {X(tn)+ θ(a1X(tn+1)+ a2X(qtn+1))h+ (1− θ)(a1X(tn)+ a2X(qtn))h
+ (b1X(tn)+ b2X(qtn))1Wn} (4.4)
and the global error is defined by
εn = X(tn)− Xn. (4.5)
Lemma 4.3 ([9]). The numerical solution produced by (4.2) and (4.3) to approximate the solution of Eq. (4.1) satisfies
max
06n6N
|E(δn)| 6 Cˆh2 as h→ 0,
and
max
06n6N
(E(δn)2)
1
2 6 Cˆh as h→ 0,
where Cˆ is a positive constant which is independent of h.
Let
un = θha1(X(tn+1)− Xn+1)+ ((1− θ)ha1 + b11Wn)(X(tn)− Xn)+ θha2(X(qtn+1)− Xh(qtn+1))
+ ((1− θ)ha2 + b21Wn)(X(qtn)− Xh(qtn)),
and
En = max
06i6n
E(ε2i |Ft0).
Lemma 4.4. Let h < 1. Then all following estimates hold almost surely
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(i) For any given m
E((X(qtm)− Xh(qtm))2|Ft0) 6 4E(ε2[qm]|Ft0)+ 4E(ε2[qm]+1|Ft0)+ C1h,
where C1 = 8C¯ ;
(ii) E(u2n|Ft0) 6 C2hEn+1 + C2hEn + C3h2, where C2 = 4a21 + 48a22 + 4b21 + 32b22, C3 = (8a22 + b22)C1;
(iii) 2|E(δn+1un|Ft0)| 6 C2hEn+1 + C2hEn + C4h2, where C4 = Cˆ2 + C3;
(iv) 2|E(εnun|Ft0)| 6 C5hEn+1 + C5hEn + C6h2, where C5 = 17(|a1| + |a2|), C6 = 2(|a1| + |a2|)C1.
Proof. (i) Let l = [qm] and α = qm− l. Then it follows from Lemma 4.2 that
E((X(qtm)− X(tl))2|Ft0) 6 C¯(qtm − tl) 6 C¯h,
and
E((X(qtm)− X(tl+1))2|Ft0) 6 C¯(tl+1 − qtm) 6 C¯h,
which together with (4.3) and (4.5) implies that
E((X(qtm)− Xh(qtm))2|Ft0) = E((X(qtm)− (1− α)Xl − αXl+1)2|Ft0)
= E(((1− α)X(qtm)− (1− α)X(tl)+ (1− α)X(tl)− (1− α)Xl
+αX(qtm)− αX(tl+1)+ αX(tl+1)− αXl+1)2|Ft0)
6 4(1− α)2E((X(qtm)− X(tl))2|Ft0)+ 4(1− α)2E((X(tl)− Xl)2|Ft0)
+ 4α2E((X(qtm)− X(tl+1))2|Ft0)+ 4α2E((X(tl+1)− Xl+1)2|Ft0)
6 4C¯h+ 4E(ε2l |Ft0)+ 4C¯h+ 4E(ε2l+1|Ft0)
6 4E(ε2l |Ft0)+ 4E(ε2l+1|Ft0)+ C1h.
(ii) Clearly
un = θha1εn+1 + ((1− θ)ha1 + b11Wn)εn + θha2(X(qtn+1)− Xh(qtn+1))
+ ((1− θ)ha2 + b21Wn)(X(qtn)− Xh(qtn)). (4.6)
Hence
E(u2n|Ft0) 6 4θ2a21h2E(ε2n+1|Ft0)+ 4((1− θ2)a21h2 + b21h)E(ε2n|Ft0)+ 4θ2a22h2E((X(qtn+1)− Xh(qtn+1))2|Ft0)
+ 4((1− θ)2a22h2 + b22h)E((X(qtn)− Xh(qtn))2|Ft0).
By (i)
E(u2n|Ft0) 6 4a21h2E(ε2n+1|Ft0)+ 4(a21h2 + b21h)E(ε2n|Ft0)+ 4a22h2(4E(ε2[q(n+1)]|Ft0)+ 4E(ε2[q(n+1)]+1|Ft0)+ C1h)
+ 4(a22h2 + b22h)(4E(ε2[qn]|Ft0)+ 4E(ε2[qn]+1|Ft0)+ C1h)
6 (4a21h
2 + 16a22h2)En+1 + (4a21h2 + 48a22h2 + 4b21h+ 32b22h)En + (8a22h2 + 4b22h)C1h
6 C2hEn+1 + C2hEn + C3h2,
where C2 = 4a21 + 48a22 + 4b21 + 32b22 and C3 = (8a22 + 4b22)C1.
(iii) It follows from Lemma 4.3 and (ii) that
2|E(δn+1un|Ft0)| 6 2(E(δ2n+1|Ft0))
1
2 (E(u2n|Ft0))
1
2 ,
6 E(δ2n+1|Ft0)+ E(u2n|Ft0),
6 E(E(δ2n+1|Ftn)|Ft0)+ E(u2n|Ft0)
6 Cˆ2h2 + C2hEn+1 + C2hEn + C3h2
6 C2hEn+1 + C2hEn + C4h2,
where C4 = Cˆ2 + C3.
(iv) By (4.6)
2|E(εnun|Ft0)| = 2|E(εnE(un|Ftn)|Ft0)|
= 2|E{θa1hE[εnεn+1|Ftn ] + (1− θ)a1hE(ε2n|Ftn)+ θa2hE[εn(X(qtn+1)− Xh(qtn+1))|Ftn ]
+ (1− θ)a2hE(εn(X(qtn)− Xh(qtn))|Ftn)|Ft0}|
6 2h(|a1| + |a2|)|E(εnεn+1|Ft0)+ E(ε2n|Ft0)+ E[εn(X(qtn+1)− Xh(qtn+1))|Ft0 ]
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+ E(εn(X(qtn)− Xh(qtn))|Ft0)|
6 h(|a1| + |a2|)E(ε2n|Ft0)+ E(ε2n+1|Ft0)+ 2E(ε2n|Ft0)
+ E(ε2n|Ft0)+ 4E(ε2[q(n+1)]|Ft0)+ 4E(ε2[q(n+1)]+1|Ft0)+ C1h
+ E(ε2n|Ft0)+ 4E(ε2[qn]|Ft0)+ 4E(ε2[qn]+1|Ft0)+ C1h
6 h(|a1| + |a2|)(17En + 5En+1 + 2C1h)
= C5hEn+1 + C5hEn + C6h2,
where C5 = 17(|a1| + |a2|) and C6 = 2(|a1| + |a2|)C1. 
In the following we show the convergence result of the semi-implicit Euler methods (4.2) and (4.3) for Eq. (4.1). The
technique used in the proof is analogous to that used in [9,14,15].
Theorem 4.5. The numerical scheme (4.2) and (4.3) is convergent to the exact solution of Eq. (4.1) on the mesh-point in the mean
square sense with order 12 , i.e., there exist a positive constant C0 such that
max
16n6N
(E(εn)2)
1
2 6 C0h
1
2 as h→ 0.
Proof. It follows from (4.2) and (4.4)–(4.6) that
εn+1 = δn+1 + εn + un.
Squaring both sides and employing the conditional mean with respect to the σ -algebra Ft0 , we obtain
E(ε2n+1|Ft0) 6 E(ε2n|Ft0)+ E(δ2n+1|Ft0)+ E(u2n|Ft0)+ 2|E(δn+1un|Ft0)| + 2|E(δn+1εn|Ft0)| + 2|E(εnun|Ft0)|, (4.7)
which holds almost surely.
Using theHölder inequality and the properties of conditional expectation,we estimate all terms (4.7) and all the following
estimates hold almost surely.
Due to the lemmas in this section we have
E(δ2n+1|Ft0) = E(E(δ2n+1|Ftn)|Ft0) 6 Cˆ2h2,
2|E(δn+1εn|Ft0)| = 2|E[εnE(δn+1|Ftn)|Ft0 ]|
6 2{E[(E(δn+1|Ftn))2|Ft0 ]}
1
2 {E[ε2n|Ft0 ]}
1
2
6 h−1E[(E(δn+1|Ftn))2|Ft0 ] + hE[ε2n|Ft0 ]
6 Cˆ2h2 + hEn.
If h < 1, then Lemma 4.4 holds. Substituting the above inequalities and those in Lemma 4.4 into (4.7) yields that
(1− 2C2h− C5h)En+1 6 (1+ h+ 2C2h+ C5h)En + (2Cˆ2 + C3 + C4 + C6)h2.
If 1− (2C2 + C5)h > 12 , then
En+1 6 (1+ 2(1+ 4C2 + 2C5)h)En + 2(2Cˆ2 + C3 + C4 + C6)h2,
where n = 0, 1, . . . ,N − 1 and N = T/h. Let C7 = 2(1+ 4C2 + 2C5) and C8 = 2(2Cˆ2 + C3 + C4 + C6). Then it follows from
Lemma 4.1 that
EN 6 eC7TE0 + C8C7 (e
C7T − 1)h = C8
C7
(eC7T − 1)h,
i.e.,
max
16n6N
(E(εn)2)
1
2 6 C0h
1
2 as h→ 0,
where C0 =
√
C8
C7
(eC7T − 1). The theorem is proved. 
5. The mean square stability of semi-implicit Euler methods
In this section, wewill consider the numerical asymptoticalmean square stability of the semi-implicit Eulermethod (4.2)
and (4.3) for Eq. (4.1).
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Definition 5.1. Under condition (2.15), a numerical method is said to be asymptotically mean square stable(MS-stable) at
point (a1, a2, b1, b2), if there exists an h0 = h0(a1, a2, b1, b2) such that any application of themethodwith h < h0 to Eq. (4.1)
generates numerical approximations Xn satisfy
lim
n→∞ EX
2
n = 0.
Definition 5.2. Under condition (2.15), a numerical methods is said to be globally asymptoticallymean square stable (GMS-
stable) if any application of the method with any h to Eq. (4.1) generates numerical approximations Xn satisfy
lim
n→∞ EX
2
n = 0.
Theorem 5.3. Under condition (2.15), the following statements are true:
(i) the semi-implicit Euler method (4.2) and (4.3) is GMS-stable if
θ >
|a1| + |a2|
2|a1| ;
(ii) the semi-implicit Euler method (4.2) and (4.3) is MS-stable if
θ <
|a1| + |a2|
2|a1|
where h0 = −(2a1+2|a2|+(|b1|+|b2|)2)
(1−2θ)a21+2(1−θ)|a1a2|+a22
.
Proof. Let N0 =
[
q
1−q
]
+ 1, n > N0 and
A = 1+ (1− θ)2a21h2 + 2(1− θ)a1h+ |a2|h+ b21h+ |b1b2|h+ (1− θ)|a1a2|h2,
B = a22h2 + (1− θ)|a1a2|h2 + b22h+ |b1b2|h+ |a2|h,
Then we have
A+ B− (1− θa1h)2 = ((1− 2θ)a21 + 2(1− θ)|a1a2| + a22)h2
+ (2a1 + 2|a2| + (|b1| + |b2|)2)h < 0,
and (1−θa1h)
2−A
B > 1 since B > 0. Let p ∈
(
1, (1−θa1h)
2−A
B
)
, λ = 1 − A
(1−θa1h)2−pB > 0, V (t, x) = x2 and c1 = c2 = 1. It is
easily seen from (4.3) that EV (tm, Xm) 6 pEV (tn+1, Xn+1)form ∈ Jn implies
E(Xh(qtn))2 6 pEX2n+1 and E(X
h(qtn+1))2 6 pEX2n+1. (5.1)
Therefore from (4.2)
(1− θa1h)Xn+1 = (1+ (1− θ)a1h)Xn + θa2hXh(qtn+1)
+ (1− θ)a2hXh(qtn)+ (b1Xn + b2Xh(qtn))1Wn.
Squaring both sides and taking the expectation, we have for n > N0
(1− θa1h)2EX2n+1 = E[(1+ (1− θ)a1h)2X2n + θ2a22h2(Xh(qtn+1))2
+ (1− θ)2a22h2(Xh(qtn))2 + 2θa2(1+ (1− θ)a1h)hXnXh(qtn+1)
+ 2(1− θ)a2(1+ (1− θ)a1h)hXnXh(qtn)+ 2θ(1− θ)a22h2Xh(qtn)Xh(qtn+1)
+ b21hX2n + b22h(Xh(qtn))2 + 2b1b2hXnXh(qtn)]
6 (1+ (1− θ)a1h)2EX2n + θ2a22h2pEX2n+1 + (1− θ)2a22h2pEX2n+1 + θ(1− θ)|a1a2|h2EX2n
+ θ |a2|hEX2n + θ(1− θ)|a1a2|h2pEX2n+1 + θ |a2|hpEX2n+1 + (1− θ)2|a1a2|h2EX2n
+ (1− θ)|a2|hEX2n + (1− θ)2|a1a2|h2pEX2n+1 + (1− θ)|a2|hpEX2n+1 + 2θ(1− θ)a22h2pEX2n+1
+ b21hEX2n + b22hpEX2n+1 + |b1b2|hEX2n + |b1b2|hpEX2n+1
= [1+ (1− θ)2a21h2 + 2(1− θ)a1h+ |a2|h+ b21h+ |b1b2|h
+ (1− θ)|a1a2|h2]EX2n + [a22h2 + (1− θ)|a1a2|h2 + b22h+ |b1b2|h+ |a2|h]pEX2n+1
= AEX2n + BpEX2n+1.
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Table 1
The global error at time tN = T for different parameters.
h Eε2N (1) Eε
2
N (2) Eε
2
N (3) Eε
2
N (4)
1/8 0.0236 0.0349 0.0013 0.0014
1/16 0.0100 0.0174 5.1260× 10−4 6.1957×10−4
1/32 0.0048 0.0120 2.2791× 10−4 3.3527×10−4
1/64 0.0026 0.0065 1.1183× 10−4 1.6173×10−4
Fig. 1. a1 = −4, a2 = 1, b1 = 1, b2 = 1.
Consequently
EX2n+1 − EX2n 6 −
(
1− A
(1− θa1h)2 − pB
)
EX2n = −λEX2n .
Hence the conditions (i) and (ii) in Theorem 3.2 are satisfied. By virtue of Theorem 3.2 the proof is complete. 
6. The numerical experiments
Our tests consist of two parts which are used to check the convergence and stability property of the semi-implicit Euler
method (4.2) and (4.3), respectively. The test equation is Eq. (4.1).
In each part, a set of 20 blocks each containing 100 outcomes (wij,16i620,16j6100) were simulated, and denoted by Xn(wij)
the nth step value of the numerical solution of the jth trajectory in the ith block and X(T , wij) the value of the solution of
(4.1) in the final time T corresponding to the jth trajectory in the ith block. By the Law of Large Numbers we concluded that
Eε2N = E|X(T )− XN |2 '
1
2000
20∑
i=1
100∑
j=1
|X(T , wij)− XN(wij)|2
E|Xn|2 ' 12000
20∑
i=1
100∑
j=1
|Xn(wij)|2.
In the first part, similar to [9], the ‘explicit solution’ was computed on a very fine mesh (usually 2048 step). We used the
parameters T = 2, a1 = −1.5, a2 = 1, q = 0.5, X(0) = 1 in (4.1) and the method (4.2), (4.3) with θ = 1 in Table 1. Four
tests were performed to show that the order of convergence is 1/2 for different parameters b1, b2.((1) b1 = 0, b2 = 1, (2)
b1 = 1, b2 = 0, (3) b1 = 0, b2 = 0.5, (4) b1 = 0.5, b2 = 0)
In the second part, we consider Eq. (4.1) with initial value X(0) = 2. Let
A = 2a1 + 2|a2| + (|b1| + |b2|)2, B = |a1| + |a2|2|a1| ,
h0(θ) = −A
(1− 2θ)a21 + 2(1− θ)|a1a2| + a22
.
Then by Theorem 5.3 we have
(i) the numerical method is GMS-stable if A < 0, θ > B,
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Fig. 2. a1 = −4, a2 = 1, b1 = 1, b2 = 1.
Fig. 3. Left:a1 = −4, a2 = 1, b1 = 2, b2 = 1 right:a1 = 1, a2 = 1, b1 = 2, b2 = 1.
(ii) the numerical method is MS-stable if A < 0, θ < B, h < h0(θ).
In Figs. 1 and 2, a1 = −4, a2 = 1, b1 = 1, b2 = 1, in this case A = −2, B = 0.625. In the left figure of Fig. 1,
h = 0.2, θ = 0.625, i.e., (i) holds. In the right figure of Fig. 1, h = 0.05, θ = 0.125, h0(θ) = 0.1, i.e., (ii) holds. We
can observe the same results from Fig. 1.
In Fig. 2, A < 0 but h > h0(θ) (left: h = 0.5, h0(0.125) = 0.1, right: h = 0.2, h0(0.25) = 2/15). It is demonstrated from
Fig. 2 that h0 in Theorem 5.3 is not optimal. In the left figure of Fig. 3, a1 = −4, a2 = 1, b1 = 2, b2 = 1, A = 3. In the right
figure of Fig. 3, a1 = 1, a2 = 1, b1 = 2, b2 = 1, A = 13. By virtue of Theorem 5.3 the stability of the semi-implicit Euler
method is uncertain, the test results in Figs. 2 and 3 show the same conclusion.
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