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Abstract
Continuous analogs of the strong Szego˝ limit theorem may be formulated in terms of operators of the
form
(PTGPT )
n − PTGn PT , for n = 1, 2, . . . ,
where G denotes the operator of multiplication by a suitably restricted d × d mvf (matrix-valued
function) acting on the space of d × 1 vvf’s (vector-valued functions) f that meet the constraint
f (µ)∗∆(µ) f (µ)dµ < ∞ with ∆(µ) = Id and PT denotes the orthogonal projection onto the space
of entire vvf’s of exponential type ≤ T that are subject to the same summability constraint. In this paper
we study these operators for a more general class of∆ of the form
∆(µ) = Id +
 ∞
−∞
eiµx h(x)dx,
in which h is a d × d summable mvf and∆ is positive definite for every µ ∈ R. We show that
(PTGPT )
n − PTGn PT
is trace-class, when T is sufficiently large, and
lim
T↑∞ trace{(PTGPT )
n − PTGn PT }
exists and is independent of h when G commutes with certain factors of ∆. This extends the results of the
first author who considered analogous problems with∆(µ) = δ(µ)Id , a scalar multiple of Id .
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1. Introduction
This paper studies the limit
κn(G)
def= lim
T↑∞ trace{(PTGPT )
n − PTGn PT } (1.1)
of a class of operators of the indicated form, where G denotes the operator of multiplication
by a suitably restricted d × d mvf (matrix valued function) G applied to vvf’s (vector valued
functions) in
Ld2(R,∆) =

measurable d × 1 vvf’s:∥ f ∥2∆ =

f (µ)∗∆(µ) f (µ)dµ <∞

and PT denotes the orthogonal projection of Ld2(R,∆) onto
EdT (∆) =

entire d × 1 vvf’s of exponential type ≤ T : f ∈ Ld2(R,∆)

.
(It will be shown below that for the class of ∆ considered in this paper, EdT (∆) is a closed
subspace of Ld2(R,∆).) When ∆(µ) = Id , these limits arise in the study of continuous analogs
of the strong Szego˝ limit theorem; see e.g., [9–11] for a brief summary of the history (including
references to a number of fundamental papers of Kac [23], Akhiezer [1], Devinatz [7,8],
Hirschman [20–22] and Widom [27–29]) and for extensions of the analysis to assorted classes of
∆(µ) other than Id , first for d = 1 and then in [11] for d > 1 but with∆(µ) = δ(µ)Id for a scalar
valued function δ(µ). The present paper extends this analysis to a wider class of ∆(µ), which
will be described below, after some notation is introduced (for extensions in another direction
see [15]). Extensive discussions of the classical Szego˝ limit theorems on the circle are presented
in Bo¨ttcher and Silbermann [5] and Simon [24,25]; see also the very clean proof in Bo¨ttcher and
Widom [6] and the very nice expository paper by Basor [4].
The symbolsR,C,C+,C−, andCd×q denote the real numbers, complex numbers, open upper
half plane, open lower half plane, and complex-valued matrices of size d × q, respectively. If
A ∈ Cd×q , then A∗ will denote the Hermitian transpose of A. If d = q and A is invertible then
A−∗ = (A−1)∗ = (A∗)−1. Throughout this paper all integrals will be on the entire real line,
unless indicated otherwise. Let
Ld×qr (R,∆) =

measurable Cd×q mvf’s F :

trace{F(µ)∗∆(µ)F(µ)} r2 dµ <∞

,
for 1 ≤ r <∞. The inner product in Ld×q2 (R,∆) is
⟨F,G⟩∆ =

trace

G∗(µ)∆(µ)F(µ)

dµ,
and the notation
⟨F,G⟩st =

trace{G∗(µ)F(µ)}dµ,
(for standard inner product) is used when ∆ = Id . Let
Ld×q∞ =

measurable Cd×q mvf’s F : sup
µ∈R
∥F(µ)∥ <∞ a.e.

.
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Let Hd×q2 denote the set of all holomorphic d × q mvf’s F on C+ such that
sup
b>0

trace

F(a + ib)∗F(a + ib) da <∞
and

Hd×q2
⊥
denote the set of all holomorphic d × q mvf’s F on C− such that
sup
b>0

trace{F(a − ib)∗F(a − ib)}da <∞.
The notation stems from the fact that (Hd×q2 )⊥ is the orthogonal complement of H
d×q
2 with
respect to the standard inner product when these two subspaces are identified as proper closed
subspaces of Ld×q2 (R, Id). We will employ the notation L
d
2(R,∆) and H
d
2 for brevity, in place
of Ld×12 (R,∆) and H
d×1
2 . Let
Hd×q∞ =

d × q mvf’s F that are holomorphic in C+:∥F∥∞ = sup
λ∈C+
∥F(λ)∥ <∞

and
Wd×d =

d × d mvf’s F of the form F(µ) = cF +

ei xµkF (x)dx

,
where µ ∈ R, cF ∈ Cd×d and kF ∈ Ld×d1 (R, Id). Note that Wd×d is a Banach algebra with
respect to the norm
∥F∥Wd×d = ∥cF∥ +
 ∞
−∞
trace{kF (x)kF (x)∗} 12 dx,
as are the subalgebras
Wd×d+ = {F ∈Wd×d : kF (x) = 0 for x < 0}
and
Wd×d− = {F ∈Wd×d : kF (x) = 0 for x > 0}.
The symbols Wd×d(γ ),Wd×d− (γ ) and Wd×d+ (γ ) will be used to indicate that cF = γ ;
p denotes the orthogonal projection of Ld2(R, Id) onto H
d
2 and q = I − p.
Let
eT (λ) = eiTλ
and for every mvf F , let
F#(λ) = F(λ)∗, FT = eT F, and F#T = e−T F#.
The Fourier transform F and inverse Fourier transform F∨ of a d × q mvf F will be defined by
the formulas
F(µ) =  eiyµF(y)dy and F∨(x) = 1
2π

e−i xµF(µ)dµ,
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respectively. The symbols ∥ · ∥, | · |1, and | · |2 denote the operator norm, trace-class norm
and Hilbert–Schmidt norm, respectively; for information on trace-class and Hilbert–Schmidt
operators see [19]. For more information on matrix-valued function theory see e.g., [2].
Basic assumptions on G
(G1) The mvf G ∈ Ld×d2 (R, Id) ∩ Ld×d∞ .
(G2)
 |x |trace{G∨(x)∗G∨(x)}dx <∞.
Basic assumptions on ∆
To ease the exposition we shall assume throughout that 1 ∈Wd×d(Id), i.e.
∆(µ) = Id +
 ∞
−∞
eiµx h(x)dx, (1.2)
and∆(µ) > 0 on R. By a theorem of Gohberg and Krein (see e.g. Corollary 10.3 in [17], applied
to ∆(µ) and ∆(−µ)), this is equivalent to assuming that
(D1) ∆(µ) = Q(µ)∗Q(µ) = R(µ)R(µ)∗ with
Q±1 ∈Wd×d+ (Id) and R±1 ∈Wd×d+ (Id).
The factors Q and R in Wd×d+ (Id) are uniquely defined by ∆. Let
BT
def= QT (R#T )−1.
The analysis in this paper will be carried out under the supplementary assumption that there
exists a number T0 ≥ 0 such that
(D2) BT is a d × d inner mvf with respect to C+ if T ≥ T0.
Under (D1) and the given assumptions on G, the main conclusions of this paper hold with
less restrictive assumptions on BT than those imposed in (D2) (much as in [10,11]), but the
verification is a little more delicate. We plan to discuss this in a future publication.
Remark 1.1. To exhibit a family of mvf’s that satisfies (D1) and (D2), let q = 1/(1 + ϕ),
where ϕ(λ) =  a0 eiλt h(t)dt and ∥h∥1 < 1 with 0 < a < ∞. Put Q = q 00 1 and R = Q.
Then ea Q/R# = eadiag((1 + ϕ)/(1 + ϕ#), 1) is unitary on the boundary and belongs to H2×2∞ .
Therefore Q±1, R±1 ∈W2×2+ (Id) and BT = QT (R#T )−1 is inner for T ≥ a.
One of the main conclusions of this paper is that if (D1), (D2), (G1), (G2) and the
supplementary commutativity constraints
QG = G Q and R∗G = G R∗ (1.3)
are in force, then the operator (PTGPT )n − PTGn PT is trace-class for n = 1, 2, . . ., the limit
(1.1) exists and is independent of h. This result will be established in Section 4. It turns out,
however, that many of the basic estimates that are used to establish (1.1) are still valid without
imposing (1.3), e.g. the limit will exist under the less restrictive condition that
G ∈ Ad×d+ (∆) ∩Ad×d− (∆), (1.4)
where
Ad×d+ (∆) =

F ∈ Ld×d2 (R, Id) ∩ Ld×d∞ :
 ∞
0
x |(R∗F R−∗)∨(x)|22dx <∞

(1.5)
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and
Ad×d− (∆) =

F ∈ Ld×d2 (R, Id) ∩ Ld×d∞ :
 0
−∞
|x | |(Q∗F Q−∗)∨(x)|22dx <∞

. (1.6)
We will see that Ad×d+ (∆) and Ad×d− (∆) are closed under multiplication (see Lemma 2.7).
It will be useful to define
F1
def= R∗G R−∗ and F2 def= QG Q−1 (1.7)
and to set
τ+(F)
def=
 ∞
0
x |F∨(x)|22dx and τ−(F) def=
 0
−∞
|x ||F∨(x)|22dx . (1.8)
The rest of the paper is organized as follows. Section 2 is devoted to developing facts for
future use; Section 3, to showing that (PTGPT )n − PTGn PT is trace-class for n = 1, 2, . . . and
T ≥ T0 and that κn(G) exists; Section 4, to showing that (1.1) is independent of h when (1.3)
in force; Section 5, to identifying EdT (∆) as a de Branges space and some implications of this
identification.
2. Preliminaries
In this section we shall first identify the space EdT (∆) with
MdT (∆) = L2d(R,∆)⊖

(R#T )
−1 Hd2 + (QT )−1(Hd2 )⊥

=

R#T
−1 
Hd2
⊥ ∩ Q−1T Hd2 ,
and then develop a number of estimates for future use.
Lemma 2.1. EdT (∆) ⊆ MdT (∆) for every T ≥ 0.
Proof. Let f ∈ EdT (∆) and u ∈ Cd . Then u∗ f is an entire function of exponential type ≤ T and
ln+ |u∗ f (µ)|
µ2 + 1 dµ ≤

ln+ |u∗Q(µ)−1 Q(µ) f (µ)|
µ2 + 1 dµ
≤

ln+ ∥Q(µ)−∗u∥
µ2 + 1 dµ+

ln+ ∥Q(µ) f (µ)∥
µ2 + 1 dµ
< ∞,
where
ln+(µ) =

ln(µ), if |µ| > 1
0, if |µ| ≤ 1.
Thus, the Nevanlinna representation formula may be applied to the function u∗ f to deduce the
bound
ln |u∗ f (a + ib)| ≤ b
π

ln |u∗ f (µ)|
(µ− a)2 + b2
≤ b
π

ln
∥Q−1∥∞∥u∥ ∥(Q f )(µ)∥
(µ− a)2 + b2 dµ for b > 0.
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Setting u = QT (a + ib)∗QT (a + ib) f (a + ib) gives
ln ∥(QT f )(a + ib)∥2 ≤ b
π

ln(∥Q−1∥∞∥Q∥∞∥(QT f )(a + ib)∥ ∥(Q f )(µ)∥)
(µ− a)2 + b2 dµ.
Therefore,
ln ∥(QT f )(a + ib)∥ ≤ b
π

ln(∥Q−1∥2∞∥Q∥2∞∥(Q f )(µ)∥2)
(µ− a)2 + b2 dµ,
which in turn implies that
∥(QT f )(a + ib)∥2da ≤ ∥Q−1∥2∞∥Q∥2∞
b
π

∥(Q f )(a)∥2da <∞,
because f ∈ EdT (∆). Therefore QT f ∈ Hd2 for every T ≥ 0, i.e.,
0 = ⟨QT f, g⟩st = ⟨QT f, QT (QT )−1g⟩st = ⟨ f, (QT )−1g⟩∆ for g ∈ (H2d )⊥.
Thus, f ⊥ (QT )−1(Hd2 )⊥ in Ld2(R,∆).
A similar argument shows that R#T f ∈ (H2d )⊥ and hence that f ⊥ (R#T )−1 H2d in Ld2(R,∆).
Therefore f ∈ MdT (∆). 
Theorem 2.2. EdT (∆) = MdT (∆) for all T ≥ 0.
Proof. Let f ∈ MdT (∆). In view of Lemma 2.1, it suffices to show that for all u ∈ Cd , u∗ f is an
entire function of exponential type ≤ T . Since Q f ∈ Hd2 we get that f is holomorphic on C+.
Since R# f ∈ (Hd2 )⊥ we get that f is holomorphic on C−. We also have that
lim
b↓0 f (a + ib) = limb↓0 f (a − ib) a.e.
since
lim
b↓0 f (a + ib) = limb↓0 Q(a + ib)
−1 Q(a + ib) f (a + ib)
= f (a)
and
lim
b↓0 f (a − ib) = limb↓0[R
#(a − ib)]−1 R#(a − ib) f (a − ib)
= f (a),
since Q f ∈ Hd2 , R# f ∈ Hd2 , and Q−1, (R#)−1 ∈Wd×d+ . We now have that u∗ f is holomorphic
on C+ and C− and
lim
b↓0 u
∗ f (a + ib) = lim
b↓0 u
∗ f (a − ib) = u∗ f (a) a.e.
To complete the argument we have to show that u∗ f can be identified with an entire function
of exponential type ≤ T . We will first show that u∗ f can be identified with an entire function.
We claim that
lim
b↓0
 c
−c
|u∗( f (a + ib)− f (a))|da = 0.
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Note that c
−c
|u∗[ f (a + ib)− f (a)]|da
=
 c
−c
|{Q(a + ib)−1u}∗{Q(a + ib) f (a + ib)− Q(a + ib) f (a)}|da
≤
 c
−c
∥Q(a + ib)−∗u∥ ∥(Q f )(a + ib)− Q(a + ib) f (a)∥da
≤ ∥Q−1∥∞∥u∥
 c
−c
∥(Q f )(a + ib)− Q(a + ib) f (a)∥da
≤ ∥Q−1∥∞∥u∥
 c
−c
∥(Q f )(a + ib)− (Q f )(a)∥da
+∥Q∥∞∥u∥
 c
−c
∥[Q(a + ib)− Q(a)] f (a)∥da.
= ∥Q−1∥∞∥u∥ (①+②) .
Since Q f ∈ Hd2 , the Cauchy–Schwarz inequality gives that ① ↓ 0 as b ↓ 0. Since Q ∈
Wd×d+ ⊂ Hd×d∞ we have
Q(a + ib) = b
π

Q(µ)
(µ− a)2 + b2 dµ.
Thus
∥Q(a + ib)− Q(a)∥ ≤ b
π
 ∥Q(µ)− Q(a)∥
(µ− a)2 + b2 dµ
= b
π
 a+δ
a−δ
∥Q(µ)− Q(a)∥
(µ− a)2 + b2 dµ
+

|µ−a|>δ
∥Q(µ)− Q(a)∥
(µ− a)2 + b2 dµ

= ③+④.
Since
③ ≤ 2∥Q∥∞ b
π
 a+δ
a−δ
1
(µ− a)2 + b2 dµ
= 4∥Q∥∞ 1
π
arctan

δ
b

,
given any ϵ > 0, we may choose δ > 0 such that ③ < ϵ. Similarly,
④ ≤ −2 arctan

δ
b

+ π.
Therefore, given any ϵ > 0, we may choose b > 0 such that ④ < ϵ.
We claim that for any ϵ > 0 there exists b0 > 0 such that for all b < b0, c
−c
∥ f (a + ib)− f (a)∥da < ϵ.
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We may choose b1 such that ① ≤ ϵ/3 whenever b < b1. We can choose δ > 0 such that c
−c
③∥(Q f )(a)∥da < ϵ
3
.
Finally we can choose b2 so that whenever b < b2, c
−c
④∥(Q f )(a)∥da < ϵ
3
.
Putting b0 = min{b1, b2} yields the claim. The proof that u∗ f may be identified with an entire
function is completed by a modified version of Lemma 6.6 in [26].
The type estimate can be obtained by the argument given by Theorem 2.1 in [9] upon noting
the following. Note that u∗ f is locally summable and
2

ln+ |u∗ f (a)|
a2 + 1 da ≤ 2

ln+ ∥Q(a)−∗u∥ ∥Q(a) f (a)∥
a2 + 1 da
≤ 2 ln+(∥Q−1∥ ∥u∥)

1
a2 + 1da +

ln+ ∥(Q f )(a)∥2
a2 + 1 da
< ∞.
Finally, when r > 0 and 0 < |θ | < π ,
ln |u∗ f (reiθ )| ≤ ln(∥QT (reiθ )−∗u∥ ∥(QT f )(reiθ )∥)
≤ rT | sin θ | + ln ∥Q(reiθ )−∗u∥ + r | sin θ |
π

ln+ ∥ f (µ)∥
|µ− reiθ |2 dµ.
This completes the proof. 
Lemma 2.3. If f ∈ MdT (∆) then
(Q f )∨(x) = 0 for x < −T
and
(R# f )∨(x) = 0 for x > T .
Proof. If f ∈ MdT (∆), then, by definition, QT f ∈ Hd2 and R#T f ∈ (Hd2 )⊥. Therefore, by the
vector-valued analog of a theorem of Paley and Wiener (see, e.g., [2]),
(QT f )
∨(x) = 0 for x < 0
and
(R#T f )
∨(x) = 0 for x > 0.
The rest is plain. 
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Recall that p and q denote the orthogonal projection of Ld2(R, Id) onto H
d
2 and (H
d
2 )
⊥,
respectively:
p: f ∈ Ld2(R, Id)→
 ∞
0
f ∨(x)eiµx dx,
q: f ∈ Ld2(R, Id)→
 0
−∞
f ∨(x)eiµx dx
and let VT and WT denote the orthogonal projections of Ld2(R,∆) onto (R
#
T )
−1 Hd2 and
(QT )−1(Hd2 )⊥, respectively.
Lemma 2.4. The orthogonal projections VT and WT from Ld2(R,∆) onto the closed subspaces
(R#T )
−1 Hd2 and (QT )−1(H
d
2 )
⊥, respectively, are given by the formulas
VT f = (R#T )−1pR#T f and WT f = (QT )−1qQT f.
Proof. It is readily checked that the operator VT defined by the stated formula maps Ld2(R,∆)
onto (R#T )
−1 Hd2 , that V 2T = VT and that
⟨VT f, g⟩∆ = ⟨ f, VT g⟩1 for f, g ∈ Ld2(R,∆).
Thus, if f ∈ Ld2(R,∆)⊖ (R#T )−1 Hd2 , then
⟨VT f, g⟩∆ = ⟨ f, VT g⟩∆ = 0 for every g ∈ Ld2(R,∆),
i.e., VT maps Ld2(R,∆)⊖ (R#T )−1 Hd2 into 0 and (R#T )−1 Hd2 onto itself. This completes the proof
of the first assertion. The proof of the second is similar. 
Lemma 2.5. If (D2) holds and T ≥ T0 then VT WT = WT VT = 0 and
PT = I − (VT + WT ).
Proof. By assumption BT = QT (R#T )−1 is inner for T ≥ T0. Thus, if f ∈ Ld2(R,∆), then
WT VT f = Q−1T qBT pR#T f = 0
for T ≥ T0. Moreover, VT WT = 0 for T ≥ T0, since VT WT = (WT VT )∗. The formula for PT
then follows easily from the definition of MdT (∆). 
Lemma 2.6. If f ∈ Ld2(R,∆), then
∥VT f ∥2∆ = 2π
 ∞
T
∥(R# f )∨(x)∥2dx = o(1) as T ↑ ∞, (2.1)
and
∥WT f ∥2∆ = 2π
 −T
−∞
∥(Q f )∨(x)∥2dx = o(1) as T ↑ ∞. (2.2)
If VT WT = 0 then
∥PT f − f ∥2∆ = ∥VT f + WT f ∥2∆ = ∥VT f ∥2∆ + ∥WT f ∥2∆. (2.3)
1138 H. Dym, D.P. Kimsey / Indagationes Mathematicae 23 (2012) 1129–1153
Proof. With the help of the Plancherel formula it is readily seen that
∥WT f ∥2∆ =
 ∞
−∞
∥(qQT f )(µ)∥2 dµ
=
 ∞
−∞

 0
−∞
(QT f )
∨(x)eiµx dx

2
dµ
= 2π
 0
−∞
(QT f )∨(x)2 dx,
which leads easily to (2.2), since (QT f )∨(x) = (Q f )∨(x − T ) and Q f ∈ Ld2(R, Id). The
verification of formula (2.1) is similar; (2.3) follows easily from the preceding two formulas. 
Lemma 2.7. Let F,F, and R be the operators of multiplication by the mvf’s F, F and R,
respectively. The sets Ad×d+ (∆) and Ad×d− (∆) that are defined by (1.5) and (1.6), respectively,
are both closed under multiplication.
Proof. Let F, F ∈ Ad×d− (∆). The fact that FF ∈ Ld×d2 (R, Id)∩ Ld×d∞ is not hard to obtain. The
rest follows from the fact that
|p R∗ FF R−∗ q|2 =  ∞
0
x |(R∗FF R−∗)∨(x)|22dx 12 ,
which is finite due to the estimate
|p R∗ FF R−∗ q|2 = |p R∗ F R−∗ R∗ F R−∗ q|2
= |p R∗ F R−∗ (p+ q) R∗ F R−∗ q|2
≤ ∥R∗∥∞∥F∥∞∥R−∗∥∞|p R∗ F R−∗ q|2
+ |p R∗ F R−∗ q|2∥R∗∥∞∥F∥∞∥R−∗∥∞
< ∞,
since F, F ∈ Ad×d+ (∆). The proof that Ad×d− (∆) is closed under multiplication is similar and
rests on the formula
|q R FF R−∗ p|2 =  0
−∞
|x ||(QFF Q−1)∨(x)|22dx
 1
2
. 
The convolution of a pair of mvf’s F ∈ L p×q1 (R, Id) and G ∈ Lq×r1 (R, Id) is defined in the
usual way by the formula
(F ◦ G)(x) =
 ∞
−∞
F(x − y)G(y)dy.
Lemma 2.8. Let E ⊆ R be a measurable set. Suppose F ∈ Ld×d2 (R, Id) and φk , k = 1, 2, . . .,
is an orthonormal basis of Ld2(E, Id). Then
∞
k=1
∥(Fφk)∨(x)∥2 =

E
|F∨(x − y)|22dy a.e. on R.
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Proof. If e1, . . . , ed denote the standard basis vectors in Cd , then
∞
k=1
∥(Fφk)∨(x)∥2 =
∞
k=1
d
i=1
|(e∗i Fφk)∨|2
=
∞
k=1
d
i=1
|[(F∗ei )∗]∨ ◦ φ∨k (x)|2
=
∞
k=1
d
i=1

E
[(F∗ei )∗]∨(x − y)φ∨k (y)dy
=
∞
k=1
d
i=1

E
{(F∗ei )∨(y − x)}∗φ∨k (y)dy
=
∞
k=1
d
i=1
⟨(F∗ei )∨(· − x), φ∨k ⟩Ld2 (E,Id )2
=
d
i=1
∥([F∗ei ]∗)∨(· − x)∥2Ld2 (E,Id )
=

E
|F∨(x − y)|22dy. 
Lemma 2.9. Let F1 and F2 denote the operators of multiplication by the mvf’s F1 and F2,
respectively. If G ∈ Ad×d− (∆) ∩Ad×d+ (∆), then
|VTGPT |22 ≤ |p F1 q|22 = τ+(F1)
and
|WTGPT |22 ≤ |q F2 p|22 = τ−(F2).
If VT WT = 0, then
|(VT + WT )GPT |22 ≤ τ+(F1)+ τ−(F2).
Proof. Let ψk, k = 1, 2, . . ., be any orthonormal basis for MdT (∆). Then
∥VTGψk∥2∆ = 2π
 ∞
T
∥(R∗Gψk)∨(x)∥2dx
= 2π
 ∞
T
∥(F1 R∗ψk)∨(x)∥2dx,
where the first line follows from Lemma 2.6. Since
√
2π(R∗ψk)∨, k = 1, 2, . . . , is an
orthonormal system of vvf’s in Ld2((−∞, T ], Id), Lemma 2.8 with E = (−∞, T ] implies that
∞
k=1
∥VTGψk∥2∆ ≤
 ∞
T
dx
 T
−∞
|F∨1 (x − y)|22dy
=
 ∞
0
dx
 ∞
0
|F∨1 (x + y)|22dy
= τ+(F1).
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The second inequality is proved in much the same way using the fact that
√
2π(Qφk)∨, k =
1, 2, . . ., is an orthonormal system of vvf’s in Ld2([−T,∞), Id). The third inequality follows
readily from the first two inequalities and the assumption that VT WT = 0. 
Lemma 2.10. Let F,G ∈ Ad×d− (Id)∩Ad×d+ (Id) and F,G denote the operators of multiplication
by the mvf’s F and G, respectively. Then
trace{q F p G q} =
 ∞
0
x trace{F∨(−x)G∨(x)}dx
and
trace{p F q G p} =
 0
−∞
|x | trace{F∨(−x)G∨(x)}dx .
Proof. The first statement follows from the polarization identity that is expressed in terms of the
inner product ⟨A, B⟩trace = trace B∗A on Cd×d as ∞
0
x⟨G∨(x), (F∗)∨(x)⟩trace dx
=
 ∞
0
x

1
4
4
k=1
ik⟨(G + ik(F∗))∨(x), (G + ik(F∗))∨(x)⟩trace

dx,
since
trace{q(F∗ + ikG)∗p(F∗ + ikG)q}
=
 ∞
0
x ⟨(F∗ + ik G)∨(x), (F∗ + ik G)∨(x)⟩trace dx .
The second statement is proved similarly. 
Lemma 2.11. If G ∈ Ad×d− (∆) ∩Ad×d+ (∆), (D2) holds, and S := T − T0 ≥ 0, then
∥VTGWT ∥2 ≤
 ∞
2S
[y − 2S]|F∨1 (y)|22dy
and
∥WTGVT ∥2 ≤
 −2S
−∞
[|y| − 2S]|F∨2 (y)|22dy.
Proof. Let f ∈ Ld2(R,∆), S = T − T0 ≥ 0 and recall that
BT = QT (R#T )−1, T ≥ T0,
is a d × d inner mvf, the vvf
R#T WT f = R#T Q−1T qQT f
belongs to the space
R#T Q
−1
T (H
d
2 )
⊥ = e−iλ2S B−1T (Hd2 )⊥ ⊂ e−iλ2S(Hd2 )⊥.
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Therefore
(R#T WT f )
∨(y) = 0 for y > −2S.
It follows from Lemma 2.6 that
∥VTGWT f ∥2∆ = 2π
 ∞
0
∥(F1 R#T WT f )∨(x)∥2dx
≤ 2π
 ∞
0
dx
 −2S
−∞
|F∨1 (x − y)|22dy∥(R#T WT f )∨∥2st
=
 ∞
2S
[y − 2S]|F∨1 (y)|22dy∥WT f ∥2∆
≤
 ∞
2S
[y − 2S]|F∨1 (y)|22dy∥ f ∥2∆,
since WT is a projection. This completes the proof of the first inequality. The second inequality
is proved in much the same way. 
Lemma 2.12. If G ∈ Ad×d− (∆) ∩Ad×d+ (∆) and VT WT = 0, then
|(VT + WT )Gm PT |2 ≤ m∥G∥m−1

τ+(F1)+ τ−(F2)
1/2
,
for m = 1, 2, . . .. Moreover, |PTGm(VT + WT )|2 is subject to the same upper bound.
Proof. Let
αm = |(VT + WT )Gm PT |2.
Then for m > 1,
αm = |(VT + WT )G(PT + VT + WT )Gm−1 PT |2
≤ |(VT + WT )GPTGm−1 PT |2 + |(VT + WT )G(VT + WT )Gm−1 PT |2
≤ |(VT + WT )GPT |2∥Gm−1 PT ∥ + ∥(VT + WT )G∥|(VT + WT )Gm−1 PT |2
≤ ∥G∥m−1α1 + ∥G∥αm−1,
since VT + WT and PT are orthogonal projections. Therefore,
αm ≤ m∥G∥m−1α1
and the asserted inequality follows from the fact that
α21 = |VTGm PT |22 + |WTGm PT |22 ≤ τ+(F1)+ τ−(F2),
by Lemma 2.9 (the first equality is valid because VT WT = 0). 
Lemma 2.13. If ψk, k = 1, 2, . . ., is an orthonormal basis for MdT (∆), (D2) is in force, and
T ≥ T0 then
(1) QTψk is an orthonormal basis for Hd2 ⊖ BT Hd2 ;
(2) R#Tψk is an orthonormal basis for

H2d
⊥ ⊖ B#T H2d ⊥.
Proof. It is readily seen that under the given assumptions QTψk, k = 1, 2, . . ., is an orthonormal
system of vvf’s with respect to the standard inner product. Moreover, QTψk ∈ Hd2 , since
0 = WTψk = Q−1T qQTψk
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and QTψk ∈ BT (Hd2 )⊥, since
0 = VTψk = (R#T )−1pR#T Q−1T QTψk = (R#T )−1pB−1T QTψk,
which implies that
B−1T QTψk ∈ (Hd2 )⊥
and hence that QTψk ∈ Hd2 ⊖ BT Hd2 , as claimed.
It remains to show that this family of vvf’s is a basis for Hd2 ⊖BT Hd2 . But, if f ∈ Hd2 ⊖BT Hd2
and ⟨ f, QTψk⟩st, then
0 = ⟨Q−1T f, ψk⟩∆,
which implies that Q−1T f is in the orthogonal complement of M
d
T (∆). However,
WT Q
−1
T f = Q−1T qQT Q−1T f = 0, since f ∈ Hd2
and
VT Q
−1
T f = (R#T )−1pR#T Q−1T QT f = (R#T )−1pB−1T QT f = 0,
since QT f ∈ (Hd2 )⊥.
The second statement is proved in a similar manner. 
The next step is to exploit the decomposition
Hd2 ⊖ BT Hd2 = Hd2 ⊖ e2S BT0 Hd2
=

Hd2 ⊖ e2S Hd2

⊕

e2S

Hd2 ⊖ BT0 Hd2

, (2.4)
which is valid for S = T − T0 ≥ 0.
Theorem 2.14. Let F denote the operator of multiplication by the mvf F and suppose (D2) is
in force. Let ak, bk , and ck, k = 1, 2, . . . be orthonormal bases for Hd2 ⊖
e2S Hd2 , e2S

Hd2 ⊖ BT0 Hd2

, and e2S Hd2 , respectively. If F ∈ Ad×d− (Id) then
∞
k=1
∥qFak∥2st ≤ |qFp|22 = 2π
 0
−∞
|x ||F∨(x)|22dx
and
∞
k=1
∥qFbk∥2st ≤
∞
k=1
∥qFck∥2st ≤ 4π
 −2S
−∞
|x ||F∨(x)|22dx .
Proof. Let PS denote the orthogonal projection of Ld2(R, Id) onto Hd2 ⊖ e2S Hd2 . Then
∞
k=1
∥qFak∥2st = |qFPS|22 ≤ |qFp|22
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and
∞
k=1
∥qFck∥2st = |qe2SFp|22 = 2π
 0
−∞
|x ||(e2S F)∨(x)|22dx
=
 −2S
−∞
|u + 2S||F∨(u)|22du
≤ 4π
 −2S
−∞
|u||F∨(u)|22du. 
We will also exploit the analogous decomposition
Hd2
⊥ ⊖ B#T Hd2 ⊥ = Hd2 ⊥ ⊖ e−2S B#T0 Hd2 ⊥
=

Hd2
⊥ ⊖ e−2S Hd2 ⊥⊕ e−2S Hd2 ⊥ ⊖ B#T0 Hd2 ⊥ , (2.5)
which is valid for S = T − T0 ≥ 0.
Theorem 2.15. Let F denote the operator of multiplication by the mvf F and suppose (D2) is
in force. Let αk and βk, k = 1, 2, . . ., be orthonormal bases for

Hd2
⊥ ⊖ e−2S Hd2 ⊥ and
e−2S

Hd2
⊥ ⊖ B#T0 Hd2 ⊥, respectively. If F ∈ Ad×d+ (Id) then
∞
k=1
∥pFαk∥2st ≤ |pFq|22 = 2π
 ∞
0
x |F∨(x)|22dx
and
∞
k=1
∥pFβk∥2st ≤ 4π
 ∞
2S
x |F∨(x)|22dx .
Proof. The proof is similar to the proof of Theorem 2.14. 
3. Principal conclusions for (PTGPT )n − PTGnPT
In this section we will show that if G ∈ Ad×d− (∆) ∩ Ad×d+ (∆) and (D2) holds then
(PTGPT )n − PTGn PT is a trace-class operator for T ≥ T0 and that
lim
T↑∞ trace

(PTGPT )
n − PTGn PT

, n = 1, 2, . . . ,
exists. If T ≥ T0, then PT = I − (VT + WT ) (because of (D2)) and hence (PTGPT )n may be
written as the sum of 2n terms of the form
PTGL1GL2 · · ·GLnGPT
where L i , i = 1, . . . , n can either equal I or −(VT + WT ). We shall see that each one of these
terms is trace-class and that all but one stays bounded as T ↑ ∞.
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Theorem 3.1. Suppose (D2) holds and G ∈ Ad×d− (∆)∩Ad×d+ (∆). If L i , i = 1, . . . , n is equal
to either I or to −(VT + WT ), and at least one L i is not equal to I , then
PTGL1G . . . LnGPT
is of trace-class and
|PTGL1G . . . LnGPT |1 ≤ n2∥G∥n−1

τ+(F1)+ τ−(F2)

for every T ≥ T0.
Proof. If exactly two of the L i are equal to −(VT + WT ), then
PTGL1G · · · LnGPT = PTGr (VT + WT )Gs(VT + WT )Gt PT ,
where r, s, and t are positive integers so that r + s + t = n + 1. By Lemma 2.12 both
PTGr (VT +WT ) and (VT +WT )Gt PT are Hilbert–Schmidt operators. Thus, as Gs is a bounded
operator,
PTG
r (VT + WT )Gs(VT + WT )Gt PT
is a trace-class operator and
|PTGr (VT + WT )Gs(VT + WT )Gt PT |1
≤ |PTGr (VT + WT )|2∥G∥s |(VT + WT )Gt PT |2
≤ r t∥G∥r−1∥G∥s∥G∥t−1
 ∞
0
x |F∨1 (x)|22dx +
 0
−∞
|x ||F∨2 (x)|22dx

≤ n2∥G∥n−1 (τ+(F1)+ τ−(F2)) ,
where Lemma 2.12 was used to obtain the second line. The remaining cases may be justified in
much the same way, since ∥(VT + WT )Gs(VT + WT )∥ ≤ ∥G∥s . 
Theorem 3.2. If (D2) is in force and G ∈ Ad×d− (∆) ∩ Ad×d+ (∆), then (PTGPT )n − PTGn PT
is trace-class and
|trace{(PTGPT )n+1 − PTGn+1 PT }| ≤ |(PTGPT )n+1 − PTGn+1 PT |1
≤ n2∥G∥n−1 (τ+(F1)+ τ−(F2)) ,
for n = 1, 2, . . . and T ≥ T0.
Proof. Since
(PTGPT )
n+1 − PTGn+1 PT = −
n
k=1
PTG
k(VT + WT )(GPT )n+1−k
for T ≥ T0, it suffices to note that
|PTGk(VT + WT )(GPT )n+1−k |1 ≤ |PTGk(VT + WT )|2|(VT + WT )GPT |2∥G∥n−k
≤ k∥G∥n−1 (τ+(F1)+ τ−(F2)) . 
Theorem 3.3. Let F2 denote the operator of multiplication by the mvf F2 and suppose
that (D2) holds and G ∈ Ad×d− (∆). If α0, α1, . . . , αm are positive integers such that α0 +
· · · + αm = n + 1 and m ≥ 1 then
PTG
α0 WTG
α1 · · ·WTGαm PT
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is a trace-class operator for T ≥ T0 and
lim
T↑∞ trace{PTG
α0 WTG
α1 · · ·WTGαm PT } = trace{pFα02 qFα12 · · · qFαm2 p}.
Proof. In view of (1.7),
PTG
α0 WTG
α1 · · ·WTGαm PT = PT Q−1T AQ−1T PT ,
where
A = pFα02 qFα12 · · · qFαm2 p
is a trace-class operator since pFα02 q and pF
αm
2 q are Hilbert–Schmidt operators and F
α1
2 · · · qFαm−12
is a bounded operator. Thus, if ψk, k = 1, 2, . . ., is an arbitrary orthonormal basis of ETd (∆), then
⟨PTGα0 WTGα1 · · ·WTGαm PTψk, ψk⟩∆ = ⟨AQTψk, QTψk⟩st.
Therefore, in view of Lemma 2.13,
∞
k=1
⟨AQTψk, QTψk⟩st =
∞
k=1
⟨Aak, ak⟩st +
∞
k=1
⟨Abk, bk⟩st
= trace PSAPS +
∞
k=1
⟨Abk, bk⟩st,
where ak and bk, k = 1, 2, . . . are orthonormal bases of H2d ⊖ e2S Hd2 and e2S

Hd2 ⊖ BT0 Hd2

,
respectively, and PS is the orthogonal projection of Ld2(R, Id) onto H2d ⊖ e2S Hd2 . Moreover, by
Theorem 2.14, ∞
k=1
⟨Abk, bk⟩st
 ≤ ∞
k=1
|⟨Abk, bk⟩st|
≤ ∥Fα12 ∥ · · · ∥Fαm−12 ∥
∞
k=1
∥qFαm2 bk∥st∥q(Fα02 )∗bk∥st
≤ ∥Fα12 ∥ · · · ∥Fαm−12 ∥
 ∞
k=1
∥qFαm2 bk∥2st
 1
2
 ∞
k=1
∥q(Fα02 )∗bk∥2st
 1
2
= o(1),
as S ↑ ∞. A similar estimate with the ck that are defined in Theorem 2.14 in place of the bk
shows that
|trace{PSAPS − A}| =
 ∞
k=1
⟨(PSAPS − A)ck, ck⟩st

≤
∞
k=1
|⟨Ack, ck⟩st| = o(1),
as S ↑ ∞, by another application of Theorem 2.14 (or, even quicker, by exploiting the fact that
PS → p strongly; see e.g. Proposition 2.1 in [30]). 
With the proof of Theorem 3.3 as a guide (and using Theorem 2.15 in place of Theorem 2.14),
one can prove the following analogous theorem.
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Theorem 3.4. Let F1 denote the operator of multiplication by the mvf F1 and suppose that (D2)
holds and G ∈ Ad×d+ (∆). If α0, α1, . . . , αm are positive integers such that α0+· · ·+αm = n+1,
and m ≥ 1, then
PTG
α0 VTG
α1 · · · VTGαm PT
is a trace-class operator for T ≥ T0 and
lim
T↑∞ trace{PTG
α0 VTG
α1 · · · VTGαm PT } = trace{qFα01 pFα11 · · · pFαm1 q}.
Theorem 3.5. If (D2) holds and G ∈ Ad×d− (∆) ∩Ad×d+ (∆), then
(PTGPT )
n − PTGn PT ,
is a trace-class operator for n = 1, 2, . . . and T ≥ T0 and
lim
T↑∞ trace{(PTGPT )
n − PTGn PT }
exists.
Proof. Theorem 3.2 guarantees that (PTGPT )n − PTGn PT , n = 1, 2, . . ., is a trace-class
operator when T ≥ T0. The verification of the existence of κn(G) follows from Theorems 3.3
and 3.4 and Lemmas 2.9 and 2.12. Thus for example if n = 3, then
(PTGPT )
3 − PTG3 PT = PTGPTGPTGPT − PTG3 PT
= −PTG(VT + WT )G2 PT − PTG2(VT + WT )GPT
+ PTG(VT + WT )G(VT + WT )GPT
= −PTGVTG2 PT − PTG2VTGPT
− PTGWTG2 PT − PTG2WTGPT
+ PTGVTGVTGPT + PTGWTGWTGPT
+ PTGVTGWTGPT + PTGWTGVTGPT .
The first four terms tend to finite limits by Theorems 3.3 and 3.4, whereas
|PTGWTGVTGPT |1 ≤ |PTGWT |2|WTGVTGPT |2
≤ |PTGWT |2∥WTGVT ∥|VTGPT |2
= o(1) as T ↑ ∞,
and
|PTGVTGWTGPT |1 = o(1) as T ↑ ∞,
by Lemmas 2.9 and 2.11. 
Theorem 3.6. Let F,G ∈ Ad×d− (Id) ∩Ad×d+ (Id) and F,G be the corresponding multiplication
operators of F and G, respectively. Let P◦T , V ◦T , and W ◦T denote the orthogonal projections of
Ld2(R, Id) onto EdT (Id), eT Hd2 , and e−T

Hd2
⊥
, respectively. Then
lim
T↑∞ trace{P
◦
TF

V ◦T + W ◦T

GP◦T } =
 ∞
0
u trace

F∨(−u)G∨(u) du
+
 0
−∞
|u| trace F∨(−u)G∨(u) du.
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Proof. If ∆ = Id , then Q = Id , R = Id and F1 = F2 = G. Therefore, Theorems 3.3 and 3.4
yield
lim
T↑∞ trace{P
◦
TF

W ◦T + V ◦T

GP◦T } = trace{q F p G q} + trace{p F q G p}.
The rest follows from Lemma 2.10. 
4. Principal conclusions when (1.3) is in force
Theorem 4.1. If (D2) and (1.3) are in force and G ∈ Ad×d− (∆) ∩Ad×d+ (∆), then
(PTGPT )
n − PTGn PT
is a trace-class operator for n = 1, 2, . . . and T ≥ T0 and the limit
lim
T↑∞ trace{(PTGPT )
n − PTGn PT }
exists and is independent of h.
Proof. It suffices to note if QG = G Q and R∗G = G R∗, then F1 = F2 = G and the limits in
Theorems 3.3 and 3.4 are independent of h. 
5. Another description of EdT (∆)
The assumptions 1 ∈Wd×d(Id) and ∆(µ) > 0 on R imply that
∆(µ) ≥ γ1 Id for some γ1 > 0 and every µ ∈ R
and hence that
2π
 t
0
ϕ(a)∗

ϕ(a)+
 t
0
h(a − b)ϕ(b)db

da =
 ∞
−∞
ϕ(a)∗(Id +h(a))ϕ(a)da
≥ γ1∥ϕ∥2st
for every vvf ϕ ∈ Ld2([0, t], Id). Therefore, the finite Wiener–Hopf equation
ϕ(a)+
 t
0
h(a − b)ϕ(b)db = f (a) for a ∈ [0, t]
is uniquely solvable in Ld2([0, t], Id) for every f ∈ Ld2([0, t], Id).
To ease the exposition we shall assume that h is continuous on R. Then the solution may be
expressed in terms of the resolvent kernel γt (a, b) by the formula
ϕ(a) = f (a)+
 t
0
γt (a, b) f (b)db for a ∈ [0, t],
in which γt is continuous in the variables a and b on [0, t] × [0, t], continuously differentiable
in the variable t and the Krein–Sobolev identity
∂γt
∂t
(a, b) = γt (a, t)γt (t, b) (5.1)
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holds, together with the following variant:
∂γt
∂t
(t − a, t − b) = γt (t − a, 0)γt (0, t − b) (5.2)
for (a, b) ∈ [0, t] × [0, t]; see e.g., [13]; the best source for a careful verification of (5.1) is
probably Gohberg–Koltracht [18].
Moreover,
EdT (∆) ∼ EdT (Id),
where the symbol ∼ is used to indicate that two Hilbert spaces have the same set of elements and
equivalent norms.
It is readily checked that EdT (Id) is a RKHS (reproducing kernel Hilbert space) of entire d × 1
vvf’s with RK (reproducing kernel)
K Tω (λ) =
e−T (λ)e−T (ω)∗ − eT (λ)eT (ω)∗
−2π i(λ− ω) Id for λ ≠ ω (5.3)
with respect to the standard inner product. This means that for every ω ∈ C, u ∈ Cd and
f ∈ EdT (Id) the following two conditions are in force:
(1) K Tω u ∈ EdT (Id), and
(2) ⟨ f, K Tω u⟩st = u∗ f (ω).
The formula in (2) implies that
|u∗ f (ω)| = |⟨ f, K Tω u⟩st| ≤ ∥ f ∥st∥{K Tω (ω)}1/2∥∥u∥
and hence that
∥ f (ω)∥ ≤ ∥ f ∥st∥{K Tω (ω)}1/2∥,
i.e., point evaluation is a bounded linear vector valued functional on EdT (Id). Thus, in view of
the equivalence EdT (∆) ∼ EdT (Id), it is also a bounded linear vector valued functional on EdT (∆).
Consequently, EdT (∆) is also a RKHS of entire d × 1 vvf’s. Let Z Tω (λ) denote its RK. Then
u∗ f (ω) = ⟨ f, Z Tωu⟩∆ = ⟨ f, (Id +h)Z Tωu⟩st.
Thus,
PEdT (Id )(Id +h)Z Tωu = K Tω u,
or, equivalently, in terms of the orthogonal projection onto the Hilbert space
H(e2T Id) = Hd2 ⊖ e2T Hd2 ,
e−T PH(e2T Id )eT (Id +h)Z Tωu = K Tω u,
i.e.,
PH(e2T Id )(Id +h)eT Z Tω eT (ω)∗v = eT K Tω eT (ω)∗v
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for every point ω ∈ C and vector v ∈ Cd . Let ϕω = eT Z Tω eT (ω)∗ for short. Then
{PH(e2T Id )(Id +h)ϕωv}(λ) =  2T
0
eiλt ((Id +h)ϕωv)∨(t)dt
= 1
2π
 2T
0
eiλt e−iωtvdt.
Therefore,
ϕω(t)+
 2T
0
h(t − s)ϕω(s)ds = 12π e
−iωt a.e., on [0, 2T ].
Thus, in terms of the resolvent kernel γ2T (t, s) of the indicated integral operator
ϕω(t) = 12π

e−iωt Id +
 2T
0
γ2T (t, s)e
−iωsds

a.e. on [0, d].
Therefore,
eT (λ)Z
T
ω (λ)eT (ω)
∗ = Λ2Tω (λ), (5.4)
where
Λtω(λ) =
1
2π
 t
0
eiaλ

e−iaω Id +
 t
0
e−iωbγt (a, b)db

da for t > 0.
Next, upon differentiating this last formula with respect to t and invoking the Krein–Sobolev
identity (5.1), it is readily seen that
∂
∂t
Λtω(λ) =
1
2π
E−t (λ)E−t (ω)∗, (5.5)
where
E−t (λ) = ei tλ Id +
 t
0
eiaλγt (a, t)da. (5.6)
Therefore, since E−0 (λ) = Id ,
Λtω(λ) =
1
2π
 t
0
E−s (λ)E−s (ω)∗ds. (5.7)
Moreover, upon setting
E+t (λ) = Id +
 t
0
eiλaγt (a, 0)da (5.8)
and invoking the supplementary identity (5.2) it is also readily seen that
∂
∂t
[E−t (λ) E+t (λ)] = iλ[E−t (λ) 0] + [E−t (λ) E+t (λ)]

0 γt (t, 0)
γt (0, t) 0

for t > 0. But this in turn implies that
∂
∂t
[E−t (λ) E+t (λ)]

Id 0
0 −Id
 
E−t (ω)∗
E+t (ω)∗

= i(λ− ω)E−t (λ)E−t (ω)∗
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and hence, upon comparison with formula (5.7),
Λtω(λ) =
E+t (λ)E+t (ω)∗ − E−t (λ)E−t (ω)∗
−2π i(λ− ω) , λ ≠ ω. (5.9)
The d × d entire mvf’s E−t (λ) and E+t (λ) defined by formulas (5.6) and (5.8) are Krein’s
continuous analogs of the orthogonal polynomials that are defined in terms of the first and last
block columns of the inverse of a block Toeplitz matrix. See e.g., [13,14] and for comparison
with the block Toeplitz case [12]. Moreover, the pair serve to define the de Branges RKHS
B(Et ) = { f ∈ etEdt (Id) : (E+t )−1 f ∈ Hd2 ⊖ (E+t )−1 E−t Hd2 }.
For additional information on these spaces and their applications see e.g. [3] and the relevant
references cited therein.
The formulas (5.5) and (5.9) also serve to exhibit the kernel γt (a, b) as a continuous analog
of a Bezoutian. This connection was used in [14] in the indefinite case to give an alternative
proof of a theorem of Ellis et al. [16] that identifies the number of zeros of det E+t (λ) in C+
with the number of negative eigenvalues of the operator that sends f ∈ Ld2([0, t], Id) into
f (a)+  t0 h(a − b) f (b)db.
The relevance of all this to the problem at hand is that if {ϕk}, k = 1, 2, . . ., is an orthonormal
basis for EdT (∆) and PTGPT is trace-class (in view of Theorem 3.2 PTGn PT , n = 2, 3, . . ., is
trace-class as well), then
trace{PTGn PT } =
∞
j=1
⟨Gnϕ j , ϕ j ⟩∆ =
∞
j=1
⟨1Gnϕ j , ϕ j ⟩st
=
∞
j=1
 ∞
−∞
trace{ϕ j (µ)∗∆(µ)G(µ)nϕ j (µ)}dµ
=
∞
j=1
 ∞
−∞
trace{∆(µ)G(µ)nϕ j (µ)ϕ j (µ)∗}dµ
=
 ∞
−∞
trace{G(µ)n Z2Tµ (µ)∆(µ)}dµ
=
 ∞
−∞
trace{G(µ)nΛ2Tµ (µ)∆(µ)}dµ.
Thus, if |ε| < ∥G∥−1∞ , then
−
∞
n=1
trace
PT (εG)n PT
n
=
 ∞
−∞
trace

ln(Id − εG(µ))Λ2Tµ (µ)∆(µ)

dµ.
Consequently,
det(I − PT εGPT )
exp
∞
−∞ trace

ln(Id − εG(µ))Λ2Tµ (µ)∆(µ)

dµ

= det(I − PT εGPT )
exp

−
∞
n=1
trace PT (εG)
n PT
n
 (5.10)
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where
Λ2Tµ (µ) =
1
2π
 2T
0
E−S (µ)
∗E−s (µ)ds.
In the classical case E−s (µ) = eisµ and so the integral is just equal to 2T . Moreover, since
det(I − εPTGPT ) = exp

−
∞
n=1
εn
n
trace{(PTGPT )n}

,
the left-hand side of (5.10) is equal to
exp
 ∞
n=1
εn
n
trace{(PTGPT )n − PTGn PT }

.
Theorem 5.1. Let Kd×d(0) denote the Banach algebra of functions f ∈Wd×d(0) with norm
∥ f ∥K = ∥ f ∥W +

|x ||k f (x)|22dx
 1
2
<∞.
If (1.3) and (D2) are in force, G ∈ Kd×d(0) ∩ Ld×d1 (R, Id) and PTGPT is trace-class for
T ≥ T0, then
lim
T↑∞
det(I − PT εGPT )
exp
∞
−∞ trace

ln(Id − εG(µ))Λ2Tµ (µ)∆(µ)

dµ

= det

p(I − εG)p(I − ϵG)−1p

,
for every complex ε with
|ε| < ∥G∥−1∞ .
Proof. Since
lim
T↑∞ exp
 ∞
n=1
εn
n
trace{(PTGPT )n − PTGn PT }

= exp
 ∞
n=1
εn
n
κn(G)

and (1.3) is in force, κn(G) may be evaluated using h = 0. The advertised formula follows from
Theorem 4.1 in [11], which follows a general strategy of Widom [28]. 
The next theorem presents a sufficient condition for PTGPT , T ≥ T0, to be trace-class.
Theorem 5.2. Suppose (1.3) and (D2) are in force and write G(µ) = gi j (µ)di, j=1. If
|gi j (µ)| trace

Q(µ)Λ2Tµ (µ)Q(µ)
∗ dµ <∞,
for 1 ≤ i, j ≤ d, then PTGPT , T ≥ T0, is a trace-class operator.
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Proof. Recall that if ψk, k = 1, 2, . . . is an orthonormal basis for EdT (∆), then φk = QTψk, k =
1, 2, . . ., is an orthonormal basis for Hd2 ⊖ BT Hd2 . Let f ∈ Ld2(R,∆). Then
PT f =
∞
k=1
⟨ψk, f ⟩∆ ψk
=
∞
k=1
⟨QTψk, QT f ⟩st ψk
= Q−1T
∞
k=1
⟨φk, QT f ⟩st φk
= Q−1T ΠT QT f,
whereΠT denotes the orthogonal projection onto Hd2 ⊖BT Hd2 . Since (1.3) and (D2) are in force,
∞
k=1
∥PTGPTψk∥∆ =
∞
k=1
Q−1T ΠT QT G Q−1T ΠT QTψk∆
=
∞
k=1
∥ΠTGΠTφk∥st .
Let Ei j denote the d × d matrix with 1 in the i, j position and zeros elsewhere. Then
PTGPT , T ≥ T0, will be trace-class if ΠT gi j Ei jΠT is trace-class for i, j = 1, . . . , d. However,
just as in the proof of Lemma 5.1 of [9], it is enough to show that ΠT |gi j |Ei jΠT is trace-class
for i, j = 1, . . . , d . But
∥ΠT |gi j |Ei jφk∥st = ∥ΠTΠ |gi j |E j jφk∥st,
where Π denotes the simple permutation that interchanges i and j . It is readily checked that
ΠT Π = Π ΠT .
Therefore it suffices to check that ΠT |gi j |E j jΠT , T ≥ T0, is trace-class. This follows from the
fact that ΠT |gi j |E j jΠT is a positive semi-definite operator and the bound
∞
k=1
⟨|gi j |E j jφk, φk⟩st =
∞
k=1
⟨|gi j |E j jφk, E j jφk⟩st
≤
∞
k=1
⟨|gi j |φk, φk⟩st
=
∞
k=1

trace{φk(µ)φk(µ)∗}|gi j (µ)|dµ
=
∞
k=1

trace{QT (µ)ψk(µ)ψk(µ)∗QT (µ)∗}|gi j (µ)|dµ
=

|gi j (µ)| trace{QT (µ)Λ2Tµ (µ)QT (µ)∗}dµ. 
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