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Abstract
Most state-of-the-art semantic segmentation or scene
parsing approaches only achieve high accuracy rates in
good environmental conditions. The performance decrease
enormously if images with unknown disturbances occur,
which is less discussed but appears more in real applica-
tions. Most existing research works cast the handling of the
challenging adverse conditions as a post-processing step
of signal restoration or enhancement after sensing, then
feed the restored images for visual understanding. How-
ever, the performance will largely depend on the quality of
restoration or enhancement. Whether restoration-based ap-
proaches would actually boost the semantic segmentation
performance remains questionable. In this paper, we pro-
pose a novel net framework to tackle semantic Segmentation
and image Restoration in adverse environmental conditions
(SR-Net). The proposed approach contains two compo-
nents: Semantically-Guided Adaptation, which exploits and
leverages semantic information from degraded images then
help to refine the segmentation; and Exemplar-Guided Syn-
thesis, which synthesizes restored or enhanced images from
semantic label maps given specific degraded exemplars.
SR-Net exploits the possibility of building connections of
low-level image processing and high level computer vision
tasks, achieving image restoration via segmentation refine-
ment. Extensive experiments on several datasets demon-
strate that our approach can not only improve the accu-
racy of high-level vision tasks with image adaption, but also
boosts the perceptual quality and structural similarity of de-
graded images with image semantic guidance.
1. Introduction
Robust and reliable visual sensing and understanding
algorithms are crucial for emerging applications, such as
UAVs, autonomous driving, search and rescue robots, secu-
rity surveillance. Such systems concern a wide range of
target tasks such as detection, recognition, segmentation,
tracking, and parsing. However, since most current vision
systems are designed to perform under optimal conditions,
the performances of computer vision-based sensing and un-
Figure 1. The illustration of semantic segmentation in adverse en-
vironmental conditions. The degradation types are illustrated be-
low images.
derstanding of outdoor environments will be largely jeop-
ardized by various challenging conditions in unconstrained
and dynamic degraded environments, e.g., moving plat-
forms, bad weathers, and poor illumination, as illustrated
in Figure 1. Therefore, it is highly desirable to study how
to cope with such challenging visual conditions for the goal
of achieving robust visual sensing and understanding in the
wild.
Conventionally, low-level image processing tasks, e.g.,
image restoration or enhancement, and high-level visual
understanding problems are separately tackled by different
frameworks. Most existing research works handle the chal-
lenging conditions as a independent post-processing step of
image restoration or enhancement, and then feed the re-
stored data for visual understanding. The performance of
high-level visual understanding tasks will thus largely de-
pend on the quality of restoration or enhancement. It re-
mains questionable whether restoration-based approaches
would actually improve the visual understanding perfor-
mance, as the restoration or enhancement step might be sub-
optimal for the ultimate target task and may also bring in
misleading information and lethal artifacts.
To address these bottlenecks, we present a novel frame-
work for semantic segmentation and image restoration un-
der adverse environmental conditions, called SR-Restore.
We propose a new perspective for solving both the low-level
image processing and high-level computer vision tasks in a
single unified framework in a cooperative way. We connect
the low-level (image restoration and enhancement) and high
level computer vision tasks (semantic segmentation) by ex-
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ploiting and leveraging mutual influence, achieving image
restoration via segmentation refinement.
Our model contains two components: 1) The Segmen-
tation Refinement Network, and 2) The Image Restoration
Network. The segmentation refinement network, takes de-
graded image and its corresponding semantic map as input,
and is trained to produce refined segmentation result by ex-
ploiting the intrinsic connection between raw images and
semantic information. The image restoration network, re-
stores degraded image with the complementary and auxil-
iary semantic information from refined segmentation.
Through the two-stage model, SR-Net explicitly for-
mulates the translation from source (degradation) domain
to target (refinement or restoration) domain as follows:
Semantically-Guided Adaptation, which exploits and lever-
ages semantic information from degraded images then help
to refine the segmentation; and Exemplar-Guided Synthe-
sis, which synthesizes restored or enhanced images from
semantic label maps given specific degraded exemplars.
To sum up, our key contributions are three-fold:
• We propose a unified framework for cooperative image
segmentation and restoration in adverse environmen-
tal conditions, including Semantically-Guided Adap-
tation and Exemplar-Guided Synthesis;
• We propose a Promotive Modification Algorithm for
both components to promote the performance of each
other during training;
• The systematical and numerous experiments demon-
strate that our approach can not only improve the accu-
racy of high-level vision tasks with image adaption, but
also boosts the perceptual quality and structural simi-
larity of degraded images with image semantic guid-
ance.
2. Related Work
2.1. Image Restoration for Multiple Degradations
Most existing image restoration methods are designed
for specific subtask like image denoising of certain noise
levels. They lack scalability in learning a single model to
non-blindly deal with multiple degradations. Some recent
studies aim to learn a single model to effectively handle
multiple and even spatially variant degradations.
Zhang et al. [38] introduces batch normalization into
a single DnCNN model to jointly handle several image
restoration tasks. Mao et al. [23] proposes a 30-layer convo-
lutional auto-encoder network named RED by introducing
symmetric skip connections for image denoising and image
super-resolution. To add restricted long-term memory mo-
tivated by neocortical circuits, Tai et al. [30] propose a very
deep persistent memory network called MemNet, which in-
troduces a memory block to explicitly mine persistent mem-
ory through an adaptive learning process. MemNet demon-
strates unanimous superiority on three image restoration
tasks, i.e., image denosing, super-resolution and JPEG de-
blocking. Zhang et al. [39] learns a single convolutional
super-resolution network SRMD with high scalability for
multiple degradations. The proposed super-resolver takes
both LR image and its degradation maps as input. The
results on both synthetic and real LR images reconstruct
visually plausible HR images. Liu et al. [20] propose a
non-local recurrent network (NLRN) as the first attempt
to incorporate non-local operations into a recurrent neural
network (RNN) and introduce the correlation propagation,
which achieves superior results to state-of-the-art methods
with many fewer parameters on image denoising and super-
resolution tasks. Ulyanov et al. [31] proposes a non-trained
method that using a randomly-initialized neural network as
the handcrafted prior in standard inverse problems such as
denoising, super-resolution, and inpainting. Yu et al. [37]
adopts am agent to select a toolchain to progressively re-
store an image corrupted by complex and mixed distortions
by deep reinforcement learning.
2.2. Semantic Segmentation in Adverse Environ-
mental Conditions
Most semantic segmentation and computer vision ap-
proaches focus on achieving high scores at well-known
benchmarks, but they do not care much about the robust-
ness of their methods in adverse weather conditions. In
fact, there are only a few approaches which can deal with
disturbances caused by diverse weather often focusing on
one special noise type.
For instance, Sakaridis et al. [28] increase the segmenta-
tion accuracy in fog by adding simulated fog to real-world
images, and by training with these synthetic data. Porav et
al. [26] derain rainy images by means of a neural network
and achieve better performance, when a further segmenta-
tion network is applied on the derained images. Bijelic et
al. [2] introduces the Robust Learning Technique, by which
an image classifier becomes more robust against unknown
disturbances not occurring in the training set. The authors
randomly chose one of the input channels (camera image of
depth image) and replace the corresponding input data by an
arbitrarily selected sensor data of another, different scene.
Valada et al. [32] select RGB, depth and EVI (Enhanced
Vegetation Index) as the modalities to build expert networks
for segmenting images in adverse environments. Pfeuffer et
al. [25] use a multiple sensor-setup, e.g. disturbed input im-
ages and corresponding depth images observed by the lidar
sensor to increase the robustness of the semantic labeling
approaches.
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Figure 2. Overview of the proposed architecture. Semantically-Guided Adaptation exploits and leverages semantic information from
degraded images then help to refine the segmentation, and Exemplar-Guided Synthesis synthesizes restored or enhanced images from
semantic label maps given specific degraded exemplars.
2.3. Label-Based Image Synthesis
Label-based image synthesis methods have progressed
rapidly during the last few years. The goal of is to synthe-
size photo-realistic and faithful images semantically from
abstract label maps, such as sparse landmarks or pixel-wise
segmentation maps.
Isola et al. [11] proposes a pix2pix model, aiming to
translate precise label maps to pleasing facades pictures
using conditional GANs. Zhu et al. [42] proposes cycle-
consistent loss to handle the paired training data limita-
tion of [11]. Wang et al. [33] proposes a framework for
2048 × 1024 high-resolution photorealistic image synthe-
sis from semantic label maps[6, 7]. They improves original
pix2pix framework by using a coarse-to-fine generator and
a multi-scale discriminator. Chen et al. [5] proposes a cas-
cade framework to synthesis high-resolution images from
pixel-wise labeling maps. To preserve semantic informa-
tion through stacks of convolution, normalization, and non-
linearity layers, Park et al. [24] propose spatially-adaptive
normalization layer for synthesizing photo-realistic images
given an input semantic layout. The proposed normalization
leads to the first semantic image synthesis model that can
produce photorealistic outputs for diverse scenes including
indoor, outdoor, landscape, and street scenes.
3. Methodology
3.1. Overview of the Proposed Approach
We propose an unified cooperative semantic segmen-
tation and image restoration framework for adverse envi-
ronmental conditions. Given semantic segmentation ap-
proaches optimized for good conditions and images sensed
in unconstrained and dynamic degraded environments, we
refine segmentation results first, and restore original images
with these refined segmentation. The overview of our pro-
posed SR-Net approach is illustrated in Figure 2.
SR-Net explicitly formulates the domain two separate
but complementary stages: Semantically-Guided Adapta-
tion, which exploits and leverages semantic information
from degraded images then help to refine the segmenta-
tion, and Exemplar-Guided Synthesis, which synthesizes
restored or enhanced images from semantic label maps
given specific degraded exemplars.
Semantically-Guided Adaptation aims to produce ‘re-
fined’ segmentation maps of degraded images. Taking an-
other look at this process of refinement, we can formulate it
as the adaption of segmentation from favourable images to
degraded ones. For this purpose, we adopt a refinement net-
work Gref which takes a segmentation result of degraded
image Sd and corresponding image Id as input. The re-
finement network Gref ‘refine’ segmentation by learning
the adaption of segmentation from favourable images to de-
graded ones, which exploits the difference between images
in two domains and leverages semantic information to re-
fine the segmentation results.
Exemplar-Guided Synthesis aims to generate restored
images Ir by deploying a restoration network Gres. Gres
takes original degraded image Id and refined segmentation
map Sr as input, and recover Id with the complementary
and auxiliary semantic information from refined segmenta-
tion. Label-based image synthesis is a typical one-to-many
translation problem, thus we use the original degraded im-
age as external exemplar to control the global appearances
of the output image. This recovery process can also be for-
mulated as guided image synthesis.
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3.2. Semantically-Guided Adaptation (SGAda)
The refinement network aims to modify segmentation
results of input images. Let Sd be segmentation result of
degraded image. The ground truth segmentation will be
denoted as Sgt. The adaptation from original segmenta-
tion maps Sd to the modified ones Sr can be denoted as
G1 : {Sd, Id} → Sr:
Sr = G1 ({Sd, Id}, Sgt) . (1)
The total loss of refinement network combines an adver-
sarial loss LGref and refinement loss Lref as
min
G1
max
D1
LG1 = min
G1
(
max
D1
(LGref )+ λLref) , (2)
where λ is regularization parameters controlling the impor-
tance of two terms. The adversarial loss LG1 is defined as
LG1 =E(Sgt,Ir)[logD1(Sgt, Ir)]
+E(Ir) log[1−D1(Sr, Ir)].
(3)
The discriminator D1 is trained to distinguish between
ground truth segmentation Sgt and refined ones Sr condi-
tioned on degraded images Ir. D1 is formulated as a SN-
PatchGAN [36] in favour of its awareness of spatial contex-
tual relations.
The refinement loss is defined by Lref, learned by mini-
mizing a standard cross-entropy loss:
Lref = E [CE (Sr, Sgt)] , (4)
where Sgt stands for ground-truth semantic labels, and Sr
stands for predicted labels.
For stable training, high image quality and considerable
diversity, we use the least-squares GAN [22] in our experi-
ment.
3.3. Exemplar-Guided Synthesis (EGSyn)
The refined segmentation result Sr and original degraded
image Id are then fed into the restoration network to gen-
erate restored image Ir. This translation process from the
refined segmentation Sr to the restoration Ir can be defined
as G2 : {Sr, Id} → Ir. The refined segmentation Ir help
to restore the original degraded image Id, while sharing the
same resolution with the input image:
Ir = G2 ({Sr, Id}, Igt) (5)
We train this image synthesis network with a joint loss,
which consists of five terms: an adversarial loss LG2 , `1
reconstruction loss L`1 , perceptual loss Lpercep, style loss
Lstyle and total variation loss Ltv:
LG2 = λ1L`1+λ2LGres+λ3Lperc+λ4Lstyle+Ltv. (6)
The adversarial loss is defined similar to Equation 3, as
LG2 =E(Igt)[logD2(Igt)]
+E(Ir) log[1−D2(Ir)].
(7)
The reconstruction loss L`1 minimizes the differences
between reference and generated images:
L`1 = E[‖Igt − Ir‖1]. (8)
The perceptual loss is proposed by Johnson et al. [12]
based on perceptual similarity. It is originally defined as
the distance between two activated features of a pre-trained
deep neural network. Here we adopt a more effective per-
ceptual loss which uses features before activation layers
[34]. These features are more dense and thus provide rel-
atively stronger supervision, leading to better performance:
Lperc = E[‖φi(Igt)− φi(Ir)‖1], (9)
where φi donates the feature maps before activation of the
VGG-19 network pre-trained for image classification.
The style loss is adopted in the same form as in the orig-
inal work [12, 9] , which aims to measure differences be-
tween covariance of activation features:
Lstyle = Ej
[∥∥∥Gφj (Igt)−Gφj (Ir)∥∥∥
1
]
, (10)
whereGφj represents the Gram matrix constructed from fea-
ture maps φj . It’s shown to be an effective tool to allevi-
ate ‘checkerboard’ artifacts caused by transpose convolu-
tion layers [27].
We also add total variation loss to remove unwanted
noises and encourage spatial smoothness in the generated
images. It is useful to mitigate checkerboard artifacts from
the perceptual loss term. It is defined on the basis of the
absolute gradient of generated images:
Ltv = ‖∇xIr −∇yIr‖1 . (11)
3.4. Promotive Modification Algorithm
Our model consists of two constituent components:
SGAda and EGSyn. SGAda aims to exploit the difference
of distributions between degradation and degradation-free
images and adapt the segmentation. EGSyn tries to recon-
struct the restoration from the label and leverage the original
degraded image as exemplar. To get an optimal model, we
design a training strategy named Gradient Promotive Mod-
ification Algorithm. More specifically, the training pro-
cesses are divided into three stages. Firstly, we train our
SGAda module includingG1 andD1 using the ground truth
label as supervision. Meanwhile, we train the EGSyn mod-
ule G2 and D2 using the refined map together with original
degraded image as input and ground truth images as super-
vision. We then jointly train both SGAda and EGSyn in an
end-to-end way until convergence.
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The idea behind this is that the quality of image restora-
tion results mainly depends on the refined labels produced
the SGAda. Though the EGSyn has the degradation as ex-
emplar, the layout of restoration mainly depends on the gen-
erated label and the degradation exemplar decides other el-
ements like textures. If the segmentation itself were not
precise enough, the restoration would be consistent with
the wrong pixels of the label. The EGSyn back-propagate
the errors to guide the training to the direction that learns
more precise segmentation results. Both components pro-
mote each other.
4. Experiments
4.1. Experiment Settings
We conduct experiments on several datasets and differ-
ent degradation types. We also conduct experiments on
Cityscapes under different and illumination conditions (e.g.
fog, rain, reflection). These datasets [6, 10, 29] and corre-
sponding results can be found in supplementary material.
4.1.1 Datasets
• COCO-Stuff [3] is derived from the COCO dataset
[18]. It has 118,000 training images and 5,000 vali-
dation images captured from diverse scenes with 182
semantic classes.
• PASCAL VOC 2012 [8] contains nearly 10K images
annotated with pixel-wise segmentation of each object
present.
• ADE20K [41] contains more than 20K scene-centric
images exhaustively annotated with objects and object
parts. There are totally 150 semantic categories, which
include stuffs like sky, road, grass, and discrete objects
like person, car, bed.
• CelebAMask-HQ [15] is a large-scale face image
dataset that has 30,000 high-resolution face images se-
lected from the CelebA-HQ [13]. The masks were
manually-annotated with the size of 512× 512 and 19
classes including all facial components and accessories
such as skin, nose, eyes.
We use pre-trained models to compute the input seg-
mentation or parsing masks, i.e. ResNet50dilated model
for Semantic Segmentation on MIT ADE20K dataset,
DeepLabV2 [4] model on COCO-Stuff / PASCAL VOC
2012 dataset, and BiSeNet [35] model for face parsing on
CelebAMask-HQ dataset.
4.1.2 Degradation Types
We use six types of degradation for experiments. These
degradations are caused by moving platforms, bad weath-
ers, poor illumination or transmission procedure, and are
common in both cases of daily life and emerging applica-
tions like autonomous driving.
• Irregular Mask. To generate corrupted images for im-
age inpainting, we use irregular mask dataset provided
by [21] and Quick Draw Irregular Mask Dataset 1,
which is combination of 50 million strokes drawn by
human hand. To a certain extent, irregular mask can
simulate the case that camera lens are stained by im-
purities like mud.
• Random Watermark. The angle, size, location of wa-
termark is random. The opacity of logo images are set
to be [0.25, 0.5, 0.75, 0.98].
• Gaussian Blur. 2D circularly symmetric Gaussian blur
kernels are applied with standard deviations set to be
[1.2, 2.5, 6.5, 15.2].
• Gaussian Noise. The local variance of the Gaussian
noise added is set to be [0.05, 0.09,0.13, 0.2].
• JPEG compression. The quality factor that determines
the DCT quantization matrix is set to be [43, 12,7, 4].
• Chromatic Aberrations. Color images are often de-
graded by the residual chromatic aberrations of the op-
tical system, causing chromatism errors and a decrease
of resolution. For chromatic aberration recovery, the
mutual shifting of in R and B channels is set to be [2,
6, 10, 14] and [1, 3, 5, 7], respectively.
4.2. Results
We first evaluate the proposed method for emantic seg-
mentation and image restoration under adverse environ-
mental conditions on COCO-Stuff [3], PASCAL VOC 2012
[8], ADE20K [41], and CelebAMask-HQ [15]. Then we
compare the proposed SR-Net with state-of-the-art im-
age restoration for multiple degradations. Results for
Cityscapes under different and illumination condition (e.g.
fog, rain, reflection) can be found in supplementary mate-
rial.
4.2.1 Qualitative Comparison
Figure 4 and Figure 5 shows a sample of images generated
by our method. Degradation types in Figure 4 from top to
bottom are CA, GB, GN and JPEG, respectively. We also
use the proposed method to remove watermark or text over-
laid on an image. The segmentation as illustrated in Figure
5, our approach leads to satisfactory results with virtually
no artifacts.
1https://github.com/karfly/qd-imd
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Figure 3. Qualitative comparison of state-of-the-art image restoration methods.
Degradation Degraded Deep Prior [31] RL-Restore [37] NLRN [20] SR-NetPSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
CA 23.05 0.7407 23.25 0.7539 31.17 0.9025 31.83 0.9214 32.03 0.9271
GB 24.11 0.7562 24.58 0.7608 28.40 0.8827 29.71 0.8864 30.97 0.8931
GN 22.32 0.5946 22.45 0.6167 26.36 0.8011 28.11 0.8339 28.37 0.8388
JPEG 25.67 0.7482 26.11 0.7523 27.09 0.8115 27.52 0.8295 27.73 0.8384
Table 1. Quantitative results of different degradation type on CelebAMask-HQ [15]. CA, GB, GN and JPEG means Chromatic Aberrations,
Gaussian Blur, Gaussian Noise and JPEG Compression, respectively. The best performance is in bold.
For visualization purposes, we follow the color encod-
ing scheme of CelebAMask-HQ [15] to colorize the label
map. As shown, the obtained semantic maps of images de-
graded by irregular masks are terrible since the segmenta-
tion method we adopted are designed to work under optimal
conditions.
From these results, we observe that the segmentation and
restoration results generally get improved with our SR-Net
approach. Due to the semantically-guided adaptation, se-
mantic information from degraded images is exploited and
the information is then leveraged to refine the original seg-
mentation. Exemplar-guided synthesis learns how to gen-
erate restored images from semantic label maps together
with specific degraded exemplars. Extensive qualitative re-
sults of COCO-Stuff, PASCAL VOC 2012, and ADE20K
are demonstrated in Figure 6.
4.2.2 Quantitative Comparison
The quantitative comparison results are shown in Table 2.
For semantic segmentation, we use popular Pixel Accu-
racy (PA), mean Pixel Accuracy (mPA), mean Intersection
over Union (mIoU), Frequency Weighted Intersection over
Union (FWIoU) as evaluation metrics. For image restora-
tion, we use PSNR and SSIM as evaluation metrics.
The segmentation results of original images without any
degradation are presented in the first row. Performances
rapidly deteriorate when the input images are corrupted
with different degradation types. We quantify the extent
of segmentation for different degradation types. Specifi-
cally, images corrupted by gaussian blur and irregular mask
get the lowest and the second lowest segmentation perfor-
mance. Other degradation types have relatively little influ-
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Degradation Semantic Segmentation Image RestorationPA mPA mIoU FWIoU PSNR SSIM
Original 0.9598 0.8725 0.8049 0.9268 - -
IM 0.8772 0.6477 0.5746 0.8023 14.98 0.8081
IM Re 0.9109 0.6948 0.6143 0.8602 30.86 0.9325
CA 0.9361 0.7332 0.6453 0.8893 23.05 0.7407
CA Re 0.9569 0.8531 0.7150 0.9274 32.03 0.9271
GB 0.4023 0.2289 0.1524 0.2265 23.93 0.6960
GB Re 0.5808 0.4554 0.4156 0.5916 30.97 0.9331
GN 0.9402 0.7720 0.6923 0.9002 22.32 0.5946
GN Re 09664 0.8530 0.7505 0.9172 28.37 0.8388
JPEG 0.9224 0.7237 0.6311 0.8676 25.67 0.7482
JPEG Re 0.9280 0.7947 0.7139 0.8863 27.73 0.8384
Table 2. Quantitative results on CelebAMask-HQ [15]. IM, CA, GB, QN and JPEG means Irregular Mask, Chromatic Aberrations, Gaussian
Blur, Gaussian Noise and JPEG Compression, respectively. IM Re means Refinement or Restoration results of Irregular Masked images.
For Semantic Segmentation, we use Pixel Accuracy (PA), mean Pixel Accuracy (mPA), mean Intersection over Union (mIoU), Frequency
Weighted Intersection over Union (FWIoU) as evaluation metrics. For Image Restoration, we use PSNR and SSIM as evaluation metrics.
Figure 4. Qualitative results of image restoration on CelebAMask-
HQ [15]. From left to right: input image, segmentation result
of input image, refined segmentation, restored image without any
post-processing, ground truth image. The degradation types from
top to bottom are CA, GB, GN and JPEG, respectively.
ence, which is also in accordance with the observation in
Figure 4.
For corrupted images of different degradation types, the
refinement network improves the segmentation or pars-
ing performance with a large margin. The experiments
demonstrate the universality and scalability of our proposed
method. In the case of Gaussian Noise, the performance
even outperforms the original images.
We further compare the proposed method with state-of-
the-art image restoration methods for multiple degradations.
Deep Prior [31] is non-trained image restoration method for
Figure 5. Qualitative results of image inpainting and watermark
removing on CelebAMask-HQ [15]. From left to right: input im-
age, segmentation result of input image, refined segmentation, our
restored image, and ground truth image.
image denosing, deJPEG and super-resolution. RL-Restore
[37] adopts an agent to select a toolchain to progressively
restore an image corrupted by complex and mixed distor-
tions. DnCNN [38], VDSR [14], MemNet [30] and NLRN
[20] are state-of-the-art learning-based models for handling
multiple degradations. Since RL-Restore and NLRN have
claimed their superiority over DnCNN, VDSR and Mem-
Net, we didn’t compare with these methods.
The results of all methods are summarized in Table 1.
Bold indicates the best performance. Visual comparison are
illustrated in Figure 3. The restoration results of Deep Prior
[31] are not good, which perhaps can be due to the sensi-
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Figure 6. Qualitative results on COCO-Stuff [3] (GN), PASCAL VOC 2012 [8] (JPEG), and ADE20K [41] (IM). From left to right: input
image, segmentation result of input image, refined segmentation, ground truth label, and restored image. For visualization purposes, we
use the color encoding scheme to colorize the label map.
tivity of hyper-parameters that we didn’t deliberately select
for each degraded image. In most cases of RL-Restore [37],
the results are quite satisfactory. However, the performance
drops, sometimes image barely ameliorates when the distor-
tions are extremely severe. NLRN [20] performs good on
image denoising and image dejpeg as in the original paper,
we surprisingly found that it also produce comparatively
satisfactory results on image deblur task. Our method pro-
duces best quantitative and visual results.
4.2.3 Effect of Promotive Modification Algorithm
To show how the promotive modification algorithm train
the model in a cooperative way and how the low/high-level
representations promote the performance for each task, we
train the two components SGAda and EGSyn separately,
and no information are transformed during training. We use
mIoU and PSNR to evaluate segmentation and restoration,
respectively. The results are shown in Table 3, which clearly
corroborates that not only image adaptation helps improve
the accuracy of semantic segmentation, but also image se-
mantic guidance boosts the perceptual quality and structural
similarity of degraded images.
5. Conclusion and Future Work
In this paper, we have introduced a novel SR-Net frame-
work to tackle cooperative semantic segmentation and im-
age restoration under adverse environmental conditions.
SR-Net explicitly formulates the problem two separate but
complementary stages: Semantically-Guided Adaptation
and Exemplar-Guided Synthesis, which exploits the possi-
bility of building connections between low-level computer
vision tasks and high-level visual understanding tasks. The
Ablation CelebA ADE20KSeparate Joint Separate Joint
IM Seg. 0.5839 0.6143 0.2975 0.3746Res. 25.67 30.68 22.14 28.33
GN Seg. 0.7036 0.7505 0.3052 0.3719Res. 23.91 28.37 23.85 29.71
Table 3. Effect of our proposed Promotive Modification Algo-
rithm. We use mIoU and PSNR to evaluate segmentation and
restoration, respectively.
experiments demonstrate that our approach can not only
improve the accuracy of semantic segmentation with im-
age adaptation, but also boosts the perceptual quality and
structural similarity of degraded images with image seman-
tic guidance.
For now, one model has to be trained for each degrada-
tion. In the future, we will ameliorate the limitation by us-
ing the multi-domain image translation frameworks [16, 19]
or multiple source domain adaption methods [40, 17]. Fur-
thermore, recent works [1] have inspired us to better utilize
the constraints of the guidance image. We are also intend
to further exploit the connection between image restoration
and other high-level visual cues like depth.
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