Abstract
I. INTRODUCTION
Two features that are considered as a de facto in recent consumer imaging devices are the zooming ability and the video stabilization. Both characteristics can be found in a single embedded system of a digital still camera, video recorder or even in a 3G mobile phone. Camera zooming helps the user to modify the size of the object projected on the sensor surface, while the purpose of the video stabilization is to remove the undesirable position fluctuations of the captured video sequence caused by the hand shaking or platform movement. These two features can be enabled at the same time in a single imaging device, producing a zoomed and stabilized sequence. However, in these operation conditions, the user can notice in the output video a latency and an undesired shaking, which aggregates while the user increases the magnification factor.
Image stabilization systems can be classified into three major categories. The electronic image stabilizer compensates the image sequence by employing motion sensors to detect the camera movement for compensation [1] , [2] . The optical image stabilizer employs a prism assembly that moves opposite to the shaking of camera for stabilization [3] , [4] . Both electronic and optical image stabilizers are hardware dependent and require built-in devices such as inertial sensors and servo motors, making the imaging device unsuitable in terms of volume and cost. The digital image stabilizer (DIS) does not need any mechanical or optical devices since the image compensation is made through image processing algorithms. This attribute makes it suitable for consumer electronics [5] - [8] . The DIS comprises two processing units: the motion estimation unit and the motion compensation unit. The purpose of motion estimation unit is to estimate reliably the global camera movement through the local motion estimation vectors of the acquired image sequence. The effectiveness of a DIS is closely tied with the accuracy of detecting the local motion vectors, in order to produce the right global motion vector. Following motion estimation, the motion compensation unit generates the compensating motion vector and shifts the current picking window according to the compensating motion vector to obtain a smoother image sequence. Motion compensation can take up 10% of the total computation of a digital stabilizer [9] . Various algorithms have been developed to estimate the local motion vectors, such as representative point matching [6] , edge pattern matching [10] , block matching [7] and bit plane matching [5] . All the previous algorithms, despite their high accuracy and reliability, are strictly constrained to regular conditions exhibiting high sensitivity to various irregular conditions such as moving objects, intentional panning, sequences acquired in low signalto-noise ratio or zooming. For moving objects, solutions have been proposed such as in [11] . For sequences acquired in low signal-to-noise ratio, a blind DIS with the use of genetic algorithms is proposed in [12] . Intentional panning has also been greatly improved using background estimation [13] . For zooming, CMOS digital image stabilization schemes have been proposed in [14] and [15] . However, due to the fact that they are based on the distortion effect caused by the rolling shuttering mechanism of the CMOS sensor, they are effective only in CMOS sensors. Furthermore, the effectiveness is observed only during the change of the focal length. As far as the lenses have reached the new focal length, there is no enhancement in the DIS performance.
Zooming systems can be classified in two main categories. The optical zooming (OZ) systems extend physically the lenses, with the use of motors, in order to change the focal length affecting the size of the object projected on the sensor surface [16] , [17] . Digital zooming (DZ) is achieved by interpolating the discrete input image to a higher resolution output image [18] , [19] . Thus, digital image scaling does not require any mechanical servoing. The DZ systems can be found in all consumer imaging devices while OZ systems will be soon migrated even to camera mobile phones. Most cameras that have zooming lenses, apply the digital zoom automatically once their longest focal length has been reached. Since users compromise only with high quality DZ, the implementation of a sophisticated zooming algorithm in an embedded system has proved a necessity. While DZ entails complex image interpolation algorithms, the undesirable effect of increased latency is observed in the output sequence, especially in case of a concurrent use of image stabilization.
In this paper we propose a new architecture for adaptive digital stabilization in zooming operation. The architecture is efficient for any possible optical or digital zooming operation scenario. In the first scenario, the image stabilization is performed when only optical zooming is enabled. Inaccurate estimation of the local motion vectors is the major issue in this scheme. In the proposed architecture, the stabilizer adapts its operational parameters from the current optical zooming status for a refined local motion estimation, improving the performance of the DIS in terms of accuracy. In the second scenario the DIS operates while only the digital zooming is enabled. The main shortcoming of this scenario is the noticeable latency of the output video. However, in the proposed architecture, the global motion compensation vectors, produced by the DIS, are fed directly to the digital zooming system, where the image compensation is integrated within the interpolation process. Here, the performance of the DIS is improved in terms of computational efficiency, since the image compensation and digital zooming are combined together in one process. In the third scenario both optical and digital zooming are enabled with concurrent use of the DIS [20] . The results of the proposed architecture in this scenario are better performance of the DIS in both terms of accuracy and computation efficiency compared with conventional DIS architectures.
The rest of the paper is organized as follows. In Section II, we describe the optical and digital zooming process. In Section III, we investigate the architecture of a conventional DIS. In Section IV, we focus on the impact of zooming on image stabilization. In Section V, we describe the proposed integrated architecture for the three operation scenarios. In Section VI, we present the experimental results and the performance evaluation of the proposed integrated architecture. We provide concluding remarks in section VII.
II. CAMERA ZOOMING
We begin this section by giving an overview of the optical zooming process, followed by a description of the basic principals used by the digital zooming algorithms.
A. Optical Zooming
Designing an optical system with significant magnification around the limited volume of recent imaging devices is a challenge. Furthermore, zoom tracking [21] , which involves the automatic adjustment of the focus motor in response to the zoom motor movements for keeping an object of interest in focus, is also a complex process. Current optics offer great zooming without deteriorating the image quality from possible effects of diffraction [22] . The focal length of a lens is defined as the distance in mm from the optical center of the lens to the focal point, which is located on the solid-state sensor. A change in focal length allows the user to come closer to the object or to move away from it. The optical zooming factor is calculated by Optical zooming factor = min max f f (1) where f max represents the maximum focal length and f min the minimum focal length. From (1), it is clear that the volume of the lens system must be increased in order to increase the magnification factor supported by the device. Smaller focal lengths of the zoom lens correspond to relatively wide angles of view generating lower magnifications, referred to as wide angle zoom. On the other hand, larger focal lengths of the zoom lens correspond to relatively narrow angles of view generating higher magnifications referred to as tele angle zoom.
B. Digital Zooming
A digital zooming technique performs spatial interpolation since it enlarges the spatial resolution of the input image and completes the missing data from the spatially adjacent data using some type of interpolation operation. Furthermore, it tries to preserve the spectral contents of the input image. Conventional methods such as the nearest neighbor or bilinear interpolation [23] exhibit high computational simplicity but face serious blurring problems particularly in edge regions. Linear approaches are the ones most frequently used since non-linear methods, such as bicubic interpolation [24] and spline interpolation [25] , [26] entail a larger computational burden and involve blurring, despite producing better results. Edge-directed interpolations have been attempted to overcome such shortcomings by applying a variety of operators according to the edge directions [27] . However, only certain angles of edges are identifiable. Vector quantization zooming has been also reported [28] with good results but with the very restrictive scaling factor of two. Neural networks have also been used for image interpolation [29] . These, on the other hand, require a large amount of cells in the networks, rendering them computation-wise, too intensive. Fuzzy interpolation approaches have been proposed [30] , [31] for two dimensional signal resampling, with optimal visual results but lack in simplicity and require additional processing for edge identification. Area-based interpolation [18] , computes each interpolated pixel by proportional area coverage of an applied filtering window. The Mitchell and Lanczos [32] , [33] interpolation methods are not widely used and are unsuitable in terms of hardware resources required. Fractal zooming [34] , [35] has been recently reported with very good visual results but the computational burden for its coding remains its main disadvantage. Discrete cosine scaling techniques for compressed multimedia have been also proposed in [36] and [37] . These techniques transcode a compressed frame from one spatial resolution to a different spatial resolution but they are not common in consumer imaging devices. Many imaging devices that have an optical zooming system, apply digital zoom automatically once its longest focal length has been reached. Despite the fact that in digital cameras the digitally zoomed image shown to the user is only a part of the image captured by the sensor, the whole procedure is identical to the algorithms used in many desktop image processing applications. Therefore, a digital zooming technique can be described in three basic steps.
1) Mapping output pixel onto the input image
Let S(i,j) be the input image captured from the solid-state sensor with m,n dimensions and s the magnification factor. In the digital zooming process, the system constructs an output image T(k,l), where k=1,2,…,s×m and l=1,2,…,s×n. In case of s×m and s×n are not integers, they are rounded to the nearest integer. The intensity values of all pixels in T are left undefined. All steps must be executed for every pixel of T. The first step is to map the output pixel of T onto the input image. The process can be consider equivalent to a continuous filtering, calculating each time the center of the mask used.
2) Interpolation
This step describes the main task of the digital zooming process and depending on the method used we can characterize the algorithm itself. The algorithms generally start by determining a continuous function from a set of discrete signal samples and then resample this function according to some features. The basic feature is the number of the pixels that will contribute for the output result. The masks used range from zero-order to three or multi-polynomial masks. There are also non-polynomial-based interpolation masks such as the bell-shaped Gaussian mask and the Mexican hat-shaped sinc function.
3) Set the intensity of the output pixel
The last step sets the intensity calculated by the previous step to the corresponding output pixel. Steps 1 and 3 are common in all zooming techniques.
III. DIGITAL IMAGE STABILIZATION
A typical architecture of a DIS is shown in Fig. 1 . The motion estimation unit computes the motion between two consecutive frames. This is achieved firstly by the local motion estimation subunit, which estimates the local motion vectors within frame regions. Secondly, the global motion estimation unit determines the global motion vectors by processing the previously estimated local motion vectors. Following the motion estimation unit, the motion compensation unit firstly, generates the compensating motion vector and secondly, shifts the current picking window according to the compensating motion vector to obtain a free of high frequency image sequence but still keep the global ego-motion of the sequence. 
A. Motion Estimation
Many algorithms have been developed in order to estimate the local motion vectors such as representative point matching, edge pattern matching, optic flow, bit plane matching, and others. While the approach of a full search block matching is infeasible in real-time demanding consumer electronics, all the above algorithms are trying to have the best accuracy and reliability with the least possible computational demands.
In a conventional background motion estimation unit [13] , the center part of the image is divided into a number of search regions. The central pixel of each region is selected as the representative point X r ,Y r to represent the pattern of this subregion. The correlation of representative point matching (RPM) is calculated using SAD by
where N is the number of representative points in one region, I(t-1,X r ,Y r ) is the intensity of the representative point (X r ,Y r ) at frame t-1 and R i (p,q) is the correlation measure for a shift (p,q) between the representative points in region i at frame t-1 and the relative shifting points at frame t. Assuming R iMin is the minimum correlation value in region i, i.e, )) ,
The shift vector v i that produces the minimum correlation value for the region i represents the local motion vector of this region, i.
For Bit-plane matching algorithms the correlation measure is based on the same procedure. Each local motion vector of a region in the current bit plane image is determined by evaluating the bit plane match over subimages in the previous bit plane image and selects the subimage which yields the closest matching. The correlation measure is given by 
where g k t (x,y) and g k t-1 (x+m,y+n), respectively, are the current and previous k-th order bit planes, and p is the maximum displacement in the search window. Like RPM, the smallest C j (m,n) yields the best matching for each region and thus, the motion vector of this region is C j =(m,n), for C j (m,n)=C jMin .
B. Motion Compensation
The objective of motion compensation is to keep some kind of history of the motion estimates in order to create a stabilized sequence without removing the ego-motion of the camera. The compensation can be performed in two possible implementations: The one that always use two consecutive frames from the input image sequence to estimate the motion parameters, which is referred to as frame-to-frame algorithm, and the second one that keeps a reference image and uses it to estimate the motion between the reference and the current input image, which is referred to as the frame-to-reference algorithm. The most widely used algorithm is the frame to frame algorithms while in the frame-to-reference algorithms the reference frame can become obsolete quite fast, even when a mosaic is built and used as reference. This is mainly because of forward translations but mainly because of zooming operation, since the reference becomes obsolete as soon as the current frame does not share enough overlap area with the reference.
The compensation vector estimation is computed by [10] (5) where t represents the frame number, 0<k<1 and 0≤ a≤1. The increase in k causes the decrease in unwanted shaking effect but increase in the value of CMV, which means the effective area of images is reduced in order to maintain the consistent image size for the whole image sequence. Fig.2 , shows the frame to frame motion compensation. The calculated compensation vector shifts the current frame according to the x and y values in order to minimize the shaking effect.
IV. IMPACT OF ZOOMING ON IMAGE STABILIZATION
A typical procedure for the zooming and stabilization procedure is depicted in Fig. 3 . First, the focal length is changed by the user in order to enable the optical zooming feature. Servos move mechanically the lens until the desired optical zoom is achieved. The object is now projected on the sensor in a scale equal to the optical magnification factor. The captured from the sensor image sequence is then processed in the motion estimation unit for the global motion vector calculation. The next cascading step is the motion compensation which eventually compensates the image according to the motion compensating vectors from the previous frame reference. In case the user has enabled also the digital zooming feature, the stabilized image subsequently, is mapped and interpolated resulting to a stabilized and zoomed image sequence. However, during this procedure two shortcomings are easily observed. The first one is an undesirable fluctuation of the output sequence which deteriorates while the user increases the optical zooming and the second one is a noticeable latency in the output sequence which was not present during normal operation.
A. Inaccurate estimation of the local motion vectors
As described in detail in Section III(a), the stabilization algorithm applies certain search areas in the image regions to find the correlation pixels through two consecutive frames. These search areas, which are usually a 5x5 pixel window in conventional systems, are pre-defined by the algorithm used and cannot be changed. However, during the optical zooming, the images captured from the sensor are scaled leading to an inaccurate estimation of the local motion vectors from stabilization algorithm. Fig. 4 , illustrates the same pixel elements representing the same pattern in two consecutive captured frames. The gray ones represent the pattern in t-1 frame and the red ones represent the same pattern in t frame. Here, we examine the effect of a jitter in the stabilization process in three different optical zooming scenarios. The jitter is equivalent to a translation of two and one pixel in horizontal and vertical axis respectively for the ×1 magnification. Therefore, the local motion estimation unit is able to find the equivalent pixel in the next frame because it is included in the applied search region. In case of a ×2 magnification, the same movement from the user equals to a four and two pixel movement, captured from the sensor. Here, the pixel translation is also inside the active range of the search window, thus the local motion vectors can be estimated efficiently. However, for high magnification factors like ×4, the two and one initial pixel translation equals to an eight and four pixel translation, respectively. This means that the RPM or bit-plane matching algorithms cannot estimate reliably the motion vectors, while the representative pixels are outside the range of the search window. This lack of effectiveness produces unwanted effects like great instability of the output sequence or in a lack of keeping the ego motion of the camera, as shown in the performance evaluation section. In the CMOS digital image stabilization schemes in [14] and [15] , the zooming and translational effects are taken also into account. However, due to the fact that they are based on the distortion effect caused by the rolling shuttering mechanism of the CMOS sensor, they are effective only in CMOS sensors. Furthermore, in case of zooming, the effectiveness is observed only during the change of the focal length. As far as the lenses have reached the new focal length, there is no enhancement in the DIS performance.
B. Increased Latency
The recent digital image zooming techniques exhibit in performance but lack in computational complexity. Since users compromise only with high quality in digital zooming, the implementation of a sophisticated zooming algorithm in an embedded system have proved a challenge. While digital zooming entails complex image interpolation algorithms, the undesirable effect of increased latency is observed in the output sequence, especially in case of a concurrent use of image stabilization. Approaches for reducing the computational burden have been proposed in [38] and [9] , where the stabilizer is integrated in video codec. The integration is performed using the motion vectors already calculated within the stabilizer or the encoder. These schemes present very good results in performance and coding efficiency. However, as described in [38] , due to boundary effects, the output can only be a sub-image of the original encoded version. In order to avoid this trade-off a subsequent zooming procedure is required to provide the original picture size. This means that in addition to the user's digital zooming an additional zooming procedure must be carried out. Thus, a possible integration of the digital zooming would decrease even more the overall latency. The cascading architecture in Fig. 3 , found in most implementations [9] , [14] , shows that the stabilization and zooming are performed serial in the image signal processing module and the video encoder module, respectively. The data in the latency column of Table I, show that the total latency of the zoomed and stabilized sequence is higher than that of the only stabilized or only digitally zoomed sequence. The variation in the magnification factor does not affect the overall latency due to the fact that in digital cameras, unlike imaging software applications, the number of pixels to be interpolated is fixed and equals to the sensor resolution. 
V. INTEGRATION OF IMAGE STABILIZATION WITH ZOOMING OPERATION
The purpose of the proposed integration is to increase the accuracy of the stabilizer and reduce the computational complexity of the overall process. It must be noticed, that in case of digital or optical zooming operation, each magnification factor is considered as a priori input to the embedded system. Three possible operation scenarios are considered which can be found in an imaging device with zooming and stabilization capabilities. In the first scenario, both optical zooming and stabilizer are enabled. The integration leads to a refined local motion estimation which improves the image stabilization performance. In the second scenario, the image stabilization is performed with the digital zoom enabled. Here, the integration reduces the overall computational complexity presenting a reduced latency in the output sequence. In the third scenario the image stabilization is performed with both optical and digital zooming enabled. In this scenario, the overall proposed integrated architecture is improved in both terms of accuracy and computation efficiency compared to the conventional and strictly sequential architecture of Fig. 3 .
A. Scheme 1
When both optical zooming and stabilizer are enabled, the effect of inaccurate estimation of local motion vectors is present, as described in details in Section IV(a). A solution for this shortcoming would be the application of a larger search region in order to include the corresponding pixels inside the new search region. However, this makes the motion estimation algorithm even more computationally complex, making the unit not appropriate for real-time applications. We propose an integrated architecture that uses the optical scaling factor as an additional input in the local motion estimation unit, thus making the estimation adaptive to any zooming case. The motion estimation unit, facilitates the optical magnification factor as an extra input that adjusts the search region, as shown in Fig. 5 . In case of representative point matching the (2) 
where os is the optical magnification factor, introduced by the current optical zooming status. The dynamic search region has the same amount of representative pixels and can be adapted for any optical zooming factor. With this approach the accuracy is increased, since the correct representative pixels are located at the scaled search region. However, a correlation value threshold is required in the case of a non moving frame.
For Bit-plane matching algorithms the integrated correlation measure also uses the optical magnification factor. Here, each local motion vector of a region in the current bit plane image is determined by evaluating the bit plane match over adapted subimages in the previous bit plane image and selects the subimage which yields the closest matching. The integrated correlation measure of (4) where g k t (x,y) and g k t-1 (x+m,y+n), respectively, are the current and previous k-th order bit planes, and p is the maximum displacement in the search window and os is the optical magnification factor. Like RPM, the amount of bitpixels to be evaluated remains the same, without increasing the computational burden.
B. Scheme 2
When both digital zooming and stabilizer are enabled, the effect of an increased latency in the output sequence appears, as described in details in Section IV(b). We propose an integration of the image compensation unit with the mapping in digital zooming unit as shown in Fig. 5 . Since, image compensation is a frame translation operation, it can be integrated into the digital zooming unit. While this process is carried out in the first step of the scaling process, which is common in all algorithms, the proposed integration is universal and can be implemented in all widely used interpolations. As a result, the image compensation process, inside the stabilizer can be omitted, reducing the computational complexity of the overall system. The proposed integration is depicted in Fig. 6 . For a digital scaling factor ds and a input image P(i,j) let the output image be N(i×ds,j×ds). For each pixel of the output image, new intensity values should be calculated according to the selected interpolation method. Consequently, the first step, requires the projection of the target pixel onto the source image as described in step 1 of Section II(b). The additional input introduced to the DZ, is the compensation vector CMV(t)= (g,h) , where g, h are the pixel translations in x and y axis, respectively, calculated in the previous compensation motion vector estimation unit. The additional input is utilized in a way that it will finally reallocate the input pixels to be interpolated. The x and y, Cartesian coordinates of the center of the mapped output pixel, onto the input image are calculated using the following equations in order to integrate the translation operation for the frame stabilization into the zooming interpolation as shown in Fig. 6 .
where k=1,2…d,s×m and l=1,2,…,ds×n, assuming that each pixel has a height and width equal to one.
C. Scheme 3
In this scheme the image stabilization is performed with both optical and digital zooming enabled. The whole system flow is shown in Fig. 5 , comprised by the two previously discussed scenarios. Firstly, the optical zoomed sequence captured from the sensor, is processed in the motion estimation unit, as explained in Scheme 1. The extra input of the optical magnification factor, makes the local motion estimation procedure dynamic, without having the permanent setup of conventional DIS architectures. Secondly, as the digital zooming is also enabled by the user, the image compensation unit is excluded, and merged in the mapping phase of the digital zooming unit, as described previous in Scheme 2. As a result of the full integration, the DIS presents better performance in addition to a reduced computational complexity.
VI. PERFORMANCE EVALUATION
In order to evaluate and confirm the validity of the proposed architecture, extensive simulations were conducted and compared to conventional existing stabilization architectures found in cameras. The performance of the integration scheme is evaluated in two aspects: performance accuracy and computational burden. Evaluation of the performance of a digital stabilization architecture in different zooming conditions is a difficult task since we must have the same image sequence captured in several zooming magnification factors. Furthermore, the ground truth of a hand shake is unavailable. Evaluation procedures for image stabilization algorithms and architectures were presented in [38] - [40] . 
A. Performance Accuracy
The testbed designed for the performance evaluation is depicted in Fig. 7 . The setup consists of mechanical platform with four d.o.f, equipped with high precision servo motors with encoders. A digital commercial camera with optical zooming function is mounted on the platform for capturing video in different optical magnification factors. An inertial sensor module is mounted on the video camera to detect the camera movement introduced by the mechanical platform. The same motion profiles are applied, through the servo controllers, for each different zooming factor for comparison purposes. The motion profiles generate jiggling motions in the vertical direction, simulating the handshaking movements. Performance is evaluated on the basis of the root mean square error (RMSE) between the desired pixel displacement and the pixel displacement of the architecture used. The RMSE is given by
where (x n ,y n ) is the compensating motion vector, after the optical zooming process, calculated from the evaluated architecture and ) , ( n n y x is the desired motion vector converted from the angular velocity determined by the inertial sensor. Stabilization results using the non-integrated architecture and the proposed integrated architecture are presented in Fig. 8 . The test sequence Lab is shown in Fig. 9 , which is captured and then stabilized, in three different optical magnification factors. According to the experiments, the proposed integrated architecture is more robust compared to the strictly sequential one, when optical zooming is used. The non-dynamic stabilization produces unreliable motion vectors, and it cannot detect efficiently the great pixel displacements due to the zooming effect. When operating without zoom, in Fig. 8(a) , the experimental results are equivalent, since there is no optical magnification factor used and all the representative pixels are inside the range of the search window. However, in Fig. 8(b) , for ×5 magnification factor, the non integrated architecture cannot estimate the right local motion vectors in some sections where the pixel displacements are outside the search window. In Fig. 8 (c) the effect of inaccurate estimation is even more noticeable, in contrast to the proposed architecture which is able to reduce the high frequency motions and keep the ego motion of the camera. The RMSE for the two different architectures is shown in Table II .
B. Computational Cost
Fast motion estimation has been extensively studied. The integration framework presented here, does not propose a new algorithm for fast motion estimation. However, the coding performance is affected by the exclusion of the frame translation operation, inside the stabilizer. Therefore, the computational burden is reduced by a certain number of operations, equivalent to a frame translation operation. For a N×M-pixel image resolution and a frame rate per second f the computational burden is reduced by 2×N×M× f additions, in a second. It is clear that the computational gain in the integrated architecture is even more noticeable in high frame rates and large pixel image resolutions.
VII. CONCLUSION
In this paper we have proposed a new architecture for adaptive digital stabilization in zooming operation. The architecture is efficient for any possible optical or digital zooming operation scenario. The stabilizer adapts its operational parameters from the current optical zooming status for a refined local motion estimation. Furthermore, the global motion compensation vectors produced by the digital stabilizer are send to the digital zooming system, where the image compensation is merged within the interpolation process, in order to reduce the computational complexity. Experimental results have showed that the proposed architecture exhibit better quantitative performance compared with the existing conventional architecture, when zooming process is enabled. Furthermore, the proposed system has less computational complexity minimizing the observed latency of the conventional architectures, when digital zooming is enabled. The observed improvements make the architecture appropriate for real-time imaging applications.
