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Abstract
The Specific Absorption Rate (SAR) is a limiting factor to all MRI-scans.
Especially at ultra-high magnetic fields (≥ 7 Tesla), it imposes a significant
constraint in the design of pulse sequences. Due to interpatient variability
and the complicated structure of human anatomy, it is difficult to accu-
rately determine the exact SAR-distribution for individual patients. Com-
putational simulations using high-resolution human body models can be
used to estimate the SAR, but such models are not available for individual
patients in a clinical setting. Here, a method for developing a personal-
ized model for estimating SAR in the head using parallel transmission at
7 Tesla is proposed based on clustered segmentation of tissues. We found
that by segmenting all the tissues in the head into fat, cerebrospinal fluid
(CSF), grey matter, and bone, the peak-SAR can be determined with an
error of less than 2.8 % of the overall peak-SAR. This result is shown to be
reproducible for subjects of different ages and genders. Methods for the
automated segmentation of this mapping in individual patients based on
T1w-images, quantitative T1-mapping, and ultra-short TE-scans are pro-
posed and tested experimentally. Using the proposed method, it should be
possible to operate scanners closer to the true SAR-limits due to improved
estimations of the actual patient-specific SAR.
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Chapter1
Introduction
Since the first clinical scan of a live human body using magnetic resonance
imaging (MRI) was performed in 1980 [1], the use of MRI-scanners has
grown rapidly both in clinical settings and in research. MRI-scanners cre-
ate a strong external magnetic field, which causes the spins of the hydro-
gen atoms in a patient to align parallel or anti-parallel with the magnetic
field. However, in order to be able to measure the net magnetization of
these spins, their orientation has to be changed such that (a component
of) the net magnetization vector can be measured in the transverse plane.
This is done using a radiofrequency pulse at a frequency which is propor-
tional to the strength of the external magnetic field.
In a process which is analogous to the heating of food in a microwave
oven, some of the energy of this radiofrequency pulse in an MRI-scanner
is deposited to the tissue of the patient in the scanner. As it is potentially
harmful if the amount of energy deposition in, for example, the brain of
a patient is too high, there are strict limits to the amount of energy de-
position which is allowed during an MRI scan. This energy deposition is
known as the specific absorption rate or SAR and is usually given in units
of Watts per kilogram. As the SAR scales roughly within the square of the
strength of the external magnetic field, accurate assessment of the SAR is
especially important for ultra-high field (≥ 7 Tesla) MRI-scanners. Due to
the complex composition of the human head, it is not possible to directly
calculate the SAR for any given pulse, nor is it usually directly measured
in a clinical setting because of various technical and practical complexities.
Using high-resolution human body-models, it is possible to compu-
tationally determine the SAR distribution using electromagnetic simula-
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tions like the finite-difference time-domain (FDTD) method. Such high-
resolution models are, however, not available for individual patients. Even
when only considering Caucasian adults, a safety margin of 1.5 (150 %) is
needed to correct for inter-patient variability with a chance of less than
one percent of exceeding the calculated SAR [2].
Previous work [3] studied the improvement of SAR-simulations by
non-linearly warping a high-resolution standard electromagnetic model to
match the anatomy of other individual patients. This turned out to yield a
limited amount of improvement, probably due to differences in the distri-
bution of tissue compartments between the two models.
Although no fully segmented personalized models of those compart-
ments are available for individual patients, it is possible to segment certain
parts of the anatomy of a patient based on (preliminary) MR images. Dif-
ferent sequences can be used to optimize the contrast for distinguishing
specific (groups of) tissues, but it is not clinically feasible to accurately
segment all the different tissues in the human body or just the head of a
patient. Therefore, in order to accurately determine the personalized peak-
SAR and SAR distribution for a given patient, a method for segmentation
into a limited number of tissues or tissue groups which can closely repro-
duce these SAR values is needed.
This thesis focuses on that problem, specifically for the case of ultra-
high field MRI (7 T) of the human head. First, various approaches of
using numerical methods for systematically grouping tissues in a high-
resolution human body model have been tested using FDTD simulations.
Based on the results of this, a segmentation which maps all tissues in vox-
elized models into the four simplified categories of fat, cerebrospinal fluid
(CSF), grey matter, and (cortical) bone is proposed. This segmentation is
tested in silico for male and female subjects of different ages, including a
six-year-old child. Finally, methods for automated segmentation of indi-
vidual patients into the four tissues in the model are studied and tested
based on literature and experimental results.
2
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Chapter2
Theory
2.1 Fundamentals of MRI
Up to 60% of the human body consists of water (H2O) [4]. Like all atoms
with an odd number of protons and/or neutrons, the hydrogen atoms in
those water molecules possess an intrinsic quantum-mechanical property
known as spin angular momentum. When there is no external magnetic
field, those spins are randomly orientated and there is no net magnetiza-
tion. In the presence of an external magnetic field (B0, the direction of
which is usually defined as z), the protons align with and precess around
this field. This precession happens at the Larmor frequency f0 which is
proportional to B0 and the gyromagnetic ratio γ of the protons:
f0 = γB0 (2.1)
since γ = 42.58 MHz/T for protons, this gives a Larmor frequency of
f0 = 298 MHz at a magnetic field strength of 7 T. This precession happens
at a magic angle of θ ≈ 54.7o with respect to the magnetic field, such that
the dipolar interaction due to the static field (Bdip ∝ (3 cos2 θ − 1) ) van-
ishes [5].
The alignment of the spins with the external magnetic field can be ei-
ther parallel or anti-parallel. This effect, known as the Zeeman-effect, is
caused by the difference in the energy levels of the two alignment states.
The difference between the two energy levels is given by
∆E = Eanti−parallel − Eparallel = h f0 = γhB0 (2.2)
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Figure 2.1: Using an RF-pulse, the direction of the net magnetization can be
changed from the z- (or longitudinal) direction to the xy- (or transverse) plane.
Adapted from [6].
where h is Planck’s constant. In equilibrium, this difference in energy be-
tween the two spin-states determines the difference between the number
of spins aligned parallel (Nparallel) and anti-parallel (Nanti−parallel) to the
external field, as follows from Boltzmann’s probability distribution:
Nanti−parallel
Nparallel
= e−
∆E
kBT = e−
γhB0
kBT (2.3)
where kB denotes Boltzmann’s constant and T is the temperature. For pro-
tons (so with γ > 0), this equilibrium ratio is always smaller than one.
This difference in states results in a net magnetization which, again in
equilibrium, is denoted as M0 and is by definition oriented along the z-
axis. It is given by the sum of the individual magnetic moments of the
individual spins or, in the quantum-mechanical picture, the expectation
value of the entire system of individual spins. Using an electromagnetic
pulse at the Larmor frequency (Equation 2.1), the orientation of M0 can be
changed: see Figure 2.1. The power (specifically the voltage) and duration
of this pulse, which for protons at typical clinical magnetic field strengths
is in the radio-frequency (RF) regime, determines the angle by which the
resulting magnetization deviates from the z-axis. For a 90 degree-pulse,
the resulting net magnetization will completely be located in the xy-plane
(where it will precess at the Larmor frequency) directly after the pulse, and
for a 180 degree-pulse it will be pointing in the negative z-direction.
After the orientation of the net magnetization has changed, the spins
4
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will over time regain their original equilibrium distribution through relax-
ation. This happens through two simultaneous, independent processes.
The first type is spin-spin or T2-relaxation, which is the reduction of the
net magnetization in the transverse plane through gradual loss of coher-
ence between the individual spins. The second type of relaxation is spin-
lattice or T1-relaxation, in which the longitudinal component of the net
magnetization returns to the equilibrium value of M0. The rate at which
these processes happen at a certain location in the body depends, amongst
others, on the type of tissue at that location. Based on this, two time con-
stants (T1 and T2) which characterise the two relaxation time constants can
be used to distinguish different tissue types. For the relaxation after a 90-
degree pulse, the resulting changes in longitudinal (Mz) and transverse
(Mxy) net magnetization are given by:
Mz(t) = M0
(
1− e−t/T1
)
and Mxy(t) = M0e−t/T2 (2.4)
where t denotes the time after the RF-pulse.
Based on measuring the precession of the net magnetization in the
transverse plane, numerous pulse sequences have been designed which
can be used to visualize the differences in magnitude and orientation of the
net magnetization in tissues with different values of T1 and T2. Thereby, it
is possible to non-invasively image the internal structure of (parts of) the
body. Although T1 and T2 are usually not directly measured, sequences are
often designed to emphasise differences in either the T1 or the T2-values of
the different tissues in the imaging plane. Such images are referred to as
T1w (T1-weighted) and T2w (T2-weighted) images, respectively.
2.2 Specific absorption rate
During the RF pulse which changes the orientations of the spins in a sam-
ple, a certain amount of the energy of the pulse is deposited into the sam-
ple. The specific absorption rate (SAR) is a measure of that energy absorp-
tion per unit mass of tissue in a sample. The SAR averaged over a specific
volume (e.g. a single voxel) of tissue is given by
SAR =
1
V
∫
volume
σ(r)|E(r)|2
2ρ(r)
dr (2.5)
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where V is the volume of the sample and σ(r), ρ(r), and E(r) are the con-
ductivity, mass density, and electric field at the vector location r, respec-
tively. Higher SAR-values are generally found for higher conductivities
and lower densities. In most voxelized human models, the mass densi-
ties and conductivities of the different tissues are known. This means that
the only necessary additional information to calculate the SAR at a given
location is the strength of the electric field. Computational methods, like
finite-difference time-domain (FDTD) electromagnetic computations [7],
can provide accurate estimates of this value.
The SAR can be calculated for averaging areas of different sizes, de-
pending on the purpose. In general, two types of averaging are consid-
ered: global and local averaging. In global averaging, all the energy which
is absorbed by the tissue is averaged over the full mass of the subject. In
local averaging, a cube which contains a fixed amount of mass is formed
around every voxel [8] in accordance to the IEEE/IEC 62704-1 standard
[9], after which the absorbed energy in this cube is averaged. Different
masses can be used for those constant-mass cubes. The International Elec-
trotechnical Commission (IEC) has defined limits to the local SAR based
on 10 g averaging cubes in the IEC 60601-2-33 and the IEEE/IEC 62704-
1 standard [9, 10]. For the head region, the maximum 10 g local SAR is
(under normal circumstances) 10 W/kg, whereas the global SAR must not
exceed 3.2 W/kg. Certain other standards, like the standards by the U.S.
Food and Drug Administration [11], use averaging volumes of 1 g.
In scanners with higher external magnetic field (B0) strengths, the RF
energy deposition is also higher, since the SAR scales roughly quadrati-
cally with the magnetic fields (SAR ∝ B20) [3]. This means that the above-
mentioned SAR-limitations are more likely to be restrictive factors in ultra-
high field scanners.
2.3 Parallel transmit coils
The Larmor frequency of a sample increases linearly with the strength
of the external magnetic field (Equation 2.1) of an MRI-scanner. Conse-
quently, the wavelength of the electromagnetic radiation decreases at the
same rate. Especially in ultra-high magnetic fields, this can lead to inho-
mogeneities in the (B1-)fields during a scan. This can result in variations
in the flip angles in different parts of the body, resulting in different con-
trasts when imaging. A way to improve the homogeneity of the fields
6
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is by using parallel transmit (pTx) coils [12], in which multiple (indepen-
dent) channels are used simultaneously to produce the transmit magnetic
field. Depending on the number of coils, their relative positioning, and
the power and phase offset of each channel, this can be used to create
more homogeneous fields. Alternatively, depending on the purpose of the
scan, pTx-coils can also be used to locally increase the spatial resolution
by exciting a small region and then imaging a smaller field of view.
The pTx-setup used in this thesis consists of eight channels (Section
3.2.2). The power input and phase difference per channel can be set inde-
pendently, depending on the purpose of the scan. There are certain spe-
cific standard configurations. An example is the circular polarisation (CP)
mode, in which all channels have the same input power but there is an
incremental phase difference. For an 8-channel CP-mode, this incremental
phase difference goes in steps of 360o/8 = 45o.
2.4 Q-matrix formalism
The SAR-value of a voxel in a pTx-simulation depends closely on the input
configuration (power and phase difference) of the channels, known as the
shim of the coil. This means that numerous simulations would be required
to properly determine the safety limits of a setup. A method which sim-
plifies this problem has been introduced by Graesslin et al. in 2012 [13].
They used so-called Q-matrices which contain all the information about
the SAR value of a specific voxel (at a location r) for any possible shim w
of the pTx-channels for a fixed scan duration, through
SARw(r) = w†Q(r)w (2.6)
where the dagger (†) denotes the complex conjugate. For a coil with n
channels, the Q-matrices are n× n complex Hermitian matrices. Each of
their elements (Qij) can be calculated based on the electric fields Ei(r) and
Ej(r) in the voxel, caused by coil channels i and j, and the conductivity
σ(r) and mass density ρ(r) of the voxel using [14]
Qij(r) =
σ(r)
2ρ(r)
E†i (r) · Ej(r) (2.7)
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Figure 2.2: The two-step approach for SAR-calculation as introduced by Graesslin
et al. Q-matrices are determined based on the output data of a simulation, e.g.
using Sim4Life (Section 3.1). The Q-matrices for the coil and body models which
were used for the simulation are stored in a Q-matrix database (QMDB), after
which they can be used for safety assessment based on the SAR values for any
shim configuration used in a scan. Figure adapted from [13].
where the dagger, again, denotes the complex conjugate. There are also
other methods to determine (approximations of) Q-matrices after a numer-
ical simulation. These can, for example, be useful if no full information is
available about the conductivity or density distributions in a model or if
one is interested in SAR-values averaged over multiple voxels. Such an
approximative method is described in Section 3.4.
If the Q-matrices of all voxels in a model are known, it is possible to
determine the SAR for every voxel for any given shim without having to
run a new simulation. This can be used for safety assessment for input
shims in a clinical setting, as is shown schematically in Figure 2.2. Addi-
tionally, it is possible to calculate the overall maximum SAR-value for all
possible shims through eigendecomposition of the Q-matrices [14, 15] or
to determine the differences in the SAR distributions of different models:
see Section 3.4.
Q-matrices can be determined for different constant-mass averaging
cubes. The SAR-values which are determined based on a certain Q-matrix
are the SAR-values which correspond to the same mass-cubes (see Section
2.2) as the ones which were used when calculating the Q-matrices.
8
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Materials and methods
3.1 Sim4Life
All simulated data in this thesis are acquired using the software pack-
age Sim4Life by Zu¨rich MedTech (ZMT, Switzerland). Sim4Life uses fi-
nite difference time-domain calculations to solve Maxwell’s equations and
virtual human body electromagnetic models (Section 3.2.1) to determine,
amongst others, the propagation of electromagnetic fields and other asso-
ciated properties in voxelised models.
3.2 Models
3.2.1 Virtual Human-family
The human body model used for most simulations in this thesis is the
model known as Duke, which is a member of the Virtual Population v3.0
(ViP) by the IT’IS Foundation (Zu¨rich, Switzerland) [16]. It is a model of a
34-year-old male with a height of 1.77 m and a weight of 70.3 kg, resulting
in a BMI of 22.4 kg/m2. Its full body consists of 305 different tissues com-
partments, which belong to 74 different tissue types, each with their own
physical properties like conductivity, permittivity, and mass density [17].
A front and a top view of Duke, positioned in the coil described in Section
3.2.2 below, can be seen in Figure 3.1.
Two other members of the IT’IS Virtual Population are are used for
validation of the intersubject reproducibility of simulation results. These
models are known as Ella and Thelonious. Ella is a 26 year old female
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b)
100 mm
a)
Figure 3.1: Duke in the 8-channel pTx-coil described in Section 3.2.2. (a): Front
view, (b): top view.
with a height of 1.63 m and a weight of 57.3 kg, resulting in a BMI of
21.5 kg/m2. Thelonious is a six-year-old boy with a height of 1.15 m and
a weight of 18.6 kg, resulting in a BMI of 14.1 kg/m2. Due to differences
in the gender and age of different models in the IT’IS Virtual Population,
there is some variation in the number of different tissue types in the model.
Just like Duke, Ella has 305 different tissue types (although some gender-
specific tissues are different) whereas there are 299 different tissue types in
the Thelonious-model. The simulation pipelines were adjusted to include
and exclude certain tissues when these two models were used (instead of
Duke) to correct for the differences in body composition.
3.2.2 pTx coil
A pTx-coil with eight non-interconnected channels and six lumped capac-
itors per channel was used for all simulations. To minimize the influence
of the design of the coil on the results, the channels were made of theo-
retical perfect electrically conducting (PEC) loops with a height of 220 mm
each. The channels together formed a ring with an outer radius of 146 mm
and covered 360o/16 = 22.5o each, such that the radial distance between
consecutive coils was the same as the radial width of each channel. Each
channel contained five tuning capacitors (two on each leg and one at the
bottom rung) and a matching capacitor. The capacitors were tuned and
matched in silico using network co-simulation with Duke in the middle of
the coil, resulting in required capacitance values of 3.9 pF for the tuning
capacitors and 14 pF for the matching capacitors. For simulations with the
head of the Duke voxel model in the centre of the coil with a reference
impedance of 50Ω for each channel, this resulted in reflection coefficients
10
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(Sii) ranging between -11.3 and−29.0 dB for the different channels at the 7
Tesla-resonance frequency of 298 MHz. Mutual couplings (Sij) were found
to be between −11.3 and −37.9 dB for all pairs of channels. A figure of the
final coil design (with Duke in the middle) is shown in Figure 3.1.
3.3 Simulation considerations
When running simulations in Sim4Life, various simulation parameters
have to be set beforehand. Those parameters, like the grid size, padding,
and number of simulated periods can all influence the results, but also de-
termine the simulation computation time, the duration of the processing
of the results, and the size of the output data. To maximize the consis-
tency between the results of various simulations, the same set of parame-
ters was used for all simulations. Those parameters were chosen in a way
that should give reliable results while keeping the computation time rea-
sonable.
The Virtual Population models can provide grid resolutions of up to
0.5 mm per voxel. Since the computation time is inversely proportional
to the fourth power of the resolution [18], using this highest resolution
was not realistically possible. Previous studies [19] of full-body models
have indicated that a grid resolution of 5 mm can already be sufficient to
accurately determine the SAR using EM computations. In this thesis, the
maximum grid resolution is chosen to always be set at 3 mm. Around the
capacitors and sources in the coil elements, a higher resolution is required
to make sure that they are adequately characterised in the voxelisation.
Therefore, a non-uniform grid is used with smaller voxels in the planes
which include or are in the vicinity of these coil elements. Overall, the av-
erage volume per voxel in the voxelised Duke model was (2.135 mm)3.
Another consideration is the padding in the simulation: i.e., the vol-
ume that is included in the voxelisation. When a coil is positioned around
the head (as in Figure 3.1), the lower parts of the body absorb only a frac-
tion of the amount of power that is absorbed by the higher parts of the
body. This makes the more distant lower regions less relevant to the SAR-
related safety evaluation of head coils. Previous studies of Duke in a com-
parable 8-channel pTx-coil [3] showed that about 98 % of the RF energy
was absorbed by the section of the body above the armpits. This padding
is shown in Figure 3.2a. Figure 3.2b shows that, for a CP-mode configura-
tion, the peak 10gSAR value indeed strongly decreases over this distance,
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to less than 2.5 % of the overall maximum 10gSAR value at the lower end
of the bounding box. This indicates that the parts of the body below this
area are unlikely to be of relevance when studying peak SARs. An ad-
ditional advantage of extending the bounding box to areas with typically
lower SAR-values is that boundary effects at the edges of the bounding
box will be contained in those low-SAR areas. If potential anomalous
boundary effects would influence the high-SAR areas, this could result in
changes in peak SAR values. However, when including the shoulders and
chest into the reduced model, discrepancies in the calculated energy depo-
sition will be restricted to those lower regions where they are unlikely to
influence the locations and values of SAR hot-spots. Previous studies [20]
also found that a ‘head-and-shoulders’ model was necessary for accurate
simulation of E- and B-fields in the head.
An example of the voxelisation which results from Duke when includ-
a) b)
c)
Figure 3.2: The padding used for the voxelisation of Duke. (a): The bounding box
(shown in blue) reaches from the top of the model to just above the armpits. (b):
The maximum 10gSAR per z-slice in Figure (a) for a CP-mode configuration. (c):
An example of a coronal slice of the resulting voxelised model (front view).
12
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ing the resolution and padding described above is shown in Figure 3.2c. In
total, this voxelisation creates approximately 5.84 million voxels, of which
Duke consists of 1.28 million voxels. The remainder of the voxels compose
the free space and the coil around Duke.
The number of simulated periods after which a simulation is termi-
nated can be determined based on the number of periods of the input
signal or based on the convergence of the simulation results. All simu-
lations performed in this thesis were terminated after a convergence level
of −30 dB was reached (as in [20]), which typically resulted in a simulated
time of approximately 160 ns (or nearly 50 periods at 298 MHz). Running a
single simulation using the voxelisation and convergence described above
typically took about six hours, excluding the post-processing described in
the next sections. The simulations were run on a computer with an Intel
Xeon CPU E5-2680 (v4), running at 2.40 GHz with 14 cores and 28 logical
processors.
3.4 Q-matrix computation
As explained in Section 2.4, voxel-wise Q-matrices are a powerful tool
which contain all the information about the SAR of a voxel for any pos-
sible shim combination of the pTx-channels. They also make it possible to
directly determine the overall maximum possible SAR-value for a voxel
and the maximum difference between different voxels. For the determina-
tion of the 10gSAR Q-matrix for every voxel in a simulation, the method
described by Beqiri et al. at ISMRM 2016 [21] was used. For every voxel,
this involves computing the 10g SAR value for 64 specific configurations
of the pTx-channels, based on which the individual elements of the Q-
matrices can be computed. This is based on the equation
SARw(r) = w†Q(r)w (3.1)
with w the N-component vector containing the complex weight of each
of the N pTx channels and r the location of the voxel, and where a dag-
ger represents the conjugate transpose. The waves are incident power
waves, such that the total available power of a configuration is given by
∑Ni=1 |wi|2. To be able to compute a full N × N-element Q-matrix, Be-
qiri’s method requires the SAR to be determined for one configuration
for each element on the diagonal of the Q-matrix, and for two carefully
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chosen configurations for each off-diagonal element. Taking into account
that Q-matrices are Hermitian, such that only half of the off-diagonal el-
ements are unique, this requires that the total number of configurations
equals N + 2(N2 − N)/2 = N2 to determine the full matrix. Beqiri et
al. [21] report that for random pTx configurations, this method results
in 10gSAR values which closely agree with the SAR calculated directly in
the simulation software. Some deviations only occurred for voxels whose
10g-averaging regions extended outside the body. Over the entire volume,
the maximum residual error was found to be below 3% for different shims.
After a Q-matrix has been computed, the normalized (to 1 W total input
power) pTx-configuration which leads to the maximum 10g SAR value can
be found as the eigenvector of the Q-matrix corresponding to the highest
eigenvalue. This eigenvalue equals the highest possible SAR-value within
the voxel [14, 15]. If this peak 10g SAR-value is calculated for all voxels in
a simulation, it is thereby possible to calculate the overall maximum 10g
SAR-value in a simulation: i.e., the maximum value for all possible shims,
for all voxels in the model.
An additional quantity which can be computed using Q-matrices is
the (maximum) difference in SAR between two different voxels using the
difference between the Q-matrices. When considering two Q-matrices
Q1 and Q2, one can consider the difference between the matrices (either
∆Q12 = Q1 − Q2 or ∆Q21 = Q2 − Q1 = −∆Q12) as a perturbation to
either of the matrices in Weyl’s criterion. Using this, one knows that the
difference in the SAR value for the two voxels for any pTx-configuration is
always equal to or smaller than the maximum eigenvalue of the difference-
matrix. Another specific implication of this statement is that the maximum
difference in SAR between the two voxels for any configuration is given
by the maximum eigenvalue of the two matrices:
max(∆SAR(Q1, Q2) ≤ max(λmax(∆Q12),λmax(∆Q21)) (3.2)
where λmax denotes the maximum eigenvalue of a matrix. It is impor-
tant to note that, in order to be able to directly compare two sets of Q-
matrices (of two different simulations), the number of Q-matrices has to
be the same. As will be described later, the number of voxels in different
simulations does not change, but sometimes the densities of voxels in the
simulations can change. This can, especially at the tissue-air boundaries,
result in fluctuations in the 10g-averaging cubes which are used for the
14
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computation of the 10gSAR-values. If this happens, the voxel-locations
corresponding to the different matrices can also change, hindering the di-
rect comparison of the results of the two simulations. However, if the
density-distributions in two simulations is the same, it is possible to di-
rectly compare the sets matrix-wise using Equation 3.2.
After every simulation, the Q-matrices of all the voxels in that simula-
tion were saved to a separate folder. In addition, the locations of the voxels
corresponding to all the Q-matrices were stored in a separate document,
as well as a document indicating the settings of the simulation (including
padding, resolution, convergence, capacitor values, simulation duration,
and number of voxels), and a document indicating if and how the elec-
tromagnetic properties of various tissue types were changed (see Section
3.5). In some specific cases, the E-, J- and D-fields of the simulation were
also manually saved for the visualisation of tissue declarations, as shown
in Figure 3.4.
3.5 Tissue clustering and kMeans
It is not clinically realistic to determine a full segmentation of all the dif-
ferent tissues in the body of individual patient. However, there are tech-
niques available which make it possible to perform a certain amount of
segmentation in MR. These techniques can, amongst others, be based on
quantitative approximations of electrical properties (specifically the con-
ductivity and the permittivity) [22], or on approaches using histogram-
based classification [23], using atlas-based mapping [24, 25] (also known
as segmentation using tissue probability maps or TPMs), or using deep-
learning based segmentation [26, 27]. Using such techniques, it can be
possible to distinguish different groups of tissue types. Those groups (or
clusters) can then be used to create a simplified, personalised voxel model
of the patient where every cluster of tissues has its own set of electrical
properties. If it is possible to automatically segment the tissues in the
head region of a patient into certain different groups of clustered tissues
in a computational model, the next questions are how many of such clus-
ters are required and around what values of the dielectric properties those
clusters should be centered in order for the segmentation to accurately
represent the SAR-distribution in the actual patient. The two main con-
straints for this are the accuracy with which the propagation of the electric
and magnetic fields and subsequently the energy absorption in the tissues
are simulated, and how well it is possible to distinguish the different clus-
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ters in a clinical setting.
Various ways of combining different tissue types into a cluster with a
single conductivity, permittivity, and possibly density already exist in lit-
erature. Two previous studies [28, 29] modelled the tissues in full human
body-models to existing tissues with a high contribution to the mass of
the body, like muscle, fat, bone, and lung-tissue. This can, however, result
in underestimations of the SAR-values, especially in tissues with higher
dielectric values, like the cerebrospinal fluid (CSF) in the brain and spinal
cord. In addition, these methods were both designed for whole-body coils.
When specifically looking at the brain, the number of different tissues in
a small area is generally higher and the relative mass of the muscle, fat,
bone, and lung-tissues can be different. This can lead to differences in the
propagation of electromagnetic fields in these areas depending on which
simplifying assumptions are made for the segmentation, and therefore it
can lead to changes in the SAR-values. Based on this, it might be necessary
to use different tissue-types with which to cluster the smaller tissues. Al-
ternatively, numerical methods can be used to aim for the clustering which
most accurately reproduces the simulation results of the original model.
3.5.1 kMeans clustering
An example of such a numerical method is kMeans clustering. It is a clus-
ter analysis algorithm which was first introduced by Steinhaus in 1956 [30]
and has been used under its current name since 1967 [31]. It aims to cluster
n different vector locations into k (with k ≤ n) cluster locations. For our
model, n = 41 (the number of tissue types with unique dielectric prop-
erties in the voxelized Duke model) and k can be set to be any desired
lower value. The algorithm starts with a certain initial configuration of k
centroids (points in space which will become the centres of the clusters,
but are, in general, not included in the n vector locations). From this initial
configuration, the centroids are systematically moved to reach a local min-
imum of the within-cluster sum-of-squares. For this thesis, a Python pack-
age known as kMeans, which is part of the open-source machine learning-
based scikit-learn package [32], was used to implement kMeans clustering.
The package uses pseudo-random configurations of initial centroids, in
which the centroids are distant from each other. This is proven to lead to
better results, where the resulting local minimum is more likely to be the
global minimum [33]. However, to increase the chance of indeed reach-
16
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Figure 3.3: The dielectric properties of the tissues in the Duke-model at 298 MHz.
(a): All tissues. (b): Only tissues in the voxelised model shown in Figure 3.2c,
with the area of each data point proportional to its volume in the model. Some
important tissues are shown in red. From low to high conductivity: cortical bone,
lungs, white matter, muscle (which overlaps with grey matter), and CSF.
ing a global minimum, a series of different initial configurations can be
tested by the algorithm. This number, in the Python package referred to as
n init, was for the simulations in this thesis set to 200 for two-dimensional
kMeans (were the clustering was only based on the conductivity and the
permittivity) and to 3000 for three-dimensional kMeans (where the den-
sities of the tissues were also included). Repeated runs of the algorithm
showed that these values lead to highly reproducible results. For com-
pleteness, the exact optimum which was found for a certain simulation is
always stored after the simulation is finished. All physical properties (con-
ductivity, permittivity, and density) were normalized to their respective
maximum values for all n tissues before running the kMeans-algorithm,
such that the results were independent of the units of the quantities.
An additional optional constraint which can be added to the kMeans-
algorithm is the relative weighting of each of the different initial vector
locations. For our purpose, where each vector location is a tissue type,
the total volume of each tissue type can be used as this weighting fac-
tor. The volume is determined based on the volumes per tissue type in
the voxelised model as shown in Figure 3.2c, in which the total volume
of all tissues is approximately 12.5 L. The different tissue types and their
relative volumes are shown in Figure 3.3b. Exact values of the dielectric
properties and volumes of the tissues in the voxelised model can be found
in Appendix A.
For two-dimensional clustering, only taking the conductivity and the
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d) e) f)
41 clusters 6 clusters 2 clusters
Figure 3.4: The two-dimensional clustering of tissues using the kMeans-
algorithm for k = n = 41, k = 6, and k = 2 different tissues types. (a-c): The
mapping of the conductivities and permittivities of the original tissues (blue) to
the new tissues (red). Black lines indicate the links between the original tissues
and the corresponding clusters. The area of the data points is proportional to
the volumes of the corresponding tissues. (d-f): Coronal slices showing the loca-
tions of the different clusters in the voxelised models. Different colours indicate
different clusters of tissue types.
permittivity of the tissues into consideration, some examples of the result-
ing clusterings are shown in Figure 3.4. Note that, as Sim4Life does not
facilitate the direct visualisation of different tissue types (instead of the tis-
sues themselves), these visualisations are based on the E-, J- and D-fields
in the simulations through σi = Ji/Ei and ei = Di/Ei for every voxel lo-
cation i. Due to discretization, this can for a small (. 10−4) fraction of the
voxels result in incorrect clustering in the visualization.
When clustering tissues, one also has to take the densities of the tissues
into consideration. Homann et al. [29] solved this problem by setting the
densities of all tissues to 1 g/cm3. This can result in over-estimations of the
SAR for tissues with high densities (like cortical bones or teeth) and under-
estimations for tissues with lower densities (like the lungs). Therefore, it
might be beneficial to also include densities in the kMeans-clustering, by
using three-dimensional clustering. This results in the clustering shown
in Figure 3.5.
18
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a) b)
Figure 3.5: The three-dimensional clustering of tissues using the kMeans-
algorithm for k = 2 (a) and k = 6 (b) different tissues types. Blue and red data
points represent the original and the new tissues, respectively. Black lines indicate
the links between the original tissues and the corresponding clusters. The area of
the data points is proportional to the volumes of the corresponding tissues.
3.5.2 Segmentation to fixed tissues
In some specific cases, it can be desirable to map the tissues in a compu-
tational model to a certain set S of combinations of dielectric properties,
which belong to specific tissues. In this thesis, a simple approach based on
minimizing the relative change in dielectric values is used for determin-
ing which tissues are most comparable. For a given tissue i, the relative
change ∆ij to a fixed set of dielectric properties j ∈ S is defined as
∆ij = δσij ∗ δeij ∗ δρij (3.3)
where δσij, δeij, and δρij are the relative differences in conductivity, permit-
tivity, and mass density, respectively. They are all calculated in the same
way, for example the relative difference in conductivity is calculated as
δσij =
max
(
σi, σj
)
min
(
σi, σj
) ≥ 1 (3.4)
and δeij and δρij are determined analogously. For air in Sim4Life, σ =
0 S/m. This would lead to problems when trying to compute δσij (due to
division by zero), so in that case δσij is set to an arbitrarily high value of
100. Finally, the tissue i will be mapped to the cluster j ∈ S which has the
lowest ∆ij.
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3.6 The Brainweb database
The Brainweb database is an online, publicly available database which
uses an MRI simulator [34, 35] and a three-dimensional anatomical model
[36, 37] to produce simulated 1.5 T MRI-scans. For those simulations,
fixed values for the T1, T2, and susceptibility of the tissues in the model
based on typical values at 1.5 T were used. The standard database contains
simulated T1-weighted, T2-weighted, and PD (proton density)-weighted
scans with various slice thicknesses, noise percentages, and signal non-
uniformity. In T1w images, the noise is defined as a percentage of the
intensity of the white matter-signal, and can be chosen to be 0, 1, 3, 5,
or 7 %. The magnitude of the noise is implemented as the standard de-
viation of the white Gaussian noise. The intensity non-uniformity fields
are non-linear distributions which are based on real MRI scans. They can
be set to 0, 20, or 40 % of the signal intensity, where an inhomogeneity
of 20 % means that the multiplicative field ranges between a factor of 0.9
and 1.1. The T1w images which are used in this thesis are magnitude im-
ages generated based on a spoiled FLASH (Fast Low Angle Shot) sequence
with repetiton time TR = 18 ms, echo time TE = 10 ms, and a flip angle
of 30o. All Brainweb data (discrete model and various simulated MRI-
images) that are used in this thesis were downloaded on 18/06/2019. As
stated on the Brainweb website, the database is still “under construction”,
so exact simulation results may be different if data which are acquired at
a later time are used. Although a ‘second version’ set of 20 head models
is currently available in the Brainweb database, the first version was used
in this thesis because of the limited number of scanning parameters (espe-
cially noise and inhomogeneity) currently available for the second version.
This first version still contains ‘Glial Matter’, segmented as a thin surface
on the inside of the ventricles, as a tissue type. This Glial Matter is known
to increase the amount of partial-volume effects in the simulations [38].
Blood vessels, dura matter, and bone marrow are not available as separate
tissue types in the first version.
The Brainweb models were constructed using semi-automated meth-
ods, due to which certain acquisition artefacts are still visible in the final
model. To reduce the effect of those artefacts on the data, the first 7 slices
(7 mm) were removed before further analysis. Those slices did not (based
on visual analysis) contain anatomically realistic tissue locations, such that
only artefacts were removed. This means that the dimensions of the head-
model as it is used in this thesis are 181× 217× 174 mm3 (x, y, z).
20
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3.7 Sequences and scanners
Data-sets which were acquired using two different sequences on two dif-
ferent scanners are used for this thesis.
A stack of single-slice Bayesian-modeled quantitative T1- or qT1-images
(used in Section 4.4.2) was generated based on data from a whole-head
Driven Equilibrium Single Pulse Observation of T1 (DESPOT1) sequence
[39] on a 3 T whole-body MR scanner (MAGNETOM Verio, Siemens Health-
ineers, Erlangen, Germany) with a 32-channel head coil.
A stack of single-slice Ultra-short Echo Time (UTE) scans [40] (used in
Section 4.4.3) was acquired using a 3 T whole-body MR scanner (MAG-
NETOM Prisma, Siemens Healthineers, Erlangen, Germany) with a 20-
channel head-neck coil. Each slice was imaged at TE1 = 0.35 ms and at
TE2 = 2.59 ms. Using those two different TEs, voxel-wise approximations
of the spin-spin relaxation rate R2 = 1/T2 can be determined using the
method described by Keereman et al [41]. For a voxel with intensity I1 at
TE1 and intensity I2 at TE2, the spin-spin relaxation rate can be approxi-
mated as
R2 =
log(I1)− log(I2)
TE2 − TE1 (3.5)
where log() denotes the natural logarithm. Due to the extremely low T2-
relaxation times of bone compared to soft tissues, this makes it possible
to distinguish bone from other tissues. As discussed by Keereman, when
using this method for detecting bone using UTE images, the voxels con-
taining air have to be masked based on the TE1-image and their R2 should
be set to 0. Based on sample measurements, Keereman concluded that
an approximate discrete bone-segmentation can be made by classifying all
voxels with R2 > 0.5 ms−1 as bone.
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Chapter4
Results
Before it is possible to accurately determine the patient-specific SAR using
individualized clustered segmentation, multiple steps have to be taken.
The different sections in this chapter discuss the various aspects involved
in that. First, the results of the simulations of the ‘complete’ Duke-model
are shown. The results of these simulations function as the ground truth
for all later simulations using Duke. Next, alterations are made to the
model using clustered segmentation based on the kMeans-algorithm. The
resulting optimal clustering is then mapped to actual tissues (fat, CSF,
grey matter, and bone), and this segmentation is applied to the models
Duke, Ella, and Thelonious. The SARs which are found using these simu-
lations are discussed both quantitatively and qualitatively. Finally, meth-
ods for automatically performing this segmentation in vivo for individual
patients are discussed, based on both simulated and experimental data.
4.1 Full model simulations
The results of the SAR-simulations for Duke in the pTx-coil are shown
in Figure 4.1. The first row, Figures 4.1a-c, shows orthogonal projections
of the overall maximums of the 10gSAR per voxel. The highest values
are towards the edge of the head at approximately the same height as
the coils. The peak values at these locations usually correspond to con-
figurations in which the majority of the input power is directed into the
channels at one side of the head. As these configurations are usually not
clinically relevant, it is important to also study the SAR distribution for
other configurations. In later figures, a set of 500 random, normalized
configurations will be used for this. In Figures 4.1d-f, the distribution for
Version of August 13, 2019– Created August 13, 2019 - 14:25
23
24 Results
1
0
gS
A
R
 (
W
/k
g)
Coronal Sagittal Axial
1
0
gS
A
R
 (
W
/k
g)
1
0
gS
A
R
 (
W
/k
g)
O
ve
ra
ll 
m
ax
im
u
m
C
P
-m
o
d
e
C
P
-m
o
d
e
a) b)
d) e)
g) h)
c)
f)
i)
j) k)|𝑸| 𝝓(𝑸)
Figure 4.1: The distribution of the peak- and CP-mode 10gSAR in the Duke
model. (a-c): Projections of the voxel-wise peak 10gSAR values for all possible
pTx-configurations (based on the maximum eigenvalues of the Q-matrices). The
projections are shown for the three different axes, and the maximum value corre-
sponds to the overall peak-value of 1.580 W/kg. (d-f): Projections of the CP-mode
peak 10gSAR, with the maximum value corresponding to the overall peak-value
of 1.580 W/kg, as in Figures (a-c). (g-i): The same figures as in (d-f), with the max-
imum value corresponding to the maximum value in CP-mode of 0.140 W/kg.
(j-k): An example of a Q-matrix, shown by the magnitudes (j) and phases (k) of
the individual components. The Q-matrix which is shown belongs to the voxel
located exactly in the centre of the coil.
24
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a single configuration (CP-mode) is shown on the same colour scale. As
the peak SAR for CP-mode is much lower than the overall maximum peak
SAR (0.140 W/kg instead of 1.580 W/kg), the same results are also shown
with a differently scaled color-bar in Figures 4.1g-i. All the projections
in Figures 4.1a-i were determined based on the Q-matrices of all the vox-
els in the model, which were determined using the approach by Beqiri et
al., as described in Section 3.4. An example of a single-voxel Q-matrix,
corresponding to the voxel in the center of the coil, is shown in Figures
4.1j-k. As expected for Hermitian matrices, the matrix with the magni-
tudes (Figure 4.1j) is symmetric whereas the phase-matrix (Figure 4.1k) is
anti-symmetric. This Q-matrix gives a maximum 10gSAR of 0.0447 W/kg,
which corresponds to an input shim with channel-wise powers of 0.121,
0.315, 0.006, 0.386, 0.088, 0.055, 0.0005, and 0.030 W and relative phases of
3.12, −3.12, 1.05, 0, −0.10, −2.99, −1.22, and 0.09 radians. Its 10gSAR in
CP-mode is 0.0127 W/kg.
4.2 kMeans clustering
The kMeans-algorithm can be implemented for clustered segmentation in
different ways, and it offers the possibility to choose the number of de-
sired clusters. The different ways which are used in this section are 2-
dimensional clustering (changing the permittivity and the conductivity
of the tissues) while using the real densities of the individual tissues; 2-
dimensional clustering with all densities fixed to a specific value (in our
case, ρ = 1 kg/L like in [29]); and three-dimensional clustering, in which
the densities are an additional variable in the kMeans-clustering. The re-
sults of the SAR-simulations for Duke using different types of clustering
are shown in Figure 4.2. Figure 4.2a shows the change in the overall peak
SAR value, i.e. the maximum value of the SAR in all voxels for all possible
input configurations, for the three types of clustering and for various num-
bers of clusters. 41 kMeans-clusters corresponds to the maximum number
of clusters for the Duke model, as it is the exact number of different tis-
sue types with unique dielectric properties. The ρ = 1 kg/L-segmentation
does not converge to an accurate representation of the real model. The 2D-
clustering with the real densities of the tissues quickly converges to low
errors, already reaching an error of . 5 % when using just two different
clusters. However, this segmentation is not clinically useful as the exact
mass density-distribution in an individual patient‘s head is usually not
known. The 3D-clustering converges for ≥ 5 clusters. While Figure 4.2a
only provides information about the change in overall peak SAR-value,
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Figure 4.2: The reproducibility of the ‘ground truth’ SAR-values for different
types of kMeans clustering in Duke. (a): The changes in the peak 10gSAR values
for all possible pTx-configurations for different types of kMeans-clustering with
different numbers of clusters. Results are shown for 2D clustering with unity den-
sities ( 1 kg/L), 2D clustering with the original densities, and for 3D clustering,
where the densities of tissues change as a parameter in the kMeans-clustering.
Connecting lines are added as a guide to the eye. (b): The peak 10gSAR values
for 500 random pTx-configurations, normalized to 1 W total input power, for dif-
ferent numbers of 3D-kMeans clusters. The black line shows the ‘ground truth’-
values for the 500 configurations, while the different coloured scattered dots indi-
cate the corresponding values for different numbers of 3D-kMeans tissue types.
(c): The variation in the error between the values shown in Figure (b) and the
corresponding ground truth values. The solid black line indicates the mean val-
ues, with the vertical bars indicating the standard deviations. The grey limits
correspond to the maximum errors amongst the 500 configurations. (d-g): Coro-
nal projections of the voxel-wise peak SAR-values for different numbers of 3D-
kMeans clusters, and the default ‘ground truth’-projection. The maximum value
in the colour-range corresponds to the peak-value for the default model (shown
in Figure (g)) of 1.580 W/kg. (h-k): The absolute differences between the various
maximum SAR-projections (Figures (d-g)) and the projection of the default peak
values (Figure (g)).
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Figure 4.2b shows the change in peak SAR value for 500 random, normal-
ized shims of the input channels for different numbers of clusters in 3D-
kMeans. For nearly all shims, most types of clustered segmentation result
in over-estimations of the peak SAR. A statistics-based representation of
the results in Figure 4.2b is shown in Figure 4.2c. For 5 clusters, the mean
error in SAR is 0.015± 0.017 W/kg, or 0.98± 1.1 % of the overall maximum
value of 1.58 W/kg. Figures 4.2d-g show the projections of the distribu-
tion of the peak SARs (for all possible shims) for 3D kMeans-clustering
with 1, 3, and 5 clusters, as well as for the default segmentation. The
differences between the ground truth peak-SAR projections and the dis-
tributions corresponding to the clustered segmentations are also shown,
in Figures 4.2h-k. Again, the 5-cluster segmentation gives the best agree-
ment to the ground truth. For that model, the biggest deviations are at or
around the mouth- and nose-region, which are not the areas with the high-
est SARs in the ground truth model. Important to note is that these two
regions both have significant volumes of internal air, which is included as
a tissue type in the kMeans-based segmentation.
4.3 Fat-CSF-GM-Bone clustering
A high level of agreement was observed between the SAR in simulations
using the 5-tissue 3D-kMeans segmentation and the ‘ground truth’ SAR.
When looking at the exact dielectric properties (conductivity, permittiv-
ity, and density) of the five clusters in this segmentation, it is possible to
slightly change these values such that they are identical to the values cor-
responding to actual tissues. This has multiple advantages. Firstly, the val-
ues of actual tissues in the IT’IS-database are subject-independent, which
is not the case for the values which are returned by the kMeans-algorithm.
Since the relative volumes of the tissues in the part of the Duke model
which was included in the simulations were used as weighting factors for
the corresponding tissues in the kMeans-clustering, the values of the clus-
ters corresponding to the lowest within-cluster sum-of-squares would be
different for other models. This would not apply to clusters which are
based on actual tissues. Secondly, in Figure 4.2j, the main discrepancies
in the SAR-projection were in and around the areas with significant vol-
umes of internal air. In a clustering to actual tissues, this could be solved
by changing the properties of one of the clusters to the properties of air
(which is equivalent to the background in the modelling environment).
Finally, mapping to fixed clusters helps in the understanding of the sys-
tematics behind the clustering as it would involve tissues that people are
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more likely to be familiar with.
In the 5-cluster 3D-kMeans segmentation, one cluster consisted solely
of the internal air (including the sinuses, esophagus, bronchi, and tra-
chea) and the lungs of Duke (see the overview in Appendix A). Since the
lungs are typically not included in the areas with highest SAR when us-
ing a head coil, it is possible that moving the lung tissue in the segmented
model to another cluster would have a very limited influence on the SAR-
distributions. This would leave the internal air as a unique tissue type
in the segmented model, with the same dielectric properties as the back-
ground. In the clustering which is proposed and tested in this section, the
remaining four clusters in the 5-tissues kMeans-clustering are changed to
Fat, Cerebrospinal fluid (CSF), Grey matter (GM), and (cortical) Bone, or
for brevity FCGB. In the next two sections, the resulting segmentation will
first be shown for Duke, after which the corresponding simulation results
are discussed both numerically and visually for Duke, Ella, and Thelo-
nious.
4.3.1 Quantitative comparison
The clustered segmentation of Duke into FCGB, using the procedure for
finding the tissue with the lowest relative difference in dielectric proper-
ties described in Section 3.5.2, is shown in Figure 4.3a. As can be seen, in
this segmentation the lungs are segmented into grey matter instead of the
same cluster as air. The vast majority of the volume of the model (9.2 L
out of 12.5 L) is segmented into the grey matter-cluster. 2.0 L of the model
is fat, 0.8 L is clustered to bone, and 0.4 L is CSF. The full list of tissues
in the model and the clusters to which they are segmented can be found
in Appendix A. The exact dielectric values for the tissues, both in the 3D
kMeans model with 5 clusters on which the FCGB clustering is based and
the FCGB-model itself, can be found in Figures 4.3b and c. The differences
in dielectric properties between the two models are especially very small
for CSF and cortical bone (< 1 % per property). Figure 4.3d shows a simi-
lar convergence of the error in overall peak 10gSAR for Ella as the pattern
which was visible in Figure 4.2a for Duke for 3D-kMeans. It also shows the
error in the overall peak SAR for Duke, Ella, and Thelonious using FCGB
clustering. All peak-SARs are slightly lower compared to the results for
5-cluster 3D-kMeans clustering, but still very close to the ground truth
(. 3 % error). Figure 4.3e shows the results of the FCGB clustering for the
same 500 random shims which were used in Figure 4.2b for various mod-
28
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a)
3D kMeans – 5 
clusters
c)                            FCGB-clustering
#kMeans-clusters
b)
d)
3D-kMeans-5        Fat-CSF-GM-Bone         FCGB Duke
e)
Tissue name σ (S/m) 𝜖 (𝜖_0) 𝜌 (kg/m^3)
Air 0.000 1.0 1.1
Fat 0.116 11.3 911
CSF 2.455 68.4 1007
Grey Matter 0.985 52.3 1044
(Cortical) Bone 0.156 12.4 1908
σ (S/m) 𝜖 (𝜖_0) 𝜌 (kg/m^3)
0.435 20.1 362
0.149 12.5 947
2.432 68.5 1007
0.965 52.1 1085
0.156 12.4 1912
Figure 4.3: Simulation results for Fat-CSF-GM-Bone (FCGB) clustering. (a): Three
orthogonal views of the cluster distribution of FCGB-clustering in Duke. Left
to right: Coronal view, sagittal view (along the interhemispheric fissure), and
axial view. (b): The dielectric properties of the clusters in 5-tissue 3D kMeans-
clustering, on which the FCGB-clustering is based. (c): The dielectric properties
of the tissues included in FCGB-clustering. Air is included for the background
and internal air of the body. (d): The changes in the peak 10gSAR values for
all possible pTx-configurations for different numbers of clusters in 3D kMeans-
clustering (for Duke and Ella), and when using FCGB-clustering (Duke, Ella, and
Thelonious). (e): Boxplots of the relative error in the peak-10gSAR values for
500 normalized (to 1 W input power) pTx-configurations for 5-cluster 3D-kMeans
clustering (Duke and Ella), FCGB-clustering (Duke, Ella, and Thelonious), and
FCGB-clustering of Duke with slightly different simulation parameters ( 5 cm ver-
tical change of Duke’s position relative to the coil and a change in the maximum
voxel-size of minus 0.5 mm isotropic) compared to the standard ‘ground truth’-
model. Values are given as a percentage of the overall peak-10gSAR for the re-
spective ground truths. The ground-truth overall peak-10gSARs for Duke, Ella,
and Thelonious are 1.580 W/kg, 1.351 W/kg, and 1.046 W/kg, respectively.
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els. Again, most SARs are slightly lower in the FCGB-clustering than for
the 3D-kMeans clustering, with the mean error consistently closer to zero.
For the three different models (Duke, Ella, and Thelonious), the results of
the simulations using the FCGB model are highly consistent. The mean er-
ror of the peak-SARs for all 500 shims amongst all three models combined
is −0.56± 0.89 % of their respective peak-10gSARs. The absolute value of
the error is< 2.8 % for over 99 % of the shims for each model. Those values
are all expressed as percentages of the overall peak-SAR for each model.
When looking at the errors for each of the 500 shims as a percentage of
the ground truth peak-SAR for each individual shim, the mean error for
all three models is −2.15± 3.67 %, with an absolute error of < 11.9 % for
over 99 % of the shims for each model. The final two boxplots in Figure
4.3e show that the high reproducibility is also conserved for models with
different positioning (i.e., Duke with the coil positioned 5 cm higher) and
when using a different resolution.
Overall, the results in Figures 4.3d and e show a high accuracy for the
peak-SAR which is determined using simulations of the FCGB model for
human body models with different ages, sizes, genders, and positions.
This accuracy is both consistent for the overall peak values (Figure 4.3d)
and for the peak values for specific shims (Figure 4.3e). In the next section,
the spatial distribution of the SAR for the different models will also be
compared.
4.3.2 Visual comparison
Figure 4.4 shows the spatial distributions of the errors in peak-10gSAR in
the FCGB model for Duke, Ella, and Thelonious with all the figures plotted
to the same colour bar. Due to the relatively low values in the error-maps
in Figure 4.4, contrasts are limited in the figure. Therefore the same figures
are also plotted in Figure 4.5 to a colour bar with a 5 times smaller range.
A decrease in mean deviation can be observed as the volume of the head
reduces (note that the coil remains unchanged). The peak-SAR also de-
creases for smaller models (1.580 W/kg, 1.351 W/kg, and 1.046 W/kg for
Duke, Ella, and Thelonious respectively), but the decrease in the absolute
errors in the FCGB-model is more pronounced.
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Figure 4.4: Projections of the differences in maximum 10gSAR in FCGB-clustering
for different models. Note that the same colour bar, with the overall maximum
10gSAR for Duke ( 1.580 W/kg) as the maximum value, is used for all models.
Difference-maps with increased contrasts can be found in Figure 4.5. (a-d): Pro-
jections of the heatmaps for Duke. (a): Coronal view of the peak value-projections
in the full model. (b-d): Coronal, sagittal, and axial projections of the absolute er-
ror in peak-10gSAR value in the FCGB-version of Duke. The values below the
projections are the pixel-wise mean absolute errors in the projections. (e-h): The
same as in Figures (a-d), but for Ella. (i-l): The same for Thelonious.
Especially for Duke and Ella, the highest errors are at the back of the
head and in the regions surrounding the eyes, as can be seen in Figure 4.5.
The axial projections show that the errors in the central areas of the head,
which are the furthest away from the coils, are particularly low. The lungs,
which have in the FCGB-clustering been added to the grey matter-cluster
instead of to the same cluster as the internal air (as was the case in the 5-
cluster 3D-kMeans segmentation), do not show a visible increase in error
for all three of the models.
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Figure 4.5: The difference maps in Figure 4.4, imaged with a different scale for
increased contrast. One-fifth of the overall maximum 10gSAR for Duke, approxi-
mately 0.316 W/kg, is used as the maximum value for the colour bar.
(a-c): Duke, (d-f): Ella, and (g-i): Thelonious.
4.4 Automated segmentation
In order to compute the SAR distribution for individual patients based
on the previously described FCGB-clustering, a practical method to de-
termine the distribution of each of the clusters in the head of a patient
is required. The next sections will discuss the possibilities of perform-
ing this segmentation based on single MRI-scans. First, the results using
a histogram-based approach based on simulated T1w-MRI images from
the Brainweb database are shown in Section 4.4.1. T2w- and PDw-images
did not result in intensity distributions which facilitated histogram-based
separation of the FCGB-tissues. Section 4.4.2 shows the results of a quan-
titative T1-based approach, in which the tissue types are segmented based
on the absolute values of their T1-times instead of the relative intensities
in the histogram-based methods. Finally, section 4.4.3 discusses the sepa-
ration of bone and air based on ultra-short echo time (UTE) scans.
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4.4.1 T1w-based segmentation
Figure 4.6 shows the results of the histogram-based segmentation using
T1w-images from the Brainweb database. Simulations were caried out for
an external magnetic field of 1.5 T. The segmentation results are shown for
the “normal” Brainweb head model (without MS-lesions), which is shown
in Figure 4.6a. The segmentation based on this model is studied for the
noise- and inhomogeneity-free scans and for scans with typical amounts
of noise and inhomogeneity (according to [36]). The difference between
the ideal and the noisy images is shown in Figure 4.6b.
Due to the extremely short T1- and T2-times of bone, it is hard to di-
rectly distinguish bone from air on regular MRI-scans without using addi-
tional techniques such ultra-short echo times [42], knowledge-based meth-
ods [43], or neural networks [27]. For this reason, the background (air) and
bone (skull) are both included in the same target-cluster in the ideal map-
ping which is shown in Figure 4.6c. The segmentation of the separation be-
tween bone and air would have to be performed using an additional step
based on a separate scan. Figures 4.6d-f show the segmentation results for
the noise- and inhomogeneity-free T1w-image. A slice of the simulated
scan is shown in Figure 4.6d, and the corresponding intensity distribution
is shown in Figure 4.6e. Based on their intensities, all voxels are segmented
into one of the four clusters (fat-, CSF-, GM-, or bone-cluster) using the
manually optimized thresholds which are indicated by the dashed verti-
cal lines. For each of the ten tissue types in the discrete model, Figure 4.6f
shows the clusters to which the voxels are mapped. Figures 4.6g-i show
the same as Figures 4.6d-f, but for a simulation with the noise and inho-
mogeneity which is shown in Figure 4.6b included in the simulated scan.
The mappings in Figures 4.6f and 4.6i are highly comparable. Some of
the results are less binary in Figure 4.6i due to the broader intensity distri-
butions in the noisy image, but all tissues are still generally mapped to a
single cluster. In both cases, however, the skin is incorrectly mapped to the
CSF-cluster instead of the grey matter-cluster, as is visible within the red
outline in all three figures. To test the influence of this on the SAR, a sim-
ulation was carried out for Duke in Sim4Life using the FCGB-clustering
but with the skin mapped to the CSF. For the 500 random, normalized
shims, this resulted in a change in the peak-10gSAR as a percentage of
the overall peak-10gSAR from −0.47± 0.93 % (original FCGB-clustering)
to 3.22 ± 2.31 % (FCGB-clustering with skin mapped to CSF). The error
in the overall peak-10gSAR (based on the eigenvalues of the Q-matrices)
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Figure 4.6: Attempted segmentation into the FCGB-clusters based on T1w-
images at 1.5 T from the Brainweb database. All figures are at (1 mm)3 resolu-
tion. (a): A single (interhemispheric) slice of the discrete tissue model used by
Brainweb. Each colour represents a different tissue type: 0 = Background, 1 =
CSF, 2 = Grey Matter, 3 = White Matter, 4 = Fat, 5 = Muscle/Skin, 6 = Skin, 7 =
Skull, 8 = Glial Matter, and 9 = Connective Tissue. (b): The relative difference
between the ideal T1w-image (d) and the noisy image (g). “Typical values” [36]
of noise ( 3 %) and signal inhomogeneity ( 20 %) were used. Differences were cal-
culated as (Inoisy/Iideal − 1) ∗ 100 %. The noise in the background has manually
been set to 0 % for visualization purposes. (c): The ideal mapping of the tissues
in the model in Figure (a) (x-axis) to the different clusters in the FCGB model (y-
axis). Skull and background/air are both included in the Bone-cluster, as they
will have to be segmented using additional methods. The red outline highlights
the segmentation of the skin-tissue, which is incorrectly segmented to CSF in Fig-
ures (f) and (i). (d): A single slice of the simulated noise-free T1w-scan. (e): The
voxel-wise intensity distribution of the four clusters in the FCGB model in the
noise-free 3D T1w-image. For visualisation purposes, the background is not in-
cluded in the histogram. Dashed lines indicate proposed thresholds for separat-
ing the various clusters in a histogram-based method. Mapped clusters from left
to right: bone-cluster ( I < 145 a.u.), CSF-cluster ( 145 ≤ I < 360 a.u.), GM-cluster
( 360 ≤ I < 820 a.u.), and fat-cluster ( I ≥ 820 a.u.). (f): The mapping resulting
from the segmentation indicated by the dashed lines in Figure e. (g-i): The same
as in Figures (d-f), but with noise and inhomogeneity (Figure (b)) included in the
T1w-image.
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changed from −3.5 % to 19.1 %.
4.4.2 qT1-based segmentation
When studying the (approximate) T1-relaxation times of the tissues in the
Duke model (see Appendix A for the full overview), discrete ranges of T1s
can be chosen such that they contain all the T1s which belong to tissues
in the different clusters in the FCGB-model, without including any other
tissues. This means that when perfect information is available about the
distribution of the T1-values of the tissues in the head of a patient, the cor-
responding FCGB-segmentation can in theory also be determined. Since
the T1-times of bone and air are both very low, it would in practice be dif-
ficult to separate bone from air based on their T1-times. It might therefore
be necessary to perform the bone-segmentation in a subsequent step, just
as was the case in the previous section.
Figure 4.7 shows the segmentation results into the FCGB-model based
on quantitative T1-maps for a single volunteer. Figure 4.7a shows the in-
put data for the segmentation in the form of the actual qT1-map of a sin-
gle slice. The approximate T1-times of most tissues in the Duke-model
and the proposed thresholds based on those values are shown in Figure
4.7b, and the resulting discrete segmentation into the four clusters for the
slice in Figure 4.7a is shown in Figure 4.7c. As described before, a problem
with those scans is that no ground truth information is available about the
anatomy of the volunteer. However, we can expect certain patterns in the
structure of the head to be consistent between different individuals, for
example between the volunteer in our scans and the individual on whom
the Brainweb-database is based. The segmentation for the latter in a visu-
ally similar slice is therefore also shown, in Figure 4.7d. When comparing
the two, it is important to take the possible difference in anatomy and
slice positioning orientation into consideration. Especially when looking
at the phenomenological characteristics of the segmentation of the CSF-
and the GM-clusters, a reasonable degree of agreement can be observed
between the two figures. Similar areas at the outside of the brain and along
the interhemispheric fissure are segmented into the CSF-cluster. Apart
from some small areas, hardly any bone- and fat-clusters are present in
the segmented scan-data. In the case of fat, this is consistent with the
Brainweb-figure. The lack of bone/air in the scan-data is inconsistent
with what was expected. Additionally, the degree of inhomogeneity in
the T1-based segmentation is much higher than in the Brainweb-database.
Version of August 13, 2019– Created August 13, 2019 - 14:25
35
36 Results
CSF-cluster
GM-cluster
Fat-cluster
Bone/Air-cluster
Background
a) b)
c)
e)
d)
f)
Scan-data Brainweb
Tissue index
3
T 
–
T1
 (
s)
3
T –
T1
 (s)
Figure 4.7: Segmentation results based on single-slice Bayesian-modeled quanti-
tative T1-maps, generated using the DESPOT1 technique [39]. 20 transverse slices
of 2 mm were acquired at a resolution of (1.72 mm)2 with 128× 128 voxels per slice
and with 5 mm between consecutive slices. (a): The masked 3T T1-relaxation map
for a single transverse slice. (b): The 3T T1-relaxation times for all the tissues
in the Duke-model for which the relaxation times are known, sorted by increas-
ing T1-times. Exact values and sources of the individual values can be found in
Appendix A. Each colour indicates a cluster in the FCGB model to which each
individual tissue type of that colour should be mapped. Dashed black lines (at
0.3 s, 0.5 s, and 1.8 s) indicate the thresholds which were used for the segmenta-
tion in Figures (c) and (e). (c): The T1-map in Figure (a), segmented to the clus-
ters in the FCGB-model using the thresholds in Figure (b). (d): A transverse slice
from the FCGB-segmented Brainweb-model ( (1mm)3 isotropic resolution) which
is visually comparable to the slice in Figure (c). (e): The same as in Figure (c),
for a different transverse slice. (f): A transverse slice from the FCGB-segmented
Brainweb-model. Note that the vitreous humor should be segmented into the
CSF-cluster, but is not separately segmentable in the Brainweb-model.
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Especially the CSF-cluster shows strong discontinuities. This could par-
tially be explained by the lower resolution in the scanned data and the
higher amount of post-processing which was included in constructing the
Brainweb-database.
Figures 4.7e and 4.7f show two other slices from both the segmented
qT1-data and the segmented Brainweb-data, which are matched based on
their similar position relative to the eyes of the two individuals. Due to
the different anatomy of the subjects and orientation of the slices, some
variations in the correct segmentation for the two slices are to be expected.
Nevertheless, an unexpectedly low degree of agreement between the two
figures is observed. This could have to do with the sequence used for the
T1-mapping being designed for the quantification of T1-times in the brain,
whereas the segmentation covers the whole head. Since the slices in Fig-
ures 4.7e-d contain a lower amount of brain tissue than the slices in Figures
4.7c-d, this effect would be more pronounced in those slices. Due to the
low signal in bone- and air-tissue in MRI images, the voxels which con-
tain those tissues could show up as background-like noise in the actual
images. To quantify the segmentation of actual background noise in the
scans, the segmentation of over 4000 background voxels without masking
was studied. Of those background voxels, 20.1 % were classified as back-
ground (T1 < 0), 50.7 % as the bone/air-cluster (0 < T1 < 0.3 ms), 1.1 %
as belonging to the fat-cluster (0.3 < T1 < 0.5 ms), 9.6 % as the GM-cluster
(0.5 < T1 < 1.8 ms), and 18.4 % as the CSF-cluster (T1 > 1.8 ms). In Figure
4.7e, the areas which were expected to contain bone/air based on Figure
4.7f are mainly segmented into the GM-cluster. As only 9.6 % of the back-
ground noise is actually included in this cluster, this explanation does not
clarify the lack of bone/air-tissue in Figure 4.7e.
Another factor which has to be considered is the use of a stack of single-
slice images instead of a single 3D-image. This can introduce variation in
the consistency between different figures. In an attempt to quantify this
effect, the approximated T1-times of six voxels which, based on visual in-
spection of the qT1-images, were expected to correspond to white matter
were registered for nine different slices. This indicated a strong variation
in the values of the same tissue type amongst different slices. For those
nine slices, the mean T1 of the six voxels per slice varied from 0.56± 0.07 s
to 0.87± 0.08 s, with an overall mean value of 0.78± 0.12 s.
As can be seen in Figure 4.7 and Appendix A, the T1-relaxation time of
the Tendon/Ligament-tissue type in the Duke-model is very close to the
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separation threshold beween the Fat- and GM-clusters. As that tissue type
is located in the lower head, the effects of this cannot be studied using
the data which was used for Figure 4.7. Simulations using Duke indicated
that if all of the Tendon/Ligament-tissue type would incorrectly be seg-
mented into the Fat-cluster in the FCGB, the resulting estimated overall
peak-10gSAR will be 1.52 W/kg, an underestimation of 3.6 %. The mean
error (for the 500 random, normalized shims) would be −0.47± 0.94 % of
the overall peak SAR, or −1.9± 4.0 % when compared to individual shim
peak-values, with an absolute error of < 12.2 % for over 99 % of the shims.
These results do not significantly deviate from the results for the perfect
FCGB-clustering, and in some cases even correspond to an improvement
of the estimated SAR. This indicates that even though it is not possible
to study the segmentation of the Tendon/Ligament-tissue type using the
current qT1-dataset, it is unlikely that this will cause significant problems
for personalized SAR-simulations.
4.4.3 Bone segmentation
Both when using T1w-images (Section 4.4.1) and quantitative T1-data (Sec-
tion 4.4.2), the bone-air separation for the proposed FCGB-clustering has
to be performed in an additional step. Due to the extremely short spin-
spin relaxation time of bone, the contrast between air and bone is typically
very low in regular MR-images. Simulations of the SAR in Duke using the
FCGB-clustering where bone- and air-tissue are both given the dielectric
properties of internal air resulted in a 57 % overestimation of the overall
peak-10gSAR (to 2.48 W/kg). It is, therefore, important to correctly seg-
ment the bone and air within the head in order to obtain accurate simula-
tion results. When measuring using ultra-short echo times, however, the
short spin-spin relaxation time of bone can be used to identify bone since
the low relaxation time means that there will be faster decrease in the sig-
nal intensity in consecutive images in bone than in soft tissues. A method
to utilise this property to segment bone using MR-scanners, as developed
by Keereman et al. [41], is described in Section 3.7.
Figure 4.8 shows the bone segmentation results using this method for
a single volunteer. Figures 4.8a and 4.8b show examples of the data for
a single slice at two different TEs. When determining the R2-map based
on Equation 3.5, as shown in Figure 4.8c, a lot of background noise ap-
pears. This can be suppressed by masking the background based on the
TE1-image using the intensity histogram-based intensity threshold which
38
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Figure 4.8: Bone-segmentation results based on single-slice UTE scans at two dif-
ferent UTEs in the 3 Tesla Siemens Magnetom Prisma. 57 transverse slices of
2 mm were acquired at a resolution of (1.72 mm)2, yielding 128x128 voxels per
slice with 4 mm between consecutive slices. The Flip Angle (FA) = 40o and total
acquisition time (TA) = 5.4 s per slice. (a): An example of a single transverse slice
with TE = TE1 = 0.34 ms. (b): The same slice as in (a), with TE = TE2 = 2.59 ms.
(c): The approximated R2-map for Figures (a) and (b), calculated using Equation
3.5. (d): The voxel-wise intensity distribution for all 57 TE1-slices (blue). An
intensity-threshold (black) for suppressing the background-noise in the scans is
determined based on the intensity at which least-squares Gaussian fits (orange,
green) of the two peaks in the intensity distribution intersect. (e): The approxi-
mated R2-map of Figure (c), masked with R2 = 0 for the voxels with an intensity
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below the intensity-threshold (Figure (d)) in the TE1-scan. (f): The same as in
Figure (e) for a lower transverse slice. (g): The same for a reconstructed sagittal
slice. (h-j): Binary bone-segmentation maps for the slices in Figures (e-g) with
R2 > 0.3 s−1 as the bone-segmentation threshold.
is shown in Figure 4.8d. As expected, the resulting R2-map (Figure 4.8e)
has higher values in the areas where bone is expected. For discretization
of bone, Keereman uses a threshold of R2 = 0.5 ms−1 based on sample
measurements at 0.5 T. For the data in Figure 4.8 (at 3.0 T), this thresh-
old returned highly inconsistent results so a somewhat lower value of
R2 = 0.3 ms−1 was used. The result of the discrete segmentation of the
R2-map in Figure 4.8e is shown in Figure 4.8h. Although there appears to
be an over-segmentation of bone at the skin, the rest of the segmentation
looks visually plausible.
The masked R2-map and the corresponding discrete bone segmenta-
tion of another transverse slice, located approximately at the height of the
teeth, is shown in Figures 4.8f and 4.8i, respectively. Again, certain struc-
tures can be identified to various extents, including the back of the skull,
the teeth, and what looks like nasal cartilage. There are, however, signif-
icant discontinuities within the various structures. While the two trans-
verse slices in Figures 4.8h and 4.8i show generally realistic results, the
segmentation of a reconstructed sagittal slice in Figure 4.8j shows that this
does not apply for all slices. Especially in the middle of the head, there are
traces of over-segmentation whereas there are also areas of undersegmen-
tation visible in the skull. Clearly, further work would be needed to perfect
this method, but these preliminary results suggest that it could provide a
solution to obtaining the segmentation of the bone compartment.
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Discussion
In this thesis, a new approach for determining the patient-specific SAR
in the head at 7 Tesla using pTx coils is proposed. Using clustered seg-
mentation of the tissues in high-resolution human head models, both the
peak-SAR values and the SAR-distributions were reproduced with high
accuracy for models of different individuals.
Section 4.2 shows that in order to get a reasonable level of agreement
between the ground truth SAR and the SAR based on a simplified model
using kMeans-clustering, the mass density has to be taken into account
in the clustering as well as the permittivity and the conductivity of the
tissues. When the density is not taken into consideration and is instead
fixed to 1 kg/L for all tissues, errors do not converge to zero. When us-
ing 3D-kMeans clustering, at least five different clusters are required to
get to a sufficiently small error in the overall peak-SAR. The 3D kMeans-
segmentation shows comparable convergence for five clusters when look-
ing at random complex shims (Figures 4.2b-c) or when studying the voxel-
wise peak-SAR projections (Figures 4.2d-k). The errors in SAR for the
five cluster-segmenation are far lower than the 50 % uncertainty margin
[2] which has to be used when using generic human body-models instead
of personalized models.
Due to the weighting based on the volumes of the individual tissue
types, the exact dielectric properties of the clusters in the 5-cluster 3D-
kMeans segmentation are subject-dependent. Additionally, increased in-
accuracies in the simulated SAR in internal air in the Duke model were
visible when using this segmentation. Therefore, the results for a segmen-
tation based on four fixed ‘real tissues’ in combination with air were stud-
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ied. Those four fixed tissues (fat, CSF, grey matter, bone) in combination
with air were chosen to be tissues with dielectric properties which closely
resemble the tissues in the 5-cluster kMeans segmentation. The resulting
SAR-simulations, which are shown in Figures 4.3 and 4.4, closely agreed
with the ground truth. For all three different models (Duke, Ella, and
Thelonious), the absolute errors in the peak-10gSAR for all 500 random
configurations are below 2.9% of the overall peak 10gSAR-value for over
99 % of the shims. When expressed as a percentage of the shim-wise peak-
values, the absolute errors are below 11.9 % for over 99 % of the shims.
All of these errors are significantly lower than the 50 % uncertainty
margin which is required to get a probability of less than one percent of
exceeding the actual value when using generic models instead of personal-
ized models [2]. That 50 % margin is only valid when determining the SAR
for adults of the same ethnicity. The clustered segmentation-approach,
however, gives consistent results for different genders and for both adults
and children. The results are also highly consistent when simulations are
run for models with different positioning in the coil or when the resolution
of the voxelization is changed.
The simulations were all carried out using the same 8-channel pTx coil,
as described in Section 3.2.2. This coil was tuned in silico and designed to
minimize the influence of its design on the simulations, for example by
using perfect electrically conducting materials. The segmentation method
has not yet been tested for coils with different designs.
All of the errors in the SAR-simulations are based on models with per-
fect clustered segmentation. For individual patients in a clinical setting,
such models are not available. Therefore, a method is required to exper-
imentally determine the personalized clustered segmentation of the four
tissue-groups in the proposed FCGB model. Based on that segmentation,
SAR-simulations can then be carried out for an individual patient. The ex-
act duration of those simulations depends on simulation parameters and
computational capacity, but it is not likely to be shorter than the duration
of a typical single MRI-session. Therefore, in practice, the scan or scans
which determine the clustered segmentation will likely have to be per-
formed in a separate session. An advantage of this is that different scan-
ners can be used for the different sessions. Whereas the SAR-simulations
are based on 7 Tesla-MRI, this makes it possible to use more commonly
available 3 Tesla- or 1.5 Tesla-based segmentation methods for a prelimi-
nary scan.
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A problem in studying the accuracy of segmentation methods is that a
ground truth of the anatomy of individual volunteers is usually not avail-
able, making it hard to quantify the accuracy of a segmentation. This does
not apply to segmentations which are performed using simulated MRI-
images which are generated based on head-models, like the one in the
Brainweb database (Figure 4.6). An additional advantage of this is that it
makes it possible to numerically control the amount of noise in the scans.
Although the number of different available sequences and thereby con-
trasts is limited, the availability of a ground truth makes it interesting to
study how accurately segmentation can already be performed using com-
mon contrasts like in the T1w-data in Figure 4.6.
The histogram-based segmentation of the Brainweb data resulted in
reasonable to high agreement between the segmentation into the FCGB-
model based on the T1w-data and the ‘ideal’, ground truth-based segmen-
tation. This result is, in general, consistent both for the simulated data
with (Figures 4.6g-i) and without (Figures 4.6d-f) typical amounts of noise
and inhomogeneity, although the errors do slightly increase in the noisy
data. The only exception to this is the skin-tissue, which is erroneously
segmented into the CSF-cluster instead of the GM-cluster. This change
would significantly increase the errors in SAR-simulations. It could, how-
ever, be possible to partially correct for this by implementing knowledge-
based corrections to the segmentation. Since the location of the skin is al-
ways on the outside of the head and none of the tissues in the CSF-cluster
(CSF, blood, and vitreous humor) are located on the outside of the head, a
possible outside layer of the head which is segmented into the CSF-cluster
could be regrouped to the GM-cluster. This has not been included in this
thesis, but could be an interesting approach for further studies. Other po-
tential obstacles which would have to be considered are the relatively low
number of different tissue types in the Brainweb database, the differences
between simulated data and ‘actual’ data, and possible difficulties in de-
termining the segmentation-thresholds (which were chosen manually for
optimal segmentation in Figure 4.6). Finally, it is important to note that the
Brainweb-data is only available for 1.5 Tesla. For the qT1-based and bone-
segmentation sections, data was acquired at 3 Tesla. The contrasts which
are observed in images changes when scanning at different magnetic field
strengths. This can influence the segmentation results, or at least the val-
ues of the thresholds.
The literature values of the T1-relaxation times of the various tissues in
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the IT’IS-database (Appendix A) indicate that a relatively simplistic seg-
mentation based on quantitative T1-maps could also be used for segmen-
tation into the FCGB-model. The main difficulty in this, is that this re-
quires high-accuracy qT1-maps of the whole head. Figure 4.7 confirms this
difficulty. The method which was used for generating the T1-maps was
optimized for brain-imaging, and while the segmentation-results within
the brain-region are reasonable, the segmentation in the rest of the head
shows little resemblance to the Brainweb-segmentation. It is possible that
the accuracy of the segmentation over the whole head-region improves
when using more specifically designed multi-slice techniques or when
scanning at higher resolution to reduce partial volume-effects.
Whether using T1w- and qT1-data for segmentation, the separation
of bone and air has to be performed in a consecutive step. If a tech-
nique offers high-resolution bone-segmentation, this additional informa-
tion can be used to determine whether the voxels which are in the com-
bined bone/air-cluster after the initial segmentation are bone or air. Fig-
ure 4.8 shows the results of a bone-segmentation using UTE-images. Al-
though some general structures of the skull and teeth are clearly visible, a
lot of oversegmentation artefacts are visible in the data, especially at the
skin-air boundary and in the center of the head. Although they both also
appear in Keereman’s results, it might be possible to reduce them by using
a 3D sequence instead of a single-slice one. In addition to that, changing
the phase- and frequency-encoding directions might influence the magni-
tude and the location of the oversegmentation artefacts. Additional post-
processing techniques could also greatly improve the bone-segmentation
results. First of all, the skin-boundary oversegmenation could probably
be corrected for computationally based on the location at the edge of head
(analogously to the proposed skin-segmentation correction for the T1w-
images). This would be a straightforward version of a knowledge-based
approach. More advanced knowledge-based approaches, such as approaches
which make use of information about the typical shape of bones, cartilage,
and cavities in the head [43], could be used for further improvement. Fi-
nally, artificial intelligence-based methods which are trained to perform
bone segmentation from MRI-images based on CT-based training data
shows promising results [27], although such a network is not currently
available for segmentation of the upper part of the skull at 3 Tesla.
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Conclusion
In this thesis, a new clustered segmentation method for the patient-specific
determination of SAR in the head in ultra-high field, parallel-transmit MRI
is proposed. This clustering, in which all tissues in the head are segmented
to Fat, CSF, Grey Matter, and Bone, resulted in errors in the simulated SAR-
distributions and peak-SAR values which are much smaller than the errors
due to interpatient variability when using generic models. This result was
consistent for models with different genders, age, and positioning in the
scanner. Using this clustering, the peak-SAR could be determined with an
error of less than 2.8 % of the overall peak-SAR for all of the models.
Several methods for the automated segmentation of the heads of in-
dividual patients into the clusters in the FCGB-model have been studied.
Segmentation based on simulated T1w-images resulted in accurate results
for all tissues except for the skin, which is expected to be correctable by in-
cluding additional post-processing. Segmentation using quantitative T1-
scans showed some promising results, but turned out to be highly depen-
dent on the whole-head accuracy and consistency of the T1-data. Finally,
bone-segmentation using UTE-scans also turned out to require more ad-
ditional post-processing to result in a sufficiently accurate segmentation.
Although all of the segmentation techniques showed promising results
to varying degrees, more work, including optimization of sequences for
whole-head multi-slice imaging and implementation of additional post-
processing steps, is required to improve and validate their results. Using
that, the newly proposed segmentation method could improve the estima-
tion of patient-specific SAR, making it possible to operate 7T-MR scanners
closer to the true SAR-limits in a clinical setting.
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AppendixA
Tissue database
An overview of the 47 different tissue types that are in the original vox-
elized Duke model can be found in Figures A.1 and A.2. The first four
columns contain their original properties in Sim4Life. From left to right,
those are the name, the mass density (ρ), the conductivity (σ), and the
relative permittivity (e) of the tissue types. The fifth column shows the
total volume per tissue type in the voxelized model. The sixth and sev-
enth column show the clustering of the tissues in the 5-cluster 3D-kMeans
clustering, where every number is the index of a cluster, and in the FCGB-
model. The four original tissues for the FCGB-model and their dielectric
properties are highlighted in the overview. The final column contains (ap-
proximations) of the T1-relaxation time of the various tissue types in 3 T.
Except for the values which are indexed with a Roman numeral to their
right, all values are taken from the IT’IS database of relaxation times for
the Virtual Population models [17]. Where no data was included in the
IT’IS database, an attempt was made to find appropriate values from other
literature or to (roughly) approximate the values - see the captions for the
sources of those values.
The following tissue types which exist in the Duke model were not
included within the bounding box of all simulations in this thesis and
are therefore also excluded in this overview: Epididymis, Large Intestine,
Liver, Kidney (Cortex), Small Intestine Lumen, Heart Lumen, Seminal
vescile, Spleen, Testis, Ureter/Urethra, Urine, Stomach, Bile, Small Intes-
tine, Stomach Lumen, Diaphragm, Penis, Large Intestine Lumen, Ductus
Deferens, Pancreas, Heart Muscle, Prostate, Urinary Bladder Wall, Adrenal
Gland, Meniscus, Kidney (Medulla), and Gallbladder.
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Name ρ (kg/m^3) σ (S/m) ε (ε_0) V (L) kMeans-5 FCGB 3T T1 (ms)
Esophagus Lumen 1.2 0.0 1.0 0.002 4 Air ≈ 0
Bronchi lumen 1.2 0.0 1.0 0.0038 4 Air ≈ 0
Trachea Lumen 1.2 0.0 1.0 0.0264 4 Air ≈ 0
Air 1 1.2 0.0 1.0 0.0738 4 Air ≈ 0
Bone Marrow (Yellow) 980.0 0.043 5.485 0.0066 2 Fat 365
Fat 911.0 0.116 11.294 0.8457 2 Fat 377 I
SAT (Subcutaneous Fat) 911.0 0.116 11.294 1.1386 2 Fat 377
Tooth 2180.0 0.156 12.363 0.0086 0 Bone 80 II
Bone (Cortical) 1908.0 0.156 12.363 0.5124 0 Bone 80 II
Bone (Cancellous) 1178.3 0.364 20.584 0.3039 2 Bone 80 II
Lung 394.0 0.474 21.825 1.1839 4 GM 1397 III
Eye (Lens) 1075.5 0.512 35.667 0.0003 1 GM
Nerve 1075.0 0.600 32.252 0.0092 1 GM 1083
Spinal Cord 1075.0 0.600 32.252 0.0153 1 GM 993
Commissura Anterior 1041.0 0.622 38.577 4.00E-05 1 GM 867
Commissura Posterior 1041.0 0.622 38.577 8.00E-05 1 GM 867
Brain (White Matter) 1041.0 0.622 38.577 0.5211 1 GM 867
Lymphnode 1035.0 0.740 79.563 0.0011 1 GM
Tendon\Ligament 1142.0 0.760 45.634 0.0625 1 GM 621 IV
Bronchi 1101.5 0.802 41.779 0.0019 1 GM 1498
Trachea 1080.0 0.802 41.779 0.0237 1 GM 1201
Larynx 1099.5 0.829 42.317 0.0166 1 GM 1201
Cartilage 1099.5 0.829 42.317 0.0316 1 GM 1201
Salivary Gland 1048.0 0.832 75.790 0.0336 1 GM 1597
Figure A.1: The first 24 tissues in the voxelized model of Duke’s head region,
sorted by the conductivities of the tissues. See the main text (Appendix A) for
a general explanation and Figure A.2 for the other 23 tissues. Sources of the T1-
times which were not included in the IT’IS database:
I - Value for SAT (Subcutaneous Fat) used.
II - Springer et al., [44]. Cancellous bone was approximated as cortical bone.
III - Nichols et al., [45].
IV - Value for the Achilles tendon (based on [46]) used for all tendons.
56
Version of August 13, 2019– Created August 13, 2019 - 14:25
57
Name ρ (kg/m^3) σ (S/m) ε (ε_0) V (L) kMeans-5 FCGB 3T T1 (ms)
Skin 1109.0 0.900 40.936 0.6914 1 GM ≈ 1201 V
Tongue 1090.4 0.975 55.017 0.0718 1 GM ≈ 1233 VI
Mucous Membrane 1102.0 0.978 54.811 0.0514 1 GM ≈ 1233 VI
Muscle 1090.4 0.978 54.811 5.5661 1 GM 1233
Hypothalamus 1044.5 0.985 52.282 0.0006 1 GM 1433
Hippocampus 1044.5 0.985 52.282 0.006 1 GM 1697
Thalamus 1044.5 0.985 52.282 0.0091 1 GM 1387
Brain (Grey Matter) 1044.5 0.985 52.282 0.5562 1 GM 1433
Dura 1174.0 0.993 44.201 0.1224 1 GM
Pineal Body 1053.0 1.079 59.470 0.0001 1 GM
Hypophysis 1053.0 1.079 59.470 0.0009 1 GM
Thyroid Gland 1050.0 1.079 59.470 0.0049 1 GM
Intervertebral Disc 1099.5 1.144 43.139 0.0253 1 GM 1201
Eye (Sclera) 1032.0 1.206 55.017 0.0041 1 GM
Esophagus 1040.0 1.232 64.797 0.0188 1 GM
Medulla Oblongata 1045.5 1.308 48.858 0.0041 1 GM 1146
Midbrain 1045.5 1.308 48.858 0.0143 1 GM 1353
Pons 1045.5 1.308 48.858 0.0147 1 GM 1353
Cerebellum 1045.0 1.308 48.858 0.1587 1 GM 1081
Eye (Cornea) 1050.5 1.438 54.835 0.0008 1 GM
Blood 1049.8 1.583 61.065 0.1471 1 CSF 1984
Eye (Vitreous Humor) 1004.5 1.667 68.875 0.0078 3 CSF ≈ 2000 VII
Cerebrospinal Fluid 1007.0 2.455 68.439 0.2584 3 CSF 4311 VIII
Figure A.2: The last 23 tissues in the voxelized model of Duke’s head region,
sorted by the conductivities of the tissues. See the main text (Appendix A) for a
general explanation and Figure A.2 for the first 24 tissues. Sources of the T1-times
which were not included in the IT’IS database:
V - Approximated as cartilage, based on the comparable dielectric properties.
This approximated value is in agreement with the assumption that the 3 T-T1
should be higher than the 1.5 T-T1 times for the dermis and epidermis, as re-
ported by Richard et al., [47], of between 720 and 887 ms.
VI - Approximated as muscle.
VII - An arbitrarily high value was used, based on the high concentration on wa-
ter (as is also the case for the blood and CSF).
VIII - Approximated by a linearly extrapolated T1-relaxation time of CSF at 1.5 T
(T1 = 4070 ms) and at 4 T (T1 = 4472 ms) as reported by Rooney et al., [48].
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