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Abstract
This paper introduces a new functional optimization approach to portfolio optimization problems by treating
the unknown weight vector as a function of past values instead of treating them as fixed unknown coefficients
in the majority of studies. We first show that the optimal solution, in general, is not a constant function. We
give the optimal conditions for a vector function to be the solution, and hence give the conditions for a plug-in
solution (replacing the unknown mean and variance by certain estimates based on past values) to be optimal.
After showing that the plug-in solutions are sub-optimal in general, we propose gradient-ascent algorithms
to solve the functional optimization for mean-variance portfolio management with theorems for convergence
provided. Simulations and empirical studies show that our approach can perform significantly better than the
plug-in approach.
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1 Introduction
For a portfolio consisting of p stocks (or assets) with weakly stationary log-returns rt = (r1,t, . . . , rp,t)
T , let
µ = Ert = (µ1, . . . , µp)
T and V = Ertr
T
t be the mean and the second moment of rt, and let w = (w1, . . . , wp)
T
be the vector of weights of the portfolio’s value invested in stock i, i = 1, . . . , p, such that wT1 =
∑p
i=1 wi = 1,
where 1 = (1, . . . , 1)T . Suppose we have a set of past returns, Sn = {r1, . . . , rn}, and we want to construct a
portfolio w for rn+1 to maximize a certain given objective function F consisting of expected return E(w
T rn+1)
and variance E((wT rn+1)
2)− E(wT rn+1)2. That is, we want to solve the problem
max
w∈Ω
F (E(wT rn+1), E((w
T rn+1)
2)), (1)
for some continuously differentiable C1 function F : R2 → R, and Ω is a functional space that contains
functions w : Sn → RP satisfying certain constrains (e.g., wT1 = 1). The main stream in the literature
assumes w to be a constant vector. In such case, Ω is a vector space and the problem (1) is reduced to
max
w∈Ω
F (wTµ,wTVw). (2)
For F (wTµ,wTVw) = −wTVw+(wTµ)2 = −wTΣw, where Σ is the covariance matrix of rt, and Ω = {w :
wTµ = µ∗,wT1 = 1,w ≥ 0}, where µ∗ is a given target value for the mean return of a portfolio, and w ≥ 0
means wi ≥ 0 for i = 1, . . . , p, problem (2) is the mean-variance portfolio optimization considered by Markowitz
(1952, 1959). The theory developed from (2), for which Harry Markowitz received the 1990 Nobel Price in
Economics, provided the first systematic treatment of a dilemma of getting high profit versus reducing risk
(measured by variance). The constraint wTµ = µ∗ in Markowitz’s mean-variance formulation can be included
in the objective function by using a Lagrange multiplier λ−1. The parameter λ > 0 can be regarded as a
risk aversion coefficient, which may be difficult to determine in practice. Alternatively, investors often prefer
to construct portfolio to maximize the information ratio (wTµ − µ0)/σe, where µ0 is the expected return of
a benchmark investment (e.g., S&P500) and σ2e = V ar(w
T rn+1 − r0,n+1), where r0,n+1 is the return of the
benchmark, is the variance of the portfolio’s excess return over the benchmark investment; see Grinold and
Kahn (2000). If the benchmark investment is putting money in a risk-free bank account with interest rate µ0, it
is called the Sharpe ratio. If r0,n+1 = µ0 is assumed to be nonrandom, then σ
2
e = V ar(w
T rn+1) = w
TΣw and
the objective function for maximizing the Sharpe ratio is F (wTµ,wTVw) = (wTµ−µ0)/
√
wTVw − (wTµ)2.
Considering the first and second moment of the portfolio return for portfolio construction can be justified by
normal distribution assumption of rt. The well-known Black-Scholes model for stock price Si,t of the i
th
stock at time t assumes dSi,t/Si,t = θidt + σidB
(i)
t , where {B(i)t , t ≥ 0} is standard Brownian motion. It
2
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implies that Si,t+1 = Si,texp(θi − σ2i /2 + σi(Bt+1 − Bt)), and hence the log-returns ri,t = log(Si,t/Si,t−1)
follows N (θi−σ2i /2, σ2i ) distributions independently. Therefore the portfolio return wT rn+1 =
∑n
i=1 wiri,n+1
is also normal, which can be fully described by its first and second moments, if w is a constant vector. Under
normal assumption, other common risk measures like 100(1 − α)% Value at Risk (VaR) of a long position,
V aRL(α) = inf{x : P (wT rn+1 ≤ x) ≥ α} = wTµ−z1−α
√
wTΣw, and 100(1−α)% expected shortfall (ES) of
a long position, ESL(α) = −E(wT rn+1 | wT rn+1 ≤ V aRL(α)) = −wTµ + φ(z1−α)
√
wTΣw/α, where z1−α
is the (1 − α)th quantile of N (0, 1) and φ is the density function of standard normal, can also be expressed
as a function in the form of F (wTµ,wTVw); see Section 12.2.1 in Lai and Xing (2008). Other risk measures
that only consider the first and second moments of return distributions can be found in Steinbach (2001).
In practice, µ, V and Σ are unknown, and thus problem (2) cannot be solved directly. One commonly
used approach is to estimate µ and Σ from the historical data Sn. By assuming rt are weakly stationary, it
is natural to estimate µ and Σ by the sample mean µˆ = 1
n
∑n
t=1 rt and sample covariance Σˆ =
1
n
∑n
t=1(rt −
µˆ)(rt − µˆ)T . However, such Σ estimate can be very poor if the number of stocks in the portfolio is large.
Frankfurter et al. (1976) and Jobson and Korkie (1980) have found that portfolios constructed by solving (2)
with µ and Σ replaced by µˆ and Σˆ can perform worse than the equally weighted portfolio. Better estimate
can be achieved if there is extra information about rt. If we assume multifactor models that relate the p stock
returns ri,t to k factors f1,t, . . . , fk,t in a regression model of the form ri,t = αi + (f1,t, . . . , fk,t)
Tβi + εi,t,
where αi and βi are unknown coefficients and εi,t is an error term with mean 0 and is uncorrelated with
the factors, then Σ can be decomposed into two parts: a systematic part due to the variability of certain
unobserved factors, and an idiosyncratic part coming from the errors εi,t, and the number of parameters to
estimate can be greatly reduced for small k comparing with O(p2) for Σˆ. Starting from the studies of Sharpe
(1964) and Lintner (1965) that developed the capital asset pricing model (CAPM), which is a single-factor
(k = 1) model using the difference between the return of a hypothetical market portfolio (approximated by an
index fund such as S&P500 in practice) and the risk-free interest rate, various multifactor models have been
proposed; see Chen et al. (1986), Fama and French (1993), Carhart (1997), Cooper et al. (2008) and Artmann
et al. (2012). Section 3.4.3 of Lai and Xing (2008) also suggest that the factors can be estimated by principal
component analysis (PCA) from the past values Sn. In such case, the estimated µ and Σ can be considered
as functions of Sn.
Let ΣˆS be the sample covariance based on Sn and Σˆ
F be the covariance estimate based on a multifactor
model. ΣˆF is a better estimate than ΣˆS if the assumed multifactor model is a good model for rt, and can
be worse than ΣˆS if the model describes rt poorly. To have a more robust estimate, Ledoit and Wolf (2003,
2004) propose to estimate Σ by a convex combination of ΣˆS and ΣˆF , ΣˆLW = δˆΣˆF + (1− δˆ)ΣˆS , where δˆ is a
constant giving more weight to ΣˆS if the number of samples is large. Such shinkage estimate idea is consistent
with the Bayes estimators with conjugate family of prior distributions. Black and Litterman (1990) propose
a quasi-Bayesian approach, which involves investor’s subjective insights, to estimate µ. It is discussed in
greater detail in Bevan and Winkelmann (1998) and He and Litterman (1999). Following their ideas, further
modifications have been proposed in Meucci (2005), Fabozzi et al. (2007), and Meucci (2010).
While the vast majority of studies in solving problem (1) have focused on constant w, which leads to
problem formulation (2), Lai et al. (2011) points out that “the construction of efficient portfolios when µ
and Σ are unknown is more complicated than trying to estimate them as well as possible and then plugging
the estimates into (2).” They notice that the set Sn of past returns are actually random, and thus the
estimate µˆ and Σˆ that depend on Sn are also random. Therefore the weight vector w should be considered
as a random vector. For example, for (2) with F (wTµ,wTVw) = −wTΣw = −wTVw + (wTµ)2, and
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Ω = {wTµ = µ∗,wT1 = 1}, the solution is w0 = {BΣ−11 − AΣ−1µ + µ∗(CΣ−1µ − AΣ−11)}/D, where
A = µTΣ−11, B = µTΣ−1µ, C = 1TΣ−11, and D = BC − A2. If µˆ = µˆ(Sn) and Σˆ = Σˆ(Sn) =
Vˆ(Sn) − µˆ(Sn)µˆ(Sn)T are used to replace µ and Σ in w0, then w0 will be a function of Sn and hence
w0 is random. The randomness of w makes problem (1) is not equivalent to (2). Suppose rt are i.i.d.
with mean µ and Σ. By the law of iterated conditional expectations, V ar(wT rn+1) = E[V ar(w
T rn+1 |
Sn)] + V ar[E(w
T rn+1 | Sn)] = E(wTΣw) + V ar(wTµ). While wTΣw = wT (V−µµT )w for constant w in
(2) can be considered as an estimate of E(wTΣw) using the observed Sn, the term V ar(w
Tµ), which is nonzero
if w is random, is omitted in (2). Lai et al. (2011) suggest that ”this omission is an important root cause for
the Markowitz optimization enigma related to ’plug-in’ efficient frontiers”. They consider problem formulation
(1) with F (E(wT rn+1), E((w
T rn+1)
2)) = E(wT rn+1) − λ(E((wT rn+1)2) − (E(wT rn+1))2) for some λ > 0,
and treat µ and Σ as state variables whose uncertainties are specified by their posterior distributions given the
observations Sn in a Bayesian framework. Since problem (1) is not a standard stochastic optimization problem
due to the higher order term (E(wT rn+1))
2, they first convert (1) to a standard stochastic optimization
problem by showing that the maximizer of E(wT rn+1)− λ(E((wT rn+1)2)− (E(wT rn+1))2) is the minimizer
of λwTVnw − ηwTµn for some constant η, where µn = E(rn+1 | Sn) and Vn = E(rn+1rTn+1 | Sn) are the
posterior mean and second moment matrix given Sn. Without specifying particular prior distributions for µ
and Σ, they propose using the empirical distribution of Sn = {r1, . . . , rn} to be the common distribution of
the returns and setting µn =
1
n
∑n
t=1 rt and Vn =
1
n
∑n
t=1 rtr
T
t . They call this approach for solving (1) as
nonparametrical empirical Bayes (NPEB) approach.
In this paper, we agree the claim in Lai et al. (2011) that the solution in (1) is not a fixed vector in
general and treat w as a function of past returns Sn. While Lai et al. (2011) point out that the randomness
of w comes from parameter estimation based on Sn, Section 2 show that the solution of (1) is not a constant
function in general even if µ and Σ are known. Functional optimization approaches are introduced to solve
(1) for the case of Ω = {w : wT1 = 1} in Section 3 and for the case of general closed and convex Ω in Section
4. Section 5 gives the details of implementation of our proposed algorithms in practice. Simulations and an
empirical study are given in Sections 6 and 7 to illustrate the performance of our algorithms.
2 Functional weighting maximizer
We will first focus on Ω = {w : wT1 = 1}, which is corresponding to the case that short-selling is un-
limitedly allowed. The case for more general constraint set Ω will be discussed in Section 4. Although µ
and Σ are commonly estimated under the assumption that rt are independent, this assumption is overly
restrictive as Engle and Bollerslev (1986) have noted volatility clustering and strong autocorrelations in
the time series of squared returns, leading them to develop the ARCH and GARCH models in the 1980s.
Therefore, we assume the distribution of rn+1 depends on its past values Sn. Let µn(Sn) = E(rn+1 | Sn)
and Vn(Sn) = E(rn+1r
T
n+1 | Sn) be the conditional mean and second moment of rn+1 respectively, then
E(wT rn+1) = E(w
Tµn) and E((w
T rn+1)
2) = E(wTVnw) as we assume w is a function of Sn. Let
G(w) = F (E(wTµn), E(w
TVnw)) and ∇G(w) = ∇F (E(wTµn), E(wTVnw)) to simplify notations.
2.1 Constant solution for independent returns
If rt are i.i.d. with mean µ and covariance Σ, then µn(Sn) = µ and Vn(Sn) = V = Σ + µµ
T . Let wB be
the solution of (1). If wB is not a constant, let wB′ = E(wB(Sn)), then we have E(w
T
B′µ) = E(w
T
Bµ) and
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E(wTB′VwB′)− E(wTBVwB) = −E[(wB −wB′)TV(wB −wB′)] ≤ 0, which implies that
V ar(wTB′rn+1) =E(w
T
B′VwB′)− E(wTB′µ)2
≤E(wTBVwB)− E(wTB′µ)2 = V ar(wTBrn+1).
Therefore, if the value of the objective function F increases when the expected return increases or the variance
decreases, then we have G(wB′) ≥ G(wB) and hence wB is a constant vector. This result, which is summarized
in Lemma 1, justifies the use of problem formulation (2) for solving (1) when the returns are i.i.d.
Lemma 1. If rt are independent with mean µ and covariance Σ, and the objective function F in (1) is
increasing in the first argument and is decreasing in the second argument, then the solution to the problem (1)
is a constant vector function.
2.2 Optimal condition for the solution
Lemma 1 supports plug-in approach to solve (1) (by solving (2)) when there are good estimates of µ and Σ and
rt are independent. However it does not justify the use of plug-in approach when rt is just weakly stationary.
Let wˆ be the solution of (2) with µ and V replaced by µˆ and Vˆ. Actually, although the formulation (2) is
based on the assumption that w is constant, the fact that µˆ and Vˆ are computed based on given Sn implies
that µˆ, Vˆ, and hence wˆ are functions of Sn. By the method of Lagrange multiplier, the solution wˆ = wˆ(Sn)
of (2) with Ω = {w : wT1 = 1} satisfies the equation
(µˆ, 2Vˆwˆ)∇F (wˆT µˆ, wˆT Vˆwˆ)− λˆ1 = 0, ∀Sn (3)
where λˆ = ∇F (wˆT µˆ, wˆT Vˆwˆ)T (1T Vˆ−1µˆ, 2)/1T Vˆ−11. We now derive the condition for the optimal solution
for (1) and check when wˆ is equal to or close to the optimal solution.
For any w ∈ Ω and δ = δ(Sn) satisfying δT1 = 0, w + δ ∈ Ω. By Taylor expansion, we have
G(w + tδ) = G(w) +∇G(w)T (tE(δTµn), 2tE(wTVnδ) + t2E(δTVnδ)) +O(t2), (4)
for small t > 0. Let w∗ be the solution of (1), then we have
lim
t→0+
G(w∗ + tδ)−G(w∗)
t
≤ 0
⇒∇G(w∗)T (E(δTµn), 2E(δTVnw∗))T ≤ 0.
(5)
Since (5) holds for all δ with δT1 = 0, by replacing δ by −δ in (5), we get E[∇G(w∗)T (µn, 2Vnw∗)T δ] = 0.
Note that ∇G(w∗) can be included in the expectation because ∇G(w∗) = ∇F (E(w∗Tµn), E(w∗TVnw∗)) ∈
R2 is a constant vector that does not depend on Sn. On the other hand, if F is a concave function around
the point p∗ = (E((w∗)Tµn), E((w∗)TVnw∗)) so that the Hessian matrix of F is negative definite around p∗,
then we have
G(w∗ + tδ) ≤ G(w∗) +∇G(w∗)T [t(E(δTµn), 2E(δTVnw∗) + tE(δTVnδ))]
= G(w∗) +∇G(w∗)T (0, t2E(δTVnδ))
if E[∇G(w∗)T (µn, 2Vnw∗)T δ] = 0 for all δ satisfying δT1 = 0. It then implies that lim
t→0+
(G(w∗ + tδ) −
G(w∗))/t ≤ 0 and the results in Lemma 2.
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Lemma 2. The necessary condition for a function w∗ = w∗(Sn) to be the solution of (1) is
∇G(w∗)TE[(µn, 2Vnw∗)T δ] = 0 ∀δ ∈ {δ : δT1 = 0}.
If F is a concave function around p∗, the condition is also sufficient.
Take µˆ(Sn) = µn(Sn) and Vˆ(Sn) = Vn(Sn) as the estimates of µ and V in (3), then (3) imply that
plug-in solution wˆ(Sn) satisfies
E[∇F (wˆTµn, wˆTVnwˆ)T (µn, 2Vnwˆ)T δ] = 0 ∀δ ∈ {δT1 = 0}. (6)
Note that (6) does not imply the optimal condition in Lemma 2 as ∇G(w∗), which is a constant vector, does
not equal to ∇F (wˆ(Sn)Tµn(Sn), wˆ(Sn)TVn(Sn) wˆ(Sn)), which is a function vector of Sn, in (6) in general.
On the other hand, if ∇F (and hence ∇G) is a constant vector, then (6) and Lemma 2 implies that plug-in
solution wˆ is also a solution to (1). Let U = E(wTµn) and V = E(w
TVnw). If we consider the problem
formulation in Lai et al. (2011), we have
F (U, V ) = U − λ(V − U2) ∇F (U, V ) = (1 + 2λU,−λ)T . (7)
If the variance of wˆ(Sn)
Tµn(Sn) is small so that wˆ(Sn)
Tµn(Sn) ' E(wˆTµn) with high probability, then
∇F (wˆ(Sn)Tµn(Sn), wˆ(Sn)TVn(Sn)wˆ(Sn)) is close to ∇G(wˆ) in most cases by (7) and hence wˆ is a good
approximate solution to (1) by Lemma 2. It supports the use of plug-in approach for the objective funcitons
of the form (7) for some cases. Other objective functions that people would consider are
F (U, V ) =
U − r0√
V − U2 with ∇F (U, V ) = (V − U
2)−
3
2 (V − r0U, r0 − U
2
)T , and (8)
F (U, V ) = U − λ
√
V − U2 with ∇F (U, V ) = (1 + λU√
V − U2 ,−
λ
2
√
V − U2 ). (9)
Here the objective function in (8) is for Sharpe ratio with r0 constant risk-free interest rate, and the one in
(9) is for 100(1−α)% VaR under normal distributed returns assumption when λ = z1−α, and for 100(1−α)%
ES when λ = φ(z1−α)/α.
3 Functional optimization approach
As we know that the plug-in solution wˆ is not the solution of (1) in general, we want to find another function
vector w such that G(w) > G(wˆ). Since the solution of (1) is a constant vector if rt are independent, we
assume rt depends on its past values. As choosing an appropriate time-series model for rt is not the focus of
this paper, we simply assume an AR(1) model for each stock’s return,
ri,t = αi + βiri,t−1 + εi,t, i = 1, . . . , p, (10)
where αi and βi are model coefficients and εi,t is an error term with mean 0 independent of ri,t−1, in this
paper. Note that this assumed model can be replaced by any other models for the theorems and algorithms in
the paper. For theoretical analysis, we assume µn(Sn) = E(rn+1 | Sn) = (αi + βiri,n)i=1,...,p and Vn(Sn) =
E(rn+1r
T
n+1 | Sn) = V ar(εn+1 | Sn) + µn(Sn)µn(Sn)T are known functions of Sn. In practice, we use
the least squares estimators αˆi(Sn) and βˆi(Sn) given Sn to replace αi and βi, and use µˆ(Sn) = (αˆi(Sn) +
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βˆi(Sn)ri,n)i=1,...,p and Vˆ(Sn) =
1
n
∑n
t=1 εˆt(Sn)εˆt(Sn)
T + µˆ(Sn)µˆ(Sn)
T , where εˆt(Sn) = (ri,t − αˆi(Sn) −
βˆi(Sn)ri,t−1)i=1,...,p, to replace µn(Sn) and Vn(Sn).
3.1 One-step algorithm
By equation (4), G(wˆ + tδ) = G(wˆ) + t∇G(wˆ)T (E(δTµn), 2E(wˆTVnδ)) + O(t2), which implies that if we
choose δ(Sn) = (µn(Sn), 2Vn(Sn)wˆ(Sn)), and ∇G(wˆ) and δ(Sn) does not equal to zero almost for sure,
then the first order term of δ in (4) becomes E(||δ||2) > 0 and hence G(wˆ + tδ) > G(wˆ) for positive small
t. Let D1(w)(Sn) = (µn(Sn), 2Vn(Sn)w(Sn))∇G(wˆ). In order to satisfy the constraint δT1 = 0 so that
wˆ + tδ ∈ Ω, we consider δ = PD1(wˆ), where P = (I− 11T /p) is the projection matrix projecting D1(wˆ)(Sn)
on to the space that is orthogonal to 1 for all Sn. Note that P
T = P and P2 = P, hence the first order
term in (4) with this δ satisfying δT1 = 0 still equals to E(||δ||2) ≥ 0. Note that E(||δ||2) = 0 if and only
if P(µn(Sn), 2Vn(Sn)wˆ(Sn))∇G(wˆ) = 0 for all Sn almost for sure, which implies that for all δ0 satisfying
δT0 1 = 0,
E[∇G(wˆ)T (µn, 2Vnwˆ)T δ0] = E[∇G(wˆ)T (µn, 2Vnwˆ)TPT δ0] = 0
and hence wˆ satisfies the optimal condition in Lemma 2. Therefore, before the optimal condition is satisfied,
we have E(||δ||2) > 0 and G(wˆ + tδ) > G(wˆ) for positive t small enough. The computation of such t and
δ function is presented in Algorithm 1, which involves the computation of E(wˆTµn) and E(wˆ
TVnwˆ) for
evaluating G(wˆ) (and also G(wˆ + tδ)). Since the expectations are very difficult, if not impossible, to compute
explicitly in general, we use bootstrap method to generate S
(1)
n , . . . ,S
(b)
n based on Sn for some fixed integer
B, and then estimate the expected values by
E(wˆTµn) ' 1
B
B∑
b=1
wˆ(S(b)n )
Tµn(S
(b)
n ),
E(wˆTVnwˆ) ' 1
B
B∑
b=1
wˆ(S(b)n )
TVn(S
(b)
n )wˆ(S
(b)
n )
(11)
If rt are independent, then S
(b)
n can be generated by resampling {r1, . . . , rn} in Sn. However, as we assume
rt are dependent, we consider other resampling methods to handle the dependence. The details are given in
Section 5.1.
Algorithm 1 One-step algorithm
Input: Sn = {r1, . . . , rn}, functions µn, Vn and wˆ
Step 1 Generate S
(1)
n , . . . ,S
(B)
n based on Sn
Step 2
Compute µn(S
(b)
n ),Vn(S
(b)
n ) and wˆ(S
(b)
n ) for b = 1, . . . , B.
Compute Uˆ = 1
B
∑B
b=1 wˆ(S
(b)
n )
Tµn(S
(b)
n ), Vˆ =
1
B
∑B
b=1 wˆ(S
(b)
n )
TVn(S
(b)
n ) wˆ(S
(b)
n ).
Step 3 Compute δ1(Sn) = (µn(Sn), 2Vn(Sn)wˆ(Sn))∇G(wˆ), where ∇G(wˆ) = ∇F (Uˆ , Vˆ ).
Step 4
Compute δ(S
(b)
n ) = Pδ1(S
(b)
n ) = (I− 11T /p)δ1(S(b)n ) for b = 1, . . . , B
Compute Uˆδ =
1
B
∑B
b=1 δ(S
(b)
n )
Tµn(S
(b)
n ), Vˆδ =
1
B
∑B
b=1 2δ(S
(b)
n )
TVn(S
(b)
n ) wˆ(S
(b)
n ),
and Vˆδδ =
1
B
∑B
b=1 δ(S
(b)
n )
TVn(S
(b)
n )δ(S
(b)
n ).
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Step 5 Choose tˆ such that F (Uˆ + tˆUˆδ, Vˆ + tˆ+ Vˆδ + tˆ
2Vˆδδ) > F (Uˆ , Vˆ )
Output: tˆ and δ
3.2 Multi-step algorithm
Let w0 be an initial estimate of the solution w
∗ of (1). It can be the plug-in solution wˆ or other trading
strategies like equal weighting, i.e. wi = 1/p for all i. Let t0 and δ0 = P(µn, 2Vnw0)∇G(w0) be the step-size
and direction computed by Algorithm 1 with wˆ = w0. Then we can get an updated function
w1(Sn) = w0(Sn) + t0δ0(Sn) = t0a0Pµn(Sn) + (I + 2t0b0PVn(Sn))w0(Sn), (12)
where (a0, b0)
T = ∇G(w0) do not depend on input Sn. Setting wˆ = w1 and applying Algorithm 1 again
results in another estimate function w2(Sn) = w1(Sn) + t1δ1(Sn). Ignoring the bias from the expected values
estimated by boostrap method, the argument in Section 3.1 implies that G(w2) > G(w1) > G(w0) and we
can repeat Algorithm 1 multiple times to get a better estimate of w∗.
Let wk be the estimated function of w
∗ after applying Algorithm 1 k times, then it is a function of Sn
consisting of a sequence of functions, namely w0,w1, . . . ,wk−1. Evaluating wk at a particular Sn requires
the evaluations of w0, . . . ,wk−1 at Sn. It means that the sequence of functions needs to be memorized,
which is troublesome when k is large. Fortunately, equation (12) gives us a solution to this issue. Let
Bk(Sn) = I + 2tkbkPVn(Sn) be a function mapping Sn to Rp×p, where tk is the step-size chosen in the kth
iteration of Algorithm 1 and (ak, bk)
T = ∇G(wk). Then similar to (12), we have
wk+1(Sn) = tkakPµn(Sn) +Bk(Sn)wk(Sn)
= [tkakI +
k−1∑
i=0
(
k∏
j=i+1
Bj(Sn))tiai]Pµn(Sn) + (
k∏
j=0
Bj(Sn))w0(Sn)
(13)
Therefore, (13) implies that the function wk only involves 3 functions (µn, Vn and w0), the sequence of chosen
step-sizes {t0, . . . , tk−1} and the sequence of gradient vectors {∇G(w0),∇G(w1), . . . ,∇G(wk−1)}, which are
generated during the process of applying Algorithm 1 for getting {w0, . . . ,wk}. Note that we don’t need
to memorize the sequence of functions {w0, . . . ,wk} in those k times Algorithm 1 iterations. The details of
computing {t0, . . . , tk−1} and {∇G(w0), . . . ,∇G(wk−1)} are presented in Algorithm 2.
Algorithm 2 Multi-step algorithm
Input: Observation Sn = {r1, . . . , rn}, functions µn, Vn and w0
Step 1 Generate S
(1)
n , . . . ,S
(B)
n based on Sn
Step 2
Compute µn(S
(b)
n ),Vn(S
(b)
n ) and w0(S
(b)
n ) for b = 1, . . . , B.
Compute U0 =
1
B
∑B
b=1 w0(S
(b)
n )
Tµn(S
(b)
n ) ≈ E(wT0 µn),
V0 =
1
B
∑B
b=1 w0(S
(b)
n )
TVn(S
(b)
n )w0(S
(b)
n ) ≈ E(wT0 Vnw0)
Step 3 For k = 0, 1, 2, . . . ,K
3.1 Compute (ak, bk)
T = ∇F (Uk, Vk)
3.2 Compute δPk(S
(b)
n ) = P(akµn(S
(b)
n ) + 2bkVn(S
(b)
n )wk(S
(b)
n )) for b = 1, . . . , B,
Compute Uδ =
1
B
∑B
b=1 δPk(S
(b)
n )
Tµn(S
(b)
n ), Vδ =
1
B
∑B
b=1(2δPk(S
(b)
n )
T Vn(S
(b)
n )wk(S
(b)
n )), Vδδ =
1
B
∑B
b=1 δPk(S
(b)
n )
TVn(S
(b)
n )δPk(S
(b)
n )
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3.3 Choose tk such that F (Uk + tkUδ, Vk + tkVδ + t
2
kVδδ) > F (Uk, Vk)
3.4 Update Uk+1 = Uk + tkUδ, Vk+1 = Vk + tkVδ + t
2
kVδδ, wk+1(S
(b)
n ) = wk(S
(b)
n ) + tkδk(S
(b)
n )
Output: a = (a0, a1, . . . , ak−1), b = (b0, b1, . . . , bk−1), and t = (t0, t1, . . . , tk−1)
3.3 Convergence rate
If the solution w∗ of (1) exists, we have seen that the estimated functions wk having the property that
the sequence {G(wk), k = 0, 1, 2, . . . } is increasing and hence converges to some point as the increasing
sequence {G(wk)} is bounded above by G(w∗). In this section, we give the conditions for G(wk) converging
to G(w∗) and the convergence rate when {wk} converges. Given w, let zw(δ) = (E(δTµn), 2E(wTVnδ)) and
z2(δ) = (0, E(δ
TVnδ)). We consider the Taylor expansion of F up to second order derivative to get
G(w + δ)
=G(w) +∇G(w)T (zw + z2) + 1
2
(zw + z2)
T∇2G(w)(zw + z2) + O(E||δ||3)
=G(w) + E(D1(w)
T δ) + b(w)E(δTVnδ) +
1
2
zw
T∇2G(w)zw + O(E||δ||3),
(14)
where b(w) is the second argument of ∇G(w) and ∇2G(w) is the Hessian matrix of F evaluated at (E(wTµn),
E(wTVnw)). Set w = w
∗ in (14), if we have b(w∗) < 0 and ∇2G(w∗) is semi-negative definite ( or b(w∗) ≤ 0
and ∇2G(w∗) is negative definite), then the second order term of δ in (14) is strictly negative. Suppose we
further have the following strong concavity assumption around w∗:
Assumption 1 (Local strong concavity assumption). There exist ε > 0 and M > m > 0 such that for all δ
satisfying w∗ + δ ∈ Ω ∩B(ε), where B(ε) = {w : E(||w(Sn)−w∗(Sn)||2) ≤ ε}, we have
− m
2
E||δ||2 > b(w∗)E(δTVnδ) + 1
2
zw∗
T∇2G(w∗)zw∗ > −M
2
E||δ||2. (15)
Therefore, for small E||δ||, we have −m
2
E||δ||2 ≥ G(w∗ + δ)−G(w∗)−E(D1(w∗)T δ) ≥ −M2 E||δ||2 for
δ in the assumption. Based on the assumption (15), we have the following theorem for convergence.
Theorem 1. Assume there exist ε > 0, M > m > 0 such that
A1. for all w ∈ B(ε) and w + δ ∈ B(ε),
−m
2
E||δ||2 ≥ G(w + δ)−G(w)− E(D1(w)T δ) ≥ −M
2
E||δ||2;
A2. the estimated functions wk, k = 0, 1, 2, . . . , generated by Algorithm 2 with tk =
2
M+m
are all in B(ε);
A3. for w ∈ B(E||w0−w∗||), w+δ(w) ∈ B(ε) and w+δ(w)+ 1M−m (D1(w+δ(w))−D1(w)+mδ(w)) ∈ B(ε),
where δ(w) = 1
M+m
PD1(w).
Then, we have
E||wk −w∗|| ≤ (M −m
M +m
)kE||w0 −w∗||. (16)
Assumption A1 in Theorem 1 implies that the local strong concavity assumption (15) holds for w around
w∗. We have seen that the sequence {G(wk)} converges to some value. Assumption A2 further assumes that
{E||wk −w∗||} does not diverge so that wk ∈ B(ε) for all k if w0 is close to w∗. Note that if there exists M
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satisfies (15), then M can be chosen to be a very large number so that (M +m)−1 can be any small positive
number. In this sense. if D1(w) is a smooth bounded function for w ∈ B(ε), then δ(w) in Assumption A3 is
small in the sense that E||δ|| and E||D1(w+δ(w))−D1(w)|| are small enough for Assumption A3 holds. The
proof of Theorem 1 is presented in Appendix. The first inequality of the local strong concavity assumption
(15) holds if the conditional second moment function Vn is strictly positive definite and the second argument
b(w∗) of ∇G(w∗), which represents the change of F with respect to the second moment of (w∗)T rn+1, is
strictly negative. Therefore the assumption b(w∗) < 0 essentially means the value of the objective function F
increases when the variance of the optimal portfolio decrease, which is what we want in the design of F . For
example, b(w∗) in the problem formulation (7) and (9) are −λ and −λ/(2√V ar((w∗)T rn+1)) which are both
strictly negative. For the formulation (8) for Sharpe ratio, b(w∗) = 1
2
V ar((w∗)T rn+1)−
3
2 (r0−E((w∗)T rn+1))
is strictly negative if the expected return is greater than the risk-free return, which is reasonable to assume
to be true as we would then buy risk-free assets otherwise. Therefore, the local storng concavity assumption
is reasonable for general smooth F in practice.
4 Closed and convex constraint set Ω
In Section 3, we consider Ω = {w : wT1 = 1}, which means short-selling is allowed unlimitedly. In practice,
short-selling is limited and thus the constraint w ≥ ` (i.e., wi ≥ ` for i = 1, . . . , p) for some non-positive ` should
be added to Ω. If ` = 0, it is the case that short-selling is not allowed. Note that Ω = {w | wT1 = 1,w ≥ `}
is a closed convex set. For a general function w mapping Sn to R
p, we define PΩw to be a function in Ω in
the way that, given any Sn = {r1, . . . , rn},
PΩw(Sn) = arg min
µ∈Ω(Sn)
||µ−w(Sn)||2, (17)
where Ω(Sn) = {w(Sn) : w ∈ Ω} ⊂ Rp. As Ω is closed and convex, Ω(Sn) is also closed and convex and
PΩw(Sn) is an operation projecting w(Sn) onto Ω(Sn). By projection theorems on closed and convex sets
(see, for example, Cheney and Goldstein (1959)), we have the following properties for PΩw(Sn) for all Sn of
past returns.
||PΩw1(Sn)− PΩw2(Sn)|| ≤ ||w1(Sn)−w2(Sn)||, (18)
(w(Sn)− PΩw(Sn))T (w0(Sn)− PΩw(Sn)) ≤ 0, ∀w0 ∈ Ω (19)
where w, w1 and w2 are general functions mapping Sn to Rp. We start from the ascent direction D1(wk)
for wk ∈ Ω that is defined in Section 3.1. Instead of considering δk = PD1(wk) so that wk+1 = wk + tδk
satisfying wT1 = 1, we consider wk+1 = PΩyk, where yk = wk + tD1(wk) for some t > 0, so that wk+1 ∈ Ω.
Let δk = wk+1−wk = PΩy−PΩwk, then from (18), ||δk(Sn)|| ≤ ||yk(Sn)−wk(Sn)|| = t||D1(wk)(Sn)||, and
thus by equation (4) we have
G(wk+1) = G(wk) + E(D1(wk)
T (wk+1 −wk)) +O(t2). (20)
Note that E(D1(wk)
T (wk+1 −wk)) is of O(t) and we want to show that E(D1(wk)T (wk+1 −wk)) > 0 for
t > 0. From (19), for all Sn,
(yk(Sn)−wk(Sn))T (wk+1(Sn)−wk(Sn))
=||wk+1(Sn)−wk(Sn)||2 − (yk(Sn)−wk+1(Sn))T (wk(Sn)−wk+1(Sn)) ≥ 0,
(21)
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which implies that E(D1(wk)
T (wk+1−wk)) = 1tE((yk−wk)T (wk+1−wk)) > 0 and hence we have G(wk+1) >
G(wk) if wk+1 6= wk. The modified Algorithm 2 for general closed and convex Ω is presented in Algorithm 3.
Let w∗ be the solution and take wk = w∗ in (21). Since w∗ is optimal, the equal sign must holds in (21) and
thus wk+1 = PΩyk = wk = w
∗, where yk = w∗+tD1(w∗). In the case that Ω = {w : wT1 = 1}, we can check
that PΩyk = w
∗ + tPD1(w∗), where P is the projection matrix in Algorithm 1, and hence PD1(wk) = 0,
which leads to the optimal condition in Lemma 2. With this observation we can show that Theorem 1 also
holds for closed and convex Ω. The proof is provided in the Appendix.
Theorem 2. With the same assumptions in Theorem 1, the inequality (16) also holds with closed and convex
Ω and wk generated by Algorithm 3.
Algorithm 3 Multi-step algorithm for closed and convex Ω
Input: Observation Sn = {r1, . . . , rn}, functions µn, Vn and w0
Step 1 Generate S
(1)
n , . . . ,S
(B)
n based on Sn
Step 2
Compute µn(S
(b)
n ),Vn(S
(b)
n ) and w0(S
(b)
n ) for b = 1, . . . , B.
Compute U0 =
1
B
∑B
b=1 w0(S
(b)
n )
Tµn(S
(b)
n ) ≈ E(wT0 µn),
V0 =
1
B
∑B
b=1 w0(S
(b)
n )
TVn(S
(b)
n )w0(S
(b)
n ) ≈ E(wT0 Vnw0)
Step 3 For k = 0, 1, 2, . . . ,K
3.1 Compute (ak, bk)
T = ∇F (Uk, Vk)
3.2 Compute δk(S
(b)
n ) = akµn(S
(b)
n ) + 2bkVn(S
(b)
n )wk(S
(b)
n ) for b = 1, . . . , B,
Compute Uδ =
1
B
∑B
b=1 δk(S
(b)
n )
Tµn(S
(b)
n ),
Vδ =
1
B
∑B
b=1(2δk(S
(b)
n )
T Vn(S
(b)
n )wk(S
(b)
n )),
Vδδ =
1
B
∑B
b=1 δk(S
(b)
n )
TVn(S
(b)
n )δk(S
(b)
n )
3.3 Choose tk such that F (Uk + tkUδ, Vk + tkVδ + t
2
kVδδ) > F (Uk, Vk)
3.4 Update Uk+1 = Uk + tkUδ, Vk+1 = Vk + tkVδ + t
2
kVδδ, yk = wk + tkδk, wk+1(Sn) = PΩyk(Sn)
Output: a = (a0, a1, . . . , ak−1), b = (b0, b1, . . . , bk−1), and t = (t0, t1, . . . , tk−1).
5 Implementation in practice
The convergence in Theorems 1 and 2 requires the expected values in Algorithms 2 and 3 to be exactly
evaluated. However those expected values cannot be exactly computed in practice due to two issues. First, the
true model for rn+1 and its past values Sn is unknown. The conditional expectations µn(Sn) = E(rn+1 | Sn)
and Vn(Sn) = E(rn+1r
T
n+1 | Sn) can only be estimated by the observed samples Sn together with some prior
knowledge about rn+1. Second, even if the model for rn+1 is known, the expected values of wk(Sn)
Tµn(Sn)
and wk(Sn)
TVn(Sn)wk(Sn) can be very difficult to compute exactly since wk can be a complicated function.
The first issue can be addressed by conducting time series analyses on rt to choose a good model and fit model
parameters. Many tools have been developed for such time series analyses (e.g. see Lai and Xing (2008)). In
this paper, we simply consider the AR(1) model (10) to allow wrong model fitting to see the robustness of our
approach in the simulations and the empirical study. For the second issue, we address it by using bootstrap
resampling to estimate the expected values.
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5.1 S
(b)
n generation
The traditional bootstrap samples S
(b)
n = {r(b)1 , . . . , r(b)n } by drawing with replacement from the observed
sample Sn = {r1, . . . , rn}. However, such resampling ignores the correlation between rt and rt+h for small lag
h ≥ 1. To solve this issue, it is suggested to group {r1, . . . , rn} into blocks that contain consecutive rt and
sample on those blocks so that certain level of correlation among the resampled returns is remained. This idea
is called block bootstrap. Hall (1985) and Kunsch (1989) introduce the block bootstrap as a nonparametric
extension of the bootstrap for handling dependent data. Following their work, further studies and modifications
of block bootstrap have been proposed; see Bu¨hlmann (1997), Paparoditis and Politis (2002) and Lee and Lai
(2009). We present the double block bootstrap proposed by Lee and Lai (2009) in Algorithm 4 and apply it
for S
(b)
n generation in our simulations and the empirical study due to its simplicity.
Another approach to handle dependent data is by parametric bootstrap. For example, if we know that rt
follow AR(1) model (10) with εt = (ε1,t, . . . , εp,t)
T are independent, then we can apply traditional bootstrap
to sample {ε(b)1 , . . . , ε(b)n } by drawing with replacement from {εˆt(Sn), t = 1, . . . , n} and then generate
S(b)n = {r(b)t = (r(b)1,t , . . . , r(b)p,t)T : r(b)i,t = αˆi(Sn) + βˆi(Sn)r(b)i,t−1 + ε(b)i,t , t = 1, . . . , n}, (22)
where ε
(b)
i,t is the i
th entry of ε
(b)
t and r
(b)
i,0 = ri,0 = 0. In the case that εt are not independent, as pointed out
in Engle and Bollerslev (1986), we can apply Algorithm 4 to generate ε
(b)
t with Sn replaced by {εˆt(Sn)}, and
then generate S
(b)
n by (22).
Algorithm 4 S
(b)
n generation
Input: Sn = {r1, . . . , rn}
Step 1 Resampling the first-level block bootstrap X∗ = {r∗1, . . . , r∗n}
1.1 Let blocks Bj,` = {rj , . . . , rj+`−1}, j = 1, . . . , n′, be the overlapping blocks, where ` = [n1/3], n′ =
n+ `− 1. Here [x] denotes the integer part of x.
1.2 Sampling a = [n/`] blocks with replacement from Bj,`, j = 1, . . . , n
′ and pasting them end to end to
get X∗.
Step 2 Resampling the second-level block bootstrap X∗∗
2.1 Let blocksB∗i,j,k = {r∗(i−1)`+j , . . . , r∗(i−1)`+j+k−1} be the overlapping blocks within {r∗(i−1)`+1, . . . , r∗i`},
where k = [`/2], i = 1, . . . , a, j = 1, . . . , `′ and `′ = `− k + 1.
2.2 Sampling c = [n/k] + 1 blocks with replacement from {B∗i,j,k, i = 1, . . . , a, j = 1, . . . , `′} and pasting
them end to end. Take the first n elements to get X∗∗.
Output: S
(b)
n = X
∗∗
5.2 Step-size selection
To guarantee improvement of wk+1 over wk, we need to correctly evaluate G(wk) and ∇G(wk), which involve
Uk = E(w
T
k µn) and Vk = E(w
T
k Vnwk). By choosing a good model and applying the bootstrap resampling
methods in Section 5.1, we hope to get good enough estimates for the expected values so that the estimated
G(wk) and ∇G(wk) are close to the true values. However, if the estimates of the expected values are poor
(probably because wrong model fitting), we can get wrong ascent direction and lead to wrong estimated
solution function that could be even worse than the plug-in solution. Since we leave the problem of model
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fitting elsewhere, we are accumulating probably non-negligible bias in each iteration of Algorithm 3. Therefore,
we suggest to set the number K of iterations in Step 3 to be a small number to get a better solution function
than the initial function w0. In our simulations and the empirical study, we set K = 3. In Step 3.3 we
need to choose tk such that G(wk+1) > G(wk). Since it is guaranteed for tk small enough if the expected
values involved can be computed exactly, intuitively we may start from a large tk,0 and keep reducing it
by setting tk,j = ρtk,j−1, 0 < ρ < 1, until the inequality G(wk+1) > G(wk) holds. However, due to the
accumulated bias, in order to avoid getting much worse solution than w0, we suggest a small step in each
iteration by controlling the norms of tkδk in Step 3. Intuitively we may consider starting from tk,0 = /δk(Sn)
for some  > 0. However, since tk should be independent of the input Sn, we use E(δk), which is estimated
by B−1
∑B
b=1 δk(S
(b)
n ), to replace δk(Sn). In Sections 6 and 7, we take tk,0 = max(1, 0.1/E(δk))) and ρ = 0.5.
6 Simulation studies
In this section, we illustrate the performance of Algorithm 3 through simulations under various settings.
For all the simulations, we choose the number B of resampling to be 60. Without assuming the true data
generating mechanism of simulated returns rt, we use µˆ(Sn) and Vˆ(Sn) that are based on the AR(1) model
(10) as described in the first paragraph of Section 3 to replace µn(Sn) and Vn(Sn) in Algorithm 3. The
initial function w0 is chosen to be the plug-in solution of problem (2) with µ and V replaced by sample mean
and sample second moment, which are common choices for weakly stationary returns in real applications. We
generate returns ri,t, i = 1, . . . , 20, based on model (10) with different choices of αi, βi and εi,t:
(AR) Assume εi,t ∼ N (0, σ2) independently. Set αi = 0.005, βi = −0.4, and σ = 0.04 for all i. The values of
the parameters are chosen by fitting the AR(1) model to the excess returns of Amazon (AMZN.O) over
S&P500, which is described in Section 7, in the period of January 2019 to December 2019. With these
choices, the unconditional mean and variance of ri,t are αi/(1− βi) = 0.0036 and σ2 = 0.0016.
(IID) Assume εi,t ∼ N (0, σ2) independently. Set βi = 0 so that ri,t are independent. We choose αi = 0.0036
so that the unconditional mean and variance are the same as in the Setting AR.
(GARCH) Assume εi,t = σi,tzi,t, where σ
2
i,t = γ0 + γ1σ
2
i,t−1 + γ2ε
2
i,t−1 and zi,t ∼ N (0, 1) independently. It
is the AR(1)-GARCH(1,1) model described in Section 6.3 of Lai and Xing (2008). Set αi = 0.005,
βi = −0.4,γ1 = γ2 = 0.2 and γ0 = σ2(1 − (γ1 + γ2)) = 0.00096 so that the unconditional mean and
variance are the same as in Settings AR and IID.
The first 60 generated samples are training samples, and we construct portfolios w with portfolio returns
wT rt, for t = 61, . . . , 80, so that the objective function G(w) = F (E(w
T rt), E((w
T rt)
2)) in (1) is maximum.
We consider the mean-variance (MV) formulation (7), the Sharpe ratio (SR) formulation (8) and the mean-
standard-derivation (Msd) formulation (9) with λ in (7) and (9) chosen to be z0.9 or 0.1z0.9. The constraint
set is Ω = {w : wT1 = 1, wi ≥ LB} for LB = −0.2 or LB = −1. For portfolio w construction, we compare
three approaches:
1. Baseline approach. We set wi = 1/20 for all i. Note that the unconditional mean and variance for
each ri,t are identical, and ri,t and rj,t are independent for i 6= j. Therefore, in the case of IID where
the solution is constant, E(wT rt) = w
TE(rt) = w
T1E(ri,t) = 0.0036 does not depend on w and
V ar(wT rt) = w
TΣw = σ2
∑20
i=1 w
2
i is minimum when wi = 1/20, which implies that this baseline
approach leads to the true solution of (1) in IID case. Note that if we consider w as a constant
vector and get to problem (2), since µ and V are the same in all settings, the baseline solution is also
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the solution of (2) in AR and GARCH settings. Let rBLt =
∑20
i=1 ri,t/20 be the portfolio return for
baseline approach at time t = 61, . . . , 80, and GˆBL = F ( 1
20
∑20
t=1 r
BL
20+t,
1
20
∑20
t=1(r
BL
20+t)
2) as an estimate
of G(wBL),where wBL = 1/20.
2. Plug-in approach. For 61 ≤ t ≤ 80, we solve problem (2) with µ and V replaced by the sample mean
µˆ and sample second moment Vˆ based on the set St−1 = {rt−60, . . . , rt−1}. Let wPI(St−1) be the
solution at time t, rPIt = wPI(St−1)
T rt and Gˆ
PI = F ( 1
20
∑20
t=1 r
PI
20+t,
1
20
∑20
t=1(r
PI
20+t)
2).
3. Functional approach. We apply Algorithm 3 on the training samples r1, . . . , r60 to get the outputs
a, b and t. Then, for a given t, we compute wfun(St−1) by (13) with w0(St−1) = wPI(St−1). Let
rfunt = wfun(St−1)
T rt and Gˆ
fun = F ( 1
20
∑20
t=1 r
fun
20+t,
1
20
∑20
t=1(r
fun
20+t)
2).
For each setting and each method, we repeat the simulations 100 times independently to get {GˆBL(`), GˆPI(`),
Gˆfun(`)}, ` = 1, . . . , 100. Define ∆PI = 1100
∑100
`=1(Gˆ
PI(`)−GˆBL(`)) and ∆fun = 1100
∑100
`=1(Gˆ
fun(`)−GˆBL(`)),
we test the null hypothesis H0 : E(∆fun) ≤ E(∆PI) by applying one-sided pair t-test on {GˆPI(`), Gˆfun(`)},
` = 1, . . . , 100. The p-values are presented in Table 1,2 and 3, which also report the number n+ of times that
Gˆfun(`) > GˆPI(`) and the number n0 of times that Gˆ
fun(`) = GˆPI(`) in 100 simulations.
Table 1: Comparison of the performance of Algorithm 3 with plug-in and baseline approaches under
IID setting. The values in parentheses under ∆PI and ∆fun are standard deviations.
LB=-0.2 LB=-1
F λ ∆PI ∆fun p-value (n+, n0) ∆PI ∆fun p-value (n+, n0)
SR -0.2 (0.3) -0.3 (0.3) 1.00 (26,0) -0.2 (0.2) -0.3 (0.3) 1.00 (32,0)
MV
0.1z0.9 -3e-3 (3e-2) -3e-3 (3e-2) 0.50 (47,0) -2e-2 (9e-2) -2e-2 (9e-2) 0.58 (48,0)
z0.9 -1e-2 (2e-2) -1e-2 (2e-2) 0.99 (37,0) -5e-2 (5e-2) -6e-2 (6e-2) 1.00 (31,0)
Msd
0.1z0.9 -9e-3 (2e-2) -1e-2 (2e-2) 0.94 (45,0) -4e-2 (8e-2) -4e-2 (7e-2) 0.90 (49,0)
z0.9 -5e-3 (4e-3) -4e-2 (2e-2) 1.00 (0,0) -5e-3 (3e-3) -2e-2 (3e-2) 1.00 (0,84)
Table 2: Comparison of the performance of Algorithm 3 with plug-in and baseline approaches under
AR setting. The values in parentheses under ∆PI and ∆fun are standard deviations.
LB=-0.2 LB=-1
F λ ∆PI ∆fun p-value (n+, n0) ∆PI ∆fun p-value (n+, n0)
SR -0.3 (0.2) 0.8 (0.4) 2e-52 (100,0) -0.3 (0.2) 1 (0.4) 3e-56 (100,0)
MV
0.1z0.9 -2e-2 (2e-2) 3e-2 (2e-2) 5e-55 (100,0) -9e-2 (8e-2) 2e-2 (6e-2) 1e-60 (100,0)
z0.9 -2e-2 (1e-2) 4e-2 (2e-2) 4e-58 (100,0) -8e-2 (4e-2) 5e-2 (4e-2) 1e-65 (100,0)
Msd
0.1z0.9 -3e-2 (2e-2) 3e-2 (2e-2) 9e-55 (100,0) -0.1 (6e-2) 9e-4 (5e-2) 4e-60 (100,0)
z0.9 -4e-3 (3e-3) 2e-2 (1e-2) 3e-38 (98,0) -4e-3 (3e-3) -2e-3 (1e-2) 3e-3 (8,92)
Table 3: Comparison of the performance of Algorithm 3 with plug-in and baseline approaches under
GARCH setting. The values in parentheses under ∆PI and ∆fun are standard deviations.
LB=-0.2 LB=-1
F λ ∆PI ∆fun p-value (n+, n0) ∆PI ∆fun p-value (n+, n0)
SR -0.3 (0.2) 0.8 (0.4) 2e-46 (100,0) -0.3 (0.2) 0.9 (0.5) 2e-44 (99,0)
MV
0.1z0.9 -2e-2 (2e-2) 3e-2 (2e-2) 3e-56 (100,0) -7e-2 (5e-2) 3e-2 (4e-2) 5e-61 (100,0)
z0.9 -2e-2 (1e-2) 3e-2 (1e-2) 2e-63 (100,0) -6e-2 (3e-2) 5e-2 (3e-2) 6e-64 (100,0)
Msd
0.1z0.9 -2e-2 (1e-2) 3e-2 (1e-2) 6e-61 (100,0) -9e-2 (5e-2) 2e-2 (5e-2) 4e-59 (100,0)
z0.9 -3e-3 (3e-3) 1e-2 (1e-2) 2e-31 (94,0) -4e-3 (3e-3) 2e-3 (1e-2) 1e-7 (33,65)
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Table 1 shows that the baseline solution outperforms the plug-in and our proposed solutions. All settings
have negative ∆PI or ∆fun over the baseline solution. It is consistent with the fact that the baseline solution
is the exact solution of (1) in the IID case. Since the solution is a constant vector, it is not surprising that
the plug-in method, which solves (1) by treating w as constant, performs better than our functional method.
However, in the case of AR in Table 2 or GARCH in Table 3, the functional approach performs much better
than the plug-in approach. We have ∆PI all negative for the plug-in solution. It is because baseline solution
is the solution of (2) with exact µ and Σ while plug-in solution solves the same problem (2) with µ and
Σ replaced by sample estimates. On the other hand, we have ∆fun nearly all positive. The only case that
∆fun < 0 has mean (−0.002) much less than the corresponding standard deviation (0.01). The proposed
approach can outperform the oracle (baseline) approach because the solution of (1) is a function of past
returns. We observe the similar results for the case of GARCH in Table 3.
Although the proposed solution performs still better than plug-in solution in the settings of Msd with
λ = z0.9 under both AR and GARCH models, the improvement is less significant than that in other settings.
It can be explained by the difficulty of variance (or second moment) estimation. It is known that Σ estimation
is more difficult than µ estimation. Comparing with other settings, the variance wTΣw has higher impact to
the objective function in the Msd problem with λ = z0.9 either because of larger λ or taking square root of
the variance. Hence the biases of variance estimation lead to worse performance of the functional approach in
the settings of Msd with λ = z0.9 than that in other settings.
7 An empirical study
In this section, we describe an empirical study to illustrate the application of our proposed method for
portfolio management. The study uses monthly stock market prices, including S&P500 and its components,
from January 2000 to December 2019, which are obtained from the WIND database. As we can see from
Figure 1, there are several highly volatile times in the stock market in this period, including the internet
bubble in the early 2000s, the recession in late 2000s, the European sovereign debt crisis that began in 2009,
the Chinese stock market crash in 2015, and the Turkish currency and debt crisis in 2018. The prices are
converted to log-returns by the formula ri,t = log(Pi,t/Pi,t−1) for the ith time series in the data set. We use the
first ten years, from January 2000 to December 2009, data as a training data to construct portfolio weighting
vector w by plug-in and the functional approaches as in Section 6 and compute the return for the month of
January 2010. The trading strategy is repeated in the test period, from January 2010 to December 2019 in
the following manner. For a particular month t in the test period, we select m = 50 stocks with the largest
market values among those that have no missing monthly prices in the previous 120 months. The log-returns
of those selected stocks in the past ten years before t are used as the training set {rt−119, . . . , rt−1}. The
portfolios for month t to be considered in the empirical study are formed from these m stocks. Note that the
stocks represented in rt may be varying for each month t. Therefore our proposed approach, Algorithm 3, is
applied for each month in the test period to update the vectors a, b, and t.
S&P500 is a capitalization-weighted index whose components are weighted according to the total market
value of their outstanding shares. To compare the returns of a portfolio with the returns of S&P500, we
consider the excess returns ei,t over the S&P500 Index ut. With the assumption that
∑p
i=1 wi = 1, we have
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Figure 1: Monthly Returns of SP500
∑p
i=1 wi(Sn)ri,n+1 − un+1 =
∑p
i=1 wi(Sn)ei,n+1. We construct portfolio to maximize the information ratio
E(w(Sn)
T en+1)√
Var(w(Sn)T en+1)
=
E(w(Sn)
Tµn(Sn))√
E(w(Sn)TVn(Sn)w(Sn))− E(w(Sn)Tµn(Sn))2
, (23)
which is of the form of problem formulation (8) with r0 = 0. Here et = (e1,t, . . . , ep,t)
T , Sn = {e1, . . . , en},
µn(Sn) = E(en+1 | Sn) and Vn(Sn) = E(en+1eTn+1 | Sn). Algorithm 3 requires µn and Vn to be known,
and thus we need to specify time series models for the excessive returns. The top panel of Figure 2 gives the
time series plot of excessive returns of Amazon (AMZN.O) and the bottom panel gives the autocorrelation
functions of the excessive returns. They suggest that there are correlations between the lags of the excessive
returns. We apply Ljung-Box test to test the autocorrelations of lags up to 12 months of the top 10 stocks that
have largest market value on January 2019. The p-values, which are presented in Table 4, show that the i.i.d.
assumption for ei,t does not hold. Therefore, estimating µn(Sn) and Vn(Sn) by the sample mean and second
moment may not be good choices. Further time-series analysis should be conducted to get better estimators
for µn(Sn) and Vn(Sn). Here we simply assume the simple AR(1) model (10) with the returns ri,t replaced
by excessive returns ei,t, i.e., ei,t = αi + βiei,t−1 + εi,t, and we use µˆ(Sn) = (αˆi(Sn) + βˆi(Sn)ri,n)i=1,...,p and
Vˆ(Sn) =
1
n
∑n
t=1 εˆt(Sn)εˆt(Sn)
T + µˆ(Sn)µˆ(Sn)
T to estimate µn(Sn) and Vn(Sn) as described in Section 3.
Table 4: Results of Ljung-Box test
Stock MSFT.O AAPL.O AMZN.O JNJ.N JPM.N XOM.N BRK B.N WMT.N PFE.N BAC.N
p-values 5.07E-01 5.31E-01 1.32E-02 6.05E-01 1.90E-05 6.60E-01 9.83E-01 1.19E-03 2.29E-01 6.22E-02
Similar to the notations in Section 6, we let wPI(St) be the portfolio generated by the plug-in approach
with an input St, and wfun(St) be the portfolio generated by the the functional approach with an input St and
the initial function w0 = wPI . Let e
PI
t = wPI(St−1)
T et and e
fun
t = wfun(St−1)
T et be the excess returns of
the portfolios wPI(St) and wfun(St) over S&P500 respectively. As t varies over the monthly test period from
January 2000 to December 2019, we add up the realized excess returns to give the cumulative excess return∑t
`=1 e` up to time t. Figures 3 gives the time series plots of the cumulative excess returns of plug-in and
functional portfolios over S&P500 for the constraint set Ω with LB equals to -0.2 and -1 respectively. The plots
show that the functional approach improves the cumulative excess return over the plug-in approach. Since
we choose portfolio to maximize the information ratio, we also use the realized information ratio Re = e¯/se,
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Figure 2: Excess Returns of Amazon
where e¯ is the sample average of the monthly excess returns and se is the corresponding sample standard
deviation, to compare the performance of wPI and wfun. Table 5 shows that the information ratio R
fun
e for
functional approach is better than the corresponding ratio RPIe for plug-in approach in the whole test period.
When we partition the whole test period into five 2-year intervals, we still see that Rfune is higher in most of
the intervals, except the last one.
Table 5: Realized information ratios of portfolios from plug-in approach and functional approach in
different intervals.
LB=-0.2 LB=-1
Time Interval RPIe R
fun
e R
PI
e R
fun
e
01.2010-12.2011 0.23 0.43 0.23 0.47
01.2012-12.2013 -0.12 -0.02 -0.13 -0.07
01.2014-12.2015 -0.002 0.04 0.12 0.13
01.2016-12.2017 -0.12 -0.11 0.03 0.04
01.2018-12.2019 0.19 0.15 0.18 0.16
Overall 0.06 0.12 0.10 0.18
Although the goal of this paper is to solve problem (1), people may consider using conditional mean
E(wT rn+1 | Sn) and conditional variance V ar(wT rn+1 | Sn) to replace the unconditional mean and variance
in (1) as the set Sn is given as the time of portfolio construction. However, by the law of iterated conditional
expectations, V ar(wT rn+1) = E[V ar(w
T rn+1 | Sn)] + V ar[E(wT rn+1 | Sn)], the variance V ar[E(wT rn+1 |
Sn)] = V ar[w(Sn)
Tµn(Sn)] from the randomness of Sn is ignored when the unconditional mean and variance
are replaced by conditional ones. Figure 4 and Table 6 show that the performance of plug-in approach get
worse if conditional mean and variance are used.
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Figure 3: The upper panel is the time series plot of realized cumulative excess returns over S&P500
with the constraints
∑
wi = 1 and wi ≥ −0.2, the lower panel is the time series plot of realized
cumulative excess returns over S&P500 with the constraints
∑
wi = 1 and wi ≥ −1.
Figure 4: The upper panel is time series plot of realized cumulative excess returns from plug-in method
on unconditional mean & variance and conditional mean & variance with the constraints
∑
wi = 1
and wi ≥ −0.2, the lower panel is time series plot of realized cumulative excess returns from plug-in
method on unconditional mean & variance and conditional mean & variance with the constraints∑
wi = 1 and wi ≥ −1.
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Table 6: Realized information ratios of portfolios from plug-in approachs on unconditional mean &
variance and conditional mean & variance in different intervals.
LB=-0.2 LB=-1
Time Interval Unconditional
Mean & Variance
Conditional Mean
& Variance
Unconditional
Mean & Variance
Conditional Mean
& Variance
01.2010-12.2011 0.23 0.12 0.23 0.07
01.2012-12.2013 -0.12 -0.14 -0.13 -0.12
01.2014-12.2015 -0.002 -0.0004 0.12 0.03
01.2016-12.2017 -0.12 -0.09 0.03 -0.10
01.2018-12.2019 0.19 0.16 0.18 0.20
Overall 0.06 0.02 0.10 0.02
8 Concluding remarks
Our work in this paper introduces a new approach to solve portfolio optimization by considering the weights as
a function of past returns. We have shown that the functional approach can get the solutions that converge to
the true solution of the functional optimization problem (1) if the underlying models for the returns are known
so that the conditional mean µn and conditional second moment Vn can be exactly evaluated. Although
they are unknown in practice, our simulations and empirical results show that our approach can perform
significantly better than plug-in approach when the underlying returns are correlated. Indeed our simulation
results show that our functional approach can even outperform plug-in approach with true (unconditional)
mean and variance. It shows the importance of our work. The majority researches try to find better estimates
of unknown mean and variance, but such approaches would not be better than solving the same problem (1)
with true mean and variance as long as the weights are considered as fixed variables. Our work shows that
treating the weights as functions of past values can lead to a better portfolio.
The functional approach proposed in this paper can be further improved in three directions. First, and
the most important, conducting time-series analysis to choose a good model for the targeted returns. We can
only get meaningful updates in our algorithms when the expected values can well estimated; Second, choosing
a good initial function w0. While the expected values cannot be estimated very well, we should only run a
few iterations in our algorithms as suggested in Section 5. Hence, the choice of initial function is important.
We use sample mean and sample second moment for the plug-in solution as the initial function in the entire
paper, but obviously it can be replaced by any other choices, e.g., plug-in approach with the variance estimated
based on multifactor models. Third, considering other optimization methods. We consider gradient ascent
type optimization in our algorithms. It is possible to use other optimization methods to make the algorithms
more efficient, e.g., stochastic gradient ascent for dynamic portfolio optimization.
APPENDIX
Proof of Theorem 1
To simplify notations, in this proof, we denote 〈x, y〉 = E(x(Sn)Ty(Sn)) and ||x||2 = 〈x,x〉. By the assump-
tions in Theorem 1, we assume w,w + δ ∈ B(ε).
proposition 1. Let G˜(w) = G(w)+m
2
||w||2 and D˜1(w) = D1(w)+mw under the assumption A1 in Theorem
1, we have
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(a) G˜(w + δ) ≤ G˜(w) + 〈D˜1(w), δ〉 − 12(M−m) ||D˜1(w + δ)− D˜1(w)||2
(b) 〈D˜1(w + δ)− D˜1(w), δ〉 ≤ − 1M−m ||D˜1(w + δ)− D˜1(w)||2
Proof of Proposition 1. (a) It is straight forward to see that assumption A1 implies
G˜(w + δ) ≤ G˜(w) + 〈D˜1(w), δ〉, G˜(w + δ) ≥ G˜(w) + 〈D˜1(w), δ〉 − M −m
2
||δ||2
Therefore, let δ′ = δ + 1
M−m (D˜1(w + δ)− D˜1(w)),
G˜(w + δ)− G˜(w)
=G˜(w + δ)− G˜(w + δ′) + G˜(w + δ′)− G˜(w)
≤− 〈D˜1(w + δ), δ′ − δ〉+ M −m
2
||δ′ − δ||2 + 〈D˜1(w), δ′〉
=− 1
M −m 〈D˜1(w + δ), D˜1(w + δ)− D˜1(w)〉+
1
2(M −m) ||D˜1(w + δ)
− D˜1(w)||2 + 〈D˜1(w), δ〉+ 1
M −m 〈D˜1(w), D˜1(w + δ)− D˜1(w)〉
=〈D˜1(w), δ〉 − 1
2(M −m) ||D˜1(w + δ)− D˜1(w)||
2
(b) By exchanging the role of w and w + δ in (a), we have
G˜(w) ≤ G˜(w + δ) + 〈D˜1(w + δ),−δ〉 − 1
2(M −m) ||D˜1(w)− D˜1(w + δ)||
2
By summing up this inequality with the one in (a), we get the inequality (b).
Substitute D˜1(w) = D1(w) +mw in Proposition 1 (b), we have
〈D1(w + δ)−D1(w) +mδ, δ〉 ≤ − 1
M −m ||D1(w + δ)−D1(w) +mδ||
2
⇔(M −m)〈D1(w + δ)−D1(w), δ〉+m(M −m)||δ||2
≤ −(||D1(w + δ)−D1(w)||2 + 2m〈D1(w + δ)−D1(w), δ〉+m2||δ||2)
⇔(m+M)〈D1(w + δ)−D1(w), δ〉 ≤ −mM ||δ||2 − ||D1(w + δ)−D1(w)||2
⇔〈D1(w + δ)−D1(w), δ〉 ≤ −( mM
m+M
||δ||2 + 1
m+M
||D1(w + δ)−D1(w)||2)
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Therefore,
||wk+1 −w∗||2
=||wk + 2
M +m
PD1(wk)−w∗||2
=||P(wk −w∗) + 2
M +m
P(D1(wk)−D1(w∗))||2
=||P(wk −w∗ + 2
M +m
(D1(wk)−D1(w∗)))||2
≤||wk −w∗ + 2
M +m
(D1(wk)−D1(w∗))||2
=||wk −w∗||2 + 4
M +m
〈D1(wk)−D1(w∗),wk −w∗〉+ 4
(M +m)2
||D1(wk)−D1(w∗)||2
≤||wk −w∗||2 − 4mM
(m+M)4
||wk −w∗||2 − 4
(M +m)2
||D1(wk)−D1(w∗)||2
+
4
(M +m)2
||D1(wk)−D1(w∗)||2
=(
M −m
M +m
)2||wk −w||2
∴ ||wk −w∗|| ≤ M−mM+m ||wk−1 −w∗|| ≤ (M−mM+m )k||w0 −w∗||
Proof of Theorem 2
Note that Proposition 1 and the arguments in the first part of the proof of Theorem 1 still hold. So we just
need to show inequality (16) directly. With tk =
2
M+m
, we have
||wk+1 −w∗||2 = ||PΩ(wk + tD1(wk))− PΩ(w∗ + tD1(w∗))||2
≤ ||wk −w∗ + 2
M +m
(D1(wk −D1(w∗)))||2
≤ (M −m
M +m
)2||wk −w∗||2
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