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By performing high-throughput calculations using van-der-Waals density-functional theory, we
screen 120 direct- and 358 indirect-gap 2D nonmagnetic semiconductors from near 1000 2D mono-
layers according to energetic-, thermodynamic-, and mechanical-stability criterions. We present the
calculated results including lattice constants, formation energy, Young’s modulus, Poisson’s ratio,
band gap, band structure, ionization energy and electron affinity for all the systems satisfying our
criterion.
I. INTRODUCTION
Since the successful isolation of graphene,1,2 two di-
mensional (2D) materials have attracted tremendous at-
tentions due to their novel electronic, optical, thermal,
and mechanical properties for potential applications in
various fields. Due to the quantum confinement effect,
2D materials often exhibit unique features, different from
those of their bulk counterparts.3–13 For examples, an
unusual half-integer quantum Hall effect was observed in
graphene.5 The layer-thickness depending on electronic
properties of transition-metal dichalcogenides (TMDCs)
with MX2 composition (where M = Mo or W and X = S,
Se or Te) can be metallic or semiconducting.4,6,13–15 The
peculiar puckered honeycomb structure of few-layer black
phosphorus (phosphorene) leads to significant anisotropic
electronic and optical properties on zigzag and arm-
chair directions.12,16,17 Remarkably, its band gap is also
thickness-dependent, varying from 0.3 eV in the bulk
limit to ∼2.2 eV in a monolayer with a direct band
gap character. Other 2D materials, such as hexago-
nal boron nitride (h-BN),18 silicene,19–22 germanene,23,24
stanene,25 also exhibit many exotic characteristics that
are absent in their bulk counterparts.
A common feature of 2D materials is that they are
formed by stacking layers with strong in-plane bonds and
weak van der Waals (vdW) like interlayer attraction, al-
lowing exfoliation into individual, atomically thin layers.
Inspired by this feature, Inoshita et al. screened the po-
tential two-dimensional binary stoichiometric electrides
from the layered crystal structures by performing first
principles calculations based on the density functional
theory (DFT) within the generalized gradient approx-
imation (GGA).26 Later, Ahston and co-workers used
a topology-scaling algorithm combining high through-
put calculationsm,27 to uncover more than 800 mono-
layers based on the Materials Project crystal structure
databases28. In parallel, Choudhary et al. identified
at least 1300 monolayers by comparing the experimental
lattice constants with those predicted at GGA level.29
Specifically, it is well known that the semi-local density
functionals such as GGA approach significantly overesti-
mates the lattice constants of crystals having vdW bonds.
A rough thumb rule is that if the relative error in lattice
constant a or b or c (experimental versus PBE-calculated)
of one bulk phase is larger than 5%, it might have 2D
structure. Another important database for 2D materials
was builded by Mounet et al.30 They chose the bind-
ing energy obtained by DFT calculations together with
vdW correction, as the screening criterion (≤ few tens of
meV·Å−1) and identified more than 1800 structures.
There are several 2D crystals databases publicly avail-
able nowadays.27,29,30 However, one of the major limita-
tions ofthese databases mainly focus on the stability anal-
ysis to identify new stable structures using different algo-
rithms. Furthermore, they only provide the fundamental
physical properties such as lattice constants, formation
energy, exfoliation energy and band gap at the GGA-
level. It is well known that GGA can provide sufficiently
accurate results on forces (near equilibrium), structures,
and band dispersion, but underestimates band gaps, av-
eragely 50%. A promising alternative approach is the
replacement of GGA functionals by hybrid functionals.
By including part of the exchange energy in a nonlocal
manner in self-consistent calculations, they remedy the
band gaps close to the experimental values.31–33
In this work, combined high-throughput first-
principles calculations with the existing 2D crystal
structures databases mentioned above, we chose the
thermodynamic-, mechanical-stability and conductivity
type as criterions and screen around 478 2D semiconduc-
tors from near 1000 2D structures. Our 2D semiconduc-
tors database consisting 130 structures with direct band
gap and 358 structures with indirect band gap. We listed
the lattice constants, formation energy, Young’s modu-
lus, Poisson’s ratio at GGA level, as well as the hybrid
DFT calculated band gap, ionization energy and electron
affinity for each candidate. The remainder of this paper
is organized as follows. In Sec. II, methodology and
computational details are described. Sec. III presents
the calculations of structural, mechanical and electronic
properties. Finally, a short summary is given in Sec. IV.
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2II. METHODOLOGY
A. Density functional calculations
Our total energy and electronic structure calculations
were performed using the Vienna Ab initio Simula-
tion Package (VASP).34,35 The electron-ion interaction
was described using projector augmented wave (PAW)
method36,37 and the exchange and correlation (XC) were
treated with GGA in the Perdew Burke Ernzerhof (PBE)
form38. A cutoff energy of 400 eV was adopted for the
plane wave basis set, which yields total energies conver-
gence better than 1 meV/atom. In addition, the non-
bonding van der Waals (vdW) interaction is incorpo-
rated by employing a semi-empirical correction scheme
of Grimme’s DFT-D2 method in this study unless other-
wise stated, which has been successful in describing the
geometries of various layered materials.39,40
In the slab model of 2D systems, periodic slabs were
separated by a vacuum layer of 20 Å in c direction to
avoid mirror interactions. In sampling the Brillouin zone
integrations, we used Monkhorst-Pack k -point meshes
with a reciprocal space resolution of 2pi×0.03 Å−1.41
On geometry optimization, both the shapes and in-
ternal structural parameters of pristine unit-cells were
fully relaxed until the residual force on each atom is
less than 0.01 eV/Å. Considering that the band gaps
of semiconductors are severely underestimated by tra-
ditional density functional theory (DFT) calculations
with local or semilocal exchange-correlation function-
als, part of electronic structure calculations were also
performed using the standard Heyd-Scuseria-Ernzerhof
(HSE06) hybrid functional, namely the screening param-
eter µ=0.2 Å−1 and the Hartree-Fock (HF) mixing pa-
rameter α=25% respectively.31–33,42–44 Electronic calcu-
lations at the HSE06 level were performed upon the PBE-
calculated equilibrium geometries.
B. Screening Process
Thermodynamic Stability. First, the formation en-
ergies ∆Ef of all investigated 2D systems are investi-
gated to determine their thermodynamic stability. The
formation energy of a 2D-system is defined as the energy
difference between a material and its pure elemental con-
stituents in their standard state, namely,
∆Ef = Etot −
∑
nαµα, (1)
where Etot is the total energy of pristine 2D system
monolayer. nα is the number of atoms of species α and
µα is the atomic chemical potential of species α which is
equal to the total energy of per atom in its most stable
elemental phase. A negative value of ∆Ef for a mate-
rial means that the thermodynamic stability. In other
words, any processes that drive the transformation or
decomposition of the this material are prohibitive or ki-
netically slow. It is worth noting that the accuracy of the
PBE functional for the heat of formation is only around
0.2 eV/atom on average.45 Considering that semi-local
functionals such as PBE generally underestimate the for-
mation energies of materials, especially for the layered
materials. We also note that the PBE-calculated for-
mation energies of Si Ge and Sn monolayer are higher
than 0.6 eV/f.u but they have recently been synthesized
or isolated by exfoliation.22,23,25 Thus, We use a thresh-
old of 1 eV/formula-unit as an upper bound on sufficient
thermodynamic stability for the synthesis and growth of
free-standing monolayers.
Mechanical Stability. For a 2D crystal, the in-plane
stiffness tensor C ij (i,j=1,2,6) can be obtained based on
the following formula in first-principles calculations,
Es =
1
2
C11ε
2
xx +
1
2
C22ε
2
yy + C12εxxεyy + 2C66ε
2
xy, (2)
where the tensile strain is defined as ε = a−a0a , a and
a0 are the lattice constants of the strained and strain-
free structures, respectively. In order to calculate the
elastic stiffness constants, the Es as a function of ε in the
strain range -2% ≤ ε ≤ 2% with an increment of 0.5%
are investigated. The elastic constants C ij were obtained
by fitting a second-order polynomial to the change on
the total energy versus applied strain by post-processing
the VASP calculated data using the VASPKIT code.46
According to the Born-Huang criteria,47 a mechanically
stable 2D sheet would satisfy C66 >0 and C11C22 - C212
>0. Then the Young’s modulus Y and Poisson’s ratio ν
can be derived as
Y (x) =
C11C22 − C212
C22
, Y (y) =
C11C22 − C212
C11
, (3)
and
ν(x) =
C12
C22
, ν(y) =
C12
C11
, (4)
where x and y corresponds to lattice a and b directions
respectively.
Furthermore, the dynamic stability reflects the struc-
tural stability when the structure is perturbed, which can
be determined by calculating the phonon spectrum of a
material using either a finite displacement method48 or
density functional perturbation theory49. If imaginary
modes exist in the phonon spectra, implying that this
material will undergo reconstructive or martensitic phase
transformations after a slight lattice distortion upon it.
Finally, the thermal stability reflects the resistance to
decomposition at high temperatures (higher room tem-
perature), which can be evaluated by performing ab ini-
tio molecular dynamics simulations. Strictly speaking, a
stable material must satisfy thermodynamic, mechanical,
dynamic and thermal stabilities simultaneously. Consid-
ering that the determination of dynamic and thermal sta-
bilities is rather computationally expensive, in our cur-
rent study we use only thermodynamic and mechanical
3stability as two stability criteria to screen the potential
2D materials.
Semiconductor Screening. The band gaps Eg of
nonmagnetic semiconductors can be obtained as,
Eg = CBM − VBM, (5)
where CBM and VBM are the Kohn-Sham eigenvalues
of conduction-band minimum (CBM) and valence-band
maximum (VBM) respectively. It is known that DFT
usually underestimates the band gap of semiconductors
but yield similar dispersion curves as compared to the
HSE06 result. Thus, we first perform the global band
structure with a fine resolution of 2pi×0.008 Å−1 (for
example, a 59×59 kmesh for graphene), to locate the
positions of valence band maximum (VBM) and conduc-
tion band minimum (CBM) for each potential candidate
in the reciprocal-space at PBE level. Then we calculate
values of both CBM and VBM at HSE06 level. In addi-
tion to energy gap, ionization energy (IE) and electron
affinity (EA) are important parameters for any electronic
material. They can be calculated by aligning VBM and
CBM with respect to the vacuum level which is deter-
mined by aligning the planar-averaged electrostatic po-
tential within the layer with the vacuum region as illus-
trated in Fig. 1.
VBM
CBM
Electron
energy
Vacuum level
EAIE WF
Eg
EF
FIG. 1. (Color online) Schematic diagram of ionization energy
IE, electron affinity EA and work function WF defined as the
VBM, CBM and Fermi level EF with respect to the vacuum
level.
C. High-Throughput Setting
To search for novel 2D semiconductors, we use the
VASPKIT package50 as a high-throughput interface to
pre-process the input files and post-process the calculated
Determine the locations of band edges (both VBM and 
CBM) at PBE level
If yes
Classify candidate based on symmetry and prototype
If yes
2D structure databases 
If yes
Find the standard primitive cell
Perform spin-polarized calculation to optimize 2D structure 
at PBE level
Determine formation energy at PBE level
Thermodynamic stability?
Determine band gap at HSE06 level
Semiconductor?
Determine elastic constants at HSE06 level
Mechanical stability?
Determine phonon spectrum using DFPT at PBE level
Dynamical stability?
If yes
FIG. 2. (Color online) Schematic representation of the funda-
mental steps needed to find two-dimensional semiconductors.
data obtained by using VASP code. The overview of the
screening process is presented in Fig. 2. Firstly, we use
the VASPKIT code to generate the other three input files
(POTCAR, KPOINTS, and INCAR) when POSCAR
is given. Then we perform spin-polarized structural-
relaxation calculations at PBE-D2 level to determine the
magnetic ground state configuration and formation en-
ergy for each 2D material. if the candidate is thermody-
namically stable, we next perform the global band struc-
ture at PBE level. Considering that the band structure
calculation at HSE06 level rather time-consuming task,
in the determination of band gap Eg, we only perform
the static HSE06 calculation at irreducible k-point coor-
dinates but includes the positions of both CBM and VBM
in the in the reciprocal space. at the PBE-calculated lat-
tice constants. Finally, if the candidate is mechanically
stable and has a band gap value larger that zero eV, this
means that it might be a novel potential 2D semicon-
ductor. We take graphene as an example and present its
global band structure in Fig. 3 (a). It is clearly found
that the band edges, i.e., both valence band maximum
(VBM) and conduction band minimum (CBM) encounter
at the K point (1/3, 1/3) to form the Dirac cone. By an-
4alyzing the projected band structure and the real-part of
wavefunctions of band edges in real space [Figs. 3 (b)
and (d)], one can observe that the VBM and CBM to be
derived from the bonding pi and anti-bonding pi∗ states
respectively, due to the interaction of pz-pz orbitals of
carbon atoms.
III. RESULTS AND DISCUSSION
We begin our discussion by comparing our predicted
data with available experimental reports. Up un-
til now, several monolayers have been successfully ex-
foliated or synthesized in the experiments, including
borophene (Cmmm),51 graphene (P6/mmm),1 phospho-
rene (Pmna),12,16,17 silicene (P-3m1),19–22 germanene (P-
3m1),23,24 stanene (P-3m1)25, h-BN (P-6m2)18,52, MoS2
(P-6m2)14, TiS3 (P2_1/m)53. Our results are well agree-
ment with the available experimental and theoretical
data. For examples, we reproduce the semi-metallic char-
acter of graphene, silicene and germanene, and stanene
when ignored the effect of spin-orbit coupling. The
PBE-calculated Young’s modulus and Poisson’s ratio of
graphene are 338.69 N· m and 0.17, in excellent agree-
ment with the available values of 340 N·m and 0.186,54,55
respectively. The HSE06 calculated band gap of 1.61 eV
for phosphorene, 5.70 eV for h-BN, 2.13 eV for MoS2
and 1.15 eV for TiS3, well agreement with previous
reports.14,18,56,57.
Based on the above criteria, 120 direct- and
358 indirect-gap 2D nonmagnetic semiconductors are
screened from near 1000 2D monolayers. The PBE-
calculated lattice constants, formation energy, Young’s
modulus, Poisson’s ratio, as well as HSE06-calculated
band gap, ionization energy and electron affinity for
each candidate are listed in the Supplemental Mate-
rial. Furthermore, The classification of these possible
2D semiconductors is summarized in Fig. 5. One can
find that the most of the 2D semiconductors are binary
which is predominant by AB2 structures [Fig. 5(b)]. It
should be pointed that transition-metal dichalcogenides
(TMDCs) is one of the most interesting AB2 layered com-
pounds and display a wide range of important proper-
ties. The TMDCs monolayer have three phases, namely,
2H (P-6m2), 1T (P-3m1) and 1T’ (P21/m) respectively.
Previous theoretical studies predicted around 50 differ-
ent transition-metal oxides (TMOs) and TMDCs can
remain stable as either 2H and/or 1T free-standing
structures.58,59 Although part of these potential MX2
compounds are absent in their bulk counterparts. For the
sake of completeness, we have also revisited the stability
and electronic structure of TMOs and TMDCs with three
possible phases (2H, 1T and 1T’ respectively). There are
four typical 2D Bravais lattices, namely, tetragonal, or-
thorhombic, hexagonal and monoclinic respectively. The
Ball-and-stick model, Brillouin zone and band path of
band structure for these Bravais lattice in our high-
throughput calculation are presented in Fig. 4. It is
found that most of the semiconducting candidates belong
to orthorhombic and hexagonal Bravais lattices. Further-
more, their band gap magnitude is mainly concentrated
between 1.0 eV and 3.0 eV.
IV. SUMMARY
In conclusion, we identified 120 direct- and 358
indirect-gap 2D nonmagnetic semiconductors from near
1000 2D monolayers by performing high-throughput cal-
culations together with density-functional theory. The
calculated properties including lattice constants, forma-
tion energy, Young’s modulus, Poisson’s ratio, band gap,
band structure, ionization energy and electron affinity
are available online for each candidate.
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