The potential success of discriminative learning approaches 
Introduction
This paper is motivated by our interest in making large scale conditional (also known as discriminative) 3D human pose prediction methods practical in terms of training time, number of examples and input / output dimensions. Although we demonstrate human pose prediction, the methods -generically known as conditional mixture of experts (cMoE) -are potentially relevant to a larger community, including researchers who study 3D reconstruction or object recognition.
The versatility of cMoE [21, 22] relies on a balanced combination of several attractive properties, some long sought by computer vision researchers: (i) conditioning on input eliminates the need for simplifying naive Bayes assumptions, common with generative models, and allows for diverse, potentially non-independent feature functions of the input (in this case, the image) to be encoded in its descriptor. This makes possible to model non-trivial image correlations and enhances the predictive power of the input representation. (ii) multivaluedness of outputs allows for multiple plausible hypotheses -as opposed to a single one -to be faithfully represented; (iii) contextual predictions offer versatility by means of ranking (gating) functions that are paired with the experts, and adaptively score their competence in providing solutions, for each input. This allows for nuanced, finely tuned responses; (iv) probabilistic consistency enforces data modeling according to its density via formal, conditional likelihood parameter training procedures; (v) Bayesian formulations and automatic relevance determination mechanisms favor sparse models with good generalization capabilities. All these features make the cMoE model suitable for fast, automatic feedforward 3D prediction, either as a stand alone, indexing system, or as an initialization method, in conjunction with complementary visual search and feedback mechanisms [21, 22, 3] .
Nevertheless, a significant downside of existing cMoE algorithms [10, 5, 2, 11, 22] is their scalability. The algorithms require an expensive double loop algorithm (an iteration within another iteration) based on Newton optimization, to compute the gate functions, a factor that makes models with more than 10,000 datapoints and large input dimension impractical to train. In this paper we present new, computationally efficient cMoE algorithms that combine forward feature selection based on marginal likelihood and functional gradient boosting with techniques based on bound optimization, in order to train models that are one order of magnitude larger (100,000 examples and up), in time that is more than one order of magnitude faster than previous methods. We present several large scale experiments, including quantitative monocular evaluation on the HumanEva [19] dataset, demonstrating that the algorithms are accurate and overcome the scaling challenges of existing ones.
Related Work
This research connects to structured prediction, feature selection, and conditional mixture modeling, as well as vi-sual human pose estimation. Discriminative methods for human pose reconstruction have recently seen a revival, as a result of advances in feature extraction and machine learning methods. The algorithms range from nearest-neighbor [18, 15] , to regression, probabilistic mixture of predictors and their conditional counterparts [16, 21, 20] . See [11, 14] for multivalued extensions based on semi-supevised manifold methods.
Sparse probabilistic Bayesian formulations for regression and conditional mixture of experts have been presented in [1] and [21] , respectively, but both use backward elimination to select features, which makes them less efficient -the sub-problems solved during the first steps of model training are high-dimensional and require large memory storage and substantial computational resources. Forward predictive regression methods exist [23, 24] but they have not been adapted to the conditional mixture of experts problem. Vincent and Bengio [24] proposed kernel matching pursuit and discussed back-fitting, and Friedman [7] shows how to perform feature selection in function space, for arbitrary differentiable loss functions. Efficient forward selection methods for Gaussian Process learning are given in [25, 17] , for a tutorial see [8] .
Besides the input dimension or the dataset size, models trained using Conditional-EM [10, 5, 2, 9, 21] face additional bottlenecks: fitting the gate functions requires iterative second-order methods. Bound optimization methods for general C-EM algorithms have been discussed in [9] , but obtaining global variational upper bounds is expensive and requires the computation of the Hessian matrix w.r.t. the model parameters at each iteration.
Our fast, large-scale algorithm for conditional mixture of Bayesian expert models (fBME) employs techniques based on forward feature selection and bound optimization in order to sequentially (and greedily) optimize lower bounds on the conditional likelihood of the model, given training data. We use forward selection schemes based on decomposing the marginal likelihood with respect to one additional feature, in order to train the experts, and use feature selection based on functional gradient boosting for training the gates. Fitting of the gates is a convex, but non-quadratic problem that requires iterative methods. To make these fast, we exploit a remarkable, input dependent, constant lower bound on the Hessian matrix of the gate likelihood w.r.t. their parameters, and efficiently construct updates using an alternation scheme. To our knowledge, the algorithm we propose is novel for both computer vision and machine learning, and appears to be the first of this kind capable of training conditional Bayesian mixture of experts models (BME) with multivariate (high-dimensional) inputs and outputs, using datasets of 100,000 examples or more, in time that makes it reasonably practical. 1 1 Notice the difference between conditional models and clusterwise ex-
Fast Conditional Algorithms (f BME)
This section describes efficient algorithms for training sparse conditional Bayesian mixtures of experts with highdimensional inputs and for large training sets. To simplify notation, we review models with one state (output) dimension, being understood that the formulation generalizes to multivariate state spaces, either by training separate models for each output or by extending a single model to provide vector-valued (as opposed to scalar) prediction.
Conditional Mixture of Experts
We work with a probabilistic conditional model:
with:
where r are predictor variables, x are outputs or responses, g are input dependent positive gates. g are normalized to sum to 1 for consistency, by construction, for any given input r. In the model, p are Gaussian distributions (3) with variance σ 2 I, centered at linear regression predictions given by models with weights w. Whenever possible, we drop the index of the experts (but not the one of the gates). The weights of experts have Gaussian priors, controlled by hyperparameters α:
with dim(w) = D. The parameters of the model, including experts and gates are collectively stored in
To learn the model, we design iterative, approximate Bayesian EM algorithms. In the E-step we estimate the posterior:
and let h
) be the probability that the expert j has generated datapoint i. Parenthesized superscripts index datapoints. In the M-step we solve two optimization problems, one for each expert and another for its gate. The first learns the expert parameters, based on training data weighted according to the current membership estimates pert models, where data is partitioned and an expert is fit to each one. Clusterwise expert models do not face scaling problems, but lack expert ranking. To use multivalued models without a supplementary verification step, one needs conditional parameterizations. These do not only provide multiple predictions, but also their consistent contextual ranking.
h. The second optimization trains the gates g to predict h. The complete log-likelihood (Q-function) for the conditional mixture of Bayesian experts can be derived as [10] :
The likelihood decomposes into two factors, one for the gates and the other for the experts. The experts can be fitted independently using sparse Bayesian learning, under the change of variables
. The equations for the gates are coupled and require iteration during each M-step. Although the problem is convex, it is computationally expensive to solve because the cost is not quadratic and the inputs are high-dimensional. A classical iteratively reweighted least squares (IRLS), or a naive Newton implementation, requires
3 ) computation, multiple times during each step which is prohibitive for large problems (e.g. for 15 experts and 10000 training samples with 1000 input dimension, the computational cost becomes untenable even on today's most powerful desktops). Note that the cost of computing the Hessian (the first complexity term above) becomes higher than the one of inverting it (the second term) when the number of training samples is very large.
Training the Experts
For Bayesian learning with Gaussian priors and observation likelihoods, the expert posterior and predictive uncertainty (marked with '*') are computable in closed form:
where inputs columnwise and X their corresponding vector of xoutputs (see fig. 1 for illustration) . The marginal likelihood of the experts is:
where K = σ 2 I + R A −1 R. It can be shown that the marginal likelihood decomposes as [23] :
with
where
\i X, C i collects the ith column from the matrix R , K \i , α \i are the matrix and vector obtained with the corresponding entry of the input vector removed, and L p (α \i ) is the log-likeihod for the corresponding model. It is known [23] that L p (α) has a unique maximum w.r.t. parameter α i , which is either finite and equal to s
This forms the basis for our forward selection process that starts with one input dimension and incrementally adds one more dimension, as long as the marginal likelihood is increased or a desired sparsity level is reached. In each step we maximize across remaining dimensions and hyperparameters α j in order to add a new input index i to the active set S, with: i = arg max {j / ∈S} l(α j ). Hyperparameters are re-estimated, hence not only new dimensions are added to the active set S, but ones already present are removed, if their values follow q 2 i ≤ s i . The procedure stops when there is no increase in the marginal likelihood, or a given level of sparsity is reached. Usually, only a small fraction of the input dimensions is selected, which makes the computational cost of learning each expert significantly
Training the Gates
The log-likelihood component that corresponds to the gates decomposes as (λ is the D × M -dimensional vector of all gate parameters λ i ):
For efficiency, we use bound optimization [13, 12] and 
The gradient and Hessian of L g can be computed analytically:
, ⊗ the Kronecker product, and
The Hessian is lower bounded by a negative definite matrix which depends on the input, but remarkably, is independent of λ [4]:
. The parameter update is based on the standard Newton step:
To fit the gates we use a forward greedy algorithm that combines gradient boosting and bound optimization. It selects the variables according to functional gradient boosting [7] and optimizes the resulting sub-problems using bound optimization, as described above. To compute the functional gradient, we rewrite the objective in terms of functions F j (r (i) ). This method is applicable to any differentiable log-likelihood:
The functional gradient corresponding to one component of F j is:
with the full gradient of the jth gate assembled as
] -the steepest descent direction in function space. For feature selection, we choose the row vector v of R with weight index not already in the active set S, and most correlated (collinear) with the gradient [7] :
We initialize λ = 0 and select the ith variable, incrementally, based on the gate parameter estimates at the previous round of selection. Once the ith variable is selected, we optimize (16) with respect to all pre-selected i variables using bound optimization. We use the solution of the previous iteration to quick-start the current optimization problem (this is convex but a good initialization spares iterations). The advantage of bound optimization in a greedy forward selection context is that we can efficiently update the Hessian bound using the Woodbury inversion identity. Thus,
the cost of each iteration is O(cN M D) where c is a small constant, and the total cost of selecting the k variables is O(kN M D).
When the specified number of variables is reached, we terminate. Unlike gradient boosting where the only current selected variable is optimized, we also perform back-fitting [24] , i.e. optimize all selected variables in each round. To speed-up computation, it is possible to optimize the weights of the gating networks sequentially-fix the weights of other gating networks than the one currently optimized-the problem in (24) . This requires the solution to a sequence of k-dimensional problems (usually k << D) and can be significantly cheaper than updating all gate parameters simultaneously, especially when denser (less sparse) models are desired. To sparsify the gating network, one can consider forward selection ideas based on maximizing the marginal likelihood, along the same lines as used for experts. However, the computational cost of this approach is high even for fast Bayesian approximations to multinomial classification. Differently from Bayesian regression, there is no analytical expression for the marginal likelihood, hence we have to resort on Laplace approximation. But this only works around the maximized posterior point, so we have to recompute the most probable weight and the corresponding Hessian matrix after adding or deleting an input entry (or basis function). For large problems this operation is computationally prohibitive.
Experiments
We analyze the HumanEva dataset [19] , which contains a number of sequences that include walking, jogging, throw catch, gestures, and boxing. Our tests are quite extensive, but we stress that our primary goal is to demonstrate algorithm's performance for large training sets and with highdimensional input and output, rather than to comprehensively study a particular dataset. The part and structure of the dataset we use is given in Table 1 . Number of training and test samples from HumanEva-1, for each motion category (due to format compatibility considerations, we use HumanEva's designated validation set as our test set). Models are trained for both separate viewpoints and for all viewpoints together, and for some of the larger models we will borrow samples from the test set for training (in this case we will only test on the remaining test samples! The reason we borrow test samples is to demonstrate the ability of f BME to build large models, for which we wouldn't otherwise have enough training / labeled data available)
. No matter what model we report on, the samples we test on are never used for validation or training.
We study the performance of three types of image descriptors including histograms of shape contexts sampled on human silhouettes (both internal and external contours), histograms of SIFT features, again sampled on the silhouette, and hierarchical multilevel, multi-scale hyperfeature encodings [11] that repeatedly accumulate / average template matches to prototypes (local histograms) across layers, instead of winner-takes-all MAX operations followed 2 Notice the difference in experimental settings, subsets of the database, and types of error function used when comparing different reports on HumanEva. E.g. training/testing on the same subject or motion can lead to lower errors although the averages over all motions are not significantly different (contrast tables 2 and 3). For time-series, training/testing on interleaved or subsampled frames of a sequence rather than on compact, separate blocks can further decrease error, but is methodologically infeasible.
by template matching to prototypes. For all descriptors the image bounding box is obtained using the extents of the silhouettes computed using background subtraction based on non-parametric models [6] . The bounding box is automatically adjusted, to keep the human centered, by adding borders that maintain the 320x200 pixel aspect ratio.
For shape context features (HistoSC), edges are extracted from the silhouette image and 400 points are sampled on edges. The shape context descriptor at each image location is computed based on 15 angular bins and 8 radial bins. The SC at each of the 400 points per image are computed every 15th image in each training sequence and used to generate a codebook that consists of 300 clusters, learned using k-means (hence the descriptor size is 300). The SIFT histogram descriptor is obtained similarly with the exception that SIFT (as opposed to shape context) descriptors are sampled and computed, using 6x6 pixels per cell, 4x4 cells. The final dimensionality is 300, again given the codebook size resulting from clustering SIFT descriptors across subsampled images from the training set. Hyperfeatures are computed at 6 scales, (1.0000, 0.8333, 0.6667, 0.5000, 0.4167,0.2500) at 3 pyramid levels (level 0 has 6 scales, 1-4 scales, 2-2 scales) based on SIFT descriptor size 4x4 in each cell, 4x4 cells per block, 4 angular bins of gradient orientations (0-180), unsigned. The sampling grid is placed at every 16th pixel in the object bounding box. The next pyramid level is generated by combining neighboring scales and neighboring SIFT blocks, for a total of 9x3 SIFT blocks summed to next level. The number of cluster centers for levels (0, 1, 2) is (400, 200, 100) respectively, forming a descriptor of size 700.
We predict 3D joint centers and construct the skeleton using 'torsoDistal' as root joint. All poses are preprocessed by subtracting the root joint location from all the joint centers in every frame. The normalized pose contains 15 joint centers (each has X, Y and Z co-ordinates) to form an output dimension of 45. For prediction we use models that do not use temporal information, run independently, at each frame (the use of temporal priors is likely to improve performance, and we currently study this). The models we use are: Nearest Neighbor (NN), Ridge Regression (RR), BME and f BME (see our companion Twin Gaussian Process prediction method, TGP [3] , for additional results). We train a family of models based on 5828, 8734, 11653, 17470, 26209, 34966 and 106473 samples that include 3 subjects, with different body proportions (limb lengths) and 3 viewpoints, C1, C2 and C3 (see tables 3 and 5). We train models with 10 experts for the single view data and 15 experts for those jointly trained on all viewpoints. (These are treated as additional monocular views-there is no voting among multiple predictions from different viewpoints of the same 3D frame.) The performance is in the range of 10-50 mm per joint position (see tables [2] [3] [4] [5] . Running times are re- Figure 3. (a,b) Test error in the best k experts for ShapeContext and SIFT features, for models trained on a dataset of 26,209 samples. This corresponds to f BME-B10 in table 3, but notice that this is an ideal prediction that offers general intuition on the quality of experts, but cannot be computed when the output is unknown (instead, realistically consider f BME-M5, or the less accurate f BME-B1). (c) Frequency counts illustrate the accuracy of ranking produced by the gates on the test set, showing how many times each expert is closest to the ground truth vs. how many times its corresponding gate function predicts it. There is a degree of error in the rankings of some experts, e.g. the 5th. This occurs not only in testing but also in training, suggesting that split and merge methods may be useful to improve performance.
ported for a PC with 3GhZ processor and 8Gb of RAM. In fig. 3a,b) we show the decay in the test error of the bestk experts for different feature types and large training sets that integrate data from all viewpoints and subjects. The decay is fast, under 15mm when using more than the best 5 experts, suggesting that the method can be efficiently used either standalone (f BME-B1 or f BME-M5), or as a proposal mechanism for initializing more intensive search and feedback-based algorithms (f BME-B5 or f BME-B10). The ranking accuracy provided by the gates on the test set is shown in fig. 3c ). This is not perfect but the distribution is consistent to the one we see in training, suggesting that merge-and-split training methods can potentially be used to obtain better fits. The advantage of Bound Optimization (BO) as opposed to alternative optimization methods like e.g. Conjugate Gradient (CG) is empirically demonstrated in fig. 2 , where, within less than 5 iterations BO achieves a likelihood level that is not reached by CG even after 1000 steps! The gate optimization is a difficult, coupled highdimensional problem, which, as the plot shows, is very illconditioned. Hence, first order methods have slim chances to operate efficiently. Comparisons between f BME and a previously proposed conditional Bayesian method [22] is given in table 4. This shows that f BME is accurate and more than one order of magnitude faster to train.
We conclude with fig. 4 , where we show accurate qualitative results obtained by running f BME on the HumanEva-1 test set. The top row shows original images, whereas the bottom row shows the 3D reconstruction given by f BME-M5 (best-5 weighted experts), rendered from a variety of synthetic viewpoints (not only the one corresponding to the camera from where the image was captured), for diversity.
Conclusions
We have presented a conditional Expectation Maximization algorithm that combines several innovations based on
HistoSC
Test error (mm) Training time (s) BME [22] f BME BME [22] Table 4 . Analysis of three algorithms applied to an arm model with 5 output dimensions and shape context histograms-based input descriptors. BME [22] uses backward elimination for feature selection and Laplace approximation for gate fitting. f BME uses forward feature selection and gate fitting based on bound optimization. The number of training samples is 5828 for C1, and 5821 for C2 and C3.
Training time (sec) Error (mm) f BME 9857.3 19.013 Table 5 . Training using a 106,473 sample dataset (500 input dimensions, one output dimension), that combines samples from multiple views in HumanEva (real images), together with synthetically rendered image data of a graphics model animated with motion capture. The experiment is designed to show how f BME scales-notice that HumanEva provides only around 36,000 samples of motion capture with corresponding images.
forward feature selection and bound optimization in order to make large scale training of probabilistic sparse conditional Bayesian Mixture of Experts models practical. The proposed algorithm, referred to as f BME can accurately handle datasets of 100,000 training datapoints and up (one order of magnitude larger than existing methods) in time that is more than one order of magnitude faster than existing algorithms. Besides human pose prediction, we hope that this method will be useful to a larger community including researchers studying 3D reconstruction and 3D object recognition.
Future Work: We plan to explore alternative predictive models in tandem with dimensionality reduction. We also work on better initialization algorithms, in particular expert fitting methods based on split and merge heuristics.
