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COHEN-MACAULAY MONOMIAL IDEALS OF CODIMENSION 2
MUHAMMAD NAEEM
Abstract. We give a structure theorem for Cohen-Macaulay monomial ideals of codi-
mension 2, and describe all possible relation matrices of such ideals. In case that the
ideal has a linear resolution, the relation matrices can be identified with the spanning
trees of a connected chordal graph with the property that each distinct pair of maximal
cliques of the graph has at most one vertex in common.
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Introduction
The purpose of the paper is to work out in detail a remark on the structure of Cohen-
Macaulay monomial ideals of codimension 2 which was made in the paper [1]. There
it was observed that the ‘generic’ ideals of this type, generated by n elements, are in
bijective correspondence to the trees with n vertices. In Proposition 1.2 we give an explicit
description of the generators of a generic Cohen-Macaulay monomial ideal of codimension
2 in terms of the associated tree and describe the minimal prime ideals of such ideals in
Proposition 1.4. As a consequence of these two results we obtain as the main result of
Section 1 a full description of all Cohen-Macaulay monomial ideals of codimension 2, see
Theorem 1.5.
In Section 2 we study the possible relation trees of a Cohen-Macaulay monomial ideals
of codimension 2. This set of relation trees is always the set of bases of a matriod (Propo-
sition 2.4), which in case of a generic ideal consists of only one tree as shown in Propo-
sition 2.1. We call the graph G whose set of edges is the union of the set of edges of all
relation trees of a given Cohen-Macaulay monomial ideal I of codimension 2, the Taylor
graph of I. Then each of the relation trees is a spanning tree of the Taylor graph. The
natural question arises whether the set of relation trees of I is precisely the set of spanning
trees of G. We show by an example that this is not the case in general. On the other
hand, we prove in Theorem 2.5 that each relation tree of I is a spanning tree of G, if I has
a linear resolution. In order to obtain a complete description of all possible relation trees
when I has a linear resolution, it is therefore required to find all possible Taylor graphs of
such ideals. This is done in Theorem 2.6, where it is shown that a finite connected simple
graph is the Taylor graph of Cohen-Macaulay monomial ideal of codimension 2 with linear
resolution, if and only if G is chordal and any two maximal cliques of G have at most one
vertex in common.
1991 Mathematics Subject Classification. 13C14, 13D02, 13D25, 13P10.
1
1. On the structure of Cohen-Macaulay monomial ideals of codimension 2
In [1, Remark 6.3] the following observation was made regarding the structure of a
codimension 2 Cohen-Macaulay monomial ideal I: let
{u1, u2, ..., um+1}
the unique minimal set of monomial generators of I. Consider the Taylor complex of the
sequence u1, u2, ..., um+1
...→
(m+12 )⊕
i=1
Sei ∧ ej
ϕ2
→
m+1⊕
i=1
Sei
ϕ1
→ S
The matrix corresponding to ϕ2 is of size
(
m+1
2
)
×m+1 whose rows correspond to Taylor
relation (cf. [4]), namely to the relations
ei ∧ ej 7→ ujiej − uijei
where i < j and uji = ui/ gcd(ui, uj), uij = uj/ gcd(ui, uj).
Let U = Ker(ϕ1); then the Taylor relations form a homogeneous system of generators
of U . Since proj dimS/I = 2, it follows that U is free of rank m. In particular U is
minimally generated by m elements. Applying the graded Nakayama Lemma (cf. [2] or
[6, Lemma 1.2.6]), a minimal system of graded generators of U can be chosen among the
Taylor relations. We then obtain a minimal graded free resolution
0→ Sm
A
→ Sm+1 → S → S/I → 0
of S/I, where A is a matrix whose rows correspond to Taylor relations. Any such matrix
will be called a Hilbert–Burch matrix of I
Notice that each row of A has exactly two nonzero entries. We obtain a graph Γ on the
vertex set [m + 1] = {1, . . . ,m + 1} from the matrix A as follows: we say that {i, j} is
an edge of Γ, if and only if there is a row of A whose nonzero entries are the ith and jth
components.
We claim that every column of A has a nonzero entry. In fact, if this would not be the
case, say, the kth column of A has all entries zero, then the relation uk+1,kek+1−uk,k+1ek ∈
U could not be written as a linear combination of the minimal graded homogeneous gen-
erators of U . This shows that Γ has no isolated vertex. On the other hand, since the
number of vertices of Γ is m + 1 and the number of edges of Γ is m, we see that Γ is a
tree, which is called a relation tree of I. The set of all relation trees of I will be denoted
by T (I).
Conversely, given a tree Γ on the vertex set [m + 1] with m ≥ 2, we are going to
construct a codimension 2 Cohen-Macaulay monomial ideal I for which Γ is a relation
tree. We assign to Γ an m × (m + 1)-matrix A(Γ) = (aij) whose entries are either 0 or
indeterminates. The matrix A(Γ) is defined as follows: let E(Γ) be the set of edges of Γ.
Since Γ is a tree, there are exactly m edges. We choose an arbitrary order of the edges of
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Γ, and assign to the kth edge {i, j} ∈ E(Γ) the kth row of A(Γ) by
akl =


−xij if l = i,
xji if l = j,
0 otherwise.
(1)
For example if Γ is the tree with edges {1, 2}, {2, 3} and {2, 4}. Then we obtain the matrix
A(Γ) =


−x12 x21 0 0
0 −x23 x32 0
0 −x24 0 x42


Definition 1.1. Let Γ be a tree on the vertex set [m+1] and i, j be two distinct vertices of
Γ. Then there exists a unique path from i to j denoted by i→ j, in other words a sequence
of numbers i = i0, i1, i2, . . . , ik−1, ik = j such that {il, il+1} ∈ E(Γ) for l = 0, . . . , k − 1.
We set
b(i, j) = i1 and e(i, j) = ik−1
Proposition 1.2. Let vj be the minor of A(Γ) which is obtained by omitting the jth
column of A(Γ). Then vj = ±
∏m+1
i=1
i6=j
xib(i,j) for j = 1, 2, ...,m + 1
Proof. We prove the assertion by using induction on the number of edges of Γ. If |E(Γ)| = 1,
then
A(Γ) = (−x12, x21)
Therefore, v1 = x21 and v2 = −x12, as required.
Now assume that the assertion is true for |E(Γ)| = m− 1 ≥ 1. Since Γ is a tree, there
exists a free vertex of Γ, that is, a vertex which belongs to exactly one edge. Such an edge
of Γ is called a leaf. We may assume the edge {m,m+1} is a leaf and that m+1 is a free
vertex of Γ. The tree which is obtained from Γ by removing the leaf {m,m + 1} will be
denoted by Γ′. By our induction hypothesis the minors v′1, . . . , v
′
m of Γ
′ have the desired
form. We may assume that the edge {m,m + 1} is the last in the order of edges. Then
(m− 1)×m matrix A(Γ′) is obtained from the m× (m+1)-matrix A(Γ) by removing the
last row
Rm = (0, . . . , 0,−xm,m+1, xm+1,m)
and the last column 

0
...
0
xm+1,m


It follows that the minors v1, . . . , vm+1 of A(Γ) are given by
vj = xm+1,mv
′
j for j = 1, . . . ,m, and vm+1 = xm,m+1v
′
m.(2)
Therefore, our induction hypothesis implies that
vj = xm+1,mv
′
j = ±xm+1,m
m∏
i=1, i 6=j
xi,b(i,j) = ±
m+1∏
i=1, i 6=j
xi,b(i,j)
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for j = 1, . . . ,m, and
vm+1 = xm,m+1v
′
m = ±xm,m+1
m−1∏
i=1
xi,b(i,m) = ±xm,b(m,m+1)
m−1∏
i 6=i=1
xi,b(i,m+1),
because b(i,m) = b(i,m+ 1) for all i ≤ m. So this implies that
vm+1 = ±
m+1∏
i=1, i 6=m+1
xi,b(i,m+1),
as desired. 
For a tree Γ on the vertex set [m + 1] we denote by I(Γ) the ideal generated by the
minors v1, . . . , vm+1 of A(Γ) and call it the generic monomial ideal attached to the tree Γ.
Corollary 1.3. The ideal I(Γ) is a Cohen–Macaulay ideal of codimension 2.
Proof. The greatest common divisors of the monomial generators vj of I(Γ) is one. This
can easily be seen by the formulas (2) in the proof of Proposition 1.2. The assertion follows
then from [2, Theorem 1.4.17]. 
The generic ideal I(Γ) has the following nice primary decomposition:
Proposition 1.4. I(Γ) =
⋂
1≤i<j≤m+1(xib(i,j), xje(i,j)).
Proof. We prove the assertion by using induction on the number of edges of Γ. For
|E(Γ)| = 1 we have,
A(Γ) = (−x12, x21).
with v1 = x21 , v2 = −x12. Therefore I(Γ) = (x21, x12) = (x1b(1,2), x2e(1,2)). Now assume
that assertion is true if |E(Γ)| = m− 1 ≥ 1. Since Γ is a tree, there exists a free vertex of
Γ, that is, a vertex which belongs to exactly one edge. Such an edge of Γ is called a leaf.
We may assume the {m,m + 1} is a leaf and that m + 1 is a free vertex of Γ. The tree
which is obtained from Γ by removing the leaf {m,m+1} will be denoted by Γ′. So then
for A(Γ′) we have
I(Γ′) = (v′1, v
′
2, ..., v
′
m) =
⋂
1≤i<j≤m
(xib(i,j), xje(i,j)).
We may assume that the edge {m,m + 1} is the last in the order of edges. Then
(m− 1)×m matrix A(Γ′) is obtained from the m× (m+ 1)-matrix A(Γ) by deleting the
last row
Rm = (0, . . . , 0,−xm,m+1, xm+1,m)
and the last column 

0
...
0
xm+1,m


It follows that the minors v1, . . . , vm+1 of A(Γ) are given by
vj = xm+1,mv
′
j for j = 1, . . . ,m, and vm+1 = xm,m+1v
′
m.
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Hence
I(Γ) = (v1, v2, ..., vm+1).
On the other hand, by using the induction hypothesis and the fact that e(i,m+1) = m
for all i ≤ m, we get
⋂
1≤i<j≤m+1
(xib(i,j), xje(i,j)) =
⋂
1≤i<j≤m
(xib(i,j), xje(i,j)) ∩
m⋂
i=1
(xib(i,m+1), xm+1,e(i,m+1))
= (v′1, v
′
2, ..., v
′
m) ∩
m⋂
i=1
(xib(i,m+1), xm+1,m)
= (v′1, v
′
2, ..., v
′
m) ∩ (
m∏
i=1
xib(i,m+1), xm+1,m)
= (v′1, v
′
2, ..., v
′
m) ∩ (xm,m+1
m−1∏
i=1
xib(i,m+1), xm+1,m)
= (v′1, v
′
2, ..., v
′
m) ∩ (xm,m+1v
′
m, xm+1,m).
Observing that gcd(v′i, xm+1,m) = 1 it follows that
(v′1, v
′
2, ..., v
′
m) ∩ (xm,m+1v
′
m, xm+1,m)
= (xm+1,mv
′
1, xm+1,mv
′
2, ..., xm+1,mv
′
m, xm,m+1v
′
m)
= (v1, v2, ..., vm, vm+1) = I(Γ).
Hence
I(Γ) =
⋂
1≤i<j≤m+1
(xib(i,j), xje(i,j)),
as desired. 
As an application of Proposition 1.2, Corollary 1.3 and Proposition 1.4 we obtain the
following characterization of Cohen-Macaulay monomial ideals of codimension 2.
Theorem 1.5. (a) Let I ⊂ S = K[x1, x2, ..., xn] be a Cohen-Macaulay monomial ideal of
codimension 2 generated by m+1 elements. Then there exists a tree Γ with m+1 vertices
and for each edge {i, j} of Γ there exists a monomials uij and uji in S such that
(i) gcd(uib(i,j), uje(i,j)) = 1 for all i < j, and
(ii) I = (
∏m+1
i=2 uib(i,1), . . . ,
∏m+1
i=1
i6=j
uib(i,j), . . . ,
∏m
i=1 uib(i,m+1))
(b) Conversely, if Γ is a tree with [m + 1] vertices and for each {i, j} ∈ E(Γ) we are
given monomials uij and uji in S satisfying (a)(i). Then the ideal defined in (a)(ii) is
Cohen-Macaulay of codimension 2.
Proof. (a) (ii) Let A be an m × m + 1 matrix of Taylor relations which generated the
relation module of U of I, and let Γ be the corresponding relation tree. We apply the
Hilbert–Burch Theorem ([2, 1.4.17]) according to which the ideal I is generated by the
maximal minors of A. The matrix A is obtained from A(Γ) by the substitution:
xij 7→ uij.
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Therefore statement (ii) follows from Proposition 1.2.
Now we shall prove assertion (i). For this we use Proposition 1.4 which says that
I(Γ) =
⋂
1≤i<j≤m+1
(xib(i,j), xje(i,j)).
Applying the substitution map introduced in the proof of (ii) we obtain
I ⊆
⋂
i<j
(uib(i,j), uje(i,j)).(3)
Suppose gcd(uib(i,j), uje(i,j)) 6= 1 for some i and j. Then it follows from (3) that I is
contained in a principal ideal. This is a contradiction, because height I = 2.
(b) Let Γ be a tree with vertex set [m+1] and m edges. For each {i, j} ∈ E(Γ) we have
monomials uij, uji ∈ S satisfying condition (a)(i). Let A be the matrix obtained from A(Γ)
by the substitutions xij 7→ uij , and let I be the ideal generated by the maximal minors of
A. It follows from Proposition 1.2 that I = (v1, . . . , vm+1) where vj =
∏m+1
i=1
i6=j
uib(i,j).
First we shall prove that
gcd(v1, v2, ..., vm+1) = 1.
We shall prove this by induction on the number of edges of Γ. The assertion is trivial if Γ
has only one edge. Now let |E(Γ)| = m > 1 and assume that the assertion is true for any
tree with m− 1 edges.
We may assume that (m,m + 1) is a leaf of Γ. Let Γ′ be the tree obtained from Γ by
removing the edge {m,m+ 1}. The matrix A(Γ′) is obtained from A(Γ) by removing the
row (0, . . . ,−xm,m+1, xm+1,m) and the column


0
...
0
xm+1,m

 .
Let A′ be the matrix obtained from A(Γ′) by the substitutions xij 7→ uij, and let
I ′ = (v′1, . . . , v
′
m) be the ideal of maximal minors of A
′ where, up to sign, v′j is the jth
maximal minor of A′. Expanding the matrix A we see that
vj = ±v
′
jum+1,m for j = 1, 2, . . . ,m and vm+1 = ±v
′
mum,m+1.
Therefore
gcd(v1, v2, . . . , vm, vm+1) = gcd(v
′
1um+1,m, v
′
2um+1,m, ..., v
′
mum+1,m, vm+1).
By induction hypothesis we have gcd(v′1, v
′
2, ..., v
′
m) = 1, so that
gcd(v′1um+1,m, v
′
2um+1,m, ..., v
′
mum+1,m) = um+1,m.
Hence it is enough to prove that
gcd(um+1,m, vm+1) = 1.
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Note that um+1,m = um+1,e(i,m+1) for all i, and vm+1 =
∏m
i=1 uib(i,m+1). Therefore
gcd(um+1,m, vm+1) = gcd(um+1,e(i,m+1),
m∏
i=1
uib(i,m+1)) = 1,
since by our hypothesis (a)(i) we have gcd(um+1,e(i,m+1), uib(i,m+1)) = 1 for all i.
The Hilbert–Burch Theorem [2, 1.4.17] then implies that I is a perfect ideal of codi-
mension 2, and hence a Cohen–Macaulay ideal. 
2. The possible sets of relation trees attached to Cohen-Macaulay
monomial ideals of codimension 2
In this section we want to study set T (I) of all relation trees of a Cohen–Macaulay
monomial ideal of codimension 2. In general one may have more than just one Hilbert–
Burch matrix for an ideal I, and consequently more than one relation trees. For example
the ideal I = (x4x5x6, x1x5x6, x1x2x6, x1x2x3x5) ⊂ S = K[x1, x2, x3, x4, x5, x6] has the
following two Hilbert–Burch matrices
A1 =


−x1 x4 0 0
0 −x2 x5 0
0 0 −x3x5 x6

 ,
or
A2 =


−x1 x4 0 0
0 −x2 x5 0
0 −x2x3 0 x6

 .
The corresponding relation trees are Γ1 and Γ2 with E(Γ1) = {{1, 2}, {2, 3}, {3, 4}} and
E(Γ2) = {{1, 2}, {2, 3}, {2, 4}}.
However in the generic case we have
Proposition 2.1. Let Γ be a tree on the vertex set [m + 1] and let I(Γ) be the generic
monomial ideal attached to Γ. Then T (I(Γ)) = {Γ}.
Recall that I(Γ) is the ideal of maximal minors of the matrix A(Γ) defined in (1). Up
to signs the minors of A(Γ) are the monomials vi =
∏m+1
r=1
r 6=i
xrb(r,i), see Proposition 1.2.
For the proof of Proposition 2.1 we shall need
Lemma 2.2. Let Γ be a tree, then {i, j} is an edge of Γ if and only if
lcm(vi, vj) = vjxji = vixij .
Proof. Let {i, j} be an edge of Γ and suppose that i < j. Note that
b(k, i) = b(k, j)(4)
for all k which are different from i and j, because if the path from k to i is k =
k0, k1, . . . , kl = i, then the path from k to j will be k = k0, k1, . . . , kl−1 = j or k =
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k0, k1, . . . , kl−1, i, j since {i, j} be an edge of Γ. Now using (4) we have
vi = ±
m+1∏
r=1
r 6=i
xrb(r,i) = ±
m+1∏
r=1
r 6=i,j
xrb(r,i)xjb(j,i) = ±
m+1∏
r=1
r 6=i,j
xrb(r,i)xji = ±
m+1∏
r=1
r 6=i,j
xrb(r,j)xji.
Similarly vj = ±
∏m+1
r=1
r 6=i,j
xrb(r,j)xij. Hence lcm(vi, vj) = vjxji = vixij .
On the other hand, suppose that {i, j} is not an edge of Γ, then there exists a vertex,
different from i and j, say k, which belongs to the path from i to j. Therefore b(k, i) 6=
b(k, j), and hence xkb(k,i) 6= xkb(k,j). Since xkb(k,i) | vi and since xkb(k,j) | vj we cannot have
lcm(vi, vj) = vjxji = vixij. 
Proof of Proposition 2.1. Since all monomial generators of I(Γ) are of degree m and since,
by the Hilbert–Burch Theorem [2, 1.4.17], these generators are the maximal minors of any
of its Hilbert–Burch matrices, it follows that all Hilbert–Burch matrices must be linear.
However by Lemma 2.2 we have only m linear Taylor relations. Therefore there exists
only one Hilbert–Burch matrix for I. 
In contrast to the result stated in Proposition 2.1 we have
Proposition 2.3. Let I = (u1, . . . , um+1) be the monomial ideal in K[x1, . . . , xm+1] with
ui = x1 · · · xi−1xi+1 · · · xm+1 for i = 1, . . . ,m+1. Then T (I) is the set of all possible trees
on the vertex set [m+ 1].
Proof. Let Γ be an arbitrary tree on the vertex set [m + 1]. For the kth edge {i, j} of Γ
take the monomial generators ui and uj of I. Then we have the Taylor relation xjej−xiei.
Let A be the m×m+ 1-matrix whose rows (0, · · · ,−xi, · · · , xj , · · · , 0) correspond to the
Taylor relations xjej − xiei arising from the edges of Γ. Observe that the generic matrix
A(Γ) is mapped to A by the substitutions xij = xi. Moreover the maximal minor ±vi of
A(Γ) is mapped to ui for all i. Therefore the ui are the maximal minors of A which shows
that A is the Hilbert–Burch matrix of I. 
In order to study the general nature of T (I) we introduce the following concept. Let S
be a finite set. Recall that a collection B of subsets of S is said to be the set of bases of a
matroid, if all B ∈ B have the same cardinality and if the following exchange property is
satisfied:
For all B1, B2 ∈ B and i ∈ B1 \B2, there exists j ∈ B2 \B1 such that (B1 \{i})∪{j} ∈ B.
A classical example is the following: let K be a field, V a K-vector space and S =
{v1, . . . , vr} any finite set of vectors of V . Let B the set of subset B of S with the property
that B is a maximal set of linearly independent vectors in S. It easy to check and well
known that B is the set of bases of a matroid.
Proposition 2.4. Let I ⊂ S be a Cohen–Macaulay monomial ideal of codimension 2.
Then T (I) is the set of bases of a matroid.
Proof. Let I be minimally generated by the monomials u1, . . . , um+1 and let
0 −→ G −→ F −→ I −→ 0
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be the graded minimal free S-resolution of S/I.
The set S of Taylor relations generate the first syzygy module U of I which is isomorphic
to the free S-moduleG. Consider the gradedK-vector space U/mU wherem = (x1, . . . , xn)
is the graded maximal ideal of S. Note that dimK U/mU = m. Since the relations rij
generate U it follows that their residue classes r¯ij in the K-vector space U/mU form a
system of generators of U/mU . By the homogeneous version of Nakayama (see [2, 1.5.24])
it follows that a subset B = {ri1j1 , . . . , rimjm} of the Taylor relations S is a minimal set
of generators of U (and hence establishes a Hilbert–Burch matrix of I) if and only if
{r¯i1j1 , . . . , r¯imjm} is a basis of the K-vector space U/mU . The desired conclusion follows,
since the relation trees of I correspond bijectively to the set of Hilbert–Burch matrices of
I. 
Given a finite simple and connected graph G. A maximal subtree Γ ⊂ G is called a
spanning tree. It is well-known and easy to see that the set T (G) of spanning trees is the
set of bases of a matroid.
Here we are interested in the spanning trees of the graph G(I) whose set of edges is
given by with
E(G(I)) =
⋃
Γ∈T (I)
E(Γ).
We call G(I) the Taylor graph of I. Obviously we have T (I) ⊂ T (G(I)). The ques-
tion arises whether T (I) = T (G(I))? Unfortunately this is not always the case as
the example at the beginning of this section shows. Indeed, in this example, T (I) =
{Γ1,Γ2} with E(Γ1) = {{1, 2}, {2, 3}, {3, 4}} and E(Γ2) = {{1, 2}, {2, 3}, {2, 4}}, so that
E(GI) = {{1, 2}, {2, 3}, {2, 4}, {3, 4}}. This graph has the spanning trees Γ1,Γ2 and Γ3
with E(Γ3) = {{1, 2}, {2, 4}, {3, 4}}. If Γ3 would be a relation tree of I, then
A =


−x1 x4 0 0
0 −x2x3 0 x6
0 0 −x3x5 x6

 .
would have to be a Hilbert–Burch matrix of I, which is not the case since the ideal of
maximal minors of A is the ideal x3I.
However we have
Theorem 2.5. Let I be Cohen–Macaulay monomial ideal of codimension 2 with linear
resolution. Then T (I) = T (G(I)).
Proof. Since I has a linear resolution, it follows that all Hilbert–Burch matrices of I are
matrices with linear entries. Let L = {r1, . . . , rk} be the set of linear Taylor relations. We
may assume that r1, . . . , rm are the rows of a Hilbert–Burch matrix of I, in other words,
that r1, . . . , rm is a basis of the first syzygy module U of I.
We first claim that ri1 , . . . , rim ∈ L is basis of U if and only if the relations ri1 , . . . , rim
are K-linear independent. Obviously, the relations must be K-linear independent in order
to form a basis of the free S-module U . Conversely, assume that ri1 , . . . , rim are K-linear
independent. Since each rij belongs to U we can write
rij = f1jr1 + f2jr2 + . . .+ fmjrm with flj ∈ S.
9
The presentation can be chosen such that all flj are homogeneous and such that deg fljrl =
deg rij = 1 for all l and j. In other words, deg flj = 0 for all l and j. Therefore the m×m-
matrix F = (flj) is a matrix with coefficients in K. Since, by assumption the relations
ri1 , . . . , rim are K-linear independent, it follows that F is invertible. This implies that the
relations r1, . . . , rm are linear combinations of the relations ri1 , . . . , rim . Therefore these
relations generate U as well, and in fact form a basis of U , since U is free of rank m.
Our considerations so far have shown, that the set of Hilbert–Burch matrices of I
correspond bijectively to the maximal K-linear subsets of L. Each ri ∈ L is a row vector
with exactly two non-zero entries. We attach to ri the edge ei = {k, l}, if the two non-zero
entries of ri are at position k and l, and claim that
E(G(I)) = {e1, . . . , ek}.
Indeed, according to the definition of G(I) an edge e belongs to E(G(I)), if there exists
a relation tree T of I with e ∈ E(T ). This is equivalent to say that there exist linearly
independent ri1 , . . . , rim ∈ L such that e = eij for some j. Now choose ei ∈ {e1, . . . , ek}.
Then ri can be completed to maximal set {ri, ri2 , . . . , rim} of K-linear elements in L. This
shows that ei ∈ E(G(I)) for i = 1, . . . , k, so that {e1, . . . , ek} ⊂ E(G(I)). The other
inclusion is trivially true.
In order to complete the proof of the theorem we need to show that each spanning tree
T of G(I) is a relation tree of I. Let ei1 , . . . , eim be the edges of the tree. To prove that T
is a relation tree amounts to show the relations ri1 , . . . , rim are K-linearly independent.
A free vertex of T is a vertex which belongs to exactly one edge. Since T is a tree, it
has at least one free vertex. Say, 1 is this vertex and ei1 is the edge to which the free
vertex 1 belongs. Removing the edge ei1 from T we obtain a tree T
′ on the vertex set
{2, 3, . . . ,m + 1}. After renumbering the vertices and edges if necessary, we may assume
that 2 is a free vertex of T ′ and ei2 the edge to which 2 belongs. Proceeding in this way we
get, after a suitable renumbering of the vertices and edges of T , a free vertex ordering of
the edges, that is, for all j = 1, . . . , r the edges eij , eij+1 , . . . , eim is the set of edges of a tree
for which j is a free vertex belonging to eij . Since renumbering of vertices and of edges
of T means for the corresponding matrix of relations simply permutation of the rows and
columns, the rank of relation matrix is unchanged. However in this new ordering, if we
skip the last column of the m×m+1 relation matrix we obtain an upper triangular m×m
matrix with non-zero entries on the diagonal. This shows that the relations ri1 , . . . , rim
are K-linearly independent, as desired. 
Finally we will describe all the possible Taylor graphs of a Cohen–Macaulay monomial
ideal of codimension 2 with linear resolution. Then, together with Theorem 2.5, we have
a complete description of all possible relation trees for such ideals.
Let G be finite connected simple graph on the vertex set [n]. Recall that a subset C of
[n] is called a clique of G if for all i and j belonging to C with i 6= j one has {i, j} ∈ E(G).
The set of all cliques ∆(G) is a simplicial complex, called the clique complex of G.
Theorem 2.6. Let G be finite connected simple graph. Then the following are equivalent:
(a) G is a Taylor graph of a Cohen–Macaulay monomial ideal of codimension 2 with
linear resolution.
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(b) G is a chordal graph with the property that any two distinct maximal cliques have
at most one vertex in common.
Proof. (a)⇒ (b): Let I be generated by m monomials and G = G(I), and let C be a cycle
of G. We first show that the restriction G′ of G to C is a complete graph, that is, we show
that for any two distinct vertices i, j ∈ C it follows that {i, j} ∈ E(G). In particular, this
will imply that G is chordal.
For simplicity we may assume that E(C) = {e1, . . . , ek} with k ≥ 3 and ei = {i, i + 1}
for i = 1, . . . , k − 1 and ek = {k, 1}. Let r1, . . . , rk be the corresponding relations. Let
εi ∈ K
m−1, i = 1, . . . m−1 be the canonical basis vectors ofKm−1. Then ri = −aiεi+biεi+1
for i = 1, . . . , k−1 and rk = −bkε1+akεk, where ai and bi belong to {x1, . . . , xn}. Assume
that r1, . . . , rk are K-linearly independent. Then r1, . . . , rk can be completed to K-basis
r1, . . . , rm of L. (Here we use the notation introduced in the proof of Theorem 2.5.)
Let Γ be the tree corresponding to r1, . . . , rm. Then C is a subgraph of Γ, which is a
contradiction. Thus we see that the relations r1, . . . , rk are K-linearly dependent which
implies at once that a1 = bk and ai = bi−1 for i = 2, . . . , k. Hence we have r1 + · · ·+ ri =
−a1ε1 + biεi+1 for i = 1, . . . , k− 1. This implies that {1, i} is an edge of G for i = 2, . . . k.
By symmetry, also the other edges {i, j} with 2 ≤ i < j ≤ k belong to G.
Now let G1 and G2 be two distinct maximal cliques of G, and assume that they have
two vertices in common, say, the vertices i and j. Let k ∈ G1 \ {i, j} and l ∈ G2 \ {i, j}.
Then the graph C with edges {i, k}, {k, j}, {j, l}, {l, i} is a cycle in G. Therefore, by
what we have shown, it follows that {k, l} is an edge of G. Thus for any two vertices
k, l ∈ V (G1)∪ V (G2) it follows that {k, l} ∈ E(G), contradicting the fact that G1 and G2
are distinct maximal cliques of G.
(b)⇒ (a): Let C1, . . . , Cr be the maximal cliques of the chordal graph G, and let ∆(G)
be the clique complex of G. Then the Ci are the facets of ∆(G). One version of Dirac’s
theorem [3] says that ∆(G) is a quasi-forest, see [5]. This means, that there is an order of
the facets, say, C1, C2, . . . , Cr such that for each i there is a j < i with the property that
Ck ∩Ci ⊂ Cj ∩Ci for all k < i. Given this order, then our hypothesis (b) implies that for
each i = 2, . . . , r there exists a vertex ki ∈ Ci such Ci∩Ci−1 = {ki} and Ci∩Cj = {ki} for
all j < i with Ci ∩ Cj 6= ∅. The following example illustrates the situation. Let G be the
graph on the vertex set [7] with edges {1, 2}, {1, 3}, {2, 3}, {3, 4}, {3, 5}, {4, 5}, {5, 6}, {5, 7}.
Then G is a connected simple graph satisfying the condition in (b). The maximal cliques
of G ordered as above are C1 = {1, 2, 3}, C2 = {3, 4, 5}, C3 = {5, 6} and C4 = {5, 7} and
intersection vertices are k2 = 3, k3 = 5 and k4 = 5.
After having fixed the order of the cliques, we may assume that the vertices of G are
labeled as follows: if |C1∪· · ·∪Ci| = si, then C1∪· · ·∪Ci = {1, 2, . . . , si}. In other words,
C1 = {1, . . . , s1} and Ci \ {ki} = {si−1 +1, . . . , si} for i > 1. The vertices on the graph in
Figure 1 are labeled in this way. Now we let Γ ⊂ G be the spanning tree of G whose edges
are {j, k2} with j ∈ C1 and j 6= k2, and for i = 1, . . . , r the edges {j, ki} with j ∈ Ci and
j 6= ki. In our example the edges of Γ are {1, 3}, {2, 3}, {3, 4},{3, 5}, {5, 6} and {5, 7}.
Let m + 1 = sr. Then m + 1 is the number of vertices of G. We now assign to
Γ the following m × m + 1-matrix A whose rows re correspond to the edges e of Γ as
follows: we set re = −x1jεj + x1k2εk2 for e = {j, k2} and j ∈ C1 with j 6= k2, and we set
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re = −xijεj + xikiεki for e = {j, ki} and j ∈ Ci with j 6= ki and i > 1. Here εi denotes the
ith canonical unit vector in Rm+1.
The rows re can be naturally ordered according to the size of j in the edge e = {j, ki}.
Thus in our example we obtain the matrix

−x11 0 x13 0 0 0 0
0 −x12 x13 0 0 0 0
0 0 x23 −x24 0 0 0
0 0 x23 0 −x25 0 0
0 0 0 0 x35 −x36 0
0 0 0 0 x45 0 −x47


Our next goal is to show that our matrix A is a Hilbert–Burch matrix. We apply Theo-
rem 1.5. Tor each edge {i, j} ∈ Γ the monomials uij and uji are, according to the choice
of A, the following:
ujk2 = −x1j , uk2j = x1k2 for j < k2,
and for i = 2, . . . , r
ukij = xiki , ujki = −xij for ki < j, j ∈ Ci.
According to Theorem 1.5(b) we have to show that gcd(uib(i,j), uje(i,j)) = 1 for all i < j.
Assume first that i, j 6∈ {k2, . . . , kr}. Then uib(i,j) = −xti for i ∈ Ct and xje(i,j) = −xsj
forj ∈ Cs. Thus in this case gcd(uib(i,j), uje(i,j)) = 1. In the second case let i 6∈ {k2, . . . , kr}
and j ∈ {k2, . . . , kr}, let say j = ks. Then b(i, j) = kt for i ∈ Ct and so uib(i,j) = −xti.
Suppose {i, j} is not an edge then e(i, j) = b(j, i) = b(ks, i) is either ks+1 or ks−1. Then
uje(i,j) is either −x(s)j or −x(s−1)j. On the other hand, if {i, j} is an edge, then e(i, j) = i,
and so uje(i,j) = uji = uksi = xsj. Thus in this case, too, gcd(uib(i,j), uje(i,j)) = 1. Finally
assume that i, j ∈ {k2, . . . , kr}, and let i = ks1 , ks1+1, . . . , ks2 = j be the path from i to
j. Then b(i, j) = ks1+1 and e(i, j) = ks2−1 so uib(i,j) = xs1i and uje(i,j) = −x(s2−1)j . Thus
again in this case we have gcd(uib(i,j), uje(i,j)) = 1. Thus in all cases gcd(uib(i,j), uje(i,j)) = 1
for all i < j, as desired.
Let I be the codimension 2 ideal whose relation matrix is A, and let {i, j} be any edge
of G. It remains to be shown that there exits a relation tree Γ′ with {i, j} ∈ E(Γ′).
If {i, j} ∈ E(Γ), we are done. Now assume that {i, j} 6∈ E(Γ). We may assume that
{i, j} ∈ Ct. Let s = t if t > 1, and s = 2 if t = 1. We replace the row −xtjεj + xtksεks of
A by the difference of the rows
−xtiεi + xtjεj = (−xtiεi + xtksεks)− (−xtjεj + xtksεks),
and leave all the other rows of A unchanged. The new matrix A′ is again a relation matrix
of I and the tree Γ′ corresponding to A′ is obtained from Γ by removing the edge {j, ks}
and adding the edge {i, j}. This completes the proof of the theorem. 
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