Abstract-A new amortized variance-reduced gradient (AVRG) algorithm was developed in [1] , which has constant storage requirement in comparison to SAGA and balanced gradient computations in comparison to SVRG. One key advantage of the AVRG strategy is its amenability to decentralized implementations. In this work, we show how AVRG can be extended to the network case where multiple learning agents are assumed to be connected by a graph topology. In this scenario, each agent observes data that is spatially distributed and all agents are only allowed to communicate with direct neighbors. Moreover, the amount of data observed by the individual agents may differ drastically. For such situations, the balanced gradient computation property of AVRG becomes a real advantage in reducing idle time caused by unbalanced local data storage requirements, which is characteristic of other reduced-variance gradient algorithms. The resulting diffusion-AVRG algorithm is shown to have linear convergence to the exact solution, and is much more memory efficient than other alternative algorithms. In addition, we propose a mini-batch strategy to balance the communication and computation efficiency for diffusion-AVRG. When a proper batch size is employed, it is observed in simulations that diffusion-AVRG is more computationally efficient than exact diffusion or EXTRA while maintaining almost the same communication efficiency.
I. INTRODUCTION AND MOTIVATION
This work considers empirical risk minimization under the decentralized network setting. For most traditional machine learning tasks, the training data are usually stored at a single computing unit [2] - [5] . This unit can access the entire data set and can carry out training procedures in a centralized fashion. However, to enhance performance and accelerate convergence speed, there have also been extensive studies on replacing this centralized mode of operation by distributed mechanisms [6] - [10] . In these schemes, the data may either be artificially distributed onto a collection of computing nodes (also known as workers), or it may already be physically collected by dispersed nodes or devices. These nodes can be smart phones or tablets, wireless sensors, wearables, drones, robots or selfdriving automobiles. Each node is usually assigned a local computation task and the objective is to enable the nodes to converge towards the global minimizer of a central learning model. Nevertheless, in most of these distributed implementations, there continues to exist a central node, referred to as the master, whose purpose is to regularly collect intermediate iterates from the local workers, conduct global update operations, and distribute the updated information back to all workers.
Clearly, this mode of operation is not fully decentralized because it involves coordination with a central node. Such architectures are not ideal for on-device intelligence settings [10] , [11] for various reasons. First, the transmission of local information to the central node, and back from the central node to the dispersed devices, can be expensive especially when communication is conducted via multi-hop relays or when the devices are moving and the network topology is changing. Second, there are privacy and secrecy considerations where individual nodes may be reluctant to share information with remote centers. Third, there is a critical point of failure in centralized architectures: when the central node fails, the operation comes to a halt. Moreover, the master/worker structure requires each node to complete its local computation before aggregating them at the master node, and the efficiency of the algorithms will therefore be dependent on the slowest worker.
Motivated by these considerations, in this work we develop a fully decentralized solution for multi-agent network situations where nodes process the data locally and are allowed to communicate only with their immediate neighbors. We shall assume that the dispersed nodes are connected through a network topology and that information exchanges are only allowed among neighboring devices. By "neighbors" we mean nodes that can communicate directly to each other as allowed by the graph topology. For example, in wireless sensor networks, neighboring nodes can be devices that are within the range of radio broadcasting. Likewise, in smart phone networks, the neighbors can be devices that are within the same local area network. In the proposed algorithm, there will be no need for a central or master unit and the objective is to enable each dispersed node to learn exactly the global model despite their limited localized interactions.
A. Problem Formulation
In a connected and undirected network with K nodes, if node k stores local data samples {x k,n } N k n=1 , where N k is the size of the local samples, then the data stored by the entire network is: (1) where N = K k=1 N k . We consider minimizing an empirical risk function, J(w), which is defined as the sample average of loss values over all observed data samples in the network: Here, the notation Q(w; x n ) denotes the loss value evaluated at w and the n-th sample, x n . We also introduce the local empirical risk function, J k (w), which is defined as the sample average of loss values over the local data samples stored at node k, i.e., over {x k,n } N k n=1 :
Q(w; x k,n ).
Using the local empirical risk functions, {J k (w)}, it can be verified that the original global optimization problem (2) can be reformulated as the equivalent problem of minimizing the weighted aggregation of K local empirical risk functions:
where q k ∆ = N k /N . The following assumptions are standard in the distributed optimization literature, and they are automatically satisfied by many loss functions of interest in the machine learning literature (such as quadratic losses, logistic losses -see, e.g., [12] , [13] ). For simplicity in this article, we assume the loss functions are smooth, although the arguments can be extended to deal with non-smooth losses, as we have done in [14] , [15] .
Assumption 1: The loss function, Q(w; x n ), is convex, twice-differentiable, and has a δ-Lipschitz continuous gradient, i.e., for any w 1 , w 2 ∈ R M and 1 ≤ n ≤ N :
∇ w Q(w 1 ; x n ) − ∇ w Q(w 2 ; x n ) ≤ δ w 1 − w 2 (5) where δ > 0. Moreover, there exists at least one loss function Q(w; x no ) that is strongly convex, i.e., 
B. Related Work
There exists an extensive body of research on solving optimization problems of the form (4) in a fully decentralized manner. Some recent works include techniques such as ADMM [16] , [17] , DLM [18] , EXTRA [19] , ESUM [20] , DIGing [21] , Aug-DGM [22] and exact diffusion [23] , [24] . These methods provide linear convergence rates and are proven to converge to the exact minimizer, w . The exact diffusion method, in particular, has been shown to have a wider stability range than EXTRA implementations (i.e., it is stable for a wider range of step-sizes, µ), and is also more efficient in terms of communications than DIGing. However, all these methods require the evaluation of the true gradient vector of each J k (w) at each iteration. It is seen from the definition (3), and depending on the size N k , that this computation can be prohibitive for large-data scenarios.
One can resort to replacing the true gradient by a stochastic gradient approximation, as is commonplace in traditional diffusion or consensus algorithms [12] , [13] , [25] - [30] . In these implementations, each node k approximates the true gradient vector ∇J k (w) by using one random sample gradient, ∇Q(w; x k,n ), where n ∈ {1, 2, · · · , N k } is a uniformlydistributed random index number. While this mode of operation is efficient, it has been proven to converge linearly only to a small O(µ)−neighborhood around the exact solution w [31] where µ is the constant step-size. If convergence to the exact solution is desired, then one can employ decaying step-sizes instead of constant step-sizes; in this case, however, the convergence rate will be slowed down appreciably. An alternative is to employ variance-reduced techniques to enable convergence to the exact minimizer while employing a stochastic gradient approximation. One proposal along these lines is the DSA method [32] , which is based on the variancereduced SAGA method [3] , [5] . However, similar to SAGA, the DSA method suffers from the same huge memory requirement since each node k will need to store an estimate for each possible gradient {∇Q(w; x k,n )} N k n=1 . This requirement is a burden when N k is large, as happens in applications involving large data sets.
C. Contribution
This paper has three main contributions. First, we derive a fully-decentralized variance-reduced stochastic-gradient algorithm with significantly reduced memory requirements. We refer to the technique as the diffusion-AVRG method (where AVRG stands for the "amortized variance-reduced gradient" method proposed in the related work [1] for single-agent learning). Unlike DSA [32] , the proposed method does not require extra memory to store gradient estimates. In addition, diffusion-AVRG involves balanced gradient calculations and is amenable to scenarios in which the size of the data is unevenly distributed across the nodes. In contrast, diffusion-SVRG (an algorithm that builds upon exact diffusion and SVRG [4] ) introduces imbalances in the gradient calculations and hence suffers from significant idle time and delays in decentralized implementations -see the discussions in Section IV-A. We also extend diffusion-AVRG to handle non-smooth but proximable cost functions.
Second, we establish a linear convergence guarantee for diffusion-AVRG. The convergence proof is challenging for various reasons. One source of complication is the decentralized nature of the algorithm with nodes only allowed to interact locally. Second, due to the bias in the gradient estimate introduced by random reshuffling over data (i.e. sampling data without replacement), current analyses used for SVRG [4] , SAGA [5] , or DSA [32] are not suitable; these analyses can only deal with uniform sampling and unbiased gradient constructions. Third, the proposed diffusion-AVRG falls into a primal-dual structure where random reshuffling has not been studied throughly before.
Third, this paper proposes mini-batch techniques to balance computations and communications in diffusion-AVRG. One potential drawback of diffusion-AVRG is that by approximating the true gradient with one single data sample, the algorithm requires more iterations and hence more communications to reach satisfactory accuracy. This limits the application of diffusion-AVRG in scenarios where communication is expensive. This issue can be solved by the mini-batch technique. Instead of sampling one single data per iteration, we suggest sampling a batch of data to make better approximations of the true gradient and hence speed up convergence rate and reduce communications. The size of mini-batch will determine the trade-off between computational and communication efficiencies. Interestingly, it is observed in simulations that when an appropriate batch-size is chosen, diffusion-AVRG with minibatch can be more computation efficient while maintaining almost the same communication efficiency as exact diffusion.
Notation Throughout this paper we use diag{x 1 , · · · , x N } to denote a diagonal matrix consisting of diagonal entries x 1 , · · · , x N , and use col{x 1 , · · · , x N } to denote a column vector formed by stacking x 1 , · · · , x N . For symmetric matrices X and Y , the notation X ≤ Y or Y ≥ X denotes Y − X is positive semi-definite. For a vector x, the notation x 0 denotes that each element of x is non-negative. For a matrix X, we let X denote its 2-induced norm (maximum singular value), and λ(X) denote its eigenvalues. The notation
II. TWO KEY COMPONENTS
In this section we review two useful techniques that will be blended together to yield the diffusion-AVRG scheme. The first technique is the exact diffusion algorithm from [23] , [24] , which is able to converge to the exact minimizers of the decentralized optimization problem (4) . The second technique is the amortized variance-reduced (AVRG) algorithm proposed in our earlier work [1] , which has balanced computations per iteration and was shown there to converge linearly under random reshuffling. Neither of the methods alone is sufficient to solve the multi-agent optimization problem (4) in a decentralized and efficient manner. This is because exact diffusion is decentralized but not efficient for the current problem, while AVRG is efficient but not decentralized.
A. Exact Diffusion Algorithm
Thus, consider again the aggregate optimization problem (4) over a strongly-connected network with K nodes, where the {q k } are positive scalars. Each local risk J k (w) is a differentiable and convex cost function, and the global risk J(w) is strongly convex. To implement the exact diffusion algorithm, we need to associate a combination matrix
with the network graph, where a positive weight a k is used to scale data that flows from node to k if both nodes happen to be neighbors; if nodes and k are not neighbors, then we set a k = 0. In this paper we assume A is symmetric and doubly stochastic, i.e., a k = a k , A = A T and A1 K = 1 K (7) where 1 is a vector with all unit entries. Such combination matrices can be easily generated in a decentralized manner through the Laplacian rule, maximum-degree rule, Metropolis rule or other rules (see, e.g., Table 14 .1 in [12] ). We further introduce µ as the step-size parameter for all nodes, and let N k denote the set of neighbors of node k (including node k itself).
Algorithm 1 (Exact diffusion strategy for each node k)
(combination) (10)
End
The exact diffusion algorithm [23] is listed in (8)- (10) . The subscript k refers to the node while the subscript i refers to the iteration. It is observed that there is no central node that performs global updates. Each node performs a local update (see equation (8) ) and then combines its iterate with information collected from the neighbors (see equation (10) ). The correction step (9) is necessary to guarantee exact convergence. Indeed, it is proved in [24] that the local variables w k,i converge to the exact minimizer of problem (4) , w , at a linear convergence rate under relatively mild conditions. However, note from (3) that it is expensive to calculate the gradient ∇J k (w) in step (8) , especially when N k is large. In the proposed algorithm derived later, we will replace the true gradient ∇J k (w) in (8) by an amortized variance-reduced gradient, denoted by ∇J k (w k,i−1 ).
B. Amortized Variance-Reduced Gradient (AVRG) Algorithm
The AVRG construction [1] is a centralized solution to optimization problem (2) . It belongs to the class of variancereduced methods. There are mainly two families of variancereduced stochastic algorithms to solve problems like (2): SVRG [4] , [33] and SAGA [3] , [5] . The SVRG solution employs two loops -the true gradient is calculated in the outer loop and the variance-reduced stochastic gradient descent is performed within the inner loop. For this method, one disadvantage is that the inner loop can start only after the calculation of the true gradient is completed in the outer loop. This leads to an unbalanced gradient calculation. For large data sets, the calculation of the true gradient can be timeconsuming leading to significant idle time, which is not wellsuited for decentralized solutions. More details are provided later in Sec. IV. In comparison, the SAGA solution has a single loop. However, it requires significant storage to estimate the true gradient, which is again prohibitive for effective decentralization on nodes or devices with limited memory.
These observations are the key drivers behind the introduction of the amortized variance-reduced gradient (AVRG) algorithm in [1] : it avoids the disadvantages of both SVRG and SAGA for decentralization, and has been shown to converge at a linear rate to the true minimizer. AVRG is based on the idea of removing the outer loop from SVRG and amortizing the calculation of the true gradient within the inner loop evenly. To guarantee convergence, random reshuffling is employed in each epoch. Under random reshuffling, the algorithm is run multiple times over the data where each run is indexed by t and is referred to as an epoch. For each epoch t, a uniform random permutation function σ t is generated and data are sampled 
will approach 0 as epoch t tends to infinity, which implies that AVRG is an asymptotic unbiased variance-reduced method.
III. DIFFUSION-AVRG ALGORITHM FOR BALANCED DATA DISTRIBUTIONS
We now design a fully-decentralized algorithm to solve (4) by combining the exact diffusion strategy (8)- (10) and the AVRG mechanism (11)- (13) . We consider first the case in which all nodes store the same amount of local data, i.e.,
For this case, the cost function weights {q k } in problem (4) are equal, q 1 = · · · = q K = 1/K, and it makes no difference whether we keep these scaling weights or remove them from the aggregate cost. The proposed diffusion-AVRG algorithm to solve (4) is listed in Algorithm 3 under Eqs. (14)- (19) . Since each node has the same amount of local data samples, Algorithm 3 can be described in a convenient format involving epochs t and an inner iterations index i within each epoch. For each epoch or run t over the data, the original data is randomly reshuffled so that the sample of index i + 1 at agent k becomes the sample of index n t k,i = σ t k (i + 1) in that run. Subsequently, at each inner iteration i, each node k will first generate an amortized variance-reduced gradient ∇J k (w t k,i ) via (14)- (16), and then apply it into exact diffusion (17)- (19) to update w t k,i+1 . Here, the notation w t k,i represents the estimate that agent k has for w at iteration i within epoch t. With each node combining information from neighbors, there is no central node in this algorithm. Moreover, unlike DSA [32] , this algorithm does not require extra memory to store gradient estimates. The linear convergence of diffusion-AVRG is established in the following theorem.
Theorem 1 (LINEAR CONVERGENCE): Under Assumption 1, if the step-size µ satisfies
then, for any k ∈ {1, 2, · · · , K}, it holds that 
update w t k,i+1 with exact diffusion:
where
The constants C, D, a, b are positive constants independent of s N , ν and δ; they are defined in the appendices. The constant λ = λ 2 (A) < 1 is the second largest eigenvalue of the combination matrix A. The detailed proof is given in Appendix A, along with supporting appendices in the supplemental material. We summarize the main proof idea as follows. When the size of the data collected at the nodes may vary drastically, some challenges arise. For example, assume we select N = max k {N k } as the epoch size for all nodes. When node k with a smaller N k finishes its epoch, it will have to stop and wait for the other nodes to finish their epochs. Such an implementation is inefficient because nodes will be idle while they could be assisting in improving the convergence performance.
We instead assume that nodes will continue updating without any idle time. If a particular node k finishes running over all its data samples during an epoch, it will then continue its next epoch right away. In this way, there is no need to introduce a uniform epoch. We list the method in Algorithm 4; this listing includes the case of balanced data as a special case. In other words, we have a single diffusion-AVRG algorithm. We are describing it in two formats (Algorithms 3 and 4) for ease of exposition so that readers can appreciate the simplifications that occur in the balanced data case.
In Algorithm 4, at each iteration i, each node k will update its w k,i to w k,i+1 by exact diffusion (29)-(31) with stochastic gradient. Notice that q k has to be used to scale the step-size in (29) because of the spatially unbalanced data distribution. To generate the local stochastic gradient ∇J k (w k,i ), node k will transform the global iteration index i to its own local epoch index t and local inner iteration s. With t and s determined, node k is able to generate ∇J k (w k,i ) with the AVRG recursions (26)- (28) . Note that t, s, σ
, · · · hcalculate t and s such that i = tN k +s, where t ∈ Z+ and s = jmod(i, N k ); hIf s = 0: hhgenerate a random permutationσ 
update w k,i+1 with exact diffusion:
End all local variables hidden in node k to help generate the local stochastic gradient ∇J k (w k,i ) and do not appear in exact diffusion (29) Figure 1 illustrates the operation of Algorithm 4 for a twonode network with N 1 = 2 and N 2 = 3. That is, the first node collects two samples while the second node collects three samples. For each iteration index i, the nodes will determine the local values for their indices t and s. These indices are used to generate the local variance-reduced gradients ∇J k (w k,i ).
Once node k finishes its own local epoch t, it will start its next epoch t+1 right away. Observe that the local computations has similar widths because each node has a balanced computation cost per iteration. Note that Figure 1 .
A. Comparison with Decentralized SVRG
AVRG is not the only variance-reduced algorithm that can be combined with exact diffusion. In fact, SVRG is another alternative to save memory compared to SAGA. SVRG has two loops of calculation: it needs to complete the calculation of the true gradient before starting the inner loop. Such two-loop structures are not suitable for decentralized setting, especially when data can be distributed unevenly. To illustrate this fact assume, for the sake of argument, that we combine exact diffusion with SVRG to obtain a diffusion-SVRG variant, which we list in Algorithm 5. Similar to diffusion-AVRG, each node k will transform the global iteration index i into a local epoch index t and a local inner iteration s, which are then used to generate ∇J(w k,i ) through SVRG. At the very beginning of each local epoch t, a true local gradient has to be calculated in advance; this step causes a pause before the update of φ k,i+1 . Now since the neighbors of node k will be waiting for φ k,i+1 in order to update their own w ,i+1 , the pause by node k will cause all its neighbors to wait. These waits reduce the efficiency of this decentralized implementation, which explains why the earlier diffusion-AVRG algorithm is preferred. Fig. 2 illustrates the diffusion-SVRG strategy with N 1 = 2 and N 2 = 3. Comparing Figs. 1 and 2, the balanced calculation resulting from AVRG effectively reduces idle times and enhances the efficiency of the decentralized implementation.
V. DIFFUSION-AVRG WITH MINI-BATCH STRATEGY
Compared to exact diffusion [23] , [24] , diffusion-AVRG allows each agent to sample one gradient at each iteration instead of calculating the true gradient with N k data. This property enables diffusion-AVRG to be more computation efficient than exact diffusion. It is observed in Figs. 9 and 10 from Section VII that in order to reach the same accuracy, diffusion-AVRG needs less gradient calculation than exact diffusion.
However, such computational advantage comes with extra communication costs. In the exact diffusion method listed in
-local computation -combination Fig. 1 . Illustration of the operation of diffusion-AVRG for a two-node network.
Algorithm 5 (diffusion-SVRG at node k for unbalanced data)
h generate a random permutation function σ t k , set θ t k,0 = w k,i h and compute the full gradient:
h End generate the local stochastic gradient:
End Algorithm 1, it is seen that agent k will communicate after calculating its true gradient ∇J(w) =
. But in the diffusion-AVRG listed in Algorithms 2 and 3, each agent will communicate after calculating only one stochastic gradient. Intuitively, in order to reach the same accuracy, diffusion-AVRG needs more iterations than exact diffusion, which results in more communications. The communication comparison for diffusion-AVRG and exact diffusion are also shown in Figs. 9 and 10 in Section VII.
In this section we introduce the mini-batch strategy to balance the computation and communication of diffusion-AVRG. For simplicity, we consider the situation where all local data size N k are equal to s N , but the strategy can be extended to handle the spatially unbalanced data distribution case. Let the batch size be B, and the number of batches L ∆ = s N /B. The local data in agent k can be partitioned as
, (38) where the superscript ( ) indicates the -th mini-batch. In addition, the local cost function J k (w) can be rewritten as
Algorithm 6 (diffusion-AVRG with mini-batch at node k)
equally partition the data into L batches, and each batch has size B. Set ∇Q ( )
where the last equality holds because L = s N /B and
is defined as the cost function over the -th batch in agent k. Note that the mini-batch formulations (39) and (40) are the generalization of cost function (3). When B = 1, formulations (39) and (40) will reduce to (3). Moreover, it is easy to prove that
k=1, =1 satisfy Assumption 1. Since the mini-batch formulations (39) and (40) fall into the form of problem (3) and (4), we can directly extend Algorithm 3 to the mini-batch version with the convergence guarantee. The only difference is for each iteration, a batch, rather than a sample will be picked up, and then length of batches is L rather than s N . We also list the mini-batch algorithm in Algorithm 6. Diffusion-AVRG with mini-batch stands in the middle point between standard diffusion-AVRG and exact diffusion. For each iteration, Algorithm 6 samples B gradients, rather than 1 gradient or s N gradients, and then communicates. The size of B will determine the computation and communication efficiency, and there is a trade-off between computation and communication. When given the actual cost in real-world applications, we can determine the Pareto optimal for the batch-size. In our simulation shown in Section VII, when best batch-size is chosen, diffusion-AVRG with mini-batch can be much more computation efficient while maintaining almost the same communication efficiency with exact diffusion.
VI. PROXIMAL DIFFUSION-AVRG
In this section we extend the diffusion-AVRG algorithm to handle non-smooth cost functions. Thus, consider now problems of the form:
where J k (w) is defined in (3), and R(w) is a convex but possibly non-differentiable regularization term. The assumptions over J(w) remain the same, while we assume that R(w) is proximable, i.e., the proximal problem
has a closed-form solution. Without loss of generality, we consider the situation where all local data sizes N k are equal to
In the following, we first design a deterministic distributed algorithm to solve problem (47), and then extend it to the stochastic setting with the help of AVRG. We let w k ∈ R M be a local estimate of variable w in agent k. In the following we introduce some notations.
whereĀ = (A + I K )/2 and "⊗" indicates the Kronecker product. Since A is symmetric and doubly stochastic, the matrix I − A is positive semidefinite and it can be decomposed as (I − A)/2 = U ΣU T . The matrix V is defined as V = U Σ 1/2 U T and it holds that V 2 = (I − A)/2 and null(V ) = span(1 K ) [23] . To solve problem (47), we propose the following primal-dual algorithm
where Y ∈ R M K is the dual variable. We claim the fixed point of the above recursions are solutions to problem (47). To see that, we assume (W , Y , Z ) are fixed points of recursion (54), and therefore it holds that
From the second recursion in (55), we have
M is the k-th block of vector Z . The "⇐⇒" sign holds because of the fact that null(V ) = span(1 K ). Next, from the third equation of (55) and the definition of R(W) in (53), we have
which implies that w 1 = · · · = w K = w and the optimality condition 0 ∈ µ ∂R(w ) + (w − z ).
(58) We further multiply
to both sides of the first equation in (55) from the left to get
where we also used the fact that 1 T A = 1 T , and 1 T V = 0. By substituting (59) into (58), we get
which indicates that w is the optimal solution to problem (47). Therefore, if the proposed recursion (54) is convergent, its limiting point is the optimal solution to problem (47). Recursion (54) can be rewritten in a more elegant manner. By eliminating the dual variable Y from the recursion, we get
which can be further written in a distributed manner:
Recursion (62) is almost the same as the exact diffusion in [23] except for the additional proximal step. It is observed when R(w) = 0, the recursion (62) reduces to the exact diffusion in [23] . Using the proximal exact diffusion recursion (62), we can easily extend it to a variance-reduced stochastic algorithm by replacing the true gradient with a stochastic one generated by the AVRG method. We list the prox-diffusion-AVRG method in Algorithm 7. Due to space limitations, we leave a formal verification of the convergence of Algorithm 7 for future work. Instead, we illustrate its convergence behavior with simulations over real datasets in Sec. VII.
VII. SIMULATION RESULTS

A. Convergence performance of diffusion-AVRG
In this subsection, we illustrate the convergence performance of diffusion-AVRG. We consider problem (4) in which J k (w) takes the form of regularized logistic regression loss function:
with q k = N k /N . The vector h k,n is the n-th feature vector kept by node k and γ k (n) ∈ {±1} is the corresponding label. In all experiments, the factor ρ is set to 1/N , and the solution w to (4) is computed by using the ScikitLearn Package. All experiments are run over four datasets:
-local computation -combination
-idle time Fig. 2 . Illustration of what would go wrong if one attempts a diffusion-SVRG implementation for a two-node network, and why diffusion-AVRG is the recommended implementation.
Algorithm 7 (Prox-diffusion-AVRG at node k for balanced data)
Covtype.binary 1 , RCV1.binary 1 , MNIST 2 , and CIFAR-10 3 . The last two datasets have been transformed into binary classification problems by considering data with labels 2 and 4, i.e., digital two and four classes for MNIST, and cat and dog classes for CIFAR-10. In Covtype.binary we use 50, 000 samples as training data and each data has dimension 54. In RCV1 we use 30, 000 samples as training data and each data has dimension 47, 236. In MNIST we use 10, 000 samples as training data and each data has dimension 784. In CIFAR-10 we use 10, 000 samples as training data and each data has dimension 3072. All features have been preprocessed and normalized to the unit vector. We also generate a randomly connected network with K = 20 nodes, which is shown in Fig. 3 . The associated doubly-stochastic combination matrix A is generated by the Metropolis rule [12] .
In our first experiment, we test the convergence performance of diffusion-AVRG (Algorithm 3) with even data distribution, i.e., N k = N/K. We compare the proposed algorithm with DSA [32] , which is based on SAGA [5] and hence has significant memory requirement. In comparison, the proposed 1 http://www.csie.ntu.edu.tw/ ∼ cjlin/libsvmtools/datasets/ 2 http://yann.lecun.com/exdb/mnist/ 3 http://www.cs.toronto.edu/ ∼ kriz/cifar.html diffusion-AVRG algorithm does not need to store the gradient estimates and is quite memory-efficient. The experimental results are shown in the top 4 plots of Fig. 4 . To enable fair comparisons, we tune the step-size parameter of each algorithm for fastest convergence in each case. The plots are based on measuring the averaged relative square-error,
It is observed that both algorithms converge linearly to w , while diffusion-AVRG converges faster (especially on Covtype and CIFAR-10).
In our second experiment, data are randomly assigned to each node, and the sample sizes at the nodes may vary drastically. We now compare diffusion-AVRG (Algorithm 3) with DSA. Since there is no epoch for this scenario, we compare the algorithms with respect to the iterations count. In the result shown in bottom 4 plots of Fig. 4 , it is also observed that both algorithms converge linearly to w , with diffusion-AVRG converging faster than DSA.
B. Stability comparison with DSA
In this subsection, we compare the stability between DSA and diffusion-AVRG. For simplicity, this experiment is conducted in the context of solving a linear regression problem with synthetic data, and the dimension of the feature vector is set as M = 10. Each feature-label pair (h n , γ(n)) is drawn from a Gaussian distribution N (0, Λ), where Λ is a positive diagonal matrix with the ratio of the largest diagonal value to the smallest diagonal value as 20. We generate N = 20, 000 data points, which are evenly distributed over the 20 nodes. The same topology shown in Fig.3 is used in this experiment. We compare the convergence performance of diffusion-AVRG with DSA over a range of step-sizes from 0.02 to 0.22. The Step-size Diffusion-AVRG is more stable than DSA. The x-axis indicates the step-size, and y-axis indicates the averaged relative square-error after 20 epochs. result is illustrated in Fig. 5 . The x-axis indicates the step-size and y-axis indicates the averaged relative square-error. Each point in the curve indicates the convergence accuracy of that algorithm after 20 epochs with the corresponding step-size. It is observed in Fig. 5 that for all tested step-sizes, diffusion-AVRG is more accurate than DSA after running the same number of epochs. Also, it is observed that DSA starts diverging after step-size µ = 0.16. In contrast, diffusion-AVRG remains convergent for all step-sizes within [0.02, 0.22]. This observation illustrates how diffusion-AVRG is endowed with a wider step-size range for stability than DSA. The improved stability is inherited from the structure of the exact diffusion strategy [13] , [23] , [24] . The improved stability range also helps explain why diffusion-AVRG is faster than DSA in Fig.  4 .
C. Parameters affecting convergence
In this subsection we test two parameters that effects the convergence of diffusion-AVRG: network topology and the condition number of the cost function. In Theorem 1, it is observed that when the second largest eigenvalue, λ, of the combination matrix is closer to 1, or the condition number of the cost function δ/ν is larger, the step-size should be smaller and hence the convergence rate slower. To illustrate such conclusion, we consider the same linear regression example as in Sec. VII-B. In the first experiment, we evenly distribute 20, 000 data points over 50 agents. We test the convergence of diffusion-AVRG over 5 different topologies: a line graph, a cycle graph, a random graph with connection probability p = 0.2, a random graph with connection probability p = 0.4, and a complete graph. The combination matrix over the above graphs are generated according to the Metropolis-Hastings rule, and the value of λ corresponding to the above 5 topologies are 0.9987, 0.9927, 0.9859, 0.9381 and 0. The experimental result is shown in Fig. 6. Step-sizes for each topology are adjusted so that each curve reach its fastest convergence. It is observed that the more connected the network is, the faster diffusion-AVRG converges, which is consistent with Theorem 1.
In the second experiment, we adjust the covariance matrix of the feature vector h n so that the condition number δ/ν is different. Fig. 7 depicts four convergence curves under different condition numbers.
Step-sizes under each condition number are optimized so that all curves reach their fastest convergence. It is observed that better condition numbers en- able faster convergence, which is consistent with Theorem 1.
D. Computational efficiency of diffusion-AVRG
It is known that the single agent variance-reduced methods such as SVRG [4] and SAGA [5] can save computations compared to the full gradient descent. In this subsection we examine through numerical simulations whether diffusion-AVRG can save computations compared to the corresponding deterministic algorithms such as exact diffusion and DIGing. By "saving computations" we mean to reach a desirable convergence accuracy, diffusion-AVRG requires to calculate less gradients than exact diffusion and DIGing. Counting the number of gradient calculations during the convergence process is a common metric to evaluate computational efficiency -see [4] , [5] , [32] . Note that diffusion-AVRG needs to calculate two gradients per iteration at agent k, and hence 2 s N gradients are required per epoch where s N is the size of the local dataset. In contrast, exact diffusion and DIGing will evaluateN gradients per iteration.
We consider the same experimental setting as in Sec. VII-B. The performance of diffusion-AVRG, exact diffusion [23] and DIGing [21] are compared in Fig. 8 . For each algorithm, we tune its step-size so that fastest convergence is reached. It is observed that to reach the relative accuracy 10 −9 , each agent in diffusion-AVRG requires to evaluate 40 s N gradients while exact diffusion and DIGing require 140 s N and 190 s N , respectively. This experiment shows that exactdiffusion saves at least 70% of gradient evaluations compared to exact diffusion and DIGing. The cost for such computational efficiency in diffusion-AVRG is more communication rounds. The computation and communication in diffusion-AVRG can be balanced by mini-batch technique as discussed in Sec. V.
E. Balancing communication and computation
In this experiment, we test how the mini-batch size B influences the computation and communication efficiency in diffusion-AVRG. The experiment is conducted on the MNIST and RCV1 datasets. For each batch size, we run the algorithm until the relative error reaches 10 −10 . The step-size for each batch size is adjusted to be optimal. The communication is examined by counting the number of message passing rounds, and the computation is examined by counting the number of ∇Q(w; x n ) evaluations. The exact diffusion is also tested for The comparison of computational efficiency between diffusion-AVRG, exact diffusion and DIGing. The unit of x-axis is s N = 1000.
comparison. In Fig. 9 , we use "AVRG" to indicate the standard diffusion-AVRG method. It is observed that standard diffusion-AVRG is more computation efficient than exact diffusion. To reach 10 −10 relative error, exact diffusion needs around 2×10 It is also observed in Fig. 9 that mini-batch can balance the communication and computation for diffusion-AVRG. As batch size grows, the computation expense increases while the communication expense reduces. Diffusion-AVRG with appropriate batch-size is able to reach better performance than exact diffusion. For example, diffusion-AVRG with B = 200 will save around 60% computations while maintaining almost the same amount of communications. Similar observation also holds for RCV1 dataset, see Fig.10 .
Based on the above experiment, we can further test the running time of diffusion-AVRG and compare it with exact diffusion. In this simulation, we assume the calculation of a one-data gradient ∇Q(w; x n ) takes one unit of time, i.e. t comp = 1. We then consider four different scenarios in which one round of communication takes 1, 10, 100 and 1000 unit(s) of time, respectively. For each scenario we depict the running time contour line. The running time contour line is calculated as follows. Suppose to reach the error 10 −10 , one algorithm needs to calculate n g gradients and communicate n c rounds, then the total running time is t comp n g + t comm n c where t comp = 1 and t comm = 1, 10, 100 or 1000 in different scenarios. All four scenarios are illustrated in Fig. 11 . The unit for the value of each contour line is 10 4 . In all scenarios, diffusion-AVRG with proper batch size is faster than exact diffusion in terms of running time. Let us take a closer look at the third sub-figure. It is observed that when the best batch size is employed in diffusion-AVRG, the total running time is 7.4 × 10 4 . As a comparison, the total running time for exact diffusion is between 16.6 × 10 4 and 24.7 × 10 4 .
F. Prox-diffusion-AVRG
In this subsection we test the performance of prox-diffusion-AVRG listed in Algorithm 7. We consider problem (47) with In the xaxis, the computation is measured by counting the number of onedata gradients ∇Q(w; xn) evaluated to reach accuracy 10 −10 . In the y-axis, the communication is measured by counting the number of communication rounds to reach accuracy 10 −10 . J k (w) defined in (70), and R(w) = η w 1 where η is the sparsity coefficient. For simplicity, we assume the sizes of local datasets are all equal. The experimental setting and datasets are the same as the first experiment in Sec.VII-A. For MNIST, RCV1 and Covtype, we set η = ρ = 0.005. For CIFAR-10, we set η = 0.0005 and ρ = 0.01. We compare the performance of prox-diffusion-AVRG (Alg.7) and prox-DSA 4 over these datasets in Fig. 12 . For each dataset, we tune the step-sizes so that both algorithms reach their fastest convergence. It is observed that for all datasets prox-diffusion-AVRG converges linearly, and it is faster than prox-DSA.
VIII. CONCLUSION
This paper proposes diffusion-AVRG, which is a fullydistributed variance-reduced stochastic method. It saves computations compared to existing deterministic algorithms such as EXTRA [19] , exact diffusion [23] and DIGing [21] , and significantly reduces the memory requirement compared to DSA [32] . Moreover, diffusion-AVRG is more suitable for the practical scenarios in which data are distributed unevenly among networked agents. We also propose using mini-batch to balance computations and communications. Possible future work includes establishing convergence guarantees for prox- 4 Note that the original DSA algorithm in [32] cannot handle the composite optimization problem. We therefore combine SAGA and PG-EXTRA [35] to reach prox-DSA that is able to handle non-smooth proximable regularizations. diffusion-AVRG and and extending diffusion-AVRG to nonconvex optimization and varying networks.
APPENDIX A PROOF OF THEOREM 1
In this section we establish the linear convergence property of diffusion-AVRG (Algorithm 2). We start by transforming the exact diffusion recursions into an equivalent linear error dynamics driven by perturbations due to gradient noise (see Lemma 2) . By upper bounding the gradient noise (see Lemma 3), we derive a couple of useful inequalities for the size of the inner iterates (Lemma 4), epoch iterates (Lemma 5), and inner differences (Lemma 6). We finally introduce an energy function and show that it decays exponentially fast (Lemma 7). From this result we will conclude the convergence of E w t k,0 − w 2 (as stated in (21) in Theorem 1). Throughout this section we will consider the practical case where s N ≥ 2. When s N = 1, diffusion-AVRG reduces to the exact diffusion algorithm whose convergence is already established in [24] .
A. Extended Network Recursion
Recursions (17)- (19) of Algorithm 2 only involve local variables w , we need to combine all iterates from across the network into extended vectors. To do so, we introduce
where ⊗ is the Kronecker product. With the above notation, for 0 ≤ i ≤ s N − 1 and t ≥ 0, recursions (17)-(19) of Algorithm 2 can be rewritten as
and we let ψ 
Substituting the first and second equations of (77) into the third one, we have that for 1 ≤ i ≤ s N and t ≥ 0:
and we let W t+1 0
for each epoch t. Moreover, we can also rewrite (78) as
It is observed that recursion (79) involves two consecutive variables W t i and W t i−1 , which complicates the analysis. To deal with this issue, we introduce an auxiliary variable Y t i to make the structure in (79) more tractable. For that purpose, we first introduce the eigendecomposition:
where Σ is a nonnegative diagonal matrix (note that IK − A is positive semi-definite because A is doubly stochastic), and U is an orthonormal matrix. We also define V Fig. 11 . Running time contour line for diffusion-AVRG with mini-batch. The x-axis and y-axis have the same meaning as in Fig. 9 . In all sub-figures, it is assumed that the calculation of one-data gradient takes one unit of time. For each sub-figure from left to right, one round of communication is assumed to take 1, 10, 100 and 1000 unit(s) of time. The unit for the value of each contour line is 10 4 . Fig. 12 . Comparison between prox-diffusion-AVRG and prox-DSA over various datasets.
Note that V and V are symmetric matrices. It can be verified (see Appendix B) that recursion (79) is equivalent to  
where 0 ≤ i ≤ s N − 1 and t ≥ 0, Y 0 0 is initialized at 0, and
Note that recursion (83) is very close to recursion for exact diffusion (see equation (93) in [23] ), except that ∇J (W t i ) is a stochastic gradient generated by AVRG. We denote the gradient noise by
(84) Substituting into (83), we get  
In summary, the exact diffusion recursions (17)- (19) of Algorithm 2 are equivalent to form (85). 
B. Optimality Condition
where we partition W into block entries of size M × 1 each as follows:
, it further holds that the block entries of W are identical and coincide with the unique solution to problem (4), i.e.
(87) In other words, equation (86) is the optimality condition characterizing the solution to problem (4). 
C. Error Dynamics
N after epoch t. Moreover, B, B l and T t i are defined as
To facilitate the convergence analysis of recursion (88), we diagonalize B and transform (88) into an equivalent error dynamics. From equations (64)-(67) in [24] , we know that B admits an eigendecomposition of the form
where X , D and X −1 are KM by KM matrices defined as
In (93), matrix D1 = D1 ⊗ IM and D1 ∈ R 2(K−1)×2(K−1) is a diagonal matrix with D1 = λ2(A)
In (94) and (95), matrices R1, R2, L1 and L2 take the form
Moreover, XR ∈ R 2KM ×2(K−1)M and XL ∈ R 2(K−1)M ×2KM are some constant matrices. Since B is independent of s N , δ and ν, all matrices appearing in (92)-(95) are independent of these variables as well. By multiplying X −1 to both sides of recursion (88), we have
as transformed errors. Moreover, we partition XR as
With the help of recursion (98), we can establish the following lemma. Lemma 1 (USEFUL TRANSFORMATION): When Y 0 0 is initialized at 0, recursion (88) can be transformed into X t i+1 
Notice that XL, XR, XR,u and X are all constant matrices and independent of s N , δ and ν. Proof. See Appendix D. The proof is similar to the derivations in equations (68)- (82) from [24] except that we have an additional noise term in (88).
Starting from (101), we can derive the following recursions for the mean-square errors of the quantitiesX 
where the scalars a l , 1 ≤ l ≤ 5 are defined in (179); they are positive constants that are independent of s N , δ and ν. Proof. See Appendix E.
It is observed that recursion (103) Lemma 3 (GRADIENT NOISE): Under Assumption 1, the second moment of the gradient noise term satisfies:
where b = X 2 is a positive constant that is independent of s N , ν and δ. Proof. See Appendix F.
In the following subsections, we will exploit the error dynamic (103) and the upper bound (104) to establish the convergence of E X t i 2 and E X t i 2 , from which we will conclude later the convergence of E W t i 2 .
D. Useful Inequalities
To simplify the notation, we define
All these quantities appear in the upper bound on gradient noise in (104), and their recursions will be required to establish the final convergence theorem. Lemma 4 ( E X t i 2 RECURSION): Suppose Assumption 1 holds. If the step-size µ satisfies
where C1 > 0, which is defined in (205), is a constant independent of s N , ν and δ, it then holds that
where the constants λ2 < 1, λ3 < 1, and {c l } 
where C2 > 0, which is defined in (217), is a constant independent of s N , ν and δ, it then holds that
where {d l } 
where C3 > 0, which is defined in (232), is a constant independent of s N , ν and δ, it then holds that
(115) where {ei} 
E. Linear Convergence
With the above inequalities, we are ready to establish the linear convergence of the transformed diffusion-AVRG recursion (101).
Lemma 7 (LINEAR CONVERGENCE): Under Assumption 1, if the step-size µ satisfies
where C > 0, which is defined in (273), is a constant independent of s N , ν and δ, and λ = λ2(A) is second largest eigenvalue of the combination matrix A, it then holds that
where γ = 8f5δ 2 µ s N /ν > 0 is a constant, and
The positive constants a1, f1 and f5 are independent of s N , ν and δ. Their definitions are in (179) and (241). Proof. See Appendix K.
Using Lemma 7, we can now establish the earlier Theorem 1. Proof of Theorem 1. From recursion (117), we conclude that
Since γ > 0, it also holds that
On the other hand, from (102) we have
(121) By taking expectation of both sides, we have
(122) Combining (120) and (122), we have
Since
2 , we conclude (21).
APPENDIX B PROOF OF RECURSION (83)
which implies that 
The first expression in (128) is exactly the first expression in (79). For t ≥ 0 and 1 ≤ i ≤ s N , from the first recursion in (83) we have 
Using A = (IKM + A)/2, the above recursion can be rewritten as
which is the second recursion in (79).
APPENDIX C PROOF OF RECURSION (88)
The proof of (88) is similar to (36)-(50) in [24] except that we have an additional gradient noise term s(W t i ). We subtract W and Y o from both sides of (85) respectively and use the fact that AW = 1 2
Subtracting the optimality condition (86) from (132) gives
Recall that ∇J (W) is twice-differentiable (see Assumption 1). We can then appeal to the mean-value theorem (see equations (40)- (43) in [24] ) to express the gradient difference as 
From relations (81) and (82), we conclude that V 2 = (IK − A)/2K, which also implies that V 2 = (IMK − A)/2K. With this fact, we substitute the second recursion in (135) into the first recursion to get
which is also equivalent to
Also recall (81) that A = IK − 2KU ΣU T . Therefore,
This together with the fact that
which also implies that VA = AV. As a result, we can verify that
Substituting the above relation into (137), we get
which matches equations (88)- (89).
APPENDIX D PROOF OF LEMMA 1
Now We examine the recursion (98). By following the derivation in equations (71)-(77) from [24] , we have
where I ∆ = 1K ⊗ IM . It can also be verified that
where the last equality holds because
(146) Substituting (143) and (144) into recursion (98), and also recalling the definition in (99), we get  X t i+1
Notice that the second line of the above recursion is
(148) As a result, X t i+1 will stay at 0 if the initial value X 0 0 = 0. From (99) we can derive that
where equality (a) holds because Y 0 0 = 0. Equality (b) holds because Y o lies in the range space of V (see Section A-B) and I T V = 0 (see (127)). Therefore, with (148) and (149), we conclude that
(150) With (150), the transformed error recursion (147) reduces to X t i+1
while (99) reduces to
APPENDIX E PROOF OF LEMMA 2 Since Q(w; xn) is twice-differentiable, it follows from (5) that ∇ 2 w Q(w; xn) ≤ δIM for 1 ≤ n ≤ N , which in turn implies that
Moreover, since all Q(w; xn) are convex and at least one Q(w; xn o ) is strongly convex (see equation (6) , there must exist at least one node ko such that
which implies that the global risk function, J(w), is ν-strongly convex as well. Substituting (153) and (154) into H
(157) Now we turn to derive the mean-square-error recursion. From the first line of error recursion (101), we havē
Substituting relations (155) and (156) into (159), it holds that
(163) where equality (a) holds for any constant t ∈ (0, 1), inequality (b) holds because of the Jensen's inequality, inequality (c) holds because a+b 2 ≤ 2 a 2 +2 b 2 for any two vectors a and b, and inequality (d) holds because of relation (161) and
Equality (e) holds when t = µν/K.
Next we turn to the second line of recursion (101):
By squaring and applying Jensen's inequality, we have
for any constant t ∈ (0, 1). From the definition of T t i in (89) and recalling from (138) that AV = VA, we have
It can also be verified that
where the last inequality holds because 0 < λ(A) ≤ 1. With (168), (169) and the facts that λmax(A) = 1, λmax(H t i ) ≤ δ, we conclude that
(170) Similarly, using AV = VA we can rewrite B l defined in (89) as
and it can be verified that
As a result,
Furthermore,
With (170)-(174), we have XLT
(177) Substituting (175) into (167) and recalling that D1 = λ < 1, we have X
where the last equality holds by setting t = λ. If we let
and take expectations of inequalities (167) and (178), we arrive at recursion (103), where a l , 1 ≤ l ≤ 5 are positive constants that are independent of s N , δ and ν.
APPENDIX F PROOF OF LEMMA 3
We first introduce the gradient noise at node k:
(180) With (180) and (84) 
is sampled by random reshuffling without replacement, it holds that
where equality (a) holds because w t k,0 = w
. With relation (183), we can rewrite (182) as
where the last inequality holds because of the Lipschitz inequality (5) in Assumption 1. Consequently,
Now note that
(187) Similarly, it holds that
Substituting (187) and (188) into (186) and letting b = X 2 , we have
(189) By taking expectations, we achieve inequality (104).
APPENDIX G PROOF OF LEMMA 4
It is established in Lemma 2 that when step-size µ satisfies
the dynamic system (103) holds. Using Jensen's inequality, the second line of (103) becomes
Now we let λ1 = (1 + λ)/2 < 1. It can be verified that when the step-size µ is small enough so that
it holds that
where (a) holds because λ1 < 1 and hence i j=0 λ i−j 1 ≤ i + 1. Next we let λ2 = (1 + λ1)/2 < 1. If the step-size µ is chosen small enough such that λ
Therefore, to guarantee (196), it is enough to set
From (197) we can derive
To simplify the notation, we let
Using λ2 < 1, we have
In summary, when µ satisfies (190), (192) and (199), i.e.
we conclude recursion (109). To get a simple form for the step-size, with λ2 − λ1 = (1 − λ)/4 we can further restrict µ as
It is obvious that all step-sizes within the range defined in (205) will also satisfy (204). Moreover, recursion (110) holds by setting
APPENDIX H PROOF OF LEMMA 5 Substituting (104) into the first line of (103), we have
where the last inequality hold when we choose µ small enough such that
According to Lemma 4, the inequality (109) holds when step-size µ satisfies
Substituting (109) into (209), we get
For the term
then the inequality (1−a1µν) Ď N ≤ 1−a1 s N µν/2 holds. Furthermore, if the step-size µ is chosen small enough such that
recursion (211) will imply
To simplify the notation, we let d1 = 36b + 2λ3a2 + 24λ3b, d2 = 24b, d3 = 12b, d4 = 24b, (215) then recursion (112) is proved. To guarantee (208), (210), (212) and (213), it is enough to set
Note that ν 2 /δ 2 < 1 and 1 − λ < 1. To get a simple form for the step-size, we can further restrict µ as
where C2 is independent of ν, δ and s N . 
APPENDIX I UPPER BOUND
where τ ∈ (0, x) is some constant, and hence, τ < 1. To ensure
s N x, we require
Note that 1
If we choose x ≤ 1/ s N , then it will also satisfy (219). By letting x = a1µν, it holds that
when µ ≤ 1/(a1 s N ν). 
For simplicity, if we let e1 = 54b K , e2 = 3 XR,u 2 + 36b
inequality ( 
Since the right-hand side of inequality (233) is the same as inequality (227), we can follow (228)-(232) to conclude recursion (115).
APPENDIX K PROOF OF THEOREM 7
With Lemmas 4, 5 and 6, when the step-size µ satisfies 
λ2 + d1µδ 
Since ν/δ < 1, it holds that
Also recall that 1 − λ2 = (1 − λ)/4. Therefore, if µ satisfies
it also satisfies (249). Next we continue simplifying recursion (248). Suppose µ and γ are chosen such that
recursion (248) can be further simplified to
Now we check the conditions on µ and γ to satisfy (252)-(254). Since λ3 < 1, if we choose µ and γ such that
then inequality (253) holds. To guarantee (252), (254) and (257), it is enough to set
(258) Moreover, if we further choose step-size µ such that
recursion (255) becomes
When µ and γ are chosen such that
recursion (260) 
recursion (262) can be simplified as
To guarantee (263), it is enough to set
If we let γ = 8f5δ 2 µ s N /ν > 0, 
Finally, we decide the feasible range of step-size µ. Substituting γ into (258) and (261), it requires .
