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SHADOWING FOR INFINITE DIMENSIONAL DYNAMICS
AND EXPONENTIAL TRICHOTOMIES
LUCAS BACKES AND DAVOR DRAGICˇEVIC´
Abstract. Let (Am)m∈Z be a sequence of bounded linear maps act-
ing on an arbitrary Banach space X and admitting an exponential tri-
chotomy and let fm : X → X be a Lispchitz map for every m ∈ Z. We
prove that whenever the Lipschitz constants of fm,m ∈ Z, are uniformly
small, the nonautonomous dynamics given by xm+1 = Amxm+fm(xm),
m ∈ Z, has various types of shadowing. Moreover, if X is finite dimen-
sional and each Am is invertible we prove that a converse result is also
true. Furthermore, we get similar results for one-sided and continuous
time dynamics. As applications of our results we study the Hyers-Ulam
stability for certain difference equations and we obtain a very general
version of the Grobman-Hartman’s theorem for nonautonomous dynam-
ics.
1. Introduction
The foundations of the theory of chaotic dynamical systems dates back
to the work of Poincare´ [25] and is now a well developed area of research.
An important feature of chaotic dynamical systems, already observed by
Poincare´, is the sensitivity to initial conditions: any small change to the
initial condition may led to a large discrepancy in the output. This fact
makes somehow complicated or even impossible the task of predicting the
real trajectory of the system based on approximations. On the other hand,
many chaotic systems, like uniformly hyperbolic dynamical systems [2, 6],
exhibit an amazing property stating that, even though a small error in the
initial condition may led eventually to a large effect, there exists a true orbit
with a slightly different initial condition that stays near the approximate
trajectory. This property is known as the shadowing property.
The objective of this paper is to develop a shadowing theory for nonau-
tonomous systems acting on an arbitrary Banach space X. More precisely,
starting with a linear dynamics
xm+1 = Amxm m ∈ Z, (1)
where the sequence (Am)m∈Z admits an exponential trichotomy, we prove
that a small nonlinear perturbation of (1) has various types of the shadow-
ing property. Moreover, if X has finite dimension and the linear maps Am
are invertible, we prove that (Am)m∈Z admits an exponential trichotomy
whenever (1) satisfies a certain type of shadowing. Furthermore, we par-
tially extend these results to one-sided dynamics and to continuous time
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dynamics. As applications of our results we provide a characterization of
Hyers-Ulam stability for certain difference equations and also exhibit a very
general version of the Grobman-Hartman’s theorem for nonautonomous dy-
namics.
1.1. Relations with previous results. Our proof is inspired by the an-
alytical proofs of the shadowing lemma by Palmer [19] and Mayer and
Sell [17]. These proofs have also inspired versions of the shadowing lemma
for maps acting on Banach spaces (see [9, 15]). While all these previous re-
sults deal with autonomous dynamical systems, we on the other hand focus
in the nonautonomous setting.
Our work was initiated in [3]. In that paper we have also dealt with the
shadowing problem in the nonautonomous realm but in much less generality.
In fact, our Theorem 3 generalizes the main result of [3] in three directions:
• we allow the sequence (Am)m∈Z to admit an exponential trichotomy
instead of more restrictive assumption made in [3] that (Am)m∈Z ad-
mits an exponential dichotomy;
• the nonlinear perturbations of (1) allowed here are much more general
(for instance, they do not need to be differentiable or bounded as
in [3]);
• in the present paper, we don’t assume that supm∈Z‖Am‖ <∞.
Moreover, in the present paper we treat the cases of one-sided dynamics and
continuous time dynamics that were not considered in the previous work
allowing us, for instance, to characterize Hyers-Ulam stability for certain
difference equations.
In order to finish this introduction, we would also like to stress that
there are other shadowing results for nonautonomous dynamics in Banach
spaces in the literature (see for instance the nice monographs [21, 24]) but
in all those results there are some differentiability and boundedness and/or
compactness assumptions that are not present in our results (see for instance
condition (5) in Section 1.3.4 of [24]). In particular, our work represents a
nontrivial extension of these results. Moreover, our unified approach gives
us several types of shadowing at once (see Remark 6).
2. Preliminaries
2.1. Banach sequence spaces. In this subsection we recall some basic
definitions and properties from the theory of Banach sequence spaces. The
material is taken from [11, 27] where the reader can also find more details.
Let S(Z) be the set of all sequences s = (sn)n∈Z of real numbers. We say
that a linear subspace B ⊂ S(Z) is a normed sequence space (over Z) if there
exists a norm ‖·‖B : B → R
+
0 such that if s
′ = (s′n)n∈Z ∈ B and |sn| ≤ |s
′
n|
for n ∈ Z, then s = (sn)n∈Z ∈ B and ‖s‖B ≤ ‖s
′‖B . If in addition (B, ‖·‖B)
is complete, we say that B is a Banach sequence space.
Let B be a Banach sequence space over Z. We say that B is admissible
if:
1. χ{n} ∈ B and ‖χ{n}‖B > 0 for n ∈ Z, where χA denotes the charac-
teristic function of the set A ⊂ Z;
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2. for each s = (sn)n∈Z ∈ B and m ∈ Z, the sequence s
m = (smn )n∈Z
defined by smn = sn+m belongs to B and ‖s
m‖B = ‖s‖B .
Note that it follows from the definition that for each admissible Banach space
B over Z, we have that ‖χ{n}‖B = ‖χ{0}‖B for each n ∈ Z. Throughout
this paper we will assume for the sake of simplicity that ‖χ{0}‖B = 1.
We recall some explicit examples of admissible Banach sequence spaces
over Z (see [11, 27]).
Example 1. The set l∞ = {s = (sn)n∈Z ∈ S(Z) : supn∈Z|sn| < ∞} is
an admissible Banach sequence space when equipped with the norm ‖s‖ =
supn∈Z|sn|.
Example 2. The set c0 = {s = (sn)n∈Z ∈ S(Z) : lim|n|→∞|sn| = 0} is an
admissible Banach sequence space when equipped with the norm ‖·‖ from the
previous example.
Example 3. For each p ∈ [1,∞), the set
lp =
{
s = (sn)n∈Z ∈ S(Z) :
∑
n∈Z
|sn|
p <∞
}
is an admissible Banach sequence space when equipped with the norm
‖s‖ =
(∑
n∈Z
|sn|
p
)1/p
.
Example 4 (Orlicz sequence spaces). Let ϕ : (0,+∞)→ (0,+∞] be a non-
decreasing nonconstant left-continuous function. We set ψ(t) =
∫ t
0 ϕ(s) ds
for t ≥ 0. Moreover, for each s = (sn)n∈Z ∈ S(Z), letMϕ(s) =
∑
n∈Z ψ(|sn|).
Then
B =
{
s ∈ S(Z) :Mϕ(cs) < +∞ for some c > 0
}
is an admissible Banach sequence space when equipped with the norm
‖s‖ = inf
{
c > 0 :Mϕ(s/c) ≤ 1
}
.
We will also need the following auxiliarly result (see [27, Lemma 2.3.]).
Proposition 1. Let B be an admissible Banach sequence space. For s =
(sn)n∈Z ∈ B and λ > 0, we define sequences s
i = (sin)n∈Z, i = 1, 2 by
s1n :=
∑
m≥0
e−λmsn−m and s
2
n :=
∑
m≥1
e−λmsn+m,
for n ∈ Z. Then, s1, s2 ∈ B and in addition,
‖s1‖B ≤
1
1− e−λ
‖s‖B and ‖s
2‖B ≤
e−λ
1− e−λ
‖s‖B .
2.2. Banach spaces associated to Banach sequence spaces. Let us
now introduce sequence spaces that will play important role in our argu-
ments. Let X be an arbitrary Banach space and B any Banach sequence
space over Z with norm ‖·‖B . Set
XB :=
{
x = (xn)n∈Z ⊂ X : (‖xn‖)n∈Z ∈ B
}
.
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Finally, for x = (xn)n∈Z ∈ XB we define
‖x‖B := ‖(‖xn‖)n∈Z‖B . (2)
Remark 1. We emphasize that in (2) we slightly abuse the notation since
norms on B and XB are denoted in the same way. However, this will cause
no confusion since in the rest of the paper we will deal with spaces XB.
Example 5. Let B = l∞ (see Example 1). Then,
XB =
{
x = (xn)n∈Z ⊂ X : sup
n∈Z
‖xn‖ <∞
}
.
The proof of the following result is straightforward (see [11, 27]).
Proposition 2. (XB , ‖·‖B) is a Banach space.
2.3. Exponential dichotomy and trichotomy. In this subsection we re-
call the crucial concepts of exponential dichotomy and trichotomy. Let
I ∈ {Z,Z+0 ,Z
−
0 } and take an arbitrary Banach space X = (X, ‖·‖). Fi-
nally, let (Am)m∈I be a sequence of bounded linear operators on X. For
m,n ∈ I such that m ≥ n, set
A(m,n) =
{
Am−1 · · ·An if m > n,
Id if m = n.
We say that the sequence (Am)m∈I admits an exponential dichotomy (on I)
if:
1. there exists a sequence (Pm)m∈I of projections on X such that
Pm+1Am = AmPm (3)
for each m ∈ I such that m+ 1 ∈ I;
2. Am|KerPm : KerPm → KerPm+1 is an invertible operator for each
m ∈ I such that m+ 1 ∈ I;
3. there exist C, λ > 0 such that for m,n ∈ I, we have
‖A(m,n)Pn‖ ≤ Ce
−λ(m−n) if m ≥ n (4)
and
‖A(m,n)(Id − Pn)‖ ≤ Ce
−λ(n−m) if m ≤ n, (5)
where
A(m,n) :=
(
A(n,m)|KerPm
)−1
: KerPn → KerPm,
for m ≤ n.
We also introduce the notion of an exponential trichotomy. We say that a
sequence (Am)m∈Z of bounded linear operators on X admits an exponential
trichotomy (on Z) if there exist C, λ > 0 and projections P im, m ∈ Z,
i ∈ {1, 2, 3} such that:
1. for m ∈ Z, P 1m + P
2
m + P
3
m = Id;
2. for m ∈ Z and i, j ∈ {1, 2, 3}, i 6= j we have that P imP
j
m = 0;
3.
P im+1Am = AmP
i
m for m ∈ Z and i ∈ {1, 2, 3};
4. Am|KerP 1m : KerP
1
m → KerP
1
m+1 is invertible for each m ∈ Z;
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5. (Am)m≤0 admits an exponential dichotomy on Z
−
0 with respect to
projections P−m ;
6. for m ≥ n,
‖A(m,n)P 1n‖ ≤ Ce
−λ(m−n); (6)
7. for m ≤ n,
‖A(m,n)P 2n‖ ≤ Ce
−λ(n−m), (7)
where
A(m,n) :=
(
A(n,m)|KerP 1m
)−1
: KerP 1n → KerP
1
m;
8.
‖A(m,n)P 3n‖ ≤ Ce
−λ(m−n) for m ≥ n, (8)
and
‖A(m,n)P 3n‖ ≤ Ce
−λ(n−m) for m ≤ n. (9)
Obviously the notion of an exponential dichotomy on Z is a special case of
the notion of an exponential trichotomy and corresponds to the case when
P 3m = 0 for m ∈ Z.
Remark 2. We stress that the notion of an exponential dichotomy was es-
sentially introduced by Perron [23] and plays a central role in the qualitative
theory of nonautonomous systems (see [10, 14]). For the case of infinite-
dimensional and noninvertible dynamics with discrete time, the notion of
an exponential dichotomy was first studied by Henry [14].
Although extremely useful, the notion of an exponential dichotomy is
sometimes restrictive and it is of interest to look for weaker concepts of as-
ymptotic behaviour. The notion of an exponential trichotomy studied in this
paper was introduced by Elaydi and Hajek [12] (with further contributions
by Papaschinopoulos [22] and Alonso, Hong and Obaya [1]) and represents
one of many possible meaningful and useful extensions of the notion of an
exponential dichotomy. For the study of a similar but different concept of
trichotomy, we refer to [20, 28, 29, 30] and references therein.
The following result is a modification of [1, Proposition 2.3.] or [22,
Proposition 1.]. More precisely, in contrast to [1, 22] we don’t restrict to the
case when B = l∞.
Theorem 1. Assume that a sequence (Am)m∈Z admits an exponential tri-
chotomy and let B be an arbitrary admissible Banach sequence space. Then,
there exists a bounded operator G : XB → XB such that for x = (xn)n∈Z,y =
(yn)n∈Z ∈ XB, the following assertions are equivalent:
1. Gy = x;
2. for each n ∈ Z,
xn+1 −Anxn = yn+1. (10)
Proof. For each n,m ∈ Z, set
G(n,m) :=


A(n,m)P 1m if m ≤ 0 ≤ n or m ≤ n ≤ 0;
−A(n,m)(Id − P 1m) if n < m ≤ 0;
A(n,m)(Id − P 2m) if 0 < m ≤ n;
−A(n,m)P 2m if 0 ≤ n < m or n ≤ 0 < m.
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Observe that it follows readily from (6), (7), (8) and (9) that
‖G(n,m)‖ ≤ 2Ce−λ|m−n| for m,n ∈ Z. (11)
For y = (yn)n∈Z and n ∈ Z, let
(Gy)n :=
∑
m∈Z
G(n,m+ 1)ym+1.
Observe that (11) implies that
‖(Gy)n‖ ≤
n−1∑
m=−∞
‖G(n,m+ 1)ym+1‖+
∞∑
m=n
‖G(n,m+ 1)ym+1‖
≤ 2C
n−1∑
m=−∞
e−λ(n−m−1)‖ym+1‖+ 2C
∞∑
m=n
e−λ(m+1−n)‖ym+1‖,
for n ∈ Z. Hence, it follows from Proposition 1 that Gy ∈ YB and
‖Gy‖B ≤ 2C
1 + e−λ
1− e−λ
‖y‖B . (12)
Finally, in [22, Proposition 1.] it is proved that x = Gy satisfies (10). 
In the case of exponential dichotomy we can say more. More precisely,
we have the following result established in [27, Theorem 3.5.].
Theorem 2. Assume that a sequence (Am)m∈Z admits an exponential di-
chotomy and let B be an arbitrary admissible Banach sequence space. Then,
for each y = (yn)n∈Z ∈ XB there exists a unique x = (xn)n∈Z ∈ XB such
that (10) holds. Furthermore, x = Gy, where G is as in the statement of
Theorem 1.
3. Main result
3.1. Setup. Let B be an admissible Banach sequence space, X a Banach
space and (Am)m∈Z a sequence of bounded linear operators onX that admits
an exponential trichotomy. Furthermore, let fn : X → X, n ∈ Z be a
sequence of maps such that there exists c > 0 satisfying
‖fn(x)− fn(y)‖ ≤ c‖x− y‖, (13)
for each n ∈ Z and x, y ∈ X.
We consider a nonautonomous and nonlinear dynamics defined by the
equation
xn+1 = Fn(xn), n ∈ Z, (14)
where
Fn := An + fn.
Let us now recall some notation introduced in [3]. Given δ > 0, the
sequence (yn)n∈Z ⊂ X is said to be an (δ,B)-pseudotrajectory for (14) if
(yn+1 − Fn(yn))n∈Z ∈ XB and
‖(yn+1 − Fn(yn))n∈Z‖B ≤ δ. (15)
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Remark 3. When B = l∞ (see Example 1), condition (15) reduces to
sup
n∈Z
‖yn+1 − Fn(yn)‖ ≤ δ.
The above requirement represents a usual definition of a pseudotrajectory in
the context of smooth dynamics (see [21, 24]).
We say that (14) has an B-shadowing property if for every ε > 0 there
exists δ > 0 so that for every (δ,B)-pseudotrajectory (yn)n∈Z, there exists a
sequence (xn)n∈Z satisfying (14) and such that (xn − yn)n∈Z ∈ XB together
with
‖(xn − yn)n∈Z‖B ≤ ε. (16)
Moreover, if there exists L > 0 such that δ can be chosen as δ = Lε, we say
that (14) has the B-Lipschitz shadowing property.
Let G : XB → XB be a linear operator given by Theorem 1.
Theorem 3. Assume that
c‖G‖ < 1. (17)
Then, the system (14) has the B-Lipschitz shadowing property.
Proof. Take an arbitrary ε > 0 and let
K :=
‖G‖
1− c‖G‖
. (18)
Finally, set δ := εK > 0 and take an arbitrary (δ,B)-pseudotrajectory y =
(yn)n∈Z ⊂ X of (14). For n ∈ Z, we define gn : X → X by
gn(v) = fn(yn + v)− fn(yn) + Fn(yn)− yn+1, v ∈ X.
Furthermore, for x = (xn)n∈Z ∈ XB , let S(x) be the sequence defined by
(S(x))n = gn−1(xn−1), n ∈ Z.
Observe that it follows from (13) and (15) that S(x) ∈ XB . Finally, set
T (x) = GS(x).
We claim that T is a contraction on
D(0, ε) := {x ∈ XB : ‖x‖B ≤ ε}.
Indeed, let us choose x1 = (x1n)n∈Z and x
2 = (x2n)n∈Z that belong to D(0, ε).
Observe that it follows from (13) that
‖gn(x
1
n)− gn(x
2
n)‖ = ‖fn(yn + x
1
n)− fn(yn + x
2
n)‖
≤ c‖x1n − x
2
n‖,
for n ∈ Z. Hence,
‖S(x1)− S(x2)‖B ≤ c‖x
1 − x2‖B .
Consequently,
‖T (x1)− T (x2)‖B ≤ ‖G‖ · ‖S(x
1)− S(x2)‖B ≤ c‖G‖ · ‖x
1 − x2‖B .
Hence, (17) implies that T is a contraction on D(0, ε).
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We now show that T maps D(0, ε) into itself. Take an arbitrary x ∈
D(0, ε). We have that
‖T (x)‖B ≤ ‖T (0)‖B + ‖T (x)− T (0)‖B
≤ ‖G‖ · ‖S(0)‖B + c‖G‖ · ‖x‖B
≤ ‖G‖ · ‖S(0)‖B + εc‖G‖.
Since y = (yn)n∈Z is an (δ,B)-pseudotrajectory, we have that ‖S(0)‖B ≤
δ = εK and consequently
‖T (x)‖B ≤ ε
(
‖G‖
K
+ c‖G‖
)
= ε,
where in the last equality we used (18).
We conclude that T has a fixed point x = (xn)n∈Z ∈ D(0, ε). Hence,
x = GS(x). In a view of Theorem 1, we deduce that
xn = An−1xn−1 + gn−1(xn−1) for n ∈ Z.
Therefore, x+ y = (xn + yn)n∈Z is a solution of (14) and
‖x+ y− y‖B = ‖x‖B ≤ ε.
This completes the proof of the theorem. 
Remark 4. Observe that it follows from (12) that (17) holds for any c such
that
0 < c <
1− e−λ
2C(1 + e−λ)
,
where C, λ > 0 are the constants associated with the trichotomy of (Am)m∈Z.
Our results in particular apply to the case of linear dynamics
xn+1 = Anxn, n ∈ Z. (19)
Corollary 1. System (19) has the B-Lipschitz shadowing property, for any
admissible Banach sequence space B.
Proof. The desired conclusion follows by applying Theorem 3 in the partic-
ular case when fn = 0, n ∈ Z. 
Now we obtain a partial converse to the previous corollary.
Proposition 3. Assume that X is finite-dimensional and that (Am)m∈Z is
a sequence of linear operators on X such that (19) has the l∞-shadowing.
Furthermore, suppose that Am is invertible for each m ∈ Z. Then, (Am)n∈Z
admits an exponential trichotomy.
Proof. Choose δ > 0 that corresponds to ε = 1 in the notion of l∞-shadowing.
We will prove that for every z = (zn)n∈Z ∈ Xl∞ there exists w = (wn)n∈Z ∈
Xl∞ such that
wn+1 −Anwn = zn+1, n ∈ Z. (20)
Choose a sequence y = (yn)n∈Z ⊂ X (which is completely determined with
y0) such that
yn+1 = Anyn +
δ
‖z‖l∞
zn+1, n ∈ Z.
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Then, y is an (δ, l∞)-pseudotrajectory. Hence, there exists a solution x =
(xn)n∈Z of (19) such that supn∈Z‖xn − yn‖ ≤ 1. Set
wn =
‖z‖l∞
δ
(yn − xn) for n ∈ Z.
Obviously, w = (wn)n∈Z ∈ Xl∞ and it is easy to verify that (20) holds.
The conclusion of the proposition now follows directly from [22, Proposition
1.]. 
Remark 5. We observe that Proposition 3 is false (in general) for infinite-
dimensional dynamics even in the autonomous case when all Am coincide
(see for example [5, Remark 9(a)]).
It turns out that in the case when (Am)m∈Z admits an exponential di-
chotomy, we can say more. We first recall (see Theorem 2) that in that
case, for each y ∈ XB , x := Gy is the unique sequence in XB such that (10)
holds.
Theorem 4. Assume that the sequence (Am)m∈Z admits an exponential
dichotomy and that (17) holds. Then, (14) has an B-Lipschitz shadow-
ing property. Furthermore, trajectory that shadows each pseudotrajectory is
unique.
Proof. We will use the same notation as in the proof of Theorem 3. In a view
of Theorem 3, we only need to establish the uniqueness part. Let y be an
(δ,B)-pseudotrajectory for (14) and assume that z1 = (z1n)n∈Z, z
2 = (z2n)n∈Z
are trajectories of (14) such that
‖zi − y‖B ≤ ε for i = 1, 2.
Then,
zin − yn = An−1(z
i
n−1 − yn−1) + gn−1(z
i
n−1 − yn−1),
for n ∈ Z and i ∈ {1, 2}. Consequently,
z1n − z
2
n = An−1(z
1
n−1 − z
2
n−1) + wn, (21)
where
wn := gn−1(z
1
n−1 − yn−1)− gn−1(z
2
n−1 − yn−1), n ∈ Z.
Let w = (wn)n∈Z. It follows from (13) that
‖w‖B ≤ c‖z
1 − z2‖B .
On the other hand, (21) implies that
‖z1 − z2‖B ≤ ‖G‖ · ‖w‖B .
By combining the last two inequalities, we conclude that
‖z1 − z2‖B ≤ c‖G‖ · ‖z
1 − z2‖B .
By (17), we conclude that ‖z1 − z2‖B = 0 and thus z
1 = z2. The proof of
the theorem is completed. 
Remark 6. Observe that our unified approach gives us all the usual types
of shadowing simply by considering different types of admissible Banach se-
quence spaces B. For instance, for B = l∞ we get the usual notion of
Lipschitz shadowing. For B = lp as in Example 3 we get the notion of
lp-shadowing and so on.
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4. One-sided dynamics
Let us now consider the case of one-sided dynamics on Z+0 . We stress that
the dynamics on Z−0 can be treated analogously.
For x = (xn)n≥0 ⊂ X, we define x¯ = (x¯n)n∈Z ⊂ X by
x¯n :=
{
xn if n ≥ 0;
0 if n < 0.
For an admissible Banach sequence space B, let
X+B :=
{
x = (xn)n≥0 ⊂ X : x¯ ∈ XB
}
.
Then, X+B is the Banach space with respect to the norm ‖x‖
+
B := ‖x¯‖B .
Assume that (Am)m≥0 is a sequence of bounded linear operators on X
and let fn : X → X, n ≥ 0 be the sequence of maps such that (13) holds
for n ≥ 0 (and with some c > 0). We consider the associated nonlinear
dynamics
xn+1 = Fn(xn) n ≥ 0, (22)
where Fn := An + fn. Given δ > 0, the sequence (yn)n≥0 ⊂ X is said to be
an (δ,B)-pseudotrajectory for (22) if (yn+1 − Fn(yn))n≥0 ∈ X
+
B and
‖(yn+1 − Fn(yn))n≥0‖
+
B ≤ δ. (23)
We say that (22) has an B-shadowing property if for every ε > 0 there
exists δ > 0 so that for every (δ,B)-pseudotrajectory (yn)n≥0, there exists a
sequence (xn)n≥0 satisfying (22) and such that (xn − yn)n≥0 ∈ X
+
B together
with
‖(xn − yn)n≥0‖
+
B ≤ ε. (24)
Theorem 5. Assume that (Am)m≥0 admits an exponential dichotomy and
let B be an admissible Banach sequence space. Then, if c > 0 is sufficiently
small (22) has an B-shadowing property.
Proof. We extend the sequence (Am)m≥0 to a sequence over Z in the follow-
ing manner: choose an invertible, hyperbolic linear operator A on X such
that KerP0 coincides with the unstable subspace of A and let Am := A
for m < 0. Then (see [26, Lemma 1.]), (Am)m∈Z admits an exponential
dichotomy. Consider G as in Theorems 1 and 2 and let c > 0 be such that
c‖G‖ < 1. Finally, set fn = 0 for n < 0 and consider the nonlinear system
xn+1 = Fn(xn) n ∈ Z, (25)
where Fn = An + fn = A for n < 0. Take an arbitrary ε > 0, define K as
in (18) and let δ := εK > 0. Furthermore, choose an (δ,B)-pseudotrajectory
y = (yn)n≥0 for (22). We consider yˆ = (yˆn)n∈Z ⊂ X defined by
yˆn :=
{
yn if n ≥ 0;
Any0 if n < 0.
Clearly, yˆ is an (δ,B)-pseudotrajectory for (25). Hence, it follows from the
proof of Theorem 3 that there exists a sequence x = (xn)n∈Z ⊂ X that
solves (25) and such that ‖x − yˆ‖B ≤ ε. Then, z = (xn)n≥0 is a solution
of (22) such that ‖z − y‖+B ≤ ε and the proof is complete. 
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As in the case of two-sided dynamics, our results in particular apply to
the case of linear dynamics
xn+1 = Anxn, n ≥ 0. (26)
Corollary 2. Assume that (Am)m≥0 admits an exponential dichotomy and
let B be an admissible Banach sequence space. Then, (26) has an B-
Lipschitz shadowing property.
Proof. The desired conclusion follows directly from Theorem 5 applied to
the case when fn = 0 for n ≥ 0. 
We also have the following partial converse to Corollary 2.
Proposition 4. Assume that X is finite-dimensional and that (26) has an
l∞-Lipschitz shadowing property. Then, (Am)m≥0 admits an exponential
dichotomy.
Proof. By proceeding as in the proof of Proposition 3, one can show that for
every z = (zn)n≥0 ∈ X
+
B such that z0 = 0, there exists w = (wn)n≥0 ∈ X
+
B
satisfying
wn+1 −Anwn = zn+1 for n ≥ 0.
Hence, [16, Theorem 3.2.] implies that (Am)m≥0 admits an exponential
dichotomy. 
5. A case of continuous time
In this section we will apply our previous results in order to develop
shadowing theory for continuous time dynamics.
For the sake of simplicity, in this section we will study only the classical
l∞-shadowing. We consider a nonlinear differential equation
x′ = A(t)x+ f(t, x), (27)
where A is a continuous map from R to the space of all bounded linear
operators on X satisfying
N := sup
t∈R
‖A(t)‖ <∞,
and f : R ×X → X is a continuous map. We assume that f(·, 0) = 0 and
that there exists c > 0 such that
‖f(t, x)− f(t, y)‖ ≤ c‖x− y‖ for t ∈ R and x, y ∈ X. (28)
We consider the associated linear equation
x′ = A(t)x. (29)
Let T (t, s) be the (linear) evolution family associated to (29). We will sup-
pose that it admits an exponential trichotomy, i.e. that there exists a family
of projections P i(s), s ∈ R, i ∈ {1, 2, 3} on X and C, λ > 0 such that:
1. for s ∈ R, P 1(s) + P 2(s) + P 3(s) = Id;
2. for s ∈ R, i, j ∈ {1, 2, 3}, i 6= j we have that P i(s)P j(s) = 0;
3. for t, s ∈ R and i ∈ {1, 2, 3},
T (t, s)P i(s) = P i(t)T (t, s); (30)
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4. for t ≥ s,
‖T (t, s)P 1(s)‖ ≤ Ce−λ(t−s); (31)
5. for t ≤ s,
‖T (t, s)P 2(s)‖ ≤ Ce−λ(s−t); (32)
6.
‖T (t, s)P 3(s)‖ ≤ Ce−λ(t−s) for t ≥ s, (33)
and
‖T (t, s)P 3(s)‖ ≤ Ce−λ(s−t) for t ≤ s. (34)
Since we assumed that N < ∞, it is easy to show using Gronwall’s lemma
that there exist D, b > 0 such that
‖T (t, s)‖ ≤ Deb(t−s) t ≥ s. (35)
Recall that the nonlinear evolution family associated with (27) is given by
U(t, s)x = T (t, s)x+
∫ t
s
T (t, τ)f(τ, U(τ, s)x) dτ, (36)
for x ∈ X and t, s ∈ R. By applying Gronwall’s lemma, it is easy to prove
that (28) and (35) imply that there exist K,a > 0 such that
‖U(t, s)‖ ≤ Kea(t−s) for t ≥ s. (37)
We now introduce the concept of shadowing in this setting. Let δ > 0. A
differentiable function y : R → X is said to be a δ-pseudotrajectory for (27)
if
sup
t∈R
‖y′(t)−A(t)y(t)− f(t, y(t))‖ ≤ δ.
We say that (27) has the shadowing property if for every ε > 0 there exists
δ > 0 such that for every δ-pseudotrajectory y : R → X, there exists a
solution x : R→ X of (27) satisfying
sup
t∈R
‖x(t)− y(t)‖ ≤ ε.
Moreover, if there exists L > 0 such that δ can be chosen as δ = Lε, we
say that (27) has the Lipschitz shadowing property. We now formulate and
prove the main result of this section.
Theorem 6. If c > 0 is sufficiently small, then (27) has the Lipschitz
shadowing property.
Proof. Set
An := T (n+ 1, n), for n ∈ Z.
It follows readily from (30), (31), (32), (33) and (34) that (Am)m∈Z admits
an exponential trichotomy with projections P in = P
i(n), n ∈ Z, i ∈ {1, 2, 3}.
Furthermore, set
fn(x) =
∫ n+1
n
T (n+ 1, τ)f(τ, U(τ, n)x) dτ, for x ∈ X and n ∈ Z.
SHADOWING FOR INFINITE DIMENSIONAL DYNAMICS 13
It follows from (28), (35) and (37) that
‖fn(x)− fn(y)‖ ≤
∫ n+1
n
‖T (n+ 1, τ)‖ · ‖f(τ, U(τ, n)x) − f(τ, U(τ, n)y)‖ dτ
≤ c
∫ n+1
n
‖T (n+ 1, τ)‖ · ‖U(τ, n)(x− y)‖ dτ
≤ cDKea+b‖x− y‖,
an thus there exists c′ > 0 such that
‖fn(x)− fn(y)‖ ≤ cc
′‖x− y‖ for n ∈ Z and x, y ∈ X. (38)
Set Fn := An + fn and consider the system
xn+1 = Fn(xn), n ∈ Z. (39)
Observe that it follows from (36) that Fn = U(n+ 1, n) for each n ∈ Z.
Since (Am)m∈Z admits an exponential trichotomy, it follows from Theo-
rem 3 and (38) that for sufficiently small c, (39) has the l∞-Lipschitz shad-
owing. Let L > 0 be the constant as in the definition of Lipschitz shadowing
related to (39). Take ε > 0 and let δ := L′ε, where
L′ :=
1(
1 + e
N+c
L
)
eN+c
.
Furthermore, let y be the δ-pseudotrajectory for (27). Then,
y′ = A(t)y + f(t, y) + h,
for some h : R → X such that ‖h(t)‖ ≤ δ for t ∈ R. Take n ∈ Z and let z
be the solution of (27) such that z(n) = y(n). Then, for all t ∈ [n, n+1] we
have (see (28)) that
‖y(t)− z(t)‖
≤
∥∥∥∥
∫ t
n
(A(s)(y(s)− z(s)) + f(s, y(s))− f(s, z(s)) + h(s)) ds
∥∥∥∥
≤ δ + (N + c)
∫ t
n
‖y(s)− z(s)‖ ds.
Hence, it follows from Gronwall’s lemma that
‖y(t)− z(t)‖ ≤ δeN+c, for t ∈ [n, n+ 1].
In particular,
‖y(n+ 1)− Fn(y(n))‖ = ‖y(n+ 1)− z(n+ 1)‖ ≤ δe
N+c,
for every n ∈ Z. Hence, the sequence (yn)n∈Z ⊂ X defined by yn := y(n)
is an (δeN+c, l∞)-pseudotrajectory for (39). Hence, there exists a solution
(xn)n∈Z of (39) such that supn∈Z‖xn − yn‖ ≤
δeN+c
L . We define x : R → X
by
x(t) = U(t, n)xn n ∈ Z, t ∈ [n, n+ 1).
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Then, x is a solution of (27). Finally, observe that that for n ∈ Z and
t ∈ [n, n+ 1) we have that
‖x(t)− y(t)‖ ≤ ‖xn − yn‖
+
∥∥∥∥
∫ t
n
(A(s)(x(s) − y(s)) + f(s, x(s))− f(s, y(s))− h(s)) ds
∥∥∥∥
≤ δ
(
1 +
eN+c
L
)
+ (N + c)
∫ n
t
‖x(s)− y(s)‖ ds.
Hence, Gronwall’s lemma implies that
sup
t∈R
‖x(t)− y(t)‖ ≤ δ
(
1 +
eN+c
L
)
eN+c = ε.

One can now easily formulate and prove continuous time versions of all
other results we established in Section 3. We refrain from doing this since
it represents a very simple exercise and requires only simple modification of
the arguments we developed.
6. Applications
6.1. Hyers-Ulam stability. It turns out that our results are closely related
to the so-called Hyers-Ulam stability and in fact, can be used to obtain new
results related to this concept. We will not attempt to survey various results
in the literature regarding the Hyers-Ulam stability but will rather focus on
the recent papers [4, 7, 8] and the results obtained there.
It seem that there are various flavours of the Hyers-Ulam stability stud-
ied in the literature. However, the concept studied in [4, 7, 8] precisely
corresponds to our notion of shadowing. In a series of remarks, we will now
show how our results extend and unify those established in the papers we
mentioned.
Remark 7. In [4], the authors prove that if X = Cm and if A is an
hyperbolic operator on X(i.e its spectrum doesn’t intesect the unit circle),
then (26) with An = A, n ≥ 0 has the l
∞-Lipschitz shadowing property.
This result is a particular case of our Corollary 2 since the constant se-
quence (An)n≥0 admits an exponential dichotomy.
Remark 8. In [7], the authors study the system (26) when (An)n≥0 is a
q-periodic sequence of linear operators on X = Cm. They prove that (26)
has the l∞-shadowing property if A(q, 0) = Aq−1 · · ·A0 is hyperbolic. Since
the hyperbolicity of A(q, 0) implies that (An)n≥0 admits an exponential di-
chotomy, this result is also a particular case of our Corollary 2.
Remark 9. Consider two sequences (an)n≥0 and (bn)n≥0 in C and the as-
sociated linear recurrence
xn+2 = anxn+1 + bnxn, n ≥ 0. (40)
Set
An =
(
0 1
bn an
)
for n ≥ 0,
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and consider the associated linear system in C2 given by
yn+1 = Anyn, n ≥ 0. (41)
Observe that if (xn)n≥0 ⊂ C is a solution of (40) then (yn)n≥0 given by
yn =
(
xn
xn+1
)
is a solution of (41). Conversely, if (yn)n≥0, yn =
(
y1n
y2n
)
is
a solution of (41), then (xn)n≥0 given by xn = y
1
n is a solution of (40) and
y2n = y
1
n+1 for each n ≥ 0.
Assume that the sequence (Am)m≥0 admits an exponential dichotomy and
let us consider the norm ‖·‖ on C2 given by
‖(z1, z2)‖ := max{|z1|, |z2|}.
Take ε > 0 and let us consider δ > 0 that corresponds to l∞-Lipschitz
shadowing of (41). We now take a sequence (wn)n≥0 ⊂ C such that
sup
n≥0
|wn+2 − anwn+1 − bnwn| ≤ δ.
Set zn =
(
wn
wn+1
)
, n ≥ 0. Then, (zn)n≥0 is an (δ, l
∞)-pseudotrajectory.
Hence, Corollary 2 implies that there exists (yn)n≥0 solution of (41) such
that supn≥0‖yn − zn‖ ≤ ε. Hence, (xn)n≥0 given by xn = y
1
n is a solution
of (40) and supn≥0|xn−wn| ≤ supn≥0‖xn−zn‖ ≤ ε. We conclude that (40)
also has an l∞-Lipschitz shadowing property. Consequently, since we have
not assumed that the sequences (an)n≥0, (bn)n≥0 are periodic, this gives a
partial generalization of [8, Theorem 2.3].
We hope that the results and the ideas developed in the present paper
could be of use to establish additional results related to Hyers-Ulam stability.
6.2. Grobman-Hartman’s theorem. As an other application of our re-
sults we obtain a new proof of the nonautonomous version of the classical
Grobman-Hartman theorem [13]. More precisely, we revisit [3, Section 4.1]
to apply our new results in order to show that our ideas can be used to
obtain a less restrictive version of [3, Theorem 4.1].
Let (Am)m∈Z be a sequence of bounded linear operators on X as in
Subsection 3.1. Furthermore, suppose that each Am is invertible and that
supm∈Z‖A
−1
m ‖ <∞. Associated to these parameters by Theorem 4 (applied
to B = l∞ and fn ≡ 0), consider ε > 0 sufficiently small and δ = Lε > 0. Let
(gn)n∈Z be a sequence of maps gn : X → X satisfying (13) with c sufficiently
small and such that
‖gn‖sup ≤ δ for each n ∈ Z.
We consider a difference equation
yn+1 = Gn(yn) n ∈ Z, (42)
where Gn := An + gn. By decreasing c (if necessary), we have that Gn is
a homeomorphism for each n ∈ Z (see [3]). Then, we have the following
result.
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Theorem 7. There exists a unique sequence hm : X → X, m ∈ Z, of
homeomorphisms such that for each m ∈ Z,
hm+1 ◦Gm = Am ◦ hm (43)
and
‖hm − Id‖sup = sup
x∈X
‖hm(x)− x‖ ≤ ε. (44)
The family of homeomorphism hm : X → X, m ∈ Z, satisfying (43) and
(44) is constructed “explicitly” using the l∞-Lipschitz shadowing property.
In fact, fix m ∈ Z. Given y ∈ X, let us consider the sequence y = (yn)n∈Z
given by yn = G(n,m)y for n ∈ Z where
G(m,n) =


Gm−1 ◦ . . . ◦Gn if m > n,
Id if m = n,
G−1m ◦ . . . ◦G
−1
n−1 if m < n.
Then, y is a solution of (42). Moreover,
sup
n∈Z
‖yn+1 −Anyn‖ = sup
n∈Z
‖gn(yn)‖ ≤ δ.
In particular, y = (yn)n∈Z is a (δ, l
∞)-pseudotrajectory for (19). Hence,
it follows from Theorem 4 applied to the case when B = l∞ and fn ≡ 0
that there exists a unique sequence x = (xn)n∈Z such that xn+1 = Anxn for
n ∈ Z and supn∈Z‖xn − yn‖ ≤ ε. Set
hm(y) = hm(ym) := xm.
It is easy to verify that (43) holds. Moreover,
‖hm(y)− y‖ = ‖xm − ym‖ ≤ ε,
proving (44). It remains to show that each hm is a homeomorphism. The
proof of this fact is similar to the proof of Theorem 4.1 of [3] and thus is left
as an exercise. We also refer to Remark 4.3 of [3] for references to related
results. The difference from the aforementioned result and our Theorem
7 is that this last result works under less restrictive assumptions since the
nonlinear perturbations allowed in Theorem 4 are much more general than
the ones in [3]. Indeed, the assumptions in Theorem 7 coincide with those
in [18] where the first nonautonomous version of the Grobman-Hartman
theorem was obtained (although Palmer studied dynamics with continuous
time).
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