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ABSTRACT
MCG-6-30-15, at a distance of 37 Mpc (z = 0.008), is the archetypical Seyfert 1 galaxy showing very
broad Fe Kα emission. We present results from a joint NuSTAR and XMM-Newton observational campaign
that, for the first time, allows a sensitive, time-resolved spectral analysis from 0.35 keV up to 80 keV. The
strong variability of the source is best explained in terms of intrinsic X-ray flux variations and in the context of
the light bending model: the primary, variable emission is reprocessed by the accretion disk, which produces
secondary, less variable, reflected emission. The broad Fe Kα profile is, as usual for this source, well explained
by relativistic effects occurring in the innermost regions of the accretion disk around a rapidly rotating black
hole. We also discuss the alternative model in which the broadening of the Fe Kα is due to the complex nature
of the circumnuclear absorbing structure. Even if this model cannot be ruled out, it is disfavored on statistical
grounds. We also detected an occultation event likely caused by BLR clouds crossing the line of sight.
Subject headings: Galaxies: active - Galaxies: Seyfert - Galaxies: accretion - Individual: MCG–6-30-15
1. INTRODUCTION
The bright Seyfert 1 galaxy MCG-6-30-15 (z=0.00775)
is the first source in which a broad iron Kα line was de-
tected with ASCA (Tanaka et al. 1995), showing a red tail
whose low energy extension is an indicator of the inner
radius of the accretion disk and thus of the black hole
spin (Iwasawa et al. 1996, 1999). The iron Kα line is very
prominent in this source, since the iron abundance appears to
be significantly higher than solar (Fabian et al. 2002). Due
to its spectroscopic features, MCG-6-30-15 is one of the
most observed AGN in the X-rays. It was observed several
times with ASCA (Shih et al. 2002; Matsumoto et al. 2003),
BeppoSAX (Guainazzi et al. 1999), RXTE (Lee et al. 1999;
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Vaughan & Edelson 2001), XMM-Newton (Wilms et al.
2001; Fabian et al. 2002; Fabian & Vaughan 2003;
Vaughan & Fabian 2004; Brenneman & Reynolds 2006)
and Suzaku (Miniutti et al. 2007; Noda et al. 2011); multi-
observatory data has also been analyzed by Miller et al.
(2008) and Chiang & Fabian (2011). The soft X-ray spectrum
of this source has a complex structure due to warm absorption
(Otani et al. 1996). It has been studied also at high resolution
with the Chandra HETGs (Lee et al. 2001; Young et al.
2005) and XMM-Newton RGS (Branduardi-Raymont et al.
2001). Turner et al. (2003, 2004) confirmed the presence of
dusty warm absorbers, in agreement with optical observations
(Reynolds et al. 1997).
The extreme variability of MCG-6-30-15 in the X-rays
has often been explained with a scenario where two com-
ponents play the major role: a highly variable power law
continuum (with an almost constant photon index) and a
much less variable reflection spectrum from the innermost
region of the accretion disk (within a few gravitational
radii) (Shih et al. 2002; Fabian & Vaughan 2003; Taylor et al.
2003; Miniutti et al. 2007; Parker et al. 2013). The light-
bending model (Fabian & Vaughan 2003; Miniutti et al. 2003;
Miniutti & Fabian 2004), a generalization of earlier work
(Martocchia & Matt 1996; Reynolds & Begelman 1997), at-
tributes the change of the power law flux to the variation of
the location of the X-ray emitting source close to the central
black hole. In this scenario much of the radiation is bent down
onto the disk and the observed variation in the reflection in-
tensity is small because a large fraction of photons does not
escape to infinity but is instead captured by the black hole.
The detection of a strong reflection hump, peaking at ∼30
keV, in previous high energy observations of MCG-6-30-15
by BeppoSAX (Guainazzi et al. 1999), RXTE (Lee et al. 2000)
and Suzaku (Miniutti et al. 2007) is consistent with this two-
component model.
An alternative absorption-dominated model has also been
used to explain the extreme behavior of MCG-6-30-15
(Miller et al. 2008, 2009). In this model the red wing of the
line is not due to strong relativistic effects but to the com-
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FIG. 1.— Left: source (in black) + background (in red) spectra from the NuSTAR FPMA in the 3-80 keV band. Right: archival Suzaku HXD-PIN source (in
black) + background (in red) spectra in the 15-70 keV band. The source is at the same 15-70 keV flux level in both observations, within a few per cent.
plex structure of absorbers along the line of sight (Miller et al.
2007; Turner et al. 2007). These complex absorbing struc-
tures (with column densities in the 1022–1024 cm−2 range) can
produce an apparent broadening of the Fe Kα emission line by
partially covering the nuclear X-ray source. The covering fac-
tor of some of the obscuring media may need to be linked to
variations in the nuclear flux, as already shown in the past for
the case of MCG-6-30-15 (Miller et al. 2008). This interpre-
tation ascribes the constancy of the amplitude of the iron line
to the greater distance of the emitting material from the vari-
able X-ray source, while the hard flux excess above ∼20 keV
is interpreted as originating from Compton-thick clouds at or
within the Broad Line Region, partially covering the X-ray
nuclear source (Tatum et al. 2013).
We present results from a simultaneous NuSTAR and XMM-
Newton observational campaign performed in January 2013.
Taking advantage of the unique NuSTAR high-energy sensi-
tivity, we simultaneously cover the 0.35–80 keV energy band
with unprecedented signal to noise ratio. The primary focus of
this paper is the spectral variability of this source, and under-
standing how the spectral components vary. We discuss the
results in the context of the two scenarios described above.
The paper is structured as follows: in Sect. 2 we discuss the
joint NuSTAR and XMM-Newton data reduction, in Sect. 3,
4 and 5 the spectral analysis and best fit parameters are pre-
sented and discussed within a reflection and absorption sce-
nario, respectively. Sect. 6 is devoted to the spectral variabil-
ity by occultation from Broad Line Region clouds and Sect. 7
to the flux-flux plots.
2. OBSERVATIONS AND DATA REDUCTION
2.1. NuSTAR
NuSTAR (Harrison et al. 2013) observed MCG-6-30-15 si-
multaneously with XMM-Newton with its two coaligned tele-
scopes with corresponding Focal Plane Modules A (FPMA)
and B (FPMB) starting on 2013 January 29 for a total of ∼ 360
ks of elapsed time. The Level 1 data products were processed
with the NuSTAR Data Analysis Software (NuSTARDAS)
package (v. 1.1.1). Event files (level 2 data products) were
produced, calibrated, and cleaned using standard filtering cri-
teria with the NUPIPELINE task and the latest calibration files
available in the NuSTAR calibration database (CALDB). Both
extraction radii for the source and background spectra were
1.5 arcmin. Spectra were binned in order to over-sample the
instrumental resolution by at least a factor of 2.5 and to have a
Signal-to-Noise Ratio (SNR) greater than 3σ in each spectral
channel. Exposure times and total counts for each spectrum
can be found in Table 1.
Figure 1 shows a comparison between the non-imaging
Suzaku HXD-PIN spectrum analyzed in Miniutti et al. (2007)
and Noda et al. (2011) and the NuSTAR FPMA spectrum. The
low background of NuSTAR above 10 keV is unprecedented.
The two spectra have the same net exposure times (∼ 120 ks)
and average 15-70 keV flux (6.5×10−11 ergs cm−2 s−1), within
a few percent. Yet in NuSTAR the ratio of the source to back-
ground at 20 keV is ∼ 25, while it is ∼ 0.25 in Suzaku: the
factor 100 gain is due to the NuSTAR focusing optics.
2.2. XMM-Newton
MCG-6-30-15 was observed by XMM-Newton
(Jansen et al. 2001) for ∼315 ks starting on 2013 Jan-
uary 29 during three consecutive revolutions (OBSID
0693781201, 0693781301 and 0693781401) with the EPIC
CCD cameras, the Pn (Stru¨der et al. 2001) and the two MOS
(Turner et al. 2001), operated in small window and medium
filter mode. The three EPIC-Pn event files were merged with
the ftool MERGE into one single event file. Data from the
MOS detectors are not included in our analysis since they
strongly suffered from photon pileup. The extraction radii
and the optimal time cuts for flaring particle background were
computed with SAS 12 (Gabriel et al. 2004) via an iterative
process which leads to a maximization of the SNR, similar
to that described in Piconcelli et al. (2004). The resulting
optimal extraction radius is 40 arcsec and the background
spectra were extracted from source-free circular regions with
a radius of about 50 arcsec. In Figure 2 (bottom panel) the
0.5-10 keV light curve of the source can be seen and we get
average count rates of 28.316 ± 0.018, 16.756 ± 0.014 and
12.181± 0.020 counts/s for the three orbits, respectively. The
source is highly variable both in flux and in spectral shape:
applying cuts only in flux could mix different spectral states.
Hence, spectra were extracted from 11 intervals with the aim
of choosing states with constant hardness ratio (Figure 3).
Details on net exposure times and total counts can be found
in Table 1. Spectra were binned in order to over-sample the
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FIG. 2.— From the top to the bottom, NuSTAR FPMB and FPMA (in the 3-80 keV energy interval) and XMM-Newton EPIC-Pn (in the 0.5-10 keV energy
interval) light curves. Count rate for the instruments is plotted versus the time from the start of the observation; vertical lines indicate the different time intervals
used in our analysis.
instrumental resolution by at least a factor of 3 and to have no
less than 30 counts in each background-subtracted spectral
channel. This allows the application of χ2 statistics. We do
not include the 2.0-2.5 keV energy band in our analysis due
to instrumental effects that are discussed in Appendix A.1.
Due to the well-known extreme variability of the source
choosing strictly simultaneous data is essential. Using the
ftool MGTIME we merged the good time intervals tables of
the two telescopes and only simultaneous observing windows
are used in the following analysis.
The RGS spectra were reduced following the guidelines
in Guainazzi & Bianchi (2007). We used the data reduction
pipeline RGSPROC, coupled with the latest calibration files
available. We chose a fixed celestial reference point for the
attitude solution, coincident with the NED optical nucleus
of MCG-6-30-15. Source spectra were extracted in regions
of the dispersion versus cross-dispersion and Pulse Invariant
versus cross-dispersion planes, corresponding to 95% of the
Point Spread Function (PSF) in the cross-dispersion direc-
tion. Background spectra were generated using a sub-set of
blank field observations whose background counts matched
the level measured during each individual RGS observation.
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FIG. 3.— Ratio between the 2-10 keV and 0.5-2.0 keV light curves (in 500 s bins) and time intervals chosen for our analysis. Data are from XMM-Newton
EPIC-Pn camera only and time is from the start of the observation.
TABLE 1
NET EXPOSURE TIMES AND TOTAL COUNTS FOR THE DATA SETS USED
IN THIS WORK. EPIC-PN COUNT RATES ARE CALCULATED IN THE
0.5-10 KEV ENERGY BAND WHILE FOR THE FPMA AND FPMB
DETECTORS WE USED THE 3-80 KEV BAND.
Interval Exp. time (ks) Counts
EPIC Pn FPMA, FPMB EPIC Pn FPMA FPMB
1 10.4 13.6 166492 15383 14563
2 8.5 8.9 201311 13255 12647
3 7.5 9.6 180440 13772 12974
4 10.8 13.6 249127 27595 25925
5 8.6 10.4 169247 15821 15440
6 10.3 14.0 132764 14018 13324
7 11.1 14.7 170145 16683 15675
8 7.9 10.7 97936 8825 8535
9 4.7 6.0 76363 7115 6683
10 6.5 9.0 48437 6636 6291
11 7.7 12.5 99878 12288 11831
Using the ftool RGSCOMBINE we obtained 315 ks of net
exposure time.
3. DATA ANALYSIS
Figure 4 shows the ratios of NuSTAR and XMM-Newton
data sets to a Γ = 2 power law in a high (#4) and low (#10)
flux state, with the aim of identifying the different features
we will consider in our spectral analysis. The most important
features above 3 keV are the large Compton hump peaking
around 20-30 keV, indicating the important role of reflection
above 10 keV (George & Fabian 1991; Fabian & Ross 2010)
and the broad Fe Kα line that has been extensively studied
in the past. At softer energies (below 3 keV) we see features
from a complex ionized absorber (Lee et al. 2001; Sako et al.
2003) and a soft excess below ∼0.7 keV that is frequently
seen in AGN (Gierlin´ski & Done 2004; Crummy et al. 2006;
Miniutti et al. 2009; Walton et al. 2013).
However, as the RGS data are not well suited to constrain
a highly complex continuum model, we first consider a
simplified, phenomenological continuum model comprising
only a power law and black body components. Our analysis
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FIG. 4.— EPIC-Pn (0.5-10 keV) and FPMA (above 10 keV) ratios to a
Γ = 2 power law, rescaled for a normalization factor. Top spectra (in black)
have been extracted from interval 4 (high flux state) and bottom spectra have
been extracted from interval 10 (low flux state). A strong reflection hump
and broad Fe Kα line are present in the low flux state. In the high flux state
(black) the effect of the warm absorbing structure can be clearly seen below 3
keV, while the effect of occultation by BLR clouds is present in the low flux
state (red). Some binning is applied for the sake of clarity in the four spectra.
procedure used the following strategy: we first identify and
characterize the warm absorbing structure taking advantage
of the high resolution RGS spectra with the continuum
inferred in Lee et al. (2001). Once we reach a satisfactory fit,
we apply this model component to the broad band spectral
analysis. As a cross check, we load the broadband best
fit model for the continuum back into the RGS spectra to
calculate errors and final best fit parameters.
3.1. RGS spectral analysis
We fit the spectra of MCG-6-30-15 with a model con-
sisting of the following components: reflection from cold
matter distant from the central X-ray source; relativisti-
cally blurred reflection from an ionized accretion disk; and
5TABLE 2
RGS1+2 BEST FIT PARAMETERS. COLUMN DENSITIES ARE IN 1021 CM−2
UNITS, IONIZATION PARAMETERS ξ ARE IN ERG CM S−1 UNITS.
Parameter Combined Orbit 1 Orbit 2 Orbit 3
NH1 8.9 ± 0.5 8.2+0.6−0.9 8.5
+0.9
−2.4 5.5
+2.3
−2.0
log(ξ1) 2.02 ± 0.01 2.03 ± 0.01 2.03 ± 0.01 2.27+0.18−0.12
NH2 0.9 ± 0.1 0.8 ± 0.1 0.9+0.5−0.2 3.9
+1.2
−1.0
log(ξ2) 1.43 ± 0.05 1.39 ± 0.07 1.50+0.07−0.14 1.77 ± 0.04
log(NFe) 17.37 ± 0.05 17.37* 17.37* 17.37*
Γ 2.03 ± 0.01 2.03 * 2.03* 2.03*
Npow(×10−2) 1.50 ± 0.02 2.11 ± 0.03 1.26 ± 0.04 0.86 ± 0.03
log(ξrefl) 1.34 ± 0.03 1.50+0.11−0.07 1.09+0.10−0.06 0.70+0.09−0.32
NRefl(×10−5) 1.8 ± 0.2 1.5 ± 0.3 2.2 ± 0.5 7.0 ± 2.2
a redshifted power law for the primary nuclear emission.
We used XILLVER for both the cold and ionized reflection
(Garcı´a et al. 2013) and RELCONV for relativistic smearing
(Dauser et al. 2013). The three components described above
were then convolved with two ionized absorbers, one dusty
absorber and Galactic absorption (TBABS, 3.92×1020 cm−2;
Dickey & Lockman 1990). Tables for the ionized absorbers
were generated using XSTAR V.2.2.0. The source luminosity
between 1 and 1000 Ryd was assumed to be 1044 erg s−1 with
a powerlaw spectrum with Γ = 2.0, the turbulent velocity was
set to 200 km s−1, the density to 1012 cm−3, the temperature
to 104 K, and the covering factor to 1. We refer the reader to
Lee et al. (2001) for further details about absorption by dust
in MCG-6-30-15. A cross-calibration constant has been left
free to vary when fitting FPMA, FPMB and Pn spectra simul-
taneously.
In XSPEC the model reads as follows:
TBABS×WARMABS1×WARMABS2× DUSTYABS×
(XILLVER1+RELCONV×XILLVER2+ ZPOW)
and be seen in Figure 5 (left panel). The adopted cos-
mological parameters are H0 = 70 km s−1 Mpc−1, ΩΛ = 0.73
and Ωm = 0.27, i.e. the default ones in XSPEC 12.8.1
(Arnaud 1996). Unless otherwise stated, errors correspond
to the 90% confidence level for one parameter of interest
(∆χ2 = 2.7). The RGS spectra were re-binned only for clarity
in the plots and were analysed using Cash statistics (Cash
1976).
RGS1+2 combined spectra were first fitted with a model
consisting of a power law (Γ = 1.84) and a black
body (kT=0.13 keV, Lee et al. 2001). The fit is poor
(C/dof=27750/4912) and the inclusion of a warm absorber
(NH = 1.8 ± 0.4 × 1022 cm−2, log(ξ/(erg cm s−1)) =
1.964± 0.002) strongly improves the fit (C/dof=13154/4910).
The addition of a second absorber further improves it
(C/dof=10687/4908) and a further, dusty absorber (log NFe =
17.37 ± 0.05) is also required (∆C=1592). The final best fit
(C/dof=9095/4907) parameters for the warm absorbers are in
Table 2. A marginal improvement in the fit (∆C=35) is found
adding a third absorber to the model (NH3 = 2.6+2.0−1.0 × 1021
cm−2, log(ξ3/(erg cm s−1)) = 2.7 ± 0.2) with no variations of
the other absorbers. As this component is not required we
omit it from further consideration. When we leave the out-
flowing velocities free to vary no improvement is found.
We then applied this model for the absorbing structure to
the broadband spectra (detailed discussion in Sect. 4.1). Once
a best fit is obtained for the 11 time intervals, we removed
the power law and the black body component in the RGS fit
and introduced the continuum inferred from the joint FPMA-
FPMB-Pn analysis. The new best fit parameters for the warm
absorbers are consistent with the ones discussed above. The
best fit (Figure 6, left panel) leads to a C/dof=8936/4905 and
no additional components are needed to model the underlying
continuum.
We then applied the best fit model to the six RGS spec-
tra extracted from the three separate XMM orbits, in order to
search for variations in the warm absorbing material on long
timescales. We get a good fit leaving the normalizations of the
power laws free (C/dof=19440/14626) and if we allow the pa-
rameters to vary between the three sets of data we find a best
fit (Figure 6, right panel) of C/dof= 19036/14619 with no sig-
nificant variation of the warm absorbers (Table 2; throughout
the text parameters with asterisks indicate fixed values).
We note that residuals between 0.5 and 0.6 keV in the six
spectra can be ascribed to to Galactic absorption lines (OI at
0.527 keV) and to further absorption lines at the redshift of
the source, which do not affect the broad band best fit values.
A detailed, high resolution model of the warm absorbing
structure in MCG-6-30-15 is beyond the scope of this work.
4. THE REFLECTION SCENARIO
We then applied the model presented in Sect. 3.1 to
the 11 EPIC-Pn spectra, searching for variations on shorter
timescales. All parameters are tied together in the fit, with
the exception of the normalization of the primary power
law, the disk reflection component, and its ionization state
which we allow to vary between the 11 intervals. We get
a χ2/dof=2078/1595=1.30 with some residuals present, in-
dicating a more complex interplay between the parameters.
We note a significant variation of the ionization parameter of
the disk reflection component among the observations. The
best fit parameters for the combined XMM fit are NH1 =
8.3 ± 0.5× 1021 cm−2, log(ξ1/(erg cm s−1)) = 1.99± 0.01 and
NH2 = 1.5±0.3×1021 cm−2, log(ξ2/(erg cm s−1)) = 1.33±0.10
for the first and second warm absorber, respectively. We then
left the values for the warm absorbing structure free to vary
between the 11 spectra and we get a significant improvement
of the fit (∆χ2=194) with a combined normalization of the
cold reflection of N1 = 1.2 ± 0.2 × 10−4. If we leave the last
parameter free to vary between the 11 intervals a marginal im-
provement of the fit is found (χ2/dof=1859/1545=1.20) and
no strong residuals are present (Figure 7, left panel). On the
other hand, when we leave the ionization state of this second
reflector free no improvement in the fit is found and only an
upper limit can be measured log(ξ/(erg cm s−1)) < 0.2, con-
sistent with the value found by Ballantyne et al. (2003). We
then inferred the flux of the narrow component of the iron Kα
line by measuring the flux of the neutral XILLVER component
between 6.35 and 6.45 keV. We get a value of 2.0 ± 0.5 ph
cm−2 s−1, in agreement with previous Chandra HETGs mea-
surements (Lee et al. 2002; Yaqoob & Padmanabhan 2004).
Variations of the warm absorbing material are found with
respect to the combined best fit value in interval 1 and 10,
which we discuss in Sect. 4.2 and 6. It is worth noting that no
iron XXV Kα or iron XXVI Kα absorption lines are detected
in the 2013 observations; however, the addition of an emission
line at 6.60± 0.05 keV with a flux of 1.1± 0.3× 10−5 ph cm−2
s−1 improves the fit (χ2/dof=1796/1543=1.17).
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FIG. 5.— Theoretical models used in this work. Both left and right hand plots are best fitting models for spectra extracted in the same time interval. Left: the
reflection model is plotted in the 0.5-150 keV energy band with the following main components: the primary continuum (in red), blurred ionized disk reflection
(in orange) and cold, distant reflection (in blue). Right: the absorption model is plotted in the 0.5-150 keV energy band with the following main components: the
primary unabsorbed (in red) and absorbed (in orange) power laws and reflection from distant, ionized material (in blue).
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7TABLE 3
BEST FIT PARAMETERS FOR THE REFLECTION MODEL.
COLUMN DENSITIES ARE IN 1022 CM−2 UNITS, IONIZATION PARAMETERS ξ ARE IN ERG CM S−1 UNITS. COLUMNS: (A) IONIZATION PARAMETER OF THE
FIRST WARM ABSORBER; (B) COLUMN DENSITY OF THE FIRST WARM ABSORBER; (C) IONIZATION PARAMETER OF THE SECOND WARM ABSORBER; (D)
COLUMN DENSITY OF THE SECOND WARM ABSORBER; (E) IRON COLUMN DENSITY OF THE DUSTY ABSORBER; (F) NORMALIZATION OF THE NEUTRAL
REFLECTION COMPONENT (log(ξ) = 0); (G) IONIZATION PARAMETER FOR THE REFLECTION COMPONENT FROM THE ACCRETION DISK; (H) IRON
ABUNDANCE WITH RESPECT TO THE SOLAR VALUE; (I) EMISSIVITY INDEX Q (ǫ(r) ∼ r−q); (L) NORMALIZATION OF THE IONIZED REFLECTION
COMPONENT; (M) PHOTON INDEX OF THE PRIMARY POWER LAW; (N) NORMALIZATION OF THE PRIMARY CONTINUUM COMPONENT.
log(ξ1) NH1 log(ξ2) NH2 log(NFe) N1 (×10−4) log(ξrefl) AFe q N2 (×10−5) Γ N3 (×10−2)
Interval (a) (b) (c) (d) (e) (f) (g) (h) (i) (l) (m) (n)
1 1.98+0.02
−0.02 1.60
+0.10
−0.10 < 0.6 0.07
+0.02
−0.02 16.83
+0.10
−0.16 1.2 ± 0.2 2.76
+0.07
−0.06 2.21
+0.23
−0.17 2.95 ± 0.15 0.038 ± 0.008 2.061 ± 0.005 1.38 ± 0.05
2 2.00+0.03
−0.02 1.00
+0.21
−0.22 1.46
+0.10
−0.15 0.35
+0.13
−0.13 16.83
∗ 1.2∗ 2.86+0.12
−0.10 2.21
∗ 2.95∗ 0.037 ± 0.009 2.061∗ 1.88 ± 0.09
3 2.05+0.05
−0.04 0.60
+0.19
−0.15 1.47
+0.06
−0.12 0.55
+0.15
−0.09 16.83
∗ 1.2∗ 2.87+0.12
−0.09 2.21
∗ 2.95∗ 0.041 ± 0.008 2.061∗ 1.73 ± 0.09
4 2.03+0.04
−0.03 0.72
+0.15
−0.16 1.22
+0.09
−0.09 0.32
+0.08
−0.09 16.83
∗ 1.2∗ 2.98+0.02p
−0.17 2.21
∗ 2.95∗ 0.024 ± 0.006 2.061∗ 2.70 ± 0.08
5 1.96+0.03
−0.03 0.91
+0.16
−0.13 1.15
+0.15
−0.09 0.13
+0.11
−0.08 16.83
∗ 1.2∗ 2.08+0.15
−0.09 2.21
∗ 2.95∗ 0.20 ± 0.05 2.061∗ 2.09 ± 0.12
6 1.97+0.03
−0.04 1.06
+0.14
−0.18 1.65
+0.15
−0.22 0.24
+0.15
−0.09 16.83
∗ 1.2∗ 0.36+0.23
−0.12 2.21
∗ 2.95∗ 13.0 ± 3.0 2.061∗ 1.22 ± 0.06
7 1.99+0.06
−0.05 1.07
+0.13
−0.15 1.19
+0.13
−0.08 0.17
+0.07
−0.14 16.83
∗ 1.2∗ 0.76+0.27
−0.22 2.21
∗ 2.95∗ 3.8 ± 0.9 2.061∗ 1.54 ± 0.07
8 1.98+0.07
−0.08 1.02
+0.13
−0.14 1.62
+0.09
−0.28 0.27
+0.15
−0.11 16.83
∗ 1.2∗ 1.80+0.31
−0.18 2.21
∗ 2.95∗ 0.26 ± 0.07 2.061∗ 1.08 ± 0.05
9 1.97+0.06
−0.06 1.02
+0.16
−0.15 1.37
+0.15
−0.18 0.22
+0.13
−0.10 16.83
∗ 1.2∗ 1.53+0.26
−0.21 2.21
∗ 2.95∗ 0.72 ± 0.16 2.061∗ 1.56 ± 0.08
10 1.95+0.02
−0.03 2.25
+0.15
−0.15 1.47
+0.42
−0.33 < 0.09 16.83
∗ 1.2∗ 0.08+0.10
−0.07 2.21
∗ 2.95∗ 34.0 ± 8.0 2.061∗ 0.77 ± 0.04
11 2.01+0.03
−0.05 0.55
+0.21
−0.15 1.27
+0.22
−0.13 0.35
+0.11
−0.17 16.83
∗ 1.2∗ 0.81+0.31
−0.27 2.21
∗ 2.95∗ 50.0 ± 12.0 2.061∗ 1.24 ± 0.06
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FIG. 8.— Residuals of the 33 XMM EPIC-Pn (in black) and NuSTAR FPMA (in red), FPMB (in blue) spectra with the reflection model. Gaps around 2 keV are
due to EPIC-Pn calibration effects and are discussed in Appendix A.1.
4.1. Broadband spectral analysis
We then introduced the 11 pairs of spectra from NuSTAR-
FPMA and NuSTAR-FPMB into our fit: the final data set is
composed of 33 spectra. When we fit the 33 spectra with the
broad band model we get an overall χ2/dof=4378/3990=1.09
with no strong residuals in the 0.5-80 keV energy band
(Figure 8). We find a best fit value for the black hole
spin of a=0.91+0.06
−0.07 and an inclination angle of the accre-
tion disk i=33 ± 3◦ (see Brenneman et al. in prepara-
tion, for a detailed analysis of the spin measurements from
the same data set), in agreement with previous broad band
analyses (Brenneman & Reynolds 2006; Miniutti et al. 2007;
Chiang & Fabian 2011). We note that the spin errors are
statistical only and do not include any systematics due to
model degenaracies. The cross-calibration normalizations be-
tween the three detectors are KPn−FPMA = 1.081 ± 0.007 and
KPn−FPMB = 1.112 ± 0.006. The best fit parameters are listed
in Table 3 (but note that a further analysis of interval 10 is
presented in Sect. 6). The addition of a high energy cutoff to
the primary power law leads to an insignificant improvement
in the fit and a lower limit of EC >110 keV is found. Precise
measurements of the cutoff energy are treated in a separate
work (Brenneman et al., in preparation).
Due to the large variation of the reflector’s ionization state
(log(ξrefl/(erg cm s−1)) = 0.08− 2.98) we looked for a change
of the photon indices between the 11 intervals. We tied
the normalization of the cold reflector and the ionization
parameters of the disk reflections between the 11 intervals
and allowed the photon indices to vary. We get a best fit
χ2/dof=4401/3999=1.10 and best fit values of AFe = 1.4± 0.2
and log(ξrefl/(erg cm s−1)) = 2.9+0.1p−0.2 , where the p indicates
that the ionization parameter has pegged to the maximal value
allowed in the model, log(ξrefl/(erg cm s−1)) = 3.0; we use this
p notation for the remainder of the text where model fits have
pegged to limiting values in the models.
All others parameters are consistent with the ones presented
in Table 3, within the errors. A total variation of the pho-
ton indices of ∆Γ ∼ 0.3 is found (Fig 9, bottom left panel)
among the 11 intervals of the 2013 observation. This is not
unexpected given the factor ∼ 3 change in the power law flux
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FIG. 9.— Top panels: light curves of the column densities (blue and red points indicate broad band best fit values and best fit values from the analysis described
in Sect. 6, respectively) and ionization parameters for the main warm absorber, throughout the observation. Bottom panels: time evolution of the photon indices
and reflection versus power law fluxes in 3-80 keV band, for the three XMM orbits, when a variable photon index of the primary continuum is considered. Fluxes,
reported in Table 4, are in 10−11 erg cm−2 s−1 units.
(Shemmer et al. 2006; Risaliti et al. 2009b). Leaving the ion-
ization parameters free does not improve the fit significantly.
Fluxes for the reflection and primary components in the 3-80
keV energy band can be found in Table 4.
We can estimate the black hole mass in MCG-6-30-15 from
the variation in the slope of the continuum, using the Γ–
LBol/LEdd relation in Risaliti et al. (2009b). Assuming a bolo-
metric luminosity of 4 × 1043 erg s−1 (Reynolds et al. 1997)
the estimated range of black hole masses is 2–7 × 106 M⊙, in
agreement with values in the literature (McHardy et al. 2005;
Bennert et al. 2006; Ponti et al. 2012).
4.2. Results
In the following section, we discuss the spectral variability
of MCG-6-30-15 below and above 3 keV. The wide energy
band (0.35-80 keV) available permits us, for the first time, to
measure the parameters with high accuracy and to compare
the behavior of the components in different energy intervals.
The top panels of Figure 9 shows the best fit parameters for
the main warm absorbing component. No variations in the
TABLE 4
FLUXES IN 10−11 ERG CM−2 S−1 UNITS BETWEEN 3 AND 80 KEV FOR
THE REFLECTION AND PRIMARY COMPONENTS.
Interval FREF3−80 keV F
PL
3−80 keV
1 3.0 ± 0.4 5.3 ± 0.3
2 2.5 ± 0.4 8.0 ± 0.4
3 2.4 ± 0.3 7.8 ± 0.4
4 2.9 ± 0.4 11.5 ± 0.6
5 3.1 ± 0.5 8.1 ± 0.4
6 2.2 ± 0.3 5.3 ± 0.3
7 1.8 ± 0.3 6.6 ± 0.3
8 1.2 ± 0.2 4.5 ± 0.2
9 2.1 ± 0.3 6.7 ± 0.3
10 1.6 ± 0.2 4.3 ± 0.2
11 1.2 ± 0.2 6.1 ± 0.3
ionization state of the material are present while in intervals
1 and 10 strong variations in the column density are present
10
(blue points; the red points are explained in Sect. 6). This
variation in column density with a constant ionization param-
eter suggests the presence of neutral material partially eclips-
ing the soft X-rays (<3 keV) and leaving the hard part of the
spectrum unchanged. If we look at the hardness ratio in Fig-
ure 3, interval 10 does indeed show a bell shaped structure
with time suggesting an occultation event (see Maiolino et al.
2010, for the case of a cometary shaped event in NGC 1365),
possibly indicating a cloud crossing the line of sight on a time
scale of ∼10-20 ks: this event is treated in greater detail in
Sect. 6.
We now focus on the spectral variability above 3 keV, where
the effects of the warm absorbers can be neglected. In the pre-
vious section we fitted the reflection model to the data set in
two extreme assumptions: varying only the ionization state of
the disk or the slope of the incident power law. In the for-
mer case most of the spectral variability can be attributed to
changes in the ionization state of the accretion disk. We find
only a trend where the ionization parameter ξrefl is higher in
the high flux states (Table 3). The changes are too large to be
physical (three orders of magnitude in ξrefl versus a variation
of ∼ 3 in the nuclear flux). A variation in the density profile
of the disk on a time scale of hours is unlikely.
On the other hand, when a variable slope of the continuum
is taken into account, we find a modest change in Γ between
the different intervals (within ∆Γ ∼ 0.3; Figure 9, bottom
left panel). In Figure 9 (bottom right panel) fluxes in the 3–
80 keV energy band of the reflection component are plotted
against those of the primary power law (reported in Table 4)
for the three XMM orbits. During the first revolution (red
data points), the flux of the reflection component is consis-
tent with remaining constant, despite the variation of a factor
∼2 in the nuclear flux. This constancy of the reflection is in
agreement with previous X-ray analyses (Vaughan & Fabian
2004; Miniutti et al. 2007), also in the case of variations
in the nuclear continuum slope (Fabian & Vaughan 2003;
Larsson et al. 2007). The behavior of the source in the first
five time intervals can be explained in the framework of the
light bending model (Miniutti & Fabian 2004), where the pri-
mary, variable emission is bent onto the accretion disk, which
produces constant reflected emission. In the second and third
revolutions (green and blue data points, respectively) varia-
tions in both the reflected and primary components are found,
suggesting that the spectral variability of the source is intrin-
sic to the continuum X-ray emitter and not due to geometri-
cal effects (i.e. the height of the X-ray source, or a varying
spatial extent of the corona illuminating the disk). The light
bending model, assuming non intrinsic flux variability, gener-
ally predicts a correlation at low fluxes and an almost constant
reflection at higher fluxes. Our results show that this trend is
observed, although the observed scatter implies that intrinsic
flux variability is also present.
Interestingly, the change in normalization of the reflection
components agrees with independent work based on a Prin-
cipal Components Analysis of MCG-6-30-15 using multiple
XMM-Newton observations (Parker et al. 2013). By analyzing
600 ks of total data the authors concluded that the observed
relatively weak variability in the reflection component is, in-
deed, due to the effects of light-bending close to the event
horizon of the black hole. Our analysis however uses only
data from the 2013 NuSTAR+XMM campaign.
Our parametrization is clearly an oversimplification: the
density profile and a more complex ionization disk structure
should be taken into account and connected to the geometri-
cal properties of the primary X-ray emitter. The variation of
the height of the X-ray emitter in a lamp post geometry and
its link with changes in the ionization state of the disk will be
discussed in Brenneman et al. (in preparation). A complete
analysis of the lags and reverberation properties of the source
will then be presented in Kara et al. (in preparation).
5. TESTING THE ABSORPTION SCENARIO
An alternative interpretation of the complex spectral vari-
ability of MCG-6-30-15 has been given by Miller et al. (2008,
2009) in terms of complex absorbing structures along the line
of sight. In this section we discuss the application of this
model to the joint NuSTAR-XMM data set. The complex ab-
sorption features below 3 keV have been fitted with two warm
absorbers and a dusty absorber, fully covering the nuclear X-
ray source: these components are the same used in Sect. 3.1 to
fit the higher resolution spectra from the RGS. The red wing
of the Fe Kα line and the strong Compton hump must then
be interpreted in terms of additional absorbing regions. We
introduce a fourth absorber in our model that fully covers the
distant, ionized material responsible for the emission of the
Fe Kα line. The last absorber partially covers the nuclear X-
ray source and, in this physical scenario, responsible for the
spectral variations. The XSTAR tables used to reproduce the
warm absorbers are the same ones described in Sect. 4.
In XSPEC the model reads as follows:
TBABS×WARMABS1×WARMABS2× DUSTYABS×
(WARMABS4×XILLVER+WARMABS5×ZPOW+ ZPOW)
and is shown in Figure 5 (right panel). The cov-
ering factor of the fifth absorber is calculated as
CF = NABS/(NABS + NUNABS) where NABS is the nor-
malization of the absorbed power law and NUNABS is the
normalization of the unabsorbed nuclear component.
5.1. Broadband spectral anaslysis
We first fit the 11 EPIC-Pn spectra leaving the parame-
ters of the warm absorbers free to vary and the normaliza-
tions of the absorbed and primary power laws as the only
variable. In this way we attribute all the spectral variations
to the partial covering of the primary continuum. We get
χ2/dof=2731/1605=1.70, and systematic residuals are present
throughout the energy band. We get a best fit value for
column density of the partial covering absorber of NH5 =
4.2 ± 1.2 × 1021 cm−2, ten times smaller than the one found
in Miller et al. (2008). A simple model where partial cover-
ing of the X-ray source is the only variable component be-
tween the 11 intervals is not enough to reproduce the spectral
complexity of the source: we therefore leave the column den-
sity of the partial covering absorber (NH5) and of the most
intense warm absorber (NH1) free to vary. The fit improves
(∆χ2 = 652) and the residuals left in the spectra are at ener-
gies smaller than 2 keV: the best fit χ2/dof=2079/1577=1.31
(see Figure 7, right panel). We then introduced the 22 NuS-
TAR FPMA and FPMB spectra in the fit and we get a slightly
worse overall fit (χ2/dof=4610/4019=1.15) with respect to the
reflection model (Figure 10). The cross-calibration factors
between the three detectors are KPn−FPMA = 1.084 ± 0.007
and KPn−FPMB = 1.114 ± 0.007, consistent with the values
found in Sect. 4.1. Best fit parameters can be found in Ta-
ble 5. Since the fourth absorber, fully covering the ionized
11
  
−4
−2
0
2
4
χ
  
 
 
 
 
 
  
 
 
 
 
 
  
−4
−2
0
2
4
χ
  
 
 
 
 
 
  
 
 
 
 
 
  
−4
−2
0
2
4
χ
  
 
 
 
 
 
1 10
 
 
 
 
 
1 10
−4
−2
0
2
4
χ
1 10
 
 
 
 
 
keV keV
keV
Int. 1 Int. 2 Int. 3
Int. 4 Int. 5 Int. 6
Int. 7 Int. 8 Int. 9
Int. 11Int. 10
FIG. 10.— Residuals of the 33 XMM EPIC-Pn (in black) and NuSTAR FPMA (in red), FPMB (in blue) spectra with the absorption model.
reflected emission, is the one with the highest column density
(3.8 ± 0.1 × 1023 cm−2) we let this parameter free to vary but
the improvement is marginal with respect to the best-fit.
5.2. Results
Table 5 shows broad band best fit parameters for the absorp-
tion model. In the context of this physical scenario we find
that the spectral variability of MCG-6-30-15 does not arise
exclusively from variations in the circumnuclear material par-
tially covering the X-ray emitting source.
When we compare our best fit parameters with the ones in
Miller et al. (2008) some differences are found.We measure a
flatter photon index (a Γ = 2.265 ± 0.017 was reported in the
past Suzaku data) and we do not observe a third fully covering,
highly ionized warm absorber, since no iron XXV Kα and
iron XXVI Kα absorption lines are detected.
The top left and right panels of Figure 11 show the column
density of the fully covering warm absorber and of the partial
covering warm absorber (parameters NH1 and NH5 in Table
5), respectively. Variation in both absorbers can be seen and
since there is a clear interplay between the two components
it is not possible to draw any conclusion about their physical
distance from the nucleus with any reasonable precision.
One way to roughly parametrize the distance is to consider
the time scales of the variations. The light travel time for one
gravitational radius (RG = GM/c2) is t = RG/c ≃ 23s (assum-
ing a black hole mass of 5×106 M⊙). We can calculate a lower
limit for the distance of the emitting region if we consider the
two closest time intervals with the greatest variation. For in-
stance, between intervals three and four a ∆NH1 ≃ 0.5 × 1021
cm−2 is found and only an upper limit is found for NInt.3H5 . The
difference between the two intervals is ∼ 30ks which is equiv-
alent to a lower limit of ∼ 1300 RG to the variability length
scale. This value is consistent with the time scale we investi-
gate in Sect. 6 but we stress the fact that not all the spectral
variability is due to occultation effects.
The main difference between our work and previous anal-
yses (Miller et al. 2008) is the lack of coherence between the
variation of the amplitude in the partially absorbed compo-
nent and the direct continuum. If we plot the normalizations
of the two components (Figure 11, bottom right panel) we do
not see the linear trend observed in the past (note that the y-
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FIG. 11.— Top panels: light curves of the column densities of the fully covering warm absorber (NH1, left panel) and of the partial covering warm absorber
(NH5, right panel). Middle panel: time evolution of the covering factor CF. Bottom panels: The covering factor versus the normalization of the primary power
law is plotted in the left panel while amplitudes of the absorbed and primary components are plotted in the right panel. Horizontal lines in top panels indicate
best fit values (solid lines) and uncertainties (dashed lines) from the XMM-Newton best fits.
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TABLE 5
BEST FIT PARAMETERS FOR THE ABSORPTION MODEL.
COLUMN DENSITIES ARE IN 1022 CM−2 UNITS, IONIZATION PARAMETERS ξ ARE IN ERG CM S−1 UNITS. IN THE TOP TABLE JOINT BEST FIT PARAMETERS
ARE SHOWN WHILE IN BOTTOM TABLE VALUES FOR VARIABLE COMPONENTS ARE SHOWN. COLUMNS: (A) IONIZATION PARAMETER OF THE SECOND
FULLY COVERING WARM ABSORBER; (B) COLUMN DENSITY OF THE SECOND FULLY COVERING WARM ABSORBER; (C) IRON COLUMN DENSITY OF THE
FULLY COVERING DUSTY ABSORBER; (D) IONIZATION PARAMETER OF THE FOURTH WARM ABSORBER FULLY COVERING THE DISTANT IONIZED
REFLECTION COMPONENT; (E) COLUMN DENSITY OF THE FOURTH WARM ABSORBER FULLY COVERING THE DISTANT REFLECTION COMPONENT ; (F)
IONIZATION PARAMETER FOR THE DISTANT REFLECTION COMPONENT; (G) IRON ABUNDANCE WITH RESPECT TO THE SOLAR VALUE; (H)
NORMALIZATION OF THE IONIZED REFLECTION COMPONENT; (I) PHOTON INDEX OF THE PRIMARY POWER LAW; (L) IONIZATION PARAMETER OF THE
FIRST FULLY COVERING WARM ABSORBER; (M) COLUMN DENSITY OF THE FIRST FULLY COVERING WARM ABSORBER; (N) IONIZATION PARAMETER OF
THE FIFTH WARM ABSORBER PARTIALLY COVERING THE PRIMARY X-RAY SOURCE; (O) VARIABLE COLUMN DENSITY OF THE FIFTH WARM ABSORBER
PARTIALLY COVERING THE PRIMARY X-RAY SOURCE; (P) NORMALIZATION OF THE PRIMARY CONTINUUM COMPONENT. (Q) NORMALIZATION OF THE
ABSORBED PRIMARY COMPONENT. (R) COVERING FACTOR OF THE FOURTH WARM ABSORBER CF = N3/(N2 + N3).
log(ξ2) NH2 log(NFe) log(ξ4) NH4 log(ξREFL) AFe N1 (×10−6) Γ
Interval (a) (b) (c) (d) (e) (f) (g) (h) (i)
1-11 1.47+0.03
−0.04 0.10
+0.04
−0.04 17.17
+0.08
−0.09 2.16
+0.01
−0.01 38.1
+1.6
−1.2 2.35
+0.05
−0.05 0.5
+0.04
p 1.3+0.1−0.1 2.155
+0.007
−0.005
log(ξ1) NH1 log(ξ5) NH5 N2 (×10−2) N3 (×10−2) CF
Interval (l) (m) (n) (o) (p) (q) (r)
1 1.99+0.02
−0.01 1.03
+0.03
−0.03 0.60
+0.12
−0.21 15.9
+18.6
−14.7 1.59
+0.04
−0.04 0.20
+0.04
−0.04 11%
2 2.02+0.02
−0.02 1.34
+0.06
−0.06 0.60
∗ < 1.5 2.48+0.03
−0.03 < 0.035 < 1.4%
3 2.01+0.02
−0.02 1.35
+0.07
−0.07 0.60
∗ < 1.5 2.41+0.03
−0.03 < 0.045 < 1.8%
4 2.00+0.02
−0.02 0.81
+0.09
−0.07 0.60
∗ 1.7+0.5
−0.3 2.83
+0.02
−0.03 0.65
+0.05
−0.05 19%
5 1.96+0.02
−0.01 0.73
+0.12
−0.09 0.60
∗ 2.2+0.5
−0.6 2.02
+0.03
−0.04 0.51
+0.05
−0.05 20%
6 1.91+0.05
−0.05 0.45
+0.11
−0.09 0.60
∗ 2.8+0.4
−0.4 1.03
+0.02
−0.02 0.45
+0.03
−0.03 30%
7 2.01+0.03
−0.03 0.55
+0.11
−0.10 0.60
∗ 2.1+0.3
−0.3 1.24
+0.03
−0.03 0.55
+0.03
−0.03 31%
8 1.98+0.04
−0.04 0.68
+0.18
−0.13 0.60
∗ 1.9+0.6
−0.6 1.01
+0.03
−0.03 0.20
+0.03
−0.03 17%
9 1.98+0.04
−0.04 0.78
+0.13
−0.11 0.60
∗ 3.6+0.9
−0.8 1.41
+0.04
−0.04 0.47
+0.05
−0.05 25%
10 1.88+0.11
−0.09 0.31
+0.22
−0.14 0.60
∗ 4.4+0.6
−0.5 0.50
+0.03
−0.03 0.53
+0.03
−0.03 51%
11 1.98+0.05
−0.06 0.52
+0.12
−0.13 0.60
∗ 1.8+0.3
−0.3 0.98
+0.03
−0.03 0.51
+0.03
−0.03 34%
14
axis and x-axis have different scales, for the sake of clarity).
We inferred a CF in the 0-50% range while it was suggested
to be between 50-100% in the previous broad band analysis.
We find no coherent variation between CF and the amplitude
of the direct nuclear component (Figure 11, bottom left and
middle panels). This different behavior can be attributed to
the high flux state in which we observed the source and the
complex interplay between the parameters. The way we cal-
culate the covering factor (CF = NABS/(NABS + NUNABS)) is
clearly an oversimplification and this particular parameter is
very model dependent. It depends strongly on the flux state of
the source and the circumnuclear geometrical structure: the
sizes of the X-ray emitter and of the absorber, together with
its ionization state. We therefore conclude that, in the absorp-
tion scenario, the X-ray spectral variability of MCG-6-30-15
is not due only to variable partial covering but it is also re-
lated to the complex interplay between the intrinsic variable
continuum and the circumnuclear (still unknown) geometry
on scales greater than ∼ 1300 RG.
The absorption model for MCG–6-30-15 has been slightly
revised in Miller et al. (2009), where the ionized reflected
emission has been removed and replaced by a layer of neu-
tral absorbing material, partially covering the nuclear emis-
sion. We tested this by modifying the absorption model
used in previous sections. We replaced the XILLVER com-
ponent of our model (the one reproducing the ionized re-
flection) with a Gaussian line for the Iron Kα emission line,
fixing its width to the value measured with Chandra HEG
(Yaqoob & Padmanabhan 2004). The fourth absorber is now
considered as partially covering the nuclear continuum. The
model is hence composed by five layers of absorbing material:
three of them have covering fraction c f = 1 (the two warm ab-
sorbers and the dusty one), responsible for the absorption lines
below 3 keV and two of them (the ones responsible for the
apparent broadening of the iron Kα line) are partially cover-
ing the nuclear emission. In this scenario the column densities
and covering factors of the fourth and fifth absorbers, together
with the normalizations of the power law are left free between
the 11 intervals, while the other parameters were tied. We find
a best fit χ2/dof=5270/4022=1.31. The fit is poor mainly due
to residuals below 3 keV, suggesting that there is a complex
interplay between the innermost and outermost layers of ab-
sorbing material.
6. BROAD LINE REGION ECLIPSES
Absorption variability is often found when we compare ob-
servations months to years apart (Risaliti et al. 2002), and,
most notably, has been found on time scales of hours to
days in several sources, such as NGC1365 (Risaliti et al.
2005, 2007, 2009a), NGC 4388 (Elvis et al. 2004), NGC 4151
(Puccetti et al. 2007) and NGC 7582 (Bianchi et al. 2009).
Very recently a homogeneous analysis of a statistically rep-
resentative sample of AGN has been carried out in Risaliti et
al. (in preparation) and eclipses from Broad Line Region
(BLR) clouds have been found in a number of sources (MCG-
6-30-15, NGC 3783 and NGC3227 among others). The pres-
ence of BLR eclipsing material has also been found in SWIFT
J2127.4+5654, a bright Sy 1 galaxy well-known for its broad
Fe Kα line (Sanfrutos et al. 2013).
In the following, we discuss some of the extreme variations
in the hardness ratio of MCG-6-30-15 in terms of a cloud
crossing the line of sight. It is beyond the scope of this anal-
ysis to look for systematic occultations throughout our obser-
vation but we use the variation of the column density of the
TABLE 6
BEST FIT PARAMETERS WITH X-RAY OCCULTATION.
COLUMN DENSITIES ARE IN 1022 CM−2 UNITS, IONIZATION
PARAMETERS ξ ARE IN ERG CM S−1 UNITS.
Parameter Int. 1a Int. 6a Int. 10
NH1 1.11+0.23−0.24 0.53
+0.18
−0.21 0.98
+0.27
−0.15
log(ξ1) 1.97+0.03−0.03 2.06+0.12−0.12 1.91+0.04−0.04
NHcloud < 0.05 < 0.05 2.2
+0.8
−0.5
CF < 0.1 < 0.1 0.32+0.03−0.05
log(ξrefl) 2.75+0.15−0.27 1.04+0.15−0.21 1.01+0.21−0.26
Nrefl (×10−5) 0.06+0.02−0.04 2.0+0.3−0.3 3.8+0.3−0.1
N POW(×10−2) 1.9 ± 0.02 0.91 ± 0.02 0.79 ± 0.03
warm absorber in Figure 9 (top left panel) as evidence of a
possible eclipse.
Interval 10 is the one where the measured NH1 is largest
(2.25±0.15×1022 cm−2) and where the hardness ratio reaches
its maximal value (∼ 0.52). For this interval, the best fit with a
reflection model leads to a χ2/dof=370/318=1.16 (parameters
can be found in Table 3). We model the new absorbing com-
ponent with the ZPCFABS component in XSPEC, leaving the
column density and covering factor as free parameters. Addi-
tional variable components are the power law normalization,
the ionization parameter and the column density of the princi-
pal warm absorber, the ionization parameter of the reflection
(log(ξrefl)) and its normalization. Other parameters are fixed
to their best fit values. The best fit χ2/dof is 340/319=1.06
and the best fit parameters are presented in Table 6. The best
fit parameter for the column density of the warm absorber is
now consistent with the XMM-combined one (Figure 9, top
left panel, red data point). The contour plot between the col-
umn density and the covering factor of the cloud can be seen
in Figure 12. There is also a marginal variation in the ion-
ization parameter of the reflection. It is worth comparing this
particular time interval with another two: the first one is inter-
val 1, where a change of column density is found, and interval
6a (Figure 3) where the source is in a similar flux state.
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FIG. 12.— Contour plots of covering factor versus column density in the
spectrum extracted from interval 10. Solid black, red and green lines corre-
sponds to 68%, 90% and 99% confidence levels, respectively.
During the first interval of our analysis a column density
of NH1=1.6 ± 0.1 × 1022 cm−2 is found. The hardness ratio
is plotted in Figure 13. We extracted an EPIC-Pn spectrum
from interval 1a and fit it with the above model. The best fit
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FIG. 13.— Zoomed hardness ratio between 500 s and 4000 s from the start
of the observation. The change in spectral shape cannot be attributed to a
BLR cloud partial covering the line of sight but to the complex interplay
between the primary and disk reflection components.
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the spectrum extracted from interval 10 is shown. The shape of an X-ray
occultation can be seen.
χ2/dof is 162/133=1.2 and only upper limits for the eclipse are
found. Free parameters can be found in Table 6 and indicate
a different physical origin for the change in hardness ratio.
This is not due to an occultation event from BLR clouds but
to relative changes in the amplitudes of the primary and re-
flection components with respect to the best fit values found
for interval 1.
When we apply the model of the X-ray occultation to the
EPIC-Pn spectrum extracted from interval 6a we find a good
fit, χ2/dof=168/141=1.19, and only upper limits for the den-
sity and covering factor of the clouds (Table 6). In Figure 14
the spectra of interval 6a and 10 are plotted and the typical
spectral effect of the eclipse may be seen.
Information on the physical properties of the eclipsing
cloud can be derived from the occultation observed in inter-
val 10. Following the kinematic considerations extensively
described in Risaliti et al. (2007) and Risaliti et al. (in prepa-
ration), assuming that the nuclear X-ray source has a linear
size DS = 5RG (Reis & Miller 2013), the transverse velocity
of the cloud can be calculated as v ∼ 1.5×103 M6 t−14 (∆CF )1/2
km s−1, where M6 is the black hole mass in 106 M⊙ units, t4
is the occultation time in 10 ks units and ∆CF is the covering
factor variation during the occultation. If we use M6 = 5 (see
Sect. 4.1), an occultation time of ∼20 ks (elapsed duration of
interval 10) and ∆CF = 0.32, we infer a transverse velocity
v ≃ 3 × 103 km s−1. If we then consider the absorbing ma-
terial located at a distance R from the central X-ray source,
moving with Keplerian velocity (v = vK), we can calculate
R = GMBHv−2K ≃ 7 × 1015cm≃ 104 RG. The cloud density is
then n ∼ NH/DS ≃ 7 × 109 cm−3. These estimates of veloc-
ity, distance from the X-ray source and density are consistent
with values typically inferred for BLR clouds and agree with
the analysis performed in Risaliti et al. (in preparation).
Occultation by BLR clouds does not change the conclu-
sions of the reflection scenario described in Sect. 4.2, where
the eclipses are taken into account with a change of the col-
umn density of one of the two ionized absorbers. It is also
worth noting that the presence of BLR clouds along the line of
sight does not interfere with measurements of the properties
of the black hole spin, as discussed for the case of NGC1365
in Risaliti et al. (2013) and Walton et al. (submitted), but may
be used to study the broad iron Kα line (Risaliti et al. 2011) .
7. FLUX-FLUX PLOTS
We calculate flux-flux plots (see Taylor et al. 2003) to com-
pare the count rate in the NuSTAR and XMM-Newton energy
bands. We compare two bands from each instrument: 3–10
keV and 10–50 keV from NuSTAR with 0.5–2 keV and 2–10
keV from XMM-Newton, for each of the 11 intervals. The
fluxes and errors are calculated using CFLUX in XSPEC.
We find that all four flux-flux plots are well fit with a sim-
ple linear relationship between the fluxes in different bands,
although with significant scatter, with no improvement in the
reduced χ2 by fitting a powerlaw model. Curvature in the
flux-flux plots would be indicative of pivoting of the spectrum
with flux (as found by Taylor et al. 2003, for NGC 4051). In
all four plots the best fit line is offset from zero by a positive
amount. This indicates the presence of a relatively constant
hard component, which remains in the NuSTAR bands after
the main variable component is subtracted.
The scatter is very small in the plot comparing the overlap-
ping 2–10 and 3–10 XMM and NuSTAR bands, and is too large
in the other plots to be consistent with noise. This implies that
there is some spectral variability that is largely uncorrelated
with flux and which affects the hard and soft bands differ-
ently. To investigate the origin of this scatter we calculate the
same figures using spectra extracted using 200 s intervals as
in Vaughan & Fabian (2004), then binned by flux, to remove
the effects of variability uncorrelated with flux. Using this
method, we find no significant deviation from the linear fits
and conclude that the scatter in Fig. 15 is due to flux indepen-
dent variability.
Such variability could be caused by several mechanisms
which do not affect the soft and hard bands equally, including
absorption or reflection variability, or pivoting of the power
law continuum. We can examine the nature of this variabil-
ity by calculating a NuSTAR difference spectrum for intervals
that lie above and below the best fit line, as in Noda et al.
(2011). If the scatter is caused by variations in the soft band,
as expected if it is largely caused by absorption, then the dif-
ference spectrum over the NuSTAR band would be dominated
by the flux dependent variable component. Alternatively, if
16
N
u
S
T
A
R
 3
-1
0
 k
e
V
 F
lu
x
0
2
4
6
8
XMM 0.5-2.0 keV Flux
0 1 2 3
N
u
S
T
A
R
 1
0
-5
0
 k
e
V
 F
lu
x
0
1
2
3
XMM 2-10 keV Flux
0 2 4 6 8 10 12
FIG. 15.— Count rate in two NuSTAR energy bands (3–10 keV, top, and 10–
50 keV, bottom) plotted against the count rate in two XMM-Newton energy
bands (0.5–2 keV, left, and 2–10 keV, right). The red lines show the best
linear fits to the data. Error bars are not shown, as they are smaller than the
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the variability was largely due to independent reflection vari-
ations then the difference spectrum should show strong reflec-
tion features. Finally, pivoting of the continuum would result
in a difference spectrum well described by a less steep power
law.
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FIG. 16.— Ratio of the NuSTAR difference spectrum between high and low
flux spectra, calculated using flux-flux plots, to a Γ = 2 power law, fit between
3–4 and 8–10 keV. FPMA and FPMB are grouped for plotting purposes, but
fit separately.
Fig. 16 shows the ratio of the NuSTAR difference spectrum
from 3–70 keV to a Γ = 2 power law. The data are binned
to a minimum of 500 counts per bin, and the spectra from in-
tervals below the best-fit line are used as the background for
those above the line. We use the XMM-Newton 0.5–2 keV
band as a reference, and compare it with the NuSTAR 10–
50 keV band, to isolate any varying hard component. The
figure shows a possible excess around ∼ 7 keV, and a promi-
nent excess at high energies. The best-fitting powerlaw model
gives a reduced chi-square of χ2/dof= 238/240 = 0.99, but
has a photon index of 1.75±0.03, which is not consistent with
the value obtained by fitting the full spectrum of MCG–06-30-
15. Fixing Γ at 2 gives a worse fit (χ2/dof= 299/241 = 1.24)
and cannot explain the excess high-energy flux, as shown
in the figure. Fitting with pure reflection, using a simple
RELCONV*XILLVER model with the parameters fixed at the
best fit values for the reflection model (the reflection compo-
nent in the absorption model is distant and should not vary
fast enough to cause this scatter) and ξ free to vary, gives
an equivalent fit, but still not as good as the free powerlaw
(χ2/dof= 296/241 = 1.23). This means that the scatter is
not predominantly due to independent reflection variability.
Adding a Γ = 2 power law to the reflection model results in a
much improved fit, χ2/dof= 237/240 = 0.99. This is equiv-
alent to the best power law fit, leaving us with two possible
scenarios that could cause the scatter in the flux-flux plots,
absorption or pivoting of the primary power law (or both). In
the first case, the variability all occurs at low energies due to
effects such as the BLR occultations discussed in Section 6,
so the high energy spectrum should have the same shape as
the flux dependent variability (i.e. a power law plus blurred
reflection, or partially covered power law plus distant reflec-
tion). In the second case, changes in the photon index of the
primary power law should result in the high energy spectrum
being well described by a more shallow power law.
We conclude that the scatter in the flux flux plots could ei-
ther be due to pivoting of the primary continuum as found by
Parker et al. 2014, or by absorption variability at low energies,
or by a combination of the two.
8. CONCLUSIONS
We present results from a joint NuSTAR and XMM-Newton
observational campaign of the bright Sy 1 galaxy MCG-6-
30-15 and investigated the spectral variability of the source
via a detailed time resolved analysis. The reflection scenario,
where the primary variable power law continuum emission is
reprocessed by the accretion disk, reproduces the data bet-
ter than a scenario involving partial absorption by intervening
structures. The former is preferred to the latter on statistical
grounds, with a reduced χ2 of 1.10 versus 1.15, for about the
same degrees of freedom (∼ 4000).
Our results can be summarized as follows:
• in the reflection scenario, the spectral variability can
be either ascribed to a change of the ionization state
of the disk or to an intrinsic change in the slope of
the nuclear continuum, which is strongly favored on
physical grounds (a variation of the photon index of
the primary power law within ∆Γ ≃ 0.3). In the lat-
ter case the source is well described with gravitational
light bending in the innermost regions of the accre-
tion disk during the first part of the 2013 observational
campaign and with intrinsic variations of the X-ray
source in the latter part, this is in contrast to previous
analyses (Fabian & Vaughan 2003; Larsson et al. 2007;
Miniutti et al. 2007);
• the absorption model cannot account for all spectral
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variability if changes occur in the covering factor only.
This is different than the behavior found in previous
multi-epoch broad band analyses. A variation in the
column density of the material along the line of sight is
also needed, ranging between 1022 − 1023 cm−2;
• we detected an occultation by a BLR cloud (NH =
2.2+0.8
−0.5 × 10
22 cm−2) crossing the line of sight at a dis-
tance of 104 RG, with a velocity of v ≃ 3 × 103 km s−1
and a density of n ≃ 7× 109 cm−3. This eclipsing event
lasted for about 20 ks;
• using flux-flux plots we find strong correlations be-
tween XMM and NuSTAR energy bands, with an off-
set indicating a constant component at high energies.
We identify significant variability uncorrelated with the
source flux, manifested as significant scatter around the
best-fit line in the flux-flux plots, too strong to be due to
noise. We find that this variability could be caused ei-
ther by pivoting of the primary power law or by changes
in the absorption at low energies, or a combination of
the two.
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APPENDIX A.1. SYSTEMATIC UNCERTAINTIES DUE TO CALIBRATION EFFECTS IN THE EPIC-PN ENERGY
SCALE RECONSTRUCTION
There is evidence that the calibration of the EPIC-pn energy scale in observations taken in 2013 is not as accurate as the
nominal calibration goal (±10 eV), if they are reduced with the calibration files used in this paper. This effect is most likely due
to inaccuracies in the long-term Charge Transfer Inefficiency (CTI) calibration (Smith et al. 20131). More exactly, the CTI should
be over-corrected in recent observations. In this Appendix we discuss how such a calibration inaccuracy affects the astrophysical
results discussed in this paper.
In order to quantify the inaccuracy of the energy scale, we used the ”line-like” feature at ≃2.3 keV present in the residuals
against all the fits discussed in this paper. We interpret this feature as due to inaccuracies of the energy scale, which are the most
apparent at the energy where the gradient of the effective area is the steepest. An alternative interpretation of the same feature
in terms of local inaccuracies of the effective area calibration requires implausibly large deviations of the optics Gold coating
reflection law from the physically-motivated models used in the effective area calibration. We modified the Pulse Invariant (PI)
column of the calibrated event list generated by epproc in steps of one PI unit in the range [-100:100]; extracted a time-average
spectrum from each of these modified event lists using the same procedure as described in Sect. 2 of this paper; and calculated
the χ2 when fitting each of these spectra with a simple power-law in the 1.5–5 keV energy band. The shift minimizing the χ2 is
∆PI = +8 ± 2 (1σerror; we remind that one PI unit corresponds to approximately 5 eV). This result is consistent with the energy
of the Mn Kα,1 line (laboratory energy: 5.8876 keV) measured in a long calibration observation taken close to the astrophysical
observations discussed in this paper (Obs.#0411781301, October 25 2012): the difference against the laboratory energy was
∆EMnK = 31 ± 4 eV. The inaccuracy of the energy scale is consistent with being energy-independent within the statistical errors.
TABLE 7
SYSTEMATIC ERROR ON THE BEST-FIT PARAMETERS IN TAB. 3 INDUCED BY THE CTI OVERCORRECTION IN EPIC-PN SPECTRA
∆ log(ξ1) ±0.02
∆NH1 (1022 cm−2) +0.15−0.015
∆ log(ξ2) +0.05
−0.22
∆NH2 (1022 cm−2) +0.10−0.011
∆ log(ξre f l) < 0.01
∆ log(NFe) 0.2
∆ log(ZFe) < 0.1
∆q 0.18
∆i 8
∆a < 0.01
∆Γ 0.014
We then modified the combined EPIC-pn event list through a Monte-Carlo algorithm, changing the PI column according to
a Gaussian distribution with average +40 eV and standard deviation 10 eV. From this modified event list we extracted spectra
in HR-resolved intervals as discussed in Sect. 4, and repeated the fits using the complete best-fit model therein discussed. The
difference between the best-fit parameters measured on spectra extracted from the standard, and from the Monte-Carlo modified
event lists are shown in Tab. 7. They are lower, or at most comparable to the statistical errors in Tab. 3. This demonstrates that
the inaccuracy of the energy scale affecting the EPIC-pn data discussed in this paper does not dominate the error budget of our
analysis. However, systematic uncertainties cannot be neglected altogether. In particular, the warm absorber solutions required
for Intervals#5 and #11 are significantly different from those in Tab. 3 (cf. Tab. 8)
TABLE 8
DIFFERENCE IN WARM ABSORBER BEST-FIT PARAMETERS FOR INTERVALS#5 AND #11.
Interval ∆ log(ξ1) ∆NH1 (1022 cm−2) ∆ log(ξ2) ∆NH2 (1022 cm−2)
5 0.04 -0.2 0.7 0.13
11 0.04 0.7 -1.6 -0.2
1 available at http://xmm2.esac.esa.int/docs/documents/CAL-SRN-0300-1-0.pdf
