Abstract-In this paper, we study sleeping control (SC) and power matching (PM) for a single cell in cellular networks with bursty traffic. The base station (BS) sleeps whenever the system is empty and wakes up when N users are assembled during the sleep period. The service capacity of the BS in the active mode is controlled by adjusting its transmit power. The total power consumption and average delay are analyzed, and based on this, the impact of parameter N and transmit power on the energy-delay tradeoff is studied. It is shown that, given the average traffic load, the more bursty the traffic is, the less total power consumed, although the delay performance of more bursty traffic is better only under certain circumstances. The optimal energy-delay tradeoff is then obtained through joint SC and PM optimization. The relationship between the optimal control parameters and the asymptotic performance are also provided. Moreover, the influence of the traffic autocorrelation is explored, which shows less impact on the system performance compared with that of the burstiness. Numerical results show the energy saving gain of the joint SC and PM scheme, as well as the impact of burstiness on the optimal energy-delay tradeoff.
losses, and so on [3] , [4] . Therefore, efforts to reduce both the circuit power and transmit power consumption should be made.
BS sleeping design has been proposed recently to realize substantial reduction of energy consumption, which puts BSs into a sleep mode when the traffic load is low [5] [6] [7] [8] [9] [10] . Moreover, transmit power adaptation to match traffic load requirement in the active mode is also an effective way to save energy. This is because even a small reduction in the transmit power enables considerable saving in overall power consumption due to its impact on the operational power consumption of amplifiers, and so on [3] , [11] . The delay constrained power/energy minimization problem has been widely studied, where average delay constraints are considered in [12] [13] [14] and hard delay constraints are studied in [15] [16] [17] . Here, we incorporate average delay as our main design constraint. With a bound on mean delay, the objective is to minimize the average total power consumption. It has been pointed out that the energy-delay tradeoff usually deviates from the monotonic curve [12] when practical factors are considered [18] , [19] . As a result, figuring out when and how to trade tolerable delay for energy savings is important for the practical system design. In this paper, we will study how to make use of the BS sleeping control (SC) and power matching (PM) to achieve a good energy-delay tradeoff for energy savings.
The Poisson model has been used a lot when random traffic arrivals are considered in energy-saving design [7] [8] [9] [10] , [20] [21] [22] . However, in practice, the data traffic usually has bursty features. As a result, this paper focuses on the traffic scenario with bursty arrivals, the widely used models of which include the interrupted Poisson process (IPP), the Markov modulated Poisson process (MMPP), and so on. Both the IPP and MMPP have been shown to be powerful in modeling various types of multimedia traffic while at the same time being analytically tractable [23] [24] [25] [26] [27] [28] [29] . For example, in 802.16 broadband wireless networks, the superposition of up to four IPPs is used to model the Hypertext Transfer Protocol, the Transmission Control Protocol, and File Transfer Protocol traffic [23] , [24] . For the multimedia service over Internet Protocol network offered by the Third-Generation Partnership Project (3GPP), MMPP can provide accurate models for the voice traffic, IP traffic, and video traffic, respectively [25] . Moreover, the superposition of two-state MMPPs can be used to model self-similar traffic [28] , [29] . In this paper, we focus on the basic IPP and two-phase MMPP models, based on which generalization could be made further. The sleeping scheme with extra active period for local-area-network switches considering IPP traffic is studied in [30] . Both Poisson and IPP traffic models are adopted in the system analysis against a background of optical burst switch networks, where significant differences are found [31] . In [32] , we use the IPP traffic model to provide a preliminary analysis on the power consumption and delay performance, and based on this, substantial extension has been made in this paper.
It is well known that the variance coefficient and the autocorrelation coefficient are two major characteristics of a random process [33] , [34] . In this paper, first, from the viewpoint of the variance coefficient, we model user arrivals using IPP to give the first-step study of the influence of traffic burstiness on the total power consumption, delay performance, and the SC and PM schemes. However, IPP still falls into the category of a renewal process, and it cannot capture the autocorrelation feature of the traffic [34] . As a result, we further extend our analysis to the nonrenewal two-phase MMPP, which is also known as the switched Poisson process (SPP), and explore the influence of the autocorrelation feature.
The N -based BS SC, where the BS goes to sleep when the system is empty and wakes up when N users are accumulated, and PM schemes are considered jointly in this paper. The main contributions of this paper include the following.
• Decide when to incorporate the N -based SC, and prove that, given the average traffic load, the more bursty the traffic, the wider the energy-efficient adaptation range of the sleeping threshold N will be.
• Illustrate the impact of the sleeping threshold, transmit power, and traffic features on the total power consumption and delay performance as follows. First, provide the condition under which the energy-optimal transmit power exists. Then, find that, given the average traffic load, the more bursty the traffic is, the less total power is consumed, although the delay performance of the more bursty traffic is better only under certain circumstances. Finally, the total power consumption does not always increase with the average traffic load, which greatly depends on the sleeping threshold N and the transmit power.
• Optimize the sleeping threshold N and transmit power jointly to minimize the total power consumption while guaranteeing the delay requirement as follows. First, derive the equations of the optimal control pair. Given the transmit power, the bounds for the optimal sleeping threshold are also obtained, providing approximations of the relationship between the optimal N and the optimal transmit power. Then, the asymptotic performance of the optimal energy-delay tradeoff is given, which shows that the power consumption lower bound relates to the average traffic load and does not vary with different burstiness. Finally, find that the traffic region in which the joint SC and PM scheme performs better than the PM-only scheme is wider for more bursty traffic.
• Explore the impact of traffic autocorrelation feature. In the extension to the SPP traffic model, we find that, compared with the variance coefficient, independent of the system utilization, the correlation feature of traffic does not have much effect on the total power consumption. Only when the system is heavily loaded that a larger autocorrelation coefficient will lead to worse delay performance. The remainder of this paper is organized as follows. In Section II, we describe the system model. Section III gives the analysis of the total power consumption and delay performance. The impact of different parameters is investigated in Section IV. Section V studies the joint SC and PM optimization. In Section VI, we extend the analysis to the nonrenewal process model and explore the influence of the traffic autocorrelation. Numerical results are provided in Section VII, and Section VIII concludes this paper.
II. SYSTEM MODEL

A. Traffic Model
We consider the downlink of a single BS where users arrive according to an IPP with parameters (λ, r 1 , r 2 ). As shown in Fig. 1 , there are ON and OFF periods, which are both exponentially distributed with the average length r −1 1 and r −1 2 , respectively. In the ON periods, users arrive according to a Poisson process with arrival rate λ, and there is no arrival in OFF periods. The average user arrival rate isλ = λr 2 /(r 1 + r 2 ). Each user requests a random amount of best-effort data service with average length l bits, e.g., file download with average file size l, and the user leaves the system after being served.
B. BS Power Consumption Model
We assume the BS has the active and sleep modes, with the power consumption P BS as follows [3] :
P o and P sleep are the circuit power consumption in the active and sleep modes, respectively, and Δ P is the slope of the loaddependent power consumption, where the transmit power P t adapts to the system traffic load. It is also assumed that there is a fixed switching energy cost E s for each mode transition.
C. BS Sleeping Control and Power Matching
For the BS SC, the hysteretic sleeping structure is inherited [35] , [36] . We focus on the N -based BS SC scheme, where the BS goes to sleep when the system is empty and returns to active mode once N users assemble in the system.
For the PM, in the active mode, the transmit power P t of the BS is adapted to match the traffic load. Assume that the BS service capacity is x bits per second, which is equally shared by all users being served. This can be easily achieved using a fair scheduler. The user departure rate is μ = (x/l). With x = B log 2 (1 + γP t ), the relationship between the service rate 1 μ and the transmit power P t is
where γ = (ηg/N 0 B), g represents the channel gain, B is the bandwidth, N 0 denotes the noise density, and η is a constant related to the bit error rate (BER) requirement when adaptive modulation and coding is used [37] . The control variables are the sleeping threshold N and the transmit power P t . The delay we consider is the response time from the user arriving at the BS and generating its service request until this request is finished and the user leaves the system. In this paper, homogeneous channel condition is assumed. When heterogeneous channel models are considered, the power-rate relationship and queueing model will need to be extended. For example, based on [38] [39] [40] , if we divide the BS coverage into different service zones in ring shapes, the relationship between the transmit power and the average service rate can be represented in a harmonic mean way. Moreover, queueing models with multiclass traffic should be used then in analyzing the user delay performance. In this case, our analyzing method can still be utilized, and this will be left to the future work.
III. IPP/M/1 QUEUEING MODEL WITH N -BASED SLEEPING CONTROL AND POWER MATCHING
Here, given the sleeping threshold N ≥ 1 and the transmit power P t in the active mode, we analyze the total power consumption and average delay performance for IPP traffic. Since the user departure rate μ is a function of P t , our SC and PM schemes can be modeled using an extended IPP/M/1 queueing model with N -based sleeping and adjustable service rate.
A. Extended IPP/M/1 Queueing Model
The state transition diagram of the queueing model is shown in Fig. 2 . The total state space is divided into two sets: one for the active mode and the other for the sleep mode. In each set, the state space is defined as (i, j), where i = 1 (i = 2) represents the ON (OFF) period, and j counts the number of users in the system. p i,j , (i ∈ {1, 2}, j > 0) is the probability that the BS is in the active mode with state (i, j), and q i,j , (i ∈ {1, 2}, 0 ≤ j < N) denotes the probability that the BS is in the sleep mode with state (i, j).
Based on the transition graph, we have the following proposition, which is proved in Appendix A.
Proposition 1: For the extended IPP/M/1 queueing model with N -based sleeping, the probability p s that the BS is in the sleep mode is
which is independent of the sleeping threshold N .
B. Total Power Consumption and Delay Performance
To derive the average delay and total power consumption, the generation function is used [41] , which is defined as
where g(z)= −λ(1 + (r 2 /μ))z 2 +(λ + μ+r 1 +r 2 )z − μ, and
where z 0 is the unique root that the polynomial g(z) possesses in the open interval (0,1), which is
and its property to be used later is provided in Appendix C.
1) Total Power Consumption:
The total power consumption P (N,P t ) is composed of three parts as follows:
The first two parts are the average power consumption in the active and sleep modes, respectively, and the last term is the mode switching cost E s F m . The mode transition frequency F m , which is defined as the number of mode transitions between active and sleep modes per unit time, is
This is because the BS will be turned on when there is a new user arrival in state (1, N − 1) of the sleep mode, and each turn-on operation will correspond to one turn-off operation.
Here, q 1,N −1 = q 1,0 due to (A.9) in Appendix A. Then, the total power consumption is
2) Average Delay: The average number of users in the system
can be derived from the generation function as follows:
By substituting g(z) and (B.5)-(B.6) of Appendix B, and using the Little's law L (N,P t ) =λD (N,P t ) , the average delay is derived as
C. Special Case: IPP/M/1 Queueing Model with Power Matching Only
Here, we consider the special case that there is no SC and only the transmit power can be adapted to match the traffic load. This can be modeled using the IPP/M/1 queueing model with an adjustable service rate. Using the similar analysis method, the total power consumption P (P t ) and average delay D (P t ) are as follows. Note that we cannot make N = 0 in the previous analysis to get the performance here:
In particular, we have D (1,P t ) = D (P t ) for the delay performance.
IV. EFFECTS OF SYSTEM PARAMETERS ON THE POWER AND DELAY PERFORMANCE
A. Traffic Burstiness
The burstiness of IPP traffic is reflected through the variance coefficient C 2 [42] , which is given by
With r 1 = kr 2 , the average arrival rate of IPP traffic iŝ
and the variance coefficient turns to
The average arrival rate is independent of r 2 and only relates to λ and k. Given λ and k, the average arrival rate is fixed, and the burstiness of IPP traffic is only affected by the parameter r 2 , and the smaller r 2 is, the more bursty the traffic will be. In the following, given λ and k, we investigate the impact of the traffic burstiness by varying r 2 so that the average traffic arrival rate is kept the same under different burstiness.
B. Selection of Sleeping Threshold and Transmit Power
First we compare the joint SC and PM scheme with the PMonly case to find when it is energy efficient to incorporate the BS SC.
Proposition 2: For the IPP traffic with parameters (λ, kr 2 , r 2 ), given the transmit power P t , it is energy efficient to incorporate the N -based SC when
where
with the properties
Proof: The proof is in Appendix D. Remark: The properties of (18) indicate that given the average traffic arrival rate, the more bursty the traffic is, the wider the energy-efficient range of N will be. This can be proved as follows. Given the average traffic load, the burstiness of the traffic is only affected by r 2 . Assuming that both (N, r 2 ) and (N , r 2 ) make (17) an equality and r 2 < r 2 , the objective is to prove N < N . First, we assume that N ≥ N and that there The condition is shown in Fig. 3 , where the x-axis is the average traffic arrival rate, and the y-axis is the parameter (P o − P sleep )/E s related to the energy consumption model. The surface is obtained through making (17) an equality. Above the surface, incorporating SC brings energy saving gain. However, below the surface sleeping is harmful due to the extra mode switching energy cost. In Fig. 3 (a)-(d), the surfaces are lowered as r 2 decreases from 1 to 0.01. In other words, as the burstiness of the traffic increases in Fig. 3 (a)-(d), the region above the surface in which sleeping brings energy saving gain expands.
For the sleeping threshold N , from (10) and (12), it is simple to obtain ∂P (N,P t ) /∂N < 0, ∂D (N,P t ) /∂N > 0, which means that the total power consumption decreases and the average delay increases with N .
For the transmit power P t , we have ∂D (N,P t ) /∂P t < 0, and it is intuitive that the average delay performance becomes better as the transmit power P t increases. However, for the total power consumption and P t , their relationship is not always monotonic, and it greatly depends on traffic and system parameters as shown in the following proposition, which is proved in Appendix E.
Proposition 3: For the IPP traffic with parameters (λ, kr 2 , r 2 ), given the sleeping threshold N : i) P (N,P t ) monotonically increases with P t when
ii) P (N,P t ) first decreases and then increases with P t when
and there exists the energy-optimal transmit power P eo t , which is the unique solution of the following:
with the function of y(N, μ, λ, k, r 2 ), shown at the bottom of the page.
Remark: Here, W is the Lambert function, which is defined as W(z)e W(z) = z, z ∈ C [43] . We just use its real branch
, +∞) and denote it as W for the sake of simplicity. In (21) , μ is a function of the transmit power P t as μ = (B/l) log 2 (1 + γP t ). To explain the physical meaning behind the conditions (19) and (20), we first figure out the structure of the total power consumption in (8) , which can be rearranged into
The first term decreases with P t , whereas the second term and the third term increase with P t . When the average file size l is large, μ is relatively smaller under condition (19) than that under (20) ; thus, the sleeping probability is low under condition (19) , which makes the working power consumption in the second term and the switching cost in the third term completely outweigh the static power consumption saved from sleeping. Therefore, the total power consumption monotonically increases with P t . Otherwise, a larger μ under condition (20) leads to a higher sleeping probability than that in (19) ; therefore, the static power consumption saved from sleeping plays the main role at first, and the total power decreases with P t . However, P (N,P t ) will go up as P t increases further. Fig. 4 shows the case that the total power consumption first decreases and then increases with P t , and the energy-optimal transmit power that minimizes the total power consumption exists.
C. Impact of Traffic Characteristic Parameters
First, given the average traffic load, we investigate the impact of burstiness on the total power consumption and delay performance.
Proposition 4: For the IPP traffic with parameters (λ, kr 2 , r 2 ), given the transmit power P t and sleeping threshold N (N ≥ 1), there is always ∂P (N,P t ) /∂r 2 > 0.
Remark: The proof is simple due to the property ∂f (N, μ, λ, k, r 2 )/∂r 2 < 0 in Proposition 2, i.e., which indicates that, given the control pair (N, P t ) and the average traffic load, less total power will be consumed as the burstiness of the traffic increases, as shown in Fig. 4 . For the average delay, more bursty traffic also has better delay performance only under certain circumstances. In addition to the delay comparison between IPP and Poisson traffic, Fig. 5 demonstrates the impact of r 2 on the delay of IPP traffic. There exists a transition area. On its right where N is relatively 
large, the delay performance is better for more bursty traffic. The situation is opposite on its left side. As the traffic load increases, the transition area will move to the right. This can be explained as follows: When the sleeping threshold N is small, which means the number of users needed to wake the BS up is low, the more bursty the traffic is, the more users will be accumulated and wait in the system while the BS is in the active mode, resulting in larger average delay; on the contrary, when N is large, it is easier to reach the threshold N and wake the BS up for more bursty traffic. Therefore, the BS starts serving the users earlier, and the delay performance is better. In addition to the burstiness of the traffic, the impact of average arrival rateλ and file size l on the total power consumption is also explored. For the Poisson arrival, explicit conclusions are obtained, which are shown in the following proposition and proved in Appendix F. The corresponding numerical results for the IPP traffic are also provided.
Proposition 5: Given the transmit power P t and sleeping threshold N (N ≥ 1), the total power consumption of Poisson traffic i) increases with the average arrival rate if
or otherwise, there existsλ = (μ/2) + (N/4E s )(P o − P sleep + Δ P P t ) that maximizes the total power consumption; ii) increases linearly with the average file size l if
or otherwise it is a nonincreasing linear function of l.
The impact on the total power consumption for both Poisson and IPP traffic are shown in Fig. 6 , where the x-axis is the system utilization ρ =λ/μ, and either the average arrival rate or the file size is varying. The results in Fig. 6(b) and (d) with N = 3 are intelligible as the total power just increases with the average arrival rate and file size. However, in Fig. 6(a) and (c) with N = 1, results turn out to be different. For the IPP traffic in Fig. 6(a) , the relationship is not merely monotonic, and it fluctuates more heavily for more bursty traffic. For the impact of the file size of IPP traffic, sometimes, there exists an l at which the total power is minimum, as shown in Fig. 6(c) . Moreover, Fig. 6 also illustrates that BS sleeping cannot always bring energy saving gain as stated in Proposition 2. In Fig. 6(a) and (c) with N = 1, frequent mode switching, paricularly when the average arrival rate is large or the file size is small, may consume more switching cost than the energy saved through sleeping.
V. OPTIMAL ENERGY-DELAY TRADEOFFS
After studying the impact of different parameters, we want to find the optimal transmit power P t and sleeping threshold N that minimize the total power consumption while guaranteeing the average delay requirement D th , i.e.,
First, the traffic region that can satisfy the delay constraint is T = {(λ, r 1 , r 2 , l)|D (1,P max t ) ≤ D th }, which can be transformed into
and we will solve the optimization problem in this region. It has been mentioned in Section IV-B that as N increases, the total power consumption decreases, and the average delay increases. As a result, given the transmit power, the optimal N should be the one that makes the delay constraint an equality. Based on this, the following proposition is derived, which is proved in Appendix G. Proposition 6: For the IPP traffic with parameters (λ, kr 2 , r 2 ), given the transmit power P t , the optimal sleeping threshold of the delay constrained total power consumption minimization problem is the unique solution of (27) which is bounded by
where the parameters A > 0 and E are
Remark: Note that μ is used in these equations for simplicity, which is a function of the transmit power with μ = (B/l) log 2 (1 + γP t ). Moreover, the parameters A and E are functions of μ. As a result, (27) provides the relationship between the optimal control pair N and P t of the optimization problem, and the upper and lower bounds of the sleeping threshold in (28) further offer explicit approximations of their relationship. Given transmit power, the optimal N and its bounds are given in Fig. 7 . In practice, N is integral, and here, we just use the initial values solved from (27) for better illustration. It can be observed that, given the average traffic load, the bounds are tighter for the traffic with lower burstiness, and the upper bound provides a better approximation than the lower bound.
The optimal sleeping threshold and transmit power can be obtained according to Algorithm 1. In the first step, with μ m = (B/l) log 2 (1 + γP max t ), N m is the largest integer satisfying the delay constraint. This is because the average delay increases with N and decreases with P t , as stated in Section IV-B. As a result, for each integer N ∈ [1, N m ], this reduces to a constrained 1-D optimization problem, which can be solved using the property in Proposition 3. Finally, in all the N m pairs of solutions, pick the pair (N * , P * t ) that minimizes the total power consumption.
Algorithm 1 Solve the Optimal Sleeping Threshold and Transmit Power
Input:
λ, r 1 Solve the service rates μ 1 (N ) and μ 2 (N ) satisfying (21) and (27) , respectively, and set μ * (N ) = max{μ 1 (N ), μ 2 (N )}; 7:
end if 8: end for 9: Fig. 8 shows the optimal sleeping threshold and transmit power of the optimization problem with different arrival rates. First, it can be observed that the traffic region in which the delay constraint can be satisfied is different with varying traffic burstiness, and the region is wider for less bursty traffic. As the traffic arrival rate increases, the optimal sleeping threshold N * first increases and then decreases. For the optimal transmit power, it can be seen that the PM mainly plays its role when the traffic load is relatively high.
Next, we focus on the asymptotic limit of the optimal energy-delay tradeoff, which serves as the total power consumption lower bound.
Proposition 7: For the optimal energy-delay tradeoff of IPP traffic with parameters (λ, kr 2 , r 2 ), as the delay increases, the total power consumption approaches an asymptotic value of P lb , which is a function of the average arrival rateλ = λ/(1 + k), and it has the following two cases:
1}, then
Proof: See Appendix H. Remark: The two different cases of the total power consumption lower bound is partitioned based on the traffic load value • For the first case, when the traffic load is relatively heavier, the lower bound is derived as P t → (1/γ)(2λ l/B − 1), which corresponds to the system utilizationλ/μ → 1. In this case, P lb has an exponential relationship with the traffic loadλl.
• For the second case, when the traffic load is relatively lower, the lower bound is obtained at
) − 1/γ, which is also the energy optimal transmit power P eo t | N →∞ of (21) . In this case, P lb has a linear relationship with the traffic loadλl.
The asymptotic limit is related to the average arrival rateλ = λ/(1 + k) and the average file size l. As a result, once they are given, P lb does not vary with different burstiness.
VI. EXTENSION TO NON-RENEWAL PROCESS TRAFFIC MODEL
In this section, we extend to the nonrenewal process and investigate the impact of the autocorrelation of traffic.
A. Markov Modulated Poisson Process
We consider the two-phase MMPP, which is also known as the SPP. The traffic arrival switches between two Poisson processes with arrival rates λ 1 and λ 2 , and the time it stays in each process is exponentially distributed with the average length to be r 1 −1 and r 2 −1 , respectively, as shown in Fig. 9 . For the SPP with parameters (λ 1 , λ 2 , r 1 , r 2 ), the average arrival rateλ s , variance coefficient C 2 s , and autocorrelation coefficient θ are provided as follows [33] :
According to Fig. 10 , using q s i,j (i ∈ {1, 2}, 0 ≤ j < N) to denote the probability that the BS is in the sleep mode with state (i, j) for the SPP traffic, the total power consumption and average delay are
However, different from that in the IPP model where explicit expressions can be found, as stated in Appendix I, q s i,j (i ∈ {1, 2}, 0 ≤ j < N) can only be derived by iteration. Fig. 11 shows how the total power consumption and delay vary with the transmit power P t and the sleeping threshold N .
B. Impact of the Variance and Autocorrelation Coefficients
In Fig. 12 , the average arrival rate and variance coefficients are set the same to those in Figs. 4 and 5. Whenλ s and θ are given, less total power is consumed with a larger C 2 s , as shown in Fig. 12(a) , whereas the delay performance is better with a larger C 2 s only under certain conditions in Fig. 12(b) . This result is consistent with the impact of C 2 on the IPP traffic. Fig. 13(a) shows how the total power consumption of SPP varies with the system utilization ρ =λ s /μ and C 2 s , given θ. It is observed that, when ρ is small, the total power consumption almost does not vary with C 2 s , whereas when ρ is relatively large, less total power is consumed as C 2 s increases. In Fig. 13(b) , C 2 s is given, and it shows the impact of θ on the total power consumption. We can see that no matter how large the value of ρ is, the total power consumption almost stays unchanged for different θ, which means that the correlation feature of traffic does not have much effect on the total power consumption. Fig. 13(c) shows that, when the system is heavily loaded, a large θ will make the delay increase.
Finally, comparisons are made for the results of Poisson [10] , IPP, and SPP traffic models to show the connections among them. First, Table I 2) The energy-saving region has definite physical meanings: In a sleep-active operation cycle, the energy saved from sleeping ((N + f (N, μ, λ, k, r 2 ))/λ)(P o − P sleep ) (or (N/λ)/(P o − P sleep )) should be larger than the switching energy cost 2E s . Here, (N + f (N, μ, λ, k, r 2 ))/λ (or (N/λ)) is the average length of the sleep period in a cycle, which is derived through (1 − (λ/μ))(2/F m ).
3) The energy-optimal service rate of IPP is given in an implicit equation. With y(N, μ, λ, k, r 2 ) = −(λ/N ), it is the same with that of Poisson. 4) The IPP and Poisson models share the same asymptotic performance of the optimal energy-delay tradeoff, as long as the traffic parametersλ and l are given.
Although explicit expressions cannot be provided for SPP, it also shares similarities with the other two models. Readers can refer (36) and (37) for the power and delay performance. With λ 1 = λ and λ 2 = 0, the results of SPP will degenerate to those of IPP in the table. Because in this case, the iterations in (I.3) and (I.4) of SPP in Appendix I turn into (A.9) of IPP in Appendix A, which makes the probabilities in (36) and (37) have the same explicit form as those in (5) and (6) . Withλ s =λ, in addition to the same sleeping probability, the implicit energy-saving region
s is consistent with the physical explanation given earlier. Moreover, SPP should share the same asymptotic limit since the mode switching cost goes to zero as the sleeping threshold N approaches infinity. 
VII. NUMERICAL RESULTS
Here, we evaluate the system performance. The system bandwidth B = 10 MHz, the maximum transmit power P max t = 10 W, and the path-loss model g = 36.7 lg d + 33.05 (dB), where we set d = 100 m. The noise power density N 0 = −174 dBm/Hz, and η = −1.5/ ln(5ε) = 0.283 corresponds to the BER requirement of ε = 10 −3 [37] . We take the micro-BS energy consumption parameters P o = 100 W, Δ P = 7, P sleep = 30 W and set E s = 25 J [3] . For the traffic model, k = 1, r 1 = r 2 , and l = 1 or 2 MB.
A. Optimal Tradeoff Performance
For the IPP traffic, in Fig. 14 , the solid line gives the optimal energy-delay tradeoff obtained through the joint optimization. For each point, the x-axis is the delay requirement, and the y-axis corresponds to the minimum total power consumption satisfying this requirement. For a better comparison, the dashed lines representing the energy-delay relationship before the joint optimization are also provided. For each of them, N is fixed, and the transmit power is varying. Comparing the optimal tradeoff curve with the dashed lines shows how the joint optimization significantly improves the energy-delay performance: It not only removes undesirable energy-delay pairs that make the tradeoff line go up but it also achieves significant energy savings. The optimal energy-delay tradeoff of SPP traffic is also given in Fig. 14. Withλ =λ s = 1.5, the difference between the optimal tradeoff curves of IPP and SPP is not large, although the SPP traffic has a much larger variance coefficient. Moreover, the total power consumption of both IPP and SPP approaches the asymptotic value obtained in Proposition 7.
Corresponding to the optimal energy-delay tradeoffs in Fig. 14 , the optimal control variables, i.e., the sleeping threshold and the transmit power, are shown in Fig. 15 . As the delay requirement gets loose, the optimal sleeping threshold increases. The optimal transmit power decreases under the same sleeping threshold as D th increases, and there exist oscillations for different N * .
B. Impact of the Traffic Burstiness
Since the impact of the traffic autocorrelation is limited, and the impact of the variance coefficient on the system performance of SPP is similar to that of IPP, in the following, we will focus on the IPP to explore the influence of traffic burstiness.
Given the delay requirement, the minimum total power consumption with different traffic arrival rates is depicted in Fig. 16 . For the case with PM only, according to the analysis in Section III-C, only the transmit power is optimized in the delay constrained total power minimization problem. It elucidates that, when the traffic load is low, the joint optimization scheme always consumes less power compared with the PM-only scheme. On the other hand, with high traffic load the PM-only scheme is more energy efficient. The reason is that, when the traffic load is high, the mode transition energy cost may exceed the energy saved from the less sleeping opportunity. Moreover, observing the traffic region in which the joint optimization scheme is better in Fig. 16 , we can see that this region is wider 
for IPP traffic with a larger variance coefficient, which means that the joint SC and PM scheme has a wider adaptability to more bursty traffic.
In Fig. 17 , the optimal energy-delay tradeoffs for the IPP traffic with different burstiness are demonstrated. In Fig. 17(a) with low traffic load, the more bursty the traffic, the better the energy-delay tradeoff. Nevertheless, in Fig. 17(b) with relatively heavy traffic load, the tradeoff performance is worse for more bursty traffic. This indicates the impact of burstiness on the tradeoff greatly depends on the traffic load. Note that the minimum average delay that can be achieved is bounded by the maximum transmit power.
VIII. CONCLUSION
In this paper, we have analyzed the N -based BS SC and PM schemes for both the IPP and SPP traffic models. Theoretical analyses are provided on the impact of the sleeping threshold, transmit power, and traffic features on the total power consumption and delay performance. Given the average traffic load, more energy can be saved with larger traffic burstiness. Moreover, the influence of the autocorrelation coefficient on the system performance is relatively weak, compared with that of the variance coefficient. The optimal energy-delay tradeoff is also obtained by solving a delay-constrained total power minimization problem, where the relationship between the optimal control parameters is provided. Moreover, the asymptotic limit of the optimal tradeoff is explored, which gives a guideline for the best energy saving gain we can approach.
In conclusion, we mention directions in which this paper can be extended. In addition to the N -based SC, the analysis could be extended to other sleep patterns under the bursty traffic model, e.g., single/multiple-vacation-based SC. Moreover, when the multicell scenario is considered, it could still be simplified to a single-cell model by incorporating the transferred traffic from/to adjacent cells if static intercell interference is assumed. Otherwise, the dynamic interference relating to the transmit power and sleeping threshold will make the service of users among different cells coupled. In this case, a more complicated multiserver coupled queueing model is needed.
APPENDIX A PROOF OF PROPOSITION 1
The global balance equations are given as follows:
(A.8)
After some algebraic operations, we obtain the following local balance equations:
By summing (A.10)-(A.12) over all m and plugging in (A.9), we obtain .13) where p 1 = r 2 /(r 1 + r 2 ) and p 2 = r 1 /(r 1 + r 2 ) are the probabilities that the system is in ON and OFF periods, respectively. Then, the sleeping probability p s is
. (A.14)
By combining (B.7) and (A.13), q 1,0 and q 2,0 are obtained.
APPENDIX C PROOF OF THE BOUNDS OF z 0
With Δ = (λ + μ + r 1 + r 2 ) 2 − 4λ(μ + r 2 ), z 0 has the following property:
To prove the left-hand side, by substituting (7) into it, we get the following inequality:
This inequality holds if the right-hand side is negative; otherwise, we have
By substituting Δ = λ + μ + r 1 + r 2 − 2λz 0 (1 + (r 2 /μ)) into the right-hand side of (C.1), we get the following inequality after some manipulation:
, which can be proved as
APPENDIX D PROOF OF PROPOSITION 2
By using (10) and (13) , it is energy efficient to incorporate the SC when
With
. Making use of (7) 
Due to the fact that f 2 (N, μ, λ, k, r 2 ) > 0 is a nondecreasing function of z 0 and (∂z 0 /∂r 2 ) < 0, we have ∂f 2 (N, μ, λ, k, r 2 )/∂r 2 ≤ 0. By combining with f 1 (N, μ, λ, k, r 2 ) > 0 and ∂f 1 (N, μ, λ, k, r 2 )/∂r 2 < 0, there is f (N, μ, λ, k, r 2 ) > 0, and it is a decreasing function of r 2 .
APPENDIX E PROOF OF PROPOSITION 3 With (10) and P t = (1/γ)(2 (μl/B) − 1), there is (E.1), shown at the bottom of the page, in which ∂f (N, μ, λ, k, r 2 ) ∂μ
By combining these equations, we have
with y(N, μ, λ, k, r 2 ) given in Proposition 3. Making use of the fact that ∂y(N, μ, λ, k, r 2 )/∂μ < 0, the proof of which is omitted due to space limitations, we have
With the stability requirement μ >λ, only when
we always have ∂P (N,P t ) /∂μ > (∂P (N,P t ) /∂μ)| μ→λ ≥ 0, and P (N,P t ) monotonically increases with μ and P t . Otherwise, P (N,P t ) first decreases and then increases with μ, and there exists the energy-optimal P eo t that minimizes P (N,P t ) . APPENDIX F PROOF OF PROPOSITION 5 According to Table I , the total power consumption of Poisson traffic is P
(N,P t ) first increases and then decreases withλ and achieves its maximum atλ * . However, ifλ
is a monotonically increasing function ofλ in the stability regionλ < μ.
Similarly, for the average file size l, there is
is a linear increasing function of l when N > 2λE s /(P o + Δ p P t − P sleep ).
APPENDIX G PROOF OF PROPOSITION 6
Since there is D (N,P t ) = D th at the optimal point given P t , it can be transformed into As a result, the optimal N given P t satisfies N l < N < N u , i.e., max{0, E} < N < (E + √ E 2 + 4A)/2.
APPENDIX H PROOF OF PROPOSITION 7
To get the lower bound of the total power consumption P (N,P t ) , we make N → ∞ in (10) . With μ = (B/l) log 2 (1 + γP t ), we can substitute P t = (1/γ) ( 1 + r 2 )) ).
Until now, we have two equations for 2N variables. Different from the case of IPP where explicit expressions exist for q 1,0 and q 2,0 , we need to use the following iterations, which make the 2N variables into two variables: q As a result, q s 1,0 and q s 2,0 can be solved numerically, and the generation function G s (z) can also be derived. Based on these, the total power consumption and delay performance can be obtained.
