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Abstract
While deep learning has resulted in major breakthroughs in many application domains,
the frameworks commonly used in deep learning remain fragile to artificially-crafted and
imperceptible changes in the data. In response to this fragility, adversarial training has emerged
as a principled approach for enhancing the robustness of deep learning with respect to norm-
bounded perturbations. However, there are other sources of fragility for deep learning that
are arguably more common and less thoroughly studied. Indeed, natural variation such as
lighting or weather conditions can significantly degrade the accuracy of trained neural networks,
proving that such natural variation presents a significant challenge for deep learning.
In this paper, we propose a paradigm shift from perturbation-based adversarial robustness
toward model-based robust deep learning. Our objective is to provide general training algorithms
that can be used to train deep neural networks to be robust against natural variation in data.
Critical to our paradigm is first obtaining a model of natural variation which can be used to vary
data over a range of natural conditions. Such models may be either known a priori or else
learned from data. In the latter case, we show that deep generative models can be used to
learn models of natural variation that are consistent with realistic conditions. We then exploit
such models in three novel model-based robust training algorithms in order to enhance the
robustness of deep learning with respect to the given model.
Our extensive experiments show that across a variety of naturally-occurring conditions
and across various datasets including MNIST, SVHN, GTSRB, and CURE-TSR, deep neural
networks trained with our model-based algorithms significantly outperform both standard
deep learning algorithms as well as norm-bounded robust deep learning algorithms. Our
approach can result in accuracy improvements as large as 20-30 percentage points compared to
state-of-the-art classifiers on tasks involving challenging natural conditions. Furthermore, our
model-based framework is reusable in the sense that models of natural variation can be used to
facilitate robust training across different datasets. Such models can also be composed to provide
robustness against multiple forms of natural variation. Lastly, we performed out-of-distribution
experiments on the challenging CURE-TSR dataset in which classifiers were trained on images
with low levels of natural variation and tested on images with high levels of the same form of
variation. We found that classifiers trained using our model-based algorithms improve by as
much as 15 percentage points over state-of-the-art classifiers.
Our results suggest that exploiting models of natural variation can result in significant
improvements in the robustness of deep learning when deployed in natural environments.
This paves the way for a plethora of interesting future research directions, both algorithmic
and theoretical, as well as numerous applications in which enhancing the robustness of deep
learning will enable it’s wider adoption with increased trust and safety.
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1 Introduction
Over the last decade, we have witnessed unprecedented breakthroughs in deep learning [1].
Rapidly growing bodies of work continue to improve the state-of-the-art in generative modeling
[2, 3, 4], computer vision [5, 6, 7], and natural language processing [8, 9]. Indeed, the progress
in these fields has prompted large-scale integration of deep learning into a myriad of domains;
these include autonomous vehicles, medical diagnostics, and robotics [10, 11]. Importantly, many
of these domains are safety-critical, meaning that the detections, recommendations, or decisions
made by deep learning systems can directly impact the well-being of humans [12]. To this end,
it is essential that the deep learning systems used in safety-critical applications are robust and
trustworthy [13].
It is now well-known that many deep learning frameworks including neural networks are fragile
to seemingly innocuous and imperceptible changes to their input data [14]. Well-documented
examples of such fragility to carefully-designed noise can be found in the context of image detection
[15], video analysis [16, 17], traffic sign misclassification [18], machine translation [19], clinical trials
[20], and robotics [21]. In addition to this vulnerability to artificial noise, deep learning is also
fragile to changes in the environment, such as changes in background scenes or lighting. In all deep
learning applications and in particular in safety-critical domains, it is of fundamental importance
to improve the robustness of deep learning.
In response to this vulnerability to imperceptible changes, a vastly growing body of work has
focused on improving the robustness of deep learning. In particular, the literature concerning
adversarial robustness has sought to improve robustness to small, imperceptible perturbations of data,
which have been shown to cause misclassification [14]. By and large, works in this vein assume
that adversarial data can only be generated by applying a small, norm-bounded perturbation.
To this end, the adversarial robustness literature has developed novel robust training algorithms
[22, 23, 24, 25, 26, 27, 28] as well as certifiable defenses to norm-bounded data perturbations [29, 30].
Robust training approaches, i.e. the method of adversarial training [31], typically incorporate
norm-bounded, adversarial data perturbations in a robust optimization formulation [22, 23].
Adversarial training has provided a rigorous framework for understanding, analyzing, and
improving the robustness of deep learning. However, the adversarial framework used in these
approaches is limited in that it cannot capture a wide range of natural phenomena. More specifically,
while schemes that aim to provide robustness to norm-bounded perturbations can resolve security
threats arising from artificial tampering of the data, these schemes do not provide similar levels of
robustness to changes that may arise due to more natural variations [15]. Such changes include
unseen distributional shifts including variation in image lighting, background color, blurring,
contrast, or other weather conditions [32, 33]. In image classification, such variation can arise from
changes in the physical environment, such as varying weather conditions, or from imperfections in
the camera, such as decolorization or blurring.
It is therefore of great importance to expand the family of robustness models studied in deep
learning beyond imperceptible norm-bounded perturbations to include natural and possibly
unbounded forms of variation that occur due to natural conditions such as lighting, weather, or
camera defects. To capture these phenomena, it is necessary to obtain an accurate model that
describes how data can be varied. Such a model may be known a priori, as is the case for geometric
transformations such as rotation or scaling. On the other hand, in some settings a model of natural
variation may not be known beforehand and therefore must be learned from data. For example,
7
there are not known models of how to change the weather conditions in images. Once such a model
has been obtained, it should then be exploited in rethinking the robustness of deep learning against
naturally varying conditions.
In this paper, we propose a paradigm shift from perturbation-based adversarial robustness to
model-based robust deep learning. Our objective is to provide general algorithms that can be used
to train neural networks to be robust against natural variation in data. To do so, we introduce
a robust optimization framework that exploits novel models that describe how data naturally
varies to train neural networks to be robust against challenging or worst-case natural conditions.
Notably, our approach is model-agnostic and adaptable, meaning that it can be used with models
that describe arbitrary forms of variation, regardless of whether such models are known a priori or
learned from data. We view this approach as a key contribution to the literature surrounding robust
deep learning, especially because robustness to these forms of natural variation has not yet been
thoroughly studied in the adversarial robustness community. Our experiments show that across a
variety of naturally-occurring and challenging conditions, such as changes in lighting, background
color, haze, decolorization, snow, or contrast, and across various datasets, including MNIST, SVHN,
GTSRB, and CURE-TSR, neural networks trained with our model-based algorithms significantly
outperform both standard baseline deep learning algorithms as well as norm-bounded robust deep
learning algorithms.
The contributions of our paper can be summarized as follows:
• (Model-based robust deep learning.) We propose a paradigm shift from norm-bounded
adversarial robustness to model-based robust deep learning, wherein models of natural
variation express changes due to challenging natural conditions.
• (Robust optimization formulation.) We formulate the novel problem of model-based robust
training by constructing a general robust optimization procedure that searches for challenging
model-based variation of data.
• (Learned models of natural variation.) For many different forms of natural variation com-
monly encountered in safety-critical applications, we show that deep generative models can
be used to learn models of natural variation that are consistent with realistic conditions.
• (Model-based robust training algorithms.) We propose a family of novel robust training
algorithms that exploit models of natural variation in order to improve the robustness of deep
learning against worst-case natural variation.
• (Broad applicability and robustness improvements) We show empirically that models of
natural variation can be used in our formulation to provide significant improvements in the
robustness of neural networks for several datasets commonly used in deep learning. We
report improvements as large as 20-30 percentage points in test accuracy compared to state-
of-the-art adversarially robust classifiers on tasks involving challenging natural conditions
such as contrast and brightness.
• (Reusability and modularity of models of natural variation) We show that models of nat-
ural variation can be reused on multiple new and different datasets without retraining to
provide high levels of robustness against naturally varying conditions. Further, we show that
models of natural variation can be easily composed to provide robustness against multiple
forms of natural variation.
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• (Out-of-distribution robustness) We show that our model-based paradigm can be used to
provide robustness to unseen and out-of-distribution data that has been subjected to higher
levels of natural variation than the data that is seen during training. In particular, on the
CURE-TSR dataset [34], we show that classifiers trained using our paradigm on images with
low levels of naturally varying weather conditions such as snow improve by as much as 15
percentage points over state-of-the-art classifiers (including adversarially robust classifiers)
when tested on more challenging weather conditions.
While the experiments in this paper focus on image classification tasks subject to challenging
natural conditions, our model-based robust deep learning paradigm is much broader and can,
in principle, be applied to many other deep learning domains as long as one can obtain accurate
models of how the data can vary in a natural and useful manner. In that sense, we believe that this
approach will open up numerous directions for future research.
2 Perturbation-based robust deep learning
Improving the robustness of deep learning has promoted the development of adversarial training
algorithms that defend neural networks against small, norm-bounded perturbations [31]. To
make this concrete, we consider a standard classification task in which the data is distributed
according to a joint distribution (x, y) ∼ D over instances x ∈ Rd and corresponding labels
y ∈ [k] := {0, 1, . . . , k}. We assume that we are given a suitable loss function `(x, y; w); common
examples include the cross-entropy or quadratic losses. In this notation, we let w ∈ Rp denote the
weights of a neural network. The goal of the learning task is to find the weights w that minimize
the risk over D with respect to the loss function `. That is, we wish to solve
min
w
E(x,y)∼D [`(x, y; w)] . (2.1)
As observed in previous work [22, 23], solving the optimization problem stated in (2.1) does
not result in robust neural networks. More specifically, neural networks trained by solving (2.1) are
known to be susceptible to adversarial attacks. This means that given a datum x with a corresponding
label y, one can find another datum xadv such that (1) x is close to xadv with respect to a given
Euclidean norm and (2) xadv is predicted by the learned classifier as belonging to a different class
c 6= y. If such a datum xadv exists, it is called an adversarial example.
The dominant paradigm toward training neural networks to be robust against adversarial
examples relies on a robust optimization [35] perspective. In particular, the approach used in
[22, 23] to provide robustness to adversarial examples works by considering a distinct yet related
optimization problem to (2.1). In particular, the idea is to train neural networks to be robust against
a worst-case perturbation of each instance x. This worst-case perspective can be formulated in the
following way:
min
w
E(x,y)∼D
[
max
δ∈∆
`(x + δ, y; w)
]
(2.2)
We can think of (2.2) as comprising two coupled optimization problems: an inner maximization
problem and an outer minimization problem. First, in the inner maximization problem maxδ∈∆ `(x+
δ, y; w), we seek a perturbation δ ∈ ∆ that results in large loss values when we perturb x by the
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amount δ. The set of allowable perturbations ∆ is typically of the form ∆ := {δ ∈ Rd : ||δ||p ≤ e},
meaning that data can be perturbed in a norm-bounded manner for a suitably-chosen Euclidean
p-norm. In this sense, any solution δ∗ to the inner maximization problem of (2.2) is a worst-case,
norm-bounded perturbation in so much as the datum x + δ∗ is most likely to be classified as any
label c other than the true label y. If indeed the trained classifier predicts any class c other than y
for the datum xadv := x + δ∗, then xadv is a bona fide adversarial example.
After solving the inner maximization problem of (2.2), we can rewrite the outer minimization
problem as
min
w
E(x,y)∼D[`(x + δ∗, y; w)]. (2.3)
From this point of view, the goal of the outer minimization problem is to find the weights w that
ensure that the worst-case datum x + δ∗ is classified by our model as having label y. To connect
robust training to the standard training paradigm for deep networks given in (2.1), note that if
δ∗ = 0 or if ∆ = {0} is trivial, then the outer minimization problem (2.3) reduces to (2.1).
Limitations of perturbation-based robustness. While there has been significant progress toward
making deep learning algorithms robust against norm-bounded perturbations [22, 23, 24], there are
a number of limitations to this approach. Notably, there are many forms of natural variation that
are known to cause misclassification. In the context of image classification, such natural variation
includes changes in lighting, weather, or background color [18, 36, 37], spatial transformations such
as rotation or scaling [38, 39], and sensor-based attacks [27]. These realistic forms of variation of
data, which in the computer vision community are known as nuisances, cannot be modeled by the
norm-bounded perturbations x 7→ x + δ used in the standard adversarial training paradigm of (2.2)
[40]. Therefore, an important open question is how deep learning algorithms can be made robust
against realistic and natural forms of variation that are often inherent in safety-critical applications.
In this paper, we present a new training paradigm for deep neural networks that provides
robustness against a broader class of natural transformations and variation. Rather than perturbing
data in a norm-bounded manner, our robust training approach exploits models of natural variation
that describe how data changes with respect to particular nuisances. However, we emphasize
that our approach is model-agnostic in the sense that it provides a robust learning paradigm that is
applicable across broad classes of naturally-occurring data variation. Indeed, in this paper we will
show that even if a model of natural variation is not explicitly known a priori, it is still possible to
train neural networks to be robust against natural variation by learning a model this variation in an
offline and data-driven fashion. More broadly, we claim that the framework described in this paper
represents a new paradigm for robust deep learning as it provides a methodology for improving
the robustness of deep learning to arbitrary sources of natural variation.
3 Model-based robust deep learning
3.1 Adversarial examples versus natural variation
The norm-bounded, perturbation-based robust training formulation of (2.2) provides a principled
mathematical foundation for robust deep learning. Indeed, as we showed in the previous section,
the problem of defending neural networks against adversaries that can perturb data by a small
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(a) Perturbation-based adversarial example. In a
perturbation-based robustness setting, an input da-
tum such as the image of the panda on the left is
perceptually indistinguishable from the adversary
example shown on the right.
(b) Natural variation. In this work, we study robust-
ness scenarios in which data is subjected to natural
variation. In this example, the image of the street in
snowy weather on the right compared to the image
on the left illustrates this form of natural variation.
Figure 1: A new notion of robustness. The adversarial robustness community has predominantly
focused on norm-bounded adversaries. Such adversaries add artificial noise to an input image to
produce an adversarial example that looks perceptually similar to the input, but fools a deep neural
network. In this paper, we predominantly focus on adversaries which change an input datum by
subjecting it to natural variation. Such variation often does not obey norm-bounded constraints and
often renders transformed data perceptually quite different from the original image.
amount δ in some Euclidean p-norm can be formulated as the robust optimization problem de-
scribed in (2.2). In this way, solving this optimization problem engenders neural networks that
are robust to small but imperceptible noise δ ∈ ∆. This notion of robustness is illustrated in the
canonical example shown in Figure 1a. In this example, the adversary can arbitrarily change
any pixel values in the left-hand-side image to create a new image as long as the perturbation
is bounded, meaning that δ ∈ ∆ := {δ ∈ Rd : ||δ||∞ ≤ e}. When e > 0 is small, the two panda
bears in Figure 1a are identical to the eye and yet the small perturbation δ can lead to different
classifications, resulting in very fragile deep learning.
While adversarial training provides robustness against the imperceptible perturbations de-
scribed in Figure 1a, in natural environments data varies in ways that cannot be captured by
norm-bounded perturbations. For example, consider the two traffic signs shown in Figure 1b. Note
that the images on the left and on the right show the same traffic sign; however, the image on the
left shows the sign on a sunny day, whereas the image on the right shows the sign in the middle of
a snow storm. This example prompts several relevant questions. How do we ensure that neural
networks are robust to such natural variation? How can we rethink adversarial training algorithms
to provide robustness against natural-varying and challenging data?
In this paper we advocate for a new notion of robustness in deep learning with respect to
such natural variation or nuisances in the data. Critical to our approach is the existence of a
model of natural variation, G(x, δ). Concretely, a model of natural variation G is a mapping that
describes how an input datum x can be naturally varied by nuisance parameter δ resulting in image
x′. Conceptually, an illustrative example of such a model is shown in Figure 2, where the input
image x on the left (in this case, in sunny weather) can be naturally varied by δ and consequently
transformed into the image on the right x′ := G(x, δ) (in snowy weather).
For the time being, we assume the existence of such a model of natural variation G(x, δ); later,
in Section 4, we will detail our approach for obtaining models of natural variation that correspond
to a wide variety of nuisances. In this way, given a model of natural variation G, our goal is to
exploit this model toward developing novel model-based robust training algorithms that ensure that
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Figure 2: Models of natural variation. Throughout this paper, we will use models of natural
variation to describe a wide variety of natural transformations that data are often subjected to. In
our formulation, models of natural variation take the form G(x, δ), where x is an input datum such
as an image and δ is a nuisance parameter that characterizes the extent to which the output datum
x′ := G(x, δ) is varied.
trained neural networks are robust to the natural variation captured by the model. For instance,
if G models variation in the lighting conditions in an image, our model-based training algorithm
will provide robustness to lighting discrepancies. On the other hand, if G models changes in the
weather such as in Figure 1b, then our model-based formulation will improve the robustness of
trained neural networks to varying weather conditions. More generally, our model-based robust
training formulation is agnostic to the source of natural variation, meaning that our novel robust
training paradigm is broadly applicable to any source of natural variation that G can capture.
3.2 Model-based robust training formulation
In what follows, we provide a mathematical formulation for the model-based robust training
paradigm. This formulation will retain the basic elements of adversarial training described in
Section 2. In this sense, we again consider a classification task in which the goal is to train a neural
network with weights w to correctly predict the label y of a corresponding input instance x, where
(x, y) ∼ D. This setting is identical to the setting described in the preamble to equation (2.1).
Our point of departure from the classical adversarial training formulation of (2.2) is in the choice
of the so-called adversarial perturbation. In this paper, we assume that the adversary has access
to a model of natural variation G(x, δ), which allows it to transform x into a distinct yet related
instance x′ := G(x, δ) by choosing different values of δ from a given nuisance space ∆. The goal of
our model-based robust training problem is to learn a classifier that achieves high accuracy both on
a test set drawn i.i.d. from D and on more-challenging test data that has been subjected to the source
of natural variation that G models. In this sense, we are proposing a new training paradigm for
deep learning that provides robustness against models of natural variation G(x, δ).
In order to defend a neural network against such an adversary, we propose the following
model-based robust training formulation:
min
w
E(x,y)∼D
[
max
δ∈∆
`(G(x, δ), y; w)
]
. (3.1)
The intuition for this formulation is conceptually similar to that of (2.2). In solving the inner
maximization problem, given an instance-label pair (x, y), the adversary seeks a vector δ∗ ∈
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(a) MNIST classification. We
begin by showing a classification
boundary separating digits with
the labels ‘9’ and ‘3’ from the
MNIST dataset.
(b) Natural variation. Next, we
introduce a source of natural
variation by changing the back-
ground colors of the MNIST dig-
its.
(c) Robust boundaries. Given
this natural variation, we reclas-
sify the data so that the bound-
ary is robust to changes in back-
ground color.
Figure 3: Model-based robustness paradigm. We illustrate the essence of the model-based
paradigm in the above panels. As shown in (b), the classification boundary used in (a) to separate
the MNIST digits is not robust to difference background colors. The objective of model-based
training is to learn a boundary that is robust against nuisances like background color, such as the
boundary in (c).
∆ that produces a corresponding instance x′ := G(x, δ∗) which gives rise to high loss values
`(G(x, δ∗), y; w) under the current weight w. One can think of this vector δ∗ as characterizing
the worst-case nuisance that can be generated by the model G(x, δ∗) for the original instance x.
After solving this inner maximization problem, we solve the outer minimization problem in which
we seek weights w that minimize the risk against the challenging instance G(x, δ∗). By training
the network to correctly classify this worst-case datum, the intuition behind the model-based
paradigm is that the neural network should become invariant to the model G(x, δ) for any δ ∈ ∆
and consequently to the original source of natural variation.
The optimization problem posed in (3.1) will be the central object of study in this paper. In
particular, we will refer to this problem as the model-based robust training paradigm. In Section 4, we
describe how to obtain models of natural variation. Then in in Section 5 we will show how models
of natural variation can be used toward developing robust training algorithms for solving (3.1).
3.3 Geometry of model-based robust training
To provide geometric intuition for the model-based robust training formulation, consider Fig-
ure 4. The geometry of the classical perturbation-based adversarial training is captured in Fig-
ure 4a, wherein each datum x can be perturbed to any other datum xadv contained in a small
e-neighborhood around x. That is, the data can be additively perturbed via x 7→ xadv := x + δ
where δ is constrained to lie in a set ∆ := {δ ∈ Rd : ||δ||p ≤ e}.
Figure 4b shows the geometry of the model-based robust training paradigm. Let us consider a
task in which our goal is to correctly classify images of street signs in varying weather conditions.
In our model-based paradigm, we are equipped with a model G(x, δ) of natural variation that can
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(a) Perturbation-based robustness. In perturbation-
based adversarial robustness, an adversary can per-
turb a datum x into a perceptually similar datum
xadv := x + δ. When δ is constrained to lie in a set
∆ := {δ ∈ Rd : ||δ||p ≤ e}, the underlying geom-
etry of the problem can be used to find worst-case
additive perturbations.
(b) Model-based robustness. When data can vary-
ing with respect to a nonlinear nuisance transfor-
mation such as the weather conditions in an image,
defenses cannot easily exploit the linearity or geome-
try of the underlying problem. Indeed, there may be
no analytic form for the transformation G(x, δ) for
the transformation from sunny to snowy weather.
Figure 4: Geometry of adversarial and model-based robustness. Oftentimes, when a form of
natural variation in data can be described by a simple analytic expression, it is possible to take
advantage of this form to derive adversarial training algorithms. However, when data can vary
according to nonlinear natural or physical phenomena, one must devise different schemes for
providing robustness.
naturally vary an image x by changing the nuisance parameter δ ∈ ∆. For example, if our data
contains images x in sunny weather, the model G(x, δ) may be designed to continuously vary the
weather conditions in the image without changing the scene or the street sign.
More generally, such model-based variations around x have a manifold-like structure and
belong to B(x) := {x′ ∈ Rd : x′ = G(x, δ) for some δ ∈ ∆}. Note that in many models of natural
variation, the dimension of model parameter δ ∈ ∆, and therefore the dimension of manifold
B(x), will be significantly lower than the dimension of data x ∈ Rd. In other words, B(x) will be
comprised of submanifolds around x in the data space Rd.
One subtle underlying assumption in the classical adversarial robustness formulation for
classification tasks is that the additive perturbation x + δ must preserve the label y of the original
datum x. For instance, in Figure 4, it is essential that the mapping x 7→ x + δ where ||δ||p ≤ e
produces an example xadv = x + δ which has the same label as x. Similarly, in this paper we restrict
our attention to models G(x, δ) that preserve the semantic label of the input datum x for any δ ∈ ∆.
In other words, we focus on models G(x, δ) that can naturally vary data x using nuisance parameter
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Figure 5: Known models of natural variation. In a variety of cases, a model of how data varies in
a robustness problem is known a priori. In these cases, the model can immediately be exploited
in our model-based training paradigm. As we will show in Section 6, a known model of how
background colors change for the MNIST digits can be leveraged for model-based training.
δ (e.g. weather conditions, contrast, background color) while leaving the label of the original datum
unchanged. In Figure 4b, this corresponds to all points x′ ∈ B(x) with varying snowy weather
having the same label y as the original input datum x.
4 Models of Natural Variation
Our model-based robustness paradigm of (3.1) critically relies on the existence of a model x 7→
G(x, δ) := x′ that describes how a datum x can be perturbed to x′ by the choice of a nuisance
parameter δ ∈ ∆. In this section, we consider cases in which (1) the model G is known a priori, and
(2) the model G is unknown and therefore must be learned offline. In this second case in which
models of natural variation must be learned from data, we propose a formulation for obtaining
these models.
4.1 Known models G(x, δ) of natural variation
In many problems, the model G(x, δ) is known a priori and can immediately be exploited in our
robust training formulation. One direct example in which a model of natural variation G(x, δ)
is known is the classical adversarial training paradigm described by equation (2.2). Indeed, by
inspecting equations (2.2) and (3.1), we can immediately extract the well-known norm-bounded
adversarial model
G(x, δ) = x + δ for δ ∈ ∆ := {δ ∈ Rd : ||δ||p ≤ e}. (4.1)
The above example of a known model shows that in some sense the perturbation-based adversarial
training paradigm of equation (2.2) is a special case of the model-based robust training formulation
15
(3.1) when G(x, δ) = x+ δ. Of course, for this choice of adversarial perturbations there is a plethora
of robust training algorithms [22, 23, 24, 25, 26, 27, 28].
Another example of a known model of natural variation is shown in Figure 5. Consider a
scenario where we would like to be robust to background color changes in the MNIST dataset. This
would require having a model G(x, δ) that takes an MNIST digit x as input and reproduces the
same digit but with various colorized RGB backgrounds which correspond to different values of
δ ∈ ∆. This model is relatively simple to describe and can be found in Appendix A.1.1. In Section 6,
we will use this known model of natural variation to train deep networks to be robust to changes
in background color.
Moreover, there are many problems in which naturally-occuring variation in the data has
structure that is known a priori. For example, in image classification tasks there are usually intrinsic
geometric structures that identify how data can be rotated, translated, or scaled. Geometric models
for rotating an image along a particular axis can be characterized by a one-dimensional angular
parameter δ. In this case, a known model of natural variation for rotation can be described by
G(x, δ) = R(δ)x for δ ∈ ∆ := [0, 2pi). (4.2)
where R(δ) is a rotation matrix. Such geometric models can facilitate adversarial distortions of
images using a low dimensional parameter δ. In prior work, this idea has been exploited to train
neural networks to be robust to rotations of the data around a given axis [41, 42, 43].
More generally, geometric and spatial transformations have been explored in the field of
computer vision in the development of equivariant neural network architectures. In many of these
studies, one considers a transformation T : Rd × ∆ → Rd where ∆ has a group structure. By
definition, we say that a function f is equivariant with respect to T if f (T(x, δ)) = T( f (x), δ) for all
δ ∈ ∆. That is, applying T to an input x and then applying f to the result is equivalent to applying
T to f (x). In contrast to the equivariance literature in computer vision, much of the adversarial
robustness community has focused on what is often called invariance. A function f is said to be
invariant to T if f (T(x, δ)) = f (x) for any δ ∈ ∆, meaning that transforming an input x by T
has no impact on the output. This has prompted significant research toward designing neural
networks that are equivariant to such transformations of data [6, 7, 44, 45, 46]. Recently, this has
been extended to leveraging group convolutions, which can be used to provide equivariance with
respect to certain symmetric groups [47] and to permutations of data [48].
In our context, these structured transformations of data T : Rd × ∆ → Rd can be viewed as
models of natural variation by directly setting G(x, δ) = T(x, δ) where ∆ may have additional
group structure. While previous approaches exploit such transformations for designing deep
network architectures that respect this structure, our goal is to exploit such known structures
toward developing robust training algorithms.
Altogether, these examples show that for a variety of problems, known models can be used to
analytically describe how data changes. Such models typically take a simple form according to
underlying geometric or physical laws. In such cases, a known model can be exploited for robust
training as has been done in the past literature. In the context of known models, our model-based
approach offers a more general framework that is model-agnostic in the sense that it is applicable to
all such models of how data varies. As shown above, in some cases, our model-based formulation
also recovers several well-known adversarial robustness formulations. More importantly, the
generality of our approach enables us to pursue model-based robust training even when a model
G(x, δ) is not known a priori. This is indeed the case in the context of natural variation in images due
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to nuisances such as lighting, snow, rain, decolorization, haze, and many others. For such problems,
in the next section we will show how to learn models of natural variation G(x, δ) from data.
4.2 Learning unknown models of natural variation G(x, δ) from data
While geometry and physics may provide known analytical models that can be exploited toward
robust training of neural networks, in many situations such models are not known or are too costly
to obtain. For example, consider Figure 4b in which a model of natural variation G(x, δ) describes
the impact of adding snowy weather to an image x. In this case, the transformation G(x, δ) takes an
image x of a street sign in sunny weather and maps it to an image x′ := G(x, δ) in snowy weather.
Even though there is a relationship between the snowy and the sunny images, obtaining a model G
relating the two images is extremely challenging if we resort to physics or geometric structure. For
such problems with unknown models we advocate for learning the model G(x, δ) from data prior to
model-based robust training. That is, we propose first learning a model of natural variation G(x, δ)
offline using some previously collected data; following this process, we will use the learned model
to perform robust training on a new and possibly different data set.
In order to learn1 an unknown model G(x, δ), we assume that we have access to two unpaired
image domains A and B that are drawn from a common dataset or distribution. In our setting,
domain A contains the original data, such as the image of the traffic sign in sunny weather in
Figure 2, and domain B contains data transformed by the underlying natural phenomena. For
instance, the data in domain B may contain images of street signs in snowy weather. We emphasize
that the domains A and B are unpaired, meaning that it may not be possible to select an image of a
traffic sign in sunny weather from domain A and find a corresponding image of that same street
sign in the same scene with snowy weather in domain B. Our approach toward formalizing the
idea of learning G(x, δ) from data is to view G as a mechanism that transforms the distribution of
data in domain A so that it resembles the distribution of data in domain B. More formally, let PA
and PB be the data distributions corresponding to domains A and B respectively. Our objective
is to find a mapping G that takes as input a datum x ∼ PA and a nuisance parameter δ ∈ ∆ and
then produces a new datum x′ ∼ PB. Statistically speaking, the nuisance parameter δ represents
the extra randomness or variation required to generate x′ from x. For example, when considering
images with varying weather conditions, the randomness in the nuisance might control whether
an image of a sunny scene is mapped to a corresponding image with a dusting of snow or to an
image in an all-out blizzard. In this way, we without loss of generality we assume that the nuisance
parameter is independently generated from a simple distribution P∆ (e.g. uniform or Gaussian)
to represent the extra randomness required to generate x′ from x.2 Using this formalism, we can
view G(·, ·) as a mapping that transforms the distribution PA ×P∆ into the distribution PB. More
specifically, G pushes forward the measure PA ×P∆, which is defined over A× ∆, to PB, which is
defined over B. That is, PB = G # (PA ×P∆), where # denote the push-forward measure.
Now in order to learn a model of natural variation G, we consider a parametric family of models
G := {Gθ : θ ∈ Θ} defined over a parameter spaceΘ ⊂ Rm. We can express the problem of learning
a model of natural variation Gθ∗ parameterized by θ∗ ∈ Θ that best fits the above formalism in the
1In this section we describe one specific approach to learn G. Indeed, exploring other approaches is an important
future direction–see Section 9.
2The role of the nuisance parameter is similar to the role of the noise variable in generative adversarial networks [49].
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Figure 6: Learning unknown models of natural variation. In the case when a model of natural
variation is not explicitly known, it is still possible to learn a suitable model from data. For image
data, we choose to exploit breakthroughs in style-transfer and generative modeling as a framework
for learning G(x, δ) from data. Many such architectures use an encoder-decoder network structure,
in which an encoding network learns to separate semantic from nuisance content in two latent spaces,
and the decoder learns to reconstruct an image from the representations in these latent spaces
[4, 52].
following way:
θ∗ = arg min
θ∈Θ
d (PB, Gθ # (PA ×P∆)). (4.3)
Here d(·, ·) is an appropriately-chosen distance metric that measures the distance between two
probability distributions (e.g. the KL-divergence, total variation, Wasserstein distances, etc.). This
formulation has received broad interest in the machine learning community thanks to the recent
advances in generative modeling. In particular, in the fields of image-to-image translation and
style-transfer, learning mappings between unpaired image domains is a well-studied problem
[4, 50, 51]. In the next subsection, we will show how the breakthroughs in these fields can be used
to learn a model of natural variation G that approximates underlying natural phenomena.
4.3 Using deep generative models to learn models of natural variation for images
Recall that in order to learn a model of natural variation from data, we aim to solve (4.3) and
consequently discover a model Gθ∗ that transforms x ∼ PA into corresponding samples x′ ∼ PB.
Importantly, a number of methods have been designed toward achieving this goal. In the fields
of image-to-image translation, such methods include CycleGAN [2], DualGAN [51], Augmented
CycleGAN [53], BicycleGAN [50], CSVAE [52], UNIT [54], and MUNIT [4]. Among these methods,
CSVAE, BicycleGAN, Augmented CycleGAN, and MUNIT seek to learn multimodal mappings
that disentangle the semantic content of a datum (i.e. its label or the characterizing component
on the image) from the nuisance content (e.g. background color, weather conditions, etc.) by
solving the statistical problem of (4.3). We highlight these methods because learning a multimodal
mapping is a concomitant property toward learning models that can produce images with varying
nuisance content. To this end, in this paper we will predominantly use MUNIT, which stands for
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Unsupervised Multimodal Image-to-Image Translation, to learn models of natural variation. For
completeness, we provide a complete characterization of the MUNIT model and the hyperparamters
we used for MUNIT in Appendix E.
At its core, MUNIT combines two autoencoding networks and two generative adversarial
networks (GANs) to learn two mappings: one that maps images from domain A to corresponding
images in B and one that maps in the other direction from B to A. For the purposes of this paper, we
will only exploit the mapping from A to B, although one direction for future work is to incorporate
both mappings. For the remainder of this section, we will let G denote this mapping from A to B.
In essence, the map G : A× ∆→ B learned in the MUNIT framework can be thought of as taking
as input an image x ∈ A and a nuisance parameter δ ∈ ∆ and outputting an image x′ ∈ B that has
the same semantic content as the input image x but that has different nuisances.
In Table 1, we show images from several datasets and corresponding images generated by
models of natural variation learned using the MUNIT framework. Each of these learned models of
natural variation corresponds to a different source of natural variation. In each of these models,
we used a two dimensional latent space ∆ ⊂ R2 and generated the output images by sampling
different values from ∆. Throughout the paper, we will let P∆ be a standard normal Gaussian
distribution N (0, I).
In the next section, we will begin by assuming that a model of natural variation G(x, δ) is given
– whether G is a known model or G has been learned from data – and then show how G can be
leveraged toward formulating model-based robust training algorithms.
5 Model-based robust training algorithms
In the previous section, we described a procedure that can be used to obtain a model of natural
variation G(x, δ). In some cases, such models may be known a priori while in other cases such models
may be learned offline from data. Regardless of their origin, we will now assume that we have
access to a suitable model G(x, δ) and shift our attention toward exploiting G in the development
of novel robust training algorithms for neural networks.
To begin, recall the optimization-based formulation of (3.1). Given a model G, (3.1) is a
nonconvex-nonconcave min-max problem, and is therefore difficult to solve exactly. We will
therefore resort to approximate methods for solving this challenging optimization problem. To
elucidate our approach for solving (3.1), we first characterize the problem in the finite-sample
setting. That is, rather than assuming access to the full joint distribution (x, y) ∼ D, we assume that
we are given given a finite number of samples Dn := {(x(j), y(j))}nj=1 distributed i.i.d. according
to the true data distribution D. The empirical version of (3.1) in the finite-sample setting can be
expressed in the following way:
min
w
1
n
n
∑
j=1
[
max
δ∈∆
`
(
G
(
x(j), δ
)
, y(j); w
)]
. (5.1)
Concretely, we search for the parameter w that induces the smallest empirical error while each
sample (x(j), y(j)) is varied according to G(x(j), δ). In particular, while subjecting each datum
(x(j), y(j)) to the source of natural variation modeled by G, we search for nuisance parameters δ ∈ ∆
so as to train the classifier on the most challenging natural conditions.
When the learnable weights w parameterize a neural network fw, the outer minimization prob-
lem and the inner maximization problem are inherently nonconvex and nonconcave respectively.
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Dataset Natural
Variation
Images
Original Generated
MNIST
Background
color
SVHN
Brightness
Contrast
Hue
GTSRB Contrast
Table 1: Models of natural variation. For a range of datasets, we show images generated by
passing data through learned models of natural variation. Each of these datasets – MNIST [55],
SVHN [56], and GTSRB [57] – are well-known image-classification benchmarks.
Therefore, we will rely on zeroth- and first-order optimization techniques for solving this problem
to a locally optimal solution. We will propose three algorithmic variants: (1) Model-based Robust
Training (MRT), (2) Model-based Adversarial Training (MAT), and (3) Model-based Data Augmentation
(MDA). At a high level, each of these methods involves augmenting the original training set Dn
with new data generated by the model of natural variation G. Past approaches have used similar ad-
versarial [22] and statistical [58] augmentation techniques. However, the main differences between
the past work and our algorithms concern how our algorithms exploit models of natural variation
G to generate new data. In particular, MRT randomly queries G to generate several new data
points and then selects those generated data that induce the highest loss in the inner-maximization
problem. On the other hand, MAT employs a gradient-based search in the nuisance space ∆ to find
loss-maximizing generated data. Finally, MDA augments the training set with generated data by
sampling randomly in ∆. We now describe each algorithm in detail.
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Algorithm 1 Model-based Robust Training (MRT)
Input: data sample Dn =
{(
x(j), y(j)
)}n
j=1
, model G, weight initialization w,
parameter λ ∈ [0, 1], number of steps k, batch size m ≤ n
Output: learned weight w
1: repeat
2: for minibatch Bm :=
{(
x(1), y(1)
)
,
(
x(2), y(2)
)
, . . . ,
(
x(m), y(m)
)}
⊂ Dn do
3:
4: Initialize max_loss← 0
5: Initialize δadv :=
(
δ
(1)
adv, δ
(2)
adv, . . . , δ
(m)
adv
)
← (0q, 0q, . . . , 0q)
6: for k steps do
7: Sample δ(j) randomly from ∆ for j = 1, . . . , m
8: current_loss← m∑
j=1
`
(
G
(
x(j), δ(j)
)
, y(j); w
)
9: if current_loss > max_loss then
10: max_loss← current_loss
11: δ
(j)
adv ← δ(j) for j = 1, . . . , m
12: end if
13: end for
14:
15: g← ∇w
m
∑
j=1
[
`
(
G
(
x(j), δ(j)adv
)
, y(j); w
)
+ λ · `
(
x(j), y(j); w
)]
16: w← Update(g, w)
17: end for
18: until convergence
5.1 Model-based Robust Training (MRT)
In general, solving the inner maximization problem in (5.1) is difficult and motivates the need for
methods that yield approximate solutions. In this vein, one simple scheme is to sample different
values of the nuisance parameter δ ∈ ∆ for each instance-label pair (x(j), y(j)) and among those
sampled values, find the nuisance parameter δadv that gives the highest empirical loss under G.
Indeed, this approach is not designed to find an exact solution to the inner maximization problem;
rather it aims to find a difficult example by sampling in the nuisance space of the model.
Once we obtain this difficult example via sampling in ∆, the next objective is to solve the
outer minimization problem. The procedure we propose in this paper for solving this problem
amounts to using the worst-case nuisance parameter δadv obtained via the inner maximization
problem to perform data-augmentation. That is, for each instance-label pair (x(j), y(j)), we treat
(G(x(j), δ(j)adv), y
(j)) as a new instance-label pair that can be used to supplement the original dataset
Dn. These training data can be used together with first-order optimization methods to solve the
outer minimization problem to a locally optimal solution w∗.
Algorithm 1 contains the pseudocode for this model-based robust training approach. In partic-
ular, in lines 4-13, we search for a difficult example by sampling in ∆ and picking the parameter
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Algorithm 2 Model-based Adversarial Training (MAT)
Input: data sample Dn =
{(
x(j), y(j)
)}n
j=1
, model G, weight initialization w,
parameter λ ∈ [0, 1], number of steps k, batch size m ≤ n
Output: learned weight w
1: repeat
2: for minibatch Bm :=
{(
x(1), y(1)
)
,
(
x(2), y(2)
)
, . . . ,
(
x(m), y(m)
)}
⊂ Dn do
3:
4: Initialize δadv :=
(
δ
(1)
adv, δ
(2)
adv, . . . , δ
(m)
adv
)
← (0q, 0q, . . . , 0q)
5: for k steps do
6: g← ∇δadv
m
∑
j=1
`
(
G
(
x(j), δ(j)adv
)
, y(j); w
)
7: δadv ← Π∆
[
δadv + αg
]
8: end for
9:
10: g← ∇w
m
∑
j=1
[
`
(
G
(
x(j), δ(j)adv
)
, y(j); w
)
+ λ · `
(
x(j), y(j); w
)]
11: w← Update(g, w)
12: end for
13: until convergence
δadv ∈ ∆ that induces the highest empirical loss. Then in lines 15-16, we calculate a stochastic
gradient of the loss with respect to the model parameter; we then use this gradient to update
the model parameter using a first-order method. There a number of potential algorithms for this
Update function in line 16, including stochastic gradient descent (SGD), Adam [59], and Adadelta
[60].
Throughout the experiments in the forthcoming sections, we will train classifiers via MRT with
different values of k. In this algorithm, k controls the number of data points we consider when
searching for a loss-maximing datum. To make clear the role of k in this algorithm, we will refer to
Algorithm 1 as MRT-k when appropriate.
5.2 Model-based Adversarial Training (MAT)
At first look, the sampling-based approach used by MRT may not seem as powerful as a first-order
(i.e. gradient-based) adversary that has been shown to be effective at improving the robustness
of trained classifiers [61] against norm-bounded, perturbation-based attacks. Indeed, it is natural
to extend the ideas encapsulated in this previous work that advocate for first-order adversaries
to this model-based setting. That is, under the assumption that our model of natural variation
G(x, δ) is differentiable, in principle we can use projected gradient ascent (PGA) in the nuisance
space ∆ ⊂ Rq of a given model to solve the inner maximization problem. This idea motivates the
formulation of our second algorithm, which we call Model-based Adversarial Training (MAT).
In Algorithm 2, we present pseudocode for MAT. Notably, by ascending the stochastic gradient
with respect to δadv in lines 4-8, we seek a nuisance parameter δ∗adv that maximizes the empirical
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Algorithm 3 Model-Based Data Augmentation (MDA)
Input: data sample Dn =
{(
x(j), y(j)
)}n
j=1
, model G, weight initialization w,
parameter λ ∈ [0, 1], number of steps k, batch size m ≤ n
Output: learned weight w
1: repeat
2: for minibatch Bm :=
{(
x(1), y(1)
)
,
(
x(2), y(2)
)
, . . . ,
(
x(m), y(m)
)}
⊂ Dn do
3:
4: Initialize x(j)i ← 0d for i = 1, . . . , k and for j = 1, . . . , m
5: for k steps do
6: Sample δ(j) randomly from ∆ for j = 1, . . . , m
7: x(j)i ← G(x(j), δ(j)) for j = 1, . . . , m
8: end for
9:
10: g← ∇w
m
∑
j=1
[
k
∑
i=1
`
(
x(j)i , y
(j); w
)
+ λ · `
(
x(j), y(j); w
)]
11: w← Update(g, w)
12: end for
13: until convergence
loss. In particular, in line 7 we perform the update step of PGA to obtain δadv; in this notation, Π∆
denotes the projection onto the set ∆. However, performing PGA until convergence at each iteration
leads to a very high computational complexity. Thus, at each training step, we perform k steps
of projected gradient ascent. Following this procedure, we use this loss-maximization nuisance
parameter δ∗adv to augment Dn with data subject to worst-case nuisance variability. The update step
is then carried out by computing the stochastic gradient of the loss over the augmented training
sample with respect to the learnable weights w in line 10. Finally, we update w in line 11 in a similar
fashion as was done in the description of the MRT algorithm.
An empirical analysis of the performance of MAT will be given in Section 6. To emphasize the
role of the number of gradient steps k used to find a loss maximizing nuisance parameter δ∗adv ∈ ∆,
we will often refer to Algorithm 2 as MAT-k.
5.3 Model-based Data Augmentation (MDA)
Both MRT and MAT adhere to the common philosophy of selecting loss-maximizing, model-
generated data to augment the original training dataset Dn. That is, in keeping with the min-max
formulation of (3.1), both of these methods search adversarially over ∆ to find challenging natural
variation. More specifically, for each data point (x(j), y(j)), these algorithms select δ ∈ ∆ such
that G(x(j), δ) =: x(j)adv maximizes the loss term `(x
(j)
adv, y
(j); w). The guiding principle behind these
methods is that by showing the neural network these challenging, model-generated data during
training, the trained neural network will be able to robustly classify data over a wide spectrum of
natural variations.
Another interpretation of (3.1) is as follows. Rather than taking an adversarial point of view in
23
which we expose neural networks to the most challenging model-generated examples, an intriguing
alternative is to expose these networks to a diversity of model-generated data during training. In
this approach, by augmenting Dn with model-generated data corresponding to a wide range of
natural variations δ ∈ ∆, one might hope to achieve higher levels of robustness with respect to a
given model of natural variation G(x, δ).
This idea motivates the third and final algorithm, which we call Model-based Data Aug-
mentation (MDA). The psuedocode for this algorithm is given in Algorithm 3. Notably, rather
than searching adversarially over ∆ to find model-generated data subject to worst-case (i.e. loss-
maximizing) natural variation, in lines 4-8 of MDA we randomly sample in ∆ to obtain a diverse
array of nuisance parameters. For each such nuisance parameter, we augment Dn with a new
datum and calculate the stochastic gradient with respect to the weights w in line 10 using both the
original dataset Dn and these diverse augmented data.
In MDA, the parameter k controls the number of model-based data points per data point in Dn
that we append to the training set. To make this explicit, we will frequently refer to Algorithm 3 as
MDA-k.
6 Experiments
In this section, we demonstrate the broad applicability of our model-based robust deep learning
framework by presenting experiments over a range of datasets. The experiments reveal that our
framework is not only applicable across many datasets but also improves robustness with respect
to many models of natural variation. However before proceeding to these results, we first present
our deep network architectures, data sets, and baseline approaches that will be used throughout
the experiments.
Neural network architectures and hyperparameters. For each of the experiments we present, a
model of natural variation G will either be known a priori or we will learn G from data before
training f . When we learn G from data, we use the MUNIT architecture which we described in
Section 4. We note that other architectural choices for learning G are possible and will be explored
in future work. Once the model of natural variation G has been obtained, it will be treated as if it
is known. Accordingly, we will use this model to perform model-based robust training using the
three algorithms we introduced in Section 5: MRT, MAT, and MDA.
Throughout these experiments, we fix the architecture of the convolutional neural network
(CNN) used for the classifier. In particular, we use a network with two convolutional layers and
two fully-connected layers with max-pooling [62], dropout [63], and ReLU activations [64]. In
Section 7, we explore the impact of varying the architecture of the classifier used for model-based
training. All classifiers used in these experiments were trained with the Adadelta optimizer [60]
with an initial learning rate of 1.0 and a mini-batch size of 64. We also used a trade-off parameter
of λ = 1 for each of the model-based algorithms. More information about hyperparameter and
architecture selection are given in Appendix E.
Datasets and domains. Throughout this section, we consider a wide range of datasets, including
MNIST [55], SVHN [56], GTSRB [57], CURE-TSR [34], MNIST-m [65], Fashion-MNIST [66], EMNIST
[67], KMNIST [68], QMNIST [69], and USPS [70]. For many of these datasets, we extract subsets
corresponding to different factors of natural variation; henceforth, we will call these subsets domains.
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Details concerning how we curated these domains can be found in Appendix D.
Note that each domain we use in this paper contains a training set and a test set. While both
the training and test set come from the same distribution, neither the models of natural variation
nor the classifiers have access to the test data from any domain during the training phase. More
explicitly, we emphasize that when learning models of natural variation G and training classifiers f ,
we used data from the training set of the relevant domains. Conversely, when testing the classifiers,
we used data from the test set of the relevant domains.
Baseline algorithms. In order to benchmark the robustness and accuracy of our model-based
approach, we compare our model-based training algorithms of Section 5 against two training
paradigms: standard training of deep networks without any robustness considerations and adver-
sarial training using the norm-based model of data perturbation. In the first approach, we train
classifiers using batched first-order optimization techniques; we refer to these classifiers as Vanilla
classifiers. In the second approach, we adversarially train classifiers using PGD [22], which is
known to be one of the strongest defenses in the perturbation-based adversarial robustness setting.
In particular, we used a perturbation budget of e = 0.3, a step size of 0.01, and we performed
twenty steps of gradient ascent per batch. We refer to these classifiers in the figures as PGD.
It should be noted that these baseline algorithms were not designed from the outset to address
the notion of robustness against models of natural variation considered in this paper. Therefore
such comparisons need to be appropriately contextualized as these algorithms provide defenses in
different contexts. That said, such algorithms are widely used as the main robust training paradigm
across numerous datasets and challenges. In other words, in comparing against these baselines our
goal is to show the robustness of our model-based training paradigm across many novel forms of
natural variation that are not explicitly considered by these baseline paradigms. As such, we aim
to show the broad effectiveness of our model-based paradigm in a model-agnostic manner against
other training paradigms that focus on a different notion of robustness.
Experimental overview. The experiments presented in this section are broadly divided into three
categories. In what follows, we give a short summary of each of the three kinds of experiments.
In Section 6.1, we show that for a range of datasets and various nuisances, we can effectively
exploit both known and learned models of natural variation in order to provide significant ro-
bustness improvements against challenging sources of natural variation. These experiments offer
a convincing demonstration that classifiers trained using our model-based paradigm provide
meaningful robustness across datasets and across models of natural variation.
In Section 6.2, we demonstrate the reusability and modularity of models of natural variation
with respect to performing model-based robust training on multiple datasets. In particular, we show
how a model of natural variation learned from one dataset D can be reused for model-based robust
training of classifiers on a new dataset D′. These experiments demonstrate that once an efficacious
model of natural variation has been learned, that model can be reused on similar datasets, resulting
in robust classifiers for different datasets. Furthermore, we demonstrate that models of natural
variation are composable, meaning that models of natural variation can be combined in a modular
fashion to provide robustness against multiple nuisances.
Finally, in Section 6.3, we consider a challenging scenario in which we train classifiers using
our model-based framework on datasets containing low levels of natural variation and test them
on datasets with higher levels of natural variation. Across various challenging nuisances, these
experiments demonstrate that it is possible to provide robustness against challenging nuisances
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that neither the model nor the classifier has seen during training.
In the remainder of this section, each subsection will present representative results correspond-
ing to the experiments described above. We also provide tables containing of all of the results
obtained in this work and invite the reader to see the Appendices for a complete characterization
of these results.
6.1 Experiments with one dataset
As described in Section 4, models of natural variation can be obtained in two ways. If an explicit
model is known a priori, such as in the perturbation-based adversarial robustness setting, it can be
directly exploited in our model-based framework. On the other hand, if one does not have access
to a model G corresponding to a given nuisance, one can leverage the methods described in Section
4 to learn a suitable model G. In either case, once a model has been obtained, the next step in the
model-based paradigm is to leverage this model using the model-based algorithms we presented
in Section 5.
Consider a setting in which we have access to a single dataset D of instance-label pairs which is
divided into two subsets, called domains, A and B. These subsets are curated to encode a particular
form of natural variation. For example, for a dataset of images of traffic signs, domain A may
contain images of signs taken during the day and B may contain images of signs taken at night.
In the case of a known model G, we directly train each classifier with data from domain A; the
model-based classifiers also train on data that has been passed through the known model G. We
then test each classifier on data from the test set of domain B. In the case of an unknown model,
we first learn a model G : A× ∆ → B that maps samples from domain A into domain B. Then,
after obtaining this model, we train all classifiers on samples from domain A. By leveraging such
models of natural variation that can translate images from domain A into domain B, we seek to
show that our model-based paradigm results in improved performance with respect to the source
of natural variation modeled by G.
6.1.1 MNIST: robustness to background color
To begin, we consider a known model of natural variation on the well-known MNIST dataset [55],
which is a standard benchmark for machine learning algorithms. Notably, it has been observed that
classifiers trained on RBG-image datasets often overfit to various nuisances such as background
color [36]; indeed several works seek to remove biases induced by such nuisances by resampling
methods [71]. As a first step in demonstrating the efficacy of the approach outlined in this paper,
we use a known model G to change the background color of the original (grayscale) MNIST dataset.
Pseudocode for this known model is given in Appendix A.1.1.
To this end, we let domain A contain the original MNIST dataset. Next, we change the
background colors of the MNIST digits to form domain B using the known model G. Samples from
domains A and B are shown in Figures 7a and 7b respectively. In this case, we let ∆ := [0, 1]3 ⊂ R3.
Figure 7c shows that the test accuracy of the baseline classifiers falls as they are trained. This
indicates that these classifiers overfit to the background color, as they are unable to effectively
recognize the same digits with different background colors. On the other hand, the classifiers that
leverage the known model G achieve greater than 99% test accuracy on the samples with varying
background colors. In this way, classifiers trained using the model-based paradigm retain high
levels of robustness to the entire RGB spectrum of background colors. Note that as this known
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(a) Training data. Domain A contained sam-
ples from the original (grayscale) MNIST
dataset.
(b) Test data. Domain B consisted of the
MNIST digits with randomly selected back-
ground colors.
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(c) Results. Classifiers trained with the model-based al-
gorithms achieved greater than 99% test accuracy on sam-
ples from domain B, whereas the baseline classifiers both
dropped below 70% test accuracy.
Figure 7: Robustness to background colors on MNIST. On the well-known MNIST dataset, we
examine the impact of the background color on classification accuracy. In particular, by leveraging
a known model of background colors, we show that our model-based algorithms yield significant
improvements over the baseline classifiers. In this case, all model-based approaches have nearly
identical test accuracies.
model is non-differentiable, we did not include test accuracies corresponding to classifiers trained
with MAT in Figure 7c.
6.1.2 SVHN: robustness to contrast
Next, we consider a slightly more difficult classification problem on the Street View House Numbers
(SVHN) dataset [56]. Three-channel RGB datasets like SVHN contain a wide range of diversity
with respect to several important sources of natural variation. Among these challenges, contrast
is one of the most apparent. In Figure 8a and 8b, we show the contrast discrepancy in the SVHN
dataset. Details concerning how we curated these data subsets are left to Appendix D. In particular,
in Figure 48 we show the full distribution of contrast for SVHN.
To explore the impact that changes in contrast have on the performance of trained classifiers,
we took domain A to be images from SVHN with low contrast and domain B to be images with
high contrast. To this end, we first use the approach in Section 4 to learn a model G : A× ∆→ B
that changes the contrast of the images from A to resemble those in B. The learned model G is
then used in our model-based robust training algorithms to engender classifiers that are robust to
contrast variation.
The results for this experiment are shown in Figure 8c. In this task, the baseline classifiers
trained on domain A achieve test accuracies of around 30% when tested on high-contrast samples
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(a) Training data. Domain A consisted of
low-contrast images collected from SVHN.
(b) Test data. Domain B consisted of high-
contrast images collected from SVHN.
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(c) Results. The baseline classifiers lack robustness to this
shift in contrast from A to B; both achieve slightly greater
than 30% test accuracy, whereas the model-based classifiers
approach 60% test accuracy on domain B.
Figure 8: Robustness to contrast on SVHN. The variation in contrast in the SVHN dataset poses a
significant challenge from a robustness perspective. We show that trained model-based classifiers
can be made robust against variations in contrast by learning a model that compensates for this
discrepancy.
from domain B. On the other hand, classifiers trained using our MRT and MDA algorithms achieve
60% test accuracy, which is a 30% improvement over the baseline classifiers. This increase in
performance can be attributed to the model’s capability to generate realistic images that are similar
to the high-contrast samples from domain B.
In Figure 8c we see that despite the fact that MAT is more robust to the shift in contrast than
either of the baselines, it still lags nearly 20% behind the other model-based classifiers. This
highlights an essential difference between training with MAT and training with either MRT or
MDA. Fundamentally, MAT searches locally around each training image in domain A to find data
that approximately solve the inner maximization problem in (5.1). In the applications we consider
in this paper, local search may not be able to find challenging training examples; rather, finding
diverse samples is more effectively done by sampling globally in ∆. Both MRT and MDA employ
this global search in ∆, and we find that empirically this results in a significant gap between the test
accuracy on domain B for classifiers trained with MRT and MDA versus classifiers trained with
MAT.
6.1.3 GTSRB: robustness to brightness
In the safety-critical application of autonomous vehicles, deep learning must be able to robustly
recognize landmarks, signage, and pedestrians. Unfortunately, it has been shown that perception
systems can be fooled by weather or lighting conditions [32]. In order to demonstrate the utility
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(a) Training data. Domain A consisted of
low-brightness samples from GTSRB.
(b) Test data. Domain B consisted of high-
brightness samples from GTSRB.
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(c) Results. By leveraging a learned model of brightness,
the model-based classifiers achieved between 10 and 20%
improvements over the baseline classifiers.
Figure 9: Robustness to brightness on GTSRB. Like SVHN, the GTSRB dataset has significant
variation in brightness. To test the robustness of trained models against shifts in the distribution
of brightness, we learned a model of brightness and compared the performance of the baseline
classifiers trained to that of the model-based classifiers.
of our approach in such a realistic application, we focus on a traffic signs recognition task with
data from the German Traffic Signs Recognition Benchmark (GTSRB) [57] dataset. In particular,
we consider classification tasks in which the goal is to correctly classify signs from the ten largest
classes on GTSRB subject to changes in brightness.
We first extracted two image subsets from GTSRB: domain A contained images with low
brightness (i.e. taken at night) whereas domain B contained images with high brightness (i.e. taken
during the day). Samples from domains A and B are shown in Figure 9a and 9b respectively.
Using these domains, we learned a model of natural variation mapping low-brightness samples to
high-brightness samples. In Figure 9c, we see that the baseline classifiers achieve around 50% test
accuracy. On the other hand, the model-based classifiers achieve between 10 and 20% improvement
over these methods. Once more, this is because our brightness model is able to generate realistic
images of signs in daylight from low-brightness samples, resulting in robustness to physically
meaningful brightness variation.
6.1.4 Robustness with respect to other nuisances
Our model-based robust training paradigm clearly shows significant improvements in robustness
to different nuisances across various datasets. As we have shown, incorporating a known model of
background variation dramatically improved the robustness of the classification task on MNIST
with respect to changes in background color. Similarly, we showed that using a learned model of
contrast (resp. brightness) variation significantly improved the classification accuracy on SVHN
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Dataset Challenge
Domains Test accuracy across five trials
A B Vanilla PGD MRT-1 MRT-10 MDA-5 MAT-10
MNIST Background
color
Blue Red 84.4 82.4 97.2 97.3 97.3 91.8
Gray RGB∗ 87.8 75.9 98.8 98.8 98.9 –
SVHN
Contrast Low High 35.2 32.9 60.2 58.1 62.1 40.7
Brightness
Day Night 33.3 30.6 68.2 66.5 63.2 19.3
Medium All 61.7 62.6 73.9 73.0 68.7 51.3
Hue RGB HSV 67.8 68.6 72.0 72.0 64.2 51.6
Erasing
No
erasing
Erasing 57.0 54.1 62.0 61.8 59.4 42.0
No
erasing
Erasing∗ 50.3 51.9 65.3 64.0 63.6 –
Decolor-
ization
RGB Gray 74.5 74.5 75.0 74.2 69.2 51.8
Colorization Gray RGB 69.8 69.4 72.1 72.4 65.5 57.5
GTSRB
Contrast Low High 67.0 69.5 73.6 73.9 78.4 78.8
Brightness Night Day 65.0 67.6 78.5 79.1 82.0 74.8
Table 2: Model-based training on one dataset. For a range of datasets and nuisances, we show the
test accuracy of baseline and model-based classifiers tested on data from the test distribution of
domain B. Here the ∗ denotes that we used a known model, and results with MAT are omitted for
these challenges as the known models we used were non-differentiable.
(resp. GTSRB) under challenging natural conditions.
We now show that the robustness improvements of our model-based paradigm adhere to a
similar trend across many forms of natural variation in these three datasets. Table 2 summarizes
the test accuracies for numerous experiments we performed across MNIST, SVHN, and GTSRB. For
each of these datasets, we considered robustness with respect to a variety of nuisances, including
background color, contrast, brightness, hue, erasing, and decolorization. For each nuisance, by
leveraging a suitable model of natural variation, our model-based robust classifiers consistently
outperfomed their baseline counterparts. For some challenging sources of natural variation such
as erasing on SVHN or contrast on GTSRB, our algorithms achieved as much as 15 or 20% im-
provements in test accuracy. On the other hand, some challenges such as hue on SVHN do not
pose a significant robustness challenge, and so our model-based methods improve only marginally
over the baseline classifiers. The complete description of all these experiments can be found in
Appendix A.
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Dataset Challenge
Domains Test accuracy across five trials
A B Test Vanilla PGD MRT-1 MRT-10 MDA-5
MNIST
Background
color
Blue 0-4,
red 5-9
Blue 0-4,
red 5-9
Red 50.7 50.6 96.2 96.4 97.7
Red 0,
blue 1-9
Red 0,
blue 1-9
Red 9.8 9.8 97.5 97.4 97.4
SVHN
Brightness Medium All Night 55.8 56.1 77.5 77.4 72.9
Contrast
Medium All High 50.0 56.5 58.4 58.3 44.0
Medium All Low 63.5 65.8 70.6 68.1 71.9
Table 3: Model-based training with a more challenging test set. For these experiments, we train
a model to map from domain A to B. We then construct a more challenging test set than the images
in either A or B, and test all of the classifiers on this set.
6.1.5 Robustness to more challenging test data
In the experiments presented so far, we have trained classifiers using data from domain A and then
tested these classifiers on test data from domain B. In some of these experiments, the intersection
of the domains A and B was nonempty, meaning there were images in domain A that were also
in domain B. For instance, in one experiment recorded in Table 2, domain A is chosen to contain
medium-brightness samples from SVHN, whereas domain B is chosen to to be all of SVHN.
Although the model-based classifiers outperform baseline classifiers in this experiment, we now
focus on the more challenging problem of testing on test data from Ac ∩ B. In order words we now
test on data from domain B that we have not seen in domain A. This setup in which we train on
domain A and test on domain Ac ∩ B represents a more significant robustness challenge as none of
the classifiers have access to Ac ∩ B at training time.
In Table 3, we record the test accuracy on Ac ∩ B for several challenging scenarios. In these
experiments, the performance improvements are more pronounced than those observed in Table 2.
For instance, for the brightness challenge described in Table 2 for SVHN, when testing on all of
domain B we achieve an approximate 11% improvement over baselines. However, when we restrict
the test domain to only contain SVHN images with low brightness, the margin further increases to
nearly 22% in favor of model-based classifiers.
Further, in Table 3, we consider several challenging tasks on MNIST in which domains A and B
both contain the same data. In these tasks, we choose the test distributions to contain images with
nuisances that do not appear in the test set. For example, in the first row of Table 3, we let A and B
contain the following MNIST training data: for digits with labels 0-4, we set the background color to
be blue, and for digits with labels 5-9, we set the background color to be red. We then test on digits
from the MNIST test set with red backgrounds. Note that although none of the classifiers saw the
digits 0-4 with red backgrounds, the model-based classifiers achieve upwards of 96% classification
accuracy. This is because the learned model that maps from A to B learns to generate images of the
MNIST digits with both red and blue backgrounds. More details on these experiments and on the
models learned for this task are available in Appendix A.1.
31
6.2 Leveraging models across datasets
The experiments presented in the previous section clearly show that by leveraging models of
natural variation, one can improve the robustness of deep learning with respect to a variety of
nuisances. However, nuisances such as brightness are physical variations across all natural images
and are not dataset-dependent. In other words, brightness affects images across different datasets
in similar ways. This raises the important question of whether the same model of natural variation
can be exploited across different datasets. This would allow us, for example, to learn a model of
natural variation on one dataset and then subsequently leverage it for model-based training on
new and entirely different datasets.
To this end, we are seeking a powerful model of natural variation that can be universally applied
across different datasets to describe a specific nuisance such as brightness. This would mean that
for a given nuisance, we can simply learn a model of natural variation on one dataset and then
reuse it across similar datasets, broadening the applicability of our model-based framework. Once
such a model of natural variation is obtained on one dataset – regardless of whether it is known a
priori or else learned from data – it can be directly exploited as a known model in our model-based
robust training training procedure on many other datasets.
In what follows, we show that leveraging models of variation across datasets is indeed possible.
To do so, we first obtain a model of natural variation on a given dataset D. To obtain such a model,
in each of the experiments we assume that two subsets A and B can be extracted from D, where A
and B encode some factor of natural variation. We then learn a model G : A× ∆ → B using the
framework described in Section 4. Next, we use this learned model G to perform model-based
training on a different dataset D′. In particular, we separate D′ into two domains A′ and B′ that
encode the same kind of natural variation as do the subsets A and B. For instance, datasets D and
D′ may contain images of street signs in different languages or from different countries; in this
spirit, domains A and A′ may contain images during the day whereas B and B′ may contain images
taken at night. We train baseline and model-based classifiers on training data from domain A′; in
addition, all of the model-based classifiers have access to the model G that was trained on dataset
D. We then test all classifiers on test data from domain B′.
6.2.1 Leveraging one background color model across MNIST variants
We begin by considering the problem of changing the background colors in images from blue to
red across different datasets In this way, we first create two new variants of MNIST: MNIST-Red
and MNIST-Blue. As these names suggest, MNIST-Red contains images of the MNIST digits with
red backgrounds, whereas MNIST-Blue contains the same MNIST digits with blue backgrounds.
Together, domains A and B comprise the dataset D. We then learn a model of natural variation for
background color that maps images from MNIST-Red into MNIST-Blue. That is, if we let domain
A consist of MNIST-Red and domain B consist of MNIST-Blue, we first learn a model of natural
variation G : A× ∆→ B.
Now given this learned model of natural variation, we show that it can be used to effectively
perform model-based training on a family of related datasets which share similar characteristics
to MNIST. In particular, we consider the following datasets: Fashion-MNIST [66], EMNIST [67],
KMNIST [68], QMNIST [69], and USPS [70]. Just as in the original MNIST dataset, each of these
datasets contains images of exactly one object on top of a monochromatic background. For example,
Fashion-MNIST contains images of items of clothing and EMNIST contains images of handwritten
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Dataset D′
QMNIST EMNIST KMNIST Fashion-MNIST USPS
Images
from D′
Model-
based
images
Table 4: Passing samples from other datasets through a model learned on MNIST. The first row
of images in this table are samples taken from colorized versions of Q-MNIST, E-MNIST, K-MNIST,
Fashion-MNIST, and USPS. The second row of images shows samples passed through a model
trained on the original MNIST dataset to change the background color from blue to red.
letters from the Latin alphabet. For each of these datasets, we create separate variants with red and
with blue backgrounds.
As an illustrative example, let Fashion-MNIST be the dataset D′. We let domain A′ be Fashion-
MNIST-Blue, which comprises Fashion-MNIST images with blue backgrounds, and we let domain
B′ be Fashion-MNIST-Red, which comprises Fashion-MNIST images with red backgrounds. We
train all classifiers on this domain A′. Our model-based algorithms have access to the model
G : A× ∆→ B which was learned on MNIST, which contains images of handwritten digits rather
than items of clothing. Ideally, the model learned on MNIST should be able to effectively change
the background colors of the articles of clothing in Fashion-MNIST even though the model of
natural variation has not been trained specifically on these images.
A summary of the results for this experiment for the five datasets mentioned above is given
in Table 5. Notably, for each dataset D′, the classifiers trained with the background color model
learned on MNIST result in between 5% and 40% accuracy improvements against the change in
background color. As expected, this increase in robustness to background colors is due to the
broad applicability of the model for background color across all datasets. To show the quality
of the images that the same model generates across numerous datasets, we took representative
samples from each of the five datasets and display them in Table 4. The first row of images show
samples from each dataset with blue backgrounds while the second row of images shows images
generated by applying the model of natural variation learned on MNIST to each sample in the
row above. These input-output pairs for each dataset D′ are shown in Table 4. While some detail
is lost and artifacts appear for the images from Fashion-MNIST and EMNIST, the content of the
reconstructions strongly resemble that of the input images.
6.2.2 Leveraging one brightness model across GTSRB and CURE-TSR
In the same spirit as the experiments we just presented on MNIST and the related datasets, we
now consider the more realistic and challenging setting where a model of natural variation for
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Model
dataset D
Train/Test
dataset D′
Challenge
Test accuracy across five trials
Vanilla PGD MRT-1 MRT-10 MDA-5 MAT-10
MNIST
Fashion-
MNIST
Background
color
69.3 67.7 81.4 80.1 79.1 76.1
QMNIST 87.0 79.9 98.0 98.0 97.9 98.0
EMNIST 63.5 49.3 86.1 85.9 85.6 84.1
KMNIST 47.9 47.7 89.1 89.3 88.2 86.8
USPS 89.8 87.4 93.3 93.4 93.3 91.9
MNIST-m SVHN
Decolorization 76.1 75.3 77.1 76.7 74.7 64.3
Colorization 70.3 69.2 72.2 72.2 70.0 67.2
GTSRB
CURE-TSR
darkening
Brightness
47.6 43.6 73.0 71.4 72.4 67.8
CURE-TSR
exposure
66.0 64.7 65.9 66.6 66.4 72.8
Table 5: Reusing learned models on new datasets. By reusing models trained on one dataset
D to perform model-based robust training on another dataset D′, we can achieve significant
improvements in robustness. A more thorough analysis of the results presented in this table are
provided in Appendix B.
brightness learned on the GTSRB dataset will be used for model-based training on the CURE-TSR
dataset. The CURE-TSR dataset [34], which we will revisit later in Section 6.3, contains images of
street signs with varying natural nuisances such as haze, rain, and snow. To this end, we reuse
the model of natural variation for brightness that we learned in Section 6.1.3 on GTSRB. We then
train baseline and model-based classifiers on samples from CURE-TSR of street signs in plain
daylight, and we test each classifier on images of street signs taken at night. Figure 10 shows that
while baseline classifiers achieve around 40% test accuracy on the data of images taken at night
from CURE-TSR, by leveraging the model learned on GTSRB the model-based classifiers achieve
between 60 and 70% test accuracy. Thus although the model we used was trained on GTSRB, we
were able to leverage it in our model-based framework to provided significant robustness for the
CURE-TSR darkening dataset.
In Appendix B, we explore experiments of the same stripe for further datasets and nuisances.
In particular, we show that models trained on MNIST-m, which is an RGB dataset containing the
MNIST digits with various images in the background, can be used for model-based training on
SVHN.
6.2.3 Composing models of natural variation
In harsh environments it is natural to encounter not just one but a combination of challenging
conditions. For example, perception tasks may be complicated simultaneously by changes in
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(a) Training data. The training data con-
sisted of samples from CURE-TSR taken in
daylight.
(b) Test data. The test data consisted of sam-
ples from CURE-TSR taken at night.
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(c) Results. The model-based classifiers all reach around
60% test accuracy, whereas the baselines can only reach
around 40%.
Figure 10: Robustness to darkening on CURE-TSR with a model learned on GTSRB. By first
learning a model of darkening on GTSRB, we were able to perform model-based training on
CURE-TSR. Our results show that despite the fact that the model was learned on a different dataset,
we can still improve significantly over baseline algorithms.
natural conditions, such as inclement weather, in addition to variation in sensor quality, such as the
contrast of a camera lens. From a robustness perspective, such combinations of nuisances poses a
significant challenge given that it may be difficult to even obtain data subject to multiple factors of
natural variation.
Our model-based approach is naturally suited for providing robustness with respect to simulta-
neous nuisances due to the composable nature of models of natural variation. In other words, if
the model G1(x, δ) maps images of street signs during the day to images of street signs at night
and model G2(x, δ) maps images with low contrast to images with high contrast, G1 and G2 can
be composed to form a new model G(x, δ) := G1(G2(x, δ), δ). Therefore by composing simpler
models of natural variation, we can create new, more complex models that can be used to provide
robustness against multiple simultaneous nuisances.
To demonstrate the utility of this approach, we consider a scenario in which domain A consists
of samples that have low brightness and low contrast on SVHN. Further, we let domain B contain
samples with high brightness and high contrast. Thus, two simultaneous sources of natural
variation complicate the classification task: brightness and contrast. Figures 11a and 11b show
images from domains A and B respectively.
Our goal is to obtain a model of natural variation G : A×∆→ B where ∆ captures both contrast
and brightness. In this case, both the contrast model Gc(x, δ) and the brightness model Gb(x, δ)
were trained separately on samples with low- and high-contrast and on samples with low- and
high-brightness separately respectively. The model used for contrast was discussed in Section 6.1.2,
whereas the model used for brightness is discussed in Appendix A.2.2. By composing these models,
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(a) Domain A. Domain A consisted of low-
brightness and low-contrast samples from
SVHN.
(b) Domain B. Domain B consisted of high-
contrast and high-brightness images from
SVHN.
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(c) Results. The model-based classifiers achieve a nearly
25% improvement over baseline classifiers.
Figure 11: Using a composition of models on SVHN. We consider the task of providing robustness
against multiple sources of natural variation. To do so, we compose two separately trained models
of natural variation; one corresponds to contrast while the other corresponds to brightness.
we created a new model G(x, δ) := Gc(Gb(x, δ), δ). In Figure 11c, we show the results of using this
composite model G(x, δ) to perform model-based training. In particular, note that the model-based
classifiers achieve a nearly 25% improvement in robustness over baseline algorithms.
6.3 Out-of-distribution experiments
A challenging application of our model-based training paradigm is in learning to correctly classify
out-of-distribution data. In this section we investigate whether a classifier trained with data from
one domain can generalize to classify more challenging test data from an unseen domain. More
specifically, we assume access to a datasetD with domains (i.e. subsets) A, B, and C. These domains
will be chosen to be of increasing difficulty with respect to classification. In other words, C is the
most challenging domain, B is slightly less challenging that C, and A is the least challenging subset
of the three. For example, domain A might contain images of street signs on a sunny day at noon,
domain B might contain images of street signs on the same day in the late afternoon, and domain
C might contain images in the late evening or at night.
To carry out experiments of this stripe, we employ the recently curated CURE-TSR dataset
[34]. This dataset contains images of common street signs with labeled forms of natural variation,
including decolorization, snow, rain, and haze. More importantly, for each source of variation,
CURE-TSR contains a subset of images which are labelled with the numbers 0-5 according to
the severity of the challenge, where challenge-level 0 means that there is no natural variation,
and challenge-level 5 means that there are very high levels of natural variation. Figure 12 shows
different challenge levels with respect to snow.
In each experiment and for each nuisance, we first learn a model G on the CURE-TSR dataset
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Figure 12: CURE-TSR snow challenge levels. From left to right we show the same image with
different levels of snow natural variation. Challenge-level 0 corresponds to no natural variation,
whereas challenge-level 5 corresponds to the highest level of natural variation.
that maps from challenge-level 0 images to challenge-level 1 images. Next, we train baseline
and model-based classifiers the same challenge-level 0 and 1 images that were used to train the
model of natural variation G. Finally, we test the trained classifiers on the more challenging data
from subsets with challenge-levels 2, 3, 4, and 5. In doing so, we aim to show two properties of
classifiers trained using the model-based algorithms. Firstly, we show that model-based classifiers
provide high levels of robustness against the given nuisance for each test subset. Secondly, we
show that when tested on more challenging test data, the gap between the test accuracy of the
model-based and baseline classifiers increases. This demonstrates that the model-based classifiers
offer comparatively stronger performance against worst-case natural variation.
6.3.1 CURE-TSR: robustness with respect to snow
Varying weather conditions in images presents a significant challenge to perception-based classifi-
cation algorithms [32]. Throughout this paper, we have illustrated this point with recurring images
of the same street sign in sunny conditions and in conditions with heavy snow. To this end, we
consider the out-of-distribution experiment described above on the images from the CURE-TSR
dataset with varying levels of snow. Images illustrating the varying challenge levels of this dataset
are shown in Figure 123.
Figure 13 shows the results of this out-of-distribution experiment. We see that the performance
of the baseline classifiers degrades significantly as the amount of snow in the image increases.
This shows that sources of natural variation such as snowy weather conditions pose a significant
threat to neural-network-based classifiers. On the other hand, despite the fact that the model-based
classifiers have access to exactly the same data as the baseline classifiers, the model-based classifiers
are able to find challenging examples and consequently achieve higher levels of robustness. Indeed,
although all classifiers perform well when tested on challenge-level 2 test data, the model-based
classifiers drop by between 20 and 25% when tested on challenge level 5; in contrast, the baseline
classifiers suffer nearly 40% drops in test accuracy, which shows that the model-based classifiers
are much more robust against the challenging conditions of the challenge-level 5 dataset.
6.3.2 Robustness with respect to increasingly challenging nuisances
To further explore the ability of the model-based paradigm to provide robustness against chal-
lenging sources of natural variation from the CURE-TSR dataset, we repeated the experiments of
3Note that these images are taken from the CURE-TSD dataset. The CURE-TSR consists solely of images from
CURE-TSD that are cropped so that only the street sign is visible. We use the CURE-TSD versions here for clarity of
exposition.
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Figure 13: Out-of-distribution robustness to snow on CURE-TSR. In the upper left panel, we see
that all classifiers achieve essentially the same performance when tested on challenge-level 2 data.
However, as natural variation in the test data becomes more challenging, the gap between the
test accuracies of the baseline and model-based classifiers becomes more pronounced. Indeed, on
challenge-level 5, the gap between the baseline and model-based classifiers approaches 15% on
average.
Figure 13 by focusing on four different natural conditions: decolorization, shadow, haze, and rain.
The complete set of results from these experiments are summarized in Table 6, and we defer the
reader to Appendix C for more details.
Table 6 generalizes the robustness benefits that were illustrated for snow in Figure 13 but
for various nuisances and levels of difficulty. On the rain challenge, we achieve only modest
improvements over the baseline classifiers, as the magnitude of natural variation in the images
of street signs in rain is less pronounced as in other challenges. However, for most challenges,
notably, for the decolorization, shadow, and haze subsets, our model-based classifiers achieve
between 5% and 10% improvements in test accuracy over baseline classifiers when tested against
the most challenging natural conditions. Once more, the more challenging the dataset, the the
larger the robustness gap between our model-based paradigm and the other training paradigms.
This provides clear empirical evidence that our model-based training paradigm can be used to
provide high levels of robustness against challenging out-of-distribution test data.
At this point, we find it prudent to acknowledge that in each of the tasks considered in this
subsection, we have not provided the models or classifiers access to data corresponding to challenge-
levels 2, 3, 4, or 5. Indeed, if we had provided either of these networks with this data, the test
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accuracy of each of the classifiers would have undoubtedly improved. However, we find that
removing access to this more challenging data is the most natural way to measure the robustness of
trained classifiers. In future work, we plan to explore how classifiers trained using our model-based
robust training algorithms compare to classifiers that are trained directly with more challenging
test data.
7 Discussion
7.1 Nuisance spaces of models of natural variation
In various expertiments in Section 6, we learned models G of natural variation from data that al-
lowed us to provide robustness against numerous nuisance-based challenges. Indeed, we evaluated
the performance of model-based classifiers over a range of datasets to show that our model-based
strategy is widely applicable to myriad different scenarios.
To better visualize the data generated by using a learned model of natural variation, in Figure
14, we analyze the nuisance space ∆ used in two different experiments in this paper. In particular,
in Figure 14a, we show an image from domain A for the experiment described in Appendix A in
which we learned a model that could change the background color of the MNIST digits from blue
to red. Further, by gridding the nuisance space ∆ for this learned model, in Figure 14b we show the
range of output images induced by passing the image in Figure 14a through this model on all the
grid points. Notably, this reveals that half of the generated images have red backgrounds and half
have blue backgrounds; this reflects the fact that domains A and B had an equal number of images
with red and blue backgrounds.
On the right side of Figure 14, we show similar images for an experiment described in Appendix
A in which domain A consisted of medium brightness samples for SVHN and domain B consisted
of the entirety of SVHN. For this experiment, a representative image from domain A is shown in
Figure 14c. Further, for this image, we show the images generated by gridding ∆ in a rectangle
centered at the origin. This gridding shows that by selecting different δ ∈ ∆ and passing it through
the model G, we can generate data with varying brightness. In particular, the images on the left
side of the grid have low brightness, and the brightness of these images increases from left to right.
7.2 Impact of model quality
An essential yet so far undiscussed piece of the efficacy of the model-based paradigm is the impact
of the model quality on the robustness we are ultimately able to provide. In scenarios where we
don’t have access to a known model, the ability to provide any sort of meaningful robustness relies
on learned models that can accurately render realistic looking data with varying nuisances. To this
end, it is reasonable to expect that models that can more effectively render realistic yet challenging
data should result in classifiers that are more robust to shifts in natural variation.
To examine the impact of models in our paradigm, we consider the task of of Section 6.1.2, in
which we learned a model that mapped low-contrast samples, which comprised domain A, to
high-contrast samples, which comprised domain B. While learning this model, we saved snapshots
of the model at various points during the training procedure. In particular, we collected a family of
intermediate models
G =
{
G10, G100, G250, G500, G1000, G2000, G3000, G4000
}
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Challenge Training
data
Test
data
Test accuracy across five trials
Vanilla PGD MRT-1 MRT-10 MDA-5 MAT-10
Snow 0, 1
5 52.8 56.1 68.4 68.4 68.5 58.3
4 72.0 73.3 76.0 76.8 75.8 72.6
3 83.2 83.9 85.2 85.6 85.3 83.9
2 88.0 88.4 89.6 90.2 90.2 89.4
Decolor-
zation
0, 1
5 69.5 74.3 80.3 80.6 81.0 69.7
4 80.3 80.8 81.9 82.3 83.4 73.3
3 86.3 86.0 83.5 83.9 86.1 76.8
2 88.4 88.1 85.0 85.0 87.7 78.2
Shadow 0, 1
5 76.4 73.6 81.0 79.5 80.6 76.0
4 82.5 82.9 85.8 85.0 84.8 85.4
3 87.9 88.4 87.8 87.6 86.9 89.0
2 90.3 90.3 89.1 88.7 87.8 90.6
Haze 0, 1
5 51.2 51.1 58.8 60.4 62.5 47.0
4 54.8 55.5 67.9 69.6 70.7 50.5
3 78.8 80.7 84.1 84.4 83.3 65.0
2 89.0 89.3 89.0 89.1 87.8 75.8
Rain 0, 1
5 80.4 81.3 81.3 81.6 79.8 63.3
4 83.9 84.2 84.2 84.5 83.6 66.2
3 84.9 85.6 85.7 85.9 84.9 69.5
2 85.7 86.6 86.5 86.7 85.5 72.0
Table 6: Out-of-distribution results on CURE-TSR. For a variety of nuisances in the CURE-TSR
dataset, we train models of natural variation on challenge-level 0 and 1 data. Then we train all
classifiers, including the model-based classifiers, on challenge-level 0 and 1 data; we then test all
classifiers on data corresponding to challenge-levels 2, 3, 4, and 5. These results indicate that as
the test data gets more challenging, the model-based classifiers outperform the baselines by larger
margins.
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(a) Original.
(b) Gridding of ∆. We grid ∆ in [−1, 1]× [−1, 1] to
visualize the kinds of images that can obtained by
querying this learned model on MNIST. The fact that
there are an equal number of images with red and
blue backgrounds in domain A for this experiment
is reflected in the symmetry of ∆.
(c) Original.
(d) Gridding of ∆. We grid ∆ in [−3, 3] × [−3, 3]
to visualize the kinds of images that can obtained
by querying this learned model on SVHN. In this
experiment, domain B contained all of SVHN, which
is reflected in the range of brightness that the model
produces for the input image in (d).
Figure 14: Nuisance spaces of learned models. On the left, we show an MNIST digit with a blue
background and its reconstruction after being passed through a learned model of background colors
in (a) and (b) respectively. In (c), we show the images that result from gridding the 2-dimensional
nuisance space ∆ in a neighborhood of the origin and passing the image in (a) through the learned
model with the grid points as nuisance parameters. The figures in the column on the right follow
the same format and were obtained from a model learned for brightness on SVHN.
In Figure 15j, we show the result of training classifiers with MRT using each model G ∈ G. Note that
the models that are trained for more training steps engender classifiers that provide higher levels
of robustness against the shift in nuisance variation. Indeed, as the model G10 produces random
noise, the performance of this classifier performs at effectively the level as the baseline classifier
discussed in Section 6.1.2. On the other hand, the model G4000 is able to accurately preserve the
semantic content of the input data while varying the nuisance content, and is therefore able to
provide high levels of robustness. In other words, better models provide improved test accuracy
for classifiers using model-based robust training.
7.3 Sampling versus adversarial algorithms
From an optimization perspective, we can group our model-based algorithms into two categories:
sampling (zeroth-order) methods and adversarial (first-order) methods. Sampling-based methods
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(a) Original.
(b) 10. (c) 100. (d) 250. (e) 500
(f) 1000. (g) 2000. (h) 3000. (i) 4000.
Output images from models in G. We
show an example image from domain A
in (a), and subsequently show the corre-
sponding output images for each G ∈ G for
a randomly chosen δ ∈ ∆ in (b)-(i).
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(j) MRT using models from G. For each model in G, we
run MRT for five trials and show the resulting test accuracy
on samples from the test set from Domain B. Note that the
robustness of the trained classifier increases as the number
of training steps used to train the model increases.
Figure 15: A better model implies more robustness. By learning a family of models G that are
trained for different numbers of steps, we show empirically that models that can more accurately
reconstruct input data subject to varying nuisances engender classifiers with higher levels of
robustness.
refer to those that seek to solve the inner maximization term in (3.1) by querying the model. This is
particularly important for models that are not differentiable. Both MRT and MDA are sampling
(zeroth-order) methods in that we obtain new data by sampling different nuisance parameters
δ ∈ ∆ for each batch in the training set. On the other hand, the technique used to obtain new data
in the MAT algorithm is an adversarial (first-order) method, as we statistically approximate the
gradient of the model∇δG(x, δ) to perform the optimization–i.e. search for the worst-case nuisance
parameter. If the model G is differentiable (which is not required in our framework), then one can
directly compute the gradient of the model ∇δG(x, δ).
Throughout the experiments, in general we see that the sampling algorithms presented in this
paper achieve higher levels of robustness against almost all sources of natural variation. This
finding stands in stark contrast to field of perturbation-based robustness, in which adversarial
methods have been shown to be the most effective in improving the robustness against small,
norm-bounded perturbation [61]. Furthermore, as the next subsection discusses, MRT-1 generally
outperforms MRT-10 suggesting that data diversity using a good model may be more important
that adversarial data. Going forward, an interesting research direction is not only to consider new
algorithms but also to understand whether sampling-based or adversarial techniques provide more
robustness with respect to a given model.
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7.4 Hyperparameters and architectures for model-based training
In the remainder of this section, we examine the impact of the parameter k in each of the model-
based training algorithms, and we discuss the architectural choices made for the classifier.
The impact of k in MRT and MDA. To begin, consider the MRT-k algorithm described in Algorithm
1. In this algorithm, the hyperparameter k controls the number of selections we make for δ ∈ ∆
while seeking a loss-maximizing batch of data. Throughout the experiments and in particular
in Tables 2 and 3, we see that in general, classifiers trained with MRT-1 generally outperform
classifiers trained with MRT-10. That is, larger values of k marginally decrease the test accuracy
of classifiers trained with MRT. In this way, it seems that oftentimes the “worst-case” perspective
of MRT for high values of k is at time less efficable than simply augmenting the training set with
batches corresponding to randomly sampled nuisance vectors δ ∈ ∆.
In support of this conjecture, we see that when we augment the training set with more than one
image corresponding to randomly selected vectors δ ∈ ∆ (e.g. by running MDA-5), we can at times
achieve some improvements over MRT-1. Indeed, throughout Tables 2 and 3, MDA-5 outperforms
MRT-1 for several different nuisances. From this we can conclude that rather than adopting an
adversarial or “worst-case” perspective, when providing robustness against nuisance-based shifts
in the data distribution, it is often more efficacious to augment the dataset with a diversity of
examples rather than loss-maximizing data.
Classifier architecture selection. The problem of selecting an appropriate neural network architec-
ture has been a fundamental part of incorporating prediction algorithms into application domains
even before the current era of deep learning [72]. While we have used a standard CNN with a
fixed architecture throughout the experiments section, we note that other architectural chioces are
possible. Figure 16 shows that regardless of the architecture of the classifier, model-based classifiers
outperform baseline classifiers when tested on challenging data. In the experiments shown in
Figure 16, we let domain A contain medium-brightness samples from SVHN and we let domain
B consist of all of SVHN. By training every classifier on data from domain A and then testing
each classifier on low-brightness samples from SVHN, we show that regardless of the classifier
architecture, MRT and MDA outperform baseline classifiers on this low-brightness test set.
More specifically, throughout the experiments section, we used the following architecture:
c32-3, c64-3, p2, c128-3, p2, d0.25, flat, fc128, d0.5, fc10.
Here we use the following conventions for describing network architectures. c32-3 refers to a 2D
convolutional operator with 32 kernels, each of which has shape 3× 3. p2 refers to a max-pooling
layer with kernel size 2. d0.25 refers to a dropout layer, which drops an activation with probability
0.25. flat refers to a flattening layer. fc-128 refers to a fully-connected layer mapping into R128.
The peak test accuracies for four similar CNN architectures are given in Table 7. Note that
across the four architectures in this table, the classifiers trained with MRT and MDA significantly
outperform the baselines.
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Figure 16: Classifier architecture selection. We show that for a range of architectures, classi-
fiers trained with MDA and MRT outperform the baseline classifiers on a robustness challenge
corresponding to different levels of contrast with data from SVHN.
Name Architecture
Test accuracies across five trials
Vanilla PGD MRT-1 MRT-10 MDA-5 MAT-10
A c32-3, c64-3, p2, d0.25,
flat, fc128, d0.5, fc10
49.3 40.3 77.1 77.1 73.7 60.6
B c32-3, c64-3, p2, d0.25,
flat, fc256, d0.5, fc64, fc10
50.8 47.8 76.3 76.7 74.3 62.4
C c32-3, c64-3, p2, c128-3, p2,
d0.25, flat, fc128, d0.5, fc10
59.6 58.0 82.5 82.5 81.3 32.1
D
c32-3, c64-3, p2, c128-3,
p2, d0.25, flat, fc256,
d0.5, fc64, fc10
59.0 60.8 81.9 81.4 80.0 50.1
Table 7: Varying the architecture of the classifier used for model-based training. We report the
average peak accuracy across five trials for four different classifier architectures. Notably, the
classifiers trained with MRT and MDA significantly outperform the baselines.
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8 Related works
8.1 Perturbation-based adversarial robustness
A rapidly growing body of work has addressed adversarial robustness of deep networks with
respect to small norm-bounded perturbations. This problem has motivated an arms-race-like
amalgamation of adversarial attacks and defenses within the scope of norm-bounded adversaries
[73, 61]. And while some defenses have withstood a variety of strong adversaries [22], it remains
an open question as to how best to defend against such attacks.
Several notable works that propose methods for defending against adversarial attacks formulate
so-called adversarial training algorithms, the goal of which is to defend neural networks against
worst-case perturbations [31, 28, 26]. Some of the most successful works take a robust optimization
perspective, in which the goal is to find the worst-case adversarial perturbation of data by solving
a min-max problem [22, 23]. In a different yet related line of work, optimization-based methods
have been proposed to provide certifiable guarantees on the robustness of neural networks against
small perturbations [74, 30, 29]. On the other hand, others have studied how adapting network
architectures can be used to defend against adversarial examples [75, 76].
As adversarial training methods have become more sophisticated, a range of adaptive adversar-
ial attacks, or attacks specifically targeting a particular defense, have been proposed [73]. Prominent
among the attacks on robustly-trained classifiers have been algorithms that circumvent so-called
obfuscated gradients [61, 77]. Such attacks generally focus on generating adversarial examples that
are perceptually similar to a given input image [78, 79].
In summary, the commonality among all the approaches mentioned above is that they consider
norm-bounded adversarial perturbations which are perceptually indistinguishable from the true
examples. Contrary to these approaches, in this work we propose a paradigm shift from norm-
bounded perturbation-based robust deep learning to model-based robust deep learning. Our
objective is to provide training algorithms that are robust against model-based perturbations of the
data. As such, model-based perturbations can encode perceptible changes in natural variation such
as different lighting or weather conditions.
8.2 A broader view of robustness in deep learning
More recently, a different line of work has considered the robustness of neural networks against
transformations that are more likely to be encountered in applications. Nuisances that have
recently received attention from the adversarial robustness community include adversarial quilting
[80], adversarial patches and clothing [81], geometric transformations [42, 82, 41, 43], distortions
[83], deformations and occlusions [84], and nuisances encountered by unmanned aerial vehicles
[85]. In response to these works and motivated by myriad safety-critical applications, first steps
toward robust defenses against specific nuisances have recently been proposed. The resulting
methodologies generally leverage properties specific to the transformation of interest.
While this progress has helped to motivate new notions of robustness, the approaches that
propose defense against these nuisances are limited in the sense that that they do not generalize to
a learning paradigm that applies across different forms of natural variation. This contrasts with
the motivation behind this paper, which is to provide general robust training algorithms that can
improve the robustness of trained neural networks across a variety of scenarios and applications.
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8.3 Generative models in the context of robustness
Another line of work that focuses on attack and defense strategies against adversarial examples
use generative models in the loop of training. In [86], [87], and [88], the authors propose attack
strategies that use the generator from a generative adversarial network (GAN) to generate additive
perturbations that can be used to attack a classifier. On the other hand, a framework called
DefenseGAN, which uses a Wasserstein GAN to “de-noise” adversarial examples [89], has been
proposed to defend against perturbation-based attacks. This defense method was later broken by
the Robust Manifold Defense [90], which searches over the parameterized manifold induced by a
generative model to find worst-case perturbations of data. The min-max formulation used in this
work is analagous to the projected gradient descent (PGD) defense [22].
Closer to the approach we describe in this paper are works that use generative models to
generate adversarial inputs themselves, rather than generating small perturbations. The authors
of [91] and [92] use the generator from a GAN to generate adversarial examples that obey norm-
based constraints. Alternatively, [93] use GANs to construct adversarial patterns that can be used
to transfer adversarial examples from one domain to another. Similarly, [94] and [95] generate
unrestricted adversarial examples, or examples that are not subject to a norm-based constraint
[96] via a generative model. Finally, [97, 98] use a GAN to perform data data-augmentation by
generating perceptually realistic samples.
In this work, we use generative networks to learn and model the natural variability within
data. This is indeed different than generating norm-based adversarial perturbations or perceptually
realistic adversarial examples as considered in the literature. Our generative models aim at learning
a natural factor of variability that is present in the data while the relevant literature has aimed at
creating synthetic adversarial nuisances to fool neural networks.
8.4 Equivariance and invariance to nuisances in computer vision
Parallel to the progress made toward training neural networks to be robust against small, norm-
bounded adversarially-chosen perturbations, a related line of work in the computer vision commu-
nity has sought to design equivariant neural networks. In the context of adversarial robustness, if
T is a function that perturbs an input by a small amount, neural networks are often trained to give
the same prediction for f (T(x)) and f (x) [99, 100]. Interestingly, it has been shown that rotation-
ally equivariant neural networks are significantly less vulnerable to geometric invariance-based
adversarial attacks [101].
More generally, several more recent works have sought to provide robustness or invariance
against nuisance-based attacks; such works have included [102], which used an information
theoretic approach to edit the nuisance content of images to create perceptually similar data that
caused misclassification. Similarly, another line of work has sought to use differentiable renderers
to produce “semantic adversarial examples” [103]. In this line of work, mechanisms are often used
to edit nuisance factors such as rotation or scaling in images by creating perturbations in a given
semantic latent space [104].
The progress toward equivariant and invariant neural networks in computer vision has largely
focused on designing new network topologies to combat a given transformation or a set of related
transformations. Our model-based robust training framework differs fundamentally from the
above approaches in the following aspects. Rather than changing the topology of the neural
network, we propose to change the robust training procedure according to the model of variation.
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In the case where the model is known (e.g. the transformation T mentioned above) we can use it
during training to provide worst-case examples to train the neural network. In more challenging
and natural cases where the model in unknown (and hence cannot be used to alter the topology)
we propose to learn the model in advance and then use it for training. Our model-based robust
training paradigm could provide an intellectual bridge between robust deep learning and exploiting
invariances in computer vision.
9 Conclusion and future directions
In this paper, we formulated a novel problem addressing the robustness of deep learning with
respect to naturally occurring nuisances. Motivated by perceptible nuisances in computer vision,
such as lighting changes, we propose a novel model-based robust training paradigm for deep learning
that provides robustness with respect to natural variation. Our notion of robustness offers a
departure from the notion of adversarial training with respect to norm-bounded data perturbations.
Our optimization-based formulation for model-based training results in a family of training
algorithms that we refer to as model-based robust training. These algorithms exploit either known
or previously learned models of natural variations using both robust and adversarial approaches.
Given a model of natural variation G that models naturally occurring nuisances, the main idea
across these algorithms is to use G to perform model-based data-augmentation or model-based
adversarial training to produce samples with varying nuisances. In the case of unknown nuisances,
by blending generative models G with adversarial training, we empirically find that our model-
based paradigm provides significant robustness improvements for numerous physically meaningful
nuisances across various datasets. Our model-based paradigm is naturally compositional, leverages
models across datasets, and shows improved robustness as datasets become more challenging.
Our model-based robust training paradigm open numerous directions for future work. In what
follows, we briefly highlight several of these broad directions.
Learning a library of nuisance models. First, the problem of how to best learn a model of natural
variation to perform model-based training is an open and interesting problem. In this paper, we
used the MUNIT framework [4], but other existing architectures may be better suited for specific
nuisances or datasets. Indeed, a more rigorous statistical analysis of problem (4.3) may lead to the
discovery of new architectures designed specifically for model-based training. To this end, recent
work in learning equivariances in computer vision may provide insight into learning physically
meaningful models. Beyond computer vision, learning such models in other domains (such as
robot dynamics) would enable new applications.
Model-based algorithms and architectures. Another important direction involves the develop-
ment of new algorithms for solving the min-max formulation of (3.1). In this paper, we presented
three algorithms – MRT, MDA, and MAT – that can be used to approximately solve this problem,
but other algorithms are possible and may result in higher levels of robustness. In particular,
adapting first-order methods to search globally over the manifold induced by learned generative
models in a latent space of variability may provide more efficient, scalable, or robust results. Do
we need to decouple offline learning of a model of natural variation or it is possible to think of a
new architecture in which the model and the classifier can be learned simultaneously? Another
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interesting direction is to rethink deep network architectures in a model-based manner by taking
inspiration from how equivariance is exploited in deep network architectures used in computer
vision.
Applications beyond image classification. Throughout the paper, we have focused on empirical
demonstrations of our approach in numerous image classification tasks. But our model-based
paradigm could be broadly applied in numerous applications within computer vision as well as
outside computer vision. Within computer vision, one can consider other tasks, such as segmenta-
tion, in the presence of challenging physical nuisances. Outside computer vision, one exciting area
is to exploit physical models of robot dynamics with deep reinforcement learning for applications
such as walking in unknown terrains. In any domain where once has access to good models, our
approach allows domain experts to leverage these models in order to make deep learning far more
robust.
Theoretical foundations. Finally, we believe that there are many exciting open questions with
respect to the theoretical aspects of model-based robust training. What type of models provide
significant robustness gain in our paradigm? How accurate does a model need to be to produce
neural networks that are robust to natural variation? We would like to address such theoretical
questions from a geometric, physical as well as a statistical perspective with an eye toward develop-
ing faster algorithms that are both more sample-efficient as well as more robust. Deeper theoretical
understanding of our model-based deep learning paradigm could result in new approaches that
blend model-based and data-based methods and algorithms.
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Algorithm 4 Known model for background color
Inputs: image x ∈ RC×H×W , δ := (r, g, b) ∈ ∆ := [0, 255]3
Output: new image x
1: bgd_image← 0C×H×W
2: bgd_image[0, :, :]← r
3: bgd_image[1, :, :]← g
4: bgd_image[2, :, :]← b
5: x ← where(x ≤ 12, bgd_image, x)
A Appendix A: Experiments on one domain
A.1 MNIST
As discussed in the main text, the MNIST dataset is a well-known benchmark in machine learning.
Despite this, as we have already seen, nuisances such as background color can degrade the
performance of trained classifiers. In this section, we take a closer look at this fragility to background
color and present experiments that support those provided in the main text.
A.1.1 Background color: gray to RGB
In Section 6.1.1, we showed that a known model can be used to provide robustness against changes
in background color on the MNIST dataset. In each experiment that used this known model, we
assumed that each image x was an element of [C]× [H]× [W], where C is the number of channels,
H is the width, and W is the width of the image. For all experiments on MNIST, we treated each
handwritten digit as a three-channel (C = 3) image of size 28× 28 (H = 28 and W = 28). In this
case, the nuisance space ∆ := [0, 255]3 is a compact subset of R3, where each δ := (r, g, b) ∈ ∆
corresponds to a color in the RGB spectrum.
For clarity, we present pseudocode for this model in Algorithm 4. We begin in line 1 by
initializing bgd_image to be a 3-tensor of all zeros with the same size as the input image. Next,
we broadcast the red, green, and blue components of the inputted nuisance variable δ into the
corresponding channels of bgd_image. Finally, in line 5 we replace those pixels in the original image
x with value below an arbitrary threshold of 12 with the contents of bgd_image. For conciseness,
we express this operation with the subroutine where(condition, x, y), which takes three arguments.
This function returns a tensor of elements gathered from x and y depending on the logical value of
the condition, which is applied element-wise. More explicitly, for each index i in the input tensors,
the corresponding output value zi is defined as
zi ←
{
xi if the condition at the ith index is true
yi otherwise
Such functionality is included in many standard computational libraries4.
4https://pytorch.org/docs/stable/torch.html#torch.where
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(a) Domain A. Domain A consisted of the
MNIST digits with blue backgrounds.
(b) Domain B. Domain B consisted of the
MNIST digits with red backgrounds.
0 2 5 7 10 12 15 17
Epoch
40
50
60
70
80
90
100
T
es
t a
cc
ur
ac
y
Vanilla
PGD
MRT-1
MRT-10
MDA-5
MAT-10
(c) Results. We show the test accurcies of baseline
and model-based classifiers. After 20 epochs, the top-
performing model-based classifiers outperform the baseline
methods by as much as 35%.
Figure 17: Robustness to red backgrounds on MNIST. We show that by training on blue back-
grounds and testing on red backgrounds, our model-based classifiers outperform baselines. In
fact, the test accuracies of the baseline classifiers appear to decrease as they are trained for longer
periods of time.
A.1.2 Background color: blue to red
With regard to the experiment described above in Appendix A.1.1, we wanted to narrow the scope
of our experiments concerning robustness to background color on the MNIST dataset. In particular,
we focused on robustness to changing from blue backgrounds to red backgrounds. In this way, we
created two datasets – MNIST-blue and MNIST-red – which contain the MNIST digits with blue
and red backgrounds respectively. In this experiment, we took domain A to be MNIST-blue and
domain B to be MNIST-red. In Figures 17a and 7b, we show samples from these domains.
To perform model-based training, we first learned a model of background color changes using
the MUNIT framework. This model was trained using data from the training sets for domains A
and B. In Figure 17c, we show the test accuracies obtained by training on domain A and testing on
the test set from domain B. Interestingly, both baseline methods drop in accuracy across twenty
epochs in five independent trials. On the other hand, the classifiers trained with MDA and MRT
both surpass 95% test accuracy on this task; MAT is not far behind and achieves upwards of 90%
test accuracy after 20 epochs.
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(a) Domains A and B. Both domains con-
sist of the MNIST digits with different back-
ground colors. The digits with labels 0-4
were given blue backgrounds, whereas the
digits with labels 5-9 were given red back-
grounds.
(b) Test data. The test data consists of the
MNIST digits with red backgrounds.
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(c) Results. The baseline classifiers achieve a test accuracy
of around 50% on the dataset of MNIST digits with red
background, whereas the model-based classifiers achieve
well over 95%.
Figure 18: Robustness to background colors on MNIST: half blue, half red. We consider an
experiment in which domains A and B consist of the MNIST handwritten digits with differently
colored backgrounds. In particular, we set the backgrounds of all digits with labels 0-4 to blue and
we set the digits with labels 5-9 to red. We train the classifiers and a model of natural variation on
this data, and then we tested the classifiers on a dataset consisting of all the MNIST digits with red
backgrounds.
A.1.3 Background color: half red, half blue
We let domains A and B contain instances from MNIST-Red that have labels 5-9 as well as images
from MNIST-Blue with labels 0-4. Samples from domain A and B are shown in Figure 18a. Note
that while training on domain A, all classifiers did not have access to images of digits with red
backgrounds and the labels 0-4. We then test the classifiers on the entirety of MNIST-red to show
that baseline classifiers overfit to the background colors of the training set. This test set is shown in
Figure 18b.
The test accuracies for this experiment are shown in Figure 18c. Notably, the baseline classifiers
achieve nearly 50% test accuracy on MNIST-Red, as they are not able to generalize beyond the
unseen red backgrounds for digits with labels 0-4. On the other hand, the classifiers trained with
our model-based methods generalize to correctly classify the digits in the test set of MNIST-Red
with close to 98% accuracy.
In Figure 19, we take a closer look at the model of background colors that was learned for this
task. In particular, in Figure 19a, we show an image from domain A. Then in Figure 19b, we show
the result of gridding the nuisance space ∆ of the learned model. Note that in this neighborhood of
the origin, the regions of the nuisance space that result in red and blue backgrounds are roughly the
same size, which reflects the fact that half of the data in domains A and B have red backgrounds,
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(a) Original image.
(b) Nuisance space gridding. Gridding the
nuisance space in the rectangle [−2, 2] ×
[−2, 2] reveals that the approximately half
of ∆ will induce a red background, while
the other half will induce a red background.
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(c) Prediction matrix for the baseline. We compare the
ground truth labels with the predictions for the baseline
algorithm to evaluate its lack of robustness against the shift
in background colors between the training and test distribu-
tions.
Figure 19: MNIST: half red, half blue analysis. In the left column, we show a gridding of the
nuisance space for a representative sample from domain A. On the right, we show a matrix
corresponding to the ground truth and predicted labels for this experiment.
whereas the other half have blue backgrounds.
Finally, we also look at the prediction matrix for this experiment in Figure 19c. On the vertical
axis, we show the ground truth labels and on the horizontal axis we show the predicted labels. Note
that as the digits with labels 5-9 have red backgrounds in domain A, these images are generally
classified correctly, while images with ground truth labels 0-4 are almost always misclassified.
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(a) Domains A and B. Both domains con-
sist of the MNIST digits with different back-
ground colors. The digits with label 0 were
given red backgrounds, whereas the digits
with labels 1-9 were given blue backgrounds.
(b) Test data. The test data consists of the
MNIST digits with red backgrounds.
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(c) Results. The baseline classifiers achieve a test accuracy
of around 10% on the dataset of MNIST digits with red
background, whereas the model-based classifiers achieve
well over 95%.
Figure 20: Robustness to background colors on MNIST: one red, nine blue We now look at
a more challenging task corresponding to MNIST digits with different background colors. In
particular, we set the backgrounds of all digits with labels 0 to red and we set the digits with labels
1-9 to blue. We train the classifiers and a model of natural variation on this data, and then we tested
the classifiers on a dataset consisting of all the MNIST digits with red backgrounds.
A.1.4 Background color: one red, nine blue
A slightly more illuminating variant of the above experiment involves changing how much expo-
sure the baseline classifier gets to red backgrounds. To this end, we repeat the MNIST experiment
described above, but we change the domains A and B. Namely, we take domains A and B to be the
images from MNIST-Blue with labels 1-9 and images from MNIST-Red that have label 0. Again, the
test distribution was taken to be the entirety of MNIST-Red. These datasets are shown in Figures
20a and 20b.
In Figure 20c, we show the test accuracies of each classifier. Notably, the classifiers trained
with MRT and MDA achieve the same test accuracy as the upper bound of the ideal classifier.
Furthermore, consider that for this ten-class prediction task, a classifier that predicts a random
label for an input datum would achieve 10% accuracy. By this metric, it is clear that for this task the
baseline classifiers do not outperform random classifiers for this task.
As in Section A.1.3, we examine the nuisance space and the prediction matrix for this experiment
in Figure 21. In particular, Figure 21a shows an image from domain A. In 21b, we show a gridding
of nuisance space ∆.
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(a) Original image.
(b) Nuisance space gridding. Gridding the
nuisance space in the rectangle [−2, 2] ×
[−2, 2] reveals that only a small region can
generate images with blue backgrounds.
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(c) Prediction matrix for the baseline. We compare the
ground truth labels with the predictions for the baseline
algorithm to evaluate its lack of robustness against the shift
in background colors between the training and test distribu-
tions.
Figure 21: MNIST: half red, half blue analysis. In the left column, we show a gridding of the
nuisance space for a representative sample from domain A. On the right, we show a matrix
corresponding to the ground truth and predicted labels for this experiment.
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A.2 SVHN
The SVHN is a richer and more diverse dataset than MNIST, and therefore there are a larger family
of nuisances that present a significant challenge during classification from a robustness perspective.
In particular, in this subsection we will consider the following nuisances: contrast, brightness,
erasing, decolorization, colorization, and hue. As described in Appendix D, each of the domains for
these experiments can be obtained via thresholding or by applying known transformations to data.
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(a) Original. This is an exam-
ple of a low-contrast image from
SVHN.
(b) Grid. This figure shows a gridding of the nuisance space ∆ in
[−2, 2]× [−2, 2]. Note that by gridding ∆, we can generate high-contrast
images with the same semantic content as the image in (a).
Figure 22: SVHN contrast gridding. We show an image from domain A in (a) and a gridding of
subset of the nuisance space ∆ of the learned model of contrast in (b).
A.2.1 Robustness to contrast
In Section 6.1.2 of the main text, we showed that the model-based paradigm can provide high levels
of robustness against changes in contrast between the training data and the test data. In particular,
Figure 8c shows that the gap between the test accuracy of the baseline and model-based classifiers
approached 30% after 100 epochs.
In Figure 22, we explore the nuisance space ∆ for the model learned on domains A and B of
the experiment described in Section 6.1.2 of the main text. In Figure 22a, we show an image from
domain A. The model learned for this challenge is designed to transform low-contrast samples
from domain A to resemble high-contrast samples from domain B. In Figure 22b, we see that by
gridding ∆, the model effectively maps this low-contrast sample to samples with higher contrast.
Moreover, this gridding reveals that rather than learning a one-to-one mapping between samples
from A and corresponding samples in B, the model learns a multi-modal output distribution, which
is evinced by the different background colors and hues seen in this grid.
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(a) Domain A. Domain A consisted of low-
brightness images from SVHN.
(b) Domain B. Domain B consisted of high-
brightness images from SVHN.
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(c) Results. Test accuracies of the trained classifiers.
Figure 23: SVHN brightness. Model based classifiers significantly outperform baseline classifiers
when trained on low-brightness images and tested on high-brightness images. The gap between
the baseline and model-based classifiers approaches 40 percentage points after 100 epochs.
A.2.2 Robustness to brightness (low to high)
In Section 6.1.3, we showed that differences in brightness on GTSRB can cause significant drops in
test accuracy. Further, we showed that model-based training can help to provide robustness to this
nuisance.
The story is similar on SVHN. In Figures 23a and 23b, we show images from domains A and
B, which contain low- and high-brightness samples respectively. The goal of this experiment is
to train on samples from domain A and then to test on samples from the test set of domain B. In
Figure 23c, we see that baseline methods approach 30% test accuracy on the test set for domain B.
Conversely, the MRT and MDA classifiers reach test accuracies of more than 60%. This represents a
more than 30% improvement over the baselines.
Notably, the classifier trained with MAT does very poorly here. As discussed in Section 7, we
find that in general zeroth order methods such as MRT and MDA are more natural algorithms for
this task, as MAT cannot effectively leverage the geometry of the manifold at the output of the
learned model.
In Figure 24, we show an image from domain A in (a). In Figure 24b. we show the images
generated by gridding the 2-dimensional nuisance space ∆. This shows that by sampling δ ∈ ∆, we
can generate a multimodal distribution of high-brightness images that correspond to low-brightness
samples from domain A.
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(a) Original. This is an example
of a low-brightness image from
SVHN.
(b) Grid. This figure shows a gridding of the nuisance space ∆ in
[−2, 2]× [−2, 2]. Note that while each of these samples is brighter than
the original image in (a), one can obtain a range of background colors
and hues by sampling from ∆.
Figure 24: Gridding a model of brightness on SVHN. We show an image from domain A in (a)
and a gridding of subset of the nuisance space ∆ of the learned model of brightness in (b).
A.2.3 Robustness to brightness (medium to all)
In an experiment similar to that of the previous section, in this section we again consider the
robustness of classifiers trained on subsets of SVHN that correspond to different brightness levels.
In this case, we take domain A to be medium-brightness samples from SVHN and we take domain
B to be all of SVHN. Samples from these domains are shown in Figures 25a and 25b.
We train a model of natural variation to map samples from domain A to B and perform model-
based training using this model. The test accuracies of the baseline and model-based classifiers
are shown in Figure 25c. On this task, the classifiers trained with MRT and MDA outperform the
baselines by as much as 10%. On the other hand, the classifier trained with MAT lags around 10%
behind the baselines.
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(a) Domain A. Domain A consisted of
medium-brightness images from SVHN.
(b) Domain B. Domain B consisted of im-
ages of all different brightness levels in
SVHN.
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(c) Results. The MRT and MDA classifiers outperform the
baselines by nearly 10% in this task.
Figure 25: Robustness to all levels of brightness on SVHN. We show that by training a model of
natural variation to map from medium brightness samples from SVHN to all of SVHN, we can
outperform baseline classifiers on test samples from all levels of brightness.
A.2.4 Robustness to erasing with a known model
In many cases, models of a source of natural variation are known and thus it is not necessary
to learn these models from data. For example, one technique often used in the computer vision
community to avoid overfitting is random erasing, or randomly removing parts of images and
replacing them with black rectangles [105]. In the case of random erasure, an explicit model is
readily available; a black rectangle can be artificially inserted into an image by randomly selecting a
point in ∆ ⊂ R4 where the four dimensions represent the x- and y-component, width, and height of
the rectangle. For clarity, we explicitly describe this transformation in Algorithm 5. Throughout, we
use the notation [k] := {0, 1, . . . , k− 1}, and H, W are universal constants representing the height
and width of the images in a given dataset.
Algorithm 5 Known model for erasure
Inputs: image x ∈ RC×H×W , δ := (x, y, h, w) ∈ ∆ := [W]× [H]× [W]× [H]
Outputs: new image x ∈ RC×H×W
1: max_size← max{H, W}/2
2: A := [0, min(H − y, max_size)]
3: y_h← ΠA(h) # Get height of erased region
4: B := [0, min(W − x, max_size)]
5: x_w← ΠB(w) # Get width of erasure region
6: x[:, y : y + y_h, x : x + x_w] = 0 # Erase region in x
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(a) Domain A. Domain A consisted of sam-
ples from SVHN.
(b) Domain B. Domain B consisted of sam-
ples from SVHN with random erasing.
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(c) Results. By using the known model, the MRT and MDA
classifiers achieved close to a 10% increase in test accuracy
over the baselines.
Figure 26: Robustness to erasing on SVHN with a known model. We use a known model of
erasing to test the robustness of model-based and baseline classifiers to random erasing.
To test the efficacy of a known model rather than a model learned from data, we let domain
A comprise data from SVHN and domain B contain the same data with random erasure. These
datasets are shown in Figures 26a and 26b respectively. In Figure 26c, we see that our model-based
methods achieve more than 10% improvement over the baseline and PGD classifiers by leveraging
the known model of random erasing. More specifically, since the model-based classifiers are
exposed to images with random erasing during training time, they are consequently more robust
to this transformation at test time.
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A.2.5 Robustness to erasing with a learned model
We repeated the experiment of the previous section with a learned model. We also increased the
probability of random erasing to 75% (as opposed to 50% in the previous experiment) so that the
MUNIT model could be exposed to enough erased data. This made the task noticeably harder,
and consequently the accuracy of the baseline classifiers dropped by 5-10% vis-a-vis the previous
experiment. In this case, the improvements over the baselines are more modest than in the previous
experiment. Indeed, by examining the impact of gridding the nuisance space ∆ of this learned
model in 28, we see that the model did not learn to erase patches in the image. The improvement in
the test accuracy on the test set for domain B is therefore simply an artifact of the model’s ability to
produce a diverse set of images with different hues and background colors.
We can make a number of useful conclusions from this experiment. Firstly, if a known model
is available, it is oftentimes effective to use it rather than train a model from data. Further, this
experiment reinforces the notion that the utility of model-based training is limited by the quality
of the underlying model. In Section 7.2, we look more closely at this conjecture. On the other
hand, in this challenging task, we find that in spite of a model that doesn’t capture the essence of
the desired factor of natural variation, the model-based classifiers still outperform the baselines.
Thus even when models aren’t effectively learned, they can still introduce other factors of natural
variation such as background color and hue into the training data. This exposure to a larger and
more diverse set of data is a useful feature of model-based training, and one that we will explore in
future work.
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(a) Domain A. Domain A consisted of sam-
ples from SVHN.
(b) Domain B. Domain B consisted of sam-
ples from SVHN with random erasing.
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(c) Results. The gains made by the MRT and MDA clas-
sifiers over the baselines are less pronounced than in the
previous experiment with the known model. These model-
based classifiers achieve around a 5% improvement over
the baselines.
Figure 27: Robustness to erasing on SVHN with a learned model. We repeat the experiment
of the previous section with a learned model of erasing. We report more modest gains over the
baseline classifiers for the MRT and MDA classifiers for this task than for the known model.
(a) Original. This is a represen-
tative image from SVHN.
(b) Grid. We gridded the nuisance space ∆ of the learned model. In this
case, it seems that the model did not learn a useful model for erasing.
Figure 28: Gridding a model of erasing on SVHN. We show an image from domain A in (a) and a
gridding of subset of the nuisance space ∆ of the learned model of erasing in (b).
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(a) Domain A. Domain A consisted of
grayscale images fro SVHN.
(b) Domain B. Domain A consisted of RGB
images fro SVHN.
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(c) Results. We see modest improvements over the baselines
in this task, which is largely due to the fact that the SVHN
dataset already contains images that are close to grayscale.
Figure 29: Robustness to colorization on SVHN. By taking domains A and B to contain grayscale
and RGB color images from SVHN respectively, we can achieve moderate levels of robustness
against the shift from domain A to domain B.
A.2.6 Robustness to colorization
We next turn our attention to examining the robustness of SVHN with respect to colorization. That
is, we take domain A to contain grayscale images from SVHN, and we take domain B to contain
the corresponding RGB images. Images from both of these domains are shown in Figures 29a and
29b. We learned a model to map grayscale images in domain A to RGB images in domain B.
In Figure 29c, we show the test accuracies obtained by testing the baseline and model-based
classifiers on test data from domain B. For this colorization task, we achieve a small improvement
of close to 3% over the baseline classifiers.
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(a) Domain A. Domain A consisted of RGB
samples from SVHN.
(b) Domain B. Domain B consisted of
grayscale images from SVHN.
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(c) Results. On this task, we achieve approximately the
same results as the baselines.
Figure 30: Robustness to decolorization on SVHN. We do not improve over the baselines in this
task as there are already images in SVHN that are close to grayscale, and therefore the task does
not present as significant a challenge as other presented in this section.
A.2.7 Robustness to decolorization
We also preformed the inverse experiment to that of the previous section. That is, we let domain
A contain RGB images from SVHN and we let domain B contain the corresponding grayscale
images. As shown in Figure 30, this task is not as challenging as those reported previously, and
consequently we achieve around the same performance as the baseline classifiers. A gridding of
the nuisance space ∆ of the learned model for this task is shown in Figure 31.
This experiment can be seen as the complement of the experiment for erasing on SVHN with
a learned model presented in Section A.2.5. In this case, the model shown in Figure 31 creates
realistic grayscale images that correspond closely to the original input image shown in Figure 31a.
However, as this task is quite easy, the model is ineffective as the task is not challenging enough for
the baselines.
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(a) Original. This is a represen-
tative image from SVHN.
(b) Grid. We gridded the nuisance space ∆ in [−2, 2]× [−2, 2] to show
images that can be obtained by sampling from ∆.
Figure 31: Gridding a model of decolorization on SVHN. We show an image from domain A in
(a) and a gridding of a subset of the nuisance space ∆ of the learned model of decolorization in (b).
A.2.8 Hue and background color
Another notable challenge on SVHN is that of hue. In particular, we let domain A be RBG images
from the SVHN dataset, and we took domain B to be the same images with an inverted HSV color
spectrum. Example images from domains A and B are shown in Figures 32a and 32b. In contrast to
other challenges, many datasets such as SVHN have a rich diversity in hue, and consequently this
nuisance doesn’t pose as significant a challenge as brightness or contrast.
In this experiment, the model that we learned reflected the fact that SVHN has a wide range of
background colors and hues. In Figure 33a, we show an image from SVHN. Then in Figure 33b we
show a the output images generated by gridding the nuisance nuisance space ∆. This gridding
reveals that by sampling different δ ∈ ∆, we can generate images with the same semantic content
(i.e. the image contains the same “six” house sign number) but with different background colors
and hues.
The results of this experiment are shown in Figure 32c. Indeed, as SVHN already contains a
diversity of hues, the MDA classifiers performs below baseline methods as baseline methods can
successfully generalize beyond background color. On the other hand, the MRT classifiers achieve
higher test accuracies as they search adversarially for challenging images. In this way, it seems
that searching for worst-case examples is more efficacious toward achieving high accuracy when
datasets already contain a diversity of samples with respect to a particular challenge. That being
said, in data-rich scenarios for factors of natural variation that are already present throughout the
dataset, the utility of learning a model and doing model-based training is not as significant as for
more challenging sources of variation.
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(a) Domain A. Domain A consisted of (RGB)
images from SVHN.
(b) Domain B. Domain B consisted of the
same samples from A with an inverted HSV
color spectrum.
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(c) Results. The MRT classifiers impove marginally over
the baselines in this experiment, while the MAT and MDA
classifiers lag behind the baselines.
Figure 32: Robustness to hue on SVHN. We take domains A and B to be RGB and the correspond-
ing HSV images from SVHN. We learned a model to map from domain A to domain B, which we
used to perform model-based training.
A.3 GTSRB
In the final subsection of this appendix, we give additional details that correspond to the experi-
ments in Section 6.1 that use the GTSRB dataset.
A.3.1 Robustness to contrast
We first consider the robustness of GTSRB to changes in contrast. More specifically, we let domain
A contain low-contrast samples on GTSRB and we let domain B contain high-contrast samples from
GTSRB. Images from these domains are shown in Figure 34a and 34b. As in previous experiments,
we first train a model on training data from domains A and B. We then perform model-based
training using this model with training data from domain A and we also train the baseline classifiers
with the training data from domain A.
The results from this experiment are shown in Figure 34c. Interestingly, we see that the MAT
classifier reaches the highest test accuracy on images from the test set of domain B. This stands in
contrast to previous tasks in which the MAT classifiers lagged behind the baseline, MRT, and MDA
classifiers. Notably, the MRT and MDA classifiers also outperform the baselines by around 5% on
average.
In Figure 35, we grid the nuisance space ∆ of the learned model to show that by sampling δ ∈ ∆,
we can produce a range of images with the same semantic content but with varying contrast.
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(a) Original. This image is a rep-
resentative sample from SVHN.
(b) Grid. We gridded the nuisance space ∆ in [−2, 2]× [−2, 2] of the
learned model of hue to show that by sampling different δ ∈ ∆, we can
generate images with different hues.
Figure 33: Gridding a model of hue on SVHN. By gridding the nuisance space of the model
learned for hue on SVHN, we see that by varying δ ∈ ∆, we can achieve a diversity of background
colors for the same image.
A.3.2 Robustness to brightness
A gridding of the nuisance space in 36 for the learned model we used in Section 6.1.3 reveals that
the model trained for this task was able to generate a range of images in daylight. Indeed, while
this model retains artifacts such as the vertical lines in the background of the image in 36a, it learns
to change the lighting conditions from dark to light.
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(a) Domain A. Domain A consisted of low-
brightness samples from GTSRB.
(b) Domain B. Domain B consisted of high-
brightness sample from GTSRB.
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(c) Results. The MAT and MDA classifiers improve over
baselines by between 5 and 10% when tested on the test set
from domain B.
Figure 34: Robustness to contrast on GTSRB. We consider a task in which domains A and B
contain low- and high-brightness images respectively. When testing on domain B, we see that
model-based classifiers outperform the baselines by between 5 and 10%.
(a) Original. This image is a rep-
resentative low-contrast samples
from GTSRB.
(b) Grid. We gridded the nuisance space ∆ of the learned model of
contrast to show the range of high-contrast images we obtain.
Figure 35: Gridding a model of contrast on GTSRB. We show an image from domain A in (a) and
a gridding of subset of the nuisance space ∆ of the learned model of contrast in (b).
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(a) Original. This image is a rep-
resentative low-brightness sam-
ple from GTSRB.
(b) Grid. We gridded the nuisance space ∆ of the learned model of
brightness to show the range of high-brightness images we obtain.
Figure 36: Gridding a model of brightness on GTSRB. We show an image from domain A in (a)
and a gridding of subset of the nuisance space ∆ of the learned model of brightness in (b).
B Appendix B: Experiments across domains
In this appendix, we present results that support those given in Section 6.2. In particular, we
consider tasks in which we train a model of natural variation on one dataset and then use that
model on another dataset.
B.1 MNIST variants
In Appendix A.1.2, we described an experiment in which we first trained a model to change the
background colors in the MNIST digits from blue to red. Then by applying this model to other
similar datasets with blue backgrounds, we performed model-based training and subsequently
tested each trained classifier on images with red backgrounds.
In Figure 37, we show the test accuracy plots corresponding to Table 5 for this background color
robustness task. Note that for each dataset, the model-based classifiers outperform the baseline
classifiers despite the fact that the model of background color changes has been learned on MNIST.
As shown in Table 4, the images produced by the model semantically resemble the corresponding
inputs. This allows the model-based classifiers to perform well against the unseen red backgrounds
on each of these datasets. On the other hand, the baseline classifiers are erratic. At times, such on
the USPS dataset, the test accuracy approaches that of the model-based classifiers. In other cases,
such as on E-MNIST and K-MNIST, the test accuracy is significantly below that of the model-based
classifiers, signaling that these classifiers have overfit to blue backgrounds.
We also repeated the experiment described in Appendix A.1.4, wherein we colorized each
MNIST digit according to its label. More specifically, we changed the background color for images
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with the label 0 to red, and we change the background color for images with the labels 1-9 to blue.
By letting these images comprise both domains A and B on MNIST, we learned a model that could
generate images of all of the digits with red and blue backgrounds. See Appendix A.1.4 for details.
After learning this model, we created similar domains for the MNIST variants mentioned in Section
6.2.1 and used the model learned on MNIST to perform model-based training.
The results of these experiments are shown in Figures 38. Notably, in each figure, despite the
fact that the model G was trained on a separate dataset, classifiers trained with our model-based
paradigm significantly outperformed the baseline methods.
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Figure 37: Reusing a learned model on MNIST variants with mixed label colors. For a range of
MNIST-like dataset, we consider a task in which the training data has blue backgounds and the
test data has red backgrounds. The test accuracies corresponding to baseline and model-based
algorithms are shown for each dataset in the above plots.
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Figure 38: Reusing a learned model of background colors on MNIST variants. For a range of
MNIST-like dataset, we train using a model trained on MNIST to perform model-based training.
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(a) RGB to grayscale. As we showed in Appendix
A, the task of providing robustness to the shift from
RGB to grayscale is not as challenging as some of
the other nuisances that we consider in this paper.
All methods achieve approximately the same test
accuracy.
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(b) Grayscale to RGB. When we train on grayscale
images from SVHN and test on RGB images, the
model-based methods marginally improve over the
baselines.
Figure 39: Robustness to color on SVHN with a model learned on MNIST-m. We consider the
task of learning a model on MNIST-m and then using it to provide robustness to shifts between
RGB and grayscale on SVHN.
B.2 MNIST-m and SVHN
In many cases, one can learn a model that accurately maps samples from one domain to another,
but that does not result in larger performance improvements after model-based training. This
largely stems from the fact that some nuisances are already well represented in the training data
distribution. To illustrate this point, we consider two related experiments. In one experiment, we
learned a model that mapped from grayscale to RGB images on MNIST-m; in the other, we learned
a model that mapped in the opposite direction from RGB to grayscale images. Images generated by
both models are shown in Figure 8. Note that these models learn very accurate mappings from
RGB to grayscale and vice versa. In the first column, an RGB sample from SVHN is mapped to a
grayscale image that closely resembles the input; similarly, the grayscale image in the right column
is mapped to a convincing colorized version of the same number.
We performed model-based training using these models on samples from SVHN and compared
the performance to the baselines. The results are shown in Figure 39. Note that in both tasks,
we improve only marginally over the baselines. This is largely because the task is not inherently
challenging enough. SVHN already contains images with a diversity of RGB images, some of
which are close to grayscale.
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Dataset D′
SVHN SVHN
Original
samples
from D′
Model-
based
samples
Table 8: Applying a model learned on MNIST-m to SVHN. We show samples from SVHN in the
top row; in the bottom row, we show the outputs produced by passing the top row images through
models learned on MNIST-m of decolorization and colorization respectively.
B.3 GTSRB and CURE-TSR
In this subsection we perform model-based training by first learning a model on GTSRB and then
using this model to perform model-based training on CURE-TSR. In Section 6.2.2, we showed that
by learning a model of brightness on GTSRB, we can achieve large improvements in test accuracy
against the same source of natural variation on CURE-TSR by using this model. In the left column
of Table 9, we show a sample produced by this model.
We also considered the challenge of brightness or exposure on the same datasets. The model of
natural variation was trained to map samples with low brightness to high brightness on GTSRB.
The classifiers were then trained on samples from CURE-TSR challenge-level 0 data and tested them
on CURE-TSR challenge-level 3 exposure data. Images from both of these CURE-TSR domains are
shown in Figures 40a and 40b respectively.
Figure 40c shows that the MRT and MDA classifiers outperform the PGD classifiers by around
3% on average. Further, these classifiers outperform the vanilla classifier by almost 10%. Also
notable is the fact that MAT outperforms all other algorithms by as much as 10%. Interestingly, the
variance of the baselines is rather high when compared to the model-based classifiers.
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Dataset D′
CURE-TSR
(Darkening)
CURE-TSR
(Exposure)
Samples
from D′
Model-
based
samples
Table 9: Applying a model learned on GTSRB to CURE-TSR. We show samples from CURE-TSR
in the top row; in the bottom row, we show the outputs produced by passing the top row images
through models learned on GTSRB of darkening and exposure respectively.
(a) Training data. We trained all classifiers
on challenge-level 0 images from CURE-
TSR.
(b) Test data. We tested all classifiers on ex-
posure challenge-level 3 images from CURE-
TSR.
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(c) Results. We see modest improvements over the base-
lines by the MRT and MDA classifiers. Notably, the MAT
classifier outperforms all other methods by as much as 10%.
Figure 40: Robustness to exposure on CURE-TSR using a model learned on GTSRB. We trained
a model on GTSRB to map from low-brightness to high-brightness samples. Then, we used the
model to perform model-based training on challenge-level 0 samples from CURE-TSR and tested
on challenge-level 3 exposure images from CURE-TSR.
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C Appendix C: Out-of-distribution experiments
In Section 6.3, we considered out-of-distribution experiments using data from the CURE-TSR
dataset. In particular, in Section 6.3.1, we showed that by learning a model of natural variation for
the snow nuisance, we were able to outperform baseline classifiers which had access to the same
data. In Table 6 in Section 6.3, we recorded similar experiments to the one presented in Section
6.3.1 for a variety of forms of natural variation. In this appendix, we provide additional analysis
of these results. Throughout, we will show images from the CURE-TSD dataset to illustrate the
different kinds of natural variation in the CURE-TSR dataset we provide robustness to. Note that
the CURE-TSR dataset is derived from the CURE-TSD dataset by simply cropping out the street
signs. We feel that it is more illustrative to show the full uncropped images when demonstrating
the form of natural variation, which is why we display the images from CURE-TSD rather than
from CURE-TSR. For completeness, in Appendix D, we show samples from the CURE-TSR dataset.
C.1 Decolorization
In a similar manner to the results obtained for the snow challenge on CURE-TSR, the decolorization
challenge presents a significant challenge from a robustness perspective. In Figure 41a, we show
data corresponding to each challenge level of decolorization. Note that challenge-level 0 is not
decolized at all, whereas challenge-level 5 is grayscale and thus completely decolorized.
In Figure 41b, we show the accuracies of baseline and model-based classifiers trained on data
from the decolorization subset of CURE-TSR. We see that while baseline methods achieve around
90% test accuracy on challenge-level 2 when trained on challenge-levels 0 and 1, this figure drops
by as much as 20% for the PGD classifier and 10% for the vanilla classifier. On the other hand,
the test accuracies of the MRT and MDA classifiers do not drop significantly across any of the
challenges. This demonstrates that simply by training on the least challenging data, we can provide
robustness against even the most challenge data.
C.2 Haze
We repeated the experiment of the previous section with the data in CURE-TSR corresponding to
the haze nuisance. In Figure 42a, we show images corresponding to the difference challenge levels.
In Figure 42b, we see that as the challenge level increases, the gap between the MRT and MDA
classifiers and baseline classifiers increases to nearly 10%.
C.3 Shadow
In Figure 43a, we show images corresponding to the challenge levels 0-5 for the shadow subsets of
CURE-TSR. Notice that for challenge-level 0 data, there are no shadow stripes, whereas the dark
stripes are very pronounced in challenge-level 5 data. In Figure 43b, we show that as the challenge
level increases, the gap between the MRT and MDA classifiers and the baseline classifiers increases
to nearly 10%.
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(a) Challenge levels. Higher challenge levels correspond to more decolorization. That is, challenge-level 0
corresponds to an RGB image, whereas challenge-level 5 corresponds to a fully grayscale image.
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(b) Results. We show that as the decolorization challenge-level increases, the gap between the model-based
and baseline classifiers increases. This demonstrates that the model-based classifiers provide additional
robustness against out-of-distribution data corresponding to decolorization.
Figure 41: Out-of-distribution robustness to decolorization on CURE-TSR. We give an overview
of the out-of-distribution decolorization experiment described in Table 6. In (a), we show data
corresponding to different levels of decolorization. In (b), we show the test accuracies of trained
baseline and model-based classifiers.
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(a) Challenge levels. In this figure, we show different challenge levels corresponding to the CURE-TSR haze
subsets. Challenge-level 0 does not contain any haze, whereas challenge-level 5 contains high levels of haze.
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(b) Results. For challenge-level 2 test data, the MRT, MDA, and baseline classifiers all achieve nearly the
same levels of accuracy. As we move to challenge-level 5 data, the gap between the MRT and MDA classifiers
increases with respect to the baselines, reaching nearly 10%.
Figure 42: Out-of-distribution robustness to haze on CURE-TSR. FOr challenge levels 2-5, we
show that as the test data becomes more challenging for haze data from CURE-TSR, the gap
between baseline and model-based classifiers increases.
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(a) Challenge levels. We show example images corresponding to different challenge-levels for shadow in
the CURE-TSR dataset.
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(b) Results. On challenge-level 2 data, the classifiers trained on shadow data all show approximately the
same performance. However, on challenge-level 5 data, the gap between the baselines and model-based
classifiers increases to almost 10%.
Figure 43: Out-of-distribution robustness to shadow on CURE-TSR. We train all classifiers on
challenge-level 0 and 1 data and test on challenge-levels 2-5 corresponding to shadow. As the
challenge levels increase, so does the gap between the baseline and model-based classifiers.
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C.4 Rain
In Figure 44a, we show the challenge levels corresponding to the rain subsets of CURE-TSR. The
out-of-distribution test accuracies for challenge-levels 2-5 are shown in Figure 44b. As opposed to
the results for snow, decolorization, shadow, and haze, the results for the rain subset for CURE-TSR
are less pronounced. All classifiers other than MAT achieve approximately the same accuracies
across the different challenge levels.
88
(a) Challenge levels. We show examples from the subsets of CURE-TSR corresponding to different challenge
levels for the rain nuisance.
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(b) Results. Across all of the challenges, the MDA, MRT, and baseline classifiers all achieve similar levels of
accuracy.
Figure 44: Out-of-distribution robustness to rain on CURE-TSR. We show out-of-distribution
data and results for the rain subset of CURE-TSR.
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Dataset Description
MNIST [55]
The MNIST dataset contains grayscale images of handwritten num-
bers between 0 and 9.
SVHN [56]
The Street View House Numbers dataset contains images of numbers
0-9 cropped form a database of Google Street View images of houses.
GTSRB [57]
The German Traffic Signs Recognition Benchmark dataset contains
images of common street signs.
CURE-TSR [34]
The Challenging Unreal and Real Traffic Signs Recognition dataset
contains images of street signs with labeled factors of natural varia-
tion.
MNIST-m [65]
The MNIST-m dataset contains random background images over-
layed with the MNIST digits.
Fashion-MNIST [66]
The Fashion-MNIST dataset contains grayscale images of ten different
articles of clothing.
E-MNIST [67]
The E-MNIST dataset consists of grayscale images of uppercase and
lowercase letters from the Latin alphabet.
K-MNIST [68]
The Kuzushiji-MNIST dataset contains grayscale images of Kuzushiji
(cursive Japanese) characters.
Q-MNSIT [69]
The Q-MNIST dataset contains images derived from the NIST [106]
dataset in an attempt to rediscover the preprocessing steps used to
curate MNIST.
USPS [70]
The USPS dataset contains grayscale images of handwritten numbers
between 0 and 9.
Table 10: Dataset descriptions. We provide a brief description of the datasets used in this paper.
D Appendix D: Details concerning datasets and domains
As mentioned in Section 6, we used ten different datasets in this work to fully evaluate the efficacy
of the model-based algorithms we introduced in Section 5. For several of these datasets, we curated
subsets corresponding to different factors of natural variation, which we refer to as domains. In this
appendix, we briefly introduce each of the datasets that we used and we explain more fully how
we curated the domains used in Section 6.
D.1 Datasets used in this paper
In Table 10, we provide a brief description of each of the datasets used in this paper, and in Figure
45 we show samples from each of these datasets. Many of these datasets are common benchmarks
in machine learning, such as MNIST and SVHN. On the other hand, the CURE-TSR dataset was
curated relatively recently to provide the machine learning community with data corresponding
to realistic scenarios with labeled factors of natural variation. We will look toward extending this
work toward datasets corresponding to tasks other than classification (e.g. detection) in future
work.
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(a) MNIST dataset. (b) SVHN dataset.
(c) GTSRB dataset. (d) CURE-TSR dataset.
(e) MNIST-m dataset. (f) Fashion-MNIST dataset.
(g) E-MNIST dataset. (h) K-MNIST dataset.
(i) Q-MNIST dataset. (j) USPS dataset.
Figure 45: Datasets. Figures (a)-(j) show samples from the datasets used in this paper.
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(a) Batch from MNIST. (b) Colorized batch from MNIST.
Figure 46: Creating the colorized MNIST dataset. The figure on the left shows a batch of images
from the original MNIST dataset. Colorized versions of these MNIST digits are shown on the right.
D.2 Curating dataset domains
Generally speaking, we obtain domains in one of two ways. When possible, we threshold datasets
based on factors of natural variation that are easily computable based on pixel values. For example,
a simple metric for determining the brightness in an image is the mean pixel value of that image. By
thresholding images from a given datasetD on such a metric, we can curate domains corresponding
to different amounts of natural variation. Alternatively, when such metrics are difficult to compute
or do not exist, we apply transformations to randomly selected datapoints to artificially create
subsets with different kinds of natural variation.
In each of the following subsections, we provide additional details corresponding to how
domains were curated on particular datasets.
D.2.1 MNIST dataset colorization
In Section 6.1.1, we used a colorized versions of the standard MNIST dataset. Each image in the
MNIST dataset is a 28× 28 array of pixels; the handwritten digit in each image is white and the
background is black. So to colorize these images, we first stacked three copies of each image to form
a three-tensor in [0, 1]28×28×3. Then, by masking each image for pixels that were completely black,
we replaced these pixels with the desired RGB values. Pseudocode for changing the background
colors using this masking technique is provided in Algorithm 4 in Section A. One batch of the
original MNIST dataset and the corresponding colorized digits are shown in Figure 46.
D.2.2 SVHN and GTSRB thresholding
In Sections 6.1.2 and 6.1.3, as well as in Appendix A, we used data from SVHN and GTSRB to train
neural networks to be robust against contrast and brightness nuisance variation. We define the
brightness B(x) of an RGB image x to be the mean pixel value of x, and we define the contrast C(x)
to be the difference between the largest and smallest pixel values. Table 11 show the thresholds we
chose for contrast and brightness on SVHN and GTSRB. Note that these thresholds were chosen
somewhat subjectively to reflect our perception of low, medium and high values of brightness and
contrast. We intend to experiment with different thresholds in future work.
Figure 47 shows a summary of the subsets of SVHN that we compiled corresponding to
brightness. In particular, Figure 47a shows a histogram of the brightnesses of images in SVHN. We
used this histogram to set thresholds for low, medium, and high brightness, which are given in
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SVHN GTSRB
Low Medium High Low Medium High
Brightness B < 60 100 < B < 150 B > 160 B < 40 85 < B < 125 B > 170
Contrast C < 70 80 < C < 90 C > 190 C < 70 150 < C < 200 C > 240
Table 11: Brightness and contrast thresholds. This table shows the thresholds we chose to represent
low, medium, and high values of contrast and brightness for SVHN and GTSRB.
Table 11. The images below the histogram correspond to the bins of the histogram; that is, images
further to the left in Figure 47a have lower brightness, whereas images further to the right have
high brightness. In Figures 47b, 47c, and 47d, we show samples from the subsets of low, medium
and high contrast subsets of SVHN that we compiled.
Figure 48 tells the same story as 47 for the contrast nuisances in SVHN. Again, Figure 48a shows
a histogram and accompanying images corresponding to different values of contrast. Figures
48b, 48c, and 48d show samples from the subsets of low, medium, and high contrast images we
compiled.
We repeat this analysis of the brightness and contrast thresholding operations for GTSRB in
Figures 49 and 50. Again, the difference between high- and low-brightness samples is remarkable,
as is the difference in the samples corresponding to high- and low-contrast. However, an interesting
difference between the distributions of brightness and contrast on GTSRB vis-a-vis SVHN is that
the distributions for GTSRB are skewed, whereas the distributions for SVHN are close to being
symmetric.
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(a) SVHN brightness histogram. The histogram
shows the distribution of pixel brightness for
SVHN. The images below the histogram corre-
spond to the bins of the histogram, meaning sam-
ples to the left have low brightness whereas sam-
ples further to the right have higher brightness.
(b) Low brightness samples. Samples drawn from
SVHN with B(x) < 60.
(c) Medium brightness samples. Samples drawn
from SVHN with 100 < B(x) < 150.
(d) High brightness samples. Samples drawn from
SVHN with B(x) > 160.
Figure 47: SVHN brightness thresholding overview.
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(a) SVHN contrast histogram. The histogram
shows the distribution of pixel contrast for
SVHN. The images below the histogram corre-
spond to the bins of the histogram, meaning sam-
ples to the left have low contrast whereas sam-
ples further to the right have higher contrast.
(b) Low contrast samples. Samples drawn from
SVHN with C(x) < 70.
(c) Medium contrast samples. Samples drawn from
SVHN with 80 < C(x) < 90.
(d) High contrast samples. Samples drawn from
SVHN with C(x) > 190.
Figure 48: SVHN contrast thresholding overview.
95
(a) GTSRB brightness histogram. The his-
togram shows the distribution of pixel brightness
for GTSRB. The images below the histogram cor-
respond to the bins of the histogram, meaning
samples to the left have low brightness whereas
samples further to the right have higher bright-
ness.
(b) Low brightness samples. Samples drawn from
GTSRB with B(x) < 40.
(c) Medium brightness samples. Samples drawn
from GTSRB with 85 < B(x) < 125.
(d) High brightness samples. Samples drawn from
GTSRB with B(x) > 170.
Figure 49: GTSRB brightness thresholding overview.
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(a) SVHN contrast histogram. The histogram
shows the distribution of pixel contrast for
SVHN. The images below the histogram corre-
spond to the bins of the histogram, mening sam-
ples to the left have low contrast whereas sam-
ples further to the right have higher contrast.
(b) Low contrast samples. Samples drawn from GT-
SRB with C(x) < 70.
(c) Medium contrast samples. Samples drawn from
SVHN with 150 < C(x) < 200.
(d) High contrast samples. Samples drawn from
SVHN with C(x) > 240.
Figure 50: SVHN contrast thresholding overview.
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(a) Batch from MNIST-m. (b) Decolorized batch from MNIST-m.
Figure 51: Decolorized samples from MNIST-m.
D.2.3 Artificial transformations
In Sections 6.1 and 6.2, we also investigated the impact of nuisances such as random erasing,
decolorization, and changes in hue. To create domains corresponding to these nuisances, we
applied transformations from the torchvision.transforms library5. For example, in Figure 51,
we show images from MNIST-m and the corresponding decolorized images using the Grayscale
transform from the torch.transforms library. In future work, we plan to explore more of these
data transformations.
D.2.4 CURE-TSR: labeled challenges
The CURE-TSR dataset was recently curated to provide challenging data with realistic forms of
natural variation such as snow, rain, and haze. Usefully, this dataset contains labels corresponding
to different factors of natural variation. By leveraging this structure, we were able to carry out
the experiments by creating domains that corresponded to the labeled nuisances. In Figure 12 of
Section 6.3 as well as Figures 41, 42, 43, and 44, we show samples corresponding to the labelled
nuisances in this dataset.
5https://pytorch.org/docs/stable/torchvision/transforms.html
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E Appendix E: Training details and architectures
This appendix details the implementation details of the neural networks trained in this work. All
experiments described in Section 6 and 7 were run on four NVIDIA RTX 5000 GPUs.
E.1 MUNIT framework
For completeness, we give a brief overview of the MUNIT framework [4] and described the
architecture we used for MUNIT in this paper.
To begin, let xA ∈ A and xB ∈ B be images from two unpaired image domains A and B; in
the notation of the previous section, we assume that these images are drawn from two marginal
distributions PA and PB. Further, the MUNIT model assumes that each image from either domain
can be decomposed into two components: a style code s that contains information about factors of
natural or nuisance variation, and a content code c that contains information about higher level
features such as the label of the image. Further, it is assumed that the content codes for images in
either domain are drawn from a common set C, but that the style codes are drawn from domain
specific sets SA and SB. In this way, a pair of corresponding images (xA, xB) are of the form
xA = DecA(c, sA) and xB = DecB(c, sB), where c ∈ C, sA ∈ SA, sB ∈ SB, and where DecA and DecB
are unknown decoding networks corresponding to domains A and B respectively. The authors of
[4] call this setting a partially shared latent space assumption.
The MUNIT model consists of an encoder-decoder pair (EncA, DecA) and (EncB, DecB) for
each image domain A and B. These encoder-decoder pairs are trained to learn a mapping that
reconstructs its input. That is, xA ≈ DecA(EncA(xA)) and xB ≈ DecB(EncB(xB)). More specifically,
EncA : A → C × SA is trained to encode xA into a content code c ∈ C and a style code sA ∈ SA.
Similarly, EncB : B → C × SB is trained to encode xB into c ∈ C and sB ∈ SB. Then the decoding
networks DecA : C × SA → A and DecB : C × SB → B are trained to reconstruct the encoded pairs
(c, sA) and (c, sB) into the respective images xA and xB.
Inter-domain image translation is performed by swapping the decoders. In this way, to map an
image xA from A to B, xA is first encoded into EncA(xA) = (c, sA). Then, a new style vector sB is
sampled from SB from a prior distribution piB on the set SB and the translated image xA→B is equal
to DecB(c, sB). The translation of xB from B to A can be described via a similar procedure with
EncB, DecA, and a prior piA supported on SA. In this paper, we follow the convention used in [4] as
use a Gaussian distribution for both piA and piB with zero mean and an identity covariance matrix.
Training an MUNIT model involves considering four loss terms. First, the encoder-decoder
pairs (EncA, DecA) and (EncB, DecB) are trained to reconstruct their inputs my minimizing the
following loss:
`recon = ExA∼PA ||DecA(EncA(xA))− xA||1 +ExB∼PB ||DecB(EncB(xB))− xB||1
Further, when translating an image from one domain to another, the authors of [4] argue that we
should be able to reconstruct the style and content codes. By rewriting the encoding networks as
EncA(xA) = (EnccA(xA), Enc
s
A(xA)) and EncB(xB) = (Enc
c
B(xB), Enc
s
B(xB)), the constraint on the
content codes can be expressed in the following way:
`crecon = EcA∼P(cA)
sB∼piB
||EnccB(DecB(cA, sB))− cA||1 +EcB∼P(cB)
sA∼piA
||EnccA(DecA(cB, sA))− cB||1
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Name Value
Number of iterations 10000
Batch size 1
Weight decay 0.0001
Weight initialization Kaiming
Learning rate 0.0001
Learning rate policy Step
γ (learning rate decay amount) 0.5
λx 10
λc 1
λs 1
Table 12: MUNIT hyperparameters.
where P(cA) is the distribution given by cA = EnccA(xA) where xA ∼ PA and P(cB) is the distri-
bution given by cB = EnccB(xB) where xB ∼ PB. Similar, the constraint on the style codes can be
written as
`srecon = EcA∼P(cA)
sB∼piB
||EncsB(DecB(cA, sB))− sB||1 +EcB∼P(cB)
sA∼piA
||EncsA(DecA(cB, sA))− sA||1 .
Finally, two GANs corresponding to the two domains A and B are used to form an adversarial loss
term. The GANs use the decoders DecA and DecB as the respective generators for domains A and
B. By denoting the discriminators for these domains by DA and DB, we can write the GANs as
(DecA, DA) and (DecB, DB). In this way, the final loss term takes the following form:
`GAN = EcA∼P(cA)
sB∼piB
[log (1− DB(DecB(cA, sB)))] +ExB∼PB [log DB(xB)]
+EcB∼P(cB)
sA∼piA
[log (1− DA(DecA(cB, sA)))] +ExA∼PA [log DA(xA)]
Using the four loss terms we have described, the MUNIT framework uses first-order methods
to solve the following nonconvex optimization problem:
min
EncA,EncB
DecA,DecB
max
D1,D2
`GAN + λx`recon + λc`
c
recon + λs`
s
recon
E.2 Hyperparameters and implementation of MUNIT
In this subsection, we discuss hyperparameters and implementation details for MUNIT. In partic-
ular, in Table 12 we record the hyperparameters we used for training MUNIT models of natural
variation. The hyperparameters we selected are generally in line with those suggessted in [4].
The most relevant difference is that for each of the models we learn in this paper, we use a two-
dimensional latent space. This allows us to easily visualize the space of generated images. Analysis
of the latent space of these learned models is available in Appendix A.
We use the same architetures for the encoder, decoder, and discriminative networks as are
described in Appendix B.2 of [4].
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