In this paper we show that Sun-viewing images obtained by the Mars Science Laboratory (MSL) Navigation Cameras (Navcam) can be used for retrieving the dust optical depth and constrain the aerosol physical properties at Gale Crater by evaluating the sky brightness as a function of the scattering angle. We have used 65 Sun-pointing images covering a period of almost three Martian years, from MSL mission sol 21 to sol 1646 (MY 31 to 33). Radiometric calibration and geometric reduction were performed on MSL Navcam raw image data records to provide the observed sky radiance as a function of the scattering angle for the near-Sun region (scattering angle from 4º to 30º). These curves were fitted with a multiple scattering radiative transfer model for a plane-parallel Martian atmosphere model using the discrete ordinates method. Modelled sky brightness curves were generated as a function of two parameters: the aerosol particle size distribution effective radius and the dust column optical depth at the surface. A retrieval scheme was implemented for deriving the parameters that generated the best fitting curve under a least-square error criterion. The obtained results present a good agreement with previous work, showing the seasonal dependence of both dust column optical depth and the effective particle radius.
Introduction
The dust aerosol suspended in the Martian atmosphere plays a key role in its climate, as the atmospheric thermal and dynamic structure, including the transport of the own aerosols, are mainly governed by the dust seasonal and spatial distribution and its radiative properties (e.g., Gierasch and Goody, 1972; Madeleine et al., 2011; Montabone et al. 2015) . The dust radiative properties, in particular the single scattering albedo, extinction efficiency and phase function result from the dust refractive indices, particle shape and the size distribution of the particles (Pollack et al., 1995; Liou, 2002) .
Many improvements have been achieved in our knowledge of Mars' airborne dust particle characteristics thanks to different exploration missions using both ground-based and orbital observations (e.g., Smith, 2008; Khare et al., 2017) . In the case of remote sensing instruments on-board orbiting spacecraft, while they can provide a wider spatial and temporal data coverage, uncertainties arise in the retrieval process due to the similarity in composition between atmospheric dust and surface .
Studies of dust physical properties and its atmospheric loading from Mars' surface have been performed at several locations and periods with different instrumentation and techniques: the Viking landers' atmospheric imaging retrievals were used to evaluate the dust particle size distribution, single scattering albedo and phase function (Pollack et al., 1995) . These properties were also derived using the Imager for Mars Pathfinder, which obtained Sun images and captured Martian sky brightness distribution at several wavelengths within the 440 to 965 nm range and characterised the atmospheric opacity and dust properties (Tomasko et al., 1999; Markiewicz et al., 1999) . The Mars Exploration Rovers (MER) mission also contributed to this subject with regular direct Sun imaging sequences using the solar filters of its Pancam imager (Lemmon et al., 2004) and retrieved the atmospheric opacity for a period of 5 Martian Years . At the Arctic region of Mars, the Phoenix Lander used a lidar instrument to obtain measurements of atmospheric dust loading and particle size distribution for 5 months (Komguem et al., 2013) . Currently, the Mars Science Laboratory (MSL) mission has been characterising dust optical depth and aerosol size at its equatorial location using direct Sun imaging, passive sky spectroscopy and ultraviolet sensor systematic measurements (Lemmon et al., 2014; Smith et al., 2016 , Vicente-Retortillo et al., 2017 McConnochie et al., 2017) .
In this work we contribute to the study of Martian atmospheric dust particle physical properties by complementing those previous studies with independent retrievals of the particle effective radius and column optical depth and its temporal variations over Gale Crater using the data obtained from the MSL rover Curiosity navigation cameras (Navcam). We extend the temporal coverage of previous work until MSL sol 1646 and we validate the use of MSL Navcam observations for performing these retrievals.
Although not designed as a scientific instrument for atmospheric studies, images taken by rover's engineering cameras can be used as an alternative source of data for studying the atmospheric dust loading and deriving the aerosol physical properties. This was done, for instance, for the MER mission, by Soderblom et al., (2008a Soderblom et al., ( , 2008b , Smith and Wolff (2014) , Wolfe and Lemmon (2015) ; and using MSL Curiosity Navcams by Moores et al., (2015) and Moore et al., (2016) .
The capability of these cameras to obtain Mars' sky images under multiple geometry configurations, including observations very close to the Sun, allows the retrieval of the sky brightness as a function of the angle away from the solar disc centre (scattering angle), which can be evaluated to constrain dust aerosol particle size distribution and its shape (Tomasko et al., 1999) . In particular, the sky brightness under a forward scattering scenario (up to 30º away from the Sun), is not sensitive to the aerosol optical properties (the refractive indices, i.e., composition) and shape; as for small scattering angles the intensity is dominated by the aerosol single scattering phase function and differences are negligible for spherical and non-spherical particles (Pollack et al., 1995; Liou, 2002 ).
We present a methodology for measuring the dust particle size distribution and retrieving its optical depth using MSL Navcam Sun-pointing images. In Section 2 we describe the Navcam observations dataset and the processing of the images used in this work. In Section 3 the methodology used to retrieve the dust aerosol optical depth and particle size distribution is presented. In Section 4 the results are shown, discussed and validated with retrievals from other instruments; and in Section 5 we provide a summary of the findings of this study and some future prospects.
MSL Navcam observations
The MSL rover is equipped with a set of 12 engineering cameras: 8 Hazard-Avoidance Cameras (Hazcams) and 4 Navigation Cameras (Navcams). The objective of these imagers is to support the operation of the rover during its drive across the surface (Maki et al., 2012) . In particular, the Navigation Cameras are used to monitor the terrain surrounding the vehicle and to perform stereo processing of the retrieved observations, in order to derive surface range maps for hazard detection and target designation purposes. The MSL Navcams are located at the remote sensing mast and are build-to-print copies of the MER mission cameras (Maki et al., 2003) . They have a 45-by-45 degree field of view and are equipped with a 1024x1024 pixel CCD detector and a broadband visible filter with an effective wavelength of 650 nm. All the relevant information regarding the performance of the electronics and optics of the engineering cameras can be found in Maki et al., (2003 Maki et al., ( , 2012 .
Image sequences
The MSL Navcam image database has accumulated more than 70,000 images up to mission sol 1648, covering Martian Years 31 to 33. Within the dataset, 7,000 pictures were obtained with the camera pointing upwards, with an instrument elevation angle greater than 10 degrees, so part of the sky was captured. From these Navcam sky observations, we have only considered those on which the solar disc was totally contained within the field of view of the cameras and had a Sun elevation angle greater than 30º. This constraint was set in order to reduce the sensitivity to the vertical distribution of dust in our plane-parallel atmosphere model . This resulted in a final set of 65 images (Figure 1 ), which formed part of the Surface Attitude Pointing and Positioning (SAPP) sequence used for the calculation of the rover orientation (Maki et al., 2003) .
The Navcam observations used in this study are listed in Table 1 . For each of these observations, we retrieved from NASA's Planetary Data System (PDS) imaging node the relevant Engineering Data Record (EDR) file, corresponding to the non-processed binary data record produced by the instrument. For complete specifications on the data records, see the MSL Software Interface Specification document (Alexander and Deen, 2017 Peters (2016) . (Maki et al., 2012) , for this study we followed the calibration process described in Section 2 of Soderblom et al., (2008a) for the MER Navcam in-flight data.
On the lines below we summarise the calibration steps for the MSL Navcam EDR files. The values of the calibration parameters customized for MSL rover are provided on Table 2 . We refer to Soderblom et al., (2008a) for a comprehensive and detailed description of the rover engineering cameras in-flight data calibration procedure.
For an MSL Navcam observation EDR file, the following corrections were applied through the calibration process to a pixel located at row i and column j:
Here C is the flux value for the calibrated image pixel in units of DN/s, R is the raw EDR input value of the pixel in DN, B is the bias correction, depending on the electronics temperature T Elec (ºC) and the column of the image, D is the dark current correction depending on the exposure time t exp (seconds) and the temperature of the imager's CCD T CCD (ºC), S is the shutter smear removal and F is the flat field correction.
Bias removal.
On the edges of the Navcam detectors there are 16 pixels ("reference pixels", files coded "ERP" in the PDS archive) that record the bias added by the video offset to the signal to prevent it from reaching zero values. Within an ideal scenario, these reference pixel files shall be obtained for each observation so the added bias could be estimated and subtracted. However, due to downlink data-rate limitations, there are only few images with reference pixel data available (for MSL Navcam, up to sol 1648 and out of ~70,000 observations, there were only 520 reference pixel files available at the PDS archive). The bias was modelled into two components, a mean bias and an image-line position dependant offset:
In this work, we modelled the MSL Navcam bias using the available reference pixel files for each camera; the offset voltage Δbias = (4095 -video_offset ) / 2 is equal to zero as the video_offset parameter was set to 4095 for all the observations evaluated in this study. For each Navigation camera, an individual set of parameters (a0, a1) were derived; while the image-line number dependant offset were approximated as a logarithmic function in the form of bias_offset(j) = -1. 85 + 0.31 log(j) , in units of DN and for j from 1 to 1024.
Dark current removal.
The frame transfer readout method of the Navigation Cameras allows the modelling of the dark current into two separate components, the active area and the masked area dark current contributions. They correspond to the contributions of the accumulated charge when the detector is exposed to the scene or when it is being read out, respectively. In both cases, the dark current was modelled with a mean rate in the form of an exponential function of the CCD temperature multiplied by a scaling factor contained in the masked and active area dark flats.
2)
The masked and active dark flats (DF Masked , DF Active ) were built from the averaging and normalisation of zero and non-zero exposure time dark images, respectively.
For this study, we generated these masked and active dark flats using the available dark images, which were obtained during the cruise stage of the MSL mission and archived in the correspondent folder within the PDS. The dark current rate modelling parameters were then retrieved following the indications provided in Section 2.4 of Soderblom et al., (2008a) .
Shutter smear removal.
With no mechanical shutter, there is an accumulation of additional charge at the detector's active region during the data transfer ( Figure 1 ). This additional scene-dependent charge needs to be calculated and removed from the image in a recursive manner for each image line starting from the closest line to the read-out region.
The equations in Section 5.2 of Soderblom et al., (2008a) were used for the modelling and removal of the shutter smear effect in the MSL Navcam images, taking into consideration the particular frame transfer direction of each camera (Peters, 2016) 4. Flat field correction. This step corrects the variations in pixel-to-pixel responsivity using previously retrieved uniformly illuminated images. The pre-flight flat images are located in the MSL mission archive of the PDS Imaging Node for each navigation camera. nm -1 sr -1 ) was modelled with a linear equation dependent on the camera's CCD temperature in the form of:
Conversion to physical units.
With offset and slope coefficients K 0 (units: DN/s) and K 1 (units: (DN s -1 ) ºC -1 ).
For MSL Navigation Cameras, the radiometric conversion coefficients for each imager were not available; we estimated the values for K 0 and K 1 from the default radiometric conversion coefficients of MER Navcams by averaging the coefficients provided for those cameras in Table 2 of Soderblom et al., (2008a) . Table 2 from Soderblom et al., (2008a) . A 15% of uncertainty is assumed for K0 and K1 values.
From the calibration parameters listed above, a noticeable deviation in the bias parameters for the Navcam Right A (SN_0206) can be identified when compared to the other cameras. It is worth mentioning that the last observation of this imager available in the PDS corresponds to MSL mission sol 199 and no data from this camera were used in this work.
The uncertainty of the calibration procedure was estimated by comparing the radiance of Navcam calibrated images with the radiometrically calibrated data of MSL Mastcam (Bell et al., 2017) . The retrievals of Mastcam-Left Filter number 4 were used, as the effective wavelength of this filter (674 nm) is the closest one to the effective wavelength of the navigation cameras (~ 650 nm) (Maki et al., 2012) . Mastcam data were obtained from the PDS and the conversion from the archived 12-bit DN pixel values to units of radiance factor (I/F) and absolute radiance (W m -2 nm -1 sr -1 ) was done as described in Section 5.2.7 of Bell et al., (2017) .
Martian sky and surface observations with both cameras capturing the same scene and similar pointing, retrieved during the same sol at an approximate local true solar time were selected, ending up with a total of 16 pairs of Navcam and Mastcam images (Table 3) . Several regions of interest appearing on both observations were then chosen and the mean radiance value of the regions was obtained and compared ( Figure 2 ). This was evaluated for around 110 different regions within the 16 Navcam-Mastcam pairs of image data This comparison showed that the radiance value differences between the calibrated MSL Navcam images and the Mastcam radiometrically corrected data were less than 2%. This result is of the same order as the obtained by Soderblom et al., (2008a) for MER Navcams when compared, in that case, to the MER Panoramic Camera (Pancam). As the absolute radiance uncertainty for MSL Mastcam was estimated of the order of 10% in Bell et al. (2017), we considered that the absolute radiance uncertainty for the Navcam images calibrated in this study is about 12%. In addition to this uncertainty, the pixel-to-pixel precision was also evaluated by calculating the variance of the radiance values of the gray-scale rings of the Mastcam calibration target, which is considered as reflectance-uniform for observations taken near to the rover landing date (Soderblom et al., 2008a) . We used the Navcam image of the calibration target obtained on sol 71 and the estimated relative pixel-to-pixel precision values were around 3.5%.
Finally, due to the nature of the observations (Sun-pointing images), the effects of internal scattered instrumental light had to be also considered. Pre-flight (Maki et al., 2004) and in-flight (Soderblom et al., 2007) stray light tests were performed for MER navigation cameras, showing almost no internal instrument debilitating signal, and providing reliable sky radiances down to distances of around 2º from the Sun (Soderblom et al., 2008a; Smith and Wolff, 2014) . For the MSL Navcam SAPP images used in this work, a qualitative characterisation of the stray and scattered light effect was performed. The sky radiances of the calibrated images were evaluated as a function of the distance to the solar disc centre. The analysis of these sky brightness radial profiles showed no evidence of clear ghosts or glints on the retrieved data in the nonsaturated pixel near Sun region at distances > 4º (see Fig. 3 ). (Bell et al., 2017) .
Geometric reduction
The geometric reduction of the near-Sun images was performed using the CAHVOR photogrammetric camera model system (Yakimovsky and Cunningham, 1978; Gennery, 2006) , as described in Maki et al. (2012) .
In this camera system a 3-dimensional point in the scenery is transformed into image pixel row-column coordinates using a system of six vectors: the camera centre position (C) and unit perpendicular axis (A) vectors, the horizontal (H) and vertical (V) information vectors, and the optical (O) and radial distortion (R).
The component values of these vectors were retrieved from each of the observations' PDS label and can be inverted in order to assign to each image pixel the corresponding values of azimuth and elevation (Di and Li, 2004; Gennery, 2006) in the site coordinate frame system, with positive X, Y, and Z axes pointing at Mars' North, East and gravity nadir, respectively (Alexander and Deen, 2017) . These values were then used together with the solar site azimuth and elevation angles to derive the relevant scattering angle for each pixel (Figure 3 ).
When performing the geometric reduction of the Navcam Sun viewing image data, it was noticed that the label recorded Sun centre position coordinates presented some drift (generally less than 1º degree) from the actual solar disc centre on the image due to the rover's attitude at the time of the observation, as it has been also stated for MER (e.g., Soderblom et al., 2008a . For these cases, the centre of the bright disc was located, the azimuth and elevation angles were derived and compared against the labelled Sun position; when there was a drift of more than 0.25º, the Sun position was updated and the scattering angle for each pixel was then re-calculated. 
Modelling and methodology
The airborne aerosol properties of Mars' atmosphere were characterised by comparing the MSL Navcam retrievals of the near-Sun sky brightness with model computations. In the following paragraphs we describe the procedure we followed to simulate the radiance factor (I/F) observed by the Navigation Cameras and the method used to retrieve the best fitting parameters.
Radiative transfer
We used the discrete ordinates method (Stamnes et al., 1988) to solve the radiative transfer equation with multiple scattering in a plane-parallel atmosphere in order to model the sky radiances as a function of the scattering angle. We used a Python implementation (PyDISORT, Ádámkovics et al., 2016) of the version 2.1 of DISORT, translated from FORTRAN into C (CDISORT, Buras et al., 2011) .
Atmosphere structure and composition
The atmosphere above Gale Crater was modelled with 30 plane-parallel layers distributed vertically in linearly spaced pressure levels with a total height of 100 km. For each layer, the values for the atmospheric pressure, temperature, density and composition were retrieved from the Mars Climate Database (MCD, v.5.2) (Forget et al., 1999; Millour et al., 2015) . These variables were loaded from the database as a function of the observation's local true solar time (LTST), solar longitude (L s ) and location (Mars' Gale Crater: 4.6ºS; 137.4ºE) and interpolated at each layer.
Martian atmospheric constituent species considered in our model (CO 2 , H 2 O, O 2 , N 2 , and O 3 ) presented no strong gas absorption within the Navcam wavelength band (600 to 800 nm), so their contribution to the atmospheric opacity was considered negligible. For the Rayleigh scattering by gases, only the contribution of the CO 2 was taken into account in this study. The Rayleigh scattering cross section was obtained using the model and constants in Sneep and Ubachs (2005) .
The aerosol optical depth at each atmospheric layer was set using a modified Conrath profile (Forget et al., 1999) . This profile models the vertical distribution of the aerosol mass mixing ratio, when integrated from the top of the atmosphere to a specific height level (Heavens et al., 2011) , an expression for the column optical depth τ is obtained in the form of:
where τ 0 is a reference optical depth at the surface, � is the ratio between the pressure p at a specific level and a reference pressure level p 0 , l is the ratio between a reference height and the maximum altitude of observed dust z max , and the parameter ν is the ratio between the dust diffusion and surface sedimentation characteristic times (Conrath, 1975) . By means of observational data, it was derived that for a reference height of 70 km, the value for this parameter is ν = 0.007 and the z max depends on the latitude and solar longitude (Forget et al., 1999) .
Aerosol model
The radiative transfer code required only 3 parameters at each layer of the discretised atmosphere model for defining the airborne aerosol: the single scattering albedo (ω 0 ), the normalised phase function P(θ), where θ is the scattering angle, and the optical depth τ at the specific layer. The aerosol's single scattering albedo and phase function were retrieved with a T-Matrix method (e.g., Mishchenko and Travis, 1998) using a FORTRAN code (https://www.giss.nasa.gov/staff/mmishchenko/t_matrix.html) for randomly oriented nonspherical particles. The dust particle refractive indices were interpolated from Wolff et al. (2009) at the Navcam effective wavelength.
We assumed a well mixed dust situation, so the same dust aerosol effective radius and phase function values were considered at each atmospheric layer in the model. Dust aerosol particles were modelled as cylinders with diameter-to-length aspect ratios (D/L) of 1.0 (Wolff et al., 2009) , following a log-normal particle size distribution (e.g., Hansen and Travis, 1974) . The effective variance ν eff was fixed to 0.30 (e.g., Tomasko et al., 1999; Wolff et al., 2009; Smith and Wolff, 2014) and the effective radius r eff (defined as equivalent volume radius) was left as free parameter.
For upward looking observations and at small scattering angles, the single scattering of the particles dominates the atmospheric scattering function (Pollack et al., 1995) , so the brightness function retrieved near the Sun has low sensitivity to the surface scattering. A Lambertian surface was assumed in our radiative transfer model with value of 0.20 for the Lambert albedo, corresponding to the average surface albedo at Gale Crater (Anderson and Bell, 2010) .
Retrieval procedure
A brute-force iterative retrieval scheme was implemented based in the comparison of the sky brightness curve obtained from Navcam observations with the modelled curve generated with our radiative transfer code for the 2 free parameters: the particle size distribution effective radius (r eff ) and the dust column optical depth at surface (τ 0 ). The retrieval output values for these parameters were those generating the best fitting curve under a lowest mean quadratic deviation χ 2 criterion.
For each Navcam observation we proceeded in the following manner:
1. The EDR raw image file was calibrated according to the method described in Section 2 in order to obtain the observed scene radiance L obs (W m 2 nm -1 sr -1 ). This radiance was then converted into approximated radiance factor (I/F) obs by dividing each pixel's radiance value by the solar spectral irradiance at the top of the atmosphere at the time of the observation convolved to the Navcam filter bandpass (1.524 W m 2 nm -1 sr -1
at 1 AU), and divided by π (e.g., Soderblom et al., 2008a; Bell et al., 2017) . The solar spectral irradiance data was obtained from Colina et al. (1996) .
2. Geometric reduction was performed in the calibrated image as per Section 2.3. For each pixel of the image, the corresponding values for the site azimuth and elevation were derived and the scattering angles were calculated.
3. The Navcam observed sky brightness as a function of the scattering angle curve was generated by retrieving the image's sky radiance factor values along a diagonal sampling path (Figure 3 ). This path started at the centre of the solar disc (scattering angle = 0º) and finished at the furthest sky point, which due to the geometry of the observations was located at the upper right corner of the 1024x1024 pixel image. This sampling direction was selected in order to reduce the importance of the aerosol vertical distribution by avoiding points with low elevation, and cover as much part of the sky brightness curve as possible (Soderblom et al., 2008a; Soderblom et al., 2008b) . The retrieved sky radiance curve was sampled from a scattering angle of θ = 4º to 30º with steps of 1º; this was done in order to skip the saturated pixels in the very near solar disc region and limit the possible contributions from instrumental stray and scattered light into the sampled data. In addition, this also alleviated the computational time requirements related to the number of streams used in the radiative transfer solver scheme.
4. The modelled curve was generated using the radiative transfer model. For the solar longitude (L s ) and local true solar time (LTST) of a Navcam observation, the model atmosphere structure was initiated and the atmospheric parameters at each layer were retrieved from the MCD. Dust aerosol radiative properties (single scattering albedo, phase function) were loaded from pre-calculated look-up tables as a function of the aerosol shape (cylinders of aspect ratio D/L = 1), particle size distribution effective radius (r eff , free parameter) and effective variance (ν eff , fixed to 0.3). The vertical profile of the dust optical depth was generated using the expression in [5] , which depended on the vertical profile of the atmospheric pressure, the solar longitude and the dust column optical depth at surface, τ 0 (free parameter).
5. Once the model was created, the radiative transfer equation was solved using the discrete ordinates method (DISORT) for each point in the sky along the defined sampling direction, in order to obtain the modelled sky brightness (in radiance factor, I/F) as a function of the scattering angle. The viewing geometry configuration in the simulation was defined from the position of the Sun and the sky point coordinates retrieved along the sampling path. The number of moments used in the expansion of the modelled aerosol phase function was set to 250 and the number of streams was fixed to 32.
6. The Navcam observed sky brightness as a function of the scattering angle curve (I/F)(θ) obs and the modelled curve (I/F)(θ) model were compared using a standard χ 2 method defined as:
Where for the N sampled points along the curve, the Navcam and model radiance factors at the specific scattering angle were compared using a least squares quadratic error criterion, with the variance σ i = 0.12 associated to the absolute calibration uncertainty (12%) of MSL Navcams derived in Section 3. The reduced χ 2 value ( 2 ), corresponded to the obtained χ 2 divided by the number of degrees of freedom ν = N -2 (number of sampled points minus the number free parameters of the retrieval, r eff and τ 0 ).
This χ 2 curve-fitting comparison was done in a successive manner for each of the modelled sky brightness curves generated with combinations of the aerosol model free parameter values r eff and τ 0 . In order to cover a broad range of possible scenarios, the effective radius was iterated from 0.5 to 2.5 µm with steps of 0.02 µm; and the column aerosol optical depth value at surface was sampled between 0.1 and 2.5 with steps of 0.02. The size of the step was selected due to the computational time and the limits of the sampling region for the r eff -τ 0 space were defined based on the minimum and maximum values retrieved by previous studies at the MSL landing site (e.g., Lemmon, 2014; Smith et al., 2016; Vicente-Retortillo et al., 2017; McConnochie et al., 2017) .
7. The set of parameters (r eff , τ 0 ) returning the minimum value for the mapped χ 2 were considered the solutions of the retrieval and the uncertainty level associated to each parameter was calculated from the 68% confidence region (1σ error) (Figure 4) . 
Results and discussion
In this section we present the results obtained in this study on the resulting effective radius and dust optical depth (Table 4 ). The seasonal variation of these parameters along MY 31 to 33 is evaluated (Figure 5 and 6 ) and the outputs are put into context by comparing with previous studies from other authors. Finally, a discussion is provided regarding the sensibility of the model and the uncertainties involved in the retrieval procedure.
Aerosol optical depth
From the retrieved seasonal behaviour of the optical depth ( Figure 5, bottom) , it can be appreciated the gradual decrease corresponding to the low dust opacity season, when the optical depth shifts from initial values of about τ ~ 0.75 for L s around 40º, down to its minimum (τ ~ 0.4) at L s = 135º. After this point, a noticeable increase is appreciated right before L s = 150º to values of τ ~ 0.75, with a maximum retrieved opacity of τ ~ 1.0 at 165º of solar longitude. A second period of dust enhanced activity can be observed after L s = 200º, where there is a steep increase in dust opacities with τ scaling from values close to 0.8 up to greater than 1.25, corresponding to the maximum optical depth within the season cycle. Atmospheric dust loading drops down back to τ = 0.8 near L s ~ 300º, before a third dust enhanced activity period can be observed around L s = 325º, when there is a subtle increase to τ near 1.0; before a final descent at the end of the year (only data for MY31) down to 0.70. This seasonal behaviour of the optical depth agrees with previous descriptions for long-term dust optical depth retrievals by different missions and instrumentation since MY 12 (Viking Lander 1 and 2) for the periods without global dust storms (see e.g., Figure 10 .3 in Khare et al., 2017) . In particular, for MSL mission, both interannual and seasonal values of τ derived with Navcam show an overall good agreement with other MSL instrument data-set results published by other authors e.g.: Mastcam (Lemmon, 2014) , REMS UV photodiodes (Smith et al., 2016), and Chemcam (McConnochie et al., 2017) . Figure 6 the interannual and seasonal variation of dust aerosol particle size distribution effective radius are shown. These results are put into context by comparing with other MSL retrievals: Chemcam passive sky spectral observations (McConnochie et al., 2017) , and REMS UV photodiodes (Vicente-Retortillo et al., 2017) .
Dust effective radius On
Regarding the seasonal behaviour (Figure 6 , bottom) of the effective radius, during the aphelion season (L s = 0º to 180º) it presents first a steady decrease with r eff varying from 1.40 µm to reaching minimum values of 0.80 to 0.90 µm at L s ~ 130º; followed by a steep increase to r eff of 1.50 µm at approximately L s = 180º; which also corresponds to an enhancement in the dust column opacity. After this, a slight decrease down to effective radii of about 1.20 µm can be identified until L s ~ 200º; before larger particle sizes of r eff ~ 1.50 µm (especially in MY31) are observed in the proximity of L s = 230º. Following this period, a new drop can be appreciated with radius values falling down to 1.0 µm at L s ~ 300º (only MY33 data), before a final increase to radii of 1.30 µm at L s = 350º. A discrepancy in this seasonal behaviour with respect to Chemcam and REMS UV results can be appreciated, especially for the second half of the year. A possible explanation for this may be found in the analysis of the interannual variation (Figure 6, top) . The lack of previous data available for comparison for the perihelion season (L s = 180º to 360º) of MY33 (sol > 1400) does not allow us to evaluate the actual level of discrepancy; however, results corresponding to the first half of that year (sols between 1000 and 1400) showed that the retrieved effective radii were smaller comparing to the same period of the previous year, and therefore it might reduce this deviation from those studies. (Lemmon, 2014) . For comparison purposes with Mastcam, the column optical depths retrieved in our study are referenced to a wavelength of 880 nm. 4.3 Correlation between particle effective radius and aerosol optical depth Results of the retrieval for dust column optical depth and aerosol particle size distribution effective radius are shown in Figure 7 . The coefficient of determination (R 2 ) was calculated for these two variables and a value of 0.49 was obtained, which indicates a low to medium correlation.
When comparing to previous studies for MSL mission, the R 2 values for Chemcam and REMS UV instruments retrievals were of 0.69 and 0.67, respectively (McConnochie et al., 2017; Vicente-Retortillo et al., 2017) . However, it is worth mentioning that the sol period covered by these outputs were different, being the latest available data for Chemcam corresponding to sol 1291, and sol 1159 for REMS UV. If the results for the observation set used in this study (latest sol is 1646) are limited to those dates, correlation coefficients of 0.63 and 0.69 are obtained for each ending sol period, respectively. 4.4 Sensitivity study In the retrieval procedure described above, some assumptions were made on part of the input parameters required by the sky radiance curve modelling. In the following paragraphs, the robustness of the derived results is evaluated by studying the sensitivity of the outputs to variations of these parameters.
Parameter retrieval. From the best-fitting regions of the χ 2 maps for the r eff -τ 0 parameter space presented on Figure 4 , it can be appreciated that the retrieval procedure presents more sensitivity to the column optical depth than to the effective radius. This is due to the different influence that each free parameter has on the modelled curves: while the column optical depth input defines the overall values of radiance factor I/F of the sky brightness function, the effective radius parameter mainly controls the curvature of the curve for the evaluated scattering angle range. In order to estimate the effect of the τ 0 parameter on the r eff outputs, a simulation was performed in which column optical depth inputs were set in accordance with the values derived by Mastcam direct Sun-imaging for the nearest sol (Lemmon, 2014) . Regarding the dust column optical depths, the average difference between the retrievals of the base simulation (2 free parameters) and Mastcam τ records were around 10%; while for the dust particle effective radius the mean difference between these retrievals were less than 16%, being the highest discrepancy values (30% to 45%) mainly located in the L s = 120º-160º and 320º-330º windows.
Sky radiance sampling path. From the different sky radiance sampling paths presented on Figure 3 , we selected the diagonal direction in an analogous way to Soderblom et al., (2008a Soderblom et al., ( , 2008b . In order to estimate the sensitivity of the results to the chosen sampling direction, we compared the outputs of our base model to simulation results from a retrieval following the principal plane direction (sky points with azimuth angle equal to Sun's azimuth). This comparison returned an average difference of 11% for the column optical depth and 8% for the effective radius parameter. The seasonal variation of this discrepancy was evaluated and showed no particular relationship for the τ 0 parameter, whereas for the effective radius the highest discrepancy percentages (15% to 20%) where concentrated within the L s 50º to 140º period (dust low opacity season). This is due to the brightness distribution around the solar disc aureole during this period, when high intensities are mainly located at very low scattering angles, as it can be appreciated on Figure 1 ; and it is precisely within this part of the curve (scattering angle θ < 10º) where the effective radius parameter has its main influence in the sky brightness function. Regarding the goodness of fit reduced χ 2 parameter, the principal plane sampling direction values were in average 5% lower than the diagonal ones.
Aerosol particle shape. Regarding the selected shape of the dust aerosol particle model, previous studies showed that the shape of the particle has negligible influence at the forward scattering region (scattering angles up to 30º) (e.g., Hansen and Travis, 1974; Pollack et al.; 1995) . The sensitivity of the outputs to the selected particle shape was evaluated by comparing results of two simulations using spherical and cylindrical particles with diameter to length aspect ratio of 1.0. This comparison returned very similar seasonal patterns for both dust opacity and effective radius parameters and the average differences with respect to the best fitting values were of less than 7% for column optical depth and 13% for the effective radius; both quantities were contained within the uncertainty region of the nominal scenario. The average difference in the reduced χ 2 values were approximately less than 2% lower for the spherical particle simulation than the base scenario (cylindrical).
Effective variance of the aerosol particle size distribution. For the sensitivity study of the results to changes in the effective variance (ν eff ) of the particle size distribution, we performed additional retrievals with the aerosol model set to ν eff equal 0.4 and 0.5 (e.g., Tomasko et al., 1999) . The outputs of these simulations were compared to the nominal model (v eff = 0.3); for the v eff = 0.4 simulation, an average difference of less than 2% for the dust column opacity best retrieval and around 11% for the effective radius was obtained, while for the v eff = 0.5 run mean variations of about 3% and 13% for τ 0 and r eff were appreciated, respectively. The resulting differences derived from these simulations were all located within the uncertainty range of the outputs in the nominal scenario. For the reduced χ 2 parameter, the obtained average values in the v eff = 0.3 model were 4% and 7% greater than the 0.4 and 0.5 effective variance models, respectively.
Vertical distribution of the aerosol optical depth. This is directly related to the aerosol vertical distribution (dust mass mixing ratio) (Heavens et al., 2011) , which was modelled using the modified Conrath profile in [5] . This depended on the total column optical depth at surface, τ 0 , and the l and ν constants, which controlled the dust layer maximum altitude and the vertical profile shape. Several simulations were performed for limit values of these parameters: for dust layer top altitudes of 40 km (l = 1.75) and 80 km (l = 0.875), and for vertical profiles with exponential (ν = 0.1) and step (ν = 0.001) shapes. The outputs of these simulations showed that the model had no sensitivity to such changes.
Surface albedo. In the radiative transfer model used in this study the surface albedo parameter was set to an average value of 0.20 for the Gale Crater region. For surface based upward-looking observations, it can be expected that surface reflectivity would have little impact on the retrieved image intensity (Pollack et al., 1995) ; in contrast with downward-pointing observations made from orbit, on which the reflection properties of the ground need to be separated from atmospheric dust aerosol scattering phase function (Tomasko et al., 1999) . Several retrievals were performed for different surface albedo values ranging from 0.10 to 0.50, covering the possible values for Gale Crater (Anderson and Bell, 2010) . The results of these retrievals showed that both the effective radius and dust column opacity had no sensitivity to such variations.
Conclusion
We have shown in this paper that the Navigation Cameras onboard MSL rover Curiosity can be used to estimate the atmospheric dust opacity and constrain the aerosol particle size effective radius. For this study, a total of 65 Sun pointing observations were selected, spanning from sol 21 to sol 1646 and covering 2.5 Martian Years.
Radiometric calibration and geometric reduction were performed on the MSL Navcam images following the in-flight calibration process derived for MER Navcam as they are build-to-print copies. The calibration outcome image data were validated against MSL Mastcam observations. The observed sky brightness as a function of the scattering angle data were compared against modelled curves from a multiple scattering radiative transfer model of Mars' atmosphere, in order to retrieve the optical depth and aerosol effective radius parameters generating the best fitting curve.
The seasonal behaviour of the dust column opacity and particle size distribution effective radius were obtained and evaluated. Significant seasonal variations were detected from these retrievals and a positive correlation between high optical depth values with larger particle size was inferred. The results of this work were compared with previous studies using different instrumentation on-board the MSL rover and presented an overall good agreement.
We can take advantage of the observational versatility of the engineering cameras, their capability of covering wide sceneries and their frequent nominal use rate, in order to provide atmospheric studies with large and varied sets of sky observations that can contribute in the characterisation, modelling and better understanding of the airborne dust and its role in Mars' atmosphere.
Ongoing research with further MSL engineering cameras data (using both Navcam and Hazcam) include the use of the 360º sky survey observations to study the sky radiance at high scattering angles (up to approximately 160º), in combination with other MSL imagers in order to characterise the shape of the dust aerosol particles.
