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ABSTRACT
We present a new estimator of the Weibull tail-coefficient. The Weibull tail-coefficient
is defined as the regular variation coefficient of the inverse cumulative hazard function. Our
estimator is based on the log-spacings of the upper order statistics. Therefore, it is very
similar to the Hill estimator for the extreme value index. We prove the weak consistency
and the asymptotic normality of our estimator. Its asymptotic as well as its finite sample
performances are compared to classical ones.
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1. INTRODUCTION
Let X1, X2, . . . , Xn be a sequence of independent and identically distributed random
variables with cumulative distribution function F . We address the problem of estimating
the Weibull tail-coefficient θ > 0 defined when the distribution tail satisfies
(A.1) : 1 − F (x) = exp(−H(x)), x ≥ x0 ≥ 0, with H
←(t) = inf{x, H(x) ≥ t} = tθℓ(t),
where ℓ is a slowly varying function i.e.
ℓ(λx)/ℓ(x) → 1 as x → ∞ for all λ > 0.
The inverse cumulative hazard function H← is said to be regularly varying at infinity with
index θ and this property is denoted by H← ∈ Rθ.
When ℓ is a constant function, this problems reduces to estimating the shape parameter of a
Weibull distribution. In this context, simple and efficient methods exist, see for instance [1]
for a moment based estimator. Distributions with non-constant slowly varying functions
include for instance normal, gamma and extended Weibull distributions (see Section 3 for
their definitions). Such distributions are of great use to model large claims in non-life insur-
ance [2]. Dedicated estimation methods have been proposed since the relevant information on
the Weibull tail-coefficient is only contained in the extreme upper part of the sample. A first
direction was investigated in [3] where an estimator based on the record values is proposed.
Another approach consists of using the kn upper order statistics Xn−kn+1,n ≤ . . . ≤ Xn,n
where (kn) is a sequence of integers such that 1 ≤ kn < n. Our estimator belongs to this










(log2 (n/i) − log2 (n/kn)) , (1)
where log2 (t) = log(log(t)), t > 1. Some related estimators [4, 5, 6] will be presented below
and a precise comparison will be done from both theoretical and practical points of view.







(log(Xn−i+1,n) − log(Xn−kn+1,n)) (2)
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of the extreme value index γ for Pareto type distributions, i.e. such that
(1 − F )(λx)/(1 − F )(x) → λ−1/γ as x → ∞ for all λ > 0.
We refer to [8] for a review on this topic. Although estimators (1) and (2) do not address
the same problem, it will appear that they share similar properties. In Section 2 we state
the main asymptotic properties of our estimator. These results are illustrated in Section 3
on some examples of distributions and are compared in Section 4 with the results obtained
by other estimators. The behavior of our estimator on finite sample situations is presented
in Section 5. Finally, Section 6 is dedicated to the proofs.
2. ASYMPTOTIC RESULTS
In this section, we state our main results on the limiting behavior of the estimator θ̂n. Its
weak consistency is established in Theorem 1 and its asymptotic normality in Theorem 2.
The proofs are postponed to Section 6. The weak consistency of θ̂n is proved under the usual
conditions on the (kn) sequence (which are also necessary for the weak consistency of the
Hill estimator, see [9], Theorem 2):
Theorem 1 Suppose (A.1) holds. If kn → ∞ and kn/n → 0 then θ̂n
P
→ θ.
The study of the limit distribution of θ̂n requires a second order condition on ℓ: There exist










uρ−1du. It can be shown [10] that necessarily |b| ∈ Rρ. The second order
parameter ρ ≤ 0 tunes the rate of convergence of ℓ(λx)/ℓ(x) to 1. The closer ρ is to 0, the
slower is the convergence. Condition (A.2) is the cornerstone in all proofs of asymptotic
normality for extreme value estimators. It is used in [11] to prove the asymptotic normality
of the Hill estimator and in [12] for one of its refinements.
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Theorem 2 Suppose (A.1) and (A.2) hold. Then
k1/2n (θ̂n − θ)
d
→ N (0, θ2),
for any sequence (kn) satisfying
kn → ∞, k
1/2
n b(log(n/kn)) → 0 and k
1/2
n / log(n/kn) → 0.
Note that condition k
1/2
n / log(n/kn) → 0 implies condition kn/n → 0. If ρ < −1, condition
k
1/2
n / log(n/kn) → 0 implies k
1/2
n b(log(n/kn)) → 0 and therefore all the corresponding distri-
butions require the same conditions on the sequence (kn). Conversely, if −1 < ρ ≤ 0, the
condition k
1/2
n b(log(n/kn)) → 0 is the stronger one and the convergence is slower. If ρ = −1,
the condition k
1/2
n b(log(n/kn)) → 0 may reveal necessary depending on the function b. Some
examples are now provided.
3. EXAMPLES
In this section, we give some examples of distributions satisfying assumptions (A.1) and
(A.2).
• Gaussian distribution N (µ, σ2), σ > 0. From [13], Table 3.4.4, we have H←(x) =
x1/2ℓ(x) and an asymptotic expansion of the slowly varying function is given by:






Therefore θ = 1/2, ρ = −1 and b(x) = log(x)/(4x).
















We thus have θ = 1, ρ = −1 and b(x) = (1 − α) log(x)/x.
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• Weibull distribution W(α, λ), α, λ > 0. The inverse cumulative hazard function is
H←(x) = λx1/α, and then ℓ(x) = λ for all x > 0. Therefore b(x) = 0 and we use
the usual convention ρ = −∞. A simplified version of Theorem 2 dedicated to this
particular case is given in Corollary 1 below.
• Extended Weibull distribution EW(α, β), α ∈ (0, 1), β ∈ R. This distribution is
introduced in [6]. Its distribution tail is given by:
1 − F (x) = r(x) exp(−xα), (3)
where r ∈ Rβ. It follows that H
←(x) = x1/αℓ(x) and the following asymptotic expan-
sion holds:






It is easily seen that θ = 1/α, ρ = −1 and b(x) = −β log(x)/(α2x). In [6], it is
remarked that this model encompasses the normal and gamma distributions. Then,
an estimator of α dedicated to the model (3) is proposed. Its properties are briefly
reviewed and compared to those of θ̂n in the next section. In particular, we give in
Corollary 2 a specific version of Theorem 2 for this family of distributions.
• Modified Weibull distribution MW(α), α > 0. Let Y ∼ W(α, 1), α > 0, and introduce
X = Y log Y . Then, the inverse cumulative hazard function of X can be written
H←(x) = x1/αℓ(x) with ℓ(x) = α log(x). Therefore, we have θ = 1/α, ρ = 0 and
b(x) = 1/ log(x). Let us note that this distribution does not belong to the Extended
Weibull family.
The parameters θ and ρ as well as the auxiliary function b(x) associated to these distribu-
tions are summarized in Table 1. We compare theoretically in the next section our estimator
to other ones proposed in the literature on some of these examples.
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4. DISCUSSION
Our estimator is now compared to other proposals by studying their asymptotic normality
properties obtained in some simple situations.
4.1 Comparison with Broniatowski estimator.










Both estimators θ̂n and θ̃n are based on a similar principle: Introduce q(t), the quantile
function defined by
q(t) = (1 − F )←(t) = H←(log(1/t)) = (log(1/t))θℓ(log(1/t)),







The estimator θ̂n, as for itself, is motivated by the approximation





≃ θ(log2 (1/t) − log2 (1/s)), (6)
since ℓ is slowly varying. This approximation is similar to the one used in the Hill estimator [7]
for estimating the extreme value index. It is important to note that, when ℓ is a constant
function, the approximation (6) is exact but not the approximation (5). This remark has an
important consequence on the asymptotic behavior of the estimator. From Theorem 2, we
easily obtain that, when ℓ is a constant function, the asymptotic normality of (θ̂n − θ) holds
under weaker assumptions on kn:
Corollary 1 Suppose (A.1) holds and ℓ is a constant function. Then,
k1/2n (θ̂n − θ)
d
→ N (0, θ2).
for any sequence (kn) satisfying
kn → ∞ and k
1/2
n / log(n/kn) → 0. (7)
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Obtaining a similar result for (θ̃n − θ) is not straightforward. In particular, Theorem 2 in [5]
requires to verify the condition
k1/2n log(n/kn) log2 (n/kn) βn → 0, (8)









It can be shown (see Lemma 2) that there exist no sequence (kn) verifying condition (8),
and thus, it is not possible to make the bias term vanish. This comparison is completed on
Section 5 by some simulations.
4.2 Comparison with Beirlant et al. estimator.
Beirlant et al. [4] propose to use the mean residual life function e(x) = E(X − x|X > x)















A central limit theorem for θ̌n is also established (see [4], Theorem 3.2(i)), with the same
hypothesis and conclusions as Theorem 2. Consequently, θ̂n and θ̌n share the same asymp-
totic properties. Nevertheless, we can again remark that the approximation (10) is not exact
when ℓ is a constant function. The performance of θ̂n and θ̌n on finite sample situations will
be compared in Section 5.
4.3 Estimation within the Extended Weibull family.
In [6], an asymptotic maximum likelihood estimator (AMLE) for the parameter α of
the EW(α, β) distribution is proposed. This estimator, which will be denoted by α̂n, is










→ N (0, 1), (11)
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under conditions






As a comparison, the application of Theorem 2 to the particular case of EW(α, β) distribu-
tions lead to the following
Corollary 2 Suppose F is a EW(α, β) distribution. Then,
k1/2n (θ̂n − θ)
d
→ N (0, θ2), (13)
for any sequence (kn) satisfying (7).
We can note that, for a fixed value of kn, the asymptotic convergence rate in (11) is slightly
better than in (13). At the opposite, condition (12) is more severe than condition (7) and
then the optimal convergence rates are the same.
5. NUMERICAL EXPERIMENTS
The finite sample performance of our estimator is investigated on 7 different distributions:
Γ(0.5, 1), Γ(1.5, 1), N (1.2, 1), W(2.5, 2.5), W(0.4, 0.4), MW(2.5), and MW(0.4). In each
case, N = 100 samples (Xn,i)i=1,...,N of size n = 500 were simulated. On each sample (Xn,i),
the estimate θ̂n,i(kn) is computed for kn = 2, . . . , 120. Finally, the Hill-type plots are built










as well as the associated empirical 90% confidence interval. We also present the associated











The same work is achieved with the estimators θ̃n and θ̌n for comparison. The estimator
α̂n is not implemented here since it does not address the same problem as θ̂n, θ̃n and θ̌n.
For instance, it is not suited for the modified Weibull distribution. Nevertheless, the reader
8
interested in its behavior on simulated and real data can refer to [14].
Results are presented on Figures 2–8. It appears that, in all the simulated cases, θ̂n gives
better results than θ̌n. It is also seen that θ̂n has a smaller bias and a larger variance than
θ̃n. For this reason, θ̂n should be preferred to θ̃n even if the MSE associated to θ̂n is larger
than θ̃n’s one. Indeed, in many cases, the true value θ belongs to the empirical confidence
interval associated to θ̂n and is outside the interval associated to θ̃n.
Let us note that the sign of the bias of θ̂n and θ̌n is given by the function b. It is positive for
the normal, modified Weibull and gamma distributions (with shape parameter less than one)
and negative for the gamma distribution with shape parameter more than one. The bias
term vanishes for the Weibull distribution. The worst results are obtained for the modified
Weibull distribution. In this situation ρ = 0 and thus the bias term which is driven by b
decreases very slowly.
In practice, the choice of the parameter kn is the key problem to obtain a correct estima-
tion of θ. If kn is too small, the variance of θ̂n is huge and conversely, if kn is too large,
the bias is very important. A first solution to select the optimal kn can be based on the
drawing of a quantile plot (QQ-plot) adapted to our situation. It consists of drawing the
pairs (log2 (n/i) , log (Xn−i+1,n)) for i = 1, . . . , n − 1. From (6), the resulting graph should
be approximatively linear (with slope θ), at least for the large values of i. On Figure 1 two
cases are presented: The QQ-plot associated to a Weibull distribution which is perfectly lin-
ear, and the QQ-plot associated to a normal distribution which is only ultimately linear. A
graphical method to select kn could consist of choosing the point where the graph becomes
linear. Of course, this method is not very satisfying and an automatic selection method
should be developed. A first step could be to adapt the procedure proposed in [15] for the
Hill estimator to our framework.
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6. PROOFS
Consider {E1,n, . . . , En,n} the order statistics generated by n independent standard expo-
nential random variables. We collect in the next lemma classical results on the asymptotic
behavior of these order statistics.
Lemma 1 Suppose kn → ∞ and kn/n → 0. Then,
(i) En−i+1,n/ log(n/i)
P
→ 1, uniformly on i = 1, . . . , kn, and
(ii) k
1/2
n (En−kn+1,n − log(n/kn))
d
→ N (0, 1).
Proof : Both results are proved using the representation of the Exp(1) ordered statistics













where {E1, . . . , En} are independent standard exponential variables.





straightforward calculations lead to the uniform bounds 0 ≤ E(Zn,i) ≤ 1/ log (n/kn)
and var(Zn,i) ≤ 2/ log
2 (n/kn).











→ N (0, 1).






= γE + log n + O(1/n),
where γE is the Euler’s constant.
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The next lemma is used to prove that there exist no sequence (kn) such that kn → ∞,
kn/n → 0 and k
1/2
n log(n/kn) log2 (n/kn) βn → 0, with βn given in (9).
Lemma 2 If kn → ∞ and kn/n → 0, then, for n large enough, βn log2 (n/kn) > 1/2.





t2 log(log(t) + µn)
.

















Thus βn log2 (n/kn) is larger than a sequence tending to 1. As a conclusion, for n large
enough, βn log2 (n/kn) > 1/2.
Proof of Theorem 1: For the sake of simplicity, in this proof, we note k for kn. We also









































log(k/i) ≤ 0. (14)






































Let E1,n, . . . , En,n be ordered statistics generated by n independent standard exponential


































=: τ (3)n θ + τ
(4)
n .
In order to rewrite τ
(3)
n into a simpler form, we refer to [17], Lemma 1.4.3, which implies that
{En−i+1,n}i=1,...,k−1 = {En−k+1,n + (En−i+1,n − En−k+1,n)}i=1,...,k−1
d
= {En−k+1,n + Ek−i,k−1}i=1,...,k−1 (16)
where {E1,k−1, . . . , Ek−1,k−1} are ordered statistics independent from En−k+1,n and generated











































































































with Lemma 1(i) and the strong law of large numbers.
Finally, τ
(4)
n can be rewritten using the Karamata representation of ℓ (see e.g. [18]):








, x ≥ x0,






















du =: τ (5)n + τ
(6)
n ,
and the end of the proof is similar to [9], p. 757: τ
(5)
n converges to 0 in probability in view
of Lemma 1(i). Besides, τ
(6)
n can be controlled by introducing the random variable
ξn = sup{|δ(u)|, u ≥ En−k+1,n},
and remarking that












n = oP (τ
(3)
n ),




n converges to 0 in probability







Proof of Theorem 2: Keeping in mind the notations introduced in the previous proof,
we have















































































































→ N (0, θ2).
Define xn = En−k+1,n and λi,n = En−i+1,n/En−k+1,n. It is clear, in view of Lemma 1(i) that
xn
P
→ ∞ and λi,n
P











(1 + oP (1)).
Using the representation (16), we get
τ (4)n
d






















































= (1 + oP (1))k
1/2b(En−k+1,n),
by the strong law of large numbers. Finally, b(En−k+1,n)/b(log(n/k)) converges to 1 in
probability, since En−k+1,n/ log(n/k) converges to 1 in probability and |b| ∈ Rρ. As a









= (1 + oP (1))k
1/2b(log(n/k)) = oP (1),
and the result is proved.
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θ b(x) ρ










W(α, λ) 1/α 0 −∞










Table 1: Parameters θ, ρ and the function b(x) associated to some usual distributions
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Figure 1: Two examples of QQ-plots, log(Xn−i+1,n) is plotted versus log2 (n/i). Solid line:
W(2, 1) distribution, dashed line: N (1, 1) distribution
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(d) Mean square error as a function of kn.
Figure 2: Comparison of estimates θ̂n, θ̃n and θ̌n for the Γ(0.5, 1) distribution. (a)-(c) Dotted
line: true value, solid line: mean over 100 samples, dashed lines: empirical 90% confidence
interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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Figure 3: Comparison of estimates θ̂n, θ̃n and θ̌n for the Γ(1.5, 1) distribution. (a)-(c) Dotted
line: true value, solid line: mean over 100 samples, dashed lines: empirical 90% confidence
interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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(b) Estimate θ̃n as a function of kn.












. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(c) Estimate θ̌n as a function of kn.




















. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . .
(d) Mean square error as a function of kn.
Figure 4: Comparison of estimates θ̂n, θ̃n and θ̌n for the N (1.2, 1) distribution. (a)-(c) Dotted
line: true value, solid line: mean over 100 samples, dashed lines: empirical 90% confidence
interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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(a) Estimate θ̂n as a function of kn.












. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(b) Estimate θ̃n as a function of kn.












. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(c) Estimate θ̌n as a function of kn.
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(d) Mean square error as a function of kn.
Figure 5: Comparison of estimates θ̂n, θ̃n and θ̌n for the W(2.5, 2.5) distribution. (a)-(c)
Dotted line: true value, solid line: mean over 100 samples, dashed lines: empirical 90%
confidence interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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(b) Estimate θ̃n as a function of kn.
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(c) Estimate θ̌n as a function of kn.
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(d) Mean square error as a function of kn.
Figure 6: Comparison of estimates θ̂n, θ̃n and θ̌n for the W(0.4, 0.4) distribution. (a)-(c)
Dotted line: true value, solid line: mean over 100 samples, dashed lines: empirical 90%
confidence interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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(a) Estimate θ̂n as a function of kn.
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(c) Estimate θ̌n as a function of kn.
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(d) Mean square error as a function of kn.
Figure 7: Comparison of estimates θ̂n, θ̃n and θ̌n for the MW(2.5) distribution. (a)-(c)
Dotted line: true value, solid line: mean over 100 samples, dashed lines: empirical 90%
confidence interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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(a) Estimate θ̂n as a function of kn.
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(b) Estimate θ̃n as a function of kn.
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(c) Estimate θ̌n as a function of kn.
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(d) Mean square error as a function of kn.
Figure 8: Comparison of estimates θ̂n, θ̃n and θ̌n for the MW(0.4) distribution. (a)-(c)
Dotted line: true value, solid line: mean over 100 samples, dashed lines: empirical 90%
confidence interval. (d) Dotted line: θ̂n, solid line: θ̃n, dashed line: θ̌n.
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