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Abstract-Initially, it is proved that the EM (estimate, maximize) and OSL (one-step-late) algo- 
rithms, when applied to ridge regression problems, are special cases of the so-called linear stationary 
methods of the first degree for the underlying system of linear equations. It is shown that, although 
the EM and OSL algorithms converge, their optimum extrapolated counterparts have faster conver- 
gence. Using an incomplete data argument, an alternative interpretation of the extrapolated methods 
is given, which allows the full potential of optimum extrapolated methods to be exploited. 
Keywords-Estimate Maximize (EM) algorithm, One-step-late (OSL) algorithm, Ridge regres- 
sion, Linear stationary methods of first degree, Optimum extrapolated methods. 
1. INTRODUCTION 
The EM and OSL algorithms have emerged as popular methods for finding maximum likelihood 
and maximum penalized likelihood estimates from incomplete data. Two reasons for this popular- 
ity are their simplicity and, in appropriate circumstances, their ability to guarantee nonnegative 
convergent approximations to solutions of positive inverse problems. Both algorithms have arisen 
in the application of the maximum likelihood methodology [1,2] to inverse problems [3,4]. This 
paper shows that the EM and OSL algorithms for ridge regression [5], with or without penalty, 
correspond to linear stationary methods of the first degree for the underlying linear systems. The 
optimum extrapolated methods for the EM and OSL algorithms, as well as the convergence of 
EM and OSL, follows on utilizing existing results from the theory of such methods. Furthermore, 
the extrapolated methods for the EM and OSL algorithms are derived independently from the 
maximum penalized likelihood framework for incomplete data problems. 
2. TERMINOLOGY AND DEFINITIONS 
2.1. Linear Stationary Methods of the First Degree and Optimum Extrapolated 
Methods for Linear Systems [6] 
Linear stationary methods of the first degree for the solution of the linear system Bu = b, 
where B is a given real p x p nonsingular matrix and b is a given p x 1 real column vector, are 
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defined by the iteration 
u”+’ = Gu” + k, n=0,1,2 ,..., (1) 
where G and k are given by 
G=I-R-‘B, k = R-lb, (2) 
for some nonsingular matrix R. A necessary and sufficient condition which guarantees the con- 
vergence of the iteration (1) is that p(G) < 1. Here, p(G) denotes the spectral radius of G. 
The iterative method (1) is called symmetrizable if for some nonsingular matrix IV, the matrix 
W(I - G)W-’ is symmetric and positive definite. For a symmetrizable method (l), the eigen- 
values of G are real. Let M(G) and m(G) denote the largest and smallest of these eigenvalues, 
respectively. 
The extrapolated method applied to (1) is defined by 
un+’ = y(Gun + k) + (1 - y)un = Ghlun + yk, (3) 
where Gl,l = yG + (1 - y)I = I - yR_lB. Hence, (3) is the same as 
un+’ = un + y (R-lb - R-lBun) . (4 
Here, y is a parameter which is often referred to as the extrapolation factor. If the iterative 
method (1) is symmetrizable, then the optimum value 7 of y, in the sense of minimizing ~(Gl_,l), 
is given by [6] 
.? 
7 = (2 - M(G; - m(G)) ’ (5) 
and the corresponding extrapolated method is called the optimum extrapolated method. 
REMARK 1. Note that, if 7 # 1, then the matrix B is such that the optimum extrapolated 
method converges faster than its nonextrapolated counterpart. 
2.2. The EM and OSL Algorithms 
Let y denote the observed (incomplete) data corresponding to unknown complete data Z, and 
assume that y and x are distributed according to the probability densities g(y 1 0) and f(x 1 t9), 
respectively. The aim of the maximum likelihood approach is to estimate the parameter vector 8 
on the basis of y and the structure of the underlying family f(x 1 0) by maximizing the complete 
data likelihood. Following [3,7], let h(x 1 y, 0) be the conditional density of x given y, then 
Q(e I 0) = w4 + fw i 69, (6) 
is chosen as the approximation to logf(x 1 0) to be maximized with respect to 8, where 
Q(e 10) = Eb3f(~ 10) l Ym, 
w = b3dY l e), 
ff(e I 0) = -Wag h(a: I Y, e) I Y, e). 
For maximum penalized likelihood estimation problems, instead of Q(0 I O), one takes 
Q(e i 0) - w3, 
where J(e) is the penalty and X 2 0 is the smoothing parameter. In this situation, the EM 
algorithm for determining a maximizer reduces to the iterative solution of 
~rcQ (en+l 1 en) - XDJ (en+l) = 0, n=O,l,..., (7) 
where D denotes the derivative operator, and in general, DijF(c I 77) is DiD$F(C I q), once an 
appropriate definition of Q(0’ I O), w h ere 8’ # 8, has been specified (see [7]). 
The OSL algorithm defines en+’ implicitly in terms of P through the iterative solution of 
DloQ (en+’ I On) - XDJ(P) = 0, n=O,l,.... 63) 
Under ideal circumstances, (7) and (8) converge to the same solution 8, called the mtimzlm 
penalized likelihood estimate. 
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2.3. The EM and OSL Algorithms for Ridge Regression 
Suppose that the complete data are xij,i = 1,2,. . . ,m, j = 1,2,. . . ,p, where xij N N(aijBj, 
p-‘a2), independently, and the observations yi, i = 1,2,. . . , m satisfy yi N N( CT=‘=, aijej, a2). 
Introduce the quadratic penalty 
X(PB)TPB 
We) = (2a2) 7 (9) 
where X 2 0, and P is a p x p nonsingular matrix. Let A be the m x p matrix with entries aij, 
Y’(YlrY2,... ,Y7rJT, 8 = (@1,~2,.. . ,tIp)T, and set A = ((~1, (~2,. . . , q,) and 
A = P die [lwl12, 11~21121~~~, llq42) I 
where llaj(12 = Cz”=, a$. Th e maximum penalized likelihood estimate 6, with penalty (9), is 
determined as the solution of the ridge regression equations [5] 
(ADA + xP~P) 6 = ATy. w 
Since from [8], it can be shown that 
DloQ(B’ I 6’) = $ (A0 + ATy - ATAB - Ml’) , 
DL(0’) = -$ (ATy - ATAO’), 
it follows from Section 2.2 that, for the penalty (9) with DJ(e) = PTP0/02, the EM algorithm (7) 
for ridge regression becomes 
8 n+l = 0” + (A + XPTP)-’ [ATy - (ATA + XPTP)8”] , (11) 
while the OSL algorithm (8) becomes 
8 TZ+’ = 0” + A-’ [ATy - (ATA + XPTP)f3”] . (12) 
The derivation of these equations from an incomplete data point of view can be found in [8]. 
3. THE EM AND OSL ALGORITHMS FOR RIDGE 
REGRESSION AND LINEAR STATIONARY METHODS 
OF THE FIRST DEGREE 
It follows from Section 2.1 that the EM algorithm (11) is a linear stationary method of the 
first degree for the ridge regression equations (10) with 
R~ = A + XP~P, Go = I - RX~ (ADA + XP~P), kx = R;‘ATy. (13) 
Here, Rx, GA and ICX are as derived from (2) except that the dependence on the smoothing 
parameter X has been added as a subscript. 
Below, we prove that, when ATA+XPTP is nonsingular (i.e., either X # 0, or X = 0, m 2 p and 
rank (A) = p), the EM algorithm is symmetrizable with the optimum value 7 of the extrapolation 
factor greater than 1 (see (5)). 
LEMMA 1. When ATA+XPTP is nonsingular, any eigenvalue p of R, 1’2 (AT A + XPTP) R, Ii2 
satisfies 0 < p I 1. Here, Rx = A + XPTP. 
PROOF. The matrix ATA + XPTP is symmetric and nonnegative definite. So, when it is non- 
singular, it is symmetric and positive definite. Because Rx = A + XPTP is symmetric and 
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positive definite, it follows that the matrix Ri112(ATA + XPTP)Ri112 is symmetric and posi- 
tive definite. Its eigenvalues, denoted by ~1, will satisfy /.A > 0. Furthermore, for any unit vector 
2 = (~1,~2,...,4T, 
zTRX112(ATA + XPTP)Ri1’2a: = CC~R,~‘~(A~A + Rx - A)Ri1’2~, 
= /1X1)2 + zTR;‘12 (ADA - A) R;“2z. 
Let y = RX1’2z = (91, yz, . . . , yp)T. Because Ri1’2 is symmetric, it follows that 
(14) 
xTR;li2 (ATA - h) @2x = yTATAy - yThy, 
Hence, from (14) and (15), 
z~R;“~(A~A + XPTP)R,1’2z < 11~11~ = 1. (16) 
Therefore, all the eigenvalues of RL1’2 (ATA + XPTP) RL1’2 he in (O,l]. I 
THEOREM 1. Under the assumption of Lemma 1, the EM algorithm (11) is a convergent sym- 
metrizable linear stationary method of the first degree. The optimum value =y~of the extrapolation 
factor for the corresponding extrapolated method is greater than 1. 
PROOF. LetW= R, 1’2, then W(I- GA) W-l = Rx112 (ATA + XPTP) RXli2, which is symmet- 
ric and positive definite, so the EM algorithm is symmetrizable. 
The matrix GJ, = I - RX1 (ATA + XPTP) is similar to I - Rili2 (ATA + XPTP) RX112, so 
both have the same eigenvalues. Hence, from Lemma 1, all the eigenvalues of GA lie in [0, l), and 
therefore, p(Gx) < 1, which independently proves the convergence of the EM algorithm outside 
of the maximum likelihood framework. Thus, 0 I m(Gx) < 1 and 0 < M(Gx) < 1. It easily 
follows from (5) that 7~ > 1. 
The OSL algorithm (12) is also a linear stationary method of the first degree 
regression equation (10) with 
R=A, Gx=I-R-‘(ATA+XPTP), k = R-‘ATy. 
The OSL counterpart of Theorem 1 is given by the following theorem. 
I 
for the ridge 
(IV 
THEOREM 2. For X > 0, the OSL algorithm (12) is a symmetrizable linear stationary method of 
the first degree which converges for X sufficiently small. The optimum value 7~ of the extrapoia- 
tion factor for the corresponding extrapolated method satisfies 7~ # 1 unless m(Gx)+M(Gx) = 0. 
PROOF. Let W = R1i2, then W(I-- Gx)W-l = R-li2 (ATA + XPTP) RW1j2, which is symmet- 
ric and positive definite when X > 0, so the OSL algorithm is symmetrizable for positive A. 
Let pi = minll,ll,i IIPR- 1/2z[12, and ,& = rnaxllollC1 IIPR-1/2z112, then 02 2 ,& > 0. Similar 
to the proof of Lemma 1, the analog of (16) becomes 
x~R-~‘~ (ATA + XPTP) R- 1’2x < 1 + XIIPR-1’2x112 5 1 + A&, _ (18) 
and xTR-li2 (ATA + XPTP) R-li2x = llAR-1/2~112 + XIIPR-1/2~112 2 XIIPR-‘/2x112 2 xp, 
for any unit vector x. Therefore, all the eigenvalues of R-‘i2(ATA + XPT P)R-‘j2 lie in [Api, 1 + 
h321. 
Repeating the proof process of Theorem 1, all the eigenvalues of GA lie in [-ADZ, 1 - Api]. 
Therefore, p(Gx) < 1 for sufficiently small A, which proves the convergence of the OSL algorithm. 
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It follows from (5) that when X is positive, 7~ # 1 unless m(Gx) + M(Gx) = 0 which only occurs 
when rn(G~) E [-X&,0) and M(Gx) = -m(Gx). I 
REMARK 2. In practice, both the EM and OSL algorithms are used only with a small positive 
value of X in line with the conditions of Theorem 2. For small positive X, the exceptional 
conditions m(Gx) + M(Gx) = 0 implies that all the eigenvalues of GA are close to zero and the 
OSL algorithm, therefore, converges rapidly. 
REMARK 3. The extrapolation factors for EM and OSL themselves equal 1, so the convergence 
of EM will not be as fast as its optimum extrapolated counterpart, neither will that of OSL unless 
m(Gx)+M(Gx) = 0. Although it is often possible to choose X so that m(Gx) +M(Gx) = 0, doing 
so cannot guarantee that X is small and positive. Typically, X is determined by other criteria. 
4. OPTIMALITY FROM AN INCOMPLETE DATA VIEWPOINT 
The general EM and OSL algorithms are defined by (7) and (8), respectively, with Q(0 1 0) 
defined by (6). The above extrapolated counterparts of the EM and OSL algorithms for ridge 
regression can also be obtained by modifying the structure of Q. Consider Qi(0 1 0) = Q(0 1 0) 
+c&(B), where Li(0) = L(8) - XJ(f3). The EM algorithm for this modified Qi becomes 
~ieQi (en+l 1 en) -xDJ(~"+~) = 0, n=O,l,..., (19) 
while that for the OSL algorithm is given by 
~~~~~ (en+l 1 en)-xm(ey =o, n=O,l,..., (20) 
where &I(@’ I 0) = Q(0’ I 0) + o&(0) for 8’ # 8. It is clear that, with cr = 0, one recovers the 
original EM and OSL algorithms. For ridge regression, using these expressions, (19) becomes 
8 n+1=t3n+(1+~)(A+XPTP)-1[ATy-(ATA+XPTP)~n], 
while (20) becomes 
8 n+l = en + (1 + cr)A-’ [ATy - (ATA + XPTP)P] . 
These are precisely the extrapolated methods corresponding to (11) and (12), respectively, but 
with extrapolation factor 1 +a. Thus, there exists a value of a: which corresponds to the optimum 
value of y for each of these extrapolated methods. Hence, for given fixed X, o can be chosen 
SO that the EM and OSL algorithms, as determined by the modified equations (19) and (20) 
respectively, are the optimum extrapolated counterparts of (11) and (12) for the solution of (10) 
(cf. Remark 3). 
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