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 I 
摘要 
城市环境声音的自动分类，已经成为城市信息化进程中的一个关键点，是指
通过计算机自动化的分类手段，针对不同的城市环境声音，如自然环境声音、家
庭环境声音、道路环境声音等等，在具备背景噪音的情况下，来识别和分类出周
围环境的状况。虽然目前环境声音分类领域的应用潜力巨大，但是效果却还不是
特别理想，相对于语音识别和音乐检索这样的热点，环境声音的研究还有很多方
面的工作可以进一步深化。 
本文主要针对环境声音的分类问题，进行了相关的研究。在围绕分类的模型
选择和有标记数据集匮乏两大问题上，分别提出了对应的解决方案，并通过实验
对本文提出的相关方法进行了验证。主要工作包括了以下三个方面： 
第一，对环境声音分类研究的发展状况以及当前主流的研究方法进行了综述。 
第二，目前，环境声音分类主要采用底层特征提取结合无监督聚类的方法，
这类方法存在着分类准确率有限的问题，即使有的学者将 CNN用于环境声音分类，
但由于使用的是原始声音数据，从而造成计算代价过大。为此，本文提出了一种
基于 MFCC结合 CNN的混合模型分类方法，该方法首先进行 MFCC 底层特征提取，
然后，再通过 CNN模型对其进行高层特征提取，最后进行 Softmax分类。实验结
果表明：本文提出的混合模型方法，在兼顾计算复杂性和准确率方面，都具有较
好的效果。 
第三，针对当下的环境声音数据集面临着数量少、规模小的困境，提出了声
音数据集扩充的办法，该方法共选用了四类数据扩充算法，对原有数据集进行扩
充，随后本文将扩充后的数据集在 CNN网络中进行训练，实验结果表明：本文提
出的数据集扩充方法，其在提高 CNN网络的分类准确度方面有明显的优势，能够
获得较好的效果。 
 
关键词：环境声音分类；数据扩充；卷积神经网络 
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Abstract 
The automatic classification of urban environment sound has become a key point 
in the process of urban informatization. It refers to the classification of different urban 
environment sounds, such as natural environment sound, family environment sound, 
road environment sound, through computerized classification, in the case of 
background noise, to identify and sort out the surrounding environment. Although the 
application of environmental sound classification in the field of great potential, but 
the effect is not particularly ideal, relative to voice recognition and music retrieval 
such hot spots, environmental sound research there are many aspects of the work can 
be further deepened. 
This paper focuses on the classification of environmental sound. The 
corresponding solutions are proposed, and the related methods proposed in this paper 
are validated by experimenting on the problem of model selection and the lack of 
marking data set. The main work includes the following three aspects: 
First, the development of environmental sound classification research and the 
current mainstream research methods were reviewed. 
Second, at present, the classification of environmental sound mainly uses the 
method of bottom feature extraction and unsupervised clustering. This method has the 
problem of limited classification accuracy. Even if some scholars use CNN for 
environmental sound classification with the original sound data, resulting in the 
calculation cost being too large. In this paper, a hybrid model of classification method 
based on MFCC and CNN is proposed. Firstly, the MFCC primitive feature extraction 
is carried out. Then, the CNN model is used to extract high-level features and then 
classify them. The experimental results show that the hybrid model proposed in this 
paper has a good effect in both computational complexity and accuracy. 
Thirdly, this paper proposes a four-level data expansion algorithm, which is used 
to expand the original data set. In this paper, we propose a four-level data expansion 
algorithm for the expansion of the original data set. The experimental results show 
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that the data set expansion method proposed in this paper has obvious advantages in 
improving the classification accuracy of CNN network, and can get better results. 
 
Keywords: environmental sound classification; data augmentation; convolution 
neural network 
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 1 
第一章 绪论 
1.1 研究背景及意义 
随着世界范围内的城市化的进展，城市的人口越来越多，而在城市中建设宜
居和安全的环境，所面临的挑战也越来越大。为了能够在资源有限的状况中，为
城市居民提供尽可能好的居住条件，越来越多的城市开始接受“智慧城市”的概念，
并且通过多方面的努力，试图将城市打造得更加智能和现代化。打造“智慧城市”
是一个多学科结合的任务，信息科学在其中则扮演了一个核心的角色，无论是能
源问题、环境问题还是医疗问题，都可以用信息科学的工具和技术手段进行整合，
将效率提高到一个新的水平。 
随着“智慧城市”中物联网(IoT)的发展，大量的城市声音数据被收集了起来。
其中包括城市中的环境声音、居住者的日常活动声音，如儿童嘻戏、道路交通声
等等。当城市的管理机构，通过将动态的声音内容与其所被采集的时间地点等信
息进行综合考量并进行数据挖掘工作，可以让相关的机构更好地了解和分析市民
的日常生活。而这样的了解和分析，也是进一步通过宏观政策手段增进城市居民
的生活质量的科学基点。 
当我们在提及城市声音的时候，常见的误解是，只要是噪音就都是有害的，
应该想办法进行消除。然而，在当代城市化的背景下，环境声音是不可避免的，
正常的人类活动和自然气候变化，都会带来城市声音特征的变化。如果我们意识
到其中的信息价值，转而通过科学手段对其进行研究，那么它们还能为城市管理
提供很多优质决策的基本点。 
声音信号具有视觉信号所不具备的诸多优点，例如：它不受物理光照条件和
视觉观测效果的影响；相对于视频信号，它所占用的存储空间较小，在存储过程
中，所需要占用的CPU运算时间也较少。此外，我们对于声音信号的模式识别和
分类，可以辅助我们捕捉到视觉信号所容易忽视的重要信息。声音信号的识别，
应用非常广泛，可以用于安全防护、车辆导航、天气预报以及生物分类等领域。 
目前对环境声音的研究，集中在城市环境声音(Urban Sound)和生态环境声音
（Environment Sound）两个主要领域，城市环境声音中，包含了城市自然环境声
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音、家庭环境声音、道路环境声音等等。物体的规则或者不规则震动往往具有特
殊的意义，城市环境的声音，是要求我们在具备背景噪音的情况下，来识别和分
类出周遭环境的状况。 
生态环境声音的研究，则把焦点放在自然生态系统的声音研究中，因为生态
系统的环境声音可以较好地反映出自己环境中的生物生存和活动状况，因此与人
类生活已经环境保护工作都是密切相关的。研究区域生态环境，音频数据的分类
研究，主要用于反映生态环境的气候特点、地域特征、季节变迁、以及各类生物
的活动、生存状况，不仅可以额用于分析某个地区的生态环境，而且对于预测生
物种群的整体状况以及活动规律都有这非常重要的意义。 
在这样的应用背景下，城市环境声音的自动分类，已经成为城市信息化进程
中的一个关键点，很多相关的研究已经开展。当然，相对于与语音识别和音乐检
索这样的热点，环境声音的研究还有很多方面的工作可以进一步深化。 
目前的环境声音研究领域，应用潜力虽然巨大，但是效果却还不是特别理想。
一方面，环境声音的分类是一个综合性的研究课题，设计到信号处理，模式识别，
数据表示等很多学科和领域，因此分类问题比较复杂，目前面临的主要困难是：
首先是有标注数据集的匮乏，目前的主流数据集中，最大的有标注数据不过八千
多条数据，对比起图像分类领域的数据集，规模并不是在一个量级上的；其次是
维度灾难，未经处理的声音音频数据是非常高维的数据，如果直接用来进行分类
处理，显然对计算代价的要求是非常高的，如何进行有效的特征提取和表示，也
是研究中的一个要点；最后是实时性的难度，对于声音的监控，实时性的要求是
非常高的。比如对于枪声这样的犯罪声音的反映，在准确率的提高上，还需要我
们拥有实时的应用系统，才能将研究转换为应用。综上所述，目前的环境声音分
类的特点之下，如何令分类的准确率和效率进行提升，是领域内亟待解决的重要
问题。 
1.2 国内外研究现状 
在环境声音分类的研究中，第一步的工作，就是声音信号的特征化处理
（Acoustic Feature Representation）。只有较好地提取声音的特征，才能做到后续
的分类工作不是无据可依。面对声音这样的动态信号，如何把信号更好地特征化，
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如何在保留信号有效特征的同时，尽量把数据把数据的维度进行降低。这两个问
题，一直以来，就是声音信号分类研究中的重点和首要问题。 
目前最广泛采用的特征提取技术，是 MFCC 梅尔频率倒谱系数(Mel 
Frequency Cepstrum Coefficient) [1]。在声音的处理领域，梅尔倒谱系数（简称
MFCC）是一个非常常用而且成熟的特征。该特征根据人耳听觉特性，用Mel标
度频率域提取出来的倒谱参数，进行非线性转换，使之更符合真实的听觉特性，
而且当信噪比降低时仍然具有较好的识别性能。MFCC这种特征的优良性质，在
于它对于信号的性质并没有过高的要求，对于输入的信号并没有太多的预设和限
定，而同时它又利用了听觉模型的特征，所以MFCC特征对于与其它特征相比，
具有更好的鲁棒性。 
此外，在MFCC的基础之上，Jitong Chen等人采用GFCC(Gammatone 
Frequency Cepstral Coefficients)来进行特征提取[2]。在声音信号处于低信噪比的
状况是，MFCC所提取的特征出现了很大的局限性。Gammatone滤波最初应用于
描述听觉系统的脉冲响应函数，是基于人耳耳蜗建立起来的一个模型，研究人员
使用它来模拟人耳听觉的真实状况，因此它可以很好的模拟人耳的分频特性，从
而做到更好地抑制背景噪音。在自然环境声音的噪音背景下，GFCC所采用的特
征信号，很多时候可以更好地反映声音信号的真实能量分布。 
前两类基于频域分析的特征，在很多的实际应用中（比如语音和乐音的识别
和分类），都具有很好的效果。但是却也有它们相对应的缺陷。因为这样特征的
设计，针对的问题主要是一些特定的结构化声音波形信号，比如人类的语音，乐
器演奏的乐音等等。然而自然的环境声音，要比语音和乐音来得更加复杂，并且
自然环境中的噪音的来源也更为宽泛，比起语音录音中常见的平稳的噪音，自然
环境中有更多的随机噪音，因此如果还是单纯地使用传统的特征，则较难获得更
好的分类效果。 
稀疏编码（ Sparse Coding Algorithm）由于其在多个机器学习领域的成功应
用，也被引入到环境声音特征提取的领域，目的是为了找出更具有鲁棒性的声音
特征。Ness SR等学者[3]观察到了声音信号特征提取之后的稀疏性，而同时特征
过高的维度又妨碍了快速识别和大规模训练的可能性，于是提出将一小部分稀疏
却覆盖了声音的主要信息的稀疏用来欢迎原本的声音特征。并且这样的编码，还
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