All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Transgenic maize, potatoes, and cotton that carry the insecticidal toxins of *Bacillus thuringiensis* (Bt) are grown extensively throughout the world. Many of these Bt crops are highly effective against lepidopteran and beetle pests, and their adoption has considerably reduced the use of conventional chemical insecticides in some areas \[[@pone.0169167.ref001]--[@pone.0169167.ref005]\]. Nonetheless, they risk losing efficacy if targeted pests evolve resistance. The vast majority of theoretical work on evolution of resistance to Bt crops has explicitly or implicitly addressed spatial variation in Bt crops on the landscape: how much of the landscape is covered by Bt crops, and how the crops are arranged \[[@pone.0169167.ref006]--[@pone.0169167.ref009]\]. This work has generally assumed that spatial variation does not change through time, and little theoretical attention has been given to spatio-temporal variability in the risk of resistance evolution. Nonetheless, spatio-temporal variation in selection for Bt resistance could occur over the course of a year or among years, and could be driven by variation in the proportion of pest habitat that is planted to Bt crops or by variation in the total amount of pest breeding habitat, Bt-crops or otherwise. Here, we analyze how these types of spatio-temporal variation affect the risk of resistance evolution.

Current resistance management strategies for Bt crops are based on well-established assumptions about how resistance will likely arise. When there are high levels of expression of Bt proteins in transgenic crops and high toxicity, the most likely mode of resistance is through a single diallelic resistance gene for each toxin expressed by the crop, with resistance being recessive; in this \"high dose\" situation, resistance will probably be caused by loss of some function within the biochemical pathway attacked by the Bt toxin \[[@pone.0169167.ref010], [@pone.0169167.ref011]\]. The expectation that resistance to a single Bt toxin occurs through a single recessive allele is borne out by most documented cases of resistance to high-dose Bt crops \[[@pone.0169167.ref012]\]. Although the first-generation Bt crops expressed only a single Bt toxin, the second-generation Bt crops are \"pyramids\" containing two or more toxins which should, if both express high toxicity, make pyramid Bt crops more durable against resistance evolution \[[@pone.0169167.ref013]--[@pone.0169167.ref019]\]. When these toxins kill insects through different biochemical pathways, insect resistance requires the acquisition of resistance alleles at multiple genetic loci, and this can slow resistance evolution considerably \[[@pone.0169167.ref013], [@pone.0169167.ref016], [@pone.0169167.ref017], [@pone.0169167.ref019]--[@pone.0169167.ref022]\].

The cornerstone of resistance management is the high dose-refuge strategy in which monocultures of Bt crops are planted alongside refuge fields that contain non-Bt host plants \[[@pone.0169167.ref010], [@pone.0169167.ref023], [@pone.0169167.ref024]\]. This reduces the rate of resistance evolution mainly by reducing the proportion of the insect population that is killed by Bt, thereby reducing the strength of selection for Bt resistance \[[@pone.0169167.ref008], [@pone.0169167.ref025]\]. In theory, the high dose-refuge strategy can greatly reduce the rate of resistance evolution \[[@pone.0169167.ref007], [@pone.0169167.ref026]--[@pone.0169167.ref028]\], and its widespread use has been credited for the absence of more cases of insects evolving resistance \[[@pone.0169167.ref029]\]. Nonetheless, cases of resistance evolution to Bt crops are increasing \[[@pone.0169167.ref012]\], demanding continued re-evaluation of resistance management strategies.

Spatio-temporal variation in the strength of selection for resistance to Bt could occur through year-to-year or within-season changes in the area of Bt crops and/or refuge habitat, either refuge habitat that is mandated for resistance management or unmandated refuge consisting of host plants in agricultural or native habitats. Here, we collectively call mandated and unmandated refuge simply refuge. To summarize spatio-temporal variation, we consider both the proportion of potential breeding habitat (Bt crops plus refuge) that is refuge, which we denote *Q*, and the total area of potential breeding habitat, which we denote *K*. For example, Australian cotton is attacked by two lepidopteran pests, the bollworms *Helicoverpa armigera* and *H*. *punctigera*. Bt cotton was rapidly adopted to control these pests and comprised over 90% of all cotton by 2006, although the area of cotton production has fluctuated greatly since 1998 \[[@pone.0169167.ref030]\]. For the agricultural landscapes of the cotton and grain-growing region of Cecil Plains, Darling Downs, Queensland, changes in climatic conditions (rainfall) and market prices among the years 2009--2014 caused the proportion of potential breeding habitat that was refuge for *H*. *armigera*, *Q*, to vary between 36% and 63%, and the proportion of potential breeding habitat on the landscape, *K*, to vary between 10% and 28%. For *H*. *punctigera*, *Q* varied between 18% and 38%, and *K* varied between 6% and 19% ([Fig 1](#pone.0169167.g001){ref-type="fig"}). (These values of *Q* and *K* were calculated by weighting different breeding habitats according to the oviposition preferences of *H*. *armigera* and *H*. *punctigera*; see [Materials and Methods](#sec002){ref-type="sec"}.) In addition to year-to-year variation in Bt crop and refuge area, there is seasonal variation: summer crops are planted in spring and harvested in fall, and winter crops are planted in autumn and harvested in late spring. Because the major winter crops are wheat and barley, which are poor hosts for *H*. *armigera* and not hosts for *H*. *punctigera*, this cropping seasonality leaves a 2--3 month period of low *K* in winter. Both *Helicoverpa* species have up to six generations per year in this region and can be active during the winter \[[@pone.0169167.ref031]\]; therefore, they experience large seasonal fluctuations in both Bt crops and refuges. Does this year-to-year and seasonal variation in Bt crop and refuge affect the rate of resistance evolution? If so, what risks does this pose to resistance management?

![Landscape composition of the Cecil Plains, Queensland, Australia, study site in the 2011/12 and 2013/14 cropping seasons.\
Bt cotton is gray; mandated refuge is black; crops that provide breeding sites for both *H*. *armigera* and *H*. *punctigera* (source crops) are gray with dark-gray stripes while source crops for *H*. *armigera* alone are dark gray; non-breeding habitat (matrix) is light gray; native vegetation is stippled; and unknown habitat is white. In 2013/14 a few fields were planted with conventional cotton as mandated refuges within a more-extensive crop of Bt cotton (light gray with narrow stripes).](pone.0169167.g001){#pone.0169167.g001}

We investigated the consequences of spatio-temporal fluctuations in selection on resistance evolution using models for a two-toxin pyramid Bt crop. We first present a model tailored for the two bollworm pests of Australian cotton landscapes. This allows us to address general expectations about spatio-temporal variation in resistance and also specific management issues concerning these pests. In particular, we address the efficacy of \"planting windows\" that are designed to synchronize planting and harvesting of cotton, and thereby limit the selection on *Helicoverpa* to only three of six possible generations per year. In addition to the model tailored for *Helicoverpa* and the Australian landscapes, we also present a general model of resistance evolution for a generic pest that shows how the results from the *Helicoverpa* model may generalize to other pests and crop systems.

Materials and Methods {#sec002}
=====================

Insect biology and resistance {#sec003}
-----------------------------

*Helicoverpa armigera* and *H*. *punctigera* are common pests of cotton in Australia, and while *H*. *punctigera* is a native \[[@pone.0169167.ref032]\], *H*. *armigera* now has a worldwide distribution \[[@pone.0169167.ref033]\]. Adults are capable of long-distance migration \[[@pone.0169167.ref034]\], but most *H*. *armigera* within agricultural landscapes disperse \<10 km, whereas *H*. *punctigera* often fly \>10 km \[[@pone.0169167.ref035]\]. Emerged females produce a sex pheromone that attracts potential male partners, and females may mate with multiple partners over the course of their lives \[[@pone.0169167.ref036], [@pone.0169167.ref037]\]. Although females may produce up to 1500 eggs in a lifetime \[[@pone.0169167.ref038], [@pone.0169167.ref039]\], most of these die in a density-independent manner, so we assume that females produce *F* = 50 surviving eggs; thus, the greatest possible increase in the population size from one generation to the next is 25 (after accounting for a 50:50 sex ratio). Finally, *H*. *armigera*, and to a lesser extent *H*. *punctigera*, may enter diapause in the pupal stage towards the end of the summer depending on temperature and light \[[@pone.0169167.ref040]\].

In addition to cotton, *H*. *armigera* has a broad host plant range which includes some native species but mostly exotics (e.g., the introduced weed Paterson's curse, *Echium plantagineum*) and crops often planted near cotton: pigeon and chick peas, sorghum, maize, and to a much lesser extent cereals (wheat, barley) \[[@pone.0169167.ref041], [@pone.0169167.ref042]\]. Preference of *H*. *armigera* for several crops has been measured in bioassays \[[@pone.0169167.ref043]--[@pone.0169167.ref045]\]; when females are presented with chick peas, pigeon peas, maize, sorghum and cotton, the proportions of the females that oviposit are 0.98, 0.90, 0.70, 0.57, and 0.40 \[[@pone.0169167.ref045]\]. For cereals and native vegetation, we assume values of 0.10 and 0.01. The *H*. *punctigera* host plant range includes many natives (e.g., everlasting daisies, *Rhodanthe floribunda*) and introduced plant species; however, it is rarely found on monocotyledonous plants such as maize, sorghum, or cereals \[[@pone.0169167.ref032]\]. Therefore, we assume *H*. *punctigera* has the same preferences as *H*. *armigera* for the dicotyledonous crop plants but does not breed from monocots, and we assume that *H*. *punctigera* has a broader host range of native species ([Table 1](#pone.0169167.t001){ref-type="table"}). Although we used fixed values for oviposition preference, we acknowledge that preferences change with crop stages, seasonal fluctuations, and climatic conditions.

10.1371/journal.pone.0169167.t001

###### Baseline *Helicoverpa* preferences and seasonal availability for different habitat types.

![](pone.0169167.t001){#pone.0169167.t001g}

                             preference   preference   gen 1   gen 2   gen 3   gen 4   gen 5   gen 6
  -------------------------- ------------ ------------ ------- ------- ------- ------- ------- -------
  Bt cotton                  0.40         0.40         0       1       1       1       0       0
  Conventional cotton        0.40         0.40         0       1       1       1       0       0
  Pigeon pea                 0.90         0.90         0       1       1       1       0       0
  Chick pea                  0.98         0.98         1       1       0       0       0       0
  Maize                      0.70         0            0       2/3     2/3     2/3     2/3     0
  Sorghum                    0.57         0            0       2/3     2/3     2/3     2/3     0
  Cereal                     0.10         0            1       0       0       0       0       1
  *H*. *armigera* native     0.01         --           1       1       1       1       1       1
  *H*. *punctigera* native   --           0.05         1       1       1       1       1       1

Values for preferences are based on oviposition lab bioassays of Jallow and Zalucki \[[@pone.0169167.ref044]\]. Values for seasonal availability are the proportion of the total annual area of habitat available to each of the six possible generations of *Helicoverpa*.

Densities of larvae in refuges will be substantially higher than in Bt fields, and this will likely lead to higher mortality rates due to density-dependent predation and parasitism, cannibalism, and, for unmandated crop refuges, insecticide or virus applications used to control outbreaks of *Helicoverpa* and other pests. For models including density-dependent larval survival, we assume that the relative strength of density dependence varies among habitats according to the preference that females show for oviposition. Thus, since the preference of *H*. *armigera* females for chick peas is 2.45 (= 0.98/0.40) times greater than for cotton, we assume that the survival of larvae in chick peas is the same as the survival in cotton when the density of eggs oviposited in chick peas is 2.45 times that in cotton. This assumption means that the potential production of pupae from different habitats scales with the oviposition preference that females show for these crops; a field of chick peas can produce the same number of adult moths as a cotton field that is 2.45 times larger. This scaling only affects the relative strength of density dependence among habitats. In the model, the overall strength of density-dependent mortality is determined by the population density: at the population level, the strength of density dependence is whatever is required to give a long-term per capita population growth rate of zero.

Since 2004 roughly 80% of the cotton planted in Australia has been Bollgard II which protects against *Helicoverpa*. Bollgard II is a two-toxin pyramid consisting of Cry1Ac and Cry2Ab. While the toxicity of these two toxins varies through the growing season (cotton development stage), Cry1Ac is generally the less toxic, and we use relative survivals of susceptible *H*. *armigera* and *H*. *punctigera* genotypes of *s*~1SS~ = 0.15 and *s*~2SS~ = 0.05 for Cry1Ac and Cry2Ab, respectively. Because both toxins are expressed in moderate to high doses, resistance is expected to take the form of single diallelic genes that are largely recessive; we assume a dominance of *h* = 0.05, leading to relative survivals of resistance-susceptible (RS) genotypes on single toxin plants equal to *h s*~1RR~ + (1--*h*) *s*~1SS~ = 0.1925 and *h s*~2RR~ + (1--*h*) *s*~2SS~ = 0.0975 for Cry1Ac and Cry2Ab, respectively; we assume that resistance of RR individuals is complete, so *s*~1RR~ = *s*~2RR~ = 1. Finally, for the two-toxin pyramid plants, we assume that survivals are independent (multiplicative), as is expected if toxins have independent modes of action \[[@pone.0169167.ref046]\]. For example, the survival of an S~1~S~1~S~2~S~2~ individual on Bt plants is *s*~SSSS~ = *s*~1SS~ × *s*~2SS~ = 0.0075, and the survival of an R~1~S~1~R~2~S~2~ individual is *s*~1RS~ × *s*~2RS~ = 0.0188. In the cotton-growing region of Australia the current estimated frequencies of alleles conferring resistance against Cry1Ac and Cry2Ab are 0.01 and 0.003, respectively, for *H*. *punctigera*, and 0.02 and \<0.001 respectively for *H*. *armigera* (based on F1 screens: \[[@pone.0169167.ref004], [@pone.0169167.ref047]\] and Downes, unpublished data).

Landscapes {#sec004}
----------

Cotton-growing regions of Australia are characterized by a complex mixture of different crops and land uses ([Fig 1](#pone.0169167.g001){ref-type="fig"}). A key component of the Bollgard II resistance management plan in Australia is that unsprayed conventional (non-Bt) cotton or pigeon pea must be planted as mandated refuges, at no less than 10% and 5%, respectively, of the area of Bt cotton. In addition to mandated refuges, a considerable area may be planted in non-Bt crops that serve as unmandated refuges, especially for *H*. *armigera* that has the broader host range of crop species ([Table 1](#pone.0169167.t001){ref-type="table"}). A second part of the resistance management plan consists of \"planting windows\" in which Bt cotton and mandated refuges are planted within a specified 6-week period during the spring. Planting windows are required in latitudinal regions where the relatively aseasonal climate would allow, in the absence of planting windows, crop production year round; elsewhere, only an end date to planting is imposed since its start is restricted by climate \[[@pone.0169167.ref048]\]. Planting windows are primarily designed to limit the exposure of pests to Bt cotton by leaving a 2 to 3-month period in which Bt fields remain fallow; in principle, this means that there is no selection for resistance during the last two of the possible six annual insect generations per year at our study sites.

We used cotton-growing landscapes from three study sites (Cecil Plains, Nandi, and Pampas) in the Darling Downs situated 200 km west of Brisbane, Queensland, Australia. The three landscapes are each approximately 20 km in diameter and separated by approximately 35 km. Land-use information was characterized for five summer cropping seasons, December-March, from 2009/10 to 2013/14. Crop varieties and planting dates were collected by contacting individual growers from each region every season, and confirmed by visiting fields and ground-checking the details. Field boundaries of crop and non-crop habitat were digitized using the satellite image service base map in ArcGIS 10.2 \[[@pone.0169167.ref049]\]. Land parcels in the landscape maps were partitioned into 27 different use categories including roads, buildings, water storage and different crops and host plants. The areas of these land parcels were then used to calculate proportions of characteristic land use, host plants, and breeding habitat for *H*. *armigera* and *H*. *punctigera* for each landscape for each season.

Model {#sec005}
-----

The \"*Helicoverpa* model\" is designed around *H*. *armigera* and *H*. *punctigera* in the Darling Downs cotton-growing region. An important biological difference between species is that *H*. *armigera* uses a broader range of crops while *H*. *punctigera* can use native vegetation to a greater extent ([Table 1](#pone.0169167.t001){ref-type="table"}); therefore, they have contrasting patterns of fluctuations in *Q* and *K*. In addition to the *Helicoverpa* model, we also analyzed a simplified \"general model\" that more clearly exposes the role of spatio-temporal variation on the rate of resistance evolution as it might affect other pests.

The *Helicoverpa* model uses the annual distribution of breeding habitat for each of six generations given in [Table 1](#pone.0169167.t001){ref-type="table"}. So that we can focus on *in situ* resistance evolution of *H*. *punctigera*, we ignored the possibility of long-range migratory behavior into and out of the cotton-growing region \[[@pone.0169167.ref041], [@pone.0169167.ref050]\]. The possible consequences of immigration depend on the details of both the frequency of resistance alleles in the immigrant population and the timing of immigration which affects whether mating occurs \[[@pone.0169167.ref051]\]. Although immigration could change the rate of resistance evolution (e.g., through diluting resistance alleles), it will not change the impact of spatio-temporal variability and hence the qualitative results. Parts of generations 3--5 can delay development or enter diapause and emerge at the start of the following year; specifically, we assume that the proportions of the *H*. *armigera* population in diapause are 0.74, 0.95, and 0.95 in generations 3, 4, and 5; for *H*. *punctigera*, these are 0, 0.30, and 0.70.

We ran the *Helicoverpa* model using landscapes made up of Bt cotton, mandated refuges, and unmandated refuges in the same proportions as calculated for Cecil Plains, Nandi, and Pampas regions. To weight habitats by both oviposition preference and density dependence, we multiplied the area of each habitat by the oviposition preference value; for example, chick pea is weighted by 0.98, and cotton is weighted by 0.40. These weighted values were used to calculate both the proportion *Q* of the adult female population that oviposits in refuge habitats and the total *K* of the landscape that is potentially breeding habitat. Thus, a landscape made up of 5% chick pea and 80% Bt cotton would have *Q* = (0.05\*0.98)/(0.05\*0.98 + 0.80\*0.40) = 0.13 and *K* = 0.05\*0.98 + 0.80\*0.40 = 0.37.

The models keep track of both allele frequencies and insect densities, and operate in discrete time with a single time step equal to a generation \[[@pone.0169167.ref008]\]. The order of life-history events within a generation is male movement among fields, mating, female movement and oviposition, selective mortality of larvae by Bt toxins in Bt fields, and density-independent and density-dependent mortality from sources other than Bt toxins. Mating within fields is assumed to be random, and movement is assumed to be "global", independent of the spatial arrangement of fields.

We investigated density-dependent survival using three separate models: models L, A, and I. For model L ("larval density") density-dependent larval survival is given by (1 + *a*~*t*~*x*)^--1^ where *x* is the density of larvae within a field, and *a*~*t*~ scales the relative strength of density dependence which can vary from one insect generation *t* to the next. This equation applies to both Bt and non-Bt habitats, although because the larval density in Bt cotton is reduced by mortality of susceptible larvae, the effect of density dependence is correspondingly less. To scale the total area of habitat, we use the population density that a completely resistant insect population would attain if *K* were constant; if the total availability of breeding habitat is scaled according to the size of the insect population it can support, this gives *a*~*t*~ = (*F*/2--1)/*K*~*t*~. If *X*~*B*~ and *X*~*R*~ represent the relative numbers of larvae in Bt and refuge habitats, then density dependence varies with the densities of larvae in Bt crops and refuges given by *X*~*B*~/(*K*~*t*~(1 --*Q*~*t*~)) and *X*~*R*~/(*K*~*t*~*Q*~*t*~), respectively. Thus, the density-dependent survivals of larvae in Bt crops and refuge are (1 + α*X*~*B*~/(*K*~*t*~(1 --*Q*~*t*~)))^--1^ and (1 + α*X*~*R*~/(*K*~*t*~*Q*~*t*~))^--1^, where α = (*F*/2--1).

For model A ("adult oviposition limitation") we assumed the same effect of density dependence on larvae as in model L. In addition, female fecundity depends on the amount of available habitat. In model L all females lay *F* eggs, even if the total breeding habitat *K* decreases between generations; this would require all females to find whatever habitat remains. In model A the effective fecundity of females is proportional to the available breeding habitat, *F*~*t*~ = *FK*~*t*~/*K*~*max*~, where *K*~*max*~ is the maximum available breeding habitat. This reduction in fecundity is determined by the overall availability of breeding habitat including Bt crops. Therefore, it gives a density-dependent reduction in the population growth rate for the entire population. Because *Helicoverpa* and other pests of Bt crops have specialized mechanisms for finding breeding habitat, model A is unlikely to be realistic. On the other hand, model L is also likely to be unrealistic when there are large decreases in the amount of breeding habitat each generation. Therefore, models L and A represent extremes of a continuum, with *Helicoverpa* likely to fall towards the side of model L.

For model I ("independent of density"), there is no density dependence; the model only keeps track of allele frequencies, not densities. The genetic component of the model is identical to models L and A. Matlab code \[[@pone.0169167.ref052]\] for the models is available in [S1 File](#pone.0169167.s005){ref-type="supplementary-material"}.

### Quantifying selection {#sec006}

Investigating the effects of variation in *Q* and *K* on the rate of resistance evolution requires a generation-to-generation measure of the strength of selection. The strength of selection does not depend on specific allele frequencies in a given generation or the level of dominance *h* expressed by heterozygotes. Therefore, it gives a way to calculate the effects of spatio-temporal variation on selection in the models that does not depend on the genetic details of the population. We derive this measure here, although this section can be skipped if the technical details are not needed.

The strength of selection is determined by Ф~*t*~, the survival of completely resistant genotypes to Bt toxins relative to the survival of susceptible genotypes in generation *t*. For model L, the number of homozygous susceptible larvae that survive Bt toxins within Bt crops is *s*~SSSS~ *X*^*sB*^~*t*~, where *X*^*sB*^~*t*~ is the number of homozygous susceptible larvae in Bt crops before mortality caused by Bt toxins, and *s*~SSSS~ is the survival of susceptible homozygotes to Bt toxins. The number of homozygous susceptible larvae that survive Bt toxins because they occur in refuge habitat is *X*^*sR*^~*t*~ (1 + *a*~*t*~ *X*^*sR*^~*t*~ /*Q*~*t*~)^--1^) where *X*^*sR*^~*t*~ is the number of homozygous susceptible larvae within refuges. The strength of selection Ф~*t*~ is the number of homozygous susceptible larvae in the total population before mortality caused by Bt divided by the number after mortality from Bt: $$\Phi_{t} = \frac{X_{t}^{sB} + X_{t}^{sR}\left( {1 + {{a_{t}X_{t}^{sR}}/Q_{t}}} \right)^{- 1}}{s_{ssss}X_{t}^{sB} + X_{t}^{sR}\left( {1 + {{a_{t}X_{t}^{sR}}/Q_{t}}} \right)^{- 1}}$$

To confirm that the strength of selection correctly predicts the rate of resistance evolution, it can be used to calculate the characteristic time to control failure, *T*~*c*~: $$T_{c} = \frac{1}{E\left\lbrack {log\left( {1 - h_{1}h_{2} + h_{1}h_{2}\Phi_{t}} \right)} \right\rbrack}$$ For the case in which the initial frequency of an allele is *p*~0~ and control failure occurs at *p*~*f*~, the total time to control failure is *T*~*c*~ log(*p*~*f*~/*p*~0~). Furthermore, provided the expression of resistance by heterozygotes is small *E*\[log(1---*h*~1~*h*~2~ + *h*~1~*h*~2~Ф~*t*~)\] ≅ *h*~1~*h*~2~*E*\[Ф~*t*~\]. Therefore, the rate of resistance evolution is approximately proportional to *E*\[Ф~*t*~\]. This shows that Ф~*t*~ can be used to identify generations *t* that are responsible for strongest selection for resistance.

Results {#sec007}
=======

We first investigate the cases of *H*. *armigera* and *H*. *punctigera* on the Darling Downs using our data on observed variation in habitat for 2009/10-2013/14. We then address the issues of variation in *Q* and *K* more broadly using the general model. The results for *H*. *armigera* and *H*. *punctigera* are self-standing, and the general model serves to address the same issues conceptually for the case of a generic system.

*Helicoverpa* model {#sec008}
-------------------

For the *Helicoverpa* model, we measured the rate of resistance evolution as the time to resistance failure (\>50% individuals are resistant) for Cry2Ab, which is more toxic than Cry1Ac. Resistance to both Cry2Ab and Cry1Ac occur at similar times, because once resistance arises to one toxin, Bollgard II is no longer a two-toxin pyramid. Because resistance can take more than six years, we repeated our 6-year landscape data so that year 7 has the same proportions of crops and other vegetation on the landscape as year 1, etc. We parameterized the model for both *H*. *armigera* and *H*. *punctigera* using three landscapes in the Darling Downs. Here we present the results for the Cecil Plains landscape, with parallel results for Nandi and Pampas in the Supplementary Information ([S1](#pone.0169167.s001){ref-type="supplementary-material"} and [S2](#pone.0169167.s002){ref-type="supplementary-material"} Figs).

We considered the case in which there is a strict planting window for Bt cotton and mandated refuges (conventional cotton and pigeon pea), so that these crops are only available to *H*. *armigera* and *H*. *punctigera* for generations 2--4 ([Table 1](#pone.0169167.t001){ref-type="table"}). A central concern for resistance management is the effective maintenance of the planting window that confines selection to only generations 2--4. Early planting or late emergence of generation 1 could expose insects in that generation to selection, while late harvesting or early emergence of generation 5 could expose that generation to selection. Therefore, we compared the case of strict planting windows to the case in which 10% of Bt and refuge (conventional) cotton was available in generation 1, or 10% of Bt and refuge cotton was available in generation 5.

Considering first the case of model L and strict planting windows, there are strong seasonal patterns in the total available breeding habitat, *K*, and the proportion of breeding habitat that is mandated and unmandated refuge, *Q* ([Fig 2](#pone.0169167.g002){ref-type="fig"}, black lines). These generate a strong seasonal pattern for the density of eggs laid in refuges. High egg and larval densities increase density-dependent mortality of larvae, which in turn decreases the fitness of susceptible larvae in refuges relative to the fitness of resistant larvae in Bt fields. This leads to strong selection. For *H*. *armigera*, the highest density of eggs in refuges occurs in generation 6, which is caused by the drop in *K* and hence the limited habitat for female oviposition. There is also a secondary peak in egg density in generation 3; the density is greater than in generation 2 due to the population increase with high *K*, while in generation 4 the egg density decreases due to larvae entering diapause at the end of generation 3. For *H*. *punctigera*, peak densities occur in generation 5, because it does not breed on sorghum and maize that are available to *H*. *armigera*. For both species, selection for resistance spikes in generation 3 due to little refuge (low *Q*) and higher density of larvae in refuges. These spikes in selection are particularly high for *H*. *punctigera*, because it has less refuge (lower *Q*) than *H*. *armigera*.

![For model L, selection for resistance in *H*. *armigera* and *H*. *punctigera* under three scenarios about crop planting: (i) cotton (Bt and conventional) is only available in generations 2--4 (black lines); (ii) like (i) but 10% of cotton is also available for generation 5 (red lines and triangles); and (iii) like (i) but 10% of cotton is also available for generation 1 (green lines and circles).\
The relative contributions of different crops and native vegetation for each of six years are based on field data from Cecil Plains. The top panels give *K*, the total available breeding habitat (Bt cotton, mandated refuges, and unmandated refuges) and the next-lower panels give *Q*, the proportion of breeding habitat that is refuge. Years are demarcated by vertical dashed lines. The 6-year patterns in *Q* and *K* are repeated in the simulations, so the values in first generation (first point on the left) arise from the values in the thirtieth generation (last point on the right). The next-lower panels are the log~10~ densities of eggs in refuges, measured before density-dependent mortality of larvae. The bottom panels give the strength of selection for resistance, Ф~*t*~ ([Eq 1](#pone.0169167.e001){ref-type="disp-formula"}). For all simulations, *F* = 50, and habitat preferences are given in [Table 1](#pone.0169167.t001){ref-type="table"}.](pone.0169167.g002){#pone.0169167.g002}

If 10% of cotton (both Bt and convention) remains available in generation 5, there is strong selection for resistance in *H*. *punctigera* ([Fig 2](#pone.0169167.g002){ref-type="fig"}, red lines) because cotton represents 40--80% of its breeding habitat (*Q* = 0.6--0.2) and generation 5 experiences high larval densities within refuges due to relatively low total breeding habitat, *K*. In contrast, *H*. *armigera* is little affected by late-season unharvested cotton, because \>95% of the population in generation 5 is in diapause, leading to little exposure to Bt and low densities within refuges.

If 10% of cotton becomes available in generation 1, this generates strong selection for resistance in *H*. *armigera* ([Fig 2](#pone.0169167.g002){ref-type="fig"}, green lines). For *H*. *armigera* there is little unmandated refuge in generation 1, so even if only 10% of the cotton crop is available, *Q* \< 0.8, and in the first year of data (2009) *Q \<* 0.2. Furthermore, the very low value of *K* in the first generation of 2009 leads to high densities of eggs in the little available breeding habitat, causing a high spike in selection. The low *Q* in 2009 is due to the absence of chick pea planting. Because this single spike in the first generation of 2009 appears to dominate selection over the 6-year period, we also modeled the case in which the values of *Q* and *K* for 2009 were replaced by the values from 2013 ([S3 Fig](#pone.0169167.s003){ref-type="supplementary-material"}); this replacement caused little change in the overall rate of resistance evolution ([S4 Fig](#pone.0169167.s004){ref-type="supplementary-material"}). Finally, in contrast to *H*. *armigera*, for *H*. *punctigera* there is little effect of early cotton on selection due to their low densities in refuges.

The role of density-dependent larval mortality in resistance evolution can be shown by comparing the results from model L with those from models A and I ([Fig 3](#pone.0169167.g003){ref-type="fig"}). Models A and I also show sizable effects of cotton harvested late or planted early. Late or early cotton not only affects densities of larvae in refuges (which has little effect in model A and no effect in model I), but also influences *Q*. Indeed, for *H*. *armigera* 10% early cotton can halve the time to resistance failure in models A and I, even though this occurs in only 1 of 6 generations per year and only involves 10% of the Bt cotton. Another feature of all three models is that much of the increase in resistance evolution occurs at very low levels of early or late cotton: 1% early or late cotton leads to loss of durability (time to resistance failure) that is roughly half the loss that occurs with 10% early or late cotton. Finally, although larval density dependence exacerbates the effects of early cotton for *H*. *armigera* and late cotton for *H*. *punctigera* (compare model L with models A and I), the opposite is true for the effect of early cotton on *H*. *punctigera* ([Fig 3D](#pone.0169167.g003){ref-type="fig"}) in which models A and I show greater reductions in the time to resistance failure than model L. The explanation for this is that, in model L, early cotton causes a decrease in *H*. *punctigera* density in refuges in generation 1, because early cotton provides more total breeding habitat ([Fig 2](#pone.0169167.g002){ref-type="fig"}); this mitigates the increase in selection caused by reducing *Q*. In contrast, in models A and I there is no release from selection caused by the increase in density that occurs in model L ([S2 Fig](#pone.0169167.s002){ref-type="supplementary-material"}). This specific result in which model L shows less sensitivity to early cotton than models A and I illustrates the possible importance of knowing the scale at which density dependence occurs, at the field scale (model L), at the landscape scale (model A), or not at all (model I).

![**Relative time to control failure for *H*. *armigera* (A,B) and *H*. *punctigera* (C,D) versus the proportion of cotton crop (Bt and conventional) that is either (A,C) available late to generation 5 or (B,D) available early to generation 1.** Results are for model L (black lines), model A (dashed blue lines and +\'s) and model I (turquoise dashed lines with x\'s). Time to control failure is given relative to the case of strict cotton cropping that is available to only generations 2--4, with time to control failure given when the allele frequency of resistance to Cry2Ab reaches 0.5. Habitat proportions are given by the landscape at Cecil Plains for 2009--2014, and the habitat preferences for each species are the same as [Fig 2](#pone.0169167.g002){ref-type="fig"}.](pone.0169167.g003){#pone.0169167.g003}

The results in [Fig 3](#pone.0169167.g003){ref-type="fig"} are given in terms of relative changes in times to resistance failure; the relative times to resistance are insensitive to initial allele frequencies provided they are moderately low (\< 0.01). The models also differ in absolute times to resistance failure, with density dependence reducing times to resistance \[[@pone.0169167.ref008]\]. Specifically, for *H*. *armigera* with initial allele frequencies of 0.01 for Cry1Ac and 0.003 for Cry2Ab, resistance occurs in 188, 296, and 998 generations for models L, A, and I when the proportion of early or late cotton available is 0. For *H*. *punctigera* with initial allele frequencies of 0.02 for Cry1Ac and 0.001 for Cry2Ab, resistance occurs in 81, 152, and 339 generations for models L, A, and I.

General model {#sec009}
-------------

To illustrate the effect of variation in *Q* and *K* for the general case of an unspecified pest, we built general models designed to clarify the roles of spatio-temporal variation on resistance evolution. The general models are similar to the *Helicoverpa* models but have *s*~1SS~ = *s*~2SS~ = 0.01 and *h*~1~ = *h*~2~ = 0.05. We investigated the cases for models L, A, and I in which *Q* varies by itself, *K* varies by itself, *Q* and *K* vary synchronously (high *Q* occurs with high *K*), and *Q* and *K* vary asynchronously. Variation in *Q* is generated by fixing *Q*~1~ = 0.05 and increasing *Q*~2~ up to 0.2, while variation in *K* is generated by fixing *K*~1~ = 1 and decreasing *K*~2~ down to 0.25. [Fig 4](#pone.0169167.g004){ref-type="fig"} shows the time to resistance failure, the strength of selection Ф, and the density of eggs in the refuge before density dependence occurs. The fact that Ф gives a good measure of the strength of selection can be seen by plotting the simulated rate of resistance evolution against the rate predicted from Ф ([Eq 2](#pone.0169167.e002){ref-type="disp-formula"}) for all of the models and cases depicted in [Fig 4A--4C](#pone.0169167.g004){ref-type="fig"} ([Fig 4I](#pone.0169167.g004){ref-type="fig"}).

![For models L, A and I, the effects of variation in *Q* and/or *K* for four scenarios: (i) only *Q* varies, with *Q*~1~ = 0.05 and *Q*~2~ ranging from 0.05 to 0.2 (indicated on the horizontal axis labeled \"Variation\" which is scaled from 0 to 1 as *Q*~2~ goes from 0.05 to 0.2), while *K*~1~ = *K*~2~ = 1 (solid line); (ii) only *K* varies, with *K*~1~ = 1 and *K*~2~ in the ranging from 1 to 0.25 (indicated by values of \"Variation\" ranging from 0 to 1), while *Q*~1~ = *Q*~2~ = 0.05 (dashed line); (iii) *Q* and *K* vary asynchronously, with *Q*~1~ = 0.05 and *Q*~2~ ranging from 0.05 to 0.2, and *K*~1~ = 1 and *K*~2~ ranging from 1 to 0.25 (↑*Q*↓*K*, dotted line); and (iv) *Q* and *K* vary synchronously, as in (iii) but with high values of *Q*~2~ coinciding with high values of *K*~2~ (↑*Q*↑*K*, dot-dashed line).\
(A-C) give the times to control failure (when resistance allele frequency reaches 0.5) for models L, A, and I, respectively. (D-F) give the strength of selection Ф~*t*~ ([Eq 1](#pone.0169167.e001){ref-type="disp-formula"}) for four consecutive generations for models L, A and I, respectively, and for scenarios (i)---(iv). (G-H) give the densities of eggs (numbers/\[*Q*~*t*~*K*~*t*~\]) in refuges before density-dependent mortality and averaged over both generations for models L and A, respectively. (I) The predicted relative time to control failure from the approximation giving *T*~*c*~ ([Eq 2](#pone.0169167.e002){ref-type="disp-formula"}) and the observed time to control failure for all of the simulated runs for all three models shown in (A-C). Other parameter values are: *F* = 50, *s*~1~ = 0.01, *s*~2~ = 0.01, and *h*~1~ = *h*~2~ = 0.05.](pone.0169167.g004){#pone.0169167.g004}

Considering first the case of variation in *Q* ([Fig 4](#pone.0169167.g004){ref-type="fig"}, solid lines), for model I increasing variation increases the time to resistance ([Fig 4C](#pone.0169167.g004){ref-type="fig"}). This occurs because increasing variation in *Q* by increasing *Q*~2~ increases the mean of *Q* from 0.05 to 0.1 when *Q*~2~ = 0.2; variation in *Q* if the mean is kept the same has no effect on resistance evolution in model I. In contrast, in model L increasing variation in *Q* decreases the time to resistance. This is caused by a spike in the strength of selection over 60 ([Fig 4D](#pone.0169167.g004){ref-type="fig"}), compared to 20 in model I ([Fig 4F](#pone.0169167.g004){ref-type="fig"}). The greater selection in model L occurs because the large number of females produced when *Q*~2~ is high leads to high density of eggs in the following generation when *Q*~1~ is low; the resulting increase in density-dependent mortality of larvae in refuges decreases the survival of susceptible larvae and increases the relative fitness of resistant larvae. Model A shows the same results of varying *Q* as model L, because in model A females cannot distinguish between refuge and Bt fields, and therefore they lay the same number of eggs as in model L.

Variation in *K* ([Fig 4](#pone.0169167.g004){ref-type="fig"}, dashed lines) has no effect in model I, since this model does not include density. In model L it also has little effect on the overall rate of resistance evolution ([Fig 4A](#pone.0169167.g004){ref-type="fig"}) and the density in refuges ([Fig 4G](#pone.0169167.g004){ref-type="fig"}), even though it leads to fluctuations in selection ([Fig 4D](#pone.0169167.g004){ref-type="fig"}). Selection increases in the generation when *K* is low, because this decreases the density in refuges and hence density-dependent mortality. Nonetheless, in the following generation when *K* is high, the density in the refuge is low so selection decreases, balancing out the higher selection in the preceding generation. In model A, variation in *K* increases the time to resistance ([Fig 4B](#pone.0169167.g004){ref-type="fig"}). This occurs because when *K* decreases, the number of eggs produced per female decreases, leading to lower average densities in the refuge. When densities drop to very low levels at high variation in *K*, there is little density dependence, and model A gives the same times to resistance ([Fig 4B](#pone.0169167.g004){ref-type="fig"}) and selection ([Fig 4E](#pone.0169167.g004){ref-type="fig"}) as model I that contains no density dependence.

When both *Q* and *K* vary, their net effect depends on whether they vary synchronously or asynchronously, and on the model. For model I, because variation in *K* has no effect, the results when both *Q* and *K* vary are identical to the results when only *Q* varies ([Fig 4C and 4F](#pone.0169167.g004){ref-type="fig"}). For model L, when *Q* and *K* vary asynchronously ([Fig 4](#pone.0169167.g004){ref-type="fig"}, dotted lines), their effects on selection ([Fig 4D](#pone.0169167.g004){ref-type="fig"}) largely cancel each other out, because the reduction in the proportion of refuge when *Q* is low is compensated for by the increase in total area of breeding habitat when *K* is high. Thus, there is little change in the density in refuges ([Fig 4G](#pone.0169167.g004){ref-type="fig"}; the dotted line and the solid line for only *Q* varying are almost identical). In contrast, when *Q* and *K* vary synchronously ([Fig 4](#pone.0169167.g004){ref-type="fig"}, dot-dashed lines) their effects are compounded, leading to both rapid resistance and high average densities in the refuge. Although for model L synchronous fluctuations in *K* compound the effect of variation in *Q*, in model A the effects of synchronous fluctuations in *Q* and *K* are intermediate between the cases of fluctuations in only *Q* and only *K*. This illustrates the possible complexities arising from fluctuations in both *Q* and *K*, with their combined effects depending on how pests respond behaviorally to changes in breeding habitat *K*.

Discussion {#sec010}
==========

Our results lead to two broad conclusions about resistance evolution in a spatio-temporally fluctuating environment. First, temporal variation in the proportion of refuge (non-Bt) habitat *Q* and total breeding habitat *K* can lead to brief but intense bursts of selection, and the overall rate of resistance evolution can be determined largely by the surges in resistance that these short bursts of selection generate. Second, the intensity of these bursts of selection can be exacerbated by density-dependent mortality if (i) the bursts of selection coincide with bottlenecks in the availability of breeding habitat and (ii) as a result insects in refuges experience an episode of greater-than-normal density-dependent mortality. Thus, when there is potential density-dependent mortality in refuges, there can be an interaction between changes in the proportion of breeding habitat that is refuge and changes in the density of the pest insect that combine to increase surges in resistance evolution and diminish the durability of a Bt crop.

Temporal variation in *Q* and/or *K* affect the rate of resistance evolution by causing large numbers of insects generated in one generation to be crowded into small areas of remaining non-Bt habitat in the next generation. This crowding will have little effect on rare resistant insects in Bt fields, because most susceptible larvae will be killed by Bt toxins, thereby reducing densities and density-dependent mortality. However, larvae within refuges, most of which are susceptible, will suffer higher density-dependent mortality, resulting in higher survival of resistant larvae in Bt crops relative to the rest of the populations, and consequently more rapid resistance evolution.

We investigated the role of larval density dependence by comparing three models. In model L (larval density) females deposit all of their eggs, and therefore larval density dependence is the only form of density dependence in the population. In model L, variation in *Q* or *K* alone can speed resistance evolution, and when they vary in synchrony, the time to resistance evolution can speed up greatly. In model A (adult oviposition limitation) females deposit their eggs in proportion to the availability of breeding habitat; thus, if *K* drops from 1 to 0.25, fecundity drops by 75%. In contrast to larval mortality in refuges, this density dependence acts uniformly across the entire population, and because it is the same for resistant and susceptible genotypes, it has no direct effect on resistance evolution. Because female pests (including *Helicoverpa*) targeted by Bt crops are able to locate suitable breeding habitat, model A represents an unlikely extreme, although models L and A likely bracket reality. In model A, variation in *Q* has the same effect as in model L, because it does not change the proportion of breeding habitat. However, the effect of variation in *K* in model A slows resistance evolution because on average it reduces the fecundity of females, which reduces the difference in densities between Bt crops and non-Bt refuges. In model I that has no larval density dependence, variation in *Q* and *K* have no effect.

In practice, understanding the consequences of temporal variation in Bt crops, mandated refuges, and unmandated refuges is more complicated. *Helicoverpa armigera* and *H*. *punctigera* on Bt cotton in Australia experience year-to-year and seasonal variation in *Q* and *K*. To investigate the consequences of this variation, we focused on resistance management when there is the possibility of cotton being available either before or after planting windows. Even though these times early or late in the growing cycle when *Helicoverpa* are be exposed to Bt might be short, they could still drive surges in selection for resistance. This is because, in terms of larvae killed by Bt, the strength of selection for resistance depends not on total numbers but instead on proportions. If the overall population is small, a small number of larvae killed by Bt could still be a large proportion of the population on the landscape.

The complications of spatio-temporal variation in cropping schedules are highlighted by comparing results for *H*. *punctigera* and *H*. *armigera* (Figs [2](#pone.0169167.g002){ref-type="fig"} and [3](#pone.0169167.g003){ref-type="fig"}) that differ in their use of crops and natural vegetation. Late cotton has the potential to greatly speed resistance evolution for *H*. *punctigera*, because with little unmandated refuge in generation 5, *Q* for *H*. *punctigera* is low. In model L, this is exacerbated by high *K* in generation 4 which leads to high densities of larval *H*. *punctigera* in refuges in generation 5 and consequent increased selection. In contrast, early cotton has a greater impact on *H*. *armigera* than *H*. *punctigera*, because little unmandated refuge for *H*. *armigera* in generation 1 leads to a larger proportional decrease *Q* in generation 1 compared to *H*. *punctigera*. In model L, this is exacerbated by relatively high densities of *H*. *armigera* larvae in refuges compared to *H*. *punctigera* in generation 1. Thus, the combination of differences among cropping phenologies and differences in suitable breeding habitat for the two species has a large impact on the consequences of imperfect planting windows.

What is the likely magnitude of density-dependent larval mortality in real systems? In models L and A, the effect of variation in *Q* and *K* on resistance evolution depends only on density dependence in the mortality of larvae, because selection for Bt resistance acts on this life stage. The key issue is the survival from egg to emergence of a resistant larva in a Bt field relative to the survival of a susceptible larva in the refuge. Density-dependent mortality of eggs will not affect resistance evolution if egg densities are the same in Bt crops and refuges, and density-dependent adult survival and/or fecundity will not affect resistance evolution because it will, like eggs, be independent of genotypes. Several sources of density-dependent larval mortality likely affect *Helicoverpa* within refuges. Many parasitoids and predators show density-dependent responses to larval prey. For example, *Microplitis* parasitoids and their associated viruses can cause \>50% larval mortality of *H*. *armigera* and *H*. *punctigera* in Australian cotton \[[@pone.0169167.ref053], [@pone.0169167.ref054]\] and show increasing parasitism with host density at the scale of fields \[[@pone.0169167.ref055]\]. Similarly, viral and fungal pathogens often show density-dependent spread through fields \[[@pone.0169167.ref056]\]. *Helicoverpa*, especially *H*. *armigera*, are cannibalistic at high density which can cause significant increases in mortality \[[@pone.0169167.ref057], [@pone.0169167.ref058]\]. Finally, growers may cause density-dependent larval mortality in unmandated refuges if they take control measures against *Helicoverpa* when densities are high, or if they take control measures against other pests that show population increases synchronously with *Helicoverpa* and the latter are also killed.

The magnitude of the potential surges in selection seen in our *Helicoverpa* model if there is available Bt cotton in insect generations 1 or 5, will likely depend on factors that are not realistically incorporated into the model. For instance, the model assumes that insect generations are non-overlapping, and does not account for changes in female oviposition during harvesting and movement across the landscape which can affect whether eggs are deposited into crops with sufficient time to reach the pupal stage. Instead, we tried to bracket the extremes of the abilities of females to find breeding habitat using models L and A. Therefore, while the models show that surges in selection are possible, it is hard to anticipate the magnitude of these surges in reality.

Our results show that variation in the proportion of refuges *Q* or total habitat *K* can increase the rate of resistance evolution for other pests and Bt crop systems. For some Bt crops, variation in *Q* and *K* occur due to market forces and annual climatic fluctuations \[[@pone.0169167.ref059]\]. This variation can speed resistance evolution and can lead to counter-intuitive recommendations. For example, it might make apparent sense for growers to increase the amount of refuge in years when pest pressure is low, since this would relax selection for resistance. Our results, however, show that this strategy might speed resistance evolution if later reductions in refuge area cause a surge in resistance evolution. Thus, growers trying to do the right thing might end up speeding resistance evolution.

A particular concern highlighted by our results is that selection for resistance may be strongest when the area planted in Bt crops is small rather than large; the surges in selection we found in the models occurred when most of the Bt crop was not in the ground. Thus, the greatest risk of resistance evolution might occur when Bt crops are rare rather than common. Resistance management must be performed to avoid possible episodic surges in selection, although this may be a challenge in complex and variable agricultural systems. Nonetheless, as resistance failures would require reliance on less effective and more environmentally harmful pest control tactics, the costs of not meeting this challenge would be considerable.

Supporting Information {#sec011}
======================

###### For the Cecil Plains, Pampas, and Nandi landscapes, selection for resistance in *H*. *armigera* and *H*. *punctigera* under three scenarios about crop planting: (i) cotton (Bt and conventional) is only available in generations 2--4 (black lines); (ii) like (i), but 10% of cotton is also available for generation 5 (red lines and triangles); and (iii) like (i), but 10% of cotton is also available for generation 1 (green lines and circles).

See [Fig 2](#pone.0169167.g002){ref-type="fig"} in the main text. The relative contributions of different crops and native vegetation for each of six years are based on field data from Cecil Plains, Pampas, and Nandi study areas. The top panels give *K*, the total available breeding habitat (Bt cotton, mandated refuges, and unmandated refuges) and the next-lower panels give *Q*, the proportion of breeding habitat that is refuge. Years are demarcated by vertical dashed lines. The 6-year patterns in *Q* and *K* are repeated in the simulations, so the values in first generation (first point on the left) arise from the values in the thirtieth generation (last point on the right). The next-lower panels are the log~10~ densities of larvae in refuges, measured before density-dependent mortality. The bottom panels give the strength of selection for resistance, Ф~*t*~ ([Eq 1](#pone.0169167.e001){ref-type="disp-formula"}). For all simulations, *F* = 50 and survival of diapausing pupae is 0.2. Habitat preferences are given in [Table 1](#pone.0169167.t001){ref-type="table"}.

(TIFF)

###### 

Click here for additional data file.

###### 

**For the Cecil Plains, Pampas, and Nandi landscapes, the relative time to control failure for *H*. *armigera* (A,B) and *H*. *punctigera* (C,D) versus the proportion of cotton crop (Bt and conventional) that is either (A,C) available late to generation 5 or (B,D) available early to generation 1.** See [Fig 3](#pone.0169167.g003){ref-type="fig"} in the main text. Results are for model L (black lines), model A (dashed blue lines and +\'s) and model I (turquoise dashed lines with x\'s). Time to control failure is given relative to the case of strict cotton cropping that is available to only generations 2--4, with time to control failure given when the allele frequency of resistance to Cry2Ab reaches 0.5; resistance to Cry2Ab occurs before resistance to Cry1Ac. Habitat proportions are given by each landscape 2009/10-2013/14, and the habitat preferences for each species are the same as [S1 Fig](#pone.0169167.s001){ref-type="supplementary-material"}.

(TIFF)

###### 

Click here for additional data file.

###### After replacing *Q* and *K* in 2009 with their values from 2013, selection for resistance in *H*. *armigera* and *H*. *punctigera* for model L under three scenarios about crop planting: (i) cotton (Bt and conventional) is only available in generations 2--4 (black lines); (ii) like (i) but 10% of cotton is also available for generation 5 (red lines and triangles); and (iii) like (i) but 10% of cotton is also available for generation 1 (green lines and circles).

This figure is identical to [Fig 2](#pone.0169167.g002){ref-type="fig"} in the main text, except values of *Q* and *K* in 2009 are replaced with their values in 2013. The relative contributions of different crops and native vegetation for each of six years are based on field data from Cecil Plains. The top panels give *K*, the total available breeding habitat (Bt cotton, mandated refuges, and unmandated refuges) and the next-lower panels give *Q*, the proportion of breeding habitat that is refuge. Years are demarcated by vertical dashed lines. The six-year patterns in *Q* and *K* are repeated in the simulations, so the values in first generation (first point on the left) arise from the values in the thirtieth generation (last point on the right). The next-lower panels are the log~10~ densities of eggs in refuges, measured before density-dependent mortality. The bottom panels give the strength of selection for resistance, Ф~*t*~ ([Eq 1](#pone.0169167.e001){ref-type="disp-formula"}). For all simulations, *F* = 50 and survival of diapausing pupae is 0.2. Habitat preferences are given in [Table 1](#pone.0169167.t001){ref-type="table"}.

(TIFF)

###### 

Click here for additional data file.

###### 

**After replacing *Q* and *K* in 2009 with their values from 2013, relative time to control failure for *H*. *armigera* (A,B) and *H*. *punctigera* (C,D) versus the proportion of cotton crop (Bt and conventional) that is either (A,C) available late to generation 5 or (B,D) available early to generation 1.** This figure is identical to [Fig 3](#pone.0169167.g003){ref-type="fig"} in the main text, except values of *Q* and *K* in 2009 are replaced with their values in 2013. Results are for model L (black lines), model A (dashed blue lines and +\'s) and model I (turquoise dashed lines with x\'s). Time to control failure is given relative to the case of strict cotton cropping that is available to only generations 2--4, with time to control failure given when the allele frequency of resistance to Cry2Ab reaches 0.5; resistance to Cry2Ab occurs before resistance to Cry1Ac. Habitat proportions are given by the landscape at Cecil Plains for 2009/10-2013/14, and the habitat preferences for each species are the same as [Fig 2](#pone.0169167.g002){ref-type="fig"}.

(TIFF)

###### 

Click here for additional data file.

###### Compressed (zipped) file containing Matlab computer code and the input file used to create [S1](#pone.0169167.s001){ref-type="supplementary-material"} and [S2](#pone.0169167.s002){ref-type="supplementary-material"} Figs.

(ZIP)

###### 

Click here for additional data file.
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