In this paper we are concerned with the study of spectral properties of the sequence of matrices {A n (a)} coming from the discretization, using centered finite differences of minimal order, of elliptic (or semielliptic) differential operators L(a, u) of the form
Introduction
The numerical solution of elliptic 1D and 2D Boundary Value Problems (BVPs) is a classical topic arising from a wide range of applications such as elasticity problems, nuclear and petroleum engineering etc. [30] . In these contexts, the coefficient function can be continuous or discontinuous, but its positivity guarantees the ellipticity of the continuous problem. On the other hand, for the calculation of special functions or for applications to mathematical biology and mathematical finance, the strict ellipticity is lost and indeed the function may have isolated zeros generally located at the boundary N of the definition domain (see [14, 31, 1] and references therein).
Since the arising linear systems are of large size, fast and efficient resolution methods are always welcome and, for stability reasons, iterative techniques have to be preferred. However, in order to devise efficient and accurate iterative procedures, crucial spectral properties of {A n (a)} must be understood. In particular, we are interested in spectral localization results and especially in the asymptotic behavior of the extreme eigenvalues (which implies the knowledge of the asymptotical conditioning). Furthermore, the characterization and understanding of the subspace where the illconditioning occurs would be also useful, at least in a certain approximate sense. In fact the latter information represents a theoretical basis for the construction of effective preconditioners for classical and Krylov based iterative methods or in designing good prolongation/restriction operators for multigrid methods (see [13, 29] and references therein). In the specific case of elliptic and semi-elliptic non-necessarily symmetric BVPs and positive definite ill-conditioned non-necessarily Hermitian Toeplitz sequences, this approach has been quite successful, both in sequential and parallel models of computation (see [10, 11, 20, 26, 23, 25, 4] ).
In this paper, we study the asymptotic conditioning with special attention to the minimal eigenvalue, since it is easy to prove that the maximal eigenvalue is bounded by a pure constant (see e.g. [9, 24] ). From the viewpoint of the mathematical tools, we use difference equations (not necessarily the same as those appearing in the approximated BVP) and three notions of positivity: component-wise positivity (so that the Perron-Frobenius theory [30] can be invoked), positive definiteness (so that the evaluation of the spectral norm, induced by the Euclidean vector norm, is reduced to an eigenvalue analysis i.e. to study the spectral radius), and operator positivity (so that powerful equivalence results can be applied, see [22] ).
For problem (1) and for strictly positive coefficient function a(x), in [9] it has been proved that the Euclidean condition number of A n (a) grows as n 2 . For the degenerate case of a(x) with some isolated zeros, in [20] , the second author argues that the condition number of the arising sequence {A n } n is affected by two factors (see also [24] and Section 2.2): the order of the differential operator which causes a growth of order n 2 (for second order problems) and the order α of the unique zero of the coefficient a(x) which gives a contribution of order n α .
The main goal of this paper is to give an explicit formula for the inverse of A n and an asymptotical study of its condition number, for every nonnegative bounded function a(x), not necessarily regular (see the beginning of Section 3 for the precise hypotheses), and with a unique zero: in particular, we show that the conditioning grows as n max{α,2} , up at most to the factor log(n) only in the case where α = 2.
The analysis is then extended to the case of several zeros and to the case of higher order operators: more specifically, when more than one zero is involved the behavior of the conditioning becomes less regular and resonance effects appear, increasing the order of the conditioning; on the other hand, for 2kth order BVPs, k 1, and with a unique zero of order α in the nonnegative coefficient, the quantity n max{α,2} is simply (and naturally) replaced by n max{α,2k} . Finally, even though we focus our attention on 1D problems, we should stress that an interesting side-effect of this paper is to provide a theoretical framework which can be exploited to cover the less explored and highly interesting multidimensional case.
The paper is organized as follows: in Section 2 we set the problem in more detail, we set notations, and we report in a organized way some more or less known results from the relevant literature; Section 3 is devoted to give the explicit form for the inverse of the matrix A n , a fundamental tool for our derivations, while, in Section 4, we determine the asymptotic behavior of the spectral radius of A −1 n , for the second order problem in (1). Section 5 is addressed to the extension of our findings in the case of arbitrary order elliptic BVPs. Furthermore, in Section 6 we discuss the extension of our main theorem in 2D, something which is ascertained numerically in Section 7, where several 1D and 2D numerical experiments are presented and discussed. Section 8 is finally devoted to conclusions and perspectives.
Definition of the problem, notations, and preliminary results
Let us consider the second order BVP (1) and its approximation by using centered finite differences, of minimal bandwidth, of precision order two, and of stepsize h = (n + 1) −1 on the grid-points
, and u t represents an approximation of u(·) at x t , then the considered numerical scheme leads to the following set of equations
Then, by collecting the above formulae and by taking into account the boundary conditions, we arrive to n × n linear system whose coefficient matrix A n (a) shows the form ⎡ 
Let T n = A n (1) be the Toeplitz matrix (i.e. constant along diagonals) discretizing problem (1) with a = 1, that is the matrix in (2) with a = 1. The matrices A n (a) can be expressed as
where the matrices Q n (i) are symmetric nonnegative definite dyads given by
and Q n (1) = e 1 e T 1 , Q n (n + 1) = e n e T n , with e j , j = 1, . . . , n, representing the j th column of the identity matrix.
Therefore the matrix
is the sum of all the dyads Q n (i) and A n (a) is a weighted sum of the same dyads according to the weights a i−1/2 , i = 1, 2, . . . , n + 1. Moreover each dyad has a "local structure" with respect to the canonical basis of R n×n so that each weight a i−1/2 contributes in the matrix A n (a)
where E s,t = e s e T t . Furthermore, this notion of "locality" is geometrical as well, since vectors of the canonical basis that are close (e s and e t are close if |s − t|/n = o(1)) correspond to dyads
such that the related weights come from close points in the interval [0, 1]. Therefore we can say that the matrices {A n (a)} n have a local decomposition with respect to the Toeplitz matrices {T n = A n (1)} n : this locality principle is important for obtaining global distribution results for the spectra of the related matrix sequences (see e.g. [28, 21] ). However, again thanks to (3) and to the nonnegative definiteness of the basic dyads Q n (i), an other important aspect is that A n (·), regarded as an operator from a suitable function space S into R n×n , is linear and positive i.e. A n (αa + βb) = αA n (a) + βA n (b), α, β ∈ R, a, b ∈ S and A n (a) is nonnegative definite if a is nonnegative, as a function in S (see [22, 27] for a general discussion and several results on matrix-valued linear positive operators). In Section 2.2 , we will use (3), (4) , and this notion of operator positivity for obtaining preliminary results on the eigenvalues of A n (a).
Finally we should emphasize that the latter dyadic decompositions have a much broader interest and, in actuality, they apply to general differential operators approximated by general finite differences (see [24, Theorem 4 .1] and also Lemma 2.1, Corollary 3.3, and Theorem 3.5 in the same paper) and by finite elements (see Sections 3 and 4 in [3] ).
Notations
We introduce symbols that we will use throughout the paper. 
Preliminary results
In the following, with respect to problem (1) and hence with respect to the matrix structure in (2), we assume that the functional coefficient a(x) is bounded, piece-wise continuous, nonnegative, and with a unique zero at 0 of order
Since A n (·) can be regarded as a matrix-valued linear positive operator, it is clear that it is also monotone (see [22] ) that is A n (b) A n (a) if b a where, as usual, the ordering is the partial ordering in the space of symmetric real matrices and that of the function space S, respectively. Therefore, since in our context the coefficient a(x) is nonnegative and bounded, it follows that A n (a) a ∞ A n (1) = a ∞ T n . From the latter, from the monotonicity of the eigenvalues (i.e. A B implies λ j (A) λ j (B), for every pair of n × n Hermitian matrices and for every index j = 1, 2, . . . , n, where λ 1 (X) λ 2 (X) · · · λ n (X), X ∈ {A, B}, see [6] ) and from the known expression of the eigenvalues of T n , we deduce that
On the other hand, if a(x) has a unique zero at zero of order α, then the minimal eigenvalue of A n = A n (a) tends to zero at least as n −α (see also [20, Proof of Theorem 4.1]). In fact, from (2) and from the Courant-Fisher characterization (see e.g. [6] ), we have
Therefore the latter bounds imply
with C universal constant independent of n (indeed depending only on the coefficient a(x), see (6)). Conversely, by exploiting again the monotonicity of the operator A n (·) and of the eigenvalues, and by using the dyadic decomposition in (3), it follows that
Here we are interested in filling the gap between (7) and (8) and in fact, in Section 4, we will prove via Perron-Frobenius tools (see e.g. [30] ) that the order of the true behavior of the minimal eigenvalue is described by n − max{α,2} , with, at most, an additional factor log(n) in the case where α = 2: that factor could be motivated as a kind of resonance typical of finite differences in presence of multiple zeros in the characteristic polynomial. The latter statement has also important implications concerning eigenvectors: indeed the two sources of ill-conditioning, the low frequencies coming from the constant coefficient Laplacian, and the space spanned by few canonical vectors related to the position of the zero of a(x), do not interfere. There is only a superposition effect so that the size of the degenerating subspace (i.e. that related to small eigenvalues) becomes larger, but the order of ill-conditioning is not worse than that of the two factors separately. Therefore, both for designing multigrid methods or preconditioners, we can treat the two ill-conditioned spaces separately in a multi-iterative sense [19] , as already done e.g. in [20] by considering a multiplicative diagonal plus Toeplitz preconditioner: more precisely, the diagonal part takes care of the ill-conditioning induced by the zero of a(x) and the Toeplitz part takes care of that induced by the Laplacian (a similar idea is adapted in [25] in a multigrid setting 
Explicit form for the inverse of the matrix A n
Let us consider the second order BVP (1) discretized as described in Section 2. We assume that the functional coefficient a(x) is bounded, piece-wise continuous, nonnegative, and with a unique zero at 0 of order α i.e. a(x) ∼ x α on D = [0, 1]. The matrix coming from the considered approximation is A n = A n (a) as displayed in (2) . In the quoted literature, we find several contributions discussing the form of the inverse of a tridiagonal matrix, or more generally, on the one of a band matrix. First in 1960, Gantmacher and Krein [12] proved that the inverse of a symmetric nonsingular tridiagonal matrix is a Green matrix which is defined by the Hadamard product of a weak type D and a flipped weak type D matrices as follows:
Conversely, the same authors have proven that the inverse of a Green matrix is a symmetric tridiagonal matrix. In 1970, Capovani [7] stated and derived relations which give the entries of the inverse of a tridiagonal matrix in terms of its entries and its subdeterminants. In the same paper he gave the form of the inverse of some particular cases of tridiagonal and block tridiagonal matrices. One year later the same author [8] , extended the result of Gantmacher and Krein [12] for nonsymmetric matrices. Bevilacqua and Capovani [5] in 1976, gave structural properties to determine the coefficients of the inverse of a (block) matrix as a function of its (blocks) entries. In 1979, Barrett [2] proved that a matrix R with R 22 , . . . , R n−1,n−1 / = 0 has the triangle property if and only if its inverse is a tridiagonal matrix: more in detail, a matrix R has this useful property if
for all i < k < j and all i > k > j. In 1987, Rózsa [18] , using properties of Green's matrices and of semi-separable matrices, proposed an algorithm to determine the elements of the inverse of a band matrix by solving some difference equations. Later in 1998, McDonald et al. [15] generalized the result of Gantmacher and Krein [12] for nonsymmetric tridiagonal Z-matrices and they proved properties for the inverse of a tridiagonal M-matrix. They gave also properties for the inverse of such matrices in terms of special structured matrices called cyclopses (see again [15] for a formal definition). More recently, i.e. in 1999, Nabben [16] proved properties for the inverse of tridiagonal M, positive definite and diagonally dominant matrices.
The matrix A n in (2) has most of the above "good" properties: it is an irreducible nonsingular tridiagonal Z-matrix, an M-matrix, and also a symmetric positive definite matrix. Hence, we can combine the above results for characterizing its inverse. However, the matrix A n has an additional property that all row sums are zeros except the first and the last one. Taking into account Corollary 3.6 of [15] or Corollary 2.6 of [16] , concerning properties of the inverse of an M-matrix, and Corollary 2.7 of [16] , concerning on properties of the inverse of a positive definite matrix, we obtain that the numbers u i , v i , i = 1, 2, . . . , n, appearing in the Hadamard product (9), can be chosen to be positive and such that
In the sequel we will find an explicit form for the matrix A −1 n by using the forms of A n and C in (2) and (9), respectively and inequalities (10) . We take the product A n C which should be the identity matrix I .
For k < j, the inner product of the kth row of A n with the j th column of C gives
We observe that this equality holds true if we chose, up to a constant factor,
One solution of this difference equation, up to a constant factor, is
which holds true. For k > j, the associated inner products give
We observe also here that we can chose, up to a constant factor,
For k = n we have 0 = (A n C) nj = u j −a n− 1 2 1 a n− 
We observe also that the sequence v k strictly decreases while u k strictly increases, so the inequalities (10) are satisfied.
It remains to check the inner products for k = j .
As a consequence A n C = sI . To eliminate s we have to chose the constant factors of the matrices U and V , in such a way that the relative product equals 1 s . Then, the inverse of A n is obtained by dividing C by s which gives us the explicit form:
Another proof, independent of the previous approach, is given by the authors in [?] in order to obtain the explicit form of A −1 n : in fact the proof provided in [?] is not related to the theory appearing in the referred literature, but only depends on the form (2) of A n and on a tricky use of the Sherman-Morrison formula.
The spectral radius of A −1 n
For determining the asymptotic behavior of the condition number of the matrix A n , we have to estimate the smallest eigenvalue since its maximal eigenvalue is bounded by 4 a ∞ , since A n = A n (a) a ∞ T n by operator positivity of A n (·) (see Section 2.2) and since λ max (T n ) < 4 by Gershgorin's theorem (see e.g. [6, 30] 
Proof. Without loss of generality, we suppose that the row sums are in decreasing order (otherwise this can be obtained by a proper permutation similarity transformation). By using the CourantFisher characterization [6] , we find
where the normalized vector 1 √ n e(n) has replaced x, with e(n) being the vector of all ones, and where we have denoted by S i the ith row sum of the matrix A n .
We introduce the following definition. 
j =1 a ij and the symbol ∼ is that defined in Section 2.1.
n×n , be a sequence of symmetric positive definite, nonnegative matrices, which are dominated by their first g(n) × g(n) block. If f (n) is the smallest row sum of the first g(n) rows, then the order of the spectral radius ρ(A n ) is greater than or equal to f (n), so that
Proof. The proof follows the same procedure as of in Lemma 4.1. For that we take the normalized vector
e(g(n)), with e(g(n)) being the vector of ones in the first g(n) entries and zeros otherwise. Thus
and the proof is complete. 
Proof. From Lemma 4.2 we deduce ρ(A n ) = (f (n)).
On the other hand, from the PerronFrobenius theory, we obtain that ρ(A n ) max i S i . As a consequence, ρ(A n ) = O(f (n)) and the proof is complete. Now, we are ready to state and prove the main theorem of this section concerning the relation between the order of the zero of the coefficient function a(x) and the condition number of the matrix A n . 
Proof. The part κ(A n ) ∼ ρ(A −1 n ) simply follows from the relations A −1 From the positivity of the operator A n (·) we obtain
where the meaning of the inequalities is in the sense of the partial ordering in the real space of Hermitian (real symmetric) matrices. The latter implies
and, in particular, this holds also for the minimal eigenvalue, which means that the minimal eigenvalue of A n (x α ) and the minimal eigenvalue of A n (a(x)) coincide in order of magnitude. As a consequence, it is enough to reduce our study to the matrix A n (x α ), instead of A n (a(x)). For the remaining part, since the matrix A −1 n is a symmetric positive definite matrix with positive elements, we will prove our assertion, by estimating the row sums of the matrix A −1 n with functional coefficient x α , given in its explicit form (11) , and by using the previous lemmas. For this we study the following cases:
The result related to this case is well-known [9] , since the matrix T n coincides exactly with tridiag [−1 2 − 1], i.e. the Laplace matrix with eigenvalues 4 sin 2 jπ
We remark here that this result could be obtained also by following the reasoning we will use in the subsequent cases.
Case 2. 0 < α < 1.
We estimate the kth row sum S k of A −1
First we consider the quantity S i :
Taking into account that we have uniformly discretized the interval [0, 1] in n + 1 subintervals, we get that the value ( . Therefore, the above sum is approximated by an integral as follows:
It is easily checked that the error of the above approximation is less than S i in order of magnitude. If we substitute i = 0 in relation (15), then we estimate the quantity S as
From (15) and (16) we find
By taking the sum of the coefficients in (15), we deduce
where we used
x 1−α dx. Similarly, by taking the sum of the coefficients in (17), we find
where
x 1−α dx. By replacing the explicit formulae (15)- (19) in relation (14), we arrive to estimate S k that is
We plainly observe that S k does not exceed, in order of magnitude, the value max{(n + 1) α k 2−α , (n + 1) 1+α k 1−α , (n + 1) 2α−1 k 3−2α }. In any case this maximum is of order of n 2 . On the other hand, by studying (20) for
, we obtain that
We consider now the matrix B n 2 , the (14), we infer
By making analogous calculations, as in the estimation of S k , we find
It is easy to understand that (23) implies
We apply now a permutation transformation to the matrix A −1 n in such a way that its block B n 2 will appear in the first n 2 × n 2 rows and columns. Then, the permuted matrix is dominated to the first n 2 × n 2 block, with all the first n 2 row sums being of order n 2 . In this case Lemma 4.3 is applied to obtain relation (13) that is
Case 3. α = 1.
We follow the same steps as in the previous case:
Now by substituting (25)- (27) in relation (14), we infer the following estimate for S k :
(n + 1)(2 + log(i))
On the other hand
By replacing the latter terms in (28), we obtain
and hence the quantity S k does not exceed n 2 in order of magnitude. Furthermore, by analyzing (29) for
4 we obtain relation (21) that is
As in the previous case, we consider the matrix B n 2 , the same 
It is easily checked that (30) implies the same conclusion (24), as in the previous case. Applying again Lemma 4.3 as in (13), we find
Case 4. 1 < α < 2.
In analogy with the previous cases we estimate
Substituting the explicit quantities (31)- (35) in relation (14), we deduce that
A plain analysis of the main terms of (36) shows that the order of S k does not exceed n 2 . Moreover, the study of (29) for
We consider once again the matrix B n 2 . Then
The analysis of (37) gives the same conclusion as (24) , and then, by Lemma 4.3, we obtain relation
Case 5. α = 2.
As in the preceding cases we have:
For the estimation of S k we employ (38)-(42) in relation (14):
A straightforward conclusion is that S k does not exceed n 2 log(n) in order of magnitude. On the other hand, by exploiting (43) for 1 k m, where m is a constant integer independent of n, we obtain
By the Perron Frobenius theory on nonnegative matrices, we find
We consider the m × m matrix B m , which is the submatrix of A −1 n formed by the first m rows and columns. The estimation of the row sums S B k , 1 k m, leads to
Since m and k are constant independent of n, it follows that
By the interlacing law we obtain ρ(A −1 n ) ρ(B m ) ∼ n 2 and therefore
In conclusion, from (48) and (45), we deduce that
It is easily seen that the estimation of the quantities S i , S, S − S i and n i=k+1 S i is just the same as in Case 4, when dealing with relations (31)-(34), respectively. The only modification we need is to estimate the quantity k i=1 S − S i , by exploiting an alternative approximation since
We estimate S k by replacing (31)-(34), and (49) in relation (14):
Again we deduce that S k grows in order as n α . Moreover, by studying (50) for 1 k k , wherē k is a constant independent of n, we find that both terms of (50) are of order n α . Thus
By considering the matrix Bk, the submatrix of A −1 n formed by the firstk rows and columns, in the formula of the kth row sum of Bk the first term of (50) appears unchanged, while the changes appear only in the second term. Thus,
Finally, by Lemma 4.3 we obtain
and the proof of the theorem is completed.
The case of higher order BVPs
The results of Theorem 4.4 can be extended in a straightforward manner to cover the case where the BVP is of order higher than 2, i.e., our equations are of the form
where the function a(x) has a root atx 0 ∈ of order α. In analogy to the case of second order operators, we approximate (54) on a uniform grid of stepsize h = (n + 1) −1 , using centered finite differences of minimal precision order 2. As a consequence we find 2k + 1 band n × n linear systems A n (a)x = b.
The generalization of Theorem 4.4 takes the following form: 
The proof follows exactly the same governing ideas as the proof of Theorem 4.4 but with the mathematical manipulation becoming more and more complicated and tricky as the order of the BVP increases. The reason for that concerns essentially the formulation of the explicit form for the inverse of the coefficient matrix A n . In Section 7 we give many numerical examples regarding the case of BVPs with order higher than two, with all of them fully confirming the theoretical results given in Theorem 5.1.
Remark 5.1. The assumption for the coefficient function regarding the uniqueness of its root cannot be relaxed to "many isolated roots". The reason, which has been mentioned also in [24] , is that in this case the condition number grows in an unpredictable (nonmonotone) way as the dimension of the problem tends to infinity: in reality, the matrix A n may happen to be also singular for certain dimensions. More specifically, performing various numerical experiments (see Tables  9-11 for a partial account on our findings), we have observed that:
• For k = 1, 2, 3 there exists a(x) such that max{α i } < 2k and κ 2 (A n ) n 2k ; more precisely,
In Section 7 we report some examples concerning this case, and the conclusion is that the condition numbers grow faster, when compared with the bounds in Theorem 4.4 and Theorem 5.1: the reason is a kind of interference between the sources of ill-conditioning represented by the different zeros (for a nice contrast with the case of a unique zero, see the discussion at the end of Section 2.2).
Remarks on the 2D case
We consider the 2D problem
with Dirichlet boundary conditions. Using the well-known five points formula and by ordering the unknowns in the classic manner, we arrive to the n 2 × n 2 linear system
where A nn is a symmetric positive definite block tridiagonal matrix, with the diagonal blocks being tridiagonal matrices and the off diagonal blocks being diagonal ones.
As we have mentioned from the beginning of this paper, the main contribution of this work will be to give a guideline and to establish a theoretical framework for dealing with the more interesting 2D case, which is of great importance from both, theoretical and practical point of view. A trivial but immediate application of our estimation of the condition number to the 2D case, is the circumstance where the coefficient functions are of separable variables. In addition, we perform various numerical experiments and it clearly emerges that the results of Theorem 4.4, under suitable assumptions, can be analogously extended to cover also the 2D case. The following definition is useful. Definition 6.1. Let f (x, y) be a nonnegative bounded function having a zero at (x 0 , y 0 ). We say that the order of zero is α ∈ (0, ∞) if there exists a finite number p of curves C i , i = 1, . . . , p, defined by l i (x, y) = 0, passing through (x 0 , y 0 ) and regular in it such that f ∼f and
where g has a zero at (x 0 , y 0 ) of order at least β > α.
We are ready to state our conjecture concerning the relation of the condition of A nn and the order of the zeros of the coefficient functions: 
Numerical experiments
In this section we present several numerical tests concerning both 1D and 2D BVPs. We will start by discussing experiments on univariate BVPs of order 2, 4, and 6, respectively.
The quantity which is of main interest in our context is the estimation of ) .
We observe that ρ m reflects the decrement rate of the minimal eigenvalue of the coefficient matrix A n .
For the second order BVP in (1) we have used as coefficient functions the following test functions:
and the results are given in Tables 1-3 , respectively. Regarding the fourth order BVP i.e. (54) with k = 2, we use the functions
with associated results in Tables 4-6 , while, for the sixth order BVP i.e. (54) with k = 3, we have chosen as coefficient functions
with related results in Tables 7 and 8 . Obviously, in order to perform a meaningful test for our theoretical derivations, the considered coefficient functions have different analytical behaviors, and with roots of order less, equal or greater than the order of the differential equation. In all cases, we ascertain numerically the theoretical findings in Theorems 4.4 and 5.1.
For the case where a(x) has multiple roots in [0, 1] things completely change as reported in Remark 5.1. Tables 9-11 show this "irregular" behavior for the quantity ρ m .
(a) k = 2, a(x) = x 3 |x − .3| For the 2D case, we consider the following four examples: The results in Tables 12-15 fully confirm the statements formulated at the end of Section 6.
Conclusions
In this paper we have studied the conditioning of semi-elliptic differential problems (the elliptic case is plain thanks to monotonicity arguments). As a main tool we have employed the notion of positivity in three different aspects: definite positivity, operator positivity (especially in Section 2.2), and component-wise positivity (especially in Section 4). Our main result is that the two sources of ill-conditioning, the low frequencies coming from the constant coefficient Laplacian, and the space spanned by few canonical vectors related to the position of the unique zero of a(x), do not interfere; conversely, we numerically observe a bad interference, a kind of resonance, in presence of distinct zeros in the coefficient a(x). Therefore, when a unique zero is considered, there is only a superposition effect so that the size of the degenerating subspace, i.e. that related to small eigenvalues, becomes larger, but the order of ill-conditioning is not worse than that of the two factors separately. As a consequence, both for designing multigrid methods or preconditioners, we can treat the two ill-conditioned spaces separately and this of course implies a simplification in the practical programming and in the theoretical convergence analysis (see e.g. [20, 23, 25, 4] ). Finally, there is still the open problem of completing our study in three directions: we would like to identify the constants hidden in the equivalence relations of the main Theorems 4.4 and 5.1, we would like to add more terms if the asymptotic expansion of the condition number of A n , and, more important, we would like to include the more challenging multidimensional setting. Indeed, as a final remark, we stress that partial results are easily available, by repeating e.g. the same derivations as in Section 2.2 in a multilevel setting: however a complete analysis is still missing.
