Abstract. In this paper we investigate the effect of nonlinear damping on the LugiatoLefever equation
Introduction
The Lugiato-Lefever equation (1) i∂ t a = −(i − ζ)a − da xx − |a| 2 a + if was proposed in 1987 by Lugiato and Lefever [14] as an approximative model for the electric field inside an optical cavity excited by a laser pump of strength f . Since then many authors have derived (1) as a model, e.g., for the field a(x, t) = k∈Zâ k (t)e ikx inside a continous wave(cw)-pumped ring resonator, cf. [1, 2, 10] . Hereâ k (t) denotes the complex amplitude of the k-th excited mode in the ring resonator. The cw-laser frequency has a detuning offset ζ relative to the primarily excited 0-mode of the ring resonator, and the second-order linear dispersion coefficient d of the ring resonator may be normal (d < 0) or anomalous (d > 0). Nonlinear interaction of the strongly enhanced field due to the Kerr effect in the microresonator eventually leads to modulation instability. Consequently, a cascaded transfer of power from the primarily excited mode to a multitude of neighbouring modes takes place. A resulting stable stationary pattern of spectrally equidistant excited modes is called a frequency comb. Spectrally broad octave spanning frequency combs have turned out to be extremely attractive sources for a variety of applications including time and frequency metrology [5, 32] , high-speed optical data communications [17, 26, 27] , and ultrafast optical ranging [30, 31] .
Recently, semiconductors exhibiting two-photon-absorption (TPA) at telecommunication wavelengths such as silicon have been considered as waveguide materials for microresonators. TPA causes an electron from the valence band to be excited to the conduction band. There, free-carrier absorption (FCA) of additional photons leads to a further excitement to other states within the conduction band. While these nonlinear losses hinder the generation of frequency combs in microresonators, at the same time comb formation benefits from a higher Kerr nonlinearity that comes along with TPA. Furthermore, especially silicon is highly relevant from a practical point of view, since it is an established material used for photonic integrated circuits.
We are not aware of mathematically rigorous studies on the Lugiato-Lefever equation with TPA or FCA. In this paper we want to start the analysis of the effect of TPA on the formation of frequency combs. For mathematical reasons the effect of FCA will be neglected in this paper, since the full model is currently out of reach for our analysis. TPA modifies the Kerr effect by adding an imaginary component iκ, κ > 0 to the coefficient of the cubic nonlinear susceptibility. Following [8, 13] the model equation (1) is therefore modified as follows (2) i∂ t a = −(i − ζ)a − da xx − (1 + iκ)|a| 2 a + if.
Since FCA will not be considered we have set the free carried density to 0 so that the ODE for the free carrier density, which is coupled to (2), cf. [8, 13] , is not present. Stationary solutions of (2) where the spatial period given by the circular nature of resonators is normalized to 2π. Due to the nonlinear damping effect of TPA in addition to the linear damping, TPA is unfavorable for comb formation. However, in this paper we prove the converse: Kerr comb formation in silicon based microresonators is still possible if the TPA coefficient κ is sufficiently small. For large κ above a certain threshold, for which we provide lower bounds, Kerr comb formation is prohibited. Our results apply both for normal and anomalous dispersion. Since soliton-like stationary solutions of (2) are of utmost importance in applications, we also consider the formation of bright solitary combs for anomalous dispersion in the presence of small κ.
Before describing our results for (2) and (3) in more detail, we first present the mathematical results which deal with the special case κ = 0 of purely linear damping. One important fact about (3) for κ = 0 and any fixed f = 0 is that there is a uniquely determined curve parameterized by ζ consisting of constant solutions, see for instance Lemma 2.1 (a) [16] for an explicit parametrization. With ζ as a bifurcation parameter bifurcation theory is a convenient tool for proving the existence of nonconstant solutions. A number of existence results for (3) with κ = 0 were found using bifurcation results for dynamical systems via the spatial dynamics approach [4, 6, 7, [23] [24] [25] . Here the requirement of 2π-periodicity is dropped and one is interested in nonconstant solutions of the four-dimensional (real) dynamical system that corresponds to the second order ODE from (3) for the complex-valued function a. A detailed analysis of the normal forms of this system around the constant equilibria reveals which types of solutions exist in a neighbourhood. In [6] (Theorem 2.1-2.6) periodic, quasiperiodic and homoclinic orbits were proved to exist near the curve of constant solutions both in the case of normal dispersion (d < 0) and anomalous dispersion (d > 0). Since solutions corresponding to these orbits necessarily resemble constant functions on [0, 2π], soliton-like solutions with a strong spatial profile can not be analytically described by local bifurcation methods. Therefore, in order to see interesting spatial profiles, local bifurcations have to be continued, e.g., by numerical methods, cf. [16, [23] [24] [25] , far away from the curve of constant equilibria.
Proving local bifurcations of exactly 2π-periodic solutions requires a different approach. A first local bifurcation bifurcation result from a specific constant solution was proved in [19] (Theorem 3.1). This study was extended in [16] using local and global bifurcation results due to Crandall-Rabinowitz and Krasnoselski-Rabinowitz. All (finitely many) bifurcation points on the curve of constant solutions were identified and the bifurcating solutions were shown to lie on bounded solution continua that return to another bifurcation point. Some of these continua even undergo period-doubling, period-tripling, etc. secondary bifurcations as was shown in Section 4 in [15] . The theoretical results from [15, 16] were accompanied by numerically computed bifurcation diagrams indicating that the most localized and thus soliton-like solutions can be found at those turning points of the branches that are the farthest away from the curve of trivial solutions. We remark that a two-dimensional version of the Lugiato-Lefever equation posed on the unit disk was recently discussed in [22] .
Finally, still in the case κ = 0 we mention some results about the time-dependent equation (1). In [11] it was proved that the initial value problem is globally well-posed in
Here, T is the one-dimensional torus, i.e., the interval [0, 2π] with both ends identified, and R + = [0, ∞) is the temporal half-line. Additionally, it was shown that all solutions of the initial value problem remain bounded in L 2 while the H 1 -norm is proved to grow at most like √ t as t → ∞. In the corresponding model with an additional third order dispersion effect well-posedness results and even the existence of a global attractor were proved in [21] . Convergence results for the numerical Strang-splitting scheme can be found in [11] . Finally, the orbital asymptotic stability of 2π-periodic solutions was investigated in [29] (Theorem 1) with the aid of the Gearhart-Prüss-Theorem, see also [18, 20] . Notice that the linearized operators (i.e. the generators of the semigroup) are not selfadjoint, which makes this result particularly interesting. Using the center manifold approach, spectral stability and instability results as well as nonlinear stability with respect to co-periodic or subharmonic perturbations were obtained in [4] .
Let us now describe the results of our paper. We consider (3) with f = 0, κ ≥ 0 and d = 0 fixed. Our first theorem contains three results on the structure of solutions of (3). Notice that for every ζ ∈ R (3) has either one, two or three different constant solutions a 0 ∈ C lying on a smooth curve. Theorem 1 addresses the question of bifurcation from the curve of trivial solutions. We show that for sufficiently small κ ∈ (0, 1/ √ 3) bifurcation from the curve of trivial solutions happens, whereas for sufficiently large κ > κ * the trivial curve has no bifurcation points at all. In case of small κ we give sufficient conditions (4), (5) for bifurcation based on the Crandall-Rabinowitz theorem on bifurcation from simple eigenvalues [3] . They correspond to simple kernels of the linearization around a given point of the trivial curve and to transversality, respectively.
The notion of bifurcation may depend on spaces and norms. In our context we use the following set-up. Let T be the one-dimensional torus, i.e., the interval (0, 2π] with end-points 0 and 2π identified. We consider solutions a = Re a + i Im a ∈ H 2 (T) of (3).
Theorem 1. For f = 0, κ > 0 the following holds: (i) All constant solutions of (3) form a smooth unbounded curve in H 2 (T) × R. (ii) A point (ζ, a 0 ) on the curve of constant solutions is a bifurcation point provided exactly one of the two numbers
The curve of constant solutions does not contain bifurcation points provided κ > κ * where
Remark 2.
(i) Necessarily, we have κ < √ 3 in case (ii) since otherwise the values k 1,2 in (4) will not be real. Moreover, in case (ii) we may apply Rabinowitz' global bifurcation theorem from [28] . It says not only that (ζ, a 0 ) is a bifurcation point, but that there is a global branch of non-trivial solutions that either returns to the trivial branch at some other bifurcation point or becomes unbounded in the ζ-direction or in the H 2 (T)-direction. (ii) Notice that by strict monotonicity, the value κ * is the uniquely determined solution of
cf. Figure 1. (iii) For |f | 1, we have κ * → 0. This is consistent with [16] , where for κ = 0 it was shown that no bifurcations occur in the case |f | ≤ 1. (iv) By running pde2path for increasing values of κ > 0 we can determine numerically when bifurcations cease to exist. The values for κ from Theorem 1 and these numerically determined values from pde2path are very similar, cf Table1.
Theorem 1 provides nontrivial solutions via bifurcation theory for κ ∈ (0, κ * ), i.e., the bifurcating branches described in [16] for κ = 0 persist for small κ > 0. The natural question, what happens to the bifurcating branches when κ gets larger, is also answered in part (iii) Figure 1 . Illustration of (6) . of the theorem: bifurcation points disappear at latest when κ exceeds κ * . In Figure 2 the vanishing of bifurcation points and nontrivial solutions for increasing κ is illustrated. Black curves indicate the line of trivial solutions, colored curves show bifurcation branches. With increasing nonlinear damping, more and more bifurcation branches vanish, until all have disappeared when κ exceeds the value 0.185. In Figure 3 (a), the solutions corresponding to the turning points A,C in Figure 2 of the curve of 1-solitons are shown. Additionally, the 1-soliton at the turning point of the corresponding branch for κ = 0.025 is depicted. In Figure 3 (3) for increasing values of κ.
Since Theorem 1 only addresses the occurence and disappearance of bifurcations, it does not answer the question what happens to the entire set of solutions when κ increases. This is answered in our next two results: all nontrivial solutions disappear for κ beyond a certain positive threshold. A first threshold for nonexistence of nontrivial solutions is given by the following result.
Theorem 3. Let d = 0, κ > 0, ζ, f ∈ R and let κ be given by
Then all solutions of (3) are constant provided κ > κ .
A second threshold may be obtained by studying the time-dependent Lugiato-Lefever equation (2) . Modifying slightly the proof by Jahnke, Mikl and Schnaubelt [11] for (1) we first derive the global well-posedness of the initial value problem for (2) with initial data a(0) = φ ∈ H 4 (T). In [11] the corresponding well-posedness result for κ = 0 is based on the observation that the flow remains bounded in L 2 (T) and that the H 1 (T)-norm grows at most like √ t as t → ∞. It is not known whether infinite time blow-up or convergence occurs in this case. We show that for sufficiently strong nonlinear damping κ ≥
the solutions converge to a constant solution regardless of the initial datum.
) and converges in H 1 (T) to a constant as t → ∞. In particular, all solutions of (3) are constant.
Combining Theorem 3 and Theorem 4 we obtain that for κ > min{κ * ,
} only constant solutions exist. Notice that all weak solutions of (3) are smooth and in particular lie in
. Actually we can also prove convergence results for smaller κ assuming that φ x 2 is not too big. We refer to Lemma 13 for details.
Finally we discuss the effect of nonlinear damping to the Lugiato-Lefever equation on the real line in the case of anomalous dispersion d > 0. In this case the problem reads
and we are interested in even homoclinic solutions. More precisely, the solutions we will find have the form a =ã + a ∞ where a ∞ ∈ C andã ∈ H 2 (R). This is a valid approach, since highly localized solutions of (7) serve as good approximations for solutions of (3), cf. [9] . Using a suitable singular rescaling of the problem as well as the Implicit Function Theorem, we prove the existence of large solutions of (7) for large parameters ζ and f and small nonlinear damping κ.
3/2 . Then for all ε, κ > 0 sufficiently small there are two even homoclinic solutions a ε,κ of (7) with ζ =ζε
Remark 6. The above theorem guarantees the existence of κ 0 , 0 > 0 depending on d,ζ,f with the property that for 0 < κ < κ 0 and 0 < ε < ε 0 the parameter triple (ζ, f, κ) with ζ =ζε −1 and f =f ε −3/2 allows for a localized solution of (7). For fixed κ ∈ (0, κ 0 ) let us take ε 0 = ε 0 (d,ζ,f , κ) to be the largest value with the above property. Then we can consider the curve (0, ε 0 ) ε → (ζε
By varying the parameters ζ andf these curves cover regions in the (ζ, f )-plane, such that above the lower envelope (ζε
) localized solutions of (7) exist.
The practical applicability of Theorem 5 is demonstrated in the following. We have used the idea of the proof of the theorem as the basis for a numerical continuation method with pde2path. This is done by replacing the real line with the interval [0, π] and by considering the rescaled version (50) of the Lugiato-Lefever equation on [0, π] with Neumann boundary conditions at the endpoints. Then, for a given fixed value ofζ andf = ε = κ = 0 the approximate solution i 2ζ sech(x ζ /d) is continued first inf , then in ε and finally in κ.
The resulting function is mirrored on the vertical axis and shifted by π so that an approximate 2π-periodic solution of (3) One might ask if a similar result for heteroclinic solutions in the case of normal dispersion d < 0 could be achieved. In Section 5 we will point out that this cannot be done by our continuation method. The above result is of perturbative nature and therefore does not reveal whether nontrivial solutions of (7) have to disappear for large nonlinear damping κ > 0 as it was shown in Theorem 3 and Theorem 4 for the case of 2π-periodic solutions of (3). The proofs of both theorems make use of the boundedness of [0, 2π] in an essential way. Since we do not know how to adapt these results to solutions on R we have to leave this question open.
Proof of Theorem 1
This section is structured according to the results in Theorem 1.
Proof of (i).
Here we determine the curve of trivial solutions.
Lemma 7. Let τ ∈ (0, 1) be the unique value such that τ (1 + κf
Then t → (ζ(t), a 0 (t)) parametrizes the curve of trivial solutions with
is smooth and unbounded in the ζ-component. The same is true if we consider (ζ, a 0 ) as a map from
. This is the claim of part (i) of Theorem 1.
Proof. Constant solutions (a 0 , ζ) of (3) satisfy
and in particular
Let us successively parametrize |a 0 | 2 , ζ and a 0 . Since (ζ − |a 0 | 2 ) 2 ≥ 0 we obtain from (9) that
for τ ∈ (0, 1) as in the statement of the lemma. Equation (9) suggests the following
The sign of t is chosen according to sign(t) = sign(ζ − |a 0 | 2 ). Due to (9), the value ζ can be written as follows:
Inserting the parametrization of |a 0 | 2 (t) yields the following parametrization of ζ
Next we rearrange (8) to express a 0 in terms of f, κ, ζ, |a 0 | 2 and use (9) to find
2.2.
Proof of (ii) -necessary and sufficient conditions for bifurcation. In order to prove (ii) we need the following preliminary result, which is a generalization of Proposition 4.3 in [16] . It provides the necessary condition for bifurcation.
Proposition 9. All bifurcation points (ζ, a 0 ) for (3) with respect to the curve of trivial solutions satisfy
for some k ∈ N. In other words, one of the two numbers k 1,2 from (4) needs to be in N.
Remark 10. We exclude the case k 1 = 0 or k 2 = 0 in the bifurcation condition (11) . It happens exactly at the turning points of the curve of trivial solutions and corresponds to the non-injectivity of ζ(t). Since it creates only artificial bifurcation points as explained in Section 4.2 in [16] , we omit it.
Proof. By the implicit function theorem we know that a necessary condition for bifurcation is that the linearized operator
has a nontrivial kernel. Here g(a) = (1 + iκ)|a| 2 a − if stands for the nonlinearity and
with a, z ∈ C for the derivative of g at a. The derivative Dg(a) can also be written in the form
Since L is a Fredholm operator, the space Ker L is finite dimensional, and the adjoint operator
has a kernel with the same finite dimension as Ker L. Any element φ ∈ Ker L can be expanded in the form φ(x) = l∈Z α l e ilx . The condition that φ ∈ Ker L means that there is at least
2 is an eigenvalue of the matrix
with Dg(a 0 ) in matrix representation given by (13) . Non-zero elements in Ker L exist if det(−dk 2 Id +N ) = 0 and computing this determinant yields (11) . Solving for k leads to k 1,2 given by (4). Likewise, non-zero elements in Ker L * exist if det(−dk 2 Id +N T ) = 0 for some integerk ∈ N 0 . Solving det(−dk 2 Id +N T ) = det(−dk 2 Id +N ) = 0 leads to the same formula (4) as for k. Consequently, (4) is equivalent to both L and L * having nontrivial kernels. If neither k 1 or k 2 are in N then Ker L = Ker L * = {0}, and in this case the implicit function theorem, cf. [12] [Theorem I.1.1], implies that solutions nearby the point (ζ, a 0 ) are unique, i.e., trivial, and hence (ζ , a 0 ) cannot be a bifurcation point. Therefore, k 1 or k 2 in N is a necessary condition for bifurcation.
2.3. Proof of (ii) -simplicity of the kernel of the linearization. Notice that Ker L is either two-dimensional or four-dimensional, since αe ikx belonging to Ker L always implies that αe −ikx also belongs to Ker L. The two-dimensional case happens if exactly one of the two numbers k 1,2 from (4) is an integer and the four-dimensional case happens if both k 1 , k 2 ∈ N.
In order to achieve simple instead of multiple eigenvalues we need to change the setting for (3) by additionally requiring a (0) = 0, i.e., solutions need to be even around x = 0. Together with 2π-periodicity this implies a (π) = 0, i.e., we consider (3) with vanishing Neumann boundary conditions at x = 0 and x = π. If we define H 2.4. Proof of (ii) -computing the kernel of the linearization. Under the condition that exactly one of the numbers k 1,2 from (4) belongs to N let us compute Ker L and Ker L * . To describe the matrix N − dk 2 Id let us introduce the real numbers α j ,α j , α * j ,α * j for j = 1, 2 as follows
.
In the matrix N − dk 2 Id the off-diagonal elements have the property that
) <α 2 and hence they cannot be zero simultaneously. Therefore, if Im(a 2 0 ) ≤ 0 we can define (16) α
T and obtain eigenvectors of
2.5. Proof of (ii) -tangent direction to the trivial branch of solutions. Let us assume that the curve of trivial solutions of (3) is parameterized by t → (ζ(t), a 0 (t)) as in Lemma 7 , and that (ζ, a 0 ) = (ζ(t 0 ), a 0 (t 0 )) is a specific bifurcation point. Let us compute the tangent (ζ,ȧ 0 ) = d dt (ζ(t), a 0 (t)| t=t 0 . As explained in Remark 10 we can ignore turning points whereζ = 0. Differentiating the equation (i − ζ(t))a 0 (t) + g(a 0 (t)) = 0 with respect to t and evaluating the derivative at t 0 we get 
2.6. Proof of (ii) -sufficient condition for bifurcation. According to the CrandallRabinowitz theorem, see [3] or [12] [Theorem I.5.1], two conditions are sufficient for bifurcation. The first is that Ker L is simple, i.e. one-dimensional. Above we proved this to hold provided k 1 ∈ N, k 2 ∈ N or vice versa with k 1,2 from (4). In the following we write k for the one which is the integer. In view of the statement of (ii) it therefore remains to show that the second condition, the so-called transversality condition, is satisfied provided (5) holds.
To verify this we bring our problem into the form used in [3] . Nontrivial solutions of (3), which are even around x = 0 may be written as a(·) = a 0 (t) + b(·) with b (0) = b (π) = 0. From (3) we derive the equation for the function b in the form
Notice that F (t, 0) = 0 for all t, i.e., the curve of trivial solutions (ζ(t), a 0 (t)) for (3) has now become the line of zero solutions (t, 0) for (19) . Let us write D 2 b,t F (t 0 , 0) for the mixed second derivative of F with respect to (t, ζ) at the point (t 0 , 0). According to [3] , the transversality condition is expressed by u(x)v(x) dx, we find that transversality is expressed as
Using D 2 g(a 0 )(z, w) = 2(1 + iκ)(ā 0 zw + a 0 zw + a 0z w) we find for the second derivative
withȧ 0 = τζa 0 , τ from (18) . As explained in Remark (10) we can ignore the turning points whereζ = 0. Hence, inserting (21) into the transversality condition (20) we get in case Im(a 
Likewise, we use (15) and det(N − dk 2 Id) = 0 to compute 
Since Im(a 2 0 ) ≤ 0 implies that α 1 is non-zero, the non-vanishing of the expression in brackets amounts to (after inserting Re τ from (18))
Using (4) we obtain the transversality condition (5).
Changes in case Im(a 2 0 ) ≥ 0 amount to replacing α 1 in (23), (24) and (25) byα 2 , which is non-zero in this case. Therefore, the final transversality condition (5) is the same as before.
Proof of (iii) -nonexistence of bifurcations.
We assume that bifurcation for (3) occurs at some trivial solution (ζ, a 0 ) so that the claim is proved once we show κ ≤ κ * . By Proposition 9 we know that the quadratic equation in ζ + dk 2 from (11) holds for some k ∈ N 0 . In particular, the discriminant is nonnegative and we obtain (26) 
this inequality is unsolvable, so we necessarily have κ ∈ [0,
) as well as
On the other hand, the inequality (10) from the proof of (i) gives |a 0 | 2 ≤ f 2 τ where τ is the unique value such that τ (1 + kf 2 τ ) 2 = 1. Therefore
Since z → z(1 + κf 2 z) 2 is increasing on [0, ∞), we deduce from the definition of τ the inequalityτ
Insertingτ from (28) this is equivalent to
which implies κ ≤ κ * by definition of κ * . This finishes the proof of (iii).
Proof of Theorem 3
Following [16] we first provide some a priori bounds in L ∞ (T) for solutions of (3).
Theorem 11. Let d = 0, κ > 0 and ζ, f ∈ R. Then every solution a ∈ C 2 (T) of (3) satisfies
Remark 12. One can obtain a more refined version of the bound (29) of the form a ∞ ≤ 1 + 2π 2 f 2 |d| −1 C κ where
This follows from Cardano's formula applied to (32) . In this paper we do not make further use of the refined value of C κ , since (29) already provides a meaningful a priori bound both for small as well as for large values of κ. Indeed, as κ → 0 + the L ∞ -bounds from (2) in [16] (valid for κ = 0) are partially recovered.
Proof. Let a ∈ H
2 (T) be a solution of (3). Then we define the 2π-periodic function g := −d Im(a ā) . Using (3) we obtain
Using the fact that g is 2π-periodic together with Hölder's inequality we get from the previous identity
Neglecting once the a 3 2 and once the a 2 term we obtain the L 2 -bound
Next we derive a bound for a 2 . First, the differential equation (3) yields the identity
Next we set 
Using the definition of G and (35) we deduce from (34)
withC κ from (33). So we find
Finally, we combine the previous estimates for a 2 , a 2 to deduce an L ∞ -estimate. From (33) we obtain that there is an x 1 ∈ [0, 2π] satisfying |a(x 1 )| ≤C κ . Together with (36) this implies
With these bounds the constancy of solutions for large κ is proved along the lines of the proof of Theorem 2 in [16] . However, from a technical point of view, several partial results from the proof presented in [16] break down and new difficulties have to be overcome so that the proof given next contains several new aspects.
Proof of Theorem 3. We equip the real Hilbert space H 1 (T) with the inner product generated by the norm
where γ > 0 will be suitably chosen later. We observe that a solution a : [0, 2π] → C of (3) is constant if and only if the function A = a is trivial. Since a solves (3) the function A is a 2π-periodic solution of the differential equation
We introduce the differential operator L κ :
so that (39) may be rewritten as
exists as a bounded linear operator will follow from the injectivity of L κ , since L κ is a Fredholm operator of index 0. The injectivity is a consequence of the following estimate.
Taking the real and imaginary part of this equation implies
From (43) and κ ≥ 0 we get B 2 ≤ g 2 . Together with (42), (43) we obtain
Multiplying the second equation with σ ≥ 1 and summing up both equations we finally get
Choosing σ sufficiently large and γ from (38) sufficiently small we obtain B Having proven this bound, we turn to the task to prove that solutions A of (39) are trivial for κ > κ * . In view of (41) we define the bounded linear operator
It remains to show that its operator norm is smaller than 1, because then K a is a contraction and therefore admits a unique fixed point A, which must be the trivial one. Since
we find that
, which is smaller than 1 for κ > κ * . This finishes the proof.
Proof of Theorem 4
Let us first recall a global existence and uniqueness results in the case κ = 0. It is shown in Theorem 2.1 in [11] that (1) with
The proof of this result may be adapted to the case κ > 0 since the crucial estimate (6) in that paper is even better when κ > 0 given that the damping effect is stronger. The remaining parts of the proof need not be modified so that we get the same estimates and gobal well-posedness result as in [11] also in the case κ > 0. Since we will need the inequality a(t) 2 ≤ max{ √ 2π|f |, a(0) 2 } in the proof of our convergence results, let us prove this first. For notational convenience we suppress the spatial variable in our notation.
For any given solution a of (2) the following estimate holds
So a(t) 2 decreases provided the last term is negative. Since this is true is precisely for a(t) 2 ≥ √ 2πC κ by (32), (33), we conclude
Furthermore, using the equation for a and integration by parts we get
Writing aā x = s + ir and using the scalar inequality
we get the estimate
Since we assumed κ ≥
, we have α κ ≤ 0 so that a x (t) 2 2 decays exponentially to 0. The Poincaré-Wirtinger inequality implies a(t) − 1 2π 2π 0 a(t) dx 2 decays exponentially as t → ∞. The L 2 -boundedness of a(t) derived in (44) now implies that the sequence 2π 0 a(t) dx is bounded, hence a(t m ) converges in L 2 (T) for some sequence t m ∞ to some constant solution a * of (3). It remains to prove that this actually implies the convergence of the whole sequence.
By the fundamental theorem of calculus we get
In particular, the subsequence a(t m ) converges uniformly to the constant a * . So for any given δ ∈ (0, 1) we can find an ε > 0 such that all h ∈ C with |h| < ε satisfy the inequality
Here we used α κ ≤ 0. Choosing t m large enough we can achieve
So the function h(t) := a(t) − a * satisfies for t ≥ t m the following differential inequality provided
ε < ε we infer that h(t) 2 = a(t) − a * 2 decreases on some maximal interval (t m , t m + T ) and we want to show T = ∞. From (48) we infer
As shown above, this implies that h(t) 2 is decreasing on a right neighbourhood of t m + T . So we conclude that there cannot be a finite maximal T with the property mentioned above. As a consequence, T = ∞, h(t) 2 is decreasing on [t m , ∞) and we obtain a(t) − a * H 1 (T) = h(t) H 1 (T) → 0 as claimed. This finishes the proof.
We add an extension of this result that covers damping parameters κ < 1 √ 3
. In this case we may obtain the convergence of the flow provided the initial condition φ = a(0) has the property that φ x 2 and φ 2 are not too large. . Assume that the initial condition a(0) = φ ∈ H 4 (T) satisfies
Then the uniquely determined solution a ∈ C(R + , H 4 (T)) of (2) converges in H 1 (T) to a constant.
Proof. We argue as above. Using the same estimate as in the above proof we get now for
(46)
(44)
So the prefactor is negative for small t > 0 by assumption (49). Hence, by monotonicity, it remains negative for all t > 0 and we conclude as above.
We do not know whether the above convergence result is sharp in the sense that there are initial data causing non-convergence or even blow-up in infinite time. As above we moreover infer that all nonconstant stationary solutions a for κ <
Proof of Theorem 5
In this section we discuss (7) in the case of anomalous dispersion d > 0, and we will prove the existence of solitary-type localized solutions. At the end of this section we explain why our method fails in the case of normal dispersion d < 0.
Let us consider a rescaled version of (7) given by We consider solutions of (50) of the form u =ũ + u ∞ , whereũ belongs to the space H 2 even (R; C) of even complex-valued H 2 -functions on the real line and u ∞ := lim |x|→∞ u(x) solves the algebraic equation
The strategy is to find two purely imaginary solutions of (50) We will always work in the setting where (53) has three distinct solutions. Let us briefly explain why this is fulfilled for 0 ≤ |f | < The function v → −ζv +v 3 has the local minimum −
3/2 and the local maximum
3/2 then there are three distinct solutions v (j) , j = 1, 2, 3 of (54) with
Next let us discuss the existence of two homoclinic solutions of (52). Their nondegeneracy will be proved in Proposition 15. Proof. Looking for purely imaginary even homoclinic solutions u = iv of (52) means that we need to find a real-valued even homoclinic solution v of
The corresponding first integral is given by
All trajectories of (55) are therefore bounded in the (v, v )-plane and symmetric with respect to the v-axis. Moreover, every trajectory crosses the v-axis.
The equilibria of (55) are given by the solutions of the algebraic equation (54). As we have seen, there are three distinct real-valued solutions v (j) , j = 1, 2, 3 for 0 ≤ |f | <
3/2 . The eigenvalues of the linearization in v (j) satisfy
The linear stability analysis, which allows us to characterize the equilibria of the nonlinear system, reduces to the analysis of ∆ (j) . Observe that we have −ζ + 3v
) and
, we have ∆ (j) > 0 for j = 1, 3 and v v Figure 5 . Homoclinic orbits for ε = κ = 0 ∆ (j) < 0 for j = 2. This means that for j = 2 we have two real eigenvalues of opposite sign, and the equilibrium is an unstable saddle. For j = 1, 3, we have purely imaginary eigenvalues of opposite sign, and hence, these equilibria are stable centers surrounded by periodic orbits.
Since the unstable manifold of the saddle is symmetric around the v-axis it connects to the stable manifold and thus provides the two homoclinic orbits.
For the following nondegeneracy result let us recall from Section 2 the notation g(u) = |u|
3/2 . If u 1 , u 2 are the two homoclinic solutions of (52) then
refers to the kernel of the differential operator on the domain H 2 (R; C). As a consequence, if we set the domain of the differential operator as H 2 even (R; C) we get ker H 2 even (R;C) (−d d 2 dx 2 +ζ − Dg(u i )) = {0} for i = 1, 2. This is true because H 2 even (R; C) only contains functions with u (0) = 0 so that u i ∈ H 2 even (R; C) for i = 1, 2 because (52) yields
The latter expression is non-zero since u i (0) = iv (j) for j = 1, 2, 3 and iv (1) , iv (2) , iv (3) are the solutions of (54). Note also that the proposition applies only forf = 0 because forf = 0 scaling with a complex phase factor produces another degeneracy so that span{u i , iu i } ⊂ ker H 2 (R;C) (−d Proof. We prove nondegeneracy only for i = 1. Since u 1 ∈ H 2 (R; C), we may differentiate
For the converse inclusion, let ϕ = ϕ 1 +iϕ 2 ∈ ker H 2 (R;C) −d
and we need to show that ϕ 1 = 0 and that ϕ 2 is a real multiple of v 1 . Due to (55) we also see that
We split ϕ 1 := ϕ 1,even +ϕ 1,odd into even and odd part. Then we observe that ϕ 1,even ∈ H 2 (R; R) solves (56) with ϕ 1,even (0) = 0 and that ϕ 1,odd ∈ H 2 (R; R) solves (56) with ϕ 1,odd (0) = 0.
Let us first show that either ϕ 1,even ≡ 0 or ϕ 1,even has no zero on R. This is impossible and proves the assertion that ϕ 1,even has no zero on R. An almost identical argument applied to ϕ 1,odd provides the alternative ϕ 1,odd ≡ 0 or ϕ 1,odd has no zero on (0, ∞). We finish our discussion with a brief analysis of the case d < 0 (normal dispersion). Here, we also consider the rescaled equation (50) for j = 1, 2, 3. Now we have a center for j = 2 and two unstable saddles for j = 1, 3. The unstable saddles are connected by two heteroclinic solutions. Going back to (60) we have for ε = 0 two heteroclinic solutions u 1 , u 2 with Im(u 1 ) > 0 and Im(u 2 ) < 0 on R. Moreover lim x→∞ u 1 (x) = lim x→−∞ u 2 (x) = u (3) = iv (3) , lim x→−∞ u 1 (x) = lim x→∞ u 2 (x) = u (1) = iv (1) . For ε, κ > 0 the unstable saddles persist and one might try to continue the heteroclinic solutions u 1 , u 2 into the range ε, κ > 0. Let us explain why the previous continuation argument fails in the case of u 1 (the argument for u 2 is the same). One could seek for heteroclinic solutions of the form u =ũ + ψ ε,κ withũ ∈ H 2 (R) and where ψ ε,κ is a smooth given function of x, continuous in ε, κ with 
