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Cap´ıtulo 1
Introduccio´n
Edward N. Lorenz (1917− 2008), matema´tico y meteoro´logo interesado en formular
ecuaciones que modelaran algunas de las caracter´ısticas del proceso de conveccio´n en
el seno de la atmo´sfera y que fueran u´tiles para la prediccio´n del tiempo, planteo´ en
1963 el siguiente sistema auto´nomo tridimensional de ecuaciones dirferenciales ordi-
narias,
(x′, y′, z′) = (σy − σx, rx− y − xz, xy − bz),
donde σ, r, b son para´metros reales positivos, el cual se conoce como el sistema de
Lorenz y cuya evolucio´n en el tiempo para los para´metros σ = 10, b = 8/3 y r = 28
exhibe un atractor extran˜o (W. Tucker - 1998) llamado el atractor de Lorenz (un
atractor se define como un conjunto sumidero el cual contiene una o´rbita densa).
Fijando los para´metros σ = 10 y b = 8/3, Lorenz demostro´ que para todos los valores
de r existe un elipsoide en R3 en el que las o´rbitas entran transversalmente. Esto
implica que dentro de e´ste elipsoide hay un atractor global, en el que tiene lugar toda
la dina´mica relevante. El ana´lisis parame´trico de la bifurcacio´n del sistema Lorenz
a partir de la bifurcacio´n de Hopf, permite manipular el valor del para´metro r
para determinar la estabilidad de las o´rbitas perio´dicas que aparecen o desaparecen
y clasificar el espacio de para´metros en los tres tipos de bifurcacio´n de Hopf que
pueden ocurrir: subcr´ıtica, supercr´ıtica y degenerada. Para el valor de rH ≈ 24, 74
el sistema de Lorenz presenta una bifurcacio´n de Hopf en la que dos puntos fijos
pasan a ser repulsores.
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Motivados por los resultados sorprendentes del sistema de Lorenz, por ejemplo, la
sensibilidad a las condiciones inicales, J. Guckenheimer y R.F. Williams (1976)
introdujeron el atractor geome´trico de Lorenz, como un modelo para explicar el
comportamiento de las soluciones del sistema de Lorenz. El atractor geome´trico de
Lorenz es un atractor en S3 = R3 ∪ {∞} (la 3-esfera) dado por un campo Y que
recoge algunas propiedades observables del sistema de Lorenz, el cual tiene como
bloque aislante un bitoro so´lido U en R3 tal que el flujo Yt es transversal y apunta
hacia adentro a lo largo de su frontera. Se define
Λ =
⋂
t≥0
Yt(U)
el conjunto maximal de Y en U . El conjunto Λ se llama el atractor geome´trico de
Lorenz el cual no es hiperbo´lico, sin embargo, presenta propiedades interesantes por
ejemplo: es la clausura de sus o´rbitas perio´dicas, es transitivo, presenta sensibilidad
con respecto a condiciones iniciales y es una clase homocl´ınica como se demostro´ en
[B].
Cap´ıtulo 2
Preliminares
Un subconjunto M de Rn es una variedad de dimensio´n k (o simplemente una
k−variedad), si para cada punto x de M existen un conjunto U abierto en Rn que
contiene a x, un abierto W de Rk, y una funcio´n ϕ : W → Rn inyectiva de clase C∞
tales que:
1. ϕ(W ) =M ∩ U,
2. dϕ(y) : Rk → Rn tiene rango k para todo y ∈ W ,
3. ϕ−1 : ϕ(W )→ W es continua.
donde la funcio´n ϕ es un sistema de coordenadas alrededor de x.
Se dice que N es una subvariedad de M, si M y N son variedades en Rn y
N ⊂M.
Observacio´n 1 Si M y N son variedades se dice que N × M tambie´n es una
variedad.
Dada una variedad diferenciable de dimensio´n n, su fibrado tangente es la variedad
diferenciable TM de dimensio´n 2n que se forma considerando en cada punto p ∈M
el espacio vectorial TpM .
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TM = {(p, v)/p ∈M y v ∈ TpM}
Sean M una 3-variedad Riemanniana cerrada (compacta sin borde) y X un campo
vectorial en M de clase C1, denotaremos por Xt el flujo generado por X.
Una o´rbita deX es el conjuntoO = OX(q) = {Xt(q) : t ∈ IR} para algu´n q ∈M . Una
singularidad de X es un punto σ ∈M tal que X(σ) = 0 (equivalentemente OX(σ) =
{σ}). Una o´rbita perio´dica de X es una o´rbita O = OX(p) tal que XT (p) = p para
algu´n nu´mero mı´nimo T > 0 (equivalentemente O es compacto y O 6= {p}). Una
o´rbita cerrada de X es una singularidad o´ una o´rbita perio´dica de X.
El conjunto omega limite de un punto p ∈ M es el conjunto ωX(p) = {x ∈ M :
x = l´ımn→∞Xtn(p), para alguna sucesio´n tn → ∞}. Un punto p ∈ M es llamado
no-errante para X si para cada T > 0 y cada vecindad U de p en M existe t > T tal
que Xt(U) ∩ U 6= ∅. El conjunto de puntos no-errantes de X es denotado por Ω(X)
o´ Ω(Xt).
Un conjunto compacto Λ ⊂M es:
Invariante si Xt(Λ) = Λ, ∀t ∈ IR;
Transitivo si Λ = ωX(p) para algu´n p ∈ Λ;
No-trivial si Λ no es una o´rbita cerrada de X;
Aislado si existe una vecindad compacta U de Λ tal que
Λ =
⋂
t∈IR
Xt(U)
(U es llamado bloque aislante);
Attracting si es aislado y tiene un bloque aislante positivamente invariante U ,
i.e.,
Xt(U) ⊂ U, ∀t ≥ 0;
Atractor si es attracting transitivo.
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Definicio´n 1 Un conjunto compacto Λ ⊂ M e invariante por Xt es Hiperbo´lico
para Xt, si existen constantes positivas K, λ y una descomposicio´n continua del
fibrado tangente de M sobre Λ de la forma TΛM = E
s
Λ ⊕EXΛ ⊕EuΛ, tal que ∀p ∈ Λ:
1.
∥∥DXt(p)/Esp∥∥ ≤ Ke−λt, ∀t > 0 (EsΛ es el subfribrado (K,λ)-contractor);
2.
∥∥DX−t(p)/Eup ∥∥ ≤ Ke−λt, ∀t > 0 (EuΛ es el subfribrado (K,λ)-expansor);
3. EXΛ = 〈X〉 (EXΛ es la direccio´n del campo).
Una o´rbita homocl´ınica transversa asociada a una o´rbita perio´dica hiperbo´lica O
de X es una o´rbita γ ⊂ W s(O) t W u(O), donde W s(O) y W u(O) representan la
variedad estable e inestable respectivamente de la o´rbita O. La clase homocl´ınica
de una o´rbita perio´dica hiperbo´lica O de X, notada por H(O), es la clausura de la
unio´n de las o´rbitas homocl´ınicas transversas de O.
Dado un operador lineal L, definimos por m(L) = infv 6=0
‖Lv‖
‖v‖ la co-norma de L.
Definicio´n 2 Sea Λ ⊂M un conjunto compacto invariante de X. Una descomposi-
cio´n continua y DXt-invariante del fibrado tangente de M sobre Λ, de forma
TΛM = EΛ ⊕ FΛ,
es una descomposicio´n dominada, si existen constantes positivas K,λ y una me´trica
Riemanniana en M tal que
‖DXt(x)/Ex‖
m(DXt(x)/Fx)
≤ Ke−λt, ∀x ∈ Λ,∀t > 0.
El subfibrado F es (K,λ)-dominado por el subfibrado E.
Definicio´n 3 Un conjunto compacto invariante Λ de X es parcialmente hiperbo´li-
co, si este exhibe una descomposicio´n dominada
TΛM = E
s
Λ ⊕ EcΛ,
tal que EsΛ es un subfibrado (K,λ)-contractor, e.d.,
‖DXt(x)/Esx‖ ≤ Ke−λt, ∀x ∈ Λ,∀t > 0.
y el subfibrado EcΛ es llamado el subfibrado central.
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Para x ∈ Λ y t ∈ IR sea J ct (x) el valor absoluto del determinante de la transformacio´n
lineal
DXt(x)/Ecx : E
c
x → EcXt(x).
Diremos que un conjunto Λ parcialmente hiperbo´lico expande volumen (o´ (K,λ)-
expande volumen) en el subfibrado central, si
J ct (x) ≥ K−1eλt, ∀x ∈ Λ,∀t > 0.
Definicio´n 4 Un conjunto Λ compacto invariante de Xt es singular-hiperbo´lico por
Xt si Λ es parcialmente hiperbo´lico, expande volumen en el subfibrado central y cada
singularidad en Λ es hiperbo´lica.
Cap´ıtulo 3
El atractor de Lorenz
En la de´cada de los 1950s, Edward Norton Lorenz (Mayo 23, 1917 - Abril 16, 2008)
matema´tico y meteoro´logo estadounidense pionero en la teor´ıa del caos, teniendo
en consideracio´n que la mayor´ıa de los feno´menos involucrados en la prediccio´n
del tiempo son de naturaleza no lineal, comenzo´ a dudar de la aplicabilidad de los
modelos estad´ısticos lineales en meteorolog´ıa. Su trabajo en este to´pico culmina con
la publicacio´n en 1963 del hoy famoso art´ıculoDeterministic Non-periodic Flow
en la revista Journal of the Atmospheric Sciences, y con su descripcio´n del Efecto
Mariposa establece los cimientos de la Teor´ıa del Caos.
Lorenz construyo´ un modelo matema´tico para el movimiento de las masas de aire
en la atmo´sfera, derivado de una forma simplificada de las ecuaciones de convec-
cio´n te´rmica surgidas de las ecuaciones de la atmo´sfera. Como Lorenz estudiaba los
patrones del tiempo, comenzo´ a darse cuenta que ellos no siempre cambiaban de
la manera predicha. En 1961, utilizando su computador para simulacio´n nume´rica
uso´ como dato de entrada el te´rmino decimal 0, 506 como una aproximacio´n menos
precisa del dato de entrada 0,506127, obteniendo como resultado, de acuerdo a las
dos tabulaciones de datos arrojadas, dos escenarios clima´ticos completamente dife-
rentes. Pequen˜as variaciones en el dato inicial de sus variables resultaran en groseras
diferencia en los patrones de comportamiento del clima. Esta dependencia sensiti-
va a las condiciones iniciales llego´ a ser conocida como el efecto mariposa. Lorenz
describio´ este comportamiento en un sistema de ecuaciones, para ello se sirvio´ de la
ecuacio´n de Navier-Stokes y de la ecuacio´n te´rmica a las que tras aplicar una serie
de transformaciones de Fourier dedujo un sistema de tres ecuaciones relativamente
9
CAPI´TULO 3. EL ATRACTOR DE LORENZ 10
simples que resultaron ser un objeto dina´mico extremadamente complicado conocido
ahora como el atractor de Lorenz. Las ecuaciones de Lorenz son:

x˙ = σ(y − x)
y˙ = rx− y − xz
z˙ = −bz + xy
donde σ, r, b son reales positivos, el para´metro σ: Nu´mero de Prandtl = [viscosidad]
/ [conductividad te´rmica], el para´metro r :Nu´mero Rayleigh = diferencia de tempe-
ratura entre la base y el tope del sistema y b = razo´n entre la longitud y altura del
sistema y donde x = razo´n de rotacio´n del sistema (velocidad de flujo del fluido).
Si x > 0 el fluido circula en sentido horario mientras que si x < 0 el fluido circula en
sentido antihorario. y := variacio´n de la temperatura horizontal y z := variacio´n de la
temperatura vertical. σ y b dependen de las propiedades del material y propiedades
geome´tricas de la capa de fluido. Nume´ricamente, para los para´metros σ = 10, r = 28
y b = 8
3
(conocidos como los para´metros de Lorenz) exhibe un comportamiento
cao´tico. Ver Figura 3.1.
Figura 3.1: Atractor de Lorenz
3.1. Propiedades ba´sicas de la ecuacio´n de Lorenz
Las siguientes propiedades son tomadas de [SP ] , donde es posible encontrar un
ana´lisis ma´s riguroso de las mismas.
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3.1.1. Simetr´ıa
La ecuacio´n de Lorenz tiene una simetr´ıa natural (x, y, z) → (−x,−y, z). Esta
simetr´ıa persiste para todo valor de los para´metros. La simetr´ıa significa que si
(x(t), y(t), z(t)) es solucio´n, entonces (−x(t),−y(t), z(t)) tambie´n los es, luego cualquier
solucio´n o es sime´trica o tiene una compan˜era sime´trica.
3.1.2. El eje z
El eje z dado por los puntos del espacio donde x = y = 0, es invariante. Todas las
trayectorias que comienzan en el eje z, permanecen en e´l y tienden hacia el origen
(0, 0, 0). Adema´s, todas las trayectorias que giran alrededor del eje z lo hacen en
sentido de las manecillas del reloj cuando se miran sobre el plano z = 0. Esto se
sigue del hecho que si x = 0 tenemos: dx
dt
> 0 cuando y > 0, y dx
dt
< 0 cuando
y < 0. Podemos dar una descripcio´n parcial de las o´rbitas perio´dicas en el sistema,
contando el nu´mero de veces que ellos giran alrededor del eje z.
3.1.3. Existencia de un conjunto acotado globalmente attrac-
ting de volumen cero
La divergencia del flujo, ∂x˙
∂x
+ ∂y˙
∂y
+ ∂z˙
∂z
= −(σ + b + 1) = −(13 + 2/3) para los
para´metros de Lorenz. As´ı, un elemento de volumen V , es contra´ıdo por el flujo en
un elemento de volumen V exp(−(σ + b + 1)t) en un tiempo t, es decir, el sistema
de Lorenz es disipativo, los volu´menes en el espacio de fase se contraen (con veloci-
dad exponencial) bajo la accio´n del flujo. Esta propiedad permite demostrar que las
ecuaciones de Lorenz no admiten o´rbitas cuasiperio´dicas (e´stas descansan en la su-
perficie de un toro y el toro es un volumen que entonces deber´ıa ser invariante bajo
la accio´n del flujo) ni tiene puntos fijos u o´rbitas cerradas repulsoras. Por lo tanto,
por eliminacio´n, todos los puntos fijos han de ser sumideros o sillas y las o´rbitas
cerradas, si existen, deben ser estables o tipo silla.
Si consideramos la funcio´n L : R3 → R dada por L(x, y, z) = rx2+ σy2+ σ(z− 2r)2
tenemos que para toda curva solucio´n ϕ(t) = (x(t), y(t), z(t)) la funcio´n ψ(t) =
L ◦ ϕ(t) satisface que ψ´(t) = −2σ [rx2(t) + y2(t) + bz2(t)− 2rbz(t)] < 0. Esto es,
para valores grandes de z, L es una funcio´n de Lyapunov para el flujo. As´ı, obtenemos
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que para valores grandes de C el elipsoide L(x, y, z) = C es transversal al flujo y este
apunta hacia el interior del mismo, mostrando que U = {(x, y, z) ∈ R3 : L(x, y, z) < C}
es un bloque aislante para el conjunto maximal invariante Λ = Λσ,b,r dado por:
Λ =
⋂
t >0
Xt (U)
donde Xt representa el flujo generado por el campo de vectores X(x, y, z) = (σy −
σx, rx − y − xz,−bz + xy). Adema´s es fa´cil ver que V ol(Λ) = 0. En efecto ten-
emos que para cada t > 0, V ol(Λ) < V ol(Xt(U)). De acuerdo a la formula de
Liouville, si φ(t) es una matriz fundamental de x˙ = A(t)x entonces detφ(t) =
φ(0)exp(
∫ t
0
Traza(A(s)ds)), por lo tanto tenemos que:
V ol(Xt(U)) =
∫
U
det(DXt(p))dp.
y como
det(DXt(p)) = exp(−(
∫ t
0
div(DXτ (p))dτ)) = exp(−(σ + b+ 1)t)
finalmente obtenemos que
V ol(Xt(U)) = exp(−(σ + b+ 1)t) · V ol(U),
mostrando lo afirmado.
En resumen, se ha demostrado que las ecuaciones de Lorenz presentan un conjunto
attracting al que toda o´rbita del sistemas tiende asinto´ticamente. Que este conjunto
es de medida nula y que contiene la singularidad (0, 0, 0). Existen otras propiedades
que hacen de este conjunto attracting un objeto dina´mico extremadamente intere-
sante de estudiar, pero que son de muy dif´ıcil abordaje como lo es demostrar que
este conjunto es efectivamente un conjunto atractor C1 robusto que contiene a la
singularidad (0, 0, 0).
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3.1.4. Puntos de equilibrio
El origen (0, 0, 0) es un punto de equilibrio para todos los valores de los para´metros.
Si 0 < r < 1, conocemos que es estable y globalmente attracting. En r = 1 existe
una bifurcacio´n simple y para r > 1 existen otros dos puntos de equilibrio que
llamaremos C1 y C2, los cuales son (±
√
b(r − 1),±√b(r − 1), r − 1). El flujo cerca
de el origen se muestra en la Figura 3.2.
Figura 3.2: Vista esquema´tica del flujo cerca del origen para r cerca a uno.
Para r > 1 el origen es no estable. Al linealizar el flujo cerca al origen, encontramos
tres valores propios:
λ1, λ2 =
1
2
{
−σ − 1± ((σ − 1)2 + 4σr) 12
}
y λ3 = −b
λ2 y λ3 son negativos, λ1 es positivo. Tenemos −λ2 > λ1 > −λ3 y la condicio´n
r > 1+ [b(σ + 1 + b)/σ]. Para σ = 10 y b = 8/3 esta condicio´n es aproximadamente
r > 4, 644.
Los valores propios del flujo linealizado en C1 y C2 son las ra´ıces de la ecuacio´n
a3 + a2(σ + b + 1) + ab(σ + r) + 2σb(r − 1) = 0. La condicio´n para que todas las
tres ra´ıces sean reales es complicada y no es importante. Es suficiente decir que las
tres ra´ıces tiene valor real cuando r esta´ cercano a uno. Cuando σ = 10 y b = 8/3
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tenemos una ra´ız real y un par de ra´ıces conjugas complejas siempre que r > 1,346,
ver Figura 3.3a). Si r crece ma´s, las espirales se hacen cada vez ma´s anchas, de modo
que cuando r ≈ 13,96 (experimentos nume´ricos) las espirales son tan grandes que
tocan la variedad estable del origen convirtie´ndose en un punto homocl´ınico (existe
una o´rbita que nace y muere en el origen). Ver Figura 3.3 b). Lo importante es que si
r < [σ(σ + b+ 3)/(σ − b− 1)], las tres ra´ıces tiene parte real negativa. Esto implica
que cuando σ = 10 y b = 8/3, los puntos de equilibrio C1 y C2 son estables en el
para´metro de rango 1 < r < 470/19 ≈ 24,74.
Figura 3.3: a)Al hacer crecer r, C1 y C2 desarrollan dos autovalores complejos con-
jugados. b)Cuando r ≈ 13,926 tenemos un punto homocl´ınico en el origen.
Llamaremos el valor cr´ıtico de r = 24,74 como rH . Cuando r > rH , las ra´ıces
complejas de la ecuacio´n anterior tienen parte real positiva y C1 y C2 son no estables.
La ra´ız real es negativa para todo r.
En r = rH , los valores propios complejos
cruzan el eje imaginario, las dos o´rbitas
(o ciclos) con periodos infinito comenzan-
do y terminando en el origen, atraviesan
la variedad estable del origen y se for-
man o´rbitas perio´dicas cerradas cerca de
los atractores C1 y C2, esta u´ltima bifur-
cacio´n se conoce que es de tipo Hopf, en
la cual los puntos C1 y C2 pierden su es-
tabilidad.
La teor´ıa sobre la bifurcacio´n de Hopf es ahora avanzada y podremos conocer dos
tipos. La bifurcacio´n es supercr´ıtica si cada punto pierde su estabilidad al ser
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expulsado de una o´rbita perio´dica estable y la bifurcacio´n es subcr´ıtica si cada
punto pierde su estabilidad al ser absorbido por una o´rbita perio´dica no estable. Es
probable que la bifurcacio´n sea subcr´ıtica para todo σ y b valores para los cuales la
bifurcacio´n ocurre en r > 0. El flujo cerca de C1 para r cerca a rH se muestra en
la Figura 3.4. La bifurcacio´n de Hopf en el sistema Lorenz se desarrollara´ posterior-
mente con ma´s detalle.
Figura 3.4: Una vista esquema´tica del flujo cerca de C1 para r cerca de rH . a)r < rH ,
b)r > rH .
Si continuamos aumentando r, cada rama de la variedad inestable del origen es
eventualmente atra´ıda al punto de equilibrio opuesto. Ver Figura 3.5.
Figura 3.5: Cada rama de la variedad inestable es eventualmete atra´ıda al punto de
equilibrio opuesto.
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3.1.5. Resumen
Resumiendo los resultados de la seccio´n anterior.
0 < r < 1: El origen es globalmente estable (todas las trayectorias van a e´l y no hay
ni ciclos l´ımites ni caos)
1 < r: El origen es no estable (es un punto silla). El flujo linealizado alrededor de
el origen tiene dos valores propios negativos y uno positivo.
1 < r < 24,74: C1 y C2 son estables. Todos los tres autovalores de el flujo, linea-
lizados sobre C1 y C2, tienen parte real negativa. Proporcionando r > 1,346
(σ = 10 y b = 8
3
) existe un par de autovalores conjugados complejos.
24,74 < r: C1 y C2 son no estables. El flujo linealizado sobre C1 y C2, tiene un
autovalor real negativo y un par de autovalores conjugados complejos con parte
real positiva. Note que para r > 24,74 todos los tres puntos estacionarios son
no estables.
Cap´ıtulo 4
Bifurcacio´n de Hopf
El siguiente cap´ıtulo se desarrollo´ teniendo en cuenta los trabajos en [BC] sobre la
bifurcacio´n de Hopf en sistemas tipo Lorenz y de Kuznetsov en [K] sobre la aplicacio´n
de la variedad central en sistemas n-dimensionales.
Definicio´n 5 Considere el sistema
x˙ = f(x, µ) = fµ(x) (4.1)
con x ∈ Rn y µ ∈ R.
El punto x0 en µ = µ0 se dice punto de equilibrio no-hiperbo´lico de (4.1) si:
A) f(x0, µ0) = 0
B) Dx(f(x0, µ0)) posee al menos un valor propio con parte real igual a cero.
4.1. Teorema de la variedad central
El teorema de la variedad central se restringira´ al caso en que la parte hiperbo´lica
es atractora.
Considere el sistema auto´nomo que tiene en el origen un equilibrio no hiperbo´lico,
17
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x˙ = F (x)
x ∈ Rn y F ∈ Cr, tal que
F (0) = 0 y DF (0) ∼
(
An1×n1 0
0 B
)
n×n
donde A so´lo posee valores propios con parte real cero y B so´lo posee valores propios
con parte real negativa. El s´ımbolo ”∼”denota similitud entre matrices. Podemos
pensar que este sistema se obtiene del sistema (4.1) que depende del para´metro µ,
y que la funcio´n F = f0, donde x0 = 0 es un equilibrio no hiperbo´lico de f para
µ = 0. Mediante un cambio de coordenadas podemos descomponer la dina´mica de
F en dos bloques de Jordan
u˙ = Au+ f(u, v)
v˙ = Bv + g(u, v)
}
(4.2)
Sea T c el subespacio lineal maximal invariante por A, tal que A restricto a T c tiene
todos sus valores propios con parte real cero. La dimensio´n de T c es n1.
Teorema 1 (Variedad Central) Considere el sistema (4.2)
(i) Existe una variedad invariante por (4.2) tangente en 0 a T c, llamada variedad
central, definida alrededor de x0 = 0 por
W c(0) = {(u, v) ∈ Rn1 × Rn2 | v = h(u)},
(ii) El sistema (4.2) es localmente topolo´gicamente equivalente cerca del origen al
sistema {
u˙ = Au+ f(u, h(u))
v˙ = Bv
donde u˙ = Au + f(u, h(u)) es la restriccio´n de la dina´mica de la primera
ecuacio´n de (4.2) sobre la variedad central,
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(iii) La funcio´n h : Rn1 → Rn−n1 puede ser aproximada utilizando la ecuacio´n
Dh(u) [Au+ f(u, h(u))]−Bh(u)− g(u, h(u)) = 0
Demostracio´n. Ver [K], cap´ıtulo 5.
Recordemos que dos sistemas son localmente topolo´gicamente equivalentes, si existen
vecindades, y un homeomorfismo entre esas vecindades que env´ıa o´rbitas de un
sistema en o´rbitas del segundo sistema, conservando la direccio´n del tiempo.
La variedad central no necesariamente es u´nica, Ver ejemplos en [K], tercera edicio´n,
Pa´g. 159.
4.2. Teorema de la bifurcacio´n de Hopf
La bifurcacio´n de Hopf, es un tipo de bifurcacio´n por pe´rdida de hiperbolicidad
en los puntos de equilibrio que presentan algunos sistemas, de tal manera que al
variar el valor del para´metro de bifurcacio´n del sistema, este sufre un cambio en la
estabilidad del punto de equilibrio en estudio, dando origen o desapareciendo una
o´rbita perio´dica, la cual tienen una determinada estabilidad. Dicha estabilidad es
proporcionada por el signo del primer coeficiente de Lyapunov l1 = l1(µ) que se
define ma´s adelante.
Teorema 2 (Bifurcacio´n de Hopf) Considere el sistema parametrizado
x˙ = f(x, µ)
con x ∈ Rn y µ ∈ R. Supongamos que existe (0, 0) ∈ Rn × R tal que
(H1) f(0, 0) = 0,
(H2) Dxf(0, 0) posee un u´nico par de valores propios en el eje imaginario y el resto
esta´n fuera de e´l,
(H3) d
dµ
(Re(λ(µ)) |µ=0 = d 6= 0, donde λ(µ) es un valor propio de Dxf(0, µ), y
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(H4) l1(0) 6= 0.
Entonces existe una u´nica variedad central bidimensional que pasa por (0, 0) ∈ Rn×
R, la cual es tangente al espacio propio generado por los vectores propios asociados
a λ(0) y λ¯(0). La dina´mica del sistema es localmente topolo´gicamente equivalente al
producto de una contraccio´n (valores propios con parte real negativa) por la dina´mica
restricta sobre la variedad central.
Demostracio´n. Ver [K].
Cuando n = 2, la variedad central es el plano, y la dina´mica sobre esta variedad
central (v´ıa conjugacio´n topolo´gica local = cambio de coordenadas y para´metros)
viene dada en coordenadas complejas por
z˙ = (α+ i)z + signo[l1(0)]z|z|2
donde α es un nuevo para´metro.
Si l1 < 0 la o´rbita perio´dica que aparece en la bifurcacio´n es estable (caso super-
cr´ıtico), mientras si l1 > 0 es inestable (caso subcr´ıtico).
Existen fo´rmulas para calcular el primer exponente de Lyapunov en µ = 0, y su
dificultad depende de la dimensio´n n del espacio. Ma´s adelante, cuando estudiemos
la bifuracio´n de Hopf para el sistema de Lorenz, daremos una fo´rmula para calcular
este exponente en R3.
La bifurcacio´n de Hopf supercr´ıtica se presenta cuando l1 < 0. Se caracteriza por
el nacimiento o desvanecimiento de una o´rbita perio´dica atractora, al momento de
variar el para´metro de bifurcacio´n alrededor de µ0 = 0. La Figura 4.1 muestra el
diagrama de bifurcacio´n para este caso.
La bifurcacio´n de Hopf subcr´ıtica, se presenta cuando l1 > 0. Se caracteriza por
el nacimiento o desvanecimiento de una o´rbita perio´dica repulsora, al momento de
variar el para´metro de bifurcacio´n alrededor de µ0 = 0. La Figura 4.2, muestra el
diagrama de bifurcacio´n para este caso.
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Figura 4.1: Bifurcacio´n de Hopf supercr´ıtica en R3. Un punto de equilibrio estable
se hace inestable, dando origen a una o´rbita perio´dica atractora.
Figura 4.2: Bifurcacio´n de Hopf Subcr´ıtica en R3: Un equilibrio estable y una o´rbita
perio´dica inestable se funden en un punto de equilibrio inestable.
4.3. Colocacio´n de ra´ıces en el eje imaginario
Considere la ecuacio´n cu´bica
λ3 + L1(µ)λ
2 + L2(µ)λ+ L3(µ) = 0,
donde se observa que los coeficientes dependen del para´metro real µ. Deseamos
encontrar valores del para´metro µ para que la ecuacio´n cu´bica posea un par de
ra´ıces imaginarias y una real negativa.
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Sea λ = iω0 una solucio´n imaginaria, entonces la ecuacio´n cu´bica es equivalente a
(iω0)
3 + L1(µ)(iω0)
2 + L2(µ)(iω0) + L3(µ) = 0
(−iω0)3 − L1(µ)ω20 + iL2(µ)ω0 + L3(µ) = 0
(iω0)(L2(µ)− ω20) + (L3(µ)− L1(µ)ω20) = 0
por lo tanto,
L2(µ)− ω20 = 0
L3(µ)− L1(µ)ω20 = 0,
es decir,
L2(µ) = ω
2
0 =
L3(µ)
L1(µ)
.
Tenemos entonces que la ecuacio´n cu´bica posee un par de ra´ıces imaginarias, si existe
µ tal que
L3(µ) = L1(µ)L2(µ) y L2(µ) > 0 (4.3)
Sea µ = µ0 tal que se satisface (4.3), y sean λ1,2 = ±iω0 y λ3 = λ0 las ra´ıces de la
cu´bica. Es claro que
ω0 =
√
L2(µ0), (4.4)
adema´s, se debe cumplir que
(λ− iω0)(λ+ iω0)(λ− λ0) = 0
λ3 − λ0λ2 + ω20λ+ (−λ0ω20) = 0,
por lo que
λ0 = −L3(µ0)
L2(µ0)
(4.5)
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4.4. Velocidad de cruce de los valores propios a
trave´s del eje imaginario
Para garantizar que ocurra la bifurcacio´n de Hopf, adema´s de tener un valor del
para´metro que coloque dos valores propios en el eje imaginario, tambie´n se debe
verificar si dichos valores propios atraviesan a e´ste, es decir, si la velocidad de cruce,
dada por
α′(µ0) = ddµ [Re(λ(µ))] |µ=µ0
es diferente de cero.
El desarrollo que a continuacio´n se presenta es con el que determinamos la velocidad
de cruce para cualquier sistema en R3, la cual estara´ dada en te´rminos de la derivada
del campo. Considere el siguiente sistema:
x˙ = f(x, µ)
Supongamos que existe x0 y µ0 tal que
f(x0, µ0) = 0,
y supongamos tambie´n que
Df(x0, µ0) ∼
 0 −ω0 0ω0 0 0
0 0 λ0

con λ0 < 0 y ω0 > 0. Supongamos que para µ ≈ µ0 se tiene que
λ1 = α(µ) + iβ(µ)
λ2 = α(µ)− iβ(µ)
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con α(µ0) = 0 y β(µ0) = ω0
No perdamos de vista que deseamos calcular α′(µ0), que es la velocidad de cruce
de los valores propios λ1,2 por el eje imaginario. Observemos que para µ ≈ µ0 el
polinomio caracter´ıstico asociado a la matriz jacobiana
A = Df(x0, µ) ∼
 α(µ) −β(µ) 0−β(µ) α(µ) 0
0 0 λ∗(µ)
 = Jµ
esta´ dado por
PA(λ) = det(λI − Jµ) = λ3 + L1(µ)λ2 + L2(µ)λ+ L3(µ)
ya que matrices similares poseen el mismo polinomio caracter´ıstico, donde
L1(µ) = −(2α(µ) + λ∗(µ)) (4.6)
L2(µ) = 2α(µ)λ
∗(µ) + α2(µ) + β2(µ) (4.7)
L3(µ) = −λ∗(µ)(α2(µ) + β2(µ)) (4.8)
Como podemos observar, tenemos un sistema de tres ecuaciones, resolvie´ndolo para
α tenemos, de (4.17) que
α2(µ) + β2(µ) = −L3(µ)
λ∗(µ)
.
sustituyendo la ecuacio´n anterior en (4.7), tenemos
L2(µ) = 2α(µ)λ
∗(µ)− L3(µ)
λ∗(µ)
(4.9)
Despejamos λ∗(µ) de (4.6) y sustituyendo en (4.18) tenemos
λ∗(µ) = −2α(µ)− L1(µ)
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entonces
L2(µ) = −2α(µ)(2α(µ) + L1(µ)) + L3(µ)
2α(µ) + L1(µ)
lo cual implica que
L2(µ)(2α(µ) + L1(µ)) = −2α(µ)(2α(µ) + L1(µ))2 + L3(µ)
de aqu´ı se sigue que
2α(µ) [(2α(µ) + L1(µ))
2 + L2(µ)(2α(µ) + L1(µ))]− L3(µ) = 0
Desarrollando la expresio´n anterior tenemos
2α(µ)(4α2(µ) + 4α(µ)L1(µ) + L
2
1(µ)) + L2(µ)(2α(µ) + L1(µ))− L3(µ) = 0
entonces
8α3(µ) + 8α2(µ)L1(µ) + (2L
2
1(µ) + 2L2(µ))α(µ) + L1(µ)L2(µ)− L3(µ) = 0
derivando impl´ıcitamente la expresio´n, tenemos:
0 = 24α2(µ)α′(µ) + 8
[
L1(µ)(2α(µ))α
′(µ) + α2(µ)L′1(µ)
]
+ 2
[
(L21(µ) + L2(µ))α
′(µ) + α(µ)(2L1(µ)L′1(µ) + L
′
2(µ))
]
+ L1(µ)L
′
2(µ) + L
′
1(µ)L
′
2(µ)− L′3(µ)
Ahora, si µ = µ0, entonces
2(L21(µ0) + L2(µ0))α
′(µ0) = L′3(µ0)− L′1(µ0)L2(µ0)− L1(µ0)L′2(µ0)
y por u´ltimo despejando α′(µ0) tenemos
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α′(µ0) =
L′3(µ0)− L′1(µ0)L2(µ0)− L1(µ0)L′2(µ0)
2(L21(µ0) + L2(µ0))
pero, L1(µ0) = −λ0 y L2(µ0) = ω20, entonces
α′(µ0) =
L′3(µ0)− ω20L′1(µ0) + λ0L′2(µ0)
2(λ20 + ω
2
0)
(4.10)
siendo esta u´ltima ecuacio´n la velocidad de cruce de los valores propios a trave´s del
eje imaginario.
4.5. Bifurcacio´n de Hopf en el sistema Lorenz
En el trabajo que a continuacio´n se presenta, se hace un ana´lisis parame´trico de la
bifurcacio´n de Hopf, buscando la posibilidad de manipular el valor de los para´metros
de control para determinar la estabilidad de las o´rbitas perio´dicas que aparecen o
desaparecen, segu´n sea el caso. Consideraremos r como para´metro de bifurcacio´n,
σ y b como para´metros de control. La idea es hacer una clasificacio´n de acuerdo a
los para´metros de control, de los tipos de bifurcacio´n de Hopf que pueden ocurrir:
cr´ıtica y subcr´ıtica.
4.5.1. Sea r=µ, para´metro de bifurcacio´n y (σ, b) para´metros
de control
Bajo estas condiciones, el sistema de Lorenz queda:
x˙ = σy − σx
y˙ = µx− xz − y
z˙ = xy − bz
El primer paso al analizar las ecuaciones de Lorenz es localizar los puntos de equi-
librio al resolver el sistema algebraico:
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0 = σy − σx
0 = µx− xz − y
0 = xy − bz
De la primera ecuacio´n, se tiene y = x. A continuacio´n, si se sustituye y por x en
las ecuaciones segunda y tercera, se obtiene:
x(µ− 1− z) = 0 (4.11)
−bz + x2 = 0 (4.12)
Una manera de satisfacer la ecuacio´n (4.11) es elegir x = 0. Entonces se deduce
que y = 0 y de la ecuacio´n (4.12), z = 0. De modo alternativo, es posible satisfacer
(4.11), si se elige z = µ − 1. Entonces (4.12) requiere que x = ±√b(µ− 1) y en
consecuencia y = ±√b(µ− 1). Observe que estas expresiones para x y y son reales
so´lo cuando µ ≥ 1. Por tanto los puntos de equilibrio para este sistema son:
O = (0, 0, 0)
C1 = (
√
b(µ− 1),
√
b(µ− 1), µ− 1),
C2 = (−
√
b(µ− 1),−
√
b(µ− 1), µ− 1)
Ana´lisis de estabilidad en puntos de equilibrio no-hiperbo´licos.
Analizaremos los puntos en los cuales, la matriz jacobiana del sistema presenta
un par de valores propios con parte real cero y otro valor propio real. La matriz
jacobiana asociada al sistema (Sistema Lorenz) es:
A(x, y, z)=
 −σ σ 0µ− z −1 −x
y x −b

CAPI´TULO 4. BIFURCACIO´N DE HOPF 28
Ana´lisis en el punto de equilibrio O = (0, 0, 0).
Iniciemos nuestro ana´lisis en el origen. La matriz jacobiana evaluada en este punto
de equilibrio es:
A(O)=
 −σ σ 0µ −1 0
0 0 −b

donde sus valores propios son:
λ0 = −b
λ1 =
1
2
(−1− σ +
√
1− 2σ + σ2 + 4σµ)
λ2 =
1
2
(−1− σ −
√
1− 2σ + σ2 + 4σµ)
Como podemos observar, lo primero que debemos de hacer para conseguir colocar los
valores propios en el eje imaginario es que −1−σ = 0. Es decir, σ = −1, pero como
estamos considerando que todos los para´metros son positivos, entonces concluimos
que en el origen no ocurre una bifurcacio´n de Hopf.
Ana´lisis en el punto de equilibrio C1 = (
√
b(µ− 1),√b(µ− 1), µ− 1).
Veamos ahora que ocurre en C1. Primeramente veremos que condiciones deben
cumplir los para´metros de control para que C1 ∈ R3. Como se puede observar,
para que C1 ∈ R3, necesitamos que µ− 1 > 0. La jacobiana evaluada en e´ste punto
de equilibrio es:
A(C1)=
 −σ σ 01 −1 −√b(µ− 1)√
b(µ− 1) √b(µ− 1) −b

As´ı, el polinomio caracter´ıstico asociado a la matriz jacobiana es de la forma:
PA(λ) = det(I − A(C1)), de donde
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λ3 + (σ + b+ 1)λ2 + (bµ+ σb)λ+ 2σb(µ− 1) = 0
Deseamos encontrar valores del para´metro µ para que la ecuacio´n cu´bica posea un
par de ra´ıces imaginarias y una real negativa. Por tanto, de la ecuacio´n (4.3) la
ecuacio´n cu´bica posee un par de ra´ıces imaginarias, si existe µ tal que:
2σb(µ− 1) = (σ + b+ 1)(bµ+ σb), de donde µ = 3σ + σ
2 + σb
σ − b− 1
Por otro lado necesitamos que este valor de µ > 0, entonces:
(i)
3σ + σ2 + σb
σ − b− 1 > 0⇒ σ − b− 1 > 0⇒ σ > b+ 1.
Ahora, como necesitamos que µ > 1 para que C1 ∈ R3, se observa que
(ii)
3σ + σ2 + σb
σ − b− 1 > 1⇒ 3σ + σ
2 + σb > σ − b− 1⇒ σ2 + 2σ + 1 + b(σ + 1) > 0
y se ve claramente que la u´ltima desigualdad se cumple para todo σ, b ∈ R, en
particular para σ > b + 1; por lo que, basta con que σ > b + 1 para que C1 ∈ R3 y
para que µ0 > 0 (ver Figura 4.3).
Figura 4.3: Regio´n donde C1 ∈ R3 y µ0 > 0.
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Y para el valor del para´metro de bifurcacio´n µ = µ0, los valores propios de la matriz
jacobiana, dado a (4.4) y (4.5) son:
λ0 = −(σ + b+ 1)
λ1 = i
√
2
√
σ(σ + 1)b√
σ − b− 1
λ2 = −i
√
2
√
σ(σ + 1)b√
σ − b− 1
Habiendo conseguido ya los valores propios deseados, nos falta analizar si la velocidad
de cruce de estos a trave´s del eje imaginario es diferente de cero. Aplicando la fo´rmula
para la velocidad de cruce (4.10), dada por
α′(µ0) = [L′3(µ0)− ω20L′1(µ0) + λ0L′2(µ0)]/2(λ20 + ω20),
con
L1(µ) = σ + b+ 1
L2(µ) = bµ+ σb
L3(µ) = 2σbµ− 2σb
obtenemos que
α′(µ0) = [2σb+ (−1− σ − b)b]/[2 (−1− σ − b)2 + 4(σb+ σ2b)/(σ − b− 1)]
Buscaremos la posibilidad de que la derivada sea igual a cero. Para esto se tiene que
α′(µ0) = 0⇒ 2σb+ (−1− σ − b)b = 0⇒ σ = b+ 1
Observemos que la velocidad de cruce es diferente de cero para los valores de los
para´metros de control dentro de la regio´n factible. Adema´s, podemos observar que
dentro de e´sta, la velocidad de cruce es positiva. Por lo tanto, podemos asegurar que
en la regio´n de factibilidad s´ı ocurre una bifurcacio´n de Hopf.
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4.5.2. Ca´lculo de la variedad central, (coeficiente de Lya-
punov)
El coeficiente de Lyapunov se hallara´ de acuerdo a la orientacio´n dada por [K] en su
cap´ıtulo 5, donde es posible encontrar toda la teor´ıa que respaldan dicho proceso.
Hemos visto que el sistema Lorenz exhibe una bifurcacio´n de Hopf al fijar los
para´metros σ, b y r, donde r = 3σ+σ
2+σb
σ−b−1 . Nos preguntamos ahora, ¿que´ clase de
bifurcacio´n (cr´ıtica o subcr´ıtica ) presenta el sistema? para ello, debemos hallar el
coeficiente de Lyapunov aplicando el teorema de la variedad central, como se muestra
a continuacio´n.
x˙ = σ(y − x) (4.13)
y˙ = rx− y − xz (4.14)
z˙ = −bz + xy (4.15)
de (4.13) obtenemos y =
x˙+ σx
σ
(∗).
Reemplazando (∗) en (4.14) se obtiene: x¨+ (σ + 1)x˙+ σ(1− r)x
σ
= −xz (∗∗)
De (∗∗) se obtiene: −z = x¨+ (σ + 1)x˙+ σ(1− r)x
σx
Derivando (∗∗) se llega a:
...
x + (σ + 1)x¨+ σ(1− r)x˙
σ
= −x˙z − xz˙, pero
−x˙z − xz˙ = x˙
[
x¨+(σ+1)x˙+σ(1−r)x
σx
]
− x [xy − bz] =
1
σ
[
x˙x¨
x
+ (σ+1)x˙
2
x
+ σ(1− r)x˙
]
− x
[
x
(
x˙+σx
σ
)
+ b
(
x¨+(σ+1)x˙+σ(1−r)x
σx
)]
=
1
σ
[
x˙x¨
x
+ σ+1
x
x˙2 + σ(1− r)x˙− x2x˙− σx3 − bx¨− b(σ + 1)x˙− bσ(1− r)x
]
As´ı, igualando y eliminando σ del denominador:
...
x + (σ + 1)x¨+ σ(1− r) =
x˙x¨
x
+
(σ + 1)x˙2
x
x˙+ σ(1− r)x˙− x2x˙− σx3 + bx¨+ b(1 + σ)x˙+ bσ(1− r)x
CAPI´TULO 4. BIFURCACIO´N DE HOPF 32
Por lo tanto, el sistema Lorenz puede ser expresado como una ecuacio´n simple de
tercer orden, as´ı:
...
x + (σ + b+ 1)x¨+ b(1 + σ)x˙+ bσ(1− r)x
=
(1 + σ)x˙2
x
+
x˙x¨
x
− x2x˙− σx3 (4.16)
Trasladando el punto de equilibrio al origen, con la nueva coordenada ξ = x − x0
donde x0 =
√
b(r − 1), tenemos que: ξ˙ = x˙, ξ¨ = x¨, ...ξ = ...x , sustituyendo en (4.16)
se tiene:
...
ξ + (σ + b+ 1)ξ¨ + b(1 + σ)ξ˙ + bσ(1− r)(ξ + x0)
=
(1 + σ)ξ˙2
ξ + x0
+
ξ˙ξ¨
ξ + x0
− (ξ + x0)2ξ˙ − σ(ξ + x0)3 (4.17)
de donde:
(i) −(ξ + x0)2ξ˙ = −ξ2ξ˙ − 2x0ξξ˙ − x20ξ˙
(ii) −σ(ξ + x0)3 = −σξ3 − 3σξ2x0 − 3σξx20 − σx30
Ahora, tomando ξ alrededor de ξ = 0, tenemos que su expansio´n de Taylor corres-
ponde a:
1
ξ + x0
=
1
x0
− 1
x20
ξ + ....
y por tanto
(iii)
(1 + σ)ξ˙2
ξ + x0
=
(1 + σ)ξ˙2
x0
− (1 + σ)ξξ˙
2
x20
+ ....
(iv)
ξ˙ξ¨
ξ + x0
=
1
x0
ξ˙ξ¨ − 1
x20
ξξ˙ξ¨ + ....
Sustituyendo (i), (ii), (iii) y (iv) en (4.17)
...
ξ + (σ + b+ 1)ξ¨ + [b(1 + σ) + x20] ξ˙ + [bσ(1− r) + 3σx20] ξ
= −3σξ2x0 − 2x0ξξ˙ + (1 + σ)ξ˙
2
x0
+
1
x0
ξ˙ξ¨ − σξ3 − ξ2ξ˙ − (1 + σ)
x20
ξξ˙2 − 1
x20
ξξ˙ξ¨ + ...
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Llamaremos
f(ξ, ξ˙, ξ¨) = −3σξ2x0−2x0ξξ˙+ (1 + σ)ξ˙
2
x0
+
1
x0
ξ˙ξ¨−σξ3−ξ2ξ˙− (1 + σ)
x20
ξξ˙2− 1
x20
ξξ˙ξ¨+...
donde los puntos simbolizan los te´rminos de orden superior.
Introduciendo x1 = ξ, x2 = ξ˙, y x3 = ξ¨, podemos reescribir la ecuacio´n, como un
sistema equivalente de tercer orden:
x˙1 = x2
x˙2 = x3
x˙3 = −c0x1 − c1x2 − c2x3 + f(x1, x2, x3)
donde c0 = bσ(1 − r) + 3σx20, c1 = b(1 + σ) + x20, y c2 = (σ + b + 1), el cual
puede ser expresado como un sistema matricial de la forma: U˙ = NU + F (U),
U = (x1, x2, x3)
T ∈ R3, as´ı:
 x˙1x˙2
x˙3
 =
 0 1 00 0 1
−c0 −c1 −c2
 x1x2
x3
+
 00
f(x1, x2, x3)

con
N =
 0 1 00 0 1
−c0 −c1 −c2
, F = (F1, F2, F3) : F1 = F2 = 0 y F3 = f(x1, x2, x3)
Analizaremos el punto de equilibrio en el origen, veamos que los valores propios del
sistema son los mismos ya que solo hicimos una traslacio´n.
|N − λI| =
∣∣∣∣∣∣
λ −1 0
0 λ −1
c0 c1 λ+ c2
∣∣∣∣∣∣ = λ [λ(λ+ c2) + c1] + 1 [c0] = 0
as´ı, λ3 + c2λ
2 + c1λ+ c0 = 0, donde
c0 = σb(1− r) + 3σx20 = −σb(r − 1) + 3σb(r − 1) = 2σb(r − 1) = L3(µ),
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c1 = b(1 + σ) + x
2
0 = b(1 + σ + r − 1) = b(σ + r) = L2(µ)
c2 = (σ + b+ 1) = L1(µ)
corresponden a los coeficientes del polinomio caracter´ıstico de A(C1).
Ca´lculo de vectores propios
Para λ = +iω0, tenemos que [N − (iω0)I] q = 0, con q = (v1, v2, v3)T , es decir:
 iω0 −1 00 iω0 −1
c0 c1 iω0 + c2
 v1v2
v3
 =
 00
0

as´ı, 
iω0v1 − v2 = 0
iω0v2 − v3 = 0
c0v1 + c1v2 + (iω0 + c2)v3 = 0
, entonces

v1 =
1
iω0
v2
v2 : es libre
v3 = iω0v2
es decir, si c0
iω0
v2 + c1v2 + (iω0 + c2)iω0v2 = 0, entonces v2 = 0, o
c0
iω0
+ c1 + (iω0 + c2)iω0 = 0 (4.18)
lo cual es cierto teniendo en cuenta que r = 3σ+σ
2+σb
σ−b−1 y:
c0 = 2bσ
[
3σ+σ2+σb
σ−b−1 − 1
]
= 2bσ
[
3σ+σ2+σb−σ+b+1
σ−b−1
]
= 2bσ
[
(σ+1)2+b(σ+1)
σ−b−1
]
= 2bσ
[
(σ+1)(b+σ+1)
σ−b−1
]
σ + r =
[
σ + 3σ+σ
2+σb
σ−b−1
]
=
[
σ2−σb−σ+3σ+σ2+σb
σ−b−1
]
=
[
2σ2+2σ
σ−b−1
]
=
[
2σ(σ+1)
σ−b−1
]
ω0 =
√
b(σ + r) =
√
2bσ(σ+1)
σ−b−1
sustituyendo en (4.18) tenemos:
−i√
2bσ(σ+1)
σ−b−1
2bσ
[
(σ+1)(b+σ+1)
σ−b−1
]
+
[
2bσ(σ+1)
σ−b−1
]
− 2bσ(σ+1)
σ−b−1 + i(σ + b+ 1)
√
2bσ(σ+1)
σ−b−1 = 0
Por tanto el vector propio q de N , corresponde a:
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q = (v1, v2, v3)
T =
 1iω0v2v2
iω0v2
 ,
haciendo v2 = ω0,
q =
 −iω0
iω20
 =
 0ω0
0
+
 −10
ω20
 i
Ahora calcularemos el vector propio p de NT , donde
NT =
 0 0 −c01 0 −c1
0 1 −c2

Para λ = −iω0, tenemos que
[
NT − (−iω0)I
]
p = 0, con p = (s1, s2, s3)
T , es decir:
 iω0 0 −c01 iω0 −c1
0 1 iω0 − c2
 s1s2
s3
 =
 00
0

as´ı, 
iω0s1 − c0s3 = 0
s1 − iω0s2 − c1s3 = 0
s2 + (iω0−c2)s3 = 0
, entonces

s1 =
c0
iω0
s3
s2 = (−iω0+c2)s3
s3 : es libre
Por tanto el vector propio p de NT , corresponde a:
p = (s1, s2, s3)
T =
 c0iω0 s3(−iω0+c2)s3
s3
 ,
haciendo s3 = ω0,
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p =
 −c0i−iω20 + c2ω0
ω0
 =
 0c2ω0
ω0
+
 −c0−ω20
0
 i
Normalizando p respecto de q tal que 〈p, q〉 = 1 , donde 〈p, q〉 es el producto complejo
dado por:
〈p, q〉 = p¯1q1 + p¯2q2 + p¯3q3
implica que los vectores propios correspondientes son:
q =
 −iω0
iω20
 y p = 1
c0 + c2ω20 − 2iω30
 −c0i−iω20 + c2ω0
ω0

Coeficiente de Lyapunov
Ahora procedemos a calcular el primer coeficiente de Lyapunov el cual se define
como:
l1(0) =
1
2ω0
Re
[〈p, C(q, q, q¯)〉 − 2 〈p,B(q,N−1B(q, q¯))〉+〈
p,B(q¯, (2iω0In −N)−1B(q, q))
〉]
(4.19)
Sea B = (B1, B2, B3), B : R3×R3 → R3 tal que (x, y)→ B(x, y), una forma bilineal
sime´trica, definida por dos vectores x = (x1, x2, x3)
T ∈ R3 y y = (y1, y2, y3)T ∈ R3,
que puede ser expresada como:
Bi(x, y) =
∑3
j,k=1
∂2Fi(ξ)
∂ξj∂ξk
|ξ=0 xjyk, i = 1, 2, 3.
B1(x, y) = 0,
B2(x, y) = 0,
B3(x, y) = −6σx0x1y1 − 2x0x2y1 − 2x0x1y2 + 2(1 + σ)
x0
x2y2 +
1
x0
x3y2 +
1
x0
x2y3
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de donde B(x, y) =
 00
B3(x, y)

con
B3(q, q) = [2br(4σ + 3ω0i+ 1) + 2b(σ − 2)(σ + ω0i)] /x0
B3(q, q¯) =
[−4σb(r − 2) + 2b(r + σ2)] /x0
B3(q¯, q¯) =
[
2br(4σ + 1)− 2bσ(2− σ)− 2iω30
]
/x0
Sea C = (C1, C2, C3), C : R3 × R3 × R3 → R3 tal que (x, y, z) → C(x, y, z), una
forma trilineal, que puede ser expresada como
Ci(x, y, z) =
∑3
j,k,l=1
∂3Fi(ξ)
∂ξj∂ξk∂ξl
|ξ=0 xjykzl, i = 1, 2, 3.
C1(x, y, z) = 0,
C2(x, y, z) = 0,
C3(x, y, z) = −6σ(x1y1z1)− 2(x2y1z1)− 2(x1y2z1) + 2(1 + σ)
x20
(x2y2z1) +
1
x20
(x3y2z1)
+
1
x20
(x2y3z1)− 2(x1y1z2)− 2(1 + σ)
x20
(x2y1z2)− 1
x20
(x3y1z2)− 2(1 + σ)
x20
(x1y2z2)
− 1
x0
(x1y3z2)− 1
x20
(x2y1z3)− 1
x20
(x1y2z3)
de donde C(x, y, z) =
 00
C3(x, y, z)

De aqu´ı, C3(q, q, q¯) = −6σi+ 6ω0 + 2(1 + σ)
x20
iω20 −
1
x20
ω30 −
1
x0
ω30 y por tanto:
(I) 〈p, C(q, q, q¯)〉 = ω0
c0 + c2ω20 + 2iω
3
0
C3(q, q, q¯)
Resolviendo el correspondientes sistema lineal t = N−1B(q, q), donde la matriz
inversa de N corresponde a: N−1 = 1
detN
AdjN, es decir:
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N−1 =
1
−c0
 c1 c2 1−c0 0 0
0 −c0 0
 =
 c1−c0 c2−c0 1−c01 0 0
0 1 0

tenemos
t =
 c1−c0 c2−c0 1−c01 0 0
0 1 0
 00
B3(q, q¯)
 =
 1−c0B3(q, q¯)0
0

As´ı mismo
B(q,N−1B(q, q¯)) =
 00
2x0
−c0B3(q, q¯) (3σi− ω0)

(II) 〈p,B(q,N−1B(q, q¯))〉 = ω0
c0 + c2ω20 + 2iω
3
0
(
2x0
−c0B3(q, q¯) (3σi− ω0)
)
(2iω0In −N)−1 =
1
((2iω0)3 + (2iω0)2c2 + 2iω0c1 + c0)
 (2iω0)2 + 2iω0c2 + c1 2iω0 + c2 1−c0 (2iω0)2 + 2iω0c2 2iω0
−2iω0c0 −2iω0c1 − c0 (2iω0)2

(2iω0In −N)−1B(q, q) = B3(q, q)
((2iω0)3 + (2iω0)2c2 + 2iω0c1 + c0)
 12iω0
(2iω0)
2

B(q¯, (2iω0In −N)−1B(q, q)) =
B3(q, q)
((2iω0)3 + (2iω0)2c2 + 2iω0c1 + c0)
 00
−6σx0i+ 2x0ω0 + 4(1+σ)x0 ω20i− 2x0ω30

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(III) 〈p,B(q¯, (2iω0In −N)−1B(q, q))〉 = ω0
c0 + c2ω20 + 2iω
3
0
[
B3(q, q)
((2iω0)3 + (2iω0)2c2 + 2iω0c1 + c0)
(
−6σx0i+ 2x0ω0 + 4(1 + σ)
x0
ω20i−
2
x0
ω30
)]
Ahora, sustituyendo (I), (II) y (III) en (4.19)
l1(0) =
1
2ω0
Re
[
ω0
c0 + c2ω20 + 2iω
3
0
(
−6σi+ 6ω0 + 2(1 + σ)
x20
iω20 −
1
x20
ω30 −
1
x0
ω30
)
−2 ω0
c0 + c2ω20 + 2iω
3
0
(
2
−c0
[−4σb(r − 2) + 2b(r + σ2)] (3σi− ω0))+ ω0
c0 + c2ω20 + 2iω
3
0
{
[2br(4σ + 3ω0i+ 1) + 2b(σ − 2)(σ + ω0i)]
x0((2iω0)3 + (2iω0)2c2 + 2iω0c1 + c0)
(
−6σx0i+ 2x0ω0 + 4(1 + σ)
x0
ω20i−
2
x0
ω30
)}]
Reemplazando los valores de c0, c1, c2, ω0, x0 y evaluando l1(r), con r = 0
l1(0) =
1
2
√
bσ
Re
√
bσ
−2bσ + (σ + b+ 1)bσ − 2ibσ√bσ
[
(−6iσ + 6
√
bσ +
2(1 + σ)
−b ibσ+
1
b
bσ
√
bσ − 1
i
√
b
bσ
√
bσ)− 2 1
bσ
(8σb+ 2bσ2)(3σi−
√
bσ)+
2b(σ − 2)(σ + i√bσ(6σ√b+ 2i√b√bσ + 4(1 + σ)
i
√
b
bσi+
2
i
√
b
bσ
√
bσ − 4
i
√
b
bσ))
i
√
b((2i
√
bσ)3 + (2i
√
bσ)2(σ + b+ 1) + 2ibσ
√
bσ − 2σb)

Reduciendo te´rminos y tomando la parte real,
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l1(0) =
1
2(σ2b+ σb2 − σb)[
6bσ + σ2b
√
bσ + 16
√
bσ + 4σ
√
bσ +
σ − 2
3b
√
σ
(
10σ
√
b+ 4σ2b
)]
l1(0) =
1
2(σ + b− 1)
[
18b
√
bσ + 3σ2b2 + 48b+ 12σb+ 10σ − 20 + 4σ2√b− 8σ√b
3b
√
σb
]
Teniendo en cuenta que σ > b+ 1, veamos que para σ = σ∗ + b+ 1 el coeficiente de
Lyapunov es positivo para todo σ∗, b > 0.
l1(0) =
1
2((σ∗ + b+ 1) + b− 1)3b√(σ∗ + b+ 1)b [18b√b(σ∗ + b+ 1)+3(σ∗+b+1)2b2
+48b+12b(σ∗+ b+1)+10(σ∗+ b+1)− 20+4
√
b(σ∗+ b+1)2− 8
√
b(σ∗+ b+1)]
l1(0) =
1
2(σ∗ + 2b)3b
√
(σ∗ + b+ 1)b
[18b
√
b(σ∗ + b+ 1) + 3(σ∗ + b+ 1)2b2 + 48b
+ 12b(σ∗ + b+ 1) + 10σ∗ + 10b+ 10− 20 + 4σ∗2
√
b+ 8σ∗b
√
b+ 8σ∗
√
b+ 8b
√
b
+ 4b2
√
b+ 4
√
b− 8σ∗
√
b− 8b
√
b− 8
√
b]
l1(0) =
1
(σ∗ + 2b)3b
√
(σ∗ + b+ 1)b
[9b
√
b(σ∗ + b+ 1) + 3
2
(σ∗ + b+ 1)2b2 + 24b
+6b(σ∗ + b+ 1) + 5σ∗ + 5b+ 2σ∗2
√
b+ 4σ∗b
√
b+ 2b2
√
b− 5− 2√b]
Podemos observar que para cualquier valor de σ∗ y b reales positivos, el coeficiente
de Lyapunov es siempre positivo.
Resultado principal
Resumimos los resultados obtenidos de este cap´ıtulo en el siguiente
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Teorema 3 Considere el sistema de Lorenz

x˙ = σ(y − x)
y˙ = rx− y − xz
z˙ = −bz + xy
.
Si se considera r como para´metro de bifurcacio´n del sistema, y σ, b como para´metros
de control, so´lo es posible encontrar puntos en el plano de los para´metros de control
en los cuales el sistema exhibe una bifurcacio´n de Hopf subcr´ıtica.
Cap´ıtulo 5
El atractor geome´trico de Lorenz
Para comprender y describir la dina´mica subyacente del atractor de Lorenz con el
fin de explicar si esa figura misteriosa que aparec´ıa en los ordenadores, no revelaba
nada ma´s que un comportamiento transitorio de las ecuaciones de Lorenz, pero no
un comportamiento asinto´tico, en 1976 los matema´ticos J. Guckenheimer y R.F
Williams elaboraron un modelo geome´trico inspirados en las ecuaciones de Lorenz
[GW], que era plausible pensar que se correspond´ıa con ellas. El reto ahora era
demostrar que la dina´mica del modelo geome´trico de Guckenheimer y Williams,
coincid´ıa con la del sistema definido por las ecuaciones de Lorenz para los para´metros
σ = 10, b = 8/3 y r = 28; ver Figura 5.1.
Figura 5.1: (a) Atractor de Lorenz. (b) Modelo geome´trico de Guckenheimer y
Williams.
La solucio´n completa fue anunciada en 2002 por el matema´tico Warwick Tucker
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[WT]. La prueba es una combinacio´n de me´todos basados en las formas normales,
una te´cnica de la teor´ıa de ecuaciones diferenciales ya utilizadas por Birkhoff en
el a´mbito de los sistemas dina´micos y el ana´lisis nume´rico riguroso. Este u´ltimo le
permite identificar una regio´n contenida en una seccio´n del flujo con la propiedad de
que todas las o´rbitas que parten de ella siempre retornan. Es de aqu´ı, ba´sicamente,
de donde se deduce la existencia del atractor.
Para empezar, denotemos por S3 = R3 ∪ {∞} la esfera tridimensional. El atractor
geome´trico de Lorenz es un atractor en S3 de un flujo que nosotros denotaremos
por Y y que describiremos ma´s adelante. Este atractor tiene como bloque aislante
un bitoro so´lido U en R3 tal que el flujo Y es transversal y apunta hacia adentro a
lo largo de su frontera, ver Figura 5.2. En S3 \U el flujo Y tiene tres singularidades
hiperbo´licas, dos de tipo- silla en R3(C1, C2) con valores propios estables complejos,
y una fuente en {∞}.
Figura 5.2: Bitoro so´lido U en R3, donde el flujo Yt es transversal y apunta hacia
adentro a lo largo de su frontera.
Dicho atractor lo definimos por:
Λ =
⋂
t≥0
Yt(U)
el conjunto maximal invariante de Y en U . El conjunto Λ es llamado atractor geo-
me´trico de Lorenz, el cual es motivado por el campo Lorenz: X(x, y, z) = (−σx +
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σy, rx− y − xz, xy − bz);σ, r, b > 0. Ver Figura 5.3.
Figura 5.3: El atractor geome´trico de Lorenz
Nume´ricamente se tienen algunas de las propiedades ma´s importantes de las ecua-
ciones de Lorenz:
(L1) Singularidad: El campo Y tiene una u´nica singularidad O = (0, 0, 0), la cual
es hiperbo´lica como lo exhibe la ecuacio´n de Lorenz, con un autovalor positivo
λ1 > 0 y dos negativos λ2 < λ3 < 0 tales que λ2 < λ3 < 0 < −λ3 < λ1 < −λ2.
Se deduce que la variedad inestable de la singularidad,W u(O), es uno-dimensional
formada por dos trayectorias γ+ y γ−. La variedad estable de la singularidad,
W s(O), es dos-dimensional.
(L2) Contraccio´n: Cerca al origen, el sistema Lorenz presenta una contraccio´n en
direccio´n transversa al plano xz.
(L3) Expansio´n: Cerca al origen, el sistema Lorenz presenta una expansio´n sobre
planos quasi-paralelos al plano xz
(L4) Simetr´ıa: La ecuacio´n de Lorenz tiene una simetr´ıa natural es decir, si (x(t), y(t), z(t))
es solucio´n, entonces (−x(t),−y(t), z(t)) tambie´n los es, entonces cualquier
solucio´n o es sime´trica o tiene una compan˜era sime´trica.
5.1. Ana´lisis del atractor geome´trico
Cuando los para´metros en el campo Lorenz son σ = 10, r = 28 y b = 8/3, la si-
mulacio´n nume´rica, exhibe una conducta similar a un campo Y llamado el modelo
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geome´trico de Lorenz. Para entender este modelo geome´trico, primero consideremos
el flujo asociado al campo de Lorenz cerca al origen O. As´ı mismo el campo Y
tiene en O = (0, 0, 0) una singularidad hiperbo´lica y por el teorema de Hartman-
Grobman, es posible deformar de manera continua todas las trayectorias del sistema
no lineal alrededor del equilibrio aislado, en las trayectorias del sistema linealizado
v´ıa un homeomorfismo. En nuestro caso, el sistema no lineal de Lorenz es localmente
topolo´gicamente equivalente al sistema linealizado dado por el teorema de Hartman-
Grobman en una vecindad del origen, ver Figura 5.4.
Figura 5.4: Existe un homeomorfismo definido en un entorno de O que env´ıa o´rbitas
del sistema original en o´rbitas del sistema linealizado.
Por lo tanto, al linealizar el sistema Lorenz tenemos que:
x˙ = λ1x
y˙ = λ2y
z˙ = λ3z
Resolviendo este sistema con las condiciones iniciales (x(0), y(0), z(0)) = (x0, y0, 1)
tenemos: 
x(t) = x0(e
t)λ1
y(t) = y0(e
t)λ2
z(t) = (et)λ3
Sea x0 > 0 y sea T la primera vez que la o´rbita intersecta el plano x = 1, es decir,
CAPI´TULO 5. EL ATRACTOR GEOME´TRICO DE LORENZ 46
x(T ) = 1. Entonces eT = (x0)
−1/λ1 y por lo tanto
x(T ) = 1
y(T ) = y0(x0)
−λ2/λ1
z(T ) = (x0)
−λ3/λ1
(5.1)
Sea Σ = {(x, y, 1) : |x| ≤ 1/2, |y| ≤ 1/2} una seccio´n de Poincare´ del campo Y tal
que la aplicacio´n de primer retorno F esta´ bien definida en Σ∗ =Σ \{x = 0}. La
recta x = 0 en Σ esta´ contenida en la interseccio´n de la variedad estable W s(0, Y ) =
{p ∈ R3 / ωY (p) ∈ {0}} con Σ . Sea
F : Σ∗ → int(Σ) : p→ F (p)
definida por F (p) = Yτ (p), donde τ es el primer tiempo positivo tal que Yτ (p) ∈ Σ.
Asumamos las siguientes hipo´tesis acerca del campo Y (ver [GH], pag 273):
[(H1)] El punto O = (0, 0, 0) tiene valores propios λ1, λ2 y λ3 que satisfacen la
condicio´n 0 < −λ3 < λ1 < −λ2, donde λ3 es el valor propio del eje z, el cual es
asumido invariante bajo el flujo generado por Y . Ver Figura 5.5
Figura 5.5: Localmente se tiene que λ2 < λ3 < 0 < −λ3 < λ1 < −λ2.
[(H2)] Existe una foliacio´n =s de Σ cuyas folias son segmentos de l´ınea, tal que si
L ∈ =s y F esta definida en L, entonces F (L) esta contenida en una folia de =s. La
foliacio´n =s es parte de la variedad estable fuerte para el flujo, el cual esta´ definido
en una vecindad del atractor. Ver Figura 5.6
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Figura 5.6: La aplicacio´n de retorno F contrae la folia L1, donde F (L1) cae sobre
otra folia.
La funcio´n F de retorno sobre la seccio´n transversal Σ se muestra a continuacio´n:
Figura 5.7: La funcio´n de retorno F contrae en la direccio´n vertical y expande en
direccio´n horizontal. Σ = Σi ∪ L ∪ Σd.
[(H3)] Todo punto de Σ∗ retorna a Σ , y la aplicacio´n de retorno F es suficientemente
expansiva en la direccio´n transversa a las folias de =s. Ver Figura 5.7.
[(H4)] El flujo es sime´trico con respecto a la rotacio´n θ = pi alrededor del eje
z, ver Figura 5.8. El sistema Lorenz cumple igualmente esta propiedad, pues al
cambiar x por −x y y por −y el campo Lorenz se muestra invariante, es decir:
X(x, y, z) = X(−x,−y, z).
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Figura 5.8: El flujo es sime´trico con respecto a la rotacio´n θ = pi alrededor del eje z.
Estas cuatro hipo´tesis definen el flujo geome´trico de Lorenz. Anal´ıticamente estas
hipo´tesis pueden ser reformuladas del modo siguiente con un sistema de coordenadas
(x, y) sobre Σ tal que F tiene las propiedades siguientes:
(P1) Las folias de =s esta´n dadas por x = c, con −1/2 ≤ x ≤ 1/2.
(P2) Existen funciones f y g tales que F tiene la forma
F (x, y) = (f(x) , g(x, y)) para x 6= 0 y F (−x,−y) = −F (x, y).
(P3) f ′(x) ≥ λ > √2 para todo x 6= 0 y l´ımx→0 f ′(x) =∞.
(P4) 0 < ∂g
∂y
< δ < 1 para todo x 6= 0 y l´ımx→0 ∂g∂y = 0.
Observacio´n 2 Observe que:
1. Excepto del hecho que F no esta definida en x = 0, las propiedades (P3) y
(P4) implican que las o´rbitas de F tienen estructura hiperbo´lica en Σ.
2. Por hipo´tesis (H1) y la ecuacio´n (5.1) tenemos que z(T ) = (x0)
−λ3/λ1 > x0.
Por lo tanto, cerca al origen O = (0, 0, 0) existe una expansio´n transversa a la
foliacio´n =s. Como se puede observar en la Figura 5.9.
CAPI´TULO 5. EL ATRACTOR GEOME´TRICO DE LORENZ 49
Figura 5.9:
Figura 5.10:
3. Finalmente podemos pensar que cada folia L ∈ =s esta contenida en la inter-
seccio´n de Σ conW s(q, Y ) para algu´n q ∈ L y L ⊂ W ss(q, Y ). Aqu´ıW s(q, Y ) =
W s(OY (q), Y ) y W
ss(q, Y ) = {p ∈ R3 / l´ımt→∞ d(Yt(q), Yt(p)) = 0} son las
variedades estable y estable fuerte de q por el flujo Yt asociado al campo Y .
Esto se puede observar en la Figura 5.11.
Figura 5.11:
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5.2. El atractor geome´trico de Lorenz es una clase
homocl´ınica
Una clase homocl´ınica asociada a una o´rbita perio´dica hiperbo´lica O = OX(p) de
X, denotada por HX(p), es la clausura del conjunto de puntos de la interseccio´n
transversal entre W s(p,X) y W u(p,X) correspondientes a la variedad estable e
inestable de la o´rbita de p por X. Ver corte transversal de una clase homocl´ınica en
la Figura 5.12.
Figura 5.12: HX(p) = CL(W
u(p,X) t W s(p,X)).
Descrito el atractor geome´trico de Lorenz en la seccio´n anterior, nuestro objeti-
vo ahora es reconstruir la demostracio´n hecha en [B], la cual muestra el siguiente
resultado:
Teorema 4 El Atractor geome´trico de Lorenz es una clase homocl´ınica.
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La prueba de este teorema es basada en la existencia de una funcio´n de retorno
F para el flujo geome´trico de Lorenz, el cual preserva una foliacio´n estable (cuyos
niveles son l´ıneas verticales) de una seccio´n transversal de el flujo. La funcio´n f
inducida en el espacio de folias por F es diferenciable y expandible. Entonces la
dina´mica se reduce a dina´mica unidimensional.
Corolario 1 El atractor geome´trico de lorenz es la clausura de sus o´rbitas perio´dicas
y es transitivo.
Demostracio´n. El Teorema de Birkhoff-Smale afirma que: dado un difeomorfismo
f , un punto fijo p hiperbo´lico y x un punto homocl´ınico transversal, entonces, existe
N > 0 y un conjunto Λ fN -invariante (que contiene p y x) tal que fN |Λ es conjugado
al Shift de Bernoulli de dos s´ımbolos y adema´s Λ es hiperbo´lico. El Shift de Bernoulli,
establece que la clase homocl´ınica asociada a un punto perio´dico hiperbo´lico tiene
o´rbitas perio´dicas densas y es transitivo.
Sea B = [−1/2, 1/2] el espacio de folias de la foliacio´n =s, es decir, B es el espacio
cociente de Σ por =s con pi : Σ→ B : (x, y)→ x la aplicacio´n proyeccio´n.
Con respecto a la propiedad (P2), sea f : B\{0} → B la aplicacio´n cociente inducida
por F , donde f ◦ pi = pi ◦ F . Ver Figura 5.13. Note que f(B\{0}) = (−1/2, 1/2).
Si V ⊂ Σ y J ⊂ B, tenemos las siguientes convenciones: F (V ) := F (V \{x = 0}),
f(J) := f(J\{0}) y B0 = (−1/2, 1/2). Por lo tanto podemos escribir f : B → B,
f : B0 → B0 y F :Σ→ Σ. Definimos
A = CL
(⋂
n≥0
F n (Σ)
)
. (5.2)
Aqu´ı CL(S) denota la clausura de S. Claramente todo punto de Σ tiende a A o
tiene trayectorias que “mueren” en la folia x = 0, donde F no esta´ definida.
Teorema 5 El subconjunto compacto invariante A de F es una clase homocl´ınica
para F .
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Figura 5.13: Funciones del modelo ge-
ome´trico de Lorenz
F funcio´n de retorno de Σ. f funcio´n in-
ducida por F en el espacio de folias B, con
B = [−1/2, 1/2].
f ◦ pi = pi ◦ F.
Dado L1 ⊆ Σ, sea L2 ⊆ Σ tal que
F (L1) ⊆ L2. Entonces sea x = pi(L1) y
f(x) = pi(L2).
5.3. Demostracio´n de teoremas
El teorema 4 es consecuencia directa del teorema 5. Por lo tanto, primero probaremos
el teorema 4 usando el teorema 5 y al final de la seccio´n probaremos el teorema 5.
Demostracio´n. Teorema 4. Dado que
Λ = CL
(⋃
t≥0
Yt (A)
)
,
entonces, por el teorema 5 , tenemos que Λ es una clase homocl´ınica del flujo Y.
5.3.1. Lemas previos
Antes de probar el teorema 5, vamos a probar algunos lemas auxiliares con respecto
al conjunto A, la transformacio´n de retorno F y la transformacio´n inducida por F
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en el espacio de folias.
Lema 1 La transformacio´n f : B0 → B0 es LEO (localmente eventualmente so-
bre), es decir, para todo intervalo abierto I de B0 existe un nu´mero entero n ≥ 0 tal
que fn(I) = (−1/2, 1/2).
Demostracio´n. Denotemos por l(I) la longitud del intervalo I y sea I0 ⊂ B0 un
intervalo abierto.
1. Si 0 /∈ I0, entonces I1 = f(I0), por la propiedad (P3), f ′(x) ≥ λ >
√
2 ∀x 6= 0,
de aqu´ı
∫
I1
dl =
∫
I0
f ′dl ≥ ∫
I0
λdl y por tanto l(I1) ≥ λl(I0). Sustituya I0 por
I1 y continu´e el algoritmo.
2. Si 0 ∈ I0 elija I+0 = como la mayor componente conexa de I0 \ {0} , entonces
l(I+0 ) ≥ (1/2)l(I0). Ahora vamos a analizar f(I+0 ) :
2.1 En el caso 0 /∈ f(I+0 ), entonces I1 = f 2(I+0 ), l(I1) ≥ (λ2/2)l(I0), susti-
tuya I0 por I1 y continu´e el algoritmo.
2.2 En el caso 0 ∈ f(I+0 ), entonces f 2(I+0 ) contiene (−1/2, 0] o [0, 1/2) y en
este caso tenemos que f 4(I+0 ) = (−1/2, 1/2) y el algoritmo finaliza.
Ahora , sea β = mı´n {λ, λ2/2} > 1. Entonces en cualquier caso (1) o (2.1) tenemos
que l(I1) ≥ βl(I0). Como (−1/2, 1/2) es de longitud finita, existe n≥ 0 tal que
fn(I0) = (−1/2, 1/2).
Lema 2 Sea f : B0 → B0 tal como arriba. Entonces para todo x ∈ B0, se tiene que
B = CL
(⋃
k≥0
f−k ({x})
)
Demostracio´n. Basta demostrar que
(⋃
k≥0 f
−k ({x})) es denso. Sea I ⊂ B0
cualquier intervalo pequen˜o abierto y x ∈ B0. Dado que f es Leo, existe n ≥ 0
tal que fn(I) = (−1/2, 1/2). Entonces x ∈ fn(I) y as´ı mismo al iterar x al pasado,
tendra´ pre-ima´genes, que caera´n en I en un tiempo determinado, independiente-
mente del taman˜o de I, de donde f−n ({x}) = {y ∈ B/fn(y) = x}, por tanto
f−n ({x}) ∩ I 6= ∅, y de donde (⋃k≥0 f−k ({x})) ∩ I 6= ∅, probando el lema.
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Figura 5.14: Al iterar x al pasado, tendra´ pre-ima´genes que caera´n en I en un tiempo
determinado, independientemente del taman˜o de I.
Observe que de acuerdo a la Figura 5.14, el lema 2 implica que para cada folia
Lx = pi
−1(x) con x 6= ±1/2 tenemos
Σ = CL
(⋃
k≥0
F−k (Lx)
)
Sea V un abierto cualesquiera de Σ y p ∈ Σ, como pi : Σ→ B, donde B es el espacio
cociente de Σ por =s es una aplicacio´n abierta, pi(V ) es un abierto en B, supongamos
adema´s que es un intervalo; siendo f Leo, existe n ≥ 0 tal que fn(pi(V )) = B. Por
otro lado se tiene que f ◦pi = pi◦F , as´ı que fn◦pi = pi◦F n. Como p ∈ Σ y pi(p) = x ∈
B, x ∈ fn(pi(V )) = pi(F n(V )). Luego F n(V ) ∩ Lx 6= ∅ de donde F−n(Lx) ∩ V 6= ∅
para algu´n n ≥ 0 y cualquier abierto de Σ. Luego (∪n≥0F−n(Lx))∩V 6= ∅, quedando
demostrado lo que se planteo´.
Lema 3 La transformacio´n f : B → B tiene puntos perio´dicos densos
Demostracio´n. Sea I ⊂ B0 cualquier intervalo pequen˜o abierto. Por el lema 1
existe n ≥ 0 tal que fn(I) = (−1/2, 1/2) ⊃ I. Entonces fn tiene un punto fijo en I
lo cual implica que existe un punto perio´dico de f en I, probando el Lema.
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Observe que si b es un punto perio´dico de f entonces la folia Lb = pi
−1(b) es una folia
perio´dica para F . Asi, el lema 3 junto al hecho de que las folias de =s son contra´ıdas
por F (ver propiedad (P4)) implica que F tambie´n tiene puntos perio´dicos densos.
Lema 4 Para todo punto perio´dico p de F , se tiene que
Σ ⊂ CL(W s(p, F )),
Demostracio´n. Sea p = (c, d) un punto perio´dico de F con pi(p) = c. Entonces
c 6= ±1/2, p ∈ A y la folia Lc = {(c, y) : −1/2 ≤ y ≤ 1/2} ∈ =s esta´ contenida en la
variedad estable del punto p, W s(p, F ).
De la Figura 5.15 se observa que Lc ⊆ W s(p, F ). Por la invarianza deW s(p, F ) por F ,
se tiene que F−k(Lc) ⊆ W s(p, F );∀k ∈ Z =⇒
⋃
k≥0 F
−k(Lc) ⊆ W s(p, F ); Tomando
clausura, CL
(∪k≥0F−k (Lc)) ⊂ CL(W s(p, F )). Por lema 2, Σ = CL (∪k≥0F−k (Lc)) ,
probando el Lema.
Figura 5.15: La folia Lc esta´ contenida en la variedad estable del punto perio´dico p,
W s(p, F ).
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Lema 5 Para todo punto perio´dico p de F, se tiene
Σ \ (L−1/2
⋃
L1/2) =
⋃
(x′,y′)∈Wu(p,F )
Lx′ .
Demostracio´n.Dado que p es un punto perio´dico de F , entoncesOF (p) ⊂ ∩n≥0F n(Σ)
y por la observacio´n (2), existe W u(p, F ). Sea I = W u (p, F ) para algu´n  > 0
pequen˜o, la variedad estable local de p por F . Esta se puede ver como la compo-
nente conexa -local de W s(p, F ) que contiene al punto p. Dado que f es LEO,
existe n ≥ 0 tal que fn(pi(I)) = (−1/2, 1/2). Por otro lado fn(pi(I)) = pi(F n(I)). Si
(x, y) ∈ Σ\(L−1/2∪L1/2) entonces pi(x, y) = x ∈ (−1/2, 1/2) = pi(F n(I)). Por lo tan-
to Lx∩F n(I) 6= ∅ y como F n(I) ⊂ W u(p, F ) entonces existe (x′, y′) ∈ W u(p, F )∩Lx
con Lx = Lpi(x′,y′) = Lx′. .
La otra contenencia implica que A = CL(∩n≥0F n(Σ)) ⊂ ∩n≥0F n(Σ) ⊂ F n(Σ) ⊂ Σ
y dado que A es un atractor y p es un punto perio´dico hiperbo´lico, se tiene que
W u(p, F ) ⊆ A.
Figura 5.16: F n(I) ⊂ W u(p, F ) entonces existe (x′, y′) ∈ W u(p, F ) ∩ Lx con Lx =
Lpi(x′,y′) = Lx′ .
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Lema 6 Para todo punto perio´dico p de la transformacio´n F , se tiene lo siguiente
CL(W u(p, F )) = A.
Demostracio´n. Veamos que CL(W u(p, F )) ⊆ A. Para probar esto, observe que
F k(p) /∈ L−1/2 ∪ L1/2 para todo k ∈ Z, entonces OF (p) ⊂ int(Σ), as´ı mismo existe
un  > 0 pequen˜o tal que W u (F
−k(p), F ) ⊂ Σ para todo k ∈ Z. Por tanto para
cualquier k ≥ 0,
W u(F−k(p), F ) =
⋃
j≥0
F j(W u (F
−j(F−k(p)), F ))
y
W u(p, F ) = F k(W u(F−k(p), F )) ⊂ F k(Σ).
Entonces
CL(W u(p, F )) ⊂ CL(⋂
k≥0
F k(Σ)) = A.
Ahora veamos queA ⊆ CL(W u(p, F )). Para esto es suficiente probar que ∩n≥0F n(Σ) ⊆
CL(W u(p, F )). Si (x, y) ∈ ∩n≥0F n(Σ), y dado que F contrae folias de =s (ver
propiedad (P4)), tenemos que para todo  > 0 existen n ≥ 0 tal que d((x, y), (x,w)) <
 para todo (x,w) ∈ F n(Lx′), donde
Lx′ ∈ F−n(Lx) = {L′ ∈ =s : F n(L′) ⊂ Lx} y (x, y) ∈ F n(Lx′).
Por el Lema 5, tenemos que
Σ \ (L−1/2
⋃
L1/2) ⊂
⋃
(x′,y′)∈Wu(p,F )
Lx′ ,
Entonces existe (x′, y′)∈ W u(p, F )∩Lx′ . Donde d((x, y), F n(x′, y′)) < . Dado que
 es arbitrario y F n(x′, y′) ∈ W u(p, F ) concluimos que (x, y) ∈ CL(W u(p, F )). Ver
Figura 5.17.
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Figura 5.17: Dado un punto (x, y) ∈ ∩n≥0F n(Σ), existe (x′, y′)∈ W u(p, F ) ∩ Lx′ ,
donde d((x, y), F n(x′, y′)) <  y F n(x′, y′) ∈ W u(p, F ) implica que (x, y) ∈
CL(W u(p, F )).
Demostracio´n. Teorema 5: Dado que HF (p) = CL(W
u(p, F ) t W s(p, f)) ⊂
CL(W u(p, F )), entonces por el Lema 6 tenemos que HF (p) ⊂ A.
Ahora probaremos queA ⊂ HF (p). Por el Lema 6 es suficiente probar queW u(p, F ) ⊂
Hp(F ). Sea q ∈ W u(p, F ) ⊂ A y escoja I ⊂ W u(p, F ) cualquier intervalo abierto
horizontal tal que q ∈ I. Sea L la folia estable que contiene al punto p. Dado que
f es LEO, existe n ≥ 0 tal que fn(pi(I)) = (−1/2, 1/2). Entonces F n(I) ∩ L 6= ∅ y
por tanto, I ∩ F−n(L) 6= ∅. Entonces existe s ∈ I ∩ F−n(L) ⊂ W u(p, f) t W s(p, F )
cerca de q. Esto prueba el teorema 5.
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