Introduction
The sub-sampling method presented in this paper is an extension of the work described in [8] . It is a follow up of the work presented in [9] . Fewer samples than those required by the Nyquist theorem can be used by methods like Compressive Sampling (CS), Kalman filters, interpolation, etc. Some of these approaches are briefly described in order to examine their implementation complexity and their performance is compared to the proposed method.
Fewer samples can be used if the information exchanged is sparse or compressible and in this case a sampling rate close to the actual information rate can be used [1] . The CS techniques are based on optimization problems that are solved using iterative methods like Regressive Analysis or Orthogonal Matching Pursuit [4] . The hardware implementation of a CS algorithm can be performed using reconfigurable hardware like FPGAs [13] or DSP processors as described in [14] .
In [7] , a surveillance system is described that isolates the area of interest while the rest of the image is heavily compressed. Although in ordinary CS approaches all the necessary factors of a signal that are related linearly to the measured values contribute equally, the authors of [7] Images with 32 × 32 pixels have been used in [7] and the NMSE that is achieved in various configurations, ranges between 0.11 and 0.86.
CS techniques applied for face recognition are described in [15] . A large amount of radar data is compressed and decompressed using CS techniques in [18] . Signal correction can also be based on Kalman filters as in [16] where the MSE ranges between 10 and 22 in some of the examined cases and is reduced below 0.2 under specific conditions. The approach presented in [16] is based on sparse patterns that change slowly and the difference between the non-trivial values that change in successive pattern transitions is limited. In [17] , the least square CS approach is described and Discrete Wavelet Transform (DWT) coefficients are used. A cardiac image sequence with 35% measurements is tested. The NMSE measured was approximately 10 −2 .
Sparse signal recovery is also described in [2] , where the CS problem formulation is solved as a Kalman filter by taking the dual optimization problem. The proposed CSKF-1 and CSK-p algorithms are iteratively applied and the number of iterations is compared to that required by the Dantzig Selector. The MSE measured is approximately 0.5 in the various cases studied while it tends to 0 in some cases (e.g., when the sparseness degree is 4%).
In Orthogonal Frequency Division Multiplexing (OFDM) environments where the data exchanged are not sparse, CS techniques have been proposed for the channel estimation that is performed based on the channel frequency response at pilot positions using the Least Square (LS) method. The channel estimation at the rest of the frequencies is performed by interpolating the rest of the subcarriers that are not used for pilots. The precise channel estimation requires more pilots than the unknown channel coefficients. When the channel has large delay spread and contains abundant multipaths, the number of pilots that are required raises rapidly. Furthermore, for
Multiple-In Multiple-Out (MIMO) systems, the overhead of pilot symbols becomes too large to handle as the number of transmit antennas increases. One solution to this problem is to assume that the channel is sparse since the ordinary channel impulse response has a large number of taps and most of these taps are zero. With sparse recovery algorithms, the number of pilots can be substantially reduced [6] . The NMSE in [6] is lower than 10 −5 when SNR=50dB and in [12] , the Bit Error Rate (BER) that refers to the pilots can be as low as 0.5 × 10
when SNR=11dB.
The sub-sampling mode adopted in this paper can lead This work is different from [8] in that several different IFFT input symbol arrangements are introduced and tested while the exact IFFT/FFT operations that can be deactivated are described in detail. Different simulations than [8] are used to show the effect of these IFFT/FFT modifications. The limitations concerning the value of the padding and the pilot symbols have been removed in this work. This work is an extension of [9] , enriched with more simulation results and an image processing case study. Moreover, a more detailed comparison with referenced techniques that concern signal reconstruction from fewer samples is provided. for error correction at the receiver. Although the data and the parity bits are often driven into the interleaver in an alternating manner, this cannot be applied in the proposed method. It has to be guaranteed, that the QAM symbols will be generated either from parity or data bits only and for this reason a small buffering is necessary at the output of the FEC encoder.
As long as the input of an encoder like the one of Fig. 2 remains '0' its output will also be '0'. When a single '1' enters the encoder input, a repeated l-bit parity pattern is generated at the output until a second '1' appears at the input. Then, a different parity pattern is generated repeatedly until a third '1' appears and so on. The length l of these repeated parity patterns, depends on the Trellis decoding diagram of the RSC FEC encoder [10] . The length The bit-interleaver is allowed to permute data and parity bits provided that each q-QAM symbol is generated either from data or parity bits only. The data or parity QAM symbols are arranged at the IFFT input as will be The Inverse Discrete Fourier Transform (IDFT) for x n and x n+N/2 with n being odd, is defined as follows:
k=0,2,..
The twiddle factors w In this work, we also take into consideration that many successive parity X k symbol pairs can also have identical value if the parity prediction/padding method described earlier is followed. If R is the number of x n values that are substituted by others, then R can be up to N/4 (half of the x n with odd n) in [8] . In this way, up to 50% of the time, the ADC on the receiver side can operate at lower frequency. Of course, some X k symbols are not equal
(with odd k) since the input data are sparse but some data X k symbols do not have a value equal to X c . A lower error can be achieved if R is low, since in this case, fewer symbols are replaced by others. The IDFT can be expressed as follows if we focus on the x n with odd n and n < N/2:
In equation (3) it has been taken into consideration that If pilots with a different value than X c are used in the place of data symbols, then the error will be worse similarly to the case of data that are less sparse. The pilots can also be placed at the position of parity symbols and in this case either some parity symbols have to be punctured or the data payload length should be adjusted appropriately in order to fit the data, the pilots and all the necessary parity symbols in the IFFT input packet.
In the case of the PS1 structure that appears in Fig. 4(b) , the data QAM symbols have been placed at the odd positions and the same holds for the N/16 data padding symbols X c at the end of the packet. In this symbol arrangement the 50% sub-sampling scheme defined through the equation (2) 
Modified IFFT-FFT Operation
The FFT implementation presented by Cooley and
Tukey [3] avoids the calculation of the same parameters multiple times. In the simplest case, a radix-2 FFT corresponds to an N -point FFT that is constructed by a pair 
The dashed lines at the outputs of the N/2-point IFFT at the bottom of and 10 −5 ) may be acceptable for many applications. The use of higher N value leads to a worse BER. This can be verified by inspecting for example Fig. 7(a) and Fig. 8(a) . In Fig. 7(a) , where N = 256 is used, the full signal recovery occurs when the channel SNR is approximately 30dB. In Fig. 8(a) where N = 1024, the full signal recovery is achieved when SNR is higher than 33dB. It is also obvious from these figures that for some R values the signal reconstruction requires higher SNR when S is high i.e., the signal is less sparse. For example, in Fig. 8(c Fig. 9 and Fig. 10 . In these cases, for many R values, an error floor appears which is not always acceptable. If we assume that a BER lower than 10 −4 is acceptable for an application, then R should be less than N/8 in both Fig. 9 and Fig. 10 . Again, the full reconstruction requires a higher channel SNR in the case of N = 1024: when R < N/16, the SNR should be higher than 30dB in Fig. 9 (a) while it should be higher than 35dB in Fig. 10(a) . The signal reconstruction is harder when the signal is less sparse as it is also confirmed by Fig. 9 and Fig. 10 . For example, a full signal recovery is achievable for R = N/16 in Fig. 10(a) (S = 0.5%) while an error floor appears for the same R value if S = 1% or S = 2%.
In Fig An image processing example is also included in this paper to visualize the information loss due to the applied sub-sampling. The original image used is shown in Fig. 12(a) . The reconstructed image at the receiver after applying the sub-sampling defined by the equa- with the ones referenced in Section 1, is presented in Table 1. The errors listed for [6] and [12] are not directly comparable with the error measured in this work since it refers to the error in the pilot values used for OFDM channel estimation. The errors listed in the other referenced approaches are comparable to the error achieved using the proposed method. Its drawback is the fact that the number of samples needed is higher. The most important advantage of this work is that it can be implemented with very low cost hardware since no iterative processes have to be implemented.
Conclusions
An OFDM environment with sub-sampling support was described in this paper. The sub-sampling mode can last Fig. 12(b) ) NMSE=0.0067 [7] 120 to 320 from 650 NMSE=0.18 [18] SNR between -5dB and 4dB, 20 measurements from 50 sensors are used
NMSE>3
Number of measurements>number of sensors NMSE=0
[17] 35% measurements used NMSE=0.01 [2] When 10 % of the measurements are used MSE=0 to 0.8 [6] Error refers to the sparse pilot estimation through CS NMSE<10 −5 , SNR=50dB [12] Error refers to the sparse pilot estimation through CS BER<0.5 × 10 
