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Abstract. We introduce generalized Schur functions and generalized positive functions in the
setting of slice hyperholomorphic functions and study their realizations in terms of associated
reproducing kernel Pontryagin spaces. To this end, we also prove some results in quaternionic
functional analysis like an invariant subspace theorem for contractions in a Pontryagin space.
We also consider slice hyperholomorphic functions on the half space H+ of quaternions with
positive real parts and we study the Hardy space H2(H+) and Blaschke products in this
framework.
1. Introduction
In this paper we continue the study of Schur analysis in the hyperholomorphic setting, initiated
in [4], and continued in [6, 5, 2]. To set the framework we first recall a few facts on the classical
case.
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1.1. Schur analysis. Functions analytic and contractive in the open unit disk, or in an open
half-plane, play an important role in operator theory, signal processing and related fields. Their
study, and the study of their counterparts in various settings, may be called Schur analysis; see
[35, 1, 26]. In the case of matrix-valued, or operator-valued functions, contractivity is considered
with respect to an indefinite metric. An important example is that of the characteristic operator
function and associated operator models.
More precisely, let T be a (say, bounded, for the present discussion) self-adjoint operator in a
Hilbert space such that T − T ∗ has finite rank, say m. Let
T − T ∗ = CJC
∗
2i
where J is a m×m matrix which is both self-adjoint and unitary (a signature matrix). Then,
the matrix-valued function
Θ(z) = I + 2iC∗(zI − T )−1CJ
is such that
Θ(z)JΘ(z)∗ ≥ J, (1.1)
for z in the intersection Ω(T ) of the upper open half-plane and of the spectrum of T . The
function Θ is the characteristic operator function of T .
Property (1.1) is called J-expansivity (or −J-contractivity), and is in fact equivalent to the
fact that the kernel
KΘ(z, w)
def.
=
Θ(z)JΘ(w)∗ − J
−2i(z − w∗) = C
∗(zI − T )−1(wI − T )−∗C (1.2)
is positive definite in Ω(T ).
The function Θ provides a functional model for T , see [24]. A key fact in the theory is the
multiplicative structure of J-expansive functions, due to V. Potapov, see [55]. We also refer
to the historical note of M. Livsic [53]. It is also worth mentioning the original papers of M.
Livsic [51, 52], where the notion of characteristic operator function first appears.
Replacing J by −J we obtain J-contractive, rather than J-expansive functions, and this is the
choice we make in the sequel (see in particular the last section).
1.2. Negative squares. One can consider functions Θ such that the associated kernel KΘ
has a finite number of negative squares (see Definition 2.3), rather than being positive definite.
Such classes of operator-valued functions were introduced and studied by Krein and Langer
in a long series of papers, see for instance [44, 45, 46, 47, 48]. These works are set in the
framework of the open upper half-plane. To make a better connection with the quaternionic
case we consider here the open right half-plane. In the complex variable case, the two cases are
equivalent via a conformal map. This differs from the quaternionic setting, as will be clear in
the sequel. First recall that an operator J in a Hilbert spaceH is called a signature operator if it
is self-adjoint and unitary. Its spectrum is then concentrated on ±1. When −1 is an eigenvalue
of finite order, we denote this multiplicity by ν−(J). Let H1 and H2 be two Hilbert spaces and
let J1 ∈ L(H1) and J2 ∈ L(H2) be two signature operators, such that ν−(J1) = ν−(J2) < ∞.
The L(H1,H2)-valued function S analytic in an open subset Ω of the open right half-plane is
called a generalized Schur function if the kernel
J2 − S(z)J1S(w)∗
z + w
(1.3)
has a finite number of negative squares in Ω.
3For instance when J1 = J2 =
(
0 −i
i 0
)
, functions in the corresponding class are introduced
and used in [45] to describe the set of all generalized resolvents of a given Hermitian operator,
see [45, Satz 3.5, p. 407 and Satz 3.9, p. 409].
Similarly given a Hilbert space H and a signature operator J (possibly with ν−(J) = ∞, see
[42, p. 358, footnote]), a L(H)-valued function Φ analytic in some open subset Ω of the right
open half-plane Π+ is called generalized positive if the kernel
JΦ(z) + Φ(w)∗J
z + w∗
(1.4)
has a finite number of negative squares in Ω. The Q-function of an Hermitian operator in a
Pontryagin space, introduced by Krein and Langer has such a property, see [43]. The function
Φ will be called positive if the kernel (1.4) is positive definite.
In both cases, Krein and Langer proved in the above mentioned works, among numerous re-
sults, realization formulas which ensure the existence of a meromorphic extension to the whole
of Π+. It is worth mentioning that a key result to prove this extension is that the part of the
spectrum of a contraction in a Pontryagin space which lies outside the closed unit disk consists
only of a finite number of eigenvalues. One proof of this fact uses the Schauder-Tychonoff fixed
point theorem (see the discussion [28, p. 248]). We also mention that a study of generalized
Schur function of the open unit disk has been given in [8] and that unified formulas for a num-
ber of cases which include the line and circle case were developed in [3], based on an approach
including both the disk and half-plane cases developed in [3, 10].
Finally we mention the works [17, 18, 38] to stress the interest of positive and generalized
positive functions in linear system theory and operator theory.
1.3. The slice hyperholomorphic case. In previous papers we extended results of Schur
analysis in the slice hyperholomorphic case, in the setting of the unit ball B1 of the quaternions.
We considered in [4] the Schur algorithm, and the underlying counterpart of the Hardy space.
Blaschke products and related interpolation problems in the Hardy space were studied in [5].
Nevanlinna-Pick interpolation for Schur functions is studied in [2] while the case of kernels
having a number of negative squares was studied in [6].
In contrast to the above mentioned papers, we consider in this work functions which are slice
hyperholomorphic in an open subset of the open half-space
H+ = {p ∈ H ; Re p > 0} ,
which intersects the positive real axis.
We define and study the counterparts of the kernel (1.3) and (1.4) in the setting of slice
hyperholomorphic functions. Here we consider the case of operator-valued generalized positive
functions and generalized Schur functions, rather than scalar or matrix-valued functions. The
extension of realization of generalized positive functions to the slice hyperholomorphic setting,
introduced in this work, calls upon a corresponding extension of the Kalman-Yakubovich-Popov
lemma (also known as Positive Real Lemma; see the discussion for the classical case in the next
paragraph). This will be addressed in another work.
A Cp×p-valued function F (s), analytic in C+ is said to be positive if
F (s) + F (s)∗ ≥ 0 s ∈ C+, (1.5)
where the inequality sign means that the Hermitian matrix is non negative, and where C+
denotes the open right half of the complex plane. The study of rational positive functions
has been motivated from the 1920’s by (lumped) electrical networks theory, see e.g. [16], [20].
From the 1960’s positive functions also appeared in books on absolute stability theory, see e.g.
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[54]. A Cp×p-valued function of bounded type in C+ (i.e. a quotient of two functions analytic
and bounded in C+) is called generalized positive if
F (iω) + F (iω)∗ ≥ 0, a.e. ω ∈ R, (1.6)
where F (iω) denotes the non-tangential limit1 of F at the point iω. In the classical set-
ting, generalized positive functions were introduced in the context of the Positive Real Lemma
(PRL), see [15] and references therein2. For applications of generalized positive functions see
[40]. The renowned Kalman-Yakubovich-Popov Lemma, which has been recognized as a funda-
mental result in System Theory, establishes a connection between two presentations of positive
functions, as rational functions and the respective state space realization, see e.g. [16], [33].
For its extension to generalized positive functions, see [15], [27].
The paper consists of seven sections, besides the Introduction. In Section 2 we recall the notion
of quaternionic Pontryagin spaces, and we discuss some preliminaries on negative squares, ker-
nels and realizations; then we provide some preliminaries on slice hyperholomorphic functions,
the class of functions that we use in this paper. Section 3 deals with operator-valued slice hyper-
holomorphic functions, their products and a useful property of extension, see Proposition 3.24.
In Section 4 we study the Hardy space of the half-space H+ of quaternions with real positive
part and Blaschke factors and products in this framework. Then, in Section 5 we provide the
proof of the quaternionic version of the Schauder-Tychonoff fixed point theorem whose proof
is not substantially different from the one in the complex case, but we insert it for the sake
of completeness. This result is crucial to show an invariant subspace theorem for contractions
in Pontryagin spaces. Sections 6 and 7 deal with the study of kernels with a finite number of
negative squares and associated with generalized Schur functions and we prove a realization
theorem in this setting. We also give as an example the characteristic operator function of a
quaternionic non anti-self-adjoint operator. Section 8 deals with realizations for generalized
positive functions. We also define the positive function associated to a pair of anti-self-adjoint
operators. The properties of this function will be presented in a future publication.
2. Preliminaries
In this section, which is divided into three subsections, we collect a number of facts respectively
on Pontryagin spaces, slice hyperholomorphic functions and their realizations.
2.1. Negative squares and kernels. An important role in this paper is played by quater-
nionic Pontryagin spaces, and we first recall this notion. We refer to [7, 13] for more details.
Let V be a right quaternionic vector space endowed with a Hermitian form (also called inner
product) [·, ·] from V × V into H, meaning that:
[ua+ vb, w] = [u,w]a + [v,w]b,
[v,w] = [w, v],
for all choices of u, v, w ∈ V and a, b ∈ H. In particular the inner product [·, ·] satisfy
[va,wb] = b[v,w]a.
When the space V is two-sided, we require that
[v, aw] = [av,w], a ∈ H, v, w ∈ V. (2.1)
Condition (2.1) is used in particular in the proof of formula (7.9).
1This limit exists almost everywhere on iR because F is assumed of bounded type in C+, see e.g. [30].
2The original formulation was real. The case we address is in fact generalized positive and complex, but we
wish to adhere to the commonly used term: Positive Real Lemma.
5Definition 2.1. The space V is called a right-quaternionic Pontryagin space if there exists two
subspaces V+, V− of V such that V = V+ + V− and:
(i) The space V+ endowed with [·, ·] is a right-quaternionic Hilbert space.
(ii) The space V− endowed with −[·, ·] is a finite dimensional right-quaternionic Hilbert space.
(iii) The sum V++ V− is direct and orthogonal, meaning that V+ ∩ V− = {0} and [v+, v−] = 0
for every choice of v+ ∈ V+ and v− ∈ V−.
We denote a direct and orthogonal sum by
V = V+[
·
+]V−. (2.2)
In general, such a decomposition will not be unique. The inner product
〈v,w〉 = [v+, w+]− [v−, w−]
where v±, w± ∈ V±, makes V into a Hilbert space. The inner product depends on the decom-
position, but all the associated topologies are equivalent. We refer to [13] for more details on
these facts in the quaternionic case, while the case of the field of complex numbers we refer to
[21].
We now recall a few facts on matrices with quaternionic entries and on kernels, which we will
need in the sequel. A matrix A ∈ Hm×m can be written in a unique way as
A = A1 +A2j,
where A1 and A2 belong to C
m×m. The map χ : Cm×m → C2m×2m defined by
χ(A) =
(
A1 A2
−A2 A1
)
(2.3)
satisfies
χ(AB) = χ(A)χ(B) and χ(A∗) = (χ(A))∗.
See for instance [64, Theorem 4.2, p. 29] (see also [13, Proposition 3.8, p. 439]). The result
itself is due to Lee [50].
A key fact is that A ∈ Hm×m is Hermitian (that is, A = A∗) if and only if it can be writ-
ten as UDU∗, where U ∈ Hm×m is unitary and D ∈ Rm×m is diagonal. The matrix D is
uniquely determined up to permutations, and one can define the signature of an Hermitian
matrix with quaternionic entries as the signature of D, see [64, Corollary 6.2, p. 41] and the
references therein. The following result follows from the properties of χ and can be found in
[13, Proposition 3.16, p. 442].
Lemma 2.2. Assume A ∈ Hm×m Hermitian. Then A has signature (ν+, ν−, ν0) if and only if
χ(A) has signature (2ν+, 2ν−, 2ν0).
We now turn to the notion of kernels having a finite number of negative squares.
Definition 2.3. Let H be a two-sided quaternionic Hilbert space, with inner product 〈·, ·〉, and
let K(z, w) be a L(H,H)-valued function defined for z, w in some set Ω. The kernel is called
Hermitian if
K(z, w) = K(w, z)∗, z, w ∈ Ω.
It is said to have a finite number (say κ) of negative squares if for every choice of N ∈ N, of
vectors c1, . . . , cN ∈ H and of points w1, . . . , wN ∈ Ω, the N ×N Hermitian matrix with (u, v)
entry
[K(wu, wv)cu, cv ]
has at most κ strictly negative eigenvalues, counted with multiplicities, and exactly κ strictly
negative eigenvalues for some choice of N,w1, . . . , wN and c1, . . . , cN .
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When κ = 0 we have the classical notion of positive definite function. Given a set Ω, the one-
to-one correspondence between positive definite functions on Ω and reproducing kernel Hilbert
spaces of functions defined on Ω extends to a one-to-one correspondence between functions
having a finite number of negative squares and reproducing kernel Pontryagin spaces (for more
information on these spaces see [13]). This fact is due to P. Sorjonen [59] and L. Schwartz [58]
in the complex case, and is proved in [13] in the quaternionic case.
We conclude by mentioning a result, [6, Proposition 5.3], which will be used in the sequel:
Proposition 2.4. Assume that K(p, q) is HN×N -valued and has κ negative squares in V and
let α(p) be a HN×N -valued slice hyperholomorphic function and such that α(0) is invertible.
Then the function
B(p, q) = α(p) ⋆ K(p, q) ⋆r α(q)
∗ (2.4)
has κ negative squares in V .
2.2. Slice hyperholomorphic functions. Let H be the real associative algebra of quater-
nions with respect to the basis {1, i, j, k} satisfying the relations i2 = j2 = k2 = −1, ij = −ji =
k, jk = −kj = i, ki = −ik = j. We will denote a quaternion p as p = x0 + ix1 + jx2 + kx3,
xi ∈ R, its conjugate as p¯ = x0−ix1−jx2−kx3, and |p|2 = pp. The real part x0 of a quaternion
will be denoted also by Re(p), S is the 2-sphere of purely imaginary unit quaternions, i.e.
S = {p = ix1 + jx2 + kx3 | x21 + x22 + x23 = 1}.
Note that if I ∈ S then I2 = −1 and a nonreal quaternion p = x0 + ix1 + jx2 + kx3 uniquely
determines an element Ip = ix1 + jx2 + kx3/|ix1 + jx2 + kx3| ∈ S. When p is real, then
p = p+ I0 for all I ∈ S.
Definition 2.5. Given p ∈ H, p = p0 + Ipp1 we denote by [p] the set of all elements of the
form p0 + Jp1 when J varies in S.
The set [p] is a 2-sphere (we will often write that [p] is a sphere, for short) which is reduced to
the point p when p ∈ R. We now recall the definition of slice hyperholomorphic function.
Definition 2.6. Let Ω ⊆ H be an open set and let f : Ω→ H be a real differentiable function.
Let I ∈ S and let fI be the restriction of f to the complex plane CI := R+ IR passing through
1 and I and denote by x+ Iy an element on CI . We say that f is a left slice hyperholomorphic
(or slice hyperholomorphic or slice regular) function in Ω if, for every I ∈ S, we have
1
2
(
∂
∂x
+ I
∂
∂y
)
fI(x+ Iy) = 0.
We say that f is a right slice hyperholomorphic function in Ω if, for every I ∈ S, we have
1
2
(
∂
∂x
fI(x+ Iy) +
∂
∂y
fI(x+ Iy)I
)
= 0.
Slice hyperholomorphic functions have a nice behavior on the so called axially symmetric slice
domains defined below.
Definition 2.7. Let Ω be a domain in H. We say that Ω is a slice domain (s-domain for
short) if Ω ∩ R is non empty and if Ω ∩ CI is a domain in CI for all I ∈ S. We say that Ω is
axially symmetric if, for all q ∈ Ω, the sphere [q] is contained in Ω.
Remark 2.8. Assume that f : Ω ⊆ C ∼= CI → H is a holomorphic map. Let UΩ be the axially
symmetric completion of Ω, i.e. UΩ =
⋃
J∈S,x+Iy∈Ω(x + Jy). Its left slice hyperholomorphic
extension ext(f) : UΩ ⊆ H→ H is computed as follows (see [25]):
ext(f)(x+ Jy) =
1
2
[f(x+ Iy) + f(x− Iy) + JI(f(x− Iy)− f(x+ Iy))] . (2.5)
7It is immediate that ext(f+g) = ext(f)+ext(g) and that if f(z) =
∑∞
n=0 fn(z) then ext(f)(z) =∑∞
n=0 ext(fn)(z). It is also useful to recall that any function h slice hyperholomorphic on an
axially symmetric s-domain Ω satisfies the formula, see [25, Theorem 4.3.2]
h(x+ Jy) =
1
2
[h(x+ Iy) + h(x− Iy) + JI(h(x − Iy)− h(x+ Iy))] . (2.6)
Let f, g : Ω ⊆ H be slice hyperholomorphic functions. Their restrictions to the complex plane
CI can be decomposed as fI(z) = F (z) + G(z)J , gI(z) = H(z) + L(z)J where J ∈ S, J ⊥ I
where F , G, H, L are holomorphic functions of the variable z ∈ Ω ∩ CI , see [25], p. 117. The
⋆l-product of f and g, see [25], p. 125, is defined as the unique left slice hyperholomorphic
function whose restriction to the complex plane CI is given by
(fI ⋆r gI)(z) : = (F (z) +G(z)J) ⋆l (H(z) + L(z)J)
= (F (z)H(z) −G(z)L(z¯)) + (G(z)H(z¯) + F (z)L(z))J. (2.7)
If f, g are right slice hyperholomorphic, then with the above notations we have fI(z) = F (z)+
JG(z), gI(z) = H(z) + JL(z) and
(fI ⋆r gI)(z) : = (F (z) + JG(z)) ⋆r (H(z) + JL(z))
= (F (z)H(z) −G(z¯)L(z)) + J(G(z)H(z) + F (z¯)L(z))J, (2.8)
and f ⋆r g = ext(fI ⋆r gI).
Remark 2.9. In the sequel, we will consider functions k(p, q) left slice hyperholomorphic in
p and right slice hyperholomorphic in q¯. When taking the ⋆-product of a function f(p) slice
hyperholomorphic in the variable p with such a function k(p, q), we will write f(p) ⋆ k(p, q)
meaning that the ⋆-product is taken with respect to the variable p; similarly, the ⋆r-product
of k(p, q) with functions right slice hyperholomorphic in the variable q¯ is always taken with
respect to q¯.
Let Ω be an axially symmetric s-domain and let p0 ∈ Ω. Let us consider a function f slice
hyperholomorphic in Ω and assume that, in a neighborhood of p0 in Ω, it can be written in the
form f(p) =
∑+∞
n=−∞(p− p0)⋆nan where an ∈ H.
Following the standard nomenclature and [60] we have:
Definition 2.10. A function f has a pole at the point p0 if there exists m ≥ 0 such that
a−k = 0 for k > m. The minimum of such m is called the order of the pole;
If p is not a pole then we call it an essential singularity for f ;
f has a removable singularity at p0 if it can be extended in a neighborhood of p0 as a slice
hyperholomorphic function.
Note the following important fact: a function f has a pole at p0 if and only if its restriction to a
complex plane has a pole. Note that there can be poles of order 0: let us consider for example
the function (p + I)−⋆ = (p2 + 1)−1(p − I). It has a pole of order 0 at the point −I which,
however, is not a removable singularity, see [25, p.55] also for the definition of the ⋆-inverse.
Definition 2.11. Let Ω be an axially symmetric s-domain in H. We say that a function
f : Ω→ H is slice hypermeromorphic in Ω if f is slice hyperholomorphic in Ω′ ⊂ Ω such that
Ω \ Ω′ has no point limit in Ω and every point in Ω \ Ω′ is a pole.
The functions which are slice hypermeromorphic are called semi-regular in [60] and for these
functions we have the following result, proved in [60, Proposition 7.1, Theorem 7.3]:
Proposition 2.12. Let Ω be an axially symmetric s-domain in H and let f, g : Ω→ H be slice
hyperholomorphic. Then the function f−⋆ ⋆ g is slice hypermeromorphic in Ω. Conversely, any
slice hypermeromorphic function on Ω can be locally expressed as f−⋆ ⋆ g for suitable f and g.
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Remark 2.13. Since f−⋆ = (f ⋆ f c)−1f c (see [25] for the notation) it is then clear that the
poles of a slice hypermeromorphic function occur in correspondence to the zeros of the function
f ⋆ f c and so they are isolated spheres, possibly reduced to real points.
3. Slice hyperholomorphic operator-valued functions
By begin the section by characterizing slice hyperholomorphic functions as those functions
which admit left derivative on each complex plane CI :
Definition 3.1. Let f : Ω ⊆ H → H and let p0 ∈ U be a nonreal point, p0 = u0 + Iv0. Let fI
be the restriction of f to the plane CI . Assume that
lim
p→p0, p∈CI
(p − p0)−1(fI(p)− fI(p0)) (3.1)
exists. Then we say that f admits left slice derivative in p0. If p0 is real, assume that
lim
p→p0, p∈CI
(p − p0)−1(fI(p)− fI(p0)) (3.2)
exists, equal to the same value, for all I ∈ S. Then we say that f admits left slice derivative
in p0. If f admits left slice derivative for every p0 ∈ Ω then we say that f admits left slice
derivative in Ω or, for short, that f is left slice differentiable in Ω.
It is possible to give an analogous definition for right slice differentiable functions: it is sufficient
to multiply (p−p0)−1 on the right. In this case we will speak of right slice hyperhomolomorphic
functions. In this paper, we will speak of slice differentiable functions or slice hyperholomorphic
functions when we are considering them on the left, while we will specify if we consider the
analogous notions on the right.
We have the following result:
Proposition 3.2. Let Ω ⊆ H be an open set and let f : Ω ⊆ H → H be a real differentiable
function. Then f is slice hyperholomorphic on Ω if and only if it admits slice derivative on Ω.
Proof. Let f be a slice hyperholomorphic function on Ω. Then its restriction to the complex
plane CI can be written as fI(p) = F (p) + G(p)J where J is any element in S orthogonal to
I, p belongs to CI and F,G : Ω ∩ CI → CI are holomorphic functions. Let p0 be a nonreal
quaternion and let p0 ∈ Ω ∩CI . Then we have
lim
p→p0, p∈CI
(p−p0)−1(fI(p)−fI(p0)) = lim
p→p0, p∈CI
(p−p0)−1(F (p)+G(p)J−F (p0)−G(p0)J) (3.3)
= F ′(p0) +G′(p0)J
so the limit exists and f admits slice derivative at every nonreal point in Ω. If p0 is real then
the same reasoning shows that the limit in (3.3) exists on each complex plane CI . Moreover,
since f is slice hyperholomorphic at p0 we have
F ′(p0) +G′(p0)J =
1
2
(
∂
∂x
− I ∂
∂y
)
(F +GJ)(p0) =
∂
∂x
f(p0)
and so the limit exists on CI for all I ∈ S equal to ∂∂xf(p0).
Conversely, assume that f admits slice derivative in Ω. By (3.1) and (3.2) fI admits derivative
on Ω ∩ CI for all I ∈ S. Decomposing f into complex components as fI(p) = F (p) + G(p)J ,
where F,G : Ω ∩ CI → CI , p = x + Iy and J is orthogonal to I, we deduce that both F and
G admits complex derivative and thus they are in the kernel of the Cauchy Riemann operator
∂x + I∂y for all I ∈ S as well as fI . Thus f is slice hyperholomorphic. 
9Remark 3.3. The terminology of Definition 3.1 is consistent with the notion of slice derivative
∂sf of f , see [25], which is defined by:
∂s(f)(p) =


1
2
(
∂
∂x
fI(x+ Iy)− I ∂∂yfI(x+ Iy)
)
if p = x+ Iy, y 6= 0,
∂f
∂x
(p) if p = x ∈ R.
It is immediate that, analogously to what happens in the complex case, for any slice hyper-
holomorphic function we have ∂s(f)(x+ Iy) = ∂x(f)(x+ Iy).
In the sequel, let X denote a left quaternionic Banach space and let X ∗ denote its dual, i.e.
the set of bounded, left linear maps from X to H. In order to have that X ∗ has a structure
of quaternionic linear space, it is necessary to require that X is two sided quaternionic vector
space. In this case, X ∗ turns out to be a right vector space over H.
Definition 3.4. Let X be a two sided quaternionic Banach space and let X ∗ be its dual. Let
Ω be an open set in H.
A function f : Ω → X is said to be weakly slice hyperholomorphic in Ω if Λf admits slice
derivative for every Λ ∈ X ∗.
A function f : Ω→ X is said to be strongly slice hyperholomorphic in Ω if
lim
p→p0,p∈CI
(p − p0)−1(fI(p)− fI(p0)) (3.4)
exists in the topology of X in case p0 ∈ Ω is nonreal and p0 ∈ CI and if
lim
p→p0,p∈CI
(p − p0)−1(fI(p)− fI(p0)) (3.5)
exists in the topology of X for every I ∈ S, equal to the same value, in case p0 ∈ Ω is real.
Since the functionals Λ ∈ X ∗ are continuous, every strongly slice hyperholomorphic function is
weakly slice hyperholomorphic. As it happens in the complex case, let us show that also the
converse is true.
To this end, let us observe that the following lemma holds. We omit the proof since it works
exactly as in the complex case (see e.g. [56], p. 189).
Lemma 3.5. Let X be a two sided quaternionic Banach space. Then a sequence {vn} is Cauchy
if and only if {Λvn} is Cauchy uniformly for Λ ∈ X ∗, ‖Λ‖ ≤ 1.
Theorem 3.6. Every weakly slice hyperholomorphic function on Ω ⊆ H is strongly slice hy-
perholomorphic on Ω.
Proof. The proof will follow the lines of the proof in the complex case in [56], p. 189. Let
f be a weakly slice hyperholomorphic function on Ω. Then, for any Λ ∈ X ∗ and any I ∈ S,
we can choose J ∈ CI and write (Λf)I(p) = (Λf)I(x + Iy) = FΛ(x + Iy) + GΛ(x + Iy)J
where FΛ, GΛ : CI → CI . By hypothesis, for any p0 ∈ Ω ∩ CI the limit limp→p0, p∈CI (p −
p0)
−1((Λf)I(p)− (Λf)I(p0)) exists, and so the limits
lim
p→p0, p∈CI
(p − p0)−1(FΛ(p)− FΛ(p0)) lim
p→p0, p∈CI
(p− p0)−1(GΛ(p)−GΛ(p0))
exist. Thus the functions FΛ and GΛ are holomorphic on Ω ∩ CI and so they admit a Cauchy
formula on the plane CI , computed e.g. on a circle γ, contained in CI , whose interior contains
p0 and is contained in Ω. Note that (Λf)I(x + Iy) = ΛfI(x + Iy). Moreover, if p0 is real we
can pick any complex plane CI . For any increment h in CI we compute
h−1((Λf)I(p0 + h)− (Λf)I(p0))− ∂s(Λf)I(p0))
=
1
2π
∫
γ
[
h−1
(
1
p− (p0 + h) −
1
p− p0
)
− 1
(p− p0)2
]
dpI(Λf)I(p)),
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where dpI = (dx+Idy)/I. Then we observe that (Λf)I(p) is continuous on γ which is compact,
so |(Λf)I(p)| ≤ CΛ for all p ∈ γ. The family of maps f(p) : X ∗ → H is pointwise bounded at
each Λ, thus supp∈γ ‖fi(p)‖ ≤ C by the uniform boundedness theorem, see [7]. Thus we have∣∣Λ(h−1(fI(p0 + h)− fI(p0))− ∂s(Λf)I(p0)∣∣
≤ C
2π
‖Λ‖
∫
γ
∣∣∣∣
(
1
p− (p0 + h) −
1
p− p0
)
− 1
(p − p0)2
∣∣∣∣ dpI ,
so h−1(fI(p0+h)− fI(p0)) is uniformly Cauchy for ‖Λ‖ ≤ 1 and by Lemma 3.5 it converges in
X . Thus f admits slice derivative at every p0 ∈ Ω and so it is strongly slice hyperholomorphic
in Ω. 
Definition 3.7. Let X be a two-sided Banach space over H. We say that a function f : Ω→ X
is (weakly) slice hypermeromorphic if for any Λ ∈ X ∗ the function Λf : Ω → H is slice
hypermeromorphic in Ω.
Remark 3.8. The previous definition means, in particular, that f : Ω′ → X is slice hyper-
holomorphic, where the points in Ω \ Ω′ are the poles of f and Ω \ Ω′ has no point limit in
Ω.
Our next task is to prove that weakly slice hyperholomorphic functions are those functions
whose restrictions to any complex plane CI are in the kernel of the Cauchy-Riemann operator
∂x + I∂y.
Proposition 3.9. Let X be a two sided quaternionic Banach space. A real differentiable
function f : Ω ⊆ H→ X is weakly slice hyperholomorphic if and only if (∂x+I∂y)fI(x+Iy) = 0
for all I ∈ S.
Proof. If f is weakly slice hyperholomorphic, then, as it happens in the classical complex case,
for every nonreal p0 ∈ Ω, p0 ∈ CI , we can compute the limit (3.1) for the function ΛfI choosing
p = p0 + h with h ∈ R and for p = p0 + Ih with h ∈ R. We obtain, respectively, ∂xfIΛ(p0)
and −I∂yΛfI(p0) which coincide. Thus we get (∂x + I∂y)ΛfI(p0) = Λ(∂x + I∂y)fI(p0) = 0 for
any Λ ∈ X ∗ and the statement follows by the Hahn-Banach theorem. If p0 is real, then the
statement follows by an analogous argument since the limit (3.2) exists for all I ∈ S. Conversely,
if fI satisfies the Cauchy-Riemann on Ω ∩CI then Λ((∂x + I∂y)fI(x+ Iy)) = 0 for all Λ ∈ X ∗
and all I ∈ S. Since Λ is linear and continuous we can write (∂x + I∂y)ΛfI(x + Iy) = 0 and
thus the function ΛfI(x + Iy) is in the kernel of ∂x + I∂y for all Λ ∈ X ∗ or, equivalently by
Proposition 3.2, it admits slice derivative. Thus at every p0 ∈ Ω ∩ CI we have
lim
p→p0,p∈CI
(p− p0)−1(ΛfI(p)− ΛfI(p0)) = lim
p→p0,p∈CI
Λ((p− p0)−1(fI(p)− fI(p0))),
for all Λ ∈ X ∗. It follows that f is weakly slice hyperholomorphic. 
Since the class of weakly and strongly slice hyperholomorphic functions coincide and in view of
Proposition 3.9, from now on we will refer to them simply as slice hyperholomorphic functions
and we denote the set of X -valued slice hyperholomorphic functions on Ω by S (Ω,X ).
The following result is immediate:
Proposition 3.10. Let X be a two sided quaternionic Banach space. Then the set of slice
hyperholomorphic functions defined on Ω ⊆ H with values in X is a right quaternionic linear
space.
Proposition 3.11 (Identity Principle). Let X be a two sided quaternionic Banach space, Ω be
an s-domain and let f, g : Ω ⊆ H→ X be two slice hyperholomorphic functions. If f = g on a
set Z ⊆ Ω ∩ CI having an accumulation point, for some I ∈ S, then f = g on Ω.
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Proof. The hypothesis implies Λf = Λg on Z for every Λ ∈ X ∗ thus the slice hyperholomorphic
function Λ(f − g) is identically zero not only on Z but also on Ω by the Identity Principle for
quaternionic valued slice hyperholomorphic functions. By the Hahn-Banach theorem f − g = 0
on Ω. 
Remark 3.12. The Identity Principle implies that two slice hyperholomorphic functions de-
fined on an s-domain and with values in a two sided quaternionic Banach space X coincide
if their restrictions to the real axis coincide. More in general, any real analytic function
f : [a, b] ⊆ R → X can be extended to a function ext(f) slice hyperholomorphic on an ax-
ially symmetric s-domain Ω containing [a, b]. The existence of the extension is assured by the
fact that for any x0 ∈ [a, b] the function f can be written as f(x) =
∑
n≥0 x
nAn, An ∈ X , and
x such that |x − x0| < ε and thus (extf)(p) =
∑
n≥0 p
nAn for |p − x0| < εx0 . Thus the claim
holds setting B(x0, εx0) = {p ∈ H : |p− x0| < εx0} and Ω = ∪x0∈IB(x0, εx0).
Let us recall, see [25], that the Cauchy kernel to be used in the Cauchy formula for slice
hyperholomorphic functions is
S−1L (s, p) = −(p2 − 2pRe(s) + |s|2)−1(p− s).
It is a function slice hyperholomorphic on the left in the variable p and on the right in s. In
the case of right regular functions the kernel is
S−1R (s, q) := −(q − s¯)(q2 − 2Re(s)q + |s|2)−1,
which is slice hyperholomorphic on the right in the variable q and on the left in s. The Cauchy
formula holds for slice hyperholomorphic functions with values in a quaternionic Banach space:
Theorem 3.13 (Cauchy formulas). Let X be a two sided quaternionic Banach space and let
W be an open set in H. Let Ω ⊂ W be an axially symmetric s-domain, and let ∂(Ω ∩ CI) be
the union of a finite number of rectifiable Jordan curves for every I ∈ S. Set dsI = ds/I. If
f :W → X is a left slice hyperholomorphic, then, for q ∈ Ω, we have
f(p) =
1
2π
∫
∂(Ω∩CI )
S−1L (s, p)dsIf(s), (3.6)
if f :W → X is a right slice hyperholomorphic, then, for q ∈ Ω, we have
f(q) =
1
2π
∫
∂(Ω∩CI )
f(s)dsIS
−1
R (s, q), (3.7)
and the integrals (3.6), (3.7) do not depend on the choice of the imaginary unit I ∈ S and on
Ω ⊂W .
Proof. We have proved that weakly slice hyperholomorphic functions are strongly slice hyper-
holomorphic functions, so in particular they are continuous functions, so the validity of the
formulas (3.6), (3.7) follows as in point (b) p. 80 [57]. 
We now show another description of the class S (Ω,X ) of slice hyperholomorphic functions on
Ω with values in X .
Definition 3.14. Consider the set of functions of the form f(p) = f(x+Iy) = α(x, y)+Iβ(x, y)
where α, β : Ω → X depend only on x, y, are real differentiable, satisfy the Cauchy-Riemann
equations ∂xα − ∂yβ = 0, ∂yα + ∂xβ = 0 and assume that α(x,−y) = α(x, y), β(x,−y) =
−β(x, y). We will denote the class of function of this form by H (Ω,X ).
Observe that the conditions on α and β are required in order to have that the function f is
well posed. Note also that if p = x is a real quaternion, then I is not uniquely defined but the
hypothesis that β is odd in the variable y implies β(x, 0) = 0.
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Theorem 3.15. Let Ω be an axially symmetric s-domain and let X be a two sided quaternionic
Banach space. Then S (Ω,X ) = H (Ω,X ).
Proof. The inclusion H (Ω,X ) ⊆ S (Ω,X ) is clear: any function f ∈ H (Ω,X ) is real differ-
entiable and such that fI satisfies (∂x + I∂y)fI = 0 (note that this implication does not need
any hypothesis on the open set Ω). Conversely, assume that f ∈ S (Ω,X ). Let us show that
f(x+ Iy) =
1
2
(1− IJ)f(x+ Jy) + 1
2
(1 + IJ)f(x− Jy).
If we consider real quaternions, i.e. y = 0, then the formula holds trivially. For nonreal
quaternions, set
φ(x+ Iy) =
1
2
(1− IJ)f(x+ Jy) + 1
2
(1 + IJ)f(x− Jy).
Then, using the fact that f is slice hyperholomorphic, it is immediate that (∂x+I∂y)φ(x+Iy) =
0 and so φ is slice hyperholomorphic. Since φ = f on Ω ∩ CI then it coincides with f on Ω by
the Identity Principle. By writing
f(x+ Iy) =
1
2
[(f(x+ Jy) + f(x− Jy) + IJ(f(x− Jy)− f(x+ Jy))]
and setting α(x, y) = 12(f(x + Jy) + f(x − Jy)), β(x, y) = 12J(f(x − Jy) − f(x + Jy)) we
have that f(x+ Iy) = α(x, y) + Iβ(x, y). Reasoning as in [25, Theorem 2.2.18] we see that α,
β do not depend on I. It is then an easy computation to verify that α, β satisfy the above
assumptions. 
Using this alternative description of slice hyperholomorphic functions with values in X , we can
now define a notion of product which is based on a suitable pointwise multiplication. To this
end we need an additional structure on the two sided quaternionic Banach space X . Assume
that in X is defined a multiplication which is associative, distributive with respect to the sum
in X . Assume also that q(x1x2) = (qx1)x2 and (x1x2)q = x1(x2q) for all q ∈ H and for all
x1, x2 ∈ X . Then we will say that X is a two sided quaternionic Banach algebra. As customary
we will say that the algebra X is with unity is X possesses a unity with respect to the product.
Definition 3.16. Let Ω ⊆ H be an axially symmetric s-domain and let f, g : Ω → X be slice
hyperholomorphic functions with values in a two sided quaternionic Banach algebra X . Let
f(x+ Iy) = α(x, y) + Iβ(x, y), g(x+ Iy) = γ(x, y) + Iδ(x, y). Then we define
(f ⋆ g)(x + Iy) := (αγ − βδ)(x, y) + I(αδ + βγ)(x, y). (3.8)
By construction, the function f ⋆ g is slice hyperholomorphic, as it can be easily verified.
Remark 3.17. If Ω is a ball with center at a real point (let us assume at the origin for
simplicity) then it is immediate that f , g admit power series expansion and thus if f(p) =∑∞
n=0 p
nan, g(p) =
∑∞
n=0 p
nbn, an, bn ∈ X for all n. Then f ⋆ g(p) :=
∑∞
n=0 p
n(
∑n
r=0 arbn−r)
where the series converges.
Remark 3.18. In case we consider right slice hyperholomorphic functions, the class H (Ω,X )
consists of functions of the form f(x+Iy) = α(x, y)+β(x, y)I where α, β satisfy the assumptions
discussed above. We now give the notion of right slice product, denoted by ⋆r. Given two right
slice hyperholomorphic functions f, g : Ω→ X with values in a two sided quaternionic Banach
algebra X where f(x+ Iy) = α(x, y) + β(x, y)I, g(x+ Iy) = γ(x, y) + δ(x, y)I, we define
(f ⋆r g)(x + Iy) := (αγ − βδ)(x, y) + (αδ + βγ)(x, y)I. (3.9)
Remark 3.19. It is important to point out that if one is in need of considering slice hyper-
holomorphic functions on axially symmetric open sets U which are not necessarily s-domains,
then it is more convenient to use the class H(Ω,X ) because they allow to have a notion of
multiplication.
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Remark 3.20. Consider the following case: let Ω be an axially symmetric s-domain in H
and let Hi; i = 1, 2, 3 be two sided quaternionic Hilbert spaces. Let f : Ω → L(H1,H2),
g : Ω→ L(H2,H3) be slice hyperholomorphic and let
f(p) = f(x+ Iy) = α(x, y) + Iβ(x, y), g(p) = g(x + Iy) = γ(x, y) + Iδ(x, y).
We define the ⋆-product as in (3.8) If f, g are right slice hyperholomorphic, then we define the
⋆r-product as in (3.9). The product α(x, y)γ(x, y) (and the other three products appearing in
f ⋆ g) is an operator belonging to L(H1,H3), thus f ⋆ g : Ω→ L(H1,H3). In the special case
in which
f(p) =
∞∑
n=0
pnAn, An ∈ L(H1,H2),
g(p) =
∞∑
n=0
pnBn, Bn ∈ L(H2,H3),
then we have
f ⋆ g(p) =
∞∑
n=0
pn(
n∑
r=0
ArBn−r),
as expected.
3.1. Realizations. The following notions of S-spectrum and of S-resolvent operator will be
used in the sequel.
Definition 3.21. Let X be a two sided quaternionic Banach space and let A be a bounded
operator on X into itself. We define the S-spectrum σS(A) of A as:
σS(A) = {p ∈ H : A2 − 2 Re (p)A+ |p|2I is not invertible}.
The S-resolvent set ρS(A) is defined by ρS(A) = H \ σS(A).
For p ∈ ρS(A) the right S-resolvent operator is defined as
S−1R (p,A) := −(A− pI)(A2 − 2Re (p)A+ |p|2I)−1. (3.10)
Remark 3.22. It is useful to recall that when A is a matrix its (point) S-spectrum coincides
with its right spectrum, see e.g. [6]. When p ∈ R or, more in general, when p commute with
an operator A, then S−1R (p,A) = (pI −A)−1, see Proposition 3.1.6 in [25].
Proposition 3.23. Let X be a two sided quaternionic Banach space and let f : ρS(A) ∩ R \
{0} → X be the function f(x) = (I − xA)−1. Then
p−1S−1R (p
−1, A) = (I − p¯A)(I − 2Re(p)A+ |p|2A2)−1
is the unique slice hyperholomorphic extension to ρS(A).
Proof. The fact that p−1S−1L (p
−1, A) is slice hyperholomorphic in p outside the S-spectrum is
trivial since it is the S-resolvent and it coincides with the function f on the real axis. The
uniqueness follows from the identity principle. 
The notation S−1R (p
−1, A) comes from [25] but we will also write
p−1S−1R (p
−1, A) = (I − pA)−⋆.
This last expression makes sense when A acts on a two-sided quaternionic vector space. In a
more general setting, we have the following result:
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Proposition 3.24. Let A be a bounded linear operator from a right-sided quaternionic Banach
P space into itself, and let G be a bounded linear operator from P into Q, where Q is a
two sided quaternionic Banach space. The slice hyperholomorphic extension of G(I − xA)−1,
1/x ∈ σS(A) ∩ R, is
(G− pGA)(I − 2Re(p)A+ |p|2A2)−1.
Proof. First we observe that G(I−xA)−1 =∑∞n=0 xnGAn for |x|‖A‖ < 1. It is immediate that,
for |p|‖A‖ < 1, the slice hyperholomorphic extension of the series∑∞n=0 xnGAn is∑∞n=0 pnGAn
(as it is a converging power series with coefficients on the right). To show that
∞∑
n=0
pnGAn = (G− pGA)(I − 2Re(p)A+ |p|2A2)−1
we prove instead the equality
(
∞∑
n=0
pnGAn)(I − 2Re(p)A+ |p|2A2) = (G− pGA).
The left hand side gives
∞∑
n=0
pnGAn − 2
∞∑
n=0
Re(p)pnGAn+1 +
∞∑
n=0
|p|2pnGAn+2
= G+ (p − 2Re(p))GA + (p2 − 2pRe(p) + |p|2)
∞∑
n=0
pnGAn+2
= G− p¯GA
where we have used the identity p2 − 2pRe(p) + |p|2 = 0. This completes the proof. 
Remark 3.25. In analogy with the matrix case we will write, with an abuse of notation in
this case, G ⋆ (I − pA)−⋆ instead of the expression (G− pGA)(I − 2Re(p)A+ |p|2A2)−1.
Proposition 3.26. With the notation in Remark 3.25 it holds that
D + pC ⋆ (I − pA)−1B = D−1 − pD−1C ⋆ (I − p(A−BD−1C))−⋆BD−1, (3.11)
and
(D1 + pC1 ⋆ (I − pA1)−⋆B1) ⋆ (D2 + pC2 ⋆ (I − pA2)−⋆B2) =
= D1D2 + p
(
C1 D1C2
)
⋆
(
I − p
(
A1 B1C2
0 A2
))−⋆(
B1D2
B2
)
.
(3.12)
Proof. When p is real, the ⋆-product is replaced by the operator product (or matrix product in
the finite dimensional case) and formulas (3.11) and (3.12) are then well known, see e.g. [19].
Slice-hyperholomorphic extensions lead then to the required result. 
4. The Hardy space of the half-space H+
Let Π+ be the right open half-plane of complex numbers z such that Re(z) > 0. The Hardy
space H2(Π+) consists of functions f holomorphic in Π+ such that
sup
x>0
∫ ∞
−∞
|f(x+ iy)|2dy <∞. (4.1)
We recall that a function f ∈ H2(Π+) has nontangential limit f(iy) for almost all iy on the
imaginary axis and f(iy) ∈ L2(R), see [36, Theorem 3.1], moreover
sup
x>0
∫ ∞
−∞
|f(x+ iy)|2dy =
∫ ∞
−∞
|f(iy)|2dy. (4.2)
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Let us consider the kernel
kΠ+(z, w) =
1
2π
1
z + w¯
,
which is positive definite on Π+. Then, the associated reproducing kernel Hilbert space is the
Hardy space H2(Π+) endowed with the scalar product
〈f, g〉H2(Π+) =
∫ +∞
−∞
g(iy)f(iy)dy,
where f, g ∈ H2(Π+), and the norm in H2(Π+) is given by
‖f‖H2(Π+) =
(∫ +∞
−∞
|f(iy)|2dy
) 1
2
.
The kernel kΠ+(z, w) is reproducing in the sense that for every f ∈ H2(Π+)
f(w) = 〈f(z), kΠ+(z, w)〉H2(Π+) =
∫ ∞
−∞
kΠ+(w, iy)f(iy)dy,
Let us now consider the half-space H+ of the quaternions q such that Re(q) > 0 and set
Π+,I = H+ ∩ CI . We will denote by fI the restriction of a function f defined on H+ to Π+,I .
We define
H2(Π+,I) = {f slice hyperholomorphic in H+ :
∫ +∞
−∞
|fI(Iy)|2dy <∞},
where f(Iy) denotes the nontangential value of f at Iy. Note that these value exist almost
everywhere, in fact any f ∈ H2(Π+,I) when restricted to a complex plane CI can be written
as fI(x + Iy) = F (x + Iy) + G(x + Iy)J where J is any element in S orthogonal to I, and
F,G are CI-valued holomorphic functions. Since the nontangential values of F and G exist
almost everywhere at Iy, also the nontangential value of f exists at Iy a. e. on Π+,I and
fI(Iy) = F (Iy) +G(Iy)J a.e.
Remark 4.1. In alternative, we could have defined H2(Π+,I) as the set of slice hyperholomor-
phic functions f such that supx>0
∫ +∞
−∞ |fI(x+ Iy)|2dy <∞. However note that fI(x+ Iy) =
F (x+Iy)+G(x+Iy)J , see the above discussion, and so |fI(x+Iy)|2 = |F (x+Iy)|2+|G(x+Iy)|2.
Thus, using (4.2), we have
sup
x>0
∫ +∞
−∞
|fI(x+ Iy)|2dy = sup
x>0
∫ +∞
−∞
|F (x+ Iy)|2dy + sup
x>0
∫ +∞
−∞
|G(x + Iy)|2dy
=
∫ +∞
−∞
|F (Iy)|2dy +
∫ +∞
−∞
|G(Iy)|2dy
=
∫ +∞
−∞
|fI(Iy)|2dy.
(4.3)
In H2(Π+,I) we define the scalar product
〈f, g〉H2(Π+,I) =
∫ +∞
−∞
gI(Iy)fI(Iy)dy,
where fI(Iy), gI(Iy) denote the nontangential values of f, g at Iy on Π+,I . This scalar product
gives the norm
‖f‖H2(Π+,I) =
(∫ +∞
−∞
|fI(Iy)|2dy
) 1
2
,
(which is finite by our assumptions).
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Proposition 4.2. Let f be slice hyperholomorphic in H+ and assume that f ∈ H2(Π+,I) for
some I ∈ S. Then for all J ∈ S the following inequalities hold
1
2
‖f‖H2(Π+,I) ≤ ‖f‖H2(Π+,J ) ≤ 2‖f‖H2(Π+,I).
Proof. Formula (2.6) implies the inequality
|f(x+ Jy)| ≤ |f(x+ Iy)|+ |f(x− Iy)|,
and also
|f(x+ Jy)|2 ≤ 2(|f(x+ Iy)|2 + |f(x− Iy)|2). (4.4)
Using (4.3), (2.6) and (4.4) we deduce
‖f‖2
H2(Π+,J )
=
∫ +∞
−∞
|fJ(Jy)|2dy = sup
x>0
∫ +∞
−∞
|fJ(x+ Jy)|2dy
≤ sup
x>0
∫ +∞
−∞
2(|fI(x+ Iy)|2 + fI(x− Iy)|2)dy
= 4
∫ +∞
−∞
|fI(Iy)|2dy
and so ‖f‖2
H2(Π+,J )
≤ 4‖f‖2
H2(Π+,I)
. By changing J with I we obtain the reverse inequality and
the statement follows. 
An immediate consequence of this result is:
Corollary 4.3. A function f ∈ H2(Π+,I) for some I ∈ S if and only if f ∈ H2(Π+,J) for all
J ∈ S.
We now introduce the Hardy space of the half space H+:
Definition 4.4. We define H2(H+) as the space of slice hyperholomorphic functions on H+
such that
sup
I∈S
∫ +∞
−∞
|f(Iy)|2dy <∞. (4.5)
We have:
Proposition 4.5. The function
k(p, q) = (p¯+ q¯)(|p|2 + 2Re(p)q¯ + q¯2)−1 (4.6)
is slice hyperholomorphic in p and q¯ on the left and on the right, respectively in its domain of
definition, i.e. for p 6∈ [q¯]. The restriction of 12πk(p, q) to CI × CI coincides with kΠ+(z, w).
Moreover we have the equality:
k(p, q) = (|q|2 + 2Re(q)p + p2)−1(p+ q). (4.7)
Proof. Some computations allow to obtain k(p, q) as the left slice hyperholomorphic extension
in z of kq(z) = k(z, q), by taking z on the same complex plane as q. The function we obtain
turns out to be also right slice hyperholomorphic in q¯. The second equality follows by taking the
right slice hyperholomorphic extension in q¯ and observing that it is left slice hyperholomorphic
in p. 
Proposition 4.6. The kernel 12πk(p, q) is reproducing, i.e. for any f ∈ H2(H+)
f(p) =
∫ ∞
−∞
1
2π
k(p, Iy)f(Iy)dy.
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Proof. Let q = u + Iqv and let p = u + Iv be the point on the sphere determined by q and
belonging to the plane CI . Then we have
f(p) =
∫ ∞
−∞
1
2π
k(p, Iy)f(Iy)dy, f(p¯) =
∫ ∞
−∞
1
2π
k(p¯, Iy)f(Iy)dy.
The extension formula (2.5) applied to kIy(p) = k(p, Iy) shows the statement. 
The following property will be useful in the sequel:
Proposition 4.7. The kernel k(p, q) satisfies
pk(p, q) + k(p, q)q = 1.
Proof. From the expression (4.6), and since q commutes with (|p|2 + 2Re(p)q¯ + q¯2)−1, we have
p(p¯+ q¯)(|p|2 + 2Re(p)q¯ + q¯2)−1 + (p¯+ q¯)(|p|2 + 2Re(p)q¯ + q¯2)−1q
= (|p|2 + pq¯ + p¯q¯ + q¯2)(|p|2 + 2Re(p)q¯ + q¯2)−1 = 1.

We know that if {φn(z)} is an orthonormal basis for H2(Π+,I), for some I ∈ S, then
k(z, w) =
∞∑
n=1
φn(z)φn(w), (4.8)
and so the kernel k(z, w) is positive definite. We now prove the following:
Proposition 4.8. Let {φn(z)} be an orthonormal basis for H2(Π+,I), for some I ∈ S, and
let {Φn(q)} = {ext(φn(z))} be the sequence of the slice hyperholomorphic extensions of its
elements. Then {Φn(q)} is an orthonormal basis for H2(H+), and
k(p, q) =
∞∑
n=1
Φn(p)Φn(q).
Proof. Let {φn(z)} be an orthonormal basis for H2(Π+,I) and let {Φn(q)} = {ext(φn(z))}
be the sequence of the slice hyperholomorphic extensions of its elements. Then {Φn(q)} is a
generating set for H2(H+). In fact take any f ∈ H2(H+) and consider its restriction to a
complex plane CI , for some I ∈ S. Then, by choosing J ∈ S such that I, J are orthogonal, and
taking q = x + Iy we have fI(x + Iy) = F (x + Iy) + G(x + Iy)J with F,G holomorphic on
Π+,I and ∫ +∞
−∞
|f(Iy)|2dy =
∫ +∞
−∞
(|F (Iy)|2 + |G(Iy)|2)dy <∞
and, as a consequence,∫ +∞
−∞
|F (Iy)|2dy ≤
∫ +∞
−∞
(|F (Iy)|2 + |G(Iy)|2)dy <∞.
We deduce that both ∫ +∞
−∞
|F (Iy)|2dy and
∫ +∞
−∞
|G(Iy)|2dy
are finite and so F,G belong to H2(Π+,I). We can write F (x + Iy) =
∑∞
n=1 φn(z)an and
G(x+ Iy) =
∑∞
n=1 φn(z)bn, thus fI(x+ Iy) =
∑∞
n=1 φn(z)(an + bnJ). By taking the extension
with respect to z we finally obtain f(q) =
∑∞
n=1Φn(q)(an + bnJ). The fact that {Φn(p)} is
made by orthonormal elements (thus linearly independent) in H2(H+) follows from
〈Φn(p),Φm(p)〉H2(Π+,Ip) =
∫ ∞
−∞
Φm(Ipy)Φn(Ipy)dy
=
∫ ∞
−∞
φm(Ipy)φn(Ipy)dy = δnm.
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Then (4.8) yields
k(p,w) = extzk(z, w) =
∞∑
n=1
extz(φn)(z)φn(w) =
∞∑
n=1
Φn(p)φn(w),
where we have written extz to emphasize that we are taking the extension in the variable z
(note that in this way we have obtained the kernel written in the form (4.6)). Now we observe
that the function
∑∞
n=1Φn(p)Φn(q) is slice hyperholomorphic on the left and on the right
with respect to p and q¯, respectively, and coincides with k(p,w) when restricted to the plane
containing w. By the uniqueness of the extension we have k(p, q) =
∑∞
n=1Φn(p)Φn(q), and the
statement follows. 
We now introduce the Blaschke factors in the half space H+.
Definition 4.9. For a ∈ H+ set
ba(p) = (p+ a¯)
−⋆ ⋆ (p− a).
The function ba(p) is called Blaschke factor at a in the half space H+.
Remark 4.10. The function ba(p) is defined outside the sphere [−a] as it can be easily seen
by rewriting it as
ba(p) = (p
2 + 2Re(a)p+ |a|2)−1(p+ a) ⋆ (p − a) = (p2 + 2Re(a)p+ |a|2)−1(p2 − a2)
and it has a zero for p = a. Note in fact that p = −a is not a zero since it is a pole (of order
0). When a ∈ R the function ba(p) = (p+ a)−1(p− a) has a pole at p = −a and a zero at a. A
Blaschke factor is slice hyperholomorphic where it is defined, by construction.
We have the following result which characterizes the convergence of a Blaschke product. We
denote by Π⋆ the ⋆-product:
Theorem 4.11. Let {aj} ⊂ H+, j = 1, 2, . . . be a sequence of quaternions such that
∑
j≥1Re(aj) <
∞. Then the function
B(p) := Π⋆j≥1(p+ a¯j)
−⋆ ⋆ (p − aj), (4.9)
converges uniformly on the compact subsets of H+.
Proof. We reason as in the proof of the corresponding result in the complex case (but see also
the proof of Theorem 5.6 in [5]). We note that, see Remark 5.4 in [5], we can write
(p+ a¯j)
−⋆ ⋆ (p − aj) = (p˜+ a¯j)−1(p˜− aj) (4.10)
where p˜ = λc(p)−1pλc(p) and λc(p) = p+ aj (note that λc(p) 6= 0 for p 6∈ [−aj]) and so
(p + a¯j)
−⋆ ⋆ (p− aj) = (p˜+ a¯j)−1(p˜ − aj) = 1− 2Re(aj)(p˜ + a¯j)−1. (4.11)
By taking the modulus of the right hand side of (4.9), using (4.11), and reasoning as in the
complex case, we conclude that the Blaschke product converges if and only if
∑∞
j=1Re(aj) <
∞. 
As in the unit disk case, we have two kinds of Blaschke factors. In fact, products of the form
ba(p) ⋆ ba¯(p) = ((p+ a¯)
−⋆ ⋆ (p− a)) ⋆ ((p+ a)−⋆ ⋆ (p− a¯))
can be written as
ba(p) ⋆ ba¯(p) = (p
2 + 2Re(a)p + |a|2)−1(p2 − 2Re(a)p+ |a|2),
and they admit the sphere [a] as set of zeros. Note that slice regular functions which vanish at
two different points belonging to the same sphere in reality vanish on the whole sphere (see [25,
Corollary 4.3.7]. Thus if we want to construct a Blaschke product vanishing at some prescribed
points and spheres, it is convenient to introduce the following:
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Definition 4.12. For a ∈ H+ set
b[a](p) = (p
2 + 2Re(a)p + |a|2)−1(p2 − 2Re(a)p + |a|2).
The function ba(p) is called Blaschke factor at the sphere [a] in the half space H+.
Note that the definition is well posed since it does not depend on the choice of the point a. As
a consequence of Theorem 4.11 we have:
Corollary 4.13. Let {cj} ⊂ H+, j = 1, 2, . . . be a sequence of quaternions such that
∑
j≥1Re(cj) <
∞. Then the function
B(p) := Πj≥1(p2 + 2Re(cj)p+ |cj |2)−1(p2 − 2Re(cj)p+ |cj |2), (4.12)
converges uniformly on the compact subsets of H+.
Proof. It is sufficient to write B(p) =
∏
j≥1 b[cj ](p) =
∏
j≥1 bcj(p) ⋆ bc¯j(p) and to observe that∑
j≥1Re(cj) <∞ by hypothesis. 
To state the next result, we need to repeat the notion of multiplicity of a sphere of zeros and
of a point which is an isolated zero.
We say that the multiplicity of the spherical zero [cj ] of a function Q(p) is mj if mj is the
maximum of the integers m such that (p2 + 2Re(cj)p+ |cj |2)m divides Q(p).
Let αj ∈ H \R and let
Q(p) = (p− α1) ⋆ . . . ⋆ (p− αn) ⋆ g(p) αj+1 6= α¯j , j = 1, . . . , n− 1, g(p) 6= 0. (4.13)
We say that α1 is a zero of Q of multiplicity 1 if αj 6∈ [α1] for j = 2, . . . , n.
We say that α1 is a zero of Q of multiplicity n ≥ 2 if αj ∈ [α1] for all j = 2, . . . , n.
If αj ∈ R we can repeat the notion of multiplicity of α1 where (4.13) holds by removing the
assumption αj+1 6= α¯j . This definition coincides with the standard notion of multiplicity since,
in this case, the ⋆-product reduces to the pointwise product. Note that if a function has a sphere
of zeros at [α] with multiplicity m, at most one point on [α] can have higher multiplicity; in
fact if there are two such points it means that the sphere [α] of zeros has higher multiplicity.
Thus we can prove the following:
Theorem 4.14. A Blaschke product having zeros at the set
Z = {(a1, µ1), (a2, µ2), . . . , ([c1], ν1), ([c2], ν2), . . .}
where aj ∈ H+, aj have respective multiplicities µj ≥ 1, [ai] 6= [aj ] if i 6= j, ci ∈ H+, the
spheres [cj ] have respective multiplicities νj ≥ 1, j = 1, 2, . . ., [ci] 6= [cj ] if i 6= j and∑
i,j≥1
(
µj(1− |aj|) + 2νi(1− |ci|)
)
<∞
is given by ∏
i≥1
(b[ci](p))
νi
⋆∏
j≥1
⋆µj∏
k=1
(bajk(p))
⋆µj ,
where a11 = a1 and ajk ∈ [aj ] are such that αj+1 6= α¯j , j = 1, . . . , n − 1, if αj ∈ H \ R,
k = 1, 2, 3, . . . , µj .
Proof. The Blaschke product converges and defines a slice hyperholomorphic function by The-
orem 4.11 and its Corollary 4.13. Let us consider the product:
⋆µ1∏
i=1
(Bai1(p)) = Ba11(p) ⋆ Ba12(p) ⋆ . . . ⋆ Ba1µ1 (p). (4.14)
As we already observed in the proof of Proposition 5.10 in [5] this product admits a zero at
the point a11 = a1 and it is a zero of multiplicity 1 if n1 = 1; if n1 ≥ 2, the other zeros are
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a˜12, . . . , a˜1n1 where a˜1j belong to the sphere [a1j ] = [a1]. Thus a˜12, . . . , a˜1n1 all coincide with
a1 which is the only zero of the product (4.14) and it has multiplicity µ1. Let us now consider
r ≥ 2 and
⋆µr∏
j=1
(Barj (p)) = Bar1(p) ⋆ . . . ⋆ Barnr (p), (4.15)
and set
Br−1(p) :=
⋆(r−1)∏
i≥1
⋆µj∏
k=1
(Bajk (p)).
Then from the formula that relates the ⋆-product to the pointwise product (see Proposition
4.3.22 in [25]) we have that:
Br−1(p) ⋆ Bar1(p) = Br−1(p)Bar1(Br−1(p)
−1pBr−1(p))
has a zero at ar if and only if Bar1(Br−1(ar)−1arBr−1(ar)) = 0, i.e. if and only if ar1 =
Br−1(ar)−1arBr−1(ar). If nr = 1 then ar is a zero of multiplicity 1 while if µr ≥ 2, all the
other zeros of the product (4.15) belongs to the sphere [ar] thus the zero ar has multiplicity
µr. 
We conclude this section by proving that the operator of multiplication by a Blaschke factor
is an isometry. In the proof we are in need of the notion of conjugate of a function f . Given
a slice hyperholomorphic function f consider its restriction to a complex plane CI and write
it, as customary, in the form fI(z) = F (z) +G(z)J where J is an element in S orthogonal to
I and F,G are CI-valued holomorphic functions. Define f
c(p) = ext(F (z¯)−G(z)J) where the
extension operator is defined in (2.5). Note that if f(p) =
∑
n≥0 p
nan then f
c(p)
∑
n≥0 p
na¯n.
We have the following:
Lemma 4.15. Let f ∈H2(H+). Then ‖f‖H2(H+) = ‖f c‖H2(H+).
Proof. By definition we have
‖f‖2
H2(Π+,I)
=
∫ +∞
−∞
|fI(Iy)|2dy =
∫ +∞
−∞
(|F (Iy)|2 + |G(Iy)|2)dy
and
‖f c‖2
H2(Π+,I)
=
∫ +∞
−∞
|f cI (Iy)|2dy =
∫ +∞
−∞
(|F (−Iy)|2 + |G(Iy)|2)dy
=
∫ +∞
−∞
(|F (−Iy)|2 + |G(Iy)|2)dy.
Thus ‖f‖2
H2(Π+,I)
= ‖f c‖2
H2(Π+,I)
and taking the supremum for I ∈ S the statement follows. 
Theorem 4.16. Let ba be a Blaschke factor. The operator
Mba : f 7→ ba ⋆ f
is an isometry from H2(H+) into itself.
Proof. Recall that, by (4.10), we can write ba(p) = (p˜+ a¯)
−⋆(p˜− a) for p˜ = λc(p)−1pλ(p). Let
us set p˜ = Iy where I ∈ S. We have
|ba(Iy)| = |(Iy + a¯)−1(Iy − a)| = | − (Iy + a¯)−1(Iy + a)| = 1.
Similarly, |bca(Iy)| = 1. We now observe that for any two functions f and g we have (f ⋆ g)c =
gc ⋆ f c. We prove this equality by showing that the two functions (f ⋆ g)c and gc ⋆ f c coincide
on a complex plane (so the needed equality follows from the identity principle). Using the
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notation introduced above, let us write fI(z) = F (z) +G(z)J and gI(z) = H(z) + L(z)J . We
have
(f ⋆ g)I(z) = fI(z) ⋆ gI(z) = (F (z)H(z) −G(z)L(z¯)) + (F (z)L(z) +G(z)H(z¯))J
so, by definition of (f ⋆ g)c, we have
(f ⋆ g)cI(z) = (F (z¯)H(z¯)−G(z¯)L(z)) − (F (z)L(z) +G(z)H(z¯))J
and
(gc ⋆ f c)I(z) = (H(z¯)− L(z)J) ⋆ (F (z¯)−G(z)J)
= (H(z¯)F (z¯)− L(z)G(z¯))− (H(z¯)G(z) + L(z)F (z))J
the two expressions coincide since the functions F,G,H,L are CI -valued and thus they com-
mute. To compute ‖ba ⋆ f‖H2(H+), where f ∈ H2(H+), we follow an idea used in [2] and we
compute ‖(ba ⋆f)c‖2H2(H+). Note that (f c ⋆bca)(x+Iy) = 0 where f c(x+Iy) = 0, i.e. on a set of
isolated points on Π+,I while, if q = f
c(x+Iy) 6= 0, (f c⋆bca)(x+Iy) = f c(x+Iy)bca(q−1(x+Iy)q),
see [25, Proposition 4.3.22], where q−1(x+ Iy)q = x+ I ′y, see [37, Proposition 2.22]. Thus we
have (f c ⋆ bca)(Iy) = f
c(Iy)bca(I
′y) almost everywhere and
‖ba ⋆ f‖2H2(H+) = ‖(ba ⋆ f)c‖2H2(H+)
= sup
I∈S
∫ +∞
−∞
|(f c ⋆ bca)(Iy)|2dy
= sup
I∈S
∫ +∞
−∞
|f c(Iy)bca(I ′y)|2dy
= sup
I∈S
∫ +∞
−∞
|f c(Iy)|2|bca(I ′y)|2dy
= sup
I∈S
∫ +∞
−∞
|f c(Iy)|2dy
= ‖f c‖2
H2(H+)
.
By the previous lemma, we have ‖f c‖2
H2(H+)
= ‖f‖2
H2(H+)
and this concludes the proof. 
Blaschke factors will provide a concrete example of the functions studied in Section 7, see
Example 7.5 there.
5. The Schauder-Tychonoff fixed point theorem
In this section we extend the Schauder-Tychonoff fixed point theorem to the quaternionic
setting. The proof repeats that of the classical case given in [29], in fact it is readily seen that
the arguments hold also in the quaternionic case, but we include it for the reader’s convenience.
This results is crucial to prove an invariant subspace theorem for contractions in a Pontryagin
spaces.
5.1. The Schauder-Tychonoff fixed point theorem. In the sequel we will use a conse-
quence of the Ascoli-Arzela` theorem that we state in this corollary.
Lemma 5.1 (Corollary of Ascoli-Arzela´ theorem). Let G1 be a compact subset of a topological
group G and let K be a bounded subset of the space of continuous functions C(G1). Then K is
conditionally compact if and only if for every ε > 0 there is a neighborhood U of the identity
in G such that |f(t)− f(s)| < ε for every f ∈ K and every pair s, t ∈ G1 with t ∈ Us.
Proof. It is Corollary 9 p. 267 in [29] and its proof can be obtained in the same arguments. 
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Definition 5.2. We say that a quaternionic topological vector space V has the fixed point
property if for every continuous mapping T : V → V there exists u ∈ V such that u = T (u).
To show our result we need the following Lemmas:
Lemma 5.3. Let C be the subspace of ℓ2(H) defined by
C = {{ξn} ∈ ℓ2(H) : |ξn| ≤ 1/n, ∀n ∈ N}.
Then C has the fixed point property.
Proof. Let Pn : C→ C be the map
Pn(ξ1, ξ2, . . . , ξn, ξn+1 . . .) = (ξ1, ξ2, . . . , ξn, 0, 0, . . .).
Then Cn = Pn(C) is homeomorphic to the closed sphere in H ∼= R4n. Let now T : C→ C be a
continuous map. Then PnT : Cn → Cn is continuous. Brower theorem implies that there is a
fixed point ζn ∈ Cn ⊆ C and so
|ζn − T (ζn)| ≤
( ∞∑
i=n+1
1
i2
) 1
2
.
Since C is compact, then {ζn} contains a subsequence converging to a point which is a fixed
point of T . 
Lemma 5.4. Let K be a compact convex subset of a locally convex linear quaternionic space V
and let T : K → K be continuous. If K contains at least two points, then there exists a proper
closed convex subset K1 ⊂ K such that T (K1) ⊆ K1.
Proof. It is possible to assume that K has the V∗ topology.
We will say that a set of continuous linear functionals F is determined by another set G, if for
every f ∈ F and ε > 0 there exists a neighborhood
N (0; γ, δ) = {v ∈ V : |g(v)| < δ, g ∈ γ},
where γ is a finite subset of G with the property that if u, v ∈ K and u − v ∈ N (0; γ, δ) then
|f(Tu) − f(Tv)| < ε. It is clear that if F is determined by G, then g(u) = g(v) for g ∈ G
implies that f(Tu) = f(Tv) for f ∈ F . Each continuous linear functional f is determined by
some countable set of functional G = {gm}m∈N.
Thanks to Lemma 5.1 the scalar function f(Tu) is uniformly continuous on the compact set K.
Hence for every integer n there is a neighborhood N (0; γn, δn) of the origin in V, given by a set
of linear continuous functionals γn and a δn > 0, such that if u, v ∈ K and u− v ∈ N (0; γn, δn)
then |f(Tu) − f(Tv)| < 1/n. Let G = ⋃∞n=1 γn then f is determined by G. It follows that if
F is a countable subset of V∗, there exists a countable subset GF of V∗ such that each f ∈ F
is determined by GF . We claim that each continuous linear functional f can be included in a
countable self-determined set G of functionals. In fact, if f is determined by the countable set
G1, let each functional in G1 be determined by the countable set G2; then let each functional
in G2 be determined by the countable set G3, and so on. We obtain a sequence {Gi} and we
set G = {f} ∪ ∪∞i=1Gi. Assume now that K contains two points u, v, u 6= v and let f ∈ V∗ be
such that f(u) 6= f(v). Let G = {gi} be a countable self-determined set of continuous linear
functionals containing f . Since K is compact, gi(K) is a bounded set of scalars for every i and
since we can multiply gi by a suitable constant we may suppose that gi(K) ≤ 1/i. In this case
the mapping H : K → ℓ2(H), defined by
H(k) := [gi(k)]
is a continuous mapping of K onto a compact convex subset K0 of the subspace C of ℓ2(H).
Then C contains trivially at least two points since there are at least two points in ℓ2(C), see
[29]. Consider the mapping
T0 = HTH
−1 : K0 → K0
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since G is self determined T0 is single-valued. To see that T0 is continuous, let b0 ∈ K0 and
ε ∈ (0, 1). Choose N such that ∑∞i=N+1 1/i2 < ε. Then G is self-determined, there exists a
δ > 0 and an m such that if |gj(u)− gj(v)| < δ, j = 1, . . . ,m then
|gi(Tu)− gi(Tv)| <
√
ε/N, i = 1, ...N. (5.1)
Thus if |b − b0| < δ and u and v are point in K with b = [gi(u)] and b0 = [gi(v)] then (5.1)
holds and
|T0(b)− T0(b0)|2 = |HTH−1(b)−HTH−1(b0)|2
≤
N∑
i=1
|gi(Tu)− gi(Tv)|2 + 2
∞∑
i=N+1
1/i2
< 3ε.
So T0 is a continuous mapping of K0 into itself. From the fixed point property of C, see Lemma
5.3, it follows that T0 has a fixed point k0. Thus
TH(k0) ⊆ H−1T0(k0) = H−1(k0).
Setting K1 = H−1(k0) we note that K1 is a proper closed subset of K, and that T (K1) ⊆ K1
The linearity of H implies that K1 is convex. This concludes the proof. 
Theorem 5.5 (Schauder-Tychonoff). A compact convex subset of a locally convex quaternionic
linear space has the fixed point property.
Proof. By the Zorn lemma there exists a minimal convex subset of K1 of K with the property
that TK1 ⊆ K1. By Lemma 5.4 this minimal subset contains only one point. 
5.2. An invariant subspace theorem. As we explained at the beginning of the section,
the Schauder-Tychonoff theorem is now used to prove an invariant subspace theorem for con-
tractions in quaternionic Pontryagin spaces. This theorem is used in the realization theorems
to prove the existence of slice hyperholomorphic extensions of certain functions defined in a
neighborhood of a point on the positive axis. In the complex numbers case, this theorem can
be found in [28, Theorem 1.3.11]. We also refer to [28, Notes on chapter 1] for historical notes
on the theorem.
Theorem 5.6. A contraction in a quaternionic Pontryagin space has a unique maximal in-
variant negative subspace, and it is one-to-one on it.
Proof. The proof of [28] carries up to the quaternionic setting, and we recall the main lines for
the convenience of the reader. Let A be a contraction in the Pontryagin space P. To prove that
A has a maximal negative invariant subspace we first recall a well known fact in the theory of
linear fractional transformations (see for instance [31] for more details). Let P = P+[
·
+]P− be
a fundamental decomposition of P. Let
A =
(
A11 A12
A21 A22
)
be the block decomposition of A along P+[
·
+]P−. Since A is a contraction, and hence a
bicontraction (see [6][Theorem 7.2]) we have
A21A
∗
21 −A22A∗22 ≤ −I,
and it follows that A−122 and A
−1
22 A21 are strict contractions. Thus the map
L(X) = (A11X +A12)(A21X +A22)
−1
is well defined, and sends in fact the closed unit ball B1 of L(P,P+) into itself. The main point
in the proof of the theorem is to show that the map L is continuous in the weak operator
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topology from B1 into itself. Since B1 is compact in this topology (and of course convex) the
Schauder-Tychonoff theorem implies that L has a unique fixed point, say X. To conclude one
notes (see Theorem [28, 1.3.10]) that the space spanned by the elements
f +Xf, f ∈ P− (5.1)
is then negative. It is maximal negative because X cannot have a kernel (any f such that
Xf = 0 will lead to a strictly positive element of (5.1)). 
6. The spaces P(S)
We now introduce the counterparts of the kernels (1.3) in the slice hyperholomorphic setting. In
the quaternionic case signature operators are defined as in the complex case. Here we consider
real signature operators, that is, which are unitarily equivalent to an operator of the form(
I+ 0
0 −I−
)
.
It is clear that the S-spectrum is concentrated on ±1, so if J is a signature operator we define
ν−(J) as in the complex case. This follows by simple computations, that is 1±2Re(s0)+|s|2 = 0
which give ±1.
In next result we set L(H) def.= L(H,H) where H is a two sided quaternionic Hilbert space.
Definition 6.1. Let H1 and H2 be two quaternionic two-sided Hilbert spaces and let J1 ∈
L(H1) and J2 ∈ L(H2) be two real signature operators such that ν−(J1) = ν−(J2) < ∞. The
L(H1,H2)-valued function S slice hypermeromorphic in an axially symmetric s-domain Ω which
intersects the positive real line belongs to the class Sκ(J1, J2) if the kernel
KS(p, q) = J2k(p, q)− S(p) ⋆ k(p, q) ⋆r J1S(q)∗
has κ negative squares in Ω, where k(p, q) is defined in (4.6).
We do not mention the dependence of the class on Ω. As we will see, every element of these
classes has a unique meromorphic extension to H+.
To reduce the case of arbitrary signature operators (with same number of negative squares) to
the case of the identity, we define the Potapov-Ginzburg transform in the present setting. We
refer to the book [24] for the classical case, even though some formulas are also recalled in [1].
We begin with a lemma. A proof in the classical case can be found in [8, Lemma 4.4.3, p.
164] (the argument there is based on [9, Lemma 2.1, p. 20]) but we repeat the argument for
completeness. First a remark: a matrix A ∈ Hm×m is not invertible if and only if there exists
c 6= 0 ∈ Hm such that c∗A = 0. This fact can be seen for instance from [49, Theorem 7, p.
202], where it is shown that a matrix over a division ring has row rank equal to the column
rank, or [63, Corollary 1.1.8].
Lemma 6.2. Let T be a Hm×m-valued function slice hyperholomorphic in an axially symmetric
s-domain Ω which intersect the positive real line, and such that the kernel
T (p) ⋆ k(p, q) ⋆r T (q)
∗ − k(p, q)Im
has a finite number of negative squares, say κ, in Ω. Then T is invertible in Ω, with the possible
exception of a countable number of spheres.
Proof. We first show that T is invertible on Ω ∩R+ with the possible exception of a countable
number of points. Let x1, . . . , xM be zeros of T . Then, there exist vectors c1, . . . , cM such that
c∗jT (xj) = 0, j = 1, . . . ,M.
Thus
mjk = c
∗
jK(xj, xk)ck = −
c∗jck
xj + xk
.
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To conclude we apply [9, Lemma 2.1, p. 20] to the matrix with block entries χ(mjk) (which
is unitarily equivalent to the matrix χ((mjk)))) to see that the M ×M matrix with jk entry
mjk is strictly negative, and so M ≤ k. The result in [9, Lemma 2.1, p. 20] is proved for the
case of complex numbers, but extends to the quaternionic case, as is seen by using the map χ
defined in (2.3) and Lemma 2.2. 
Let now S ∈ Sκ(J1, J2) and let
S =
(
S11 S12
S21 S22
)
(6.1)
be the decomposition of S according to fundamental decompositions of the coefficient spaces.
In the statement of the following theorem, we denote by I2+ the identity of the positive space
in the fundamental decomposition of H2.
Theorem 6.3. Let S ∈ Sκ(J1, J2), defined in an axially symmetric s-domain Ω intersecting
the real positive axis, and with decomposition (6.1). Then the function S22 is ⋆-invertible in Ω,
with the possible exception of a countable number of spheres. Let
A(p) =
(
I2+ S12(p)
0 S22(p)
)
and Σ(p) =
(
S11 − S12 ⋆ S−⋆22 ⋆ S21 S12 ⋆ S−⋆22
S−⋆22 ⋆ S21 S
−⋆
22
)
(p). (6.2)
Then,
J2k(p, q)− S(p) ⋆ k(p, q) ⋆r J1S(q)∗ =
= A(p) ⋆ (k(p, q)− Σ(p) ⋆ k(p, q) ⋆r Σ(q)∗) ⋆r A(q)∗, (6.3)
and the kernel
k(p, q)− Σ(p) ⋆ k(p, q) ⋆r Σ(q)∗ (6.4)
has a finite number of negative squares on the domain of definition of Σ in Ω and hence has a
slice hyperholomorphic extension to the whole of the right half-space, with the possible exception
of a finite number of spheres.
The function Σ is called the Potapov-Ginzburg transform of S, see e.g. [9, (i), p. 25].
Proof of Theorem 6.3. To show that S22 is ⋆-invertible, we note that
(
0 I
)
(J2k(p, q)− S(p) ⋆ k(p, q) ⋆r J1S(q)∗)
(
0
I
)
= S22(p) ⋆ k(p, q) ⋆r S22(q)
∗ − k(p, q)Im.
This last kernel has therefore a finite number of negative squares, and Lemma 6.2 allows to
conclude that S22 is ⋆-invertible, and the definition of the Potapov-Ginzburg transform makes
sense.
When p ∈ Ω ∩ R+, the star product is replaced by the pointwise product and the (6.3) then
follow from [8, p. 156]. The case of p ∈ Ω follows by slice hyperholomorphic extension. The
claim on the number of negative squares of (6.4) follows
k(p, q)− Σ(p) ⋆ k(p, q) ⋆r Σ(q)∗ =
= A(p)−⋆ ⋆ (J2k(p, q)− S(p) ⋆ k(p, q) ⋆r J1S(q)∗) ⋆r (A(q)∗)−⋆r ,
(6.5)
and from an application of Proposition 2.4. 
Definition 6.4. Let S ∈ Sκ(J1, J2). We denote by P(S) the associated reproducing kernel
Pontryagin space of H2-valued functions defined in Ω and with reproducing kernel KS(p, q).
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7. Realization for elements in Sκ(J1, J2)
In this section we present a realization theorem for elements in Sκ(J1, J2), where the state space
is the reproducing kernel Pontryagin space P(S) (see Definition 6.4 for the latter). In the case
κ = 0 one could get the existence of a realization using a Cayley transform in the variable and
use our previous results in [4]. Here we give a direct proof to get a realization defined in P(S),
taking into account that κ may be strictly positive. We begin with a definition:
Definition 7.1. Let P1 and P2 be two quaternionic right Pontryagin spaces. A pair of operators
(G,A) ∈ L(P1,P2)× L(P1) is called observable (or closely outer connected) if
∩∞n=0 kerGAn = {0} .
The terminology observable is the one from the theory of linear systems, while closely outer
connected has been used in operator theory in particular by Krein and Langer, see [8].
Theorem 7.2. Let x0 be a strictly positive real number. A function S slice hyperholomorphic
in an axially symmetric s-domain Ω containing x0 is the restriction to Ω of an element of
Sκ(J1, J2) if and only if it can be written as
S(p) = H − (p − x0)
(
G− (p− x0)(p + x0)−1GA
)×
×
( |p− x0|2
|p+ x0|2A
2 − 2Re
(
p− x0
p+ x0
)
A+ I
)−1
F,
(7.1)
where A is a linear bounded operator in a right-sided quaternionic Pontryagin space Πκ of index
κ, and, with B = −(I + x0A), the operator matrix(
B F
G H
)
:
(
Πk
H1
)
−→
(
Πk
H2
)
is co-isometric. In particular S has a unique slice hypermeromorphic extension to H+. Further-
more, when the pair (G,A) is observable, the realization is unique up to a unitary isomorphism
of Pontryagin right quaternionic spaces.
Remark 7.3. When the operators are finite matrices we note that formula (7.1) can be rewrit-
ten as:
S(p) = H − (p− x0)G ⋆ ((x0 + p)I + (p− x0)B)−⋆F.
Sometimes, and by abuse of notation, we will use this expression also for the infinite dimensional
case, see Proposition 3.24 for more information.
Proof of Theorem 7.2. We proceed in a number of steps, and first prove in Steps 1-8 that a
realization of the asserted type exists with Πk = P(S). We denote by H2(J2) the space H2
endowed with the indefinite inner product
[u, v]J2 = [u, J2v]
and similarly H1(J1). Both H1(J1) and H2(J2) are quaternionic Pontryagin spaces, and they
have the same index.
Following [3, pp. 51-52] we introduce a relation R in (P(S) ⊕ H2(J2)) × (P(S) ⊕ H1(J1)) by
the linear span of the vectors((
KS(·, q)(x0 − q)u
(x0 − q)v
)
,
(
KS(·, q)(x0 + q)u− 2x0KS(·, x0)u+
√
2x0KS(·, x0)(x0 − q)v√
2x0(S(q)
∗ − S(x0)∗)u+ S(x0)∗(x0 − q)v
))
.
(7.2)
STEP 1: The relation R is isometric.
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Indeed, let (F1, G1) and (F2, G2) be two elements in the relation, corresponding to q1 ∈
Ω, u1, v1 ∈ H1 and to q2 ∈ Ω, u2, v2 ∈ H2 respectively. On the one hand we have
[F2, F1] = [(x0 − q1)KS(q1, q2)(x0 − q2)u2, u1] + [(x0 − q1)J2(x0 − q2)v2, v1].
On the other hand, with G1 =
(
g1
h1
)
where
g1(·) = KS(·, q1)(x0 + q1)u1 − 2x0KS(·, x0)u1 +
√
2x0KS(·, x0)(x0 − q1)v1,
h1 =
√
2x0(S(q1)
∗ − S(x0)∗)u1 + S(x0)∗(x0 − q1)v1
(and similarly for G2) we have
[G2, G1] = [g2, g1] + [h2, h1].
We want to show that
[F2, F1] = [g2, g1] + [h2, h1]. (7.3)
In the computations of these inner products, there are terms which involve only u1, u2, terms
which involve only v1, v2 and similarly for u1, v2 and v1, u2. We now write these inner terms
separately:
Terms involving u1, u2. To show that these terms are the same on both sides of (7.3) we have
to check that
[(x0 − q1)KS(q1, q2)(x0 − q2)u2, u1] = [(x0 + q1) (KS(q1, q2)(x0 + q2)−
− 2x0KS(x0, q2)(x0 + q2)−
−2x0(x0 + q1)KS(q1, x0) + 4x20KS(x0, x0)
)
u2, u1]+
+ 2x0[(S(q1)− S(x0))J1(S(q2)∗ − S(x0))u2, u1].
Using
k(x0, x0) =
1
2x0
and KS(x0, x0) =
1
2x0
(J2 − S(x0)J1S(x0)∗) , (7.4)
we see that this is equivalent to prove that
(x0 − q1)J2k(q1, q2)(x0 − q2)− (x0 − q1)S(q1)J1k(q1, q2)S(q2)∗(x0 − q2) =
= (x0 + q1)J2k(q1, q2)(x0 + q2)− (x0 + q1)S(q1)J1k(q1, q2)S(q2)∗(x0 + q2)−
− 2x0(J2 − S(q1)J1S(x0)∗)− 2x0(J2 − S(x0)J1S(q2)∗)+
+ 2x0 (J2 − S(x0)J1S(x0)∗)+
+ 2x0(S(q1)− S(x0)J1(S(q2)∗ − S(x0)∗).
But this amounts to check that
q1k(q1, q2) + k(q1, q2)q2 = 1,
which has been seen to hold in Proposition 4.7.
Terms involving v1, v2. To show that these terms are the same on both sides of (7.3) we have
to check that
(x0 − q1)J2(x0 − q2) = [(x0 − q1)S(x0)J1S(x0)∗(x0 − q2)v2, v1]+
+ 2x0[(x0 − q1)KS(x0, x0)(x0 − q2)v2, v1].
This follows directly from the formula for KS(x0, x0), see (7.4).
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Terms involving u2, v1. There are no such terms on the left side of (7.3) and so we need to
show that the terms on the right add up to 0. This is the case since√
2x0[(x0 − q1)S(x0)J1(S(q2)∗ − S(x0)∗)u2, v1]+
+
√
2x0[(x0 − q1) (KS(x0, q2)(x0 + q2)− 2x0KS(x0, x0)) u2, v1] =
= [Xu2, v1]
= 0
with
X =
√
2x0(x0 − q1)S(x0)J1(S(q2)∗ − S(x0)∗) +
√
2x0(x0 − q1) (J2 − S(x0)J1S(q2)∗)−
−√2x0(x0 − q1) (J2 − S(x0)J1S(x0)∗)
= 0
since
KS(x0, q2)(x0 + q2) = J2 − S(x0)J1S(q2)∗.
Terms involving u1, v2. These form a symmetric expression to the previous one, and will not
be written down.
STEP 2: The domain of R is dense.
To prove this step, let
(
f
w
)
∈ (P(S) ⊕H2(J2)) be orthogonal to DomR. Then, for all q ∈ Ω
and u, v ∈ H2 we have
[(x0 − q)f(q), u] + [(x0 − q)w, v]J2 = 0.
It follows that w = 0 and that
(x0 − q)f(q) ≡ 0, q ∈ Ω,
and so f ≡ 0 in Ω.
STEP 3: The relation R extends to the graph of an isometry
Indeed, the spaces P(S)⊕H2(J2) and P(S)⊕H1(J1) are Pontryagin spaces with same index.
By the quaternionic version of a theorem of Shumlyan (see [8, Theorem 1.4.1, p. 27] for the
classical case and [5, Theorem 7.2] for the quaternionic case) a densely defined contractive
relation defined on a pair of Pontryagin spaces with same index extends to the graph of a
contraction.
In preparation to the next step we introduce an operator Rx0 as follows. Let H be a two-sided
quaternionic Hilbert space. A H-valued function slice hyperholomorphic in a neighborhood of
x0 > 0 can be written as a convergent power series
f(p) =
∞∑
n=0
(p − x0)nfn,
where the coefficients fn ∈ H. We define
(Rx0f)(p) = (p− x0)−1(f(p)− f(x0)) def.=
{ ∑∞
n=1(p − x0)n−1fn, p 6= x0,
f1, p = x0.
(7.5)
STEP 4: Let V denotes the isometry in the previous step. We compute V ∗ and show that,
with
V ∗ =
(
B F
G H
)
: P(S) ⊕H2(J2) =⇒ P(S)⊕H2(J1), (7.6)
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we have H = S(x0) and
Bf = −(I + 2x0Rx0)f, (7.7)
Fu = −√2x0Rx0Su, (7.8)
Gf =
√
2x0f(x0). (7.9)
To compute (7.7) let f ∈ P(S) and (p, u) ∈ Ω×H2. We have
[(x0 − p)(Bf(p)), u] = [Bf,KS(·, p)(x0 − p)u]
= [f,B∗(KS(·, p)(x0 − p)u)]
= [f,KS(·, p)(x0 + p)u− 2x0KS(·, x0)u]
= [(p+ x0)f(p)− 2x0f(x0), u],
and so
(x0 − p)(Bf(p)) = (p+ x0)f(p)− 2x0f(x0), p ∈ Ω,
which can be rewritten as (7.7).
Similarly, to compute (7.8) let v ∈ H2. We have:
[(x0 − p)((Fv)(p)), u] = [Fv,KS(·, p)(x0 − p)u]
= [v,
√
2x0(S(p)
∗ − S(x0)∗)u]
= [
√
2x0(S(p)− S(x0))v, u],
and so
(x0 − p)(Fv(p)) =
√
2x0(S(p)− S(x0))v, p ∈ Ω.
Finally, we have:
[(x0 − p)Gf, v] = [Gf, (x0 − p)v]
= [f,G∗(x0 − p)v)]
= [f,
√
2x0KS(·, x0)(x0 − p)v]
=
√
2x0[(x0 − p)f(x0), v].
where we have used (2.1) to get the first equality.
STEP 5: We prove (7.1) for real p near x0: The operator I + 2x0Rx0 is bounded and so is the
operator Rx0 (with x0 > 0). Let f ∈ P(S), with power series expansion
f(p) =
∞∑
n=0
(p− x0)nfn, f0, f1, . . . ∈ H2,
around x0. We have for real p = x near x0:
f(x) =
∞∑
n=0
(x− x0)nfn
=
1√
2x0
∞∑
n=0
(x− x0)nGRnx0f
=
1√
2x0
G(I − (x− x0)Rx0)−1f.
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Applying this formula to f = Rx0Su = − 1√2x0Fu where u ∈ H1 we have
(Rx0Su)(x) = −G(2x0I − 2(x− x0)x0Rx0)−1Fu
and so, since B = −I − 2x0Rx0 ,
S(x)u = S(x0)u+ (x− x0)(Rx0Su)(x)
= S(x0)u− (x− x0)G(2x0I − 2(x− x0)x0Rx0)−1Fu
= S(x0)u− (x− x0)G(2x0I + (x− x0)(B + I))−1Fu
= S(x0)u− (x− x0)G((x+ x0)I + (x− x0)B)−1Fu.
STEP 6: Assume that J1 = IH1 and J2 = IH2 . Then, the operator (x0 + x)I + (x − x0)B is
invertible for all real x, with the possible exception of a finite set in R.
Assume first the kernel KS to be positive definite. Then, the operator matrix (7.6) is a
contraction between Hilbert spaces and so B is a Hilbert space contraction, and the operator
I − x0 − x
x0 + x
B
is invertible for all x > 0, with the possible exception of a finite set, since |x0−x
x0+x
| < 1 for such
x.
Assume now that P(S) is a Pontryagin space. The operator V ∗ is a contraction between
Pontryagin spaces of same index, and so its adjoint V is a contraction (see [6, Theorem 7.2]).
So it holds that
B∗B +G∗G ≤ I.
But
〈G∗Gf, f〉 = 〈Gf,Gf〉H2 ≥ 0
since J2 = IH2 and so B is a contraction. It admits a maximal strictly negative invariant
subspace, say M (see [28, Theorem 1.3.11] for the complex case and Theorem 5.6 for the
quaternionic case). Writing
P(S) =M[+]M[⊥],
the operator matrix representation of B is upper triangular with respect to this decomposition
where
B =
(
B11 B12
0 B22
)
.
The operator B22 is a contraction from the Hilbert space M[⊥] into itself, and so I − x0−xx0+xB22
is invertible for every x > 0, with the possible exception of a finite set. The operator B11 is
a contraction from the finite dimensional anti-Hilbert space M onto itself, and so has right
eigenvalues outside the open unit ball. So the operator I − x0−x
x0+x
B11, is invertible in x > 0,
except the points x 6= x0 such that x+x0x−x0 is a real eigenvalue of B11 of modulus greater or equal
to 1. There is a finite number of such points since, see [64, Corollary 5.2, p. 39], a n × n
quaternionic matrix has exactly n right eigenvalues (counting multiplicity) up to equivalence
(in other words, it has exactly n spheres of eigenvalues).
It follows that the operator
I − x0 − x
x0 + x
B =
(
I − x0−x
x0+x
B11 −x0−xx0+xB12
0 I − x0−x
x0+x
B22
)
is invertible for all x > 0, with the possible exception of a finite number of points.
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STEP 7: Assume that J1 = IH1 and J2 = IH2 . The function S admits a slice hypermeromor-
phic extension to H+, with the possible exception of a finite number of spheres.
We note that, for p ∈ H near x0 we can extend S(x)u computed in STEP 5 to a slice hyper-
holomorphic function:
S(p)u = S(x0)u+
x0 − p
x0 + p
G ⋆
(
I − x0 − p
x0 + p
B
)−⋆
Fu
=S(x0)u+
p− x0
p+ x0
⋆
(
G− x0 − p¯
x0 + p¯
GB
)( |x0 − p|2
|x0 + p|2B
2 − 2Re
(
x0 − p
x0 + p
)
B + I
)−1
Fu.
Let t = Re q|q|2 where q =
x0−p
x0+p
. We have
|q|2B2 − 2(Re q)B + I = |q|2
(
B211 − 2tB11 + 1|q|2 B11B12 +B12B22 − 2tB12 + 1|q|2
0 B222 − 2tB22 + 1|q|2
)
.
By the property of the resolvent, the operator B222−2tB22+ 1|q|2 is invertible for q such that 1|q|2
is in the resolvent set of B22. Since B22 is a Hilbert space contraction, this happens in partic-
ular when |q| < 1, see [25], proof of Theorem 4.8.11. Similarly the operator B211 − 2tB11 + 1|q|2
is invertible if and only if 1|q|2 is in the resolvent set of B11. Since B11 is a finite dimensional
Hilbert space expansion, it has just point S-spectrum which is inside the closed unit ball. The
point S-spectrum coincides with the set of right eigenvalues, see Remark 3.22, and it consists
of a finite number of (possibly degenerate) spheres.
We now consider the case of arbitrary signature matrices, with same negative index.
STEP 8: We use the Potapov-Ginzburg transform to show that S has a meromorphic extension.
This follows from computing S from its Potapov-Ginzburg transform.
STEP 9: Any S with a realization of the form (7.1) is in a class Sκ(J1, J2).
Indeed, for real p = x and q = y near x0, the existence of the realization leads to
J2 − S(x)J1S(y)∗
x+ y
= G(I(x0 + x)− (x+ x0)B)−1(I(y + x0)− (y − x0)B)−∗G∗,
where B = −(I + x0A). Thus, with K(x, y) = G(I(x0 + x) − (x + x0)B)−1(I(y + x0) − (y −
x0)B)
−∗G∗,
J2 − S(x)J1S(y)∗ = xK(x, y) +K(x, y)y
and the result follows by observing that (7.1) is the hyperholomorphic extension.
STEP 10: The realization is unique up to isomorphism when it is observable.
We follow [8]. Let p be a real number and set x = p−x0
p+x0
. When p varies in a real neighborhood
of x0 then x varies in a real neighborhood I0 of the origin. For x, y ∈ I0 we have
J2 − S(x)J1S(y)∗
1− xy = G1(IP1 − xB1)
−1(IP1 − yB1)−∗G∗1 = G2(IP2 − xB2)−1(IP2 − yB2)−∗G∗2,
where the indices 1 and 2 correspond to two observable and coisometric realizations, with state
spaces P1 and P2 respectively. Then the domain and range of the relation R spanned by the
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pairs
((IP1 − yB1)−∗G∗1h, (IP2 − yB2)−∗G∗2k), h, k ∈ H2,
are dense. By the quaternionic version of a theorem of Shmulyan (see [5, Theorem 7.2]) R is
the graph of a unitary map, which provides the desired equivalence. The arguments are as in
[8]. 
Remark 7.4. In the case x0 → 0, we can rewrite the computations with
G0f = f(x0)
F0u = Rx0Su
I +B = −x0Rx0 ,
I −B = 2I + x0Rx0 ;
we have that
S(p)u = S(x0)u+ (p− x0)G ⋆
(
Mℓx0+p +Mℓp−x0B
)−1
F0u
= S(x0) + (p− x0)2x0G0 ⋆ (x0(I −B) + p(I +B))−1 F0u
= S(x0) + (p− x0)G0 ⋆ (I + x0Rx0 − pRx0)−1 F0u
which tends formally to the backward shift realization as x0 → 0.
Example 7.5. We now show how to obtain a realization for a Blaschke factor ba(p). For real
p = x, using formula (4.10) we obtain that ba(x) = (x− a¯)−1(x− a), moreover
ba(x) = ba(1) + ba(x)− ba(1)
=
1− a
1 + a¯
+ (x− 1) 2Re(a)
(x + a)(1 + a)
=
1− a
1 + a¯
+ (x− 1) 2Re(a)
(x + 1−B1+B )(1 + a)
, where B =
1− a
1 + a
=
1− a
1 + a¯
+ (x− 1) 2Re(a)(1 +B)
(x(1 +B) + (1−B))(1 + a)
=
1− a
1 + a¯
+ (x− 1) 2Re(a)
(x(1 +B) + (1−B))
2
(1 + a)2
=
1− a
1 + a¯
+ (x− 1)2Re(a)
1 + a
((x+ 1) + (x− 1)B)−1 2
1 + a
since
1 +B
1 + a
=
2
(1 + a)2
.
Now note that
ba(p) = H − (p− 1)G ⋆ ((p + 1) + (p− 1)B)−⋆F
is slice hyperholomorphic, extends S(x), and
(
B F
G H
)
=


1− a
1 + a
2
√
Re a
1 + a
−2
√
Re a
1 + a
1− a
1 + a¯

 .
This matrix is unitary.
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We now present an example of functions in a class S0(J, J). Consider a linear bounded operator
A in a right quaternionic Hilbert space H, and assume that A + A∗ is finite dimensional, say
of rank m. We can thus write:
A+A∗ = −CJC∗,
where J ∈ Hm×m is a real signature matrix, and where C is linear bounded operator from Hm
into H. We will assume (C,A) observable.
Remark 7.6. The pair (C,A) is observable if and only if there is no non trivial invariant
subspace of A on which A+A∗ = 0.
The proof of this lemma is as in the complex case, and will be omitted.
We conclude this section with an example of a function in S0(J, J), which, by analogy with the
classical case, we call the characteristic operator function of the operator. Connections with
operator models will be considered elsewhere, but we remark here that the function S in (7.10)
defined uniquely A when the pair (C,A) is observable.
Definition 7.7. The function
S(p) = I − pC∗ ⋆ (I − pA)−⋆CJ (7.10)
is called the characteristic operator function of the operator A.
Theorem 7.8. The characteristic operator function belongs to S0(J, J).
Proof. Let
K(p, q) = C∗ ⋆ (I − pA)−⋆(I − qA∗)−⋆r ⋆r C.
Then it holds that
J − S(p)JS(q)∗ = pK(p, q) +K(p, q)q.
This formula is proved by first considering the case of real p and q, and taking the slice
hyperholomorphic extension, and proves that S ∈ S0(J, J). 
We note that formula (7.10) corresponds to a realization centered at 0, as in Remark 7.4, and
not to a realization of the form (7.1). It would be interesting to find a functional model for
the operator A in terms of S. The special case where S is a (possibly infinite convergent)
Blaschke product is of special interest. The case of general S leads to the question of finding
the ⋆-multiplicative structure of elements in S0(J, J), that is the counterpart of the paper [55]
in the present setting.
8. The space L(Φ) and realizations for generalized positive functions
In the present section we give realization for a generalized positive function with L(Φ) as state
space. Note that a Cayley transform (with real coefficients) will map a generalized positive
function into a generalized Schur function, and even more a Cayley trasform on the variable
will reduce the problem to the case of a Schur function of the quaternionic unit ball. But this
procedure will not lead an intrinsic realization in the natural space associated to generalized
positive function.
8.1. The indefinite case.
Definition 8.1. Let H be a quaternionic Hilbert space, and let J ∈ L(H) be a real signature
operator. A L(H)-valued function Φ slice hyperholomorphic in an axially symmetric s-domain
Ω which intersects the positive real line belongs to the class GPκ(J) if the kernel
KΦ(p, q) = JΦ(p) ⋆ k(p, q) + k(p, q) ⋆r Φ(q)
∗J (8.1)
has κ negative squares in Ω.
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Lemma 8.2. The kernel KΦ satisfies
pKΦ(p, q) +KΦ(p, q)q = JΦ(p) + Φ(q)
∗J. (8.2)
Proof. It follows with immediate computations from Proposition 4.7. 
As in the case of generalized Schur functions, we do not mention the dependence of the class
on Ω since, as we prove later, every element of a class GPκ(J) has a unique slice hypermero-
morphic extension to H+.
We note that J does not play a role, as noted in [42, p. 358, footnote], and could be set
to be the identity. We denote by H a two sided quaternionic Hilbert space, and recall that
L(H)=L(H,H).
Theorem 8.3. A L(H)-valued function Φ slice hyperholomorphic in an axially symmetric
s-domain Ω containing x0 > 0 is in the class GPκ(J) if and only if there exists a right quater-
nionic Pontryagin space Πκ of index κ and operators(
B F
G H
)
:
(
Πk
H
)
−→
(
Πk
H
)
verifying
(I + 2x0B)(I + 2x0B)
∗ = I
and such that Φ can be written as
Φ(p) = H − (p − x0)G ⋆ ((p+ x0)I + (p− x0)B)−⋆F. (8.3)
Furthermore, Φ has a unique slice hypermeromorphic extension to H+. Finally, when the pair
(G,B) is observable, the realization is unique up to a unitary isomorphism of Pontryagin right
quaternionic spaces.
Proof. Given Φ ∈ GPκ(J), we denote by L(Φ) associated right reproducing kernel Pontryagin
space of H-valued functions with reproducing kernel KΦ. We proceed in a number of steps to
prove the theorem.
STEP 1: The formula
(p− x0)(Bh(p)) = (p+ x0)h(p)− 2x0h(x0), h ∈ L(Φ). (8.4)
defines a (continuous) coisometry in L(Φ).
Indeed, define a relation Rx0 on L(Φ)× L(Φ) generated by the linear span of the pairs
Rx0 = (KΦ(·, p)(p − x0)u, (KΦ(·, p)−KΦ(·, x0))u) . (8.5)
Then the following holds:
(f, g) ∈ Rx0 =⇒ [f, f ] = [f + 2x0g, f + 2x0g]. (8.6)
We first prove that
[f, g] + [g, f ] + 2x0[g, g] = 0. (8.7)
An element in Rx0 can be written as (f, g) with
f(p) =
m∑
j=1
KΦ(p, pj)(pj − x0)uj
g(p) =
m∑
j=1
KΦ(p, pj)uj −KΦ(p, x0)d, where d =
m∑
j=1
uj.
(8.8)
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With f and g as in (8.8) we have:
[f, g] =

 m∑
i,j=1
u∗iKΦ(pi, pj)(pj − x0)uj

− d∗

 m∑
j=1
KΦ(x0, pj)(pj − x0)uj

 ,
[g, f ] =

 m∑
i,j=1
u∗i (pi − x0)KΦ(pi, pj)uj

−
(
m∑
i=1
u∗i (pi − x0)KΦ(pi, x0)
)
d.
Thus
[f, g] + [g, f ] = −2x0

 m∑
i,j=1
u∗iKΦ(pi, pj)uj

+
+
m∑
i,j=1
u∗i {piKΦ(pi, pj) +KΦ(pi, pj)pj}uj − d∗

 m∑
j=1
KΦ(x0, pj)pjuj

+
+ x0d
∗

 m∑
j=1
KΦ(x0, pj)uj

−
(
m∑
i=1
u∗i piKΦ(pi, x0)
)
d+
+ x0

 m∑
j=1
u∗jKΦ(pj , x0)

 d.
Taking into account (8.2) we have
[f, g] + [g, f ] = −2x0

 m∑
i,j=1
u∗iKΦ(pi, pj)uj

+
+
(
m∑
i=1
u∗iJΦ(pi)
)
d+ d∗

 m∑
j=1
Φ(pj)
∗Juj

−
− d∗

 m∑
j=1
KΦ(x0, pj)pjuj

+ x0d∗

 m∑
j=1
KΦ(x0, pj)uj

−
−
(
m∑
i=1
u∗i piKΦ(pi, x0)
)
d+ x0
(
m∑
i=1
u∗iKΦ(pi, x0)
)
d.
We now turn to [g, g]. We have:
[g, g] =

 m∑
i,j=1
u∗i (KΦ(pi, pj)uj

− d∗

 m∑
j=1
KΦ(x0, pj)uj

−
−
(
m∑
i=1
u∗iKΦ(pi, x0)
)
d+ d∗KΦ(x0, x0)d.
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Thus
[f, g] + [g, f ] + 2x0[g, g] =
(
m∑
i=1
u∗iJΦ(pi)
)
d+ d∗

 m∑
j=1
Φ(pj)
∗Juj

−
− d∗

 m∑
j=1
KΦ(x0, pj)pjuj

− x0d∗

 m∑
j=1
KΦ(x0, pj)uj

−
−
(
m∑
i=1
u∗i piKΦ(pi, x0)
)
d− x0
(
m∑
i=1
u∗iKΦ(pi, x0)
)
d+
+ 2x0d
∗KΦ(x0, x0)d
=
(
m∑
i
u∗iJΦ(pi)
)
d+ d∗

 m∑
j=1
Φ(pj)
∗Juj

−
− d∗

 m∑
j=1
KΦ(x0, pj)(pj + x0)uj

−
−

 m∑
j=1
u∗i (pi + x0)KΦ(pi, x0)

 d+ 2d∗x0KΦ(x0, x0)d
using
KΦ(x0, x0) =
1
2x0
(JΦ(x0) + Φ(x0)
∗J) ,
we obtain
[f, g] + [g, f ] + 2x0[g, g] =
(
m∑
i
u∗iJΦ(pi)
)
d+ d∗

 m∑
j=1
Φ(pj)
∗Juj

−
− d∗

∑
j=1
(JΦ(x0) + Φ(pj)
∗J)uj

−
−

 m∑
j=1
u∗i (JΦ(pi) + Φ(x0)
∗J)

 d+ 2d∗x0KΦ(x0, x0)d
= 0
and so we have proved (8.7). Equation (8.6) follows since
[f + 2x0g, f + 2x0g] = [f, f ] + 2x0 ([f, g] + [g, f ] + 2x0[g, g]) .
Equation (8.7) expresses that the linear space of functions (f, f + 2x0g) with f, g as in (8.8)
define an isometric relation R from the Pontryagin space L(Φ) into itself. Let now h ∈ L(Φ)
be such that
[h,KΦ(·, p)(p − x0)u] = 0 ∀p ∈ Ω and u ∈ H.
Then
(p− x0)h(p) = 0, ∀p ∈ Ω
and h ≡ 0 in Ω (recall that the elements of L(Φ) are slice hyperholomorphic in Ω). Thus the
domain of this relation is dense. By the quaternionic version of Shmulyan’s theorem (see [5,
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Theorem 7.2]), R extends to the graph of a (continuous) isometry, say B∗, on L(Φ). We have
for h ∈ L(Φ)
u∗(p− x0)((Bh(p)) = [Bh,KΦ(·, p)(p − x0)u]
= [h,B∗(KΦ(·, p)(p − x0)u)]
= [h,KΦ(·, p)(p − x0)u+ 2(KΦ(·, p)−KΦ(·, p))u]
= u∗ ((p− x0)h(p) + 2h(x0)− 2h(x0))
= u∗ ((p+ x0)h(p)− 2h(x0)) .
We note that Rx0 extends to the graph of R∗x0 .
STEP 2: The function p 7→ Rx0Φη belongs to L(Φ) for every η ∈ H and the operator F from
H into L(Φ) defined by
Fη = Rx0Φη
is bounded.
We note that B = I + 2x0Rx0 and so Rx0 is a bounded operator in L(Φ). From (8.2) we have
for ξ ∈ H
JΦ(p)ξ +Φ(x0)
∗Jξ = pKΦ(p, x0)ξ +KΦ(p, x0)ξx0. (8.9)
Apply Rx0 on both sides (as an operator on slice hyperholomorphic functions; the two sides of
(8.9) will no belong to L(Φ) in general). Note that
Rx0(pf(p)) = f(p) + x0(Rx0f)(p),
and so we obtain
Rx0ΦJξ = KΦ(p, x0)ξ + x0(Rx0KΦ(·, x0)ξ)(p) + (Rx0KΦ(p, x0)ξx0)(p),
and this expresses Rx0ΦJξ as an element of L(Φ) since Rx0 is bounded in L(Φ) and so the
elements on the right side of the above equality belong to L(Φ). This ends the proof of the
first claim since J is invertible. Finally, to see that the operator F is bounded we remark that
it is closed and everywhere defined.
We remark that the argument is different from the one for the corresponding operator F (de-
fined by (7.8)) in the spaces P(S). In the classical case, the argument we are aware of, uses
a Cayley transform to go back to the case of generalized Schur functions. The argument we
presented here is probably known in the classical case, but we are not aware of any reference
for it.
STEP 3: The realization formula (8.3) holds.
The proof is the same as the one in STEP 6 for S.
STEP 4: The function Φ admits a slice hypermeromorphic extension to H+
Recall that T = I + 2x0B is co-isometric. Using Theorem 5.6 we can thus write T as
T =
(
T11 T12
0 T22
)
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where T11 is a bijective contraction from a anti-Hilbert space onto itself, and T22 is a contraction
from a Hilbert space into itself. Thus for x > 0 in a neighborhood of x0,
(1 + x)I + (x− 1)B = (1 + x)I + (x− 1)
(
T − I
2
)
= (3 + x) + (x− 1)T
= (3 + x)
(
I +
(
x−1
3+xT11
x−1
3+xT12
0 x−13+xT22
))
and hence the result by slice hyperholomorphic extension since q−13+q sends H+ into B1.
STEP 5: A function Φ admitting a realization of the form (8.3) is in a class GPκ(J).
The proof is as in the case of the functions S and is based on the identity
JΦ(x) + Φ(y)∗J = (x+ y)G(I(x0 + x)− (x0 − x)B)−1(I(x0 + y)− (x0 − y)B)−∗,
where x, y are real and in a neighborhood of x0.
STEP 6: An observable realization of the form (8.3) is unique up to a isomorphism of quater-
nionic Pontryagin spaces.

We note that the relation (8.5) is inspired from [14, p. 708] and more generally, by the
constructions of the ”ǫ-method” developed in the papers of Krein and Langer; see for instance
[42, 43] for the latter.
Corollary 8.4. In L(Φ) it holds that
Rx0 +R
∗
x0
= −2x0R∗x0Rx0 . (8.10)
Proof. This is a rewriting of (8.6). 
We note that (8.10) is a special case of the structural identity characterizing L(Φ) spaces in
the complex case, see [22]. To ease the notation we consider the case J = I.
Theorem 8.5. Let the L(H)-valued function Φ be slice hyperholomorphic in an axially sym-
metric s-domain Ω containing p = 0, such that the associated space does not contain non zero
constants, and has its elements slice hyperholomorphic in a neighborhood of the origin. Assume
that Φ ∈ GPκ(I). Then there exists a right quaternionic Hilbert space H1 and operators(
A B
C D
)
: H1 ⊕H −→ H1 ⊕H
such that
Φ(p) = D + pC ⋆ (IH1 − pA)−⋆B (8.11)
and
Re
(
A B
C D
)(
IH1 0
0 −IH
)
= 0.
Proof. We first define a linear relation RΦ in (L(Φ)⊕H)× (L(Φ)⊕H) via the formulas((−KΦ(·, q)qu
u
)
,
(
KΦ(·, q)u
Φ(q)∗u
))
. (8.12)
STEP 1: The relation RΦ satisfies
Re 〈
(
f
−g
)
,
(
F
G
)
〉 = 0. (8.13)
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Furthermore, it has dense domain since the space L(Φ) contains no non zero constant functions.
Let (
f
−g
)
= −
t∑
n=1
(
KΦ(·, qn)qnun
un
)
,
and (
F
G
)
=
t∑
n=1
(
KΦ(·, qn)un
Φ(qn)
∗un
)
.
Then
〈
(
f
−g
)
,
(
F
G
)
〉 = −
t∑
n,m=1
u∗mKΦ(qm, qn)qnun + u
∗
mΦ(qn)um
so that, using (8.2), we obtain
Re 〈
(
f
−g
)
,
(
F
G
)
〉 = 0.
STEP 2: The relation RΦ is the graph of a densely defined operator which has a continuous
extension, and its adjoint is the backward-shift realization(
A B
C D
)
,
where
pAf(p) = f(p)− f(0),
pBu(p) = (Φ(p)− Φ(0))u,
Cf = f(0),
Du = Φ(0)u.
We only have to consider the operator B. Consider a family T of pairs (q, u) ∈ Ω × H such
that the functions KΦ(·, q)u are linearly independent and span the space of all the functions
KΦ(·, p)v, where p runs through all of Ω and v runs through all of H. Define a densely defined
operator from L(Φ) into H by
X(KΦ(·, p)u) = (Φ(p)∗ − Φ(0)∗)u, (p, u) ∈ A.
We claim that X has an adjoint which is the operator B above. To see that, we remark that
(8.13) can be rewritten as
〈
(
f
−g
)
,
(
A∗ C∗
X D∗
)(
f
g
)
〉+ 〈
(
A∗ C∗
X D∗
)(
f
g
)
,
(
f
−g
)
〉 = 0. (8.14)
Using the quaternionic polarization formula it follows that for any(
f1
g1
)
and
(
f2
g2
)
in the domain of RΦ we have
〈
(
f1
−g1
)
,
(
A∗ B∗
X D∗
)(
f2
g2
)
〉+ 〈
(
A∗ B∗
X D∗
)(
f1
g1
)
,
(
f2
−g2
)
〉 = 0 (8.15)
and so RΦ has an adjoint and so does X.

It is useful to note that the operator B appearing in the previous theorem is the opposite of
the operator in (7.7).
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Example 8.6. As an illustration of the previous theorem consider the function
ϕ(p) = (p+ a)−⋆, (8.16)
where a ∈ H is such that Re a = 0. Set
M(p, q) = (p+ a)−⋆(q + a)−⋆.
Since a+ a = 0 we have
pM(p, q) +M(p, q)q = ϕ(p) + ϕ(q),
and so ϕ is a positive function. For p = x > 0 we have
ϕ(x) = a−1 − x
(1 + xa−1)a2
,
which leads to the realization (8.11) with(
A B
C D
)
=
(−a−1 a−1
−a−1 a−1
)
So
Re
(
A B
C D
)(
1 0
0 −1
)
= −(a−1 + a−1)
(
1 1
1 1
)
=
(
0 0
0 0
)
since a+ a = 0.
8.2. The positive case. In this section we prove one theorem in the case κ = 0 and J = I.
We say that the function Φ is positive rather that writing Φ ∈ GP0(I). The proof uses the
existence of a squareroot of a positive operator in a quaternionic Pontryagin space. In the
indefinite case, such a result still exists in the complex case (this is called the Bognar-Kramli
theorem, see [21, Theorem 2.1 p. 149], [28, Theorem 1.1.2]). A quaternionic version of this
factorization theorem is not available at present.
Theorem 8.7. Let Φ be slice-hyperholomorphic in an axially symmetric s-domain of the origin
with realization (8.11) such that
Re
(
A B
C D
)(
IH1 0
0 −IH
)
≤ 0
Then Φ is positive.
Proof. We first note that a positive operator T , in a quaternionic Hilbert space has a squareroot,
that is, there exists a positive operator X such that X2 = T . The proof uses the spectral
theorem, which holds for Hermitian operators in quaternionic Hilbert spaces. The theorem is
mentioned without proof in a number of papers (see for instance [34], [61], [62]). The spectrum
used in these works is not the S-spectrum, see [25, p. 141]); a proof is given in the preprint
[7]. Another way to prove the existence of a squareroot is to define (assuming first ‖T‖ ≤ 1),
as in the complex case, a sequence of operators X0,X1, . . . by X0 = 0 and
Xn+1 =
1
2
((I − T ) +X2n), n = 0, 1, . . . ,
(see for instance [39, p. 64]) and check that:
(1) A weakly convergent increasing sequence of positive operators converges strongly.
(2) An increasing family (Xn)n∈N of bounded positive operators such that
lim
n→∞〈Xnf, f〉 <∞, ∀f ∈ H
converges strongly to a positive operator. Since the arguments do not differ from the complex
case we omit them.
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Let X be the squareroot of −Re
(
A B
C D
)(
IH1 0
0 −IH
)
. We write
X =
(
L
K
)
where L is a linear operator from H × H1 into H and K is a a linear operator from H ×H1
into H1.
Let now
Re
(
A B
C D
)(
IH1 0
0 −IH
)
= −
(
L
K
)(
L
K
)∗
,
Then
Φ(x) + Φ(y)∗ = D +D∗ + xC(I − xA)−1B + yB∗(I − yA)−∗C∗
= KK∗ + xC(I − xA)−1(C∗ − LK∗)+
+ y(C −KL∗)(I − yA)−∗C∗
= (K − xC(I − xA)−1L)(K − yC(I − yA)−1L)∗+
+ xC(I − xA)−1C∗ + yC(I − yA)−∗C∗−
− xyC(I − xA)−1LL∗(I − yA)−∗C∗.
But, using A+A∗ + LL∗ = 0, we have
xC(I − xA)−1C∗ + yC(I − yA)−∗C∗ − xyC(I − xA)−1LL∗(I − yA)−∗C∗ =
(x+ y)C(I − xA)−1(I − yA)−∗C∗
The claim follows by slice-hyperholomorphic extension. 
We note that the computations are classical, see for instance [33], [32, Theorem 3.3, p. 26].
We conclude this section with an example of elements of GP0(I) (that is, positive functions)
which play an important role in models for pairs of anti self-adjoint operators. This originates
with the paper of de Branges and Rovnyak [23]. We refer to [11, 12, 41] for examples and
applications of the model of de Branges and Rovnyak. In this section, we briefly outline how
a positive function also appears in the present setting. We follow the approach of [12], and
consider bounded operators for the sake of illustration. The proof of the following lemma is as
in [12, p. 18] and is omitted.
Proposition 8.8. Let T+ and T− be two anti-self-adjoint operators in the quaternionic space
H. Then:
(1) The space
∩∞u=1 ker(T u+ − T u−) (8.17)
is the largest subspace, invariant under T+ and T− and on which they coincide.
(2) Assume that rankT+−T− = n <∞. Then there exists a n×n matrix J ∈ Hn×n such that
J2 = −In and J∗ = −J , and a linear bounded operator C from H into Hn such that
T+ − T− = −C∗JC.
Theorem 8.9. Using the notation of the preceding lemma, the function
Φ(p) = J + C ⋆ (pI − T+)−⋆C∗
is positive and its inverse is equal to
Φ−⋆(p) = −J − JC ⋆ (pT − T−)−⋆C∗J.
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Proof. For x, y on the positive real axis we have (recall that T ∗+ = −T+)
Φ(x) + Φ(y)∗ = J + J∗ + C(xI − T+)−1C∗ + C(yI − T+)−∗C∗)
= C(xI − T+)−1C∗ + C(yI + T+)−1C∗
= xK(x, y) +K(x, y)y,
whereK(x, y) = C(xI−T+)−1(yI−T+)−∗C∗. The result follows then by slice hyperholomorphic
extension.
Still for positive x and using for instance formula (3.11) we have
Φ(x)−1 = J−1 − J−1C(xI − (T+ − C∗J−1C∗)−1C∗J−1
= −J − JC(xI − T−)−1C∗J.
The formula for Φ−1 follows then by slice hyperholomorphic extension. 
When the space (8.8) in Proposition 8.8 is trivial the function Φ characterizes the pair (T+, T−).
Models for pairs of (possibly unbounded) anti-self-adjoint operators in a quaternionic Hilbert
space in terms of the reproducing kernel Hilbert spaces L(Φ) and L(Φ−1), and related trace
formulas similar to the ones presented in the papers [23, 12] will be considered elsewhere.
Acknowledgments. The authors are grateful to the anonymous referee for carefully reading
the manuscript and for the useful comments.
References
[1] D. Alpay. The Schur algorithm, reproducing kernel spaces and system theory. American Mathematical So-
ciety, Providence, RI, 2001. Translated from the 1998 French original by Stephen S. Wilson, Panoramas et
Synthe`ses.
[2] D. Alpay, V. Bolotnikov, F. Colombo, and I. Sabadini. Self-mappings of the quaternionic unit ball, multiplier
properties, Schwarz-Pick inequality, and Nevanlinna-Pick interpolation problem. to appear in Indiana Univ.
Math. J.
[3] D. Alpay, V. Bolotnikov, A. Dijksma, and H.S.V. de Snoo. On some operator colligations and associated
reproducing kernel Pontryagin spaces. J. Funct. Anal., 136:39–80, 1996.
[4] D. Alpay, F. Colombo, and I. Sabadini. Schur functions and their realizations in the slice hyperholomorphic
setting. Integral Equations and Operator Theory, 72:253–289, 2012.
[5] D. Alpay, F. Colombo, and I. Sabadini. Pontryagin de Branges Rovnyak spaces of slice hyperholomorphic
functions. Journal d’analyse mathe´matique, 121:87–125, 2013.
[6] D. Alpay, F. Colombo, and I. Sabadini. Kre˘ın-Langer factorization and related topics in the slice hyper-
holomorphic setting. Journal of Geometric Analysis, 24: 843–872, 2014.
[7] D. Alpay, F. Colombo, and I. Sabadini. Inner product spaces and Kre˘ın spaces in the quaternionic setting
in Recent advances in inverse scattering, Schur analysis and stochastic processes. A collection of papers
dedicated to Lev Sakhnovich, Operator Theory Advances and Applications. Linear Operators and Linear
Systems, 2014.
[8] D. Alpay, A. Dijksma, J. Rovnyak, and H. de Snoo. Schur functions, operator colligations, and reproducing
kernel Pontryagin spaces, volume 96 of Operator theory: Advances and Applications. Birkha¨user Verlag,
Basel, 1997.
[9] D. Alpay, A. Dijksma, J. van der Ploeg, and H.S.V. de Snoo. Holomorphic operators between Kre˘ın spaces
and the number of squares of associated kernels, volume 59 of Operator Theory: Advances and Applications,
pages 11–29. Birkha¨user Verlag, Basel, 1992.
[10] D. Alpay and H. Dym. On applications of reproducing kernel spaces to the Schur algorithm and rational
J-unitary factorization. In I. Gohberg, editor, I. Schur methods in operator theory and signal processing,
volume 18 of Operator Theory: Advances and Applications, pages 89–159. Birkha¨user Verlag, Basel, 1986.
[11] D. Alpay and I. Gohberg. A trace formula for canonical differential expressions. J. Funct. Anal., 197(2):489–
525, 2003.
[12] D. Alpay and I. Gohberg. Pairs of selfadjoint operators and their invariants. Algebra i Analiz, 16(1):70–120,
2004.
[13] D. Alpay and M. Shapiro. Reproducing kernel quaternionic Pontryagin spaces. Integral Equations and
Operator Theory, 50:431–476, 2004.
43
[14] D. Alpay, O. Timoshenko, and D. Volok. Carathe´odory functions in the Banach space setting. Linear Algebra
Appl., 425:700–713, 2007.
[15] B.D.O. Anderson and J. B. Moore, “Algebraic Structure of Generalized Positive Real Matrices”, SIAM J.
Control, Vol. 6, pp. 615-624, 1968.
[16] B.D.O. Anderson and S. Vongpanitlerd, Networks Analysis and Synthesis, A Modern Systems Theory Ap-
proach, Prentice-Hall, New Jersey, 1973.
[17] Y. Arlinskii, S. Belyi, and E. Tsekanovskii. Conservative realizations of Herglotz-Nevanlinna functions,
volume 217 of Operator Theory: Advances and Applications. Birkha¨user/Springer Basel AG, Basel, 2011.
[18] Y. Arlinski˘ı, S. Belyi, V. Derkach, and E. Tsekanovskii. On realization of the Kre˘ın-Langer class Nκ of
matrix-valued functions in Pontryagin spaces. Math. Nachr., 281(10):1380–1399, 2008.
[19] J. Ball, I. Gohberg, and L. Rodman. Simultaneous residue interpolation problems for rational matrix func-
tions. Integral Equations and Operator Theory, 13:611–637, 1990.
[20] V. Belevich, Classical Network Theory, Holden Day, San-Francisco, 1968.
[21] J. Bogna´r. Indefinite inner product spaces. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 78.
Springer–Verlag, Berlin, 1974.
[22] L. de Branges. Espaces Hilbertiens de fonctions entie`res. Masson, Paris, 1972.
[23] L. de Branges and J. Rovnyak. Canonical models in quantum scattering theory. In C. Wilcox, editor,
Perturbation theory and its applications in quantum mechanics, pages 295–392. Wiley, New York, 1966.
[24] M. S. Brodski˘ı. Triangular and Jordan representations of linear operators. American Mathematical Soci-
ety, Providence, R.I., 1971. Translated from the Russian by J. M. Danskin, Translations of Mathematical
Monographs, Vol. 32.
[25] F. Colombo, I. Sabadini, and D. C. Struppa. Noncommutative functional calculus. Theory and applications
of slice hyperholomorphic functions., volume 289 of Progress in Mathematics. Birkha¨user/Springer Basel
AG, Basel, 2011.
[26] T. Constantinescu. Schur parameters, factorization and dilation problems, volume 82 of Operator Theory:
Advances and Applications. Birkha¨user Verlag, Basel, 1996.
[27] B. Dickinson, Ph. Delsarte, Y. Genin, and Y. Kamp. Minimal realizations of pseudo–positive and pseudo–
bounded rational matrices. IEEE Transactions on Circuits and Systems, 32:603–605, 1985.
[28] M. Dritschel and J. Rovnyak. Extensions theorems for contractions on Kre˘ın spaces, volume 47 of Operator
theory: Advances and Applications, pages 221–305. Birkha¨user Verlag, Basel, 1990.
[29] N. Dunford and J. Schwartz. Linear operators, volume 1. Interscience, 1957.
[30] P.L. Duren, Theory of Hp spaces, Pure and applied Mathematics, Vol. 38, Academic Press, 1970.
[31] H. Dym. J–contractive matrix functions, reproducing kernel Hilbert spaces and interpolation. Published for
the Conference Board of the Mathematical Sciences, Washington, DC, 1989.
[32] P. Faurre. Re´alisations markoviennes de processus stationnaires. PhD thesis, INRIA, 1973.
[33] P. Faurre, M. Clerget, and F. Germain. Ope´rateurs rationnels positifs, volume 8 of Me´thodes Mathe´matiques
de l’Informatique [Mathematical Methods of Information Science]. Dunod, Paris, 1979. Application a`
l’hyperstabilite´ et aux processus ale´atoires.
[34] D. Finkelstein, J.M. Jauch, S. Schiminovich, and D. Speiser. Foundations of quaternion quantum mechanics.
J. Mathematical Phys., 3:207–220, 1962.
[35] B. Fritzsche and B. Kirstein, editors. Ausgewa¨hlte Arbeiten zu den Urspru¨ngen der Schur–Analysis, vol-
ume 16 of Teubner–Archiv zur Mathematik. B.G. Teubner Verlagsgesellschaft, Stuttgart–Leipzig, 1991.
[36] J. Garnett. Bounded Analytic Functions. Pure and Applied Mathematics, volume 96, Academic Press Inc.,
1981.
[37] K. Gu¨rlebeck, K. Habetha, W. Spro¨ssig. Holomorphic Functions in the Plane and n-Dimensional Space.
Birkha¨user, Basel, 2008.
[38] F. Gesztesy, N. Kalton, K.A. Makarov, and E. Tsekanovskii. Some applications of operator-valued Herglotz
functions. In D. Alpay and V. Vinnikov, editors, Operator theory, system theory and related topics (Beer-
Sheva/Rehovot, 1997), volume 123 of Oper. Theory Adv. Appl., pages 271–321. Birkha¨user, Basel, 2001.
[39] P.R. Halmos. A Hilbert space problem book, volume 19 of Graduate Texts in Mathematics. Springer-Verlag,
New York, second edition, 1982. Encyclopedia of Mathematics and its Applications, 17.
[40] B. Hassibi, A.H. Sayed and T. Kailath, Indefinite-Quadratic Estimation and Control- a unified approach to
H2 and H∞ theories, SIAM, 1999.
[41] A. Iacob. On the spectral theory of a class of canonical systems of differential equations. PhD thesis, The
Weizmann Institute of Sciences, 1986.
[42] M.G. Kre˘ın and H. Langer. U¨ber die verallgemeinerten Resolventen und die charakteristische Funktion
eines isometrischen Operators im Raume Πk. In Hilbert space operators and operator algebras (Proc. Int.
Conf. Tihany, 1970), pages 353–399. North–Holland, Amsterdam, 1972. Colloquia Math. Soc. Ja´nos Bolyai.
[43] M.G. Kre˘ın and H. Langer. U¨ber die Q-Funktion eines pi-hermiteschen Operators im Raume piκ. Acta Sci.
Math. (Szeged), 34:191–230, 1973.
44 D. ALPAY, F. COLOMBO, I. LEWKOWICZ, AND I. SABADINI
[44] M.G. Kre˘ın and H. Langer. U¨ber einige Fortsetzungsprobleme, die eng mit der Theorie hermitescher
Operatoren im Raume pik zusammenhangen. I. Einige Funktionenklassen und ihre Darstellungen. Math.
Nachrichten, 77:187–236, 1977.
[45] M.G. Kre˘ın and H. Langer. U¨ber einige Fortsetzungsprobleme, die eng mit der Theorie hermitescher Oper-
atoren im Raume Πκ zusammenha¨ngen. II. Verallgemeinerte Resolventen, u-Resolventen und ganze Oper-
atoren. J. Funct. Anal., 30(3):390–447, 1978.
[46] M.G. Kre˘ın and H. Langer. On some extension problems which are closely connected with the theory
of Hermitian operators in a space Πκ. III. Indefinite analogues of the Hamburger and Stieltjes moment
problems. Part I. Beitra¨ge Anal., 14:25–40 (loose errata), 1979.
[47] M.G. Kre˘ın and H. Langer. On some extension problems which are closely connected with the theory
of Hermitian operators in a space Πκ. III. Indefinite analogues of the Hamburger and Stieltjes moment
problems. Part II. Beitra¨ge Anal., 15:27–45 (1981), 1980.
[48] M.G. Kre˘ın and H. Langer. Some propositions on analytic matrix functions related to the theory of operators
in the space pik. Acta Sci. Math., 43:181–205, 1981.
[49] T. Y. Lam. A general theory of Vandermonde matrices. Exposition. Math., 4(3):193–215, 1986.
[50] H. C. Lee. Eigenvalues and canonical forms of matrices with quaternion coefficients. Proc. Roy. Irish Acad.
Sect. A., 5:253–260, 1949.
[51] M. S. Livsˇic. On the reduction of linear non-Hermitian operator to “triangular” form. Doklady Akad. Nauk
SSSR (N.S.), 84:873–876, 1952.
[52] M. S. Livsˇic. On spectral decomposition of linear nonself-adjoint operators. Mat. Sbornik N.S., 34(76):145–
199, 1954.
[53] M. S. Livsˇic. The Blaschke-Potapov factorization theorem and the theory of nonselfadjoint operators. In
Topics in interpolation theory (Leipzig, 1994), volume 95 of Oper. Theory Adv. Appl., pages 391–396.
Birkha¨user, Basel, 1997.
[54] V. M. Popov, Hyperstability of Control Systems, Springer Verlag, New-York, 1973.
[55] V.P. Potapov. The multiplicative structure of J-contractive matrix–functions. Trudy Moskow. Mat. Obs.,
4:125–236, 1955. English translation in: American mathematical society translations (2), vol. 15, p. 131–243
(1960).
[56] M. Reed, B. Simon, Methods of modern mathematical physics. I, Academic Press Inc., Harcourt Brace
Jovanovich Publishers, New York, 1980.
[57] W. Rudin. Functional analysis. McGraw-Hill international editions, New Delhi 1985.
[58] L. Schwartz. Sous espaces hilbertiens d’espaces vectoriels topologiques et noyaux associe´s (noyaux repro-
duisants). J. Analyse Math., 13:115–256, 1964.
[59] P. Sorjonen. Pontryagin Rau¨me mit einem reproduzierenden Kern. Ann. Acad. Fenn. Ser. A, 1:1–30, 1973.
[60] C. Stoppato. Singularities of slice regular functions. Math. Nachr., 285(10):1274–1293, 2012.
[61] K. Viswanath. Contributions to linear quaternionic analysis. PhD thesis, Indian Statistical Institute, Cal-
cutta, India, 1968.
[62] K. Viswanath. Normal operators on quaternionic Hilbert spaces. Trans. Amer. Math. Soc., 162:337–350,
1971.
[63] Zhe-XianWan.Geometry of matrices. World Scientific Publishing Co. Inc., River Edge, NJ, 1996. In memory
of Professor L. K. Hua (1910–1985).
[64] F. Zhang. Quaternions and matrices of quaternions. Linear Algebra Appl., 251:21–57, 1997.
(DA) Department of Mathematics, Ben-Gurion University of the Negev, Beer-Sheva 84105 Israel
E-mail address: dany@math.bgu.ac.il
(FC) Politecnico di Milano, Dipartimento di Matematica, Via E. Bonardi, 9, 20133 Milano, Italy
E-mail address: fabrizio.colombo@polimi.it
(IL) Department of electrical engineering, Ben-Gurion University of the Negev, Beer-Sheva
84105 Israel
E-mail address: izchak@ee.bgu.ac.il
(IS) Politecnico di Milano, Dipartimento di Matematica, Via E. Bonardi, 9, 20133 Milano, Italy
E-mail address: irene.sabadini@polimi.it
