The increasing accessibility and availability of online data provides a valuable knowledge source for information analysis and decision-making processes. In this paper we argue that extracting information from this data is better guided by domain knowledge of the targeted use-case and investigate the integration of a knowledge-driven approach with Machine Learning techniques in order to improve the quality of the Relation Extraction process. Targeting the financial domain, we use Semantic Web Technologies to build the domain Knowledgebase, which is in turn exploited to collect distant supervision training data from semantic linked datasets such as DBPedia and Freebase. We conducted a serious of experiments that utilise the number of Machine Learning algorithms to report on the favourable implementations/configuration for successful Information Extraction for our targeted domain.
INTRODUCTION AND MOTIVATION
In the current digital era, an increasing amount of data is being made available online. This data can be analysed to benefit the operation of a specific domain service such as advising financial investors about a potential business risk or informing the music industry about an emerging consumer trend. The majority of that data is unstructured and constructed in natural human languages and therefore requires further processing in order to be understandable by machines and intelligently explored. The process of extracting useful knowledge from unstructured data sources is called Information Extraction. It can be considered as a pipeline process that starts with recognising the named entities in the text, then identifying identity relation between named entities by means of co-reference resolution, and finally extracting the relation between the named entities (Cunningham 2005 , Farmakiotou, et al. 2000 . A study by Cunningham (2005) shows that the complexity of the information to be extracted influences the accuracy of the Information Extraction techniques. The information complexity can vary from simple items such as people names, to complex items such as events that involve multiple participants. The authors in Cunningham (2005) conclude that the more complex the data to be extracted, the more specific must be the domain of data.
It is possible to argue therefore that specified knowledge services that require Information Extraction techniques to be able to search and extract specific knowledge directly from unstructured text should be guided by the domain knowledge that details what type of knowledge is to be obtained and for which exploration scenario. This scenario should make the Information Extraction techniques mediate between the domain text type and the requirements of various types of users. In this paper, we adopt a knowledge-driven approach to Information Extraction that is based on comprehensive analysis of the key concepts and relations of the targeted domain in order to build a knowledgebase that informs Information Extraction processing. The knowledgebase will assist the Natural Language Processing activities as well as guide rule-based and Machine Learning techniques to infer new and interesting facts from the sourced domain data. We argue that Semantic Web Technologies are best placed to build such knowledgebase as they are capable of organising and modelling the information into a highly structured knowledge in order to assist machines to understand information published on the Web. They describe and combine the corresponding relation between the concepts' instances from different sources and infer more information about these concepts in different contexts. The research reported in this paper focuses on the Relation Extraction phase of Information Extraction and investigates the integration of a knowledgedriven approach with Machine Learning techniques in order to improve the quality of extracted relations from online unstructured data. We targeted the financial domain as a use-case for implementing and evaluating our Information Extraction contribution. In recent years, analysis of published financial information has become increasingly popular to optimise business processes, inform financial trading, and reveal hidden correlations that predict relevant economic indicators (Radzimski, et al. 2012 , Costantino, et al. 1997 . For these financial analysis, extracting relation between domain entities is critical for the identification and correlations of the domain's key events.
The main contributions of the this work include adopting a Semantic Web based approach for constructing the Information Extraction knowledgebase, implementing and evaluating different ML classifiers for Relation Extraction, and presenting a comprehensive methodology for integrating domain knowledge with Machine Learning techniques in the Information Extraction process, which was supported by experimental analysis that presented valuable insights into a favourable configuration for training data compilation and learning algorithms setup. The rest of this paper is organised as follows. The next section surveys the current Relation Extraction approaches and related works. The third section details the implementation of our distant supervision Relation Extraction method. Section four analyses the results of the conducted experiments. Lastly, our conclusions and plans for further works are presented in section five.
RELATED WORKS
There are two main approaches in Relation Extraction, rule-based and supervised Machine Learning based. The main idea of rule-based approaches is transforming the linguistic features space into lexical and syntactic patterns to be applied on natural language texts in order to extract relations. However, the relations extractors in these approaches depend on the similarity of the texts and a closed set of relations. Also, the patterns are manually crafted and a small variations in these patterns, can prevent finding appropriate relations. These patterns also are not straightforwardly applied on other domains (Garcia and Gamallo 2011, Konstantinova 2014) . According to Konstantinova (2014) , rule-based approaches could provide an acceptable results if the main aim is to quickly extract relations in a well linguistic defined domains. An example for this kind of approaches is a work of Akbik and Broß (2009) . Their procedure uses linguistic patterns that are defined by them over the dependency grammar of sentences. Supervised Machine Learning (ML) based approaches have been used for Information Extraction with considerable results. They could be adopted to solve problems with unstructured data; for instance, recognising named entity, classifying text and extracting relations. In general, supervised Machine Learning is about making predictions on problem solving based on information about the same problem; nonetheless, it does not require linguistics skills to be applied. An example of this kind of approaches is a study conducted by Hong (2005) . He presented a Relation Extraction approach by using supervised Support Vector Machine algorithm. The classifier model created by using Automatic Content Extraction (ACE) training dataset. The key elements of supervised Machine Learning algorithms are features vector and training datasets. The quality of these elements impacts the accuracy of algorithms' results (Daelemans and Hoste 2002 , Farkas 2009 , Lehmann and Völker , Jiang, et al. 2012 . However, we believe that these elements could be improved if they are informed by domain knowledge. Compilation of labelled training datasets for supervised Machine Learning classification in general and relation classification in specific is a time-consuming and cumbersome task to undertake manually; moreover, the resultant dataset is often not sufficient to solve a classification problem. Instead, there is another approach that employs existing datasets as source of supervision; it is called distant supervision or distant learning (Konstantinova 2014) . Distant Supervision Machine Learning approach has emerged for training relation classification without using manually labelled data, which reduces human efforts for relation extraction (Min, et al. 2013 ). This approach automatically collects training examples by labelling the relations mentioned in the distant supervision sources according to the assumption that if any two entities appear in one sentence and they have a mentioned relation in at least one semantic dataset, these entities could express that relation. The research work published by Mintz, et al. (2009) adopts a distant supervision approach that utilises a Freebase dataset as a distant supervision source. The Freebase's data representation was converted into binary relations. They collected 116 million instances of 7300 relations between 9 million entities. The experiments were conducted to explore each pair of entities that appears in any Freebase ground fact. Then, finding all sentences containing those entities in the unlabelled unstructured data and extracting the linguistic features to learn a relation classifier. The source of unstructured data is a dump of the full text of all Wikipedia articles. It consists of around 1.8 million articles. The ML classifier used in this research is a multi-classification logistic classifier optimised using Limited-memory Broyden-FletcherGoldfarb-Shanno (L-BFGS) with Gaussian regularisation. L-BFGS is an optimization algorithm uses limited amount of computer memory for parameter estimation in ML (Andrew and Gao 2007) . According to Mintz, et al. (2009) , the algorithm combines the advantages of supervised ML and unsupervised ML. Also, they analyse feature performance, which shows that syntactic parse features are particularly beneficial for relation classification. Their overall results showed that the distant supervision approach has the capability of extracting a high precision (67.6%) for a considerable number of relations (10000 instances of 102 relations). Although relation classification by using distant supervision approach has been considerably studied, we believe that the aspect of integrating the knowledge-based approach in relation classification has been not extensively investigated. This work makes the following contribution to the body of the work on distant supervision relation extraction:
• 
RELATION EXTRACTION METHODOLOGY
The research effort reported in this paper claims that domain knowledge can significantly contribute to the activities of Information Extraction from unstructured data, and in this section we present a comprehensive, semantic-driven methodology for utilising that knowledge to improve the Machine Learning techniques employed in Relation Extraction. Figure 1 illustrates the main tasks of the relation extraction methodology, which are summarised below and detailed in the following subsections. 1-Analysing the domain and construction of the knowledge map. 2-Retrieving unstructured data and content detection. 3-Applying Natural Language Pre-Processing tasks for: a. Recognising the named entities. b. Extracting the relation instances. 4-Adding ML features vector to relation instances.
5-Collecting the training datasets from structured datasets. 6-Building ML relation classification models. 7-Extracting Relations from the unstructured data by using the classification models.
Domain Analysis and Constructing the Knowledge Map/Ontology
In this research we analysed the use case domain and designing the knowledge map by using knowledgedriven approach. In this process we gathered knowledge in terms of what concepts to exist in a particular domain and understandable by the domain experts. Then, we translated the knowledge map into an ontology by using Semantic Web Technologies. The knowledge map assisted in analysis of our use case domain, which was key in encoding the identified entities and their interactions in a formal ontology language. When we built the ontology, we consider the reuse of publically available ontologies, particularly that in the finance domain. There are efforts to build a comprehensive taxonomies for finance domain such as a finance ontology from Fadyart (fadyart.com 2014).
For the purpose of implementation and evaluation of Relation Extraction methodology, in this paper we focused on the domain key concepts of organisations, people, and locations. The relations between the concepts are represented by the following facts:
• Person is a key person in Organisation.
• Person is a founder of Organisation.
• Organisation is an employer of Person.
• Person has location Location.
• Person has a birthplace Location.
• Person has a death place Location.
• Location is a location of Organisation.
• Person has a nationality Location.
Retrieving Unstructured Data and Content Detection
The unstructured data source is the online financial news articles. They are retrieved by using the Rich Site Summary (RSS) feeds. RSS is an XML file that links to news or other information sources in the web (Ruiz-Martínez, Valencia-García and García-Sánchez 2012). The number of documents that have been retrieved from online financial news sources is 7193 documents including the BBC, Reuters and Yahoo Finance RSS Feeds. In addition to the actual news contents, the online news web pages consist of navigational elements, templates, and advertisements. These boilerplate texts are not related to the news contents and they may reduce the information extraction quality. As a result, they should be detected and removed properly (Kohlschütter, Fankhauser and Nejdl 2010 
Natural Language Processing Tasks
The fundamental NLP tasks were implemented using the GATE tool. GATE is an infrastructure for developing and deploying software components that process human language texts. The aim of the NLP tasks is to produce a number of linguistic features from documents. Each document is first processed using the open source ANNIE (Nearly-New Information Extraction) system and Stanford parser, which are part of the GATE NLP tool. The NLP tasks include tokenising, sentence splitter, gazetteer lists tagging, part of speech tagging, morphological analyser, co-references resolution and dependency path tree tagging. The results of these tasks will be used for recognising the named entities and the input features vector to the ML relation classifier. 
Named Entity Recognition
The Named Entities are recognised by utilising ANNIE's rule-based entity recognition system, ANNIE which uses Java Annotation Patterns Engine (JAPE) rules to recognise regular expressions in annotations on documents. The ANNIE rules can be modified and extended to facilitate recognising more entities. We did extend ANNIE's JAPE rules to recognise more named entities; for instance, stock indices and stock ticker symbols. Table 1 shows the number of the extracted named entities, Person, Organization and Location.
Extracting Relation Instances
The baseline of relation extraction in this work is the sentence. Every entity pair for a targeted relation that appears in a sentence in unstructured data are identified and annotated as a relation instance. These pairs should be chosen to represent the relations in the domain ontology. This has been achieved by using JAPE rules and GATE Embedded Java Libraries. The number of sentences and relation instances of the targeted relations in this work are shown in Table 2 . 
Features Category Description
Lexical features POS of words between entity pairs. General POS of words between entity pairs. POS of three words before the first entity. POS of three words after the second entity.
Syntactic Features
The words' strings of collapsed typed dependency path between entity pairs. The kinds of collapsed typed dependency path between entity pairs. The whole collapsed typed dependency path of the entity pairs' sentences. Direct collapsed typed dependency path between entity pairs.
Named Entity Features
The size of the first entity. The size of the second entity. The order of the entities. The distance between the two entities. Token string of the first entity. Token string of the second entity. Khan and Baig (2015) argue that the sufficient domain knowledge could assist in selecting the features vector as input to the classification algorithms. We expanded on the feature set suggested by Mintz, et al. (2009) to provide a more comprehensive set of syntactic features; for instance, the typed dependency path between words contains information which could be used to reflect the relation environment in the sentence. Each feature attempts to describe the characteristics of the relation between two entities in a sentence. They could be categorised into three types, lexical features, syntactic features and named entity features (see Table 3 ). These features are extracted by using JAPE rules and GATE Embedded and added to every relation instances in the unstructured data.
Below is a JAPE code example: 
Collecting Training Datasets from Online Structured Datasets
The distant supervision approach in this work, employs existing semantic datasets, DBPedia and Freebase, as a distant supervision sources for ML relation classification. DBpedia contains more than 4.5 million entities and more than 3 billion RDF triple for a diversity of language. Freebase dataset contains approximately 47.5 million topic and 2.9 billion facts in English language. The training datasets were built by retrieving the relations between any two entities in a single sentence in the unstructured document and mentioned in Freebase or DBPedia as ground facts. These relations are assumed to be a class instance or true positive in the training datasets. The mentioned relations in the semantic datasets were extracted by using JENA's SPARQL engine, which facilitates the retrieval of the relations on RDF semantic format (Harris, Seaborne and Prud'hommeaux 2013). To illustrate this task, we use the following sentence example from the unstructured data corpus which is used in this work:
"Yesterday Twitter's boss Dick Costolo said he was "ashamed" at how the site had dealt with abusive online trolls."
The sentence contains the following relation instance:
"Twitter's boss Dick Costolo"
The relation instance contains two entities, Person entity "Dick Costolo" and Organization entity "Twitter".
These two entities' names are used to query the semantic datasets to find if they have any mentioned relation. The SPARQL query for this example and its result are shown below. 
This result means that the relation mentioned in the semantic dataset in the form of RDF triple is as follows:
This relation is mapped into a relation in domain's ontology as:
Then, the relation is assumed as a class instance or True Positive in the Organization-Location training dataset. Table 4 shows the three training datasets that were collected by using distant supervision approach adopted by this work. The first training dataset represents relations between Person and Organization entities with three relation classes. The second training dataset represents relations between Person and Location entities with four relation classes. The third and last training dataset represents relations between Location and Organization entities with one relation class. In addition to the number of the documents in each training dataset, Table 4 also presents the total number of all mentioned relations for all classes in the training datasets, the total number of mentioned relations for each class, and the total number of relation instances including those that are not mentioned in DPBedia and Freebase and present in the documents of the training datasets. 
Building Machine Learning Classification Models
In this section, we detail the ML algorithms that were trained by using the training datasets and features vector in order to build the models for relation classification. These models will be evaluated to establish the suitable ML algorithm for relation extraction. The next section describes in details the ML classifiers adopted in this work. The three supervised ML classifiers applied for relations classification by using distant supervision are, Support Vector Machine (SVM), Perceptron Algorithm Uneven Margin (PAUM) and K-Nearest Neighbour (KNN). SVM is a supervised ML algorithm that has an advanced performance for a diversity of classification tasks including Information Extraction specifically in small training datasets. One of the striking features of SVM is that it has a robust justification for avoiding over fitting (Cunningham, Maynard and Bontcheva 2011, Wang, et al. 2006) . SVM is an optimal classifier, which means that it learns a classification hyperplane in the features space with the maximal margin to all training instances (Li, Bontcheva and Cunningham 2009 ). This work uses the GATE implementation, which is based on Java version of the SVM package LibSVM with exception that the GATE implements the uneven margins SVM algorithm that described in the work of Li, Bontcheva and Cunningham (2009) . The most important parameters of this implementation are SVM cost (C, the Cost associated with allowing training errors, soft margin) and the uneven margins (τ or tau, setting the value of uneven margins parameter of the SVM) Cunningham 2009, Li and ShaweTaylor 2003) . There are several kernel functions types can be used in SVM algorithm such as linear, polynomial, radial and sigmoid. Li, Bontcheva and Cunningham (2009) mentioned in their research that linear kernel is much more computationally efficient than other complicated kernel functions and tends to obtain similar performance; therefore, in this research we used linear kernel. Also, the values of C and tau parameters which are used in this research are 1 and 0.8 respectively. PAUM is a simple and effective learning algorithm especially for large training datasets. It has been successfully used for document classification and information extraction. For a binary classification problem, it checks each instances in the training dataset by predicting their labels. If the prediction is correct, the instance is passed; otherwise, it is used to correct the model. The algorithm stops when the model classifies all training instances correctly. The utilised GATE implementation of the PAUM algorithm proposes two margin parameters, positive and negative. These two margin parameters allow the PAUM to handle imbalanced datasets better. Also, GATE implementation proposes the modification of the bias term parameter (optB). The values of negative and positive margins and optB parameters which are used in this work are 1, 50 and 0.3 respectively (Li, et al. 2005, Cunningham, Maynard and Bontcheva 2011) . KNN is a simple and often its accuracy is enhanced when the number of features is small. It is an instancebased classification, which means that each new instance is compared with K nearest neighbour instances by using a distance metric. The class that has the majority of instances of the closest K neighbours is assigned to the new instance. KNN algorithm shows superior results in classifying documents. However, it is a lazy learning algorithm because it depends only on statistics. KNN implementation used in this work has only one parameter, K, which can be tuned heuristically in order to find the best algorithm's performance. The implementation of this algorithm is provided by GATE, which is based on the open source ML package WEKA (Hmeidi, Hawashin and ElQawasmeh 2008, Witten and Frank 2005) . The value of K which is used in this work is 1. The algorithms above can implement both binary and multi-class classifiers; however, the implementation of multi-classification ML algorithms is more complicated than binary classification. As a result, when using an effective binary classifier, the scheme of converting the multi-classification to multiple binary classifications by using a simple "one-vsothers" or "one-vs-another" methods is preferred over other complex methods such as complex errorcorrecting coding method. The "one-vs-others" method converts N class classification model (N>2) into N binary classification models. In every binary classification model, the positive instances are belonging to a specific class and the negative instances are belonging to all other classes. In contrast, "one-vs-another" method converts N class classification model (N>2) into N(N−1)/2 binary classification models of class pairs. In every binary classification model, the positive instances are belonging to one class in the pair and negative instances are belonging to the other class in the same pair (Li, Bontcheva and Cunningham 2009 ). Therefore, this paper only considers the "one-vsothers" method in transforming multi-classifier into multiple binary classifier because it requires less number of models. The section above presented our methodology for implementing knowledge-driven Relation Extraction that include constructing the knowledge map, Named Entity Recognition, relation instances tagging, collecting training datasets, retrieving features set and collecting dataset. In following section we are going to evaluate the Machine Learning algorithms with the features vector and training datasets.
RESULTS EVALUATION AND DISCUSSION
The ML relation classification model has been created by using the training datasets that were collected by adopting the distant supervision approach with the features vector. The models should be evaluated before applying them to extract relations from unstructured data. We evaluate the ML models to get the optimum results by configuring training datasets.
There are two commonly used evaluation methods for ML algorithms, K-fold cross-validation and holdout test. In K-fold cross-validation, the corpus is split into K equal size partitions of documents. The evaluation run is repeated K times, folds. Each partition is used as test dataset and all the remaining partitions as a training dataset for all K folds. The overall Recall, Precision and F1-measure result of this method is the average of the all folds results. In contrast, in holdout test, a number of documents in corpus are randomly selected according to a specified ratio. These documents are assumed as testing dataset and all other documents as training dataset (Cunningham, Maynard and Bontcheva 2011) . In this work, the experiments have been conducted on the training datasets by using cross validation K-Fold with K=10. This method guarantee that all documents will participate in the training and testing datasets. According to Witten, Frank and Hall (2005) , there is more than one method to compute the evaluation of ML algorithms performance. These methods depend on the target domain. 
Machine Learning Accuracy Experiments
The first set of experiments attempts to alleviate the classes imbalance in terms of True Positive and True Negative numbers and to speed up ML processing by reducing or removing the relation instances in the documents that are not mentioned in the distant supervision sources. Some of these instances are not tagged as True Positive solely because they are not populated onto Freebase or DBPedia datasets. Table  4 shows the total number of the relation instances and total number of mentioned relation instances in each training dataset. The ML algorithms in this research transforms multiclassification into multiple binary-classification technique using "one-vs-others" method. This method assumes the instances of one relation class as True Positive and the instances of the other relation classes as True Negative in each binary classification for each relation class. The results of this method are the predictions of the highest confidence scored instances.
In this experiments' set we measure the impact of reducing the number of not mentioned relation instances on models accuracy by reducing them gradually and calculating Precision, Recall and F1-measure every time until reaching better ML model accuracy. Mintz, et. al (2009) indicates that these negative instances have a minor effect on the performance of the classifier. However, they used a pure multi-classification classifier; in contrast to our implementation that converts multi-classification into multiple binary classification. 
Selecting Optimum Machine Learning Classifier
The second set of experiments aims to identify the ML classifier amongst SVM, PAUM and KNN. The results of these experiments are illustrated in Table 5 and Figures 5, 6 and 7. The results indicate that SVM is better than the PAUM and KNN algorithms in terms of F1-measure also in terms of precision-recall relation. These results agree with the findings of other studies; for example, in a study of Li, et al. (2005) found that SVM may perform better than PAUM in small training datasets and they have a close performance in large training datasets. Also, the work of Hmeidi, Hawashin and El-Qawasmeh (2008) reveal that SVM has better F1-measure results than KNN.
Our analysis assert that SVM relation classifier exhibit more accurate results, which we attribute to two reasons. Firstly, the training datasets of this work are relatively small because of the characteristics of the financial and economic domain that it is not common in DBPedia and Freebase comparing to other public domains such as music and movies domains. Secondly, it has a superior performance in small training datasets. Therefore, this research has adopted SVM algorithm to create the relation classification model. 
Relation Classification
The relation classification model was created using SVM algorithm. This model takes the unlabelled relation instances in the unstructured documents with the features vector as an input. Then, it returns a relation names for those relation instances with a confidence score based on the probability of the correctness of entity pairs relation. The confidence score could be used to rank the relations to be used to generate a list of the most confident relations (Mintz, et al. 2009 ). Table 6 shows the number of predicted relations between the targeted named entities. It can be seen from the results of this work that Freebase and DBPedia provide a sufficient ground facts for the Organization, Location and Person concepts interrelations. Nonetheless, there are other relations between other entity pairs that require more investigation; such as, stock markets and organizations entities interrelations. While the focus of this research is on the financial and economic domain use case, the structured knowledge sources have a rich set of ground facts for a variety of domains such as, sports, entertainment, politics and others, which confirms that our approach is reusable and applicable for a variety of domains.
CONCLUSIONS AND FURTHER WORK
Online data can be exploited to inform data analytics and decision support systems for a variety of applications such as those belonging to the financial services domain. For this class of applications, extracting relations between key domain concepts is critical for the identification and correlation of the domain's key events.
In this paper, we argue that extracting information for a specific domain should be guided by the domain knowledge that describes what type of knowledge is to be obtained and for which exploitation scenario, and subsequently present a comprehensive methodology for integrating domain knowledge with machine learning techniques in order to improve the information extraction process. We model the domain's key concepts and its interaction with the beneficiary users using Semantic Web technologies, which provides for organising information database into a highly structured knowledgebase and also allows reasoning on the sourced data to infer new interesting facts. Moreover, the semantic knowledgebase allows us to seamlessly source data from Linked Datasets such as Freebase and DBpedia that also use Semantic technology to store domainrelevant ground facts. We address the difficulties of training datasets provision for supervised machine learning classification by adopting a distant supervision machine learning. Our approach automatically collects training examples by labelling the relations mentioned in distant supervision sources hosted in semantic linked datasets. A series of experiments have been conducted in this research in order to select the algorithm that promoted better relation extraction accuracy, and concluded that SVM outperforms PAUM and KNN algorithms in terms of F1-measure and the precision-recall relation. Another important finding of our experimental work is that the relation extraction accuracy is improved when reducing the number of relation instances that are not mentioned as a ground fact in DBPedia or Freebase, which can be explained by the fact that these instances are considered to be an additional class instances that disrupt the balance between True Positives and True Negatives in the training datasets.
The distant supervision training datasets sources (DBPedia and Freebase) have a rich set of ground facts for diverse domains such as, sports, entertainment, politics and others, which confirms that our approach is reusable and applicable for a variety of domains. Our plans for further work include investigating the use of evolutionary algorithms for feature selection and implementing semantic rules that infer implicit facts from the knowledgebase to support financial decision making.
