We experimentally implement an optical algorithm for integration of a real-valued bivariate function. A user-defined function is encoded in the position-dependent phase of one of the polarization components of an optical beam. The integral of this function is retrieved by measuring a Stokes parameter of the polarization. We analyze the performance of the system as an integration device.
I. INTRODUCTION
Light is an extraordinary object for measurement, sensing, and communication applications due to the extremely developed ability of manipulating its degrees of freedom, propagation speed, and very large bandwidth. Concerning information processing, there are a wide variety of methods [1, 2] based on incoherent light and coherent light, with applications to signal processing, pattern recognition, and matrix algebra, among many others.
The potential of optical methods in real world computing has been under debate recently [3] [4] [5] [6] [7] . Key features of optical information processing is the possibility of parallelization using optical components such as lenses and holograms [8] , and the ability to perform the optical Fourier transform with diffraction or linear optical systems. Compared to digital electronic computing, optical computing presents a distinct paradigm for computation, which poses interesting fundamental questions of computational complexity [9] , and provides alternative methods for sophisticated computational problems. In this regard, optical implementations have been presented for bounded NP-complete problems such as the traveling salesman [10] [11] [12] [13] [14] , and artificial neural networks [15, 16] .
A simple optical method for integration of a nonnegative valued function f (x, y) is to encode the function into the intensity of an optical beam: I(x, y) = f (x, y). The total intensity, given by the integral of I(x, y), can then be retrieved directly by focusing the beam onto a detector [1, 2] .
Here we wish to discuss a different method for optical integration of a real-valued function that is based on interference between two orthogonally polarized optical beams. By measuring the appropriate Stokes parameter, the integral J = of a user-defined function f (x, y) can be retrieved. The function f (x, y) may take on positive or negative values, however the integral must converge. In our experiment, the function f is programmed using a phase-only spatial light modulator. An interesting feature of this optical method is that it does not depend upon the degree of spatial coherence of the beam, and requires only a very small coherence length. The readout of the integral J depends entirely on the polarization interference, even though the function f (x, y) is encoded into the spatial properties of the beam.
II. OPTICAL ALGORITHM
The basic idea is illustrated in Fig. 1 (a) . Let us first consider the integration algorithm using coherent light. A laser with transverse profile E(x, y) and polarized in the linear diagonal direction e + is sent through a polar-izing beam splitter (PBS), separating horizontal (H) and vertical (V ) polarization components into separate arms of the interferometer. In the horizontal arm one imprints onto the field a phase exp[ia(x, y)] that is a function of the transverse coordinates (x, y). The two beams are then recombined at the output of a second PBS. Optical imaging systems are used to map the field at the phase element (z = 0) onto the detection plane. The output of the interferometer is
which can be rewritten as
where e ± are the linear diagonal (+) and antidiagonal (−) polarization unit vectors. By focusing the incoming field onto a finite-size detector, one can realize the area integrating detection of the ± polarization field components, obtaining the intensities
and
The difference D = I + − I − in intensity measurements gives the Stokes parameter S 2 [17] :
Assuming that f (x, y) is zero outside −x ℓ < x < x ℓ and −y ℓ < y < y ℓ , and that |E(x, y)| 2 ≈ |E(x 0 , y 0 )| 2 is constant inside this region, the intensity difference, D, is proportional to the integral, J, defined in Eq. (1):
Hence, J ∝ D/T , where T = I + +I − is the total detected intensity of light. This provides a simple optical method to calculate the integral of limited real two-dimensional functions.
In order to estimate the uncertainty δ J in the value of the integral J, let us consider only intensity fluctuation errors, and that the intensity of each polarization component is given by I ± = g n ± , where n ± is the mean number of photons, and g is a constant. Assuming Poissonian statistics at the shot noise level, with
Thus, the uncertainty in J scales as the square root of the inverse of the intensity of light.
III. EXPERIMENT
To implement a proof of principle realization of the integration algorithm we polarize a 633nm He-Ne laser beam in the diagonal direction, and direct it onto a Holoeye Spatial Light Modulador (SLM), as illustrated in Fig. 1 b) . Reflecting the beam upon the high-definition LCD screen of this device imprints a programmable phase exp[ia(x, y)] on the horizontal polarization component of the beam, while the phase of the vertical polarization component remains unchanged. This polarization dependent action of the SLM circumvents the need to build an interferometer using a PBS (as shown schematically in Fig.1(a) ), resulting in a very stable setup. Moreover, the coherence length required for coherent operation is very small, as decoherence effects induced by the SLM are practically negligible [18] . Two spherical lenses are used to map the reflected light field onto a power meter. By placing a half-wave plate (HWP) and a PBS in front of the area integrating detector one can measure I + and I − , Eq.(4), corresponding to each of the two linear diagonal polarization states, (e ± = e H ± e V )/ √ 2. Before the SLM, the beam is expanded and collimated so that the field amplitude is approximately constant in the region over which the phase function is imprinted. By programming the SLM to imprint the phase function a(x, y) = arccos[f (x, y)] onto the horizontal component of the beam, the difference between the intensity measurements, I + and I − , yields the result of the integration Eq.(7). The balance between H and V polarizations in the SLM is made with half waveplate HWP1, and the projection onto diagonal basis is adjusted using half waveplate HWP2.
IV. CALIBRATION
From Eqs. (5) and (6) we notice that when f (x, y) = 0 and consequently J = 0, the phase imprinted by the SLM should be a(x, y) = π/2. Complete cancellation of the constant terms in (5) occurs only when the background counts for I ± are exactly equal. In practice, this is never true, due to intensity fluctuations of the laser beam and imperfections in the optics. However, the systematic errors result in a constant background, and this can be compensated through a calibration procedure. Another parameter that must be calibrated is the value |E(x 0 , y 0 )| 2 in Eq. (6) . Since the intensity of the beam is approximately constant in the region where f (x, y) is nonzero, this parameter is proportional to the total intensity.
We can take both of these calibration issues into account by assuming that the difference in intensity measurements is given by
where J is the value of the integral (1), and A and B are constants that depend upon the experimental setup, as discussed above. Ideally, B = 0 and A = T . We can experimentally determine the values of A and B performing a calibration procedure, as explained above.
To calibrate the device and determine A and B, we use a set of functions for which we already know the value of the integral. For example, for one-dimensional integrals our test functions will be the Gaussian functions The same setup can be used to integrate bivariate functions which are not separable in the two spatial dimensions. In this case, the calibration of the parameters A and B can be determined by calculating two-dimensional integrals of a test function such as
Assuming that σ is small enough compared to x ℓ and y ℓ , so that the integration limits can be extended to infinity,
The inset of Fig.3 shows a plot of D as a function of σ, from which we obtain the values A = (30.3 ± 0.6) × 10 −4 µW/pixel 2 and B = (25 ± 1)µW .
V. INTEGRATION OF 1D AND 2D FUNCTIONS
After calibrating the setup, we tested the integration algorithm, estimating the integral of the function
where H n (x) is the Hermite polynomial of order n. The integral of this function can be calculated analytically:
where x ℓ is large enough so that the integration limits can be set to infinity, and the error due to the approximation is much smaller than the experimental errors. In Fig.  2 we compare the result of the optical integration (blue bars) with the analytical result (13) (black bars), for several orders n of the Hermite polynomial. In the determination of the error bars, we considered the uncertainty in the measurement of D, corresponding to the fluctuations in the intensity of the He-Ne laser. A single detector was used to measure each intensity I ± separately, by switching the polarization with a half waveplate. Thus, we expect a small fluctuation of the values of A and B due to changes of the laser intensity over time, even with the calibration technique described above. We believe this to be our primary source of experimental error. Proper balanced measurement of I ± with two detectors can in principle reduce this uncertainty to the shot noise level. In order to analyze the method for 2D functions, we estimated the integral
using our method and comparing the result with the analytical solution. Fig. 3 shows the experimental results for several values of the order n of the Hermite polynomial in (14) and frequency ν in (15) . The experimental results are represented by the blue bars and theoretical prediction by black bars.
In both 1D and 2D cases, the agreement is reasonable, serving as a proof-of-principle demonstration of the optical integration method. There are three main sources of noise and systematic errors in this system. One source is related to the SLM characteristics (noise-phase fluctuations) and finite resolution(systematic). A second type comes from imperfect polarization optics, and a third type of noise comes from the intensity fluctuations of the light field.
The SLM introduces a phase noise, which reduces the visibility of the polarization interference. This type of effect has been analyzed in [18] . The main effect of this noise in terms of the integration method is to decrease the signal to noise ratio, so that the overall intensity must be increased to achieve a certain precision in the evaluation of the integral. In terms of the pixelization of the SLM, we can say that for functions with spatial oscillations having a wavelength much larger that the SLM pixel size, the noise introduced by the finite resolution of the SLM is very small.
Finally, the noise coming from the intensity fluctuations of the light beam is dominant in our set-up. The beam is not at the shot-noise level, and we do not perform a balanced detection. We hope we will improve the performance from this point of view in a future realization, to demonstrate optical integration with much smaller errors. (14) and (15) . The inset shows the quadratic fit used to obtain the calibration parameters A and B. The figures along the top show the greyscale image of the phase used on the SLM in each case.
VI. SPATIAL COHERENCE
We have shown that the optical method can be used to integrate a real-valued function encoded in a spatial dependent phase of an optical beam. However, the method is not dependent on the transverse spatial coherence of the light beam used. One would expect that transverse spatial coherence should be required, because the method relies on the interference between the two polarization field modes. However, because of the SLM property of modulating only one polarization mode, the transverse modes are never separated and propagate together. Moreover, the image of the SLM plane is projected onto the detection plane, so that the spatial phase modulation does not affect the propagation from the SLM to the detection plane. Finally, the detector integrates over the whole transverse profile. In a few words, the interference effect observed consists of interference point by point within the wavefront. What is actually necessary is polarization coherence, between the H and V components of the light field.
VII. CONCLUSION
We have presented and experimentally demonstrated an optical method for integration of a real-valued bivariate function. Though the function is encoded into the spatial profile of an optical beam, the value of the integral is retrieved by measuring the Stokes parameter of the polarization of the beam. In our proof-of-principle experiment, several functions were programmed into the position-dependent phase of an optical beam using a spatial light modulator. The precision of the optical algorithm increases with the square root of the intensity of the beam. The method does not depend upon the spatial coherence of the beam, but rather relies on the degree of polarization. We expect our results to stimulate other applications in optical information processing.
