This article presents an alternative approach of solving global positioning system (GPS) outages without requiring any prior information about the characteristics of the inertial navigation system (INS) and GPS sensors. INS can be used as a standalone system to bridge the outages during GPS signal loss. Kalman filter (KF) is widely used in INS and GPS integration to present a forceful navigation solution by overcoming the GPS outage problems. Unfortunately, KF is usually criticized for working under predefined models and for its observability problem of hidden state variables, sensor dependency, and linearization dependency. This approach utilizes a genetic neuro-fuzzy system (GANFIS) to predict the INS position and velocity errors during GPS signal blockages suitable for real-time application. The proposed model is able to deal with noise and disturbances in the GPS and INS output data in different dynamic environments compared to other traditional filtering algorithms such as the neural network and neuro fuzzy. Real field test results using the micro-electro-mechanical system grade inertial measurement unit with an integrated GPS shows a significant improvement obtained from the integrated GPS/INS system using the GANFIS module compared to traditional methods such as Kalman filtering, particularly during long GPS satellite signal blockage.
INTRODUCTION
Most of the modern vehicular navigation systems depend on the global positioning system (GPS) that is capable of providing reliable position and velocity information. Unfortunately, GPS reliability requires a direct line of sight between four or more satellites and the receiver. This restriction may affect the accuracy of the system, because a GPS signal may be lost when moving around obstacles (in canopy, and between large buildings and tree-lined streets), signal jamming by adversary forces or bad weather conditions [1] . On the other hand, navigation systems, in particular inertial navigation systems (INSs), have become important components in different military and civil applications. INS is a self-contained system consisting of two sets of sensors (orthogonal accelerometers and gyroscopes) that measure three linear accelerometers and three angular rates, respectively. These measurements will be processed to obtain the actual position and velocity information [2] . INS could not effectively substitute the GPS or operate as a standalone system. During the mechanization of processing the inertial measurement unit (IMU) output, the accuracy of INS solution deteriorates with time due to the inherent sensor errors that cause considerable long-term error growth in position and velocity [3, 4] . These long-term errors include white noise, correlated random noise, bias instability, and angle random walk. These errors are stochastic in nature and can cause a significant degradation in the INS performance over a long period of operation.
INS and GPS are often paired together in order to provide a navigation system that has superior performance in comparison with either a GPS or an INS standalone system. GPS has a consistent, long-term accuracy and can be used to update the INS position and velocity components to avert the long-term escalation of their errors. Consequently, the accurate short-term information provided by the INS is also used to solve the problems related to GPS such as GPS signal blockage, cycle slips, and clock biases.
Kalman filter (KF) is frequently used to integrate the GPS and INS systems [5] . Although, KF is one of the best solutions for INS/GPS integration and many other applications, it still has some drawbacks. KF requires a dynamic model for both INS and GPS errors, because it is usually difficult to set a certain stochastic model for each inertial sensor that works efficiently in all environments and reflects the long-term behaviour of sensor errors [5] [6] [7] [8] . A more significant drawback of KF is the requirement for a priori information of the system and measurement covariance matrices for each new sensor that could be difficult to accurately verify in the real-time scenario. Another distinctive problem related to Kalman filtering is the observability of different states. A weak observability of some of the error states may lead to unstable estimates of other error states [4, [9] [10] [11] [12] . The proposed method is able to overcome these issues as it is independent of any type of sensor.
The inadequacy of Kalman filtering has motivated researchers to investigate alternative approaches for GPS/INS integration including artificial intelligence techniques. Multi-layer perceptron (MLP) neural networks have been recommended and applied to different types and grades of INS [13] . The learning parameters of the proposed MLP networks were updated utilizing the GPS position and velocity data. As the MLP networks dealt with the INS data rather than INS errors, it could not provide sufficient information for the navigation system. Problems associated with MLP neural network, including the lack of knowledge representation power, require careful selection of the proper structure and a large network size that is not suitable for the required real-time implementation.
GPS/INS integration using a radial basis function (RBF) neural network was developed by Sharaf et al. [14] ; the advantages of using RBF networks is its ability to overcome the problem of choosing the number of hidden neuron layers. The hidden layers are dynamically generated during the training procedure to achieve the desired performance. However, factors that affect the performance of the system during real-time implementation are not considered.
Recently, an adaptive neuro-fuzzy inference system (ANFIS) was applied for fusing GPS/INS data to work in real time [15] [16] [17] . However, the limitation of implementing ANFIS is the difficulty of optimizing the learning parameters of the ANFIS structure in operation mode, which could reduce the accuracy of the system. In this article, the genetic algorithm (GA) optimization technique has been used to overcome this limitation in the ANFIS. GA is used to optimize the number of rules required by ANFIS, thus reducing the number of learning parameters. This in turn leads to a reduction of the learning computation complexity, which is more appropriate for real-time implementation also; a summary comparison between the conventional KF and the proposed intelligent navigator is presented in Table 1 . ANFIS were chosen for the new GPS/INS integration technique for several reasons:
(a) rapid ability of input and output mapping, providing good match for mapping the INS data as inputs to INS errors as outputs; (b) the proposed system requires no prior knowledge of the INS sensor information, hence increasing the ability of the learning process; (c) ANFIS requires a fixed simple structure that could potentially reduce computational resources suitable for real-time implementation.
In this article, a GA-based ANFIS module (GANFIS) for real-time GPS/INS integration is presented as an alternative approach for the KF. The proposed system performs as well as the traditional KF and even better during long GPS signal blockage compared with the results obtained using KF in references [18] to [22] . Simple implementation, fast training, and ability to achieve high levels of accuracy requirement motivate the authors to use ANFIS. The proposed intelligent GPS/INS navigator based on GANFIS would estimate the INS position and velocity errors and solve the GPS signal blockage by predicting the INS position and velocity errors during GPS outages. The optimized intelligent navigator was compared with the traditional ANFIS using back propagation (BP) learning algorithm that uses gradient decent for optimization. Results show superior performance of the GANFIS in terms of accuracy and time required for estimating process.
Fig. 1 Intelligent navigator scheme for GPS/INS integration

ANFIS STRUCTURE
ANFISs were chosen to perform the integration process as shown in Fig. 1 . In this structure, the conceptual intelligent navigator is trained during the GPS availability and then used to predict the INS error signal when GPS signal is lost.
Different interpretations for the fuzzy IF-THEN rules result in different mappings of the fuzzy inference engine, while requiring a fuzzifier and defuzzifier to constitute a useful fuzzy logic system. If the fuzzy logic system can be represented as a feed-forward network, then GA optimization technique can be used to train it.
The most useful class of defuzzifier is the centre average of the form
where M is the number of fuzzy IF-THEN rules; y j is the centre of fuzzy set f j , that is, a point in the universe of discourse V at which μ Fi (y) achieves its maximum value; and μ Fi (y) is given by a product inference engine, because the product operator retains more information than MIN operator when implementing the fuzzy AND because the latter scheme only retains one piece of information whereas the product operator combines n pieces. A product operator generally gives a smoother output surface, a desirable attribute in modelling and control systems.
Hence, equation (1) becomes
where n is the number of linguistic input variables.
In order to develop a training algorithm for this fuzzy logic system, the functional form of μ Fi (x i ) must be specified. The bell-shaped membership function, based on the normal distribution of the grades of the membership, would be used, because this function is differentiable and can be applied when using the learning algorithm, i.e. the membership function can be given by the following equation
where m i and σ i are, respectively, the centre and width of the bell-shaped function of the ith input variable. Now from equations (2) and (3), the overall function of the fuzzy logic system can be obtained
This equation represents a fuzzy logic system with a centre average defuzzifier, product inference rule, singleton fuzzifier, and bell-shaped membership function. Wang [23] shows that this fuzzy logic system is a universal approximator (i.e. capable of uniformly approximating any non-linear function to any degree of accuracy).
Equation (4) can be represented as a feed-forward neural network, as shown in Fig. 2 . This connectionist model combines the approximate reasoning of fuzzy logic into a neural network structure.
With a five-layered structure of the proposed connectionist model, the basic functions of the nodes in each layer would be defined as follows. Associated with each node in a typical neural network is an integration function that serves to combine information or activation from the other nodes.
This function X 1 i provides the net input of the ith node in layer l. A second action taken by each node is to output an activation value as a function of its net input
where g (.) denotes the activation function. The functions of the nodes in each layer of the fuzzyneural network can be summarized as follows.
Input layer:
The nodes in this layer just transmit their input values directly to layer 2
where i = 1, 2, . . . , n and n is the number of the linguistic input variables.
Antecedent layer:
The output from this layer is described by
where X 2 i is the input to node i in layer 2 and F i is the linguistic label assigned to the fuzzy set (small, large, etc.). From equation (3), equation (8) becomes
where m ij and σ ij are, respectively, the centre and width of the bell-shaped function of the ith input of the jth rule.
Rule layer:
The magnitude of the output from each node in this layer is dictated by the firing strength of a rule. With the proposed scheme (i.e. equation (4)), the rule nodes perform the fuzzy product operation. Therefore
where X 3 ij denotes the ith input to node j in layer 3. 4. Consequent layer: From this layer, the upper node sums all outputs from the rule layer with action strengths (y j ) and the lower node sums those with unity strength, as shown
where N and D represent, respectively, the numerator and denominator of equation (4).
Action layer:
Only one node exists in this layer. Here the actual output would be pumped out the net
GENETIC ALGORITHM-BASED STRUCTURE OPTIMIZATION AND PARAMETERS LEARNING
GA is an optimizing algorithm based on the mechanics of natural selection and natural genetics. The searching process is comparable with the natural evolution of biological creatures in which successive generations of organisms are given birth and raised until they themselves are able to breed. GAs have revealed their robustness in the field of optimization, especially when the mathematical model of the optimization problem is quite complicated or not well defined [24] , because it is very complicated to set a certain stochastic model for each IMU sensor. In addition, Fig. 3 shows simple pseudo-code for GA used in this article. In this article, the MatLab software has been used for the implementation of a real-coded GA, specifically developed in order to optimize and train the conceptual intelligent navigator, rather than using the available genetic and fuzzy logic toolboxes in MatLab used in reference [25] .
The goal of the GA optimization technique is to determine a fuzzy logic f (x), in the form of equation (4), which minimizes the objective function
where P is the number of outputs and dj(k) is the jth desired output at time k. According to equation (14) if the number of rules is M , then the problem becomes training the parameters y j , m ij , and σ ij such that E(k) is minimized. Then, the chromosome representation for the conceptual intelligent navigator can be summarized as 10 'genes' for y j and 20 'genes' for both m ij and σ ij . Therefore, a total of 50 genes are required to represent each chromosome in the GA for training the conceptual intelligent navigator and it must be mentioned that the range for the initial population of these parameters is [−1, 1]. Table 2 shows the parameters used for initializing the GA.
Real-coded genetic operators
The real-coded GA requires the following operators.
Hybrid selection method:
After the initial population, there is a hybrid selection method that is an incarnation of the Roulette wheel and deterministic selection. This selection method ensures that the new population will contain chromosomes with better fitness values than the worst individual in the old population. This permutation will reduce the iteration required for the learning process while ensuring good guidance in a complex and non-linear search space [26].
Elitism:
In this procedure the best parents from the old population will be copied into the next generation without performing any operator to increase the probability of obtaining the best fitness values and preventing performance degradation of the learning process compared to the previous generation [27]. 3. Crossover operator: The crossover operator is similar in both real and binary coding; a crossover is a process of exchanging information by exchanging the genes between two selected chromosomes [27, 28]. In this article, a single point crossover was used for each chromosome of the chromosome pair, where an integer position (k) is selected randomly along the chromosome length. The genes between the position (k + 1) and chromosome length (L) are swapped to create a new pair of chromosome.
Mutation operator: This operation causes random
changes in the components of the chromosomes in the new population. Mutation operation in realcoded GA is different from binary-coded. In binary coding, this operator randomly flips some of the bits in chromosomes from 0s to 1s or vice versa, whereas in real coding, this operator is implemented by simply replacing the randomly mutated 'gene' with another random number chosen in the same range assigned for the 'gene' in the initial population. Figure 4 shows the flowchart of the GA that has been adopted for training the conceptual intelligent navigator.
GANFIS NAVIGATOR
The detailed design and experimental result for the proposed intelligent navigator, ANFIS-based GA (GANFIS), that can replace the traditional KF will be presented in this section.
Intelligent navigator architecture
Separate GANFIS modules were created for both the positions and the velocities for each of the directions (north, east, and down), resulting in six separate GAN-FIS modules. Two GANFIS are used for updating both the INS position and the velocity. During the update mode as shown in Fig. 1 , the GANFIS position and velocity networks are trained using both the GPS and the INS data to construct an empirical model related to the INS errors for the corresponding INS position and velocity. The position or velocity data are considered as inputs to the GANFIS, and the corresponding INS error related to the input is provided as the output as well. The INS error was computed using wavelet multiresolution analysis (WMRA) algorithm as described by the author in references [29] and [30] . During GPS The most attractive aspect of the proposed intelligent navigator particularly during GPS outages is that it could perform forward prediction. Figure 5 shows the perception of forward prediction and the utilization of GANFIS to achieve this goal. The output of the GANFIS modules (INS errors) can be used to correct the corresponding INS data to provide a corrected position and velocity solution. Where GANFIS reduces the mean square error between the desired and actual outputs in addition to reducing the time required in the learning mode and prevent the intelligent navigator from falling into the local minimum and avoid the manual adjustment for the initial learning parameters, learning rate, and number of rules required.
Temporal window updating method
Solving the GPS outage problems is the primary goal for integrating INS with GPS data. An additional goal of this work is to solve this problem using a method suitable for real-time implementation. The INS data will be divided into a number of frames. A certain length is defined for each frame called a window. If the GPS signal loss is detected, the intelligent navigator will switch to the prediction mode. This mode relies on the previously stored learning parameters to predict the INS error for the entire period of the frame, even though the period of signal loss is less than the defined window size. At the end of each frame, the intelligent navigator will evaluate the availability of the GPS signal before processing the next frame. The system will switch to the learning mode if the GPS signal is available. Figure 6 compares the performance of ANFIS based on GA and standalone ANFIS based on BP. GANFIS shows substantial improvement in predicting the INS position and velocity error in terms of accuracy and time required for the prediction suitable for real-time implementation. The temporal window technique prevents the intelligent navigator from adverse effects of the INS algorithm due to the unbounded growth of error for a long period of operation. Figure 7 shows the resulted error during different GPS outages for all position and velocity components. The optimal window size required for the intelligent navigator is a compromise between the accuracy and computing time. In this work, a window size of 100 s has been chosen by taking into consideration requirement for real-time implementation. Increasing the window size over 100 s will increase the mean square error unnecessarily, as shown in Fig. 8 . The learning time required for different outage periods for each component direction is shown in Fig. 9 . Using the temporal window rather than pointby-point input strategy allows the GANFIS module to provide a reliable prediction for correcting the INS data.
The input required for the GANFIS module is segmented into a predefined window size before feeding it to the GANFIS modules. The GANFIS module learning time for each sample required for different components is illustrated in Fig. 10 ; also the time required in the evaluation mode for the position and velocity for each sample in all components is shown in Fig. 11 . 
Prediction mode during GPS outages
During GPS outages, the INS position and velocity outputs are corrected based on the predictions from the previous learning window, and then the GANFIS uses the learning parameters from the previous learning window to predict the INS error for the INS data in Fig. 12 . It is important here to compare the performance of the genetically tuned ANFIS (GANFIS) with that of the BANFIS model, which use the BP algorithm for training in order to demonstrate the performance improvement resulting from using GA to optimize the learning parameters. The mean square error and standard deviation error for both learning algorithms in the evaluation phase of the intelligent navigator are presented in Table 3 . It is worth mentioning that, if the GPS satellite signal outage is detected, then the vehicle navigation solution is predicted by the GANFIS module relying only on INS data.
CONCLUSIONS
In this article, an alternative method to integrate GPS/INS systems has been presented. The intelligent navigator provides a robust navigation solution by overcoming the limitations of INS short-term error and solving GPS outages without requiring any prior knowledge of the navigation sensor characteristics. Internal system parameters of the traditional navigator are provided by a human expert through an extensive tuning process before the actual use of the system. In contrast, the proposed system parameters of the intelligent navigator (ANFIS) are optimized using GA. Thus, they can be updated without a human expert during navigation whenever new navigation knowledge is acquired.
GANFIS has the advantages of fast convergence, and unbiased and high precision during GPS outages. It is also anticipated to have less computational complexity, which leads to real-time implementation. It was observed that an optimal window size is an important factor that affects the accuracy of the navigation system. However, a compromise between the accuracy and computation time must be made. 
