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Abstract. We shall review and discuss the key problem of providing a microscopic modeling of state-of-
the-art electronic quantum devices. In particular we shall focus on the description of energy-relaxation and
decoherence phenomena, explicitly showing the intrinsic limitations of some of the existing treatments (the
conventional Markovian approach) via analytical results, and proposing an alternative formulation of the
problem in terms of a generalized Fermi’s Golden Rule.
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Introduction
Present-day technology pushes electronic-device space-
and/or time-scales toward limits where the traditional
semiclassical or Boltzmann theory [1] can no longer be
applied, and more rigorous quantum-kinetic approaches
are imperative [2]. However, in spite of the quantum-
mechanical nature of electron and photon dynamics in the
core region of typical solid-state nanodevices – e.g., su-
perlattices [3] and quantum-dot structures [4] – the over-
all behavior of such quantum systems is often governed
by a complex interplay between phase coherence and en-
ergy relaxation/dephasing [5], the latter being also due to
the presence of spatial boundaries [6]. Therefore, a proper
treatment of such novel nanoscale devices requires a theo-
retical modeling able to properly account for both coher-
ent and incoherent – i.e., phase-breaking – processes on
the same footing.
The wide family of so-called solid-state quantum de-
vices can be schematically divided into two main classes:
(i) a ﬁrst one which comprises low-dimensional nanostruc-
tures whose electro-optical response may be safely treated
within the semiclassical picture [7] (e.g., quantum-cascade
lasers [8]) and (ii) a second one grouping solid-state de-
vices characterized by a genuine quantum-mechanical be-
havior of their electronic subsystem (e.g., solid-state quan-
tum logic gates [9]) whose quantum evolution is only
weakly disturbed by decoherence processes.
For purely atomic and/or photonic quantum logic
gates, decoherence phenomena are successfully described
via adiabatic-decoupling procedures [10] in terms of
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extremely simpliﬁed models via phenomenological pa-
rameters; within such eﬀective treatments, the main
goal/requirement is to identify a suitable form of the
Liouville superoperator, able to ensure/maintain the
positive-deﬁnite character of the corresponding density-
matrix operator [11]. This is usually accomplished by
identifying proper Lindblad-like decoherence superoper-
ators [11,12], expressed in terms of a few crucial system-
environment coupling parameters [13].
In contrast, solid-state devices are often characterized
by a complex many-electron quantum evolution, result-
ing in a non-trivial interplay between coherent dynam-
ics and energy-relaxation/decoherence processes; it fol-
lows that for a quantitative description of such coher-
ence/dissipation coupling the latter need to be treated via
fully microscopic models.
To this aim, motivated by the power and ﬂexibility of
the semiclassical kinetic theory [1] in describing a large
variety of interaction mechanisms, a quantum generaliza-
tion of the standard Boltzmann collision operator has been
proposed [5]; the latter, obtained via the conventional
Markov limit, describes the evolution of the reduced den-
sity matrix in terms of in- and out-scattering superopera-
tors. However, contrary to the semiclassical case, such col-
lision superoperator does not preserve the positive-deﬁnite
character of the density-matrix operator.
This serious limitation was originally pointed out by
Spohn and co-workers [14] three decades ago; in partic-
ular, they pointed out that the choice of the adiabatic
decoupling strategy is deﬁnitely not unique, and a generic
procedure does not guarantee positivity of the generated
evolution. However, many groups in the physical commu-
nity still keep using what is known as the Conventional
Markovian (CM) approach, as it is a common belief that
the associated lack of positivity actually appears only in
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extreme cases, which are non-physical or very diﬃcult to
realize experimentally (highly correlated initial states, ex-
tremely low temperatures, etc.).
With respect to this we shall employ the CM approach
for a two-level quantum dot interacting with a thermal
bath, and we shall show through analytical results that
even at very high temperatures, such as ambient temper-
ature or more, an arbitrarily small perturbation of the
(steady) quantum dot thermal state can well trigger di-
verging polarizations, leading to the most drastically ill-
deﬁned density matrix at large times: one with eigenvalues
1/2 ±∞! This result is physically so unacceptable as to
call for a new adiabatic procedure, able to guarantee pos-
itivity.
Inspired by the pioneering papers by Davies and co-
workers [15], which however was severely limited to sub-
system with discrete spectrum (i.e. no internal structure),
the second important aim of this paper is to present an
alternative and more general adiabatic procedure which
(i) in the discrete spectral case reduces to Davies’ model;
(ii) for diagonal states gives the well known Fermi’s
golden rule [16,17]; and (iii) describes a genuine Lind-
blad evolution, irrespective of the subsystem’s spectral
properties, thus providing a reliable/robust treatment of
energy-dissipation and dephasing processes in semicon-
ductor quantum devices. We stress that, contrary to stan-
dard master-equation formulations [15,18], neither the
proposed adiabatic-decoupling approach, nor the result-
ing Lindblad structure, depend on the particular way to
choose the subsystem, be it by reduction or by other pro-
jection procedures.
It is important at this point to underline that the va-
lidity regime of our results will be exactly the same as
that of the CM approach [19–21], which is currently used.
Of course, there are situations in nowadays nanostruc-
ture and nanodevices where our approach is not applicable
(and thus neither the CM approach), like systems which
so strongly interact with the environment, that they suﬀer
from some environment backreaction, in turn taking the
system to a non-markovian regime. This is the case for
example of two quantum dots which are spatially so close
as to feel each other through the phonons of the bath. An-
other example is that of pure dephasing in quantum dot
structures [22], which is known not to have a markovian
limit (we shall see it explicitly in our example for a two
level system). However, our approach can be applied to the
entire family of markovian systems, provided that the ex-
ternal degrees of freedom have correlation functions which
vanish, in time, suﬃciently fast. This of course forces the
external degrees of freedom to be at least inﬁnite in num-
ber, and indeed to form a continuum of modes. If this was
not the case, oscillations between system and environment
would be observed, leaving no hope for a dissipative and
irreversible evolution, even in the weak-coupling regime.
How fast the bath correlation functions should decay is an
important problem, technically very hard, which is out-
lined in general [21] and was solved in [15] in case of a free
fermionic bath (not necessarily at thermal equilibrium),
and a coupling to the system quadratic in the bath ﬁelds.
This latter fact shows that, in case the system is chosen by
a partial trace reduction, the bath need not be at thermal
equilibrium for our approach to apply: all we need, exactly
as with the CM approach, is that the bath is not backre-
acting to the system at long times (a markovian, memory-
free hypothesis), where “long” compares to the coupling
Hamiltonian (a weak-coupling hypothesis). So our model
could apply equally well to, say, a bath made of coherent
bosons (for example a continuous wave laser), provided
that the memory free and weak-coupling assumptions are
satisﬁed (see Thms. 7.1, 7.2 and 9.1 in [21] for a precise
formulation).
The paper is organized as follows. In Section 1 we shall
review the fundamentals of the density-matrix formalism
applied to the analysis of solid-state quantum devices; Sec-
tion 2 will provide a fully-operatorial derivation of the con-
ventional adiabatic or Markov approximation; Section 3
will address the general derivation of eﬀective scattering
superoperators describing the electronic subsystem inter-
acting with various quasiparticles, e.g., phonons, photons,
plasmons, etc. In Section 4 we analyze the CM approach
as applied to the case of a quantum dot interacting with
a thermal bosonic bath, and show the intrinsic and physi-
cally non-negligible problems of the former, way down to a
two-level case. In Section 5 we shall propose an alternative
formulation of the Markov limit, leading to the derivation
of a Lindblad-like scattering superoperator in terms of a
generalized or quantum Fermi’s golden rule, which is then
specialized to the partial trace with a thermal bosonic
bath in Section 6. In Section 7 we shall discuss the pos-
sible application of our formulation to non-conventional
projection schemes, like, e.g., the treatment of quantum
devices with open boundaries. Finally, in Section 8 we
shall summarize and draw some conclusions.
1 Fundamentals of the density-matrix theory
applied to solid-state nanodevices
The idealized behavior of a so-called “quantum device” [7]
is usually described via the elementary physical picture
of the square-well potential and/or in terms of a simple
quantum-mechanical n-level system. For a quantitative in-
vestigation of state-of-the-art quantum optoelectronic de-
vices, however, two features strongly inﬂuence and modify
such simpliﬁed scenario: (i) the intrinsic many-body na-
ture of the carrier system under investigation; and (ii) the
potential coupling of the electronic subsystem of interest
with a variety of interaction mechanisms, including the
presence of spatial boundaries [6]. These systems are char-
acterized by a strong interplay between coherent dynam-
ics and energy-relaxation/dephasing processes; it follows
that for a quantitative description of such non-trivial co-
herence/dissipation coupling the latter need to be treated
via fully microscopic models.
In this paper we shall provide a comprehensive
microscopic theory of charge quantum transport in
semiconductor nanostructures based on the well-known
density-matrix approach. It is worth mentioning that an
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alternative approach, equivalent to the density-matrix for-
malism employed in our work, is given by the nonequi-
librium Green’s function technique; the latter can be re-
garded as an extension of the well-known equilibrium or
zero-temperature Green’s function theory to nonequilib-
rium regimes, introduced in the 1960s by Kadanoﬀ and
Baym [23] and Keldysh [24]. An introduction to the the-
ory of nonequilibrium Green’s functions with applications
to many problems in transport and optics of semiconduc-
tors can be found in the book by Haug and Jauho [25].
By employing – and further developing and extending –
such nonequilibrium Green’s function formalism, a num-
ber of groups have proposed eﬃcient quantum-transport
treatments for the study of various semiconductor nanos-
tructures as well as of modern micro/optoelectronic de-
vices [26].
Within the general density-matrix formalism two dif-
ferent strategies are commonly employed: (i) the quantum-
kinetic treatment [5]; and (ii) the description based on the
Liouville-von Neumann equation [27].
The primary goal of a quantum-kinetic theory is to
evaluate the temporal evolution of a reduced set of single-
or few-particle quantities directly related to the electro-
optical phenomenon under investigation, the so-called
kinetic variables of the system. However, due to the many-
body nature of the problem, an exact solution in general
is not possible; it follows that for a detailed understand-
ing realistic semiconductor models have to be considered,
which then can only be treated approximately. Within
the kinetic-theory approach one starts directly with the
equations of motion for the single-particle density matrix.
Due to the many-body nature of the problem, the result-
ing set of equations of motion is not closed; instead, it
constitutes the starting point of an inﬁnite hierarchy of
higher-order density matrices. Besides diﬀerences related
to the quantum statistics of the quasiparticles involved,
this is equivalent to the BBGKY hierarchy in classical gas
dynamics [28]. The central approximation in this formal-
ism is the truncation of the hierarchy. This can be based
on diﬀerent physical pictures. A common approach is to
use the argument that correlations involving an increas-
ing number of particles will become less and less impor-
tant [5]. An alternative quantum-kinetic scheme – based
on an expansion in powers of the exciting electromagnetic
ﬁeld – has been introduced by Axt and Stahl, the so-called
“dynamics controlled truncation” (DCT) [29].
Within the treatment based on the Liouville-von
Neumann equation, the starting point is the equation of
motion for the global density-matrix operator, describing
many electron plus various quasiparticle excitations. The
physical quantities of interest for the electronic subsys-
tem are then typically derived via a suitable “reduction
procedure”, aimed at tracing out non-relevant degrees of
freedom. Contrary to the kinetic theory, this approach has
allowed for a fully quantum-mechanical treatment of high-
ﬁeld transport in semiconductors [30], thus overcoming
some of the basic limitations of conventional kinetic treat-
ments, e.g., the completed-collision limit and the Markov
approximation.
As anticipated, primary goal of the present paper is
to discuss in very general terms the physical properties
and validity limits of the so-called “adiabatic” or Markov
approximation. Within the traditional semiclassical or
Boltzmann theory, this approximation is typically intro-
duced together with the so-called diagonal approximation,
i.e., the neglect of non-diagonal density-matrix elements.
However, as described in reference [5], the Markov limit
can be also performed within a fully non-diagonal density-
matrix treatment of the problem; this leads to the intro-
duction of generalized in- and out-scattering superopera-
tors, whose general properties and physical interpretation
are not straightforward. In particular, it is imperative to
understand if – and under which conditions – the adiabatic
or Markov approximation preserves the positive-deﬁnite
character of our reduced density matrix; indeed, this dis-
tinguished property is generally lost within the quantum-
kinetic approaches previously mentioned [5,31].
2 Operatorial derivation of the conventional
Markov approximation
In order to discuss the main features and intrinsic limi-
tations of the conventional adiabatic or Markov limit, let
us recall its general derivation following the fully operato-
rial approach proposed in reference [32]. Given a generic
physical quantity Aˆ – described by the operator A – its
quantum plus statistical average value is given by
〈Aˆ〉 = tr {Aρ} , (1)
where ρ is the so-called density-matrix operator. Its time
evolution is dictated by the total (system plus envi-
ronment) Hamiltonian. Within the usual weak-coupling
scheme, the latter can be regarded as the sum of a non-
interacting (system plus environment) contribution plus a
system-environment coupling term, weighted by a small
dimensionless coupling constant λ. Written in units of ,
this reads:
H = H◦ + λH ′. (2)
The corresponding equation of motion for the density-
matrix operator – also known as Liouville-von Neumann
equation – in the interaction picture is given by:
dρi
dt
(t) = −iλ [H i(t), ρi(t)] , (3)
where H i(t) denotes the interaction Hamiltonian H ′ writ-
ten at current time t.
We stress that – according to the standard procedure –
at this point one should identify a subsystem of interest by,
for example, the use of a suitable projection on the space
of density matrices: although this step is crucial to study
the weak-coupling limit, it turns out, as we shall see, that
it needs to be considered explicitly only later on, when
talking about positivity1. Hence for ease of exposition we
1 For the moment, we shall limit ourselves to use the pro-
jection P0 (deﬁned in the Heisenberg picture), to say that no
ﬁrst-order terms are considered in this paper, i.e., we shall as-
sume that P0 ([H
′(t), P0A]) = 0.
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shall ﬁrst focus on all the projection-independent features
of our theoretical framework.
The key idea beyond any perturbation approach is that
the eﬀect of the interaction Hamiltonian H ′ is “small”
compared to the free evolution dictated by the noninter-
acting Hamiltonian H◦, that is, the coupling constant λ is
small. Following this spirit, by formally integrating equa-
tion (3) from t◦ to the current time t, and inserting such
formal solution for ρi(t) on the right-hand side of equa-
tion (3), we obtain an integro-diﬀerential equation of the
form:
d
dt
ρi(t) = −iλ [H i(t), ρi(t◦)]
− λ2
∫ t
t◦
dt′
[
Hi(t),
[
Hi(t′), ρi(t′)
]]
. (4)
We stress that so far no approximation has been intro-
duced: equations (3) and (4) are fully equivalent, we have
just isolated the ﬁrst-order contribution from the full time
evolution in equation (3).
Let us now focus on the time integral in equation (4).
Here, the two quantities to be integrated over t′ are the in-
teraction HamiltonianHi and the density-matrix operator
ρi. In the spirit of the perturbation approach previously
recalled, the time variation of ρi can be considered adi-
abatically slow compared to that of the Hamiltonian Hi
written in the interaction picture, i.e.,
Hi(t′) = U †◦ (t
′)H ′U◦(t′); (5)
indeed, the latter exhibits rapid oscillations due to the
noninteracting evolution operator
U◦(t) = e−iH◦t. (6)
As a result, the density-matrix operator ρi can be taken
out of the time integral and evaluated at the current
time t.
Following such prescription, the second-order contri-
bution to the system dynamics written in the Schro¨dinger
picture for the case of a time-independent interaction
Hamiltonian H ′ comes out to be:
dρ
dt
= −λ2 [H ′, [K, ρ]] (7)
with
K =
∫ t−t◦
0
dt′Hi(t′) =
∫ t−t◦
0
dt′U †◦ (t
′)H′U◦(t′). (8)
The eﬀective equation (7) has still the double-commutator
structure of equation (4) but it is now local in time. The
Markov limit recalled so far leads to signiﬁcant modiﬁca-
tions to the system dynamics: while the exact quantum-
mechanical evolution in equation (3) corresponds to a
fully reversible and isoentropic unitary transformation,
the instantaneous double-commutator structure in equa-
tion (7) describes, in general, a non-reversible (i.e., non
unitary) dynamics characterized by energy dissipation and
dephasing.
First of all, let us now show that the master equa-
tion (7) constitutes a generalization of the classical Fermi’s
Golden Rule, as it boils down to the latter in the diago-
nal case. By denoting with {|λ〉}, and neglecting energy
renormalization contributions [32], the eigenstates of the
noninteracting Hamiltonian Hˆ◦, the eﬀective equation (7)
written in this basis is of the form:
dρλ1λ2
dt
=
1
2
∑
λ′1λ
′
2
[Pλ1λ2,λ′1λ′2ρλ′1λ′2 − Pλ1λ′2,λ′1λ′1ρλ′2λ2]+H.c.
(9)
with generalized scattering rates given by:
Pλ1λ2,λ′1λ′2 =
2π

H ′λ1λ′1H
′∗
λ2λ′2
δ(λ2 − λ′2), (10)
λ denoting the energy corresponding to the nonin-
teracting state |λ〉. As discussed extensively in [32],
such generalized scattering rates are obtained within the
completed-collision limit, i.e., t◦ → −∞, and neglecting
energy-renormalization contributions.
The well-known semiclassical or Boltzmann theory [1]
can be easily derived from the quantum-transport for-
mulation presented so far, by introducing the so-called
diagonal or semiclassical approximation. The latter cor-
responds to neglecting all non-diagonal density-matrix
elements (and therefore any quantum-mechanical phase
coherence between the generic states λ1 and λ2), i.e.,
ρλ1λ2 = fλ1δλ1λ2 , where the diagonal elements fλ describe
the semiclassical distribution function over our noninter-
acting basis states. Within such approximation scheme,
the quantum-transport equation (122) reduces to the well-
known Boltzmann equation:
dfλ
dt
=
∑
λ′
(Pλλ′fλ′ − Pλ′λfλ) , (11)
where
Pλλ′ = Pλλ,λ′λ′ = 2π

|H ′λλ′ |2δ (λ − λ′) (12)
are the conventional semiclassical scattering rates given
by the well-known Fermi’s golden rule [16].
At this point it is crucial to stress that, contrary
to the non-diagonal density-matrix description previously
introduced, the Markov limit combined with the semi-
classical or diagonal approximation ensures that at any
time t our semiclassical distribution function fλ is always
positive-deﬁnite. This explains the “robustness” of the
Boltzmann transport equation (125), and its extensive ap-
plication in solid-state-device modeling as well as in many
other areas, where quantum eﬀects play a very minor
role. In contrast, in order to investigate genuine quantum-
mechanical phenomena, the conventional Markov super-
operator in (7) cannot be employed, since it does not
preserve the positive-deﬁnite character of the density ma-
trix ρλ1λ2 .
Since any eﬀective Liouville superoperator should de-
scribe correctly the time evolution of ρ and since the lat-
ter, by deﬁnition, needs to be trace-invariant and positive-
deﬁnite at any time, it is imperative to determine if the
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Markov superoperator in equation (7) fulﬁlls this two ba-
sic requirements. As far as the ﬁrst issue is concerned, in
view of its commutator structure, it is easy to show that
this eﬀective superoperator is indeed trace-preserving.
In contrast, it is not at all obvious a priori that for
any initial condition the density-matrix operator will be
positive-deﬁnite at any time. Indeed, as originally shown
in reference [12], this fulﬁllment is accomplished by em-
ploying a local superoperator of the form:
d
dt
ρ = −
∑
i
(
1
2
{
L†iLi, ρ
}
+ LiρL
†
i
)
, (13)
where {Li} is a generic set of operators. The latter,
known as Lindblad superoperator, for the particular case
of Hermitian operators (i.e. Li = L
†
i ) reduces to:
d
dt
ρ = −1
2
∑
i
[Li, [Li, ρ]] . (14)
We stress that the Markov superoperator in equation (7)
exhibits the same double-commutator structure in equa-
tion (14). However, due to its strongly asymmetric form,
the latter is not cast in an explicit Lindblad form. This
is by far the most severe limitation of the conventional
Markov approximation: we shall prove in the following
that the conventional Markov (CM) superoperator does
not preserve a positive evolution, in a physically non-
negligible way.
3 Partial trace projection on the electronic
subsystem
As anticipated, the whole theoretical scheme described so
far becomes meaningful and applicable only when a well-
deﬁned subsystem of interest is identiﬁed (together with a
corresponding inﬁnite-dimensional environment). To this
end, let us now specialize to the case of a semiconductor
quantum device, for which the unperturbed Hamiltonian
H◦ in equation (2) can be written as
H◦ = He +Hb. (15)
This is the sum of the electronic (e) Hamiltonian and of
the free-bath (b) Hamiltonian
Hb =
∫
dq ωb(q) b†qbq, (16)
where the Bosonic operators b†q (bq) denote creation
(destruction) of a generic quasiparticle excitation with
wavevector q and energy q = ωb(q), i.e., phonons, pho-
tons, plasmons, etc.
In this case, the noninteracting (carrier-plus-
quasiparticle) basis states
|λ〉 = |α〉 ⊗ |{nq}〉 (17)
are given by the tensor product of electronic states |α〉 and
quasiparticle states |{nq}〉 corresponding to the occupa-
tion density {nq}; the noninteracting energy spectrum
ωλ = ωα +
∫
dq ωb(q)nq (18)
is then the sum of the electronic and total quasiparticle
energies.
For all relevant carrier-quasiparticle interaction mech-
anisms in semiconductor nanostructures – e.g., carrier-
phonon, carrier-photon, carrier-plasmon, etc. – the per-
turbation Hamiltonian H ′ in equation (2) can be written
as:
H ′ =
∫
dq
(
Hqbq +H
†
qb
†
q
)
= Hab +Hem. (19)
Here Hq = H
†
−q are electronic operators (parameterized
by the quasiparticle wavevector q) acting on the α subsys-
tem only. The two terms in equation (19) – corresponding
to quasiparticle destruction and creation – describe elec-
tronic absorption and emission processes.
As anticipated, the average value of any given phys-
ical quantity A can be easily expressed in terms of the
density-matrix operator ρ according to equation (1). In
the study of electronic quantum phenomena in semicon-
ductor nanostructures, most of the physical quantities of
interest depend on the electronic-subsystem coordinates
α only (carrier energy loss, electronic coherence length,
carrier-carrier correlation functions, etc.), i.e.,
Aλλ′ = Aα,{nq};α′,{n′q} = Aαα′δ{nq}{n′q}. (20)
In this case it is convenient to write equation (1) as
A = tr {Aρ} =
∑
λλ′
Aλλ′ρλ′λ =
∑
α,α′
Aαα′ρ
e
α′α, (21)
where
ρeαα′ =
∑
{nq}
ρα,{nq};α′,{nq} (22)
is the so-called reduced or electronic density matrix. Equa-
tion (22) can be also written in an operatorial form as:
ρe = tr {ρ}b , (23)
which shows that the electronic density-matrix operator ρe
is obtained by performing a trace operation over the quasi-
particle variables {nq}. Since ρe is the only quantity enter-
ing the evaluation of the average value in equation (21), it
is desirable to derive a corresponding equation of motion
for the reduced density-matrix operator. However, such
trace over the quasiparticle coordinates does not commute
with the scattering superoperator one wants to project, a
fact which does not allow to obtain a closed equation of
motion for the reduced density-matrix operator ρe. In or-
der to overcome this problem, the typical assumption is
to consider the quasiparticle subsystem as characterized
by a huge number of degrees of freedom (compared to the
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subsystem α). In other words this amounts to say that the
quasiparticle subsystem has an inﬁnitely high heat capac-
ity, i.e., it behaves as a thermal bath; this allows to con-
sider this subsystem always in thermal equilibrium, i.e.,
not signiﬁcantly perturbed by the electronic subsystem.
Within such approximation scheme, the global (e plus b)
density-matrix operator ρ can be written as the product
of the equilibrium density-matrix operator for the quasi-
particle subsystem ρb and the reduced density-matrix op-
erator ρe:
ρ = ρe ⊗ ρb, ρb = e
− HbkBT
tr
{
e
− HbkBT
} . (24)
This bath state can also implies, and can also be abstractly
deﬁned by, the following two-point bath correlation func-
tions:
tr
{
bqbq′ρ
b
}
= tr
{
b†qb
†
q′ρ
b
}
= 0, (25)
and
Nq = tr
{
b†qbqρ
b
}
, (26)
where Nq denotes the average occupation density for the
quasiparticle state q.
It is important to note that all this reduction scheme
can be easily implemented by using a projection P , that
acts on a generic global density matrix to give the partial
trace through
Pρ = tr{ρ}b ⊗ ρb = ρe ⊗ ρb, (27)
which clearly establishes the relationship between global
and subsystem density matrix. Moreover, this projection is
superoperatorial in nature, as it acts on operators (density
matrices). It allows to explicitly write a projected eﬀective
Markov superoperator L in the following simple way
∂tPρ = PLPρ. (28)
Recalling the explicit form of the noninteracting Hamilto-
nian H◦ in equation (15), we have:
U◦(t′) = e−iH◦t
′
= e−iHet
′
e−iHbt
′
= Ue(t′)Uqp(t′). (29)
Moreover, employing the bosonic commutation relations
for the creation and destruction operators, we get:
biq(t) = U
†
b (t)bqUb(t) = e
−iωb(q)tbq
bi†q (t
′) = U †b (t)b
†
qUb(t) = e
+iωb(q)tb†q. (30)
In view of these two properties, the explicit form of
the electron-quasiparticle coupling Hamiltonian in equa-
tion (19) written in the interaction picture comes out
to be:
Hi(t′) =
∫
dq
(
H−q (t
′)bq +H
+
q (t
′)b†q
)
(31)
with
H−q (t) = H
i
q(t)e
−iωb(q)t, H+q (t) = H
i†
q (t)e
+iωb(q)t.
(32)
We also note that H±q (t
′) = H∓†q (t
′), as concerns the in-
teraction. As we can see, for each quasiparticle state/mode
q we have always two contributions (±) describing quasi-
particle emission and absorption.
4 Conventional Markov for a quantum dot
We start with our projected CM superoperator, which has
the general form
∂tPρ = −i[H0, Pρ]− λ2P ([H ′, [K,Pρ]]) . (33)
We choose the usual free evolution
H◦ = Ha ⊗ 1 + 1⊗Hb
=
∑
α
ωαc
†
αcα ⊗ 1 + 1⊗
∫
dq ωb(q) b†qbq (34)
and interaction of the type
H ′ =
∑
αβ
∫
dq gαβ(q) c†αcβ ⊗ bq + h.c.
=
∑
αβ
c†αcβ ⊗
∫
dq
(
gαβ(q) bq + gβα(q)∗ b†q
)
, (35)
that is, Hq =
∑
αβ gαβ(q) c
†
αcβ , for a generic complex-
valued coupling coeﬃcient gαβ(q), given as a function of
the wavevector q.
The latter is the prototypical Hamiltonian describing
generic relaxation processes in a semiconductor quantum
dot via bosonic quasiparticle interaction mechanisms (i.e.,
thermal phonons), and thus constitutes a most relevant
physical scenario.
To compute K we denote ωαβ = ωα − ωβ , and we
compute
H ′(−t) = e−iωαβtc†αcβ⊗ (36)
⊗
∫
dq
(
eiωb(q)tgαβ(q)bq + e−iωb(q)tgβα(q)∗b†q
)
.
Then, putting Pρ = ρe ⊗ ρb, we need to compute four
terms, namely
1. −P (H ′Kρe ⊗ ρb);
2. −P (ρe ⊗ ρbKH ′);
3. P (H ′ρe ⊗ ρbK);
4. P (Kρe ⊗ ρbH ′).
To compute the four terms above, we note that both H ′
and K contain two contributions, coming from the anni-
hilation and the creation bosonic operator, respectively.
Due to the chosen projection, and to the two-point bath
correlation function properties stated above, we shall drop
the products of two creation contributions, as well as two
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annihilation ones, as these will not contribute to the four
terms above. Then, according to the relative order among
the creation and annihilation contribution, as well as the
bath density matrix σ, we shall obtain the appropriate
emission and absorption parts.
We compute (1.) as follows (we omit to again tensor
product with ρb in the ﬁnal result, which would be for-
mally required):
P (H ′Kρe ⊗ ρb) = Bα1β1α2β2 c†α1cβ1c†α2cβ2 ρe (37)
with
Bα1β1α2β2 =2π
∫
dq
{
gα1β1(q)gβ2α2(q)
∗(Nωb(q)+1)D+α2β2,q
+ gβ1α1(q)
∗gα2β2(q)Nωb(q)D−α2β2,q
}
, (38)
where, just as in [32], we have deﬁned
D±αβ,q =
1
2π
∫ ∞
0
dt e−i(ωαβ±ωb(q))t
=
1
2
δ(ωαβ ± ωb(q)) + 12πi
1
ωαβ ± ωb(q) . (39)
In passing, we recall the property D±,∗αβ,q :=
(
D±αβ,q
)∗
=
D∓βα,q.
Now we compute (2.) as follows:
P (ρe ⊗ ρbKH ′) = ρe c†α1cβ1c†α2cβ2 Cα1β1α2β2 (40)
with
Cα1β1α2β2 =2π
∫
dq
{
gα1β1(q)gβ2α2(q)
∗(Nωb(q)+1)D−α1β1,q
+ gβ1α1(q)
∗gα2β2(q)Nωb(q)D+α1β1,q
}
. (41)
We compute (3.) as follows (note the index exchange in
the coeﬃcient C with respect to before):
P (H ′ρe ⊗ ρbK) = c†α1cβ1 ρe c†α2cβ2Cα2β2α1β1 . (42)
Finally, we compute (4.) as follows (again, index exchange
for the coeﬃcient B):
P (Kρe ⊗ ρbH ′) = c†α1cβ1 ρe c†α2cβ2Bα2β2α1β1 . (43)
To summarize, we have found that the partial trace den-
sity matrix ρ ≡ ρe evolves according to
∂tρ = Lλρ
= (Lfree + λ2Lscatt)ρ, (44)
where
L
freeρ = −i[He, ρ] (45)
is the free evolution superoperator, and the conventional
markovian superoperator Lscatt is given by
L
scattρ =−Bα1β1α2β2 c†α1cβ1c†α2cβ2 ρ
− Cα1β1α2β2 ρ c†α1cβ1c†α2cβ2
+ (B + C)α2β2α1β1 c
†
α1cβ1 ρ c
†
α2cβ2 . (46)
4.1 One particle sector
Since Lscatt in (46) commutes with the number operator,
the subsystem number of particles is a constant of the
motion. That means that if at time t = 0 the initial density
matrix is nonzero only in, say, the n-particle sector, then
the evolution of ρ according to equation (46) will keep ρ(t)
in that sector.
We are thus in position to examine the 1-particle sec-
tor. We will do so by writing (46) between one particle
eigenstates |γ1〉 and |γ2〉.
Dropping the free evolution for sake of space, we com-
pute
∂tργ1γ2 = −Bα1β1α2β2 δγ1α1δβ1α2δβ2γ′1ργ′1γ′2δγ′2γ2
− δγ1γ′1ργ′1γ′2δγ′2α1δβ1α2δβ2γ2 Cα1β1α2β2
+ (B + C)α2β2α1β1 δγ1α1δβ1γ′1ργ′1γ′2δγ′2α2δβ2γ2 , (47)
which gives
∂tργ1γ2 =−Bγ1γ′′γ′′γ′1 ργ′1γ′2δγ′2γ2 − δγ1γ′1ργ′1γ′2 Cγ′2γ′′γ′′γ2
+ (B + C)γ′2γ2γ1γ′1 ργ′1γ′2 . (48)
Switch back our notation to ρα1α2 , we deﬁne the in- and
out- one-particle scattering superoperators (1)Γ in/out by
means of
∂tρα1α2 = (
(1)Γ inα1α2,α′1α′2 −
(1) Γ outα1α2,α′1α′2)ρα′1α′2 . (49)
According to above, we ﬁnd
1
2π
(1)Γ
out
α1α2,α′1α
′
2
= Bα1α′′α′′α′1δα′2α2 + δα1α′1Cα′2α′′α′′α2
1
2π
(1)Γ
in
α1α2,α′1α
′
2
= (B + C)α′2α2α1α′1 . (50)
4.2 Single particle in the low density limit
We now want to pass to the equation for the so called
single-particle density matrix, which is the two-point
Green function deﬁned by
ρspαα′ = 〈c†α′cα〉 = Tr(cαρc†α′). (51)
Since the trace can be performed by summing over all the
many body Hamiltonian eigenvalues, we note that
ρspαα′ = 〈0|cαρc†α′ |0〉+
∑
{n}|∑ nj =0
〈{n}|cαρc†α′ |{n}〉. (52)
The low density limit amounts to neglect two ore more
particles content of the subsystem density matrix. In this
limit, we drop the summation above to ﬁnd
ρspαα′ = 〈α|ρ|α′〉 = ραα′ . (53)
Due to this identity, the equation for the single particle
density matrix is given exactly by the one-particle scat-
tering operators, that is,
Γ
in/out
α1α2,α′1α
′
2
= (1)Γ
in
α1α2,α′1α
′
2
. (54)
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To better compare with [32], we exploit the exchange prop-
erties D±∗αβ,q = D∓βα,q and write
1
2π
Γ inα1α2,α′1α′2 = gα′2α2g
∗
α′1α1
(N+1)
(
D+α1α′1 +D
+∗
α2α′2
)
+g∗α2α′2gα1α′1N
(
D−α1α′1 +D
−∗
α2α′2
)
, (55)
and
1
2π
Γ outα1α2,α′1α′2 = (56)(
gα1α′′g
∗
α′1α′′
(N+1)D+α′′α′1+g
∗
α′′α1gα′′α′1ND−α′′α′1
)
δα′2α2
+δα1α′1
(
gα′2α′′g
∗
α2α′′(N+1)D+∗α′′α′2+g
∗
α′′α′2
gα′′α2ND−∗α′′α′2
)
.
Thus, this is the general form of the CM superoperator for
a quantum dot interacting with a thermal bosonic bath,
in the low density limit. We just note that in its ﬁnal
form, for short, integration on the bath wavevectors q is
understood.
4.3 One phonon limit
As it is, the CM superoperator we have obtained in the
low density limit is still rather complex to analyze, due to
the fact that, in general, one has to take into account con-
tributions coming from each of the bath degrees of free-
dom q (which clearly form a continuum). Here we are
going to examine its detailed structure by means of an-
alytical methods: arguing on the non-locality of a typi-
cal electron-phonon interaction for a quantum dot, due to
strong inhomogeneity, we shall see how our analysis could
be restricted to the far easier context where all the bath
contributions are concentrated around only one degree of
freedom/wavevector. Due to its simplicity, this will allow
us to better localize and understand possible intrinsic fail-
ures of the CM approach.
By inspecting equations (55) and (56), we readily see
that the basic building block to construct the CM super-
operator is given by the following integral
I±m(α, β) =
∫
R3
d3q fm(q)D±αβ,q (57)
where for short (α, β) = (α, α1, α2, β, β1, β2), and we
have put
fm(q) = gα1β1(q)gβ2α2(q)
∗(Nωb(q) +m) (58)
where m = 0, 1 labels emission and absorption terms.
Accordingly, considering equation (39), and perform-
ing some straightforward calculus, we see that
I±m(α, β) = I
s,±
m (α, β) + I
r,±
m (α, β) (59)
is the sum of a scattering part
Is,±m (α, β) =
1
2
∫
Φ(±ωβα)
d2q
fm(q)
‖∇ωb(q)‖ (60)
and an energy renormalisation part
Ir,±m (α, β) = ±P
∫
dω
2πi ω
∫
Φ(ω±ωβα)
d2q
fm(q)
‖∇ωb(q)‖ . (61)
In the above,
Φ(ω) = {q ∈ R3 | ωb(q) = ω} (62)
the (2-dimensional) R3-submanifold of phonons q that
share the same energy ω (note however that Φ(ω) could
well be the empty set, for example when ω < 0).
In general, the integral in equation (57) is a rather
complex object to evaluate. As it involves an integration
over all the space of the modes q (the momentum space),
a ﬁrst hint on how to evaluate it could come from trying
to partition the momentum space in small cells, and then
summing the contributions coming from each cell. Here we
immediately face the question: to what extent are these
cells independent?
As clearly pointed out in [32], a typical set of coupling
parameters gαβ(q) satisﬁes
gαβ(−q) = gβα(q)∗. (63)
This in turn comes from the condition that the carrier-
phonon interaction Hamiltonian is assumed to be spatially
local in the ﬁelds:
H ′ =
∫
dr Ψ †(r)(φ†(r) + φ(r))Ψ(r), (64)
where integration is on all space, Ψ(r) (φ(r)) destroys a
carrier (respectively, a phonon) in the spatial point r.
If equation (63) held true, two diﬀerent cells, cen-
tered at opposite momenta, would not be independent,
and should be considered all together, but due to strong
spatial inhomogeneity and anisotropy, equation (64) need
not be valid any longer for the case of a quantum dot, so
that the coupling parameters gαβ(q) do not suﬀer from
the restriction (63) anymore.
This in turn means that the coupling parameters
within each cell become independent, and to compute in-
tegral (57) we could safely partition the momentum space
into cells, evaluating one at a time. Now the key point
here is that the CM superoperator depends linearly on
each single cell contribution, and the precise relationship
among diﬀerent cells only depends on the details of the
carrier-phonon interaction, as well as on the properties of
the phonon bath, but is not to any extent depending on
the intrinsic structure of the CM superoperator itself. In
order to understand properties which are intrinsic to the
CM superoperator, it is therefore convenient to analyze
the contribution coming from one single cell, by claiming
that possible anomalies need not be recovered by counter-
balancing contributions from other cells. Whether those
other contributions succeed in counter-balancing patholo-
gies arising from the original cell, or not, strongly depends
on the details of the model, and therefore does not happen
generally.
With respect to this one could say that for the large
class of models for which the interaction Hamiltonian is
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of the form (64) one should consider cells at opposite
momenta at the same time, and this fact could elimi-
nate pathologies. Within the same spirit of our argument
above, we answer that the Hamiltonian in (64) is not in-
trinsic to the CM approach, and thus should not be taken
as a reference; moreover, pathologies would indeed remain,
but to show why and how would take a too long techni-
cal procedure, due to the need of evaluating opposite cells
at the same time, and thus goes out of the scope of the
present paper.
We shall therefore proceed to compute equation (57)
in case the coupling parameters be nonzero only inside a
cell in the momentum space. The cell will be taken small
enough so that quantities like the bath dispersion don’t
vary too rapidly within it, thus allowing for an actual an-
alytical evaluation of equation (57) in what we call the
“one-phonon” limit. Again, with this terminology we want
to focus on a speciﬁc and small enough cell in the momen-
tum space of the bath: thus, we will always consider an
interaction of the system (the quantum dot) with a con-
tinuum of bath modes, and by no means we are going to
reduce the number of interacting phonon modes to just
one, or to a discrete number. This will be so because we
will scale the couplings at the same time as we do the
limit of small cell, so as to keep information about an in-
teraction with a continuum of modes, rather than with
a discrete spectrum in the bath. The latter case indeed
describes an oscillating behavior, with no possible damp-
ing. Within this philosophy, contrary to optical phonons,
that call for a polaronic description in quantum dots [36],
we shall consider the case of acoustic phonons, for which
there always exists a phonon mode q that guarantees en-
ergy conservation.
To be more precise, let us ﬁx a reference phonon mode
q, at the center of the cell, given in spherical coordinates
by q = (R, θ, φ). We furthermore suppose that the phonon
mode q is resonant with some speciﬁc subsystem tran-
sition, namely, ωb(q) = Δω = ωαβ for some nonzero
ωαβ ≡ ωα − ωβ. This hypothesis is of course needed in
order to obtain a nonzero scattering contribution for our
CM superoperator. We then choose the cell according to
the polar sector
R ∈
[
R− ΔR
2
, R +
ΔR
2
]
θ ∈
[
θ − Δθ
2
, θ +
Δθ
2
]
φ ∈
[
φ− Δφ
2
, φ+
Δφ
2
]
(65)
where we take ΔR small enough, so that no mode in the
polar sector is resonant with a transition diﬀerent from
Δω. We let χ(q) be the characteristic function of the polar
set we have just deﬁned (which by deﬁnition takes value 1
inside the cell above, and 0 outside). Note that the volume
of the polar sector is given by
V =
∫
d3q χ(q) = R
2
ΔRΔφ
∫ θ+Δθ2
θ−Δθ2
dθ sin θ . (66)
We deﬁne our coupling parameters as
gαβ(q) = χ(q)
1√
V
hαβ (67)
for (q independent) coupling frequencies hαβ (note indeed
that hαβ are measured in Hz).
Moreover, we suppose the phonon dispersion law in the
polar sector above to be suﬃciently well behaved, in the
sense that
ωb(q) = ω0 +∇ωb(q) · q + o(ΔR) (68)
for every phonon mode q in the cell.
Now of course one would like to evaluate equation (59),
to ﬁrst order in ΔR. Considering the latter equation, split-
ting our total integral into a scattering and a renormaliza-
tion part, we see that keeping a ﬁnite limit for the scat-
tering integral (60) forces the renormalization part (61) to
disappear, unless some particular scaling of the dispersion
gradient ∇ωb(q) is assumed (we shall however keep the
latter quantity always ﬁnite, as it is the case for acous-
tic phonons). This is so because the renormalization inte-
gral amounts to an integration, on the interval ±ΔR/2,
of quantities that are of the same order of magnitude as
in the scattering integral. Therefore, in our “one-phonon”
limit, it suﬃces to consider the scattering part, which is
computed to be
Is,±m (α, β) =
1
2
δΔω,±ωβα
hα1β1h
∗
β2α2
|∇ωb(q) (N +m)
×
∫
dθdφ
R
2
V
sin θ χ(q)
=
1
2
δΔω,±ωβα
hα1β1h
∗
β2α2
|∇ωb(q)|ΔR (N +m). (69)
Note that the Kroenecher delta has appeared not because
of the Dirac energy conserving delta function (which is
automatically taken into account by the surface integral),
but rather, it is due to our one-phonon approximation: we
have chosen ΔR so small, that Φ(±ωβα) = ∅ is the empty
set whenever ±ωβα = Δω. We would also like to note, in
passing, that we have performed the substitution R → R
in the surface integral above, because of our hypothesis on
the bath dispersion in our cell.
Now, scaling the coupling frequencies
hαβ =
√
Δω|∇ωb(q)|ΔR aαβ (70)
through dimensionless (complex) quantities aαβ , allows us
to conclude that the integral in (57) boils down to∫
d3q 2π
(
1
2
± 1
2
+Nq
)
gα1α′1(q)
∗gβ1β′1(q)Dc−qp,±αβ,q
→ π
(
1
2
± 1
2
+N
)
a∗α1α′1aβ1β′1 Δω δΔω,±ωβα , (71)
in the “one-phonon” limit. The result above indicates that
the one-phonon limit is equivalent to
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– consider a bath described by exactly one phonon, of
energy Δω, to which the system is resonantly coupled
by means of coupling energies Δω aαβ ;
– disregard energy renormalisation eﬀects;
– substitute the Dirac delta distribution with
δ(Δω ± ωαβ)→ (Δω)−1 δΔω,±ωβα , (72)
where δ in the right hand side is the Kronecker delta.
Again, this procedure is only formal, and physically cor-
responds to adopt the above scalings to evaluate an inter-
action with a whole bunch of phonon modes, which form
a continuum, even if localized in a ﬁnite cell.
Now dimensional analysis suggests that the quantity
Υ =
V
ωb(q)ΔR
∑
αβ
|gαβ(q)|2
=
R
2
sin θ ΔθΔφ
ωb(q)
∑
αβ
|gαβ(q)|2 (73)
could be taken to represent a measure of how big the per-
turbation H ′ is (indeed, it is measured in Hz, as can be
seen).
Accordingly, the weak-coupling regime is reached when
this quantity is of the same order of the system transitions
Δω, and |λ|  1.
Then, in terms of the adimensional coupling parame-
ters aαβ , the weak-coupling condition above is restated as
Υ
Δω
=
∑
αβ
|aαβ |2 ≈ 1, λ 1. (74)
4.4 Explicit form of the CM superoperator
in the “one-phonon” limit
Using equation (71), we write our scattering operators in
the one-phonon limit:
1
πΔω
Γ inα1α2,α′1α′2 = aα′2α2a
∗
α′1α1
(N+1)
(
δΔω,−ωα1α′1
+δΔω,−ωα2α′2
)
+ a∗α2α′2aα1α′1N
(
δΔω,ωα1α′1
+ δΔω,ωα2α′2
)
.
(75)
and
1
πΔω
Γ outα1α2,α′1α′2 =
(
aα1α′′a
∗
α′1α′′
(N+1)δΔω,−ωα′′α′1
+ a∗α′′α1aα′′α′1NδΔω,ωα′′α′1
)
δα′2α2
+ δα1α′1
(
aα′2α′′a
∗
α2α′′(N+1)δΔω,−ωα′′α′2
+ a∗α′′α′2aα′′α2NδΔω,ωα′′α′2
)
. (76)
To proceed, it’s clear that α → β transitions are allowed
only if ωαβ = ±Δω, so it is no loss of generality to assume
an n-level system, with levels labeled by α = 1 . . . n, of
equally spaced energies
ωα = (α− 1)Δω, (77)
so that ω1 = 0, ω2 = Δω, . . . , ωn = (n − 1)Δω in
increasing order.
To write the superoperator in matrix form, we intro-
duce the matrix-to-vector mapping ρ → ρ˜ given by
ρ˜i =
∑
αβ
ραβ δi,(α−1)n+β , (78)
valid for all n. For example, for n = 2 we have ρ˜1 =
ρ11, ρ˜2 = ρ12, ρ˜3 = ρ21, ρ˜4 = ρ22. It follows that the
matrix representation L˜ for a generic superoperator L is
deﬁned by
L˜ρ˜ := L˜ρ, ∀ρ. (79)
For example, in case n = 2, we obtain the following matrix
representation L˜ in terms of the coeﬃcients Lα1α2,α′1α′2 of
the superoperator L:
L˜ =
⎛⎜⎝L11,11 L11,12 L11,21 L11,22L12,11 L12,12 L12,21 L12,22
L21,11 L21,12 L21,21 L21,22
L22,11 L22,12 L22,21 L22,22
⎞⎟⎠ . (80)
4.5 2-level system
We now study the case n = 2 (a two level system). Ac-
cordingly, we obtain
dρ˜
dt
= L˜λρ˜ (81)
with L˜λ = L˜free + λ2L˜scatt. We compute the (matrix rep-
resentation of the) free generator to be
L˜
free = Δω
⎛⎜⎝0 0 0 00 i 0 00 0 −i 0
0 0 0 0
⎞⎟⎠ . (82)
For the scattering part, we deﬁne the following dimension-
less variables
ζ = a∗21
a11 − a22
|a21|2
η =
a12
a21
, (83)
and ﬁnd
L˜
scatt = 2πΔω|a21|2
×
⎛⎜⎜⎝
−N 0 0 N + 1
ζ N2 − 2N+12 η 2N+12 −ζ N+12
ζ∗N2 η
∗ 2N+1
2 − 2N+12 −ζ∗N+12
N 0 0 −(N + 1)
⎞⎟⎟⎠ . (84)
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In passing, it is instructive to note that the superoperator
just found disappears in case |a21| = |a12| = 0, that is,
in case of diagonal coupling. This means that the decay
process due to diagonal coupling (pure dephasing) cannot
be described in markovian fashion.
Now, putting
ξ = iζ
 = 2πΔω|a21|2
= 2π
(
∂ωb(q)
∂V
)−1
|g21|2, (85)
we ﬁnd agreement with Ref. [32] in the particular case of
η = 1 and ξ being a real number: indeed, we obtain
L˜
scatt =


⎛⎜⎜⎝
−N 0 0 N + 1
−iξN2 − 2N+12 2N+12 iξN+12
iξN2
2N+1
2 − 2N+12 −iξN+12
N 0 0 −(N + 1)
⎞⎟⎟⎠ . (86)
This is exactly equation (125) in reference [32], up to suit-
able row and column ﬂips, due to the diﬀerent ordering
procedure chosen in the matrix representation L˜ of the
scattering superoperators L.
Now it can be checked that the thermal solution
ρT =
( N+1
2N+1 0
0 N2N+1
)
, (87)
corresponding to the vector
ρ˜T =
1
2N + 1
(N + 1, 0, 0, N) , (88)
is a steady state for L˜scatt, and thus also for L˜λ = L˜free +
λ2L˜scatt. That is, by inspection one realizes that L˜λρ˜T =
0, and so
LλρT = 0 (89)
independently of the chosen matrix representation, and
for all values of the coupling constant λ, of the occupa-
tion number N , and even for arbitrary complex coupling
parameters aαα′ . This by itself is undoubtedly a good fea-
ture of the CM superoperator. But can the thermal density
matrix be ever reached?
Steady state stability
Once proven that the thermal density matrix is a steady
state solution, we are now going to address the problem of
stability of such a solution. For this, we will write down the
other three remaining eigenvalues of L˜λ (the ﬁrst found
being eig1 = 0): introducing, also for later convenience,
the dimensionless constants
κ = 2π|a21|2(2N + 1) = 
Δω
(2N + 1)
κ′ = 2π|a12|2(2N + 1), (90)
they are found to be eig2 = −λ2κ′Δω, and
eig3,4 = −
Δω
2
(
λ2κ′ ±
√
λ4κκ′ − 4
)
. (91)
In particular, we see that the real part of eig4 (the one
associated to − above) becomes positive as soon as
λ4κ′(κ− κ′) > 4. (92)
Note that the latter inequality is never satisﬁed when
κ ≤ κ′ (or |η| ≤ 1, or |a12| ≤ |a21|), whereas it can
be satisﬁed in the opposite case κ > κ′ (or |η| > 1, or
|a12| > |a21|), furnishing explicit spectral evidence of the
lack of symmetry in the CM superoperator: coherent pro-
cesses of the type 1 → 2 and 2 → 1 undergo diﬀerent
markovian approximations, within the CM scheme. We
report in Figure 1 the real part of the spectrum of Lλ, in
units of Δω and for diﬀerent values of |η|, as a function of
the dimensionless coupling constant λ.
In the following, we are going to analyze the precise ori-
gin, and meaning, of the above spectral condition, to see
whether or not it could put at variance the very same con-
sistency of the CM approximation scheme at long times.
We proceed to a direct inspection of
∂tρ = Lλρ (93)
through the explicit and most general form of L˜scatt that
we have computed in equation (84). We ﬁnd a coupled
system of equations for the elements of the density ma-
trix, which we are now going to put in a useful form,
where populations evolve independently, and polarizations
evolve thanks to population and polarization terms. Let
us therefore introduce the the T1-time matrix
A =
1
2N + 1
(−N N + 1
N −N + 1
)
. (94)
Then populations evolve according to
∂t
(
ρ11
ρ22
)
= λ2Δω κ A
(
ρ11
ρ22
)
. (95)
The eigenvalues of the T1-times matrix A are easily com-
puted to be −1 and 0; the change of base matrix P
containing the respective normalized eigenvectors in its
columns is deﬁned by
P = (e−1, e0) =
(− 12 N+12N+1
1
2
N
2N+1
)
(96)
(note that the mode e0 relative to the zero eigenvalue is
nothing but the thermal state). Then passing to eigen-
variables Λ = (Λ1, Λ2)T with(
ρ11
ρ22
)
= PΛ (97)
we solve the population sector with
∂tΛ1 = −λ2Δω κ Λ1
∂tΛ2 = 0. (98)
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Fig. 1. Real part of Lλ eigenvalues in units of the phonon
energy Δω, as a function of the dimensionless coupling con-
stant λ. The chosen parameters correspond to room temper-
ature conditions T ∼ 300 ◦K, and weak coupling condition
|a12|2 + |a21|2 = 1/2 (see discussion on Υ in the text). In
the ﬁrst two graphs (|η| = 1/√3 and |η| = 1 respectively)
all eigenvalues have negative real parts, except the zero eigen-
value, associated to the thermal steady state. However, the zero
eigenvalue tends to be degenerate in the second case, for large
values of the coupling constant λ. In the third graph |η| = √3,
and this asymptotic degeneracy is broken through a crossover
of the horizontal axis, leading to unphysical divergences due to
high instability of the steady state solution.
We deﬁne the dimensionless constant
σ =
λ2κ
2
, (99)
and note that 2Δω σ is the inverse T1 time for the even
mode Λ1, that is, the population mode orthogonal to the
thermal one. We proceed now to write down the equation
for the polarization sector. We deﬁne the polarization vec-
tor
ρ =
(
ρ12
ρ21
)
, (100)
and the p−f (polarization to population) coupling vector
ζ =
(
ζ
ζ∗
)
. (101)
Then we ﬁnd
∂tρ = Δω
(
B ρ +
σ
2
Λ1 ζ
)
(102)
where
B =
(
i− σ ση
ση∗ −i− σ
)
, (103)
and we recall that the even mode Λ1 is time depen-
dent, and is evaluated at current time t. Since the non-
homogeneous source terms −λ2γζ±4 Λ1 act as a relaxation
source, divergences will show up if and only if the lin-
ear homogeneous part is divergent: here we are going
to show that this is indeed what happens. Now calling
a =
√
σ2|η|2 − 1 and b = ση, we see that B is diagonal-
ized as B = PCP−1 with
C =
(
eig+ 0
0 eig−
)
=
(−σ + a 0
0 −σ − a
)
, (104)
by going to diagonalizing modes Π = (Π+, Π−)T through
ρ = PΠ , thanks to the change of base matrix
P =
(
1 i−a
∗
b∗
a∗−i
b 1
)
. (105)
By inspecting the latter diagonalizing matrix P , we note
that when a is pure imaginary or zero (which corre-
sponds to σ|η| ≤ 1), then the polarization modes evolve
coherently by always maintaining the reality condition
Π+ = Π∗−. This is not true anymore when a becomes real,
that is, when σ|η| > 1 strictly. At that branching point,
the latter reality condition is no more maintained, and
the two polarization modes become independent variables
(this is clearly visualized in Fig. 1). But pathologies occur
when a > σ, that is when the real part of eigenvalue eig+
for B becomes positive: then we have a > 0 a fortiori. For
this reason, from now on we shall put ourselves beyond
the branching point, that is, we shall assume a > 0. Then
we can write the inverse for P as
P−1 =
1
2a
( |b|2
a−i b
−b∗ |b|2a−i
)
, (106)
and it follows that we have completely decoupled our sys-
tem with
∂tΠ = Δω
(
C Π +
σ
2
Λ1 P
−1 ζ
)
. (107)
At this point it is important to note that
Λ1(t) = e−2σΔωt Λ1(0) (108)
goes to zero as t → +∞, as σ > 0 (always). Then, since
the eigenvector eig− = −(σ+a) has negative real part (for
a > 0, as we are assuming), it follows that the associated
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polarization mode Π− decays to zero when t→ +∞. Then
we obtain the following asymptotical condition, valid for
large times t 0:(
ρ12(t)
ρ21(t)
)
t0∼ P
(
Π+(t)
0
)
=
(
Π+(t)
Π+(t)∗
)
, (109)
which indicates that, for large times, the polarization ρ12
is asymptotic to the polarization modeΠ+. The last equal-
ity requires a bit of algebra: for example one can put
(X1, X2)T = P (Π+(t), 0)T , and then check that ∂tX2(t) =
∂tΠ+(t)∗.
Then we proceed to solve the equation for Π+: al-
though it can be solved exactly (as the one for Π−), we put
ourselves in the pathological situation eig+ = −σ+a > 0,
and ﬁnd the following long time asymptotic behavior
ρ12(t) ∼ Π+(t) ∼ e(a−σ)Δω t {Π+(0) + S Λ1(0)} ,
(110)
valid for t 0, with the source S being
S =
σ
4a2
( |b|2
a− i ζ + b ζ
∗
)
. (111)
This last result is extremely important: it has been deduced
when a > σ, that is when σ2(|η|2 − 1) > 1, and it shows
that the polarization terms ρ12(t) = ρ21(t)∗ diverge expo-
nentially, as soon as the initial condition is chosen accord-
ing to Π(0) = 0 or Λ1(0) = 0. Indeed, we note that, in
general, the source term is nonzero: it becomes zero only
for the very particular choice of the coupling parameters
given by
ζ
ζ∗
=
i− a
b∗
=
i−√σ2|η|2 − 1
ση∗
, (112)
which in fact produces complete destructive interference,
and totally decouples the polarization mode Π+ from the
population mode Λ1. For every other conﬁguration we ob-
tain S = 0, and we see that it suﬃces to start with an
arbitrarily small but nonzero perturbation of the thermal
solution Λ1(0) = 0, that, even when the polarizations are
initially set to zero (implying Π+(0) = 0), the polariza-
tions ρ12(t) generate out of the perturbation, and diverge.
We stress that putting a (arbitrarily small) Λ1(0) = 0,
while keeping Π+(0) = 0, amounts to perform a diagonal
perturbation, that only slightly shifts the population dis-
tribution with respect to the thermal solution, leaving the
polarizations untouched, that is, set to zero.
We are now going to see that this behavior runs com-
pletely counter what should be expected, as divergences
have growing velocities as the temperature is raised. The
condition a > σ can easily be seen to exactly match our
original spectral condition on the eigenvalue eig4 of the
CM superoperator Lλ, that is, it amounts to
λ4κ′(κ− κ′) > 4. (113)
As before, we stress that this condition is never satisﬁed
when |η| ≤ 1, but can be satisﬁed when |η| > 1, explicitly
showing the lack of symmetry of the CM approach. For
|η| > 1, it boils down to a condition on the temperature,
through the occupation number N :
2N + 1 >
1
λ2π
1
|a21|
√|a12|2 − |a21|2 . (114)
It is easy to show that this inequality may well be satis-
ﬁed within the weak-coupling regime: for example, since
the weak-coupling limit requirement states that Υ/Δω =∑ |aαβ |2 ≈ 1, we take |a12|2 + |a21|2 = c2, for some
0 < c < 1, and see that the worst case (i.e. the low-
est critical temperature) is reached when |η| = √3 (with
|a12| = c
√
3/2 and |a21| = c/2), where it becomes
2N + 1 >
2
√
2
λ2π c2
. (115)
This is a very unphysical behavior: we have found that, al-
though the thermal solution is always a steady state, even
the smallest polarization perturbation of the thermal so-
lution will diverge beyond the above critical temperature,
leading to non negligible negative eigenvectors for the den-
sity matrix within ﬁnite times. Indeed, it would be easy
to further deduce that, asymptotically, the eigenvalues of
the density matrix are given by ±|ρ12(t)|, as t→∞. But
this shows a very important and non-negligible instability
feature, which completely precludes the study of quantum
decoherence and dissipation at asymptotically large times
through the CM approach.
Completing the analysis for the initial transient is just
a matter of a bit more patience: one also has to care about
the other polarization mode, which exponentially damps,
and also about invertibility of polarization diagonalizing
matrix P , which physically corresponds to non-diverging
coherent rotation, etc. We do not report the complete so-
lution here, as the analytical results obtained so far largely
suﬃce to our purposes. In Figure 2 we plot the time depen-
dent density matrix elements, when the coupling parame-
ters aαβ satisfy divergence/instability conditions, and the
thermal distribution is perturbed by no more that 10−5.
Results are in complete agreement with our present ar-
gument, and eigenvalue divergence of the evolving den-
sity matrix is observed. Physically, one could perhaps be
sloppy and say that, normally, below a critical tempera-
ture, the system relaxes thermally, ρ(t) → ρT ; but above
such a critical temperature (that scales with λ−2), and
when the coupling parameters satisfy |η| > 1, the system
relaxes to the unphysical result
ρsteady =
( N+1
2N+1 ∞
∞∗ N2N+1
)
. (116)
To conclude this section, we have shown very important
intrinsic limitations of the CM approach when employed
for large time or steady state analysis. Even neglecting
the renormalisation part gives a good steady state (ther-
mal), which however is highly unstable: arbitrarily small
perturbations need not relax thermally back to the steady
solution, and may well lead to divergent polarizations. Our
results show that these intrinsic limitations already show
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Fig. 2. Time evolution of the density matrix with initial con-
ditions given by ρ11(0) = (1+ 10
−5) N+1
2N+1
, ρ22(0) = 1− ρ11(0)
and ρ12(0) = ρ21(0)
∗ = 0. Note that this is a very small per-
turbation of the thermal conﬁguration. Parameters are cho-
sen according to Δω = 7.25 GHz, a11 = 1/2, a22 = −1/2,
a21 = 1/2
√
2, a12 =
√
1/2 − a221, and coupling constant
λ = 1/10. The (rather high) temperature is ﬁxed by our choice
N = 100, higher then the critical temperature N ∼ 89.5 (see
text). However we stress that the qualitative behavior of the
system evolution is general and does not depend on this par-
ticular choice, as it only suﬃces that general inequalities are
satisﬁed (see text). Graph (a) reports the time evolution of
the diagonal elements: they immediately decay to thermal oc-
cupations. Graphs (b) and (c) report the real and imaginary
part for the polarization ρ12(t): even such a small perturbation
(10−5) is able to trigger nonzero polarizations that, eventually,
diverge, leading to highly unphysical setting within few ps. In
graph (d) we plot the eigenvalues for ρ(t), with blue gridlines
deﬁning the physical region, between 0 and 1. Not only the sys-
tem does not relax to the thermal condition (from which it has
only been slightly moved), but highly nonphysical conditions
are found within few ps. This clearly shows that the CM ap-
proximation is not suitable for steady state analysis and large
time description. It is important to stress that these diver-
gences cannot possibly come from numerical rounding errors,
as the model has been solved analytically, and only at that
point the numerical value of the parameters has been substi-
tuted.
up in the most simple setting of the one particle sector of
a two level system, interacting locally with a bosonic heat
bath.
5 Alternative formulation of the Markov
limit: derivation of a “Quantum Fermi’s
golden rule”
Motivated by the intrinsic limitations of the CM approach,
it is now our aim to propose an alternative formulation of
the Markov limit, able to provide a Lindblad-like scat-
tering superoperator (see Eq. (14)), thus preserving the
positive-deﬁnite character of our density matrix, presented
in a clear and physical formulation (see [20,21,33] for ab-
stract approaches). To this end, let us go back to the
integro-diﬀerential equation (4). As previously recalled,
the crucial step in the standard derivation is to replace
ρi(t′) with ρi(t). However, since in the adiabatic limit the
time variation of the density matrix within the interac-
tion picture is negligible, the latter can be evaluated not
only at time t, but at any time between t◦ and t. Based
on this crucial remark, what we propose is the following
time symmetrization: given the two times t′ and t, we shall
introduce the “average” or “macroscopic” time T = t+t
′
2
and the “relative” time τ = t−t′. The basic idea is that the
relevant time characterizing/describing our eﬀective sys-
tem evolution is the macroscopic time T . Following this
spirit, it is easy to rewrite the second-order contribution
in equation (4) in terms of the new time variables T and τ :
d
dT
ρi(T ) = −
∫ t−t◦
0
dτ
×
[
Hi
(
T +
1
2
τ
)
,
[
Hi
(
T − 1
2
τ
)
, ρi
(
T − 1
2
τ
)]]
.
(117)
In the spirit of the adiabatic approximation previously
recalled, the density-matrix operator ρi can be taken out
of the time integral and evaluated at the current time
T . Moreover, it is convenient to replace the ﬁnite-domain
time integration over τ by introducing a corresponding
Gaussian correlation function e−
τ2
2t2 whose width t may be
regarded as a safe overestimation of the so-called “collision
duration” [27]; indeed, for t− t◦ greater than the collision
duration the time integration may be safely extended up
to inﬁnity (see below). Focusing on the skew-adjoint part
of equation (117), i.e., the so-called scattering part (the
self-adjoint part is just an energy-renormalization term
and does not threaten positivity), we get:
d
dT
ρi(T ) = −1
2
∫ ∞
−∞
dτ
× e− τ
2
2t2
[
Hi
(
T +
1
2
τ
)
,
[
Hi
(
T − 1
2
τ
)
, ρi (T )
]]
.
(118)
We stress how the proposed time symmetrization gives
rise to a fully symmetric superoperator, compared to the
strongly asymmetric Markov superoperator [19] in equa-
tion (7).
The second crucial step in order to get a genuine
Lindblad superoperator for the global dynamics is to
exploit once again the slowly-varying character of the
density-matrix operator ρi on the right-hand side of equa-
tion (118). The key idea is to perform on both sides of
equation (118) a so-called temporal “coarse graining”, i.e.,
a weighted time average on a so-called microscopic scale, a
scale over which the variation of ρi(T ) is negligible. Since
in the small and intermediate coupling regime such time-
scale is fully compatible with the collision-duration time-
scale t, we shall perform such time average employing once
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again a Gaussian correlation function of width t2 , i.e.,
dρi
dT
(T ) = − 1√
2πt
∫ ∫ ∞
−∞
dT ′dτ e−
4T ′2+τ2
2t2
×
[
Hi
(
T+T ′+
τ
2
)
,
[
Hi
(
T+T ′− τ
2
)
, ρi (T )
]]
. (119)
Moving back to the original Schro¨dinger picture and com-
bining the two Gaussian distributions, the above equation
can be rewritten in the following compact form:
dρ
dT
= −1
2
[L, [L, ρ]] (120)
with
L =
(
2
πt
2
) 1
4
∫ ∞
−∞
dt′ Hi(t′) e− t
′2
t2 . (121)
This is the genuine Lindblad-like superoperator we were
looking for; indeed, the operator L is always Hermitian,
and such eﬀective dynamics is positive-deﬁnite (see
Eq. (14)).
Let us ﬁnally rewrite the new Markov superopera-
tor (120) in our noninteracting basis λ, deﬁned by the
(possibly generalized) eigenvectors of H◦: we obtain an
eﬀective equation of motion of the form
dρλ1λ2
dt
=
1
2
∑
λ′1λ
′
2
[
Pλ1λ2,λ′1λ′2ρλ′1λ′2−P∗λ′1λ′1,λ1λ′2ρλ′2λ2
]
+H.c.
(122)
with symmetrized quantum scattering rates
Pλ1λ2,λ′1λ′2 = 2πH ′λ1λ′1H
′∗
λ2λ′2
× 1√
2π
exp
{
−
(
λ1 − λ′1
)2 + (λ2 − λ′2)2
42
}
. (123)
Here,  has been shown explicitly (but remember that
H ′λ1λ′1 is still measured in Hz), λ = ωλ denotes the
energy corresponding to the noninteracting state λ, and
 = ω = 
t
is a measure of the energy uncertainty in
the interaction process induced by our temporal coarse
graining.
The well-known semiclassical or Boltzmann theory [1]
can be easily derived from the quantum formulation pre-
sented so far, by introducing the so-called diagonal or
semiclassical approximation. The latter corresponds to
neglecting all non-diagonal density-matrix elements (and
therefore any quantum-mechanical phase coherence be-
tween the generic states λ1 and λ2), i.e.,
ρλ1λ2 = fλ1δλ1λ2 , (124)
where the diagonal elements fλ describe the semiclassical
distribution function over our noninteracting basis states.
Within such approximation scheme, the eﬀective quan-
tum equation (122) reduces to the well-known Boltzmann
equation:
dfλ
dt
=
∑
λ′
(Pλλ′fλ′ − Pλ′λfλ) , (125)
and in the completed-collision limit ( → 0) the scattering
superoperator in equation (123) reduces to the standard
scattering rates given by the well-known Fermi’s Golden
Rule [16]:
Pλλ′ = Pλλ,λ′λ′ = 2π

|H ′λλ′ |2δ (λ − λ′) . (126)
So, we have shown here that our generalized scattering
operators include the Fermi’s Golden Rule as the diagonal
case, just as the CM superoperator did, as we have shown
before.
6 Partial trace projection of the new Markov
superoperator
We defer the reader back to Section 3 for notation and
formalism used here, where we are going to write our
Lindblad, but still global, superoperator, into its projected
form, for the partial trace projection, and prove that the
result still has a Lindblad form.
More speciﬁcally, let us start by applying the trace
over the bath coordinates to equation (120); by expanding
the double commutator and employing the factorization
scheme in equation (24) we get:
dρe
dT
= −1
2
tr
{[L, [L, ρeρb]]}
b
= −1
2
tr
{LLρeρb}
b
− 1
2
tr
{
ρeρbLL}
b
+tr
{LρeρbL}
b
.
(127)
To evaluate the results of the trace, it is imperative to use
the explicit form of the interaction Hamiltonian Hi(t) in
equation (31). We obtain:
dρe
dT
= −1
2
∑
±
∫
dq
(
Nq +
1
2
± 1
2
)
L±†q L±q ρe
−1
2
∑
±
∫
dq
(
Nq +
1
2
± 1
2
)
ρeL±†q L±q
+
∑
±
∫
dq
(
Nq +
1
2
± 1
2
)
L±q ρeL±†q (128)
with
L±q =
(
2
πt
2
) 1
4
∫ ∞
−∞
dt H±q (t) e
− t2
t2 . (129)
A closer inspection of equation (128) shows that this ef-
fective scattering superoperator is again Lindblad-like. In-
deed, by rewriting the ﬁrst two terms via a correspond-
ing anticommutator, equation (128) will exhibit exactly
the form of the Lindblad superoperator in equation (13),
namely:
dρe
dT
=
∑
±
∫
dq
(
Nq +
1
2
± 1
2
)
×
(
−1
2
{L±†q L±q , ρe}+ L±q ρeL±†q ) . (130)
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This result is extremely important: as for the case of the
global (system plus reservoir) treatment presented in Sec-
tion 5, also for the reduced or electronic description our
eﬀective dynamics is Lindblad-like, thus preserving the
positive-deﬁnite character of the electronic density-matrix
operator ρe. However, while for the global case we deal
with a Hermitian Lindblad operator L (corresponding to
the double-commutator generator in equation (14), within
our reduced description the eﬀective Lindblad operators
L±q (corresponding to the generalized Lindblad generator
in Eq. (13)) are non-Hermitian quantities.
Let us ﬁnally rewrite the scattering superoperator in
equation (128) in our electronic basis {|α〉}. By denoting
with
Hqα1α2 = 〈α1|Hq|α2〉 (131)
the matrix elements of the electronic interaction operator
Hq in equation (19), we get:
dρeα1α2
dT
=
1
2
∑
α′1α
′
2
[
Peα1α2,α′1α′2ρ
e
α′1α
′
2
−Pe∗α′1α′1,α1α′2ρ
e
α′2α2
]
+H.c.
(132)
with generalized electronic scattering rates
Peα1α2,α′1α′2 = 2π
∑
±
∫
dq
(
Nq +
1
2
± 1
2
)
Hqα1α′1
Hq∗α2α′2
× 1√
2πω
e−
(
ωα1−ωα′1
±ωb(q)
)2
+
(
ωα2−ωα′2
±ωb(q)
)2
4ω2 . (133)
Again, the above scattering superoperator can be regarded
as the quantum-mechanical generalization of the conven-
tional Fermi’s golden rule describing our electronic quan-
tum subsystem interacting with a quasiparticle environ-
ment. Indeed, in the semiclassical limit (ρeαα′ = f
e
αδαα′)
and in the completed-collision limit (ω → 0), the ef-
fective quantum equation (132) reduces to the following
Boltzmann equation for the electronic subsystem:
dfα
dT
=
∑
α′
(P eαα′f
e
α′ − P eα′αfeα) , (134)
with
P eαα′ = Peαα,α′α′
= 2π
∑
±
∫
dq
(
Nq +
1
2
± 1
2
)
|Hqαα′ |2
×δ (ωα − ωα′ ± ωb(q)) . (135)
We ﬁnally stress that, as for the general result in equa-
tion (123), our Lindblad-like scattering superoperator cor-
responds again to fully symmetric scattering rates; this
is a distinguished advantage of the proposed adiabatic-
decoupling procedure, compared to the conventional (i.e.,
non-Lindblad) quantum scattering rates discussed in ref-
erence [32].
7 Generalization to other
reduction/projection schemes
As pointed out previously, the proposed theoretical for-
mulation becomes meaningful and applicable only when
a well-deﬁned subsystem of interest is identiﬁed (to-
gether with a corresponding inﬁnite-dimensional environ-
ment), so that its completed collision time t can be esti-
mated, and our (irreversible) semigroup dynamics can cor-
rectly describe the projected (but fully reversible) exact
Hamiltonian dynamics. Indeed, this is exactly the case of
the eﬀective electronic description previously considered
(corresponding to a so-called partial-trace projection).
As ﬁnal crucial step, we shall show that our conclusions
about positivity remain valid no matter how the subsys-
tem is chosen, i.e. not only for the particular case of the
electronic description in Section 3. To this end, we no-
tice that the usual partial-trace projection, when viewed
in Heisenberg picture, is of the form P0 :
∑
n An ⊗ Bn →
(
∑
n Tr(ωBn)An)⊗ 1, where ω is the “environment” den-
sity matrix, An and Bn are, respectively, generic system
and environment observables. From this structure, it fol-
lows that the partial trace is completely positive (see, e.g.,
Ref. [12]). Moreover, the projected observables, all being
of the form A ⊗ 1, constitute a subalgebra of the global-
observable algebra. Based upon these two key remarks,
let us now consider a generic projection P0 on a subalge-
bra X of the space of observables in Heisenberg picture,
which is also a completely positive map, and let {Vα} be
its Kraus decomposition [34], so that P0A =
∑
α V
†
αAVα.
Then one could easily verify that X is made by observ-
ables that commute with each of the Vα and V †α . We now
observe that, due to its symmetry, our generator keeps the
same form of equation (120) also in Heisenberg picture: by
projecting the latter with P0, and using the completeness
relation
∑
α V
†
αVα = 1, one can easily write the form for
the subsystem’s generator in Schro¨dinger picture, dual to
the projected dynamics on the subalgebra X :
d
dT
ρ̂ = −1
2
∑
αβ
{D̂†αβD̂αβ , ρ̂}+
∑
αβ
D̂αβ ρ̂D̂
†
αβ . (136)
Here the (t-dependent) “quantum transition amplitude”
operators are given, according to equation (121), by
D̂αβ = V̂αL̂V̂β . (137)
This form is again Lindblad-like (see Eq. (13)), thus show-
ing indeed that we have obtained the generator of the com-
pletely positive Quantum Dynamical Semigroup we were
looking for. Moreover, the eﬀort we made to consider this
rather abstract class of projection is completely justiﬁed,
as, for example, it paves the way for a new quantum-
transport formalism: suppose that P is a projection in
our Hilbert space that identiﬁes, say, a one-dimensional
nano-device, and let Ql and Qr project on the left and
right contact respectively (obviously P + Ql + Qr = 1).
Then P0A = PAP +QlAQl +QrAQr does belong to the
class of projections we have just studied, but the chosen
subsystem does not come from a partial trace, nor does
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it have ﬁnite dimensions or discrete spectral properties:
its weak-coupling dynamics needs the full power of our
theory, in contrast with the previous ones [15,19].
As ﬁnal remark, it is important to point out that
the electronic description presented in Section 3 refers,
in general, to a many-electron subsystem, i.e., the generic
electronic state |α〉 describes the exact eigenstate of N
interacting electron system. However, for most of the
key properties of semiconductor quantum devices, such
a many-electron treatment is not required, and the latter
is replaced by a so-called single-electron description. This
corresponds to replace the many-electron density-matrix
operator ρe with a single-electron density matrix.
As for the case of the partial trace over the quasipar-
ticle coordinates, such many-body versus single-electron
reduction operation does not commute with the scatter-
ing superoperator in equation (132). As discussed exten-
sively in reference [5], to get a closed equation of motion
for the single-electron density matrix, an additional ap-
proximation is needed, namely the so-called mean-ﬁeld
approximation. However, the resulting eﬀective equation
is non-linear and for this reason the investigation of the
positivity of the single-electron density matrix is still an
open problem, far beyond the scope of the present paper.
8 Summary and conclusions
In summary, we have presented a general density-matrix
description of energy-dissipation and decoherence phe-
nomena in open quantum devices. More speciﬁcally, con-
trary to the conventional single-particle correlation expan-
sion, we have investigated the eﬀect of the Markov limit,
before considering/performing any reduction procedure.
Our fully operatorial approach has allowed us to better
identify the general properties of the scattering superop-
erators entering our eﬀective quantum-transport theory at
various description levels.
In particular, we have shown very important intrin-
sic limitations of the CM approach when employed for
large time or steady state analysis. Even neglecting the
renormalisation part gives a good steady state (thermal),
which however is highly unstable: arbitrarily small pertur-
bations need not relax thermally back to the steady solu-
tion, and may well lead to divergent polarizations. Our
results show that these intrinsic limitations already show
up in the most simple setting of the one particle sector of
a two level system, interacting locally with a bosonic heat
bath.
To overcome this crucial limitation, we have identi-
ﬁed an alternative and more general adiabatic procedure
which, on the one hand, in the semiclassical limit reduces
to the standard Fermi’s golden rule, and, on the other
hand, describes a genuine Lindblad evolution, thus provid-
ing a reliable/robust treatment of energy-dissipation and
dephasing in state-of-the-art semiconductor quantum de-
vices. We stress that our formulation generalizes preexist-
ing theories signiﬁcantly, as it gives a positive dynamics for
a considerably large class of projections, i.e. ways to chose
the subsystem, irrespective of the subsystem’s dimension
or spectral properties. In turn, on one side this allows to
investigate subsystems with both discrete and continuous
spectra, a feature largely shared by mesoscale electronic
and opto-electronic quantum devices; on the other side, it
suggests a new way to treat electrical contacts for quan-
tum devices, thus opening up the exciting possibility of a
new formalism for Quantum Transport.
At this point an important remark is in order. As dis-
cussed extensively in reference [32], also for the simplest
case of a standard two-level system – i.e., a generic quan-
tum bit – the standard Markov superoperator predicts a
non-trivial coupling between level population and polar-
ization described by the so-called T3 contributions. In con-
trast, for a two-level system coupled to its environment,
the proposed quantum Fermi’s golden rule does not pre-
dict any T3 coupling term (they vanish in the completed
collision limit  → 0), thus providing a rigorous deriva-
tion of the well-known and successfully employed T1T2
dephasing model [3]. In general in fact, one could show
that for subsystems with discrete spectra, the completed-
collision limit reduces to Davies’ theory [15]. However, for
subsystems with continuous spectra, such limit is not de-
ﬁned, but for all ﬁnite collision times t > 0 the proposed
approach gives t ∼ T3, so T3 contributions are indeed
present, but they become less and less important as the
collision time t is raised, as it must be in the weak-coupling
limit2.
Finally, it is imperative to stress that in the presence of
a strong system-environment interaction the adiabatic de-
coupling investigated so far needs to be replaced by more
realistic treatments, expressed via non-Markovian integro-
diﬀerential equations of motion [5] (i.e., with “memory ef-
fects”). Again, while for purely atomic and/or photonic
systems it is possible to identify eﬀective non-Markovian
evolution operators [35], for solid-state quantum devices
this is still an open problem.
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