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We propose an algorithm for generating a Priority Rewrite System (PRS) for an arbitrary
process language in the OSOS format such that rewriting of process terms is sound for
bisimulation and head normalising. The algorithm is inspired by a procedure which was
developedbyAceto, BloomandVaandrager andpresented inTurning SOS rules into equations
[L. Aceto, B. Bloom, F.W. Vaandrager, Turning SOS rules into equations, Information and
Computation 111 (1994) 1–52.].
For a subclass of OSOS process languages representing ﬁnite behaviours the PRSs that
are generated by our algorithm are strongly normalising (terminating) and conﬂuent,
where termination is proved using the dependency pair and dependency graph techniques.
Additionally, such PRSs are complete for bisimulation on closed process terms modulo
associativity and commutativity of the choice operator of CCS. We illustrate the usefulness
of our results, and thebeneﬁts of rewritingwithpriorities in general,with several examples.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Structural Operational Semantics (SOS) [31,3] is a method for assigning operational meaning to operators of process
languages. The main components of SOS are transition rules, or simply SOS rules, which describe how the behaviour of
a composite process depends on the behaviour of its component processes. A general syntactic form of transition rules is
called a format. A process operator is in a format if all its SOS rules are in the format, and a process language, often abbreviated
by PL, is in a format if all its operators are in the format. Many general formats have been proposed and awealth of important
results and speciﬁcation and veriﬁcation methods for PLs in these formats have been developed [3].
The motivation and rationale for working with general PLs (via their formats) rather than with speciﬁc PLs such as, for
example, CCS [27], CSP [20] and ACP [10], is that one can deﬁne and use new application-speciﬁc operators and features on
top of the standard PLs [11,12]. In order to realise the potential of general PLs software tools need to be developed. Such
tools would accept general PLs as input languages and perform tasks such as simulation, model checking and equivalence
checking, reﬁnement and testing. Several such tools already exist. For example, we can use Process Algebra Compiler [36] to
change the input PL to the Concurrency Workbench of New Century [16]. The Process Algebra Compiler can accept any general
PL in the positive GSOS format [13] and it produces a “front-end” to the Concurrency Workbench for that PL.
Alternatively, we can utilise the existing term rewriting and theorem prover software tools to analyse properties of
processes of general PLs. To this end several procedures for automatic derivation of axiom systems and term rewriting
systems for PLs in several formats were proposed [2,1,14,38,8]. The present paper continues this research, particularly on
the generation of term rewriting systems for bisimulation originated by Aceto et al. [2] and Bosscher [14], and extends and
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generalises it further. We propose a new procedure for deriving Priority Rewrite Systems for bisimulation. Having considered
many examples of operators we believe that our work delivers the following improvements: (a) priority rewrite rules are no
more complicated and are sometimes simpler than the rewrite rules produced from the axioms as in [2,1,14], (b) they employ
nomore than and sometimes fewer auxiliary operators (see Remark 5.2), and (c) the priority order that we use increases the
effectiveness of term rewriting by reducing the number of critical pairs and thus reducing the nondeterminism inherent in
rewriting (see Section 7). We work with Ordered SOS PLs [40], or OSOS PLs for short, instead of the GSOS PLs [13] which have
the same expressiveness [40]. The proposed procedure generates term rewriting systems with a priority order on rewrite
rules instead of axiom systems or ordinary term rewriting systems as in [2,14]. We illustrate this with an example. Consider
the priority operator “” [6]. For a given irreﬂexive partial order  on actions process (p) is a restriction of p such that, in
any state of p, action a can happen only if no action bwith b  a is possible in that state. If Ba = {b | b  a}, then  is deﬁned
in a natural fashion by the following GSOS rules, one for each action a, where expressions of the form X
b
 in the premises
are called negative premises:
X
a→ X ′ {X b}b∈Ba
(X) a→ (X ′)
The second procedure in [2], also described in [1], produces the following axioms for  where the basic operators of CCS,
namely “+”, preﬁxing and “0”, are used. Since a typical rule for may have several copies of the argument X in the premises
an auxiliary binary operator “”, deﬁned below, is used [2].
X
a→ X ′ {Y b}b∈Ba
XY a→ (X ′)
The following axioms for  consist of the axiom that makes copies of X and uses the auxiliary operator, and the axioms for
 consisting of the distributivity axiom, peeling axioms and inaction axioms:
(X) = XX
(X + Y)Z = XZ + YZ
a.X(b.Y + Z) = a.XZ if ¬(b > a)
a.X(b.Y + Z) = 0 if b > a
a.X0 = a.(X)
0X = 0
The priority operator can be deﬁned equivalently, and perhaps more intuitively, by positive GSOS rules equipped with an
ordering to represent the priority order on actions: the ordering has the corresponding effect to negative premises in rules.
This is the idea behind the Ordered SOS format [40]. The rules for the OSOS version of  are, one for each a,
X
a→ X ′
ra
(X) a→ (X ′)
and theordering> is such that rb > rawheneverb  a. Theorderingprescribes that rule ra canbeapplied toderive transitions
of (p) if no higher priority rule, e.g. rb, can be applied to (p). This suggests an axiomatisation procedure: derive the axioms
from the SOS rules similarly to [2,1], and then “order” them appropriately according to the ordering on the SOS rules. More
precisely, we orientate the axioms from left to right to obtain the rewrite rules, then deﬁne a priority ordering which is an
irreﬂexive partial order (irreﬂexive and transitive) on the rewrite rules, and then introduce a new type of rewrite rule to deal
with the priority ordering. What we obtain is an example of a Priority Rewrite System, or PRS for short, originated by Baeten,
Bergstra, Klop andWeijland [7]. Our procedure generates the following PRS for the operator . We have one rewrite rule bpr
for each pair of a and b such that b  a, and one aact rule for each action a:
bpr : (a.X + b.Y + Z) → (b.Y + Z)
dn : (X + 0) → (X)
ds : (X + Y) → (X) + (Y)
aact : (a.X) → a.(X)
nil : (X) → 0
The priority ordering on the rewrite rules is deﬁned as follows: bpr  dn for all rewrite rules bpr , dn  ds and {ds,} ∪ {aact |
all a}  nil . We can represent this ordering more pictorially. Below, r  r′ if and only if there is an arrow from r to r′:
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Note that we have fewer rewrite rules (schemas) than the axioms (schemas) above, and no need for the auxiliary .
Our PRSs are sound for bisimulation, meaning that closed terms can only be rewritten to bisimilar closed terms, and they
are head normalising. The main technical result here is Lemma 5.4 which describes how to construct the auxiliary term and
the auxiliary rewrite rule. For OSOS PLs generating ﬁnite behaviours, in our case linear and syntactically well-founded OSOS
PLs, the generated PRSs are also strongly normalising (terminating) and conﬂuent. The proof of termination (Theorem 6.4)
uses novel dependency pairs and dependency graphs techniques, and generalises the proof of termination by Bosscher in
[14]. Finally, for the mentioned subclass of OSOS PLs, the generated PRSs are complete for bisimulation: if two closed terms
are bisimilar, then they are reducible to the unique, modulo the associativity and commutativity of +, normal form.
The paper is organised as follows. In Section 2 we recall the deﬁnitions of OSOS PLs and bisimulation, and Section 3
presents the basics of term rewriting, rewriting modulo associativity and commutativity of +, and rewriting with priority
order. In Section 4we introduce our basic PL and construct a PRS for it. The PRS is strongly normalising, conﬂuent, and sound
and complete for bisimulation. Section 5 presents a procedure for generating PRSs for arbitrary OSOS process languages.
Termination of PRSs is discussed and a termination result for syntactically well-founded and linear OSOS PLs is given in
Section 6. Section 7 contains conﬂuence and completeness results for bisimulation. The last section contains conclusions
and ideas for possible extensions.
2. Preliminaries
This section recalls some results concerning processes, labelled transition systems, bisimulation, and the GSOS and OSOS
formats. We assume a knowledge of basic deﬁnitions and results for PLs as in [15,27,10] and for SOSs as in [13,18].
2.1. Transition System and Bisimulation
Deﬁnition 2.1. A labelled transition system, LTS for short, is a structure (P ,A, →), where P is the set of processes, A is the
set of actions and →⊆ P × A× P is a transition relation.
We model concurrent systems by process terms (processes) which are the states in an LTS. Transitions between the states,
deﬁned by a transition relation, model the behaviour of systems.
P , the set of processes, is ranged over by p,q,r,s,t, . . .. The set Act is a ﬁnite set of actions and it is ranged over by a,b,c
and their subscripted versions. The action τ is the silent action but we do not treat it any differently from other actions. We
permit Act to have a structure: for example Act may consist of action labels and co-labels as in CCS [27]. We will use the
following abbreviations. We write p
a→ q for (p,a,q) ∈→ and read it as process p performs a and in doing so becomes process
q. Expressions of the form p
a→ q will be called transitions. We write p a→ when there is some q such that p a→ q, and p a
otherwise.
We recall the deﬁnition of bisimulation [30,27]:
Deﬁnition 2.2. Given (P ,Act, →), a relationR ⊆ P × P is a bisimulation if, for allp,q such thatpRq andall a ∈ Act, the following
properties hold.
p
a→ p′ implies ∃q′.(q a→ q′ and p′Rq′)
q
a→ q′ implies ∃p′.(p a→ p′ and p′Rq′)
We write p ∼ q if there exists a bisimulation R such that pRq.
2.2. GSOS and OSOS Formats
The OSOS format [40] is an alternative to the GSOS format [13]. The reader can ﬁnd the motivation for the OSOS format
andmany examples of its application in [40]. It is important to state that the OSOS format is as expressive as the GSOS format
[40,41]. Before we recall the deﬁnitions of the formats we introduce several notions and notations.
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Var is a countable set of variables ranged over by X ,Xi,Y ,Yi, . . ..n is a set of operators with arity n. A signature is a union
of all n and it is ranged over by f ,g, . . .. The members of 0 are called constants; 0 ∈ 0 is the deadlocked process operator.
The set of open terms over  with variables in V ⊆ Var, denoted byT(,V), is ranged over by t,t′, . . .. Var(t) ⊆ Var is the set of
variables in a term t. The set of closed terms, written as T(), is ranged over by p,q,u,v, . . .. In the setting of process languages
these terms will often be called process terms. A  context C[X1, . . . ,Xn] is a member of T(,{X1, . . . ,Xn}), i.e. an open term
that contain at most variables Xi for 1 ≤ i ≤ n. If t1, . . . ,tn are  terms, then C[t1, . . . ,tn] is the term obtained by substituting
ti for Xi for 1 ≤ i ≤ n.
We will use bold italic font to abbreviate the notation for sequences. For example, a sequence of process terms p1, . . . ,pn,
for any n ∈ N, will often be written as p when the length is understood from the context. Given any binary relation R on
closed terms and p and q of length n, we will write pRq to mean piRqi for all 1 ≤ i ≤ n. Moreover, instead of f (X1, . . . ,Xn) we
will often write f (X) when the arity of f is understood. An equivalence relation ≈ over a PL over  is a congruence if p ≈ q
implies C[p] ≈ C[q] for all p and q of length n and all  contexts C[X] with n holes.
A closed substitution is a mapping Var → T(). Closed substitutions are ranged over by ρ, ρ′ and σ ; they extend to
T(,Var) → T() mappings in a standard way. For t with Var(t) ⊆ {X1, . . . ,Xn} wewrite t[p1/X1, . . . ,pn/Xn] or t[p/X] to mean
t with each Xi replaced by pi, where 1 ≤ i ≤ n.
Deﬁnition 2.3 [13]. A GSOS rule is an expression of the form
{
Xi
aij→ Yij
}
i∈I,j∈Ji
{
Xk
bkl

}
k∈K ,l∈Lk
f (X) a→ C[X,Y],
(1)
where X is the sequence X1, . . . ,Xn and Y is the sequence of all Yij , and all process variables in X and Y are distinct. Variables
in X are the arguments of f . Moreover, I and K are subsets of {1, . . . ,n} and all Ji and Lk , for i ∈ I and k ∈ K , are ﬁnite subsets of
N, and C[X,Y] is a context.
Let r be the rule of the form (1). Operator f is the operator of r and rules(f ) is the set of all ruleswith the operator f . Expressions
t
a→ t′ and t a, where t,t′ ∈ T(,V), are called transitions and negative transitions, respectively. Transitions are ranged over
by T and T ′. If transition T is X a→ X ′, we will sometime use the notation ¬T to stand for X a. A (negative) transition which
involves only closed terms is called a closed (negative) transition. The set of transitions and negative transitions above the
horizontal bar in r is called the premises of r, and is written as pre(r). The transition below the bar in r is the conclusion,
written as con(r). Action a in the conclusion of r is the action of r, written as act(r), and f (X) and C[X,Y] are the source and
target of r, respectively. The i-th argument Xi is active in r if Xi
aij→ Yij or Xi
bil
 is a premise of r. The set of all i such that Xi is
active in r is denoted by active(r). Moreover, the i-th argument of f is active if i ∈ active(r′) for some rule r′ for f .
Deﬁnition 2.4. A positive GSOS rule (transition rule, or OSOS rule, or simply a rule) is a GSOS rule with K = ∅. With the
notation as in Deﬁnition 2.3, it has the following form:
{
Xi
aij→ Yij
}
i∈I,j∈Ji
f (X) a→ C[X,Y].
(2)
Next, we recall the notion of ordering on rules [40]. It is a new feature which allows the user to control the order of
application of OSOS rules (positive GSOS rules) when deriving transitions of process terms.
An ordering on OSOS rules for operator f , >f , is a binary relation over the rules for f . For the purpose of this paper we
assume without loss of generality that orderings are irreﬂexive (i.e. r > r never holds) and transitive. In general there are
situations, which are described and motivated in [40], where non-transitive or not irreﬂexive relations are useful orderings
on rules. Expression r >f r
′ is interpreted as r having higher priority than r′ when deriving transitions of terms with f as the
outermost operator. Given , the relation > , or simply > if  is known from the context, is deﬁned as
⋃
f∈ >f . We will
denote {r′ | r′ > r} as higher(r), and generalise it to higher(R) for sets of OSOS rules R.
Deﬁnition 2.5. A GSOS PL is a tuple (,A,R), where  is a ﬁnite set of operators, A ⊆ Act, R is a ﬁnite set of GSOS rules for
operators in  such that all actions mentioned in the rules belong to A. An operator of a GSOS PL is called a GSOS operator.
An Ordered SOS (or OSOS, for short) PL is a tuple (,A,R, >), where  is a ﬁnite set of operators, A ⊆ Act, R is a ﬁnite set
of OSOS rules for operators in , written as rules(), such that all actions mentioned in the rules belong to A, and > is an
ordering on rules(). An operator of an OSOS PL is called an OSOS operator.
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Given an OSOS process language G = (,A,R, >), we associate a unique transition relation → with G. The details are given in
[40]. Having the transition relation for G we easily construct (T(),A, →), the LTS for G. Bisimulation is deﬁned over this LTS
as in Deﬁnition 2.2. Since GSOS and OSOS are equally expressive, namely every GSOS process language can be equivalently
given as an OSOS process language and vice versa [40], bisimulation is a congruence for all OSOS PLs.
An OSOS PL H is a disjoint extension of an OSOS PL G, written as G ≤ H, if the signature, the rules and the orderings of H
include those of G, and H introduces no new rules and orderings for the operators in G.
Finally, we give two examples of process operators that have natural and intuitive deﬁnitions in terms of OSOS rules.
Deﬁnition 2.6. Let r be a rule for an OSOS operator f such that pre(r) = {Xi
aij→ Yij | i ∈ I, j ∈ Ji}. We say that rule r applies to
f (u) if and only if the premises of r are valid for u, namely ui
aij→ for all relevant i and j. Rule r is enabled at f (u) if and only if r
applies to f (u) and no rules in higher(r) apply to f (u).
Example 2.7. Consider the OSOS and GSOS deﬁnitions of the sequential composition operator “;”:
X
a→ X ′
ra∗
X;Y a→ X ′;Y
>
Y
b→ Y ′
r∗b
X;Y b→ Y ′
{X a}a∈Act Y b→ Y ′
rnb
X;Y b→ Y ′
Rules ra∗ and r∗b, for all actions a and b, together with > deﬁned by ra∗ > r∗b, for all a and b, comprise the OSOS formulation.
Rules ra∗ and rnb, for all a and b, form the GSOS deﬁnition.
Consider processes p and qwith q
b→. Using the OSOS deﬁnition, process p; q can perform an initial action b of q, inferred
by r∗b, if all rules ra∗ are not applicable. This occurs when the premises of these rules are not valid: i.e. p
a
 for all a ∈ Act.
So, the ordering on the OSOS rules for ; has the same effect as GSOS rules rnb with the negative premises {X a}a∈Act.
Example 2.8. Consider Hennessy and Regan’s Temporal Process Language (TPL) [19]. It has a delay operator “ ( )” deﬁned
by the following GSOS rules, where a is any action except τ and the action σ denotes the passage of one time unit. So, the
ﬁrst rule below is really a rule schema for all a /= τ .
X
a→ X ′
X(Y) a→ X ′
X
τ→ X ′
X(Y) τ→ X ′
X
τ

X(Y) σ→ Y
The OSOS formulation of  ( ) is straightforward. The OSOS rules are
X
a→ X ′
X(Y) a→ X ′
X
τ→ X ′
τ1
X(Y) τ→ X ′
X(Y) σ→ Y σ∅
and the ordering is τ1 > σ∅. The parallel composition operator ‘‖’ of TPL a timed extension of the CCS parallel with the
following non-GSOS rule:
X
σ→ X ′ Y σ→ Y ′ X ‖ Y τ
X ‖ Y σ→ X ′ ‖ Y ′
The rule requires that p ‖ q can pass time if both p and q can pass time and are stable and cannot communicate. The operator
has the following OSOS formulation. Its rules are precisely the CCS rules (we only display communication rule schema raa)
together with the following timed rule rσ ,
X
a→ X ′ Y a→ Y ′
raa
X ‖ Y τ→ X ′ ‖ Y ′
X
σ→ X ′ Y σ→ Y ′
rσ
X ‖ Y σ→ X ′ ‖ Y ′
which is placed below all the rules for ‖ with the action τ , namely the two τ-rules and all the communications rules raa. The
GSOS formulation of the operator is less natural: see [41].
Most of the process operators that are deﬁnable by GSOS rules with negative premises have OSOS formulations which
are as natural and efﬁcient as those of the sequential composition and the priority operators discussed above. The examples
are the priority choice operator from Section 4, the action reﬁnement operator [40], the hiding operator of ET-LOTOS [24],
several delay operators [29,19,9], and several timed extensions of traditional operators: for example parallel composition of
TPL, and hiding and sequential composition of CSP [33,35].
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2.3. Classes of GSOS and OSOS operators
The axiomatisation algorithms in [2] produce several types of laws (axioms) for GSOS operators depending on the form
of their SOS deﬁnitions. Three types of SOS deﬁnitions, and hence three classes of operators, are deﬁned: smooth, distinctive
and discarding. Our PRS algorithm relies also on partitioning OSOS operators into similar classes. We identify two classes:
free of implicit copies operators and simply distinctive operators. In order to compare the algorithms for the GSOS PLs and the
presented algorithm for the OSOS PLs we state and compare the deﬁnitions of the mentioned classes of operators.
A GSOS rule is smooth [2] if it has the form{
Xi
ai→ Yi
}
i∈I
{
Xk
bkl

}
k∈K ,l∈Lk
f (X1, . . . ,Xn)
a→ C[X,Y],
where I and K are distinct sets and I ∪ K = {1, . . . ,n}, and no Xi appears in C[X,Y] when i ∈ I. A GSOS operator is smooth if all
its rules are smooth.
Multiple occurrences of process variables in the (positive) premises and in the target of SOS rules are called copies. They
are either explicit or implicit copies [37,40]. Given a rule r as in Deﬁnition 2.4, explicit copies are the multiple occurrences of
variables Yij in the target C[X,Y] and the multiple occurrences of Xi in C[X,Y] for i /∈ I. The implicit copies are the multiple
occurrences ofXi in the premises of r and the occurrences, not necessarilymultiple, of variables Xi in C[X,Y] for i ∈ I. Consider
the following rule rh:
X1
a11→ Y11 X1 a12→ Y12 X2 a21→ Y21
h(X1,X2,X3,X4)
a→ g(X2,X3,X3,X4,Y11,Y11)
The multiple occurrences of X1 in the premises of rh are implicit copies, and the occurrence of X2 in the target is also an
implicit copy (of X2). The occurrences of X3 and Y11 in the target are explicit copies. There are no implicit and no explicit
copies of X4 in rh since X4 does not appear in the premises.
Deﬁnition 2.9. A rule with no implicit copies is free of implicit copies. An OSOS operator is free of implicit copies if its rules
are free of implicit copies.
We notice that smooth GSOS rules can be deﬁned using the notion of implicit copies: A GSOS rule of the form (1) is smooth
if it has no implicit copies, I and K are distinct sets and I ∪ K = {1, . . . ,n}. Consequently, the following results hold.
• If a GSOS operator is smooth, then there is an OSOS formulation of the operator which is free of implicit copies [40].
• The converse is not valid: There are non-smooth GSOS operators whose OSOS formulations are free of implicit copies.
The second result holds for non-smooth GSOS operators which have rules with arguments that appear in both positive and
negative premises. The priority operator  and the timed version of the parallel operator of TPL (Example 2.8) are examples
of GSOS operatorswhich are not smooth andwhich have OSOS formulations that are free of implicit copies. Further examples
are the hiding operators of the discrete time versions of CSP [35] and ET-LOTOS [24] given in [41] and recalled in Example
5.11.
The next class of GSOS operators used by the axiomatisation procedures in [2] are the distinctive operators: a smooth
GSOS operator f is distinctive if, for each argument i, the argument either appears in positive premises of all transition rules
for f or in none of them, and also, for each pair of different rules for f , there is an argument forwhich both rules have the same
positive premise butwith adifferent action. Thepreﬁxing, renaming and restrictionoperators of CCS are distinctive operators,
whereas the choice operator and the parallel operator of CCS, and sequential composition operators are not distinctive. We
shall use a similar notion.
Deﬁnition 2.10. An OSOS operator f which is free of implicit copies is simply distinctive if the ordering on its rules is empty
and, for each argument i, the argument either appears in premises in all transition rules for f or in none of them, and also,
for each pair of different rules for f , there is an argument for which both rules have the same premise but with a different
action.
3. Term Rewriting Systems
We recall the basic notions of term rewriting [22,5]. A TermRewriting System (TRS)R is a pair (,R)where is a signature
and R is a set of reduction rules or rewrite rules. We associate a countably inﬁnite set of variable V ⊆ Var with each TRS. A
reduction rule is a pair of terms (t,s) over T(,V) and it is written as t → s. Two conditions are imposed on the terms of
reduction pairs: t is not a variable, and the variables of s are also variables of t, namely var(s) ⊆ var(t). Often a reduction rule
has a name, for example r, and we write r : t → s.
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A reduction rule r : t → s can be seen as a prescription for deriving rewrites σ t → σ s for all substitutions σ , where a rewrite
is a closed instance of a reduction rule. The left-hand side σ t is called a redex, more precisely r-redex. The right-hand side σ s
is called a contractum. A σ t redex may be replaced by its contractum σ s in an arbitrary context C[X] giving rise to a reduction
step (one-step rewriting): C[σ t] →r C[σ s]. We call →r the one-step reduction relation generated by r. The one-step reduction
relation of a TRS R, denoted by →R or simply by →, is deﬁned as the union of →r for all r ∈ R. Let R be a set of rewrites.
The closure of R under closed contexts is denoted by →R. The reﬂexive and transitive closure of → (→R) is called reduction
(R-reduction) and is written as (R). If t  s (t R s), then s is called a reduct (an R-reduct) of t. A reduction of term
f (t1, . . . ,tn) is internal if it occurs solely in the subterms t1, . . . ,tn leaving the head operator f unaffected.
When no reduction step is possible from a term t, we say that t is a normal from. This happens when t has no redex
occurrences. A term is calledweakly normalising if is can be reduced to a normal form; t is strongly normalising (terminating)
if it has no inﬁnite reductions; and t is called conﬂuent if any two reducts of t are convergent (or joinable), namely have a
common reduct. Recall, that s and t are joinable, written as t ↓ s, if they have a common reduct u, namely s  u and t  u. A
TRS is weakly normalising, strongly normalising and conﬂuent if all its terms have these relevant properties.
The notions that are very useful in proving conﬂuence are overlap and critical pair. Two reduction rules r0 : l → r and
r1 : l′ → r′ overlap if and only if there is a non-variable subterm of l that can be matched with an r1-redex (or vice versa).
More precisely, there is some context D[X] and a non-variable term s such that l ≡ D[s] and σ s ≡ ρl′ for some substitutions
σ and ρ. Next, consider a pair of overlapping reduction rules r0 : l → r and r1 : l′ → r′. We shall assume that σ and ρ are such
that σ s ≡ ρl′ is a most general common instance of s and l′, and that σ is minimal. The pair of one-step reducts of the outer
redex σ l ≡ σD[ρl′] that arises from this overlap, (σD[ρr′],σ r), is called a critical pair. In order to prove conﬂuence we will use
the result due Knuth and Bendix [22] that states that if a TRS is strongly normalising, then it is conﬂuent if and only if all its
critical pairs are convergent.
3.1. Rewriting modulo AC
We assume a knowledge of basic notions of term rewriting as, for example, in [22]. The application of term rewriting in
concurrency is somewhat complicated by the need to preserve the commutativity and associativity of the nondeterministic
choice operator +. These properties of + are represented by the equations e1 and e2:
e1 : X + Y = Y + X
e2 : X + (Y + Z) = (X + Y) + Z
The equations cannot be oriented without losing the normalising property. For example, if we turn e1 into X + Y → Y + X ,
then t + s → s + t → t + s → · · · Therefore, we shall use term rewriting modulo the commutativity and the associativity of +
in this paper. We denote the axioms e1 and e2 by AC and the equivalence class of terms t under AC by [t]AC . For terms t,t′
and s such that t ∈ [t′]AC if t′ → s, then we shall write t →AC s and [t]AC →AC [s]AC . We deﬁne t AC s and [t]AC AC [s]AC as
the appropriate transitive reﬂexive closures of →AC . The internal reductions of t AC s and [t]AC AC [s]AC are deﬁned in the
corresponding way to the internal reductions of. Henceforth, we drop all subscripts AC.
Example 3.1. Consider a fragment of CCS with the signature  = {(0,0),(+,2)} ∪ {(a.,1) | a ∈ Act}, where 0 is the deadlocked
process operator, a. are the preﬁxingwith actions a operators, for all a ∈ Act, and+ the CCS choice operator. The closed terms
over  represent ﬁnite trees. Let (,R) be a TRS with the following set R of reduction rules:
r1 : X + 0 → X
r2 : X + X → X
Term a.X + (a.X + 0) reduces to a.X as follows: a.X + (a.X + 0) →r1 a.X + a.X →r2 a.X . There is another reduction modulo
AC to a.X: a.X + (a.X + 0) = (a.X + a.X) + 0 →r2 a.X + 0 →r1 a.X . Hence, [a.X + (a.X + 0)]  [a.X].
(,R) is strongly normalising. Interpret 0, a.X and X + Y as polynomials 2, 2X and X + Y to obtain polynomial termination
modulo AC. Our TRS is also conﬂuent modulo AC. Reduction rules r1 and r2 have a simple overlap which replaces X with 0.
Now, we have 0+ 0 →r1 0 and 0+ 0 →r2 0. Hence, there is only one critical pair ([0],[0]), and it is joinable.
3.2. Priority rewriting
As transition rules for process operators can be equipped with orderings that indicate which transition rules to apply
ﬁrst, reduction rules can also have an ordering associated with them. This ordering, called priority order, speciﬁes the order
in which rewrite rules are to be used to rewrite a term. This is illustrated by the following simple example.
Example 3.2. The TRS from Example 3.1 is now equipped with a priority order  deﬁned by r1  r2. As before, a.X + (a.X +
0)  [a.X] because a.X + (a.X + 0) →r1 a.X + a.X , and since a.X cannot be reduced to 0, a.X + a.X then reduces to a.X by
rule r2. However, the second reduction from Example 3.1 is not correct (intended) in this new setting. After a.X + (a.X + 0) =
(a.X + a.X) + 0wesee that both r1 and r2 canbe applied; but since r1 has priority over r2 wemust apply r1: (a.X + a.X) + 0 →r1
a.X + a.X . Now, only r2 can be applied.
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Fig. 1. Rewrite rules and the priority order for B.
Next, consider term t ≡ (a.X + 0) + (a.X + 0). The term is an r2-redex, it is not an r1-redex although it contains r1-redexes.
We may wish to reduce the term with r2 ahead of r1. This is not intended in the new setting: we must either use higher
priority r1 to reduce subterms a.X + 0 to a.X ﬁrst, or use AC to convert t to r1-redex ((a.X + 0) + a.X) + 0 that can be reduced
as follows:
[((a.X + 0) + a.X) + 0] →r1 [(a.X + a.X) + 0] →r1 [a.X + a.X] →r2 [a.X].
In general, a rewrite rule r2 with a lower priority than r1 can be applied to term t in favour of r1, if no internal reduction
(reduction sequence leaving head operator unaffected) modulo AC of t can produce a contractum that is an r1-redex. We
recall the basic notions of term rewriting with priority [7,34,32].
Deﬁnition 3.3. A Priority Rewrite System, or PRS for short, is a tuple (,T, ), where (,T) is a TRS and is a partial order on
T called priority order. Let P = (,T, ) be a PRS, and let R be a set of rewrites for P , namely closed substitutions of reduction
rules of P . The rewrite r : t → s is correct with respect to R (modulo AC) if there is no internal reduction [t] R [t′] and no
rule r′ : t′ → s′ ∈ R such that r′  r. R is sound if all its rewrites are correct w.r.t. R. R is complete if it contains all rewrites of P
which are correct w.r.t. R. P is well-deﬁned if it has a unique sound and complete rewrite set; this set is called the semantics
of P .
A PRS is well-deﬁned if the underlying TRS is strongly normalising [7]. Hence, the PRS from Example 3.2 is well-deﬁned. It
is also strongly normalising by the result below which follows by a simple proof by contradiction.
Proposition 3.4. If the underlying TRS of a PRS is strongly normalising modulo AC, then the PRS is well-deﬁned and strongly
normalising modulo AC.
The PRS in Example 3.2 is conﬂuent because, although r1 and r2 overlap, the priority order disables r2, thus 0+ 0 →r1 0 is
the only reduction from 0+ 0. Hence, there are no critical pairs.
4. Basic Process Language
In this section we deﬁne a simple process language which is an extension of the process language for ﬁnite trees from
Example 3.1. It contains a new operator, called priority choice, which is denoted by “”. We introduce a PRS for this language
and show that it is sound and complete for bisimulation. This language and its PRS are the foundations on which we shall
build PRSs for arbitrary OSOS PLs; the language plays the rôle corresponding to that of FINTREE in [2].
Deﬁnition 4.1. Basic Process Language B is an OSOS PL (B,A,R, >), whereB = 0 ∪ 1 ∪ 2 with0 = {(0,0)},1 = {(a.,1) |
a ∈ A},2 = {(+,2),(,2)},A ⊂ﬁn Act, andRand>are thesetof transition rulesand theorderingon transition rules, respectively.
The rule schemas for the preﬁxing operators and the two choice operators are
a.X
a→ X
X
a→ X ′
X + Y a→ X ′
Y
a→ Y ′
X + Y a→ Y ′
X
a→ X ′
ra∗
X  Y a→ X ′
Y
c→ Y ′
r∗c
X  Y c→ Y ′
and the ordering is ra∗ > r∗c for all a,c. The preﬁxing operators bind stronger than , which in turn binds stronger than +.
B generates the LTS B = (T(B),A, →). Bisimulation over B is deﬁned accordingly. LetB be the PRS forBdeﬁned in Fig. 1. Notice
that reduction rules +dn,+ice (idempotence) and act are sound for bisimulation on their own but ds1 (distributivity over
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1st argument) is not sound on its own. For let σX = 0, σY = a.0 and σZ = b.0. Then σ((X + Y)  Z) ∼ a.0, σ(X  Z + Y  Z) ∼
a.0+ b.0 and, clearly, a.0 ∼ a.0+ b.0. However, putting ds1 below dn1 solves this problem as ds1 can only be applied when
neither σX nor σY reduces to 0.
Deﬁnition 4.2. Let G = (,A,S, >) be an OSOS PL. LetP = (,T, ) be awell-deﬁned PRSwith its unique sound and complete
rewrite set R. A rewrite t → s of R, where t and s are closed terms, is sound for bisimulation if t ∼ s. A rewrite rule T  r0 : l → r
is sound for bisimulation if every r0-rewrite, which is correct with respect to the semantics of P , is sound for bisimulation.
P is sound for bisimulation if all its rewrite rules are. The set R is complete for bisimulation if whenever t ∼ s, then t ↓ s. P is
complete for strong bisimulation if its rewrite set R is.
Theorem 4.3. B is strongly normalising and conﬂuent modulo AC.
Proof. To show strong normalisation of B it is enough to prove that the underlying TRS of B is strongly normalising modulo
AC. We select polynomial interpretations as follows: interpret 0, α.X , X + Y and X  Y as 2, 2X , X + Y + 1 and XY . It can be
checked that for each rewrite rule in Fig. 1 this polynomial interpretationmakes the right-hand side strictly smaller than the
left-hand side for natural numbers greater than one. Since equations AC are also satisﬁed by this polynomial interpretation
the considered TRS is strongly normalising modulo AC.
Since thePRSB is stronglynormalising it is sufﬁcient to showthat all critical pairs are joinable inorder toobtain conﬂuence.
There are only three critical pairs: {(0  Z ,0  Z), (X  Z ,X  Z), (X  Z ,X  Z + X  Z)}. We easily see that they are joinable. There
are other overlaps between the rules of B, for example the overlap between +dn and ds1. This overlap would seem to lead
to the critical pair (X  Z , X  Z + 0  Z), which clearly is not convergent and not sound for bisimulation. However, since
dn1  ds1 the term (X + 0)  Z can only be rewritten with dn1 to X  Z , and not with ds1. Such overlaps do not produce
critical pairs: they show how priority order decreases the nondeterminism that is inherent in term rewriting. 
Normal forms and head normal forms (abbreviated to nf and hnf, respectively, to distinguish them from the normal forms
in term rewriting) over a PL that extends B are deﬁned as follows: 0 is in nf; if t is in nf, then a.t is in nf for all relevant a; and
if t and s are in nf, then t + s is in nf unless t and s are syntactically equal or either s or t is 0. For head normal forms: 0 and a.t
are in hnf for any term t, and if t and s are in hnf, then t + s is in hnf unless t and s are syntactically equal or either s or t is 0.
Theorem 4.4. B is sound and complete for bisimulation.
Proof. Since B is strongly normalising it is well-deﬁned [7]. Let B be the rewrite set of B. The soundness for bisimulation of
the rewrite rules in Fig. 1 is clear except possibly for ds1 and nil . Without the priority order these rewrite rules are clearly
unsound. In general, the ordering dn1  ds1 ensures that ds1 can be applied only when neither the term substituted for X
nor the term substituted for Y can be reduced to 0. It clear that for such substitutions ds1 is sound for bisimulation. Finally,
nil can be applied to reduce a term p  q if p is not reducible to either a sum of subterms or an action preﬁxed term. Hence,
pmust be 0.
For completeness assume p ∼ q for closed terms p and q over B. By Theorem 4.3 we know that, for every closed term t
over B, there exists a unique normal form s such that t B s. Also, we easily show that a closed term over B is a normal form
w.r.t. rewriting if and only if it is in nf. Hence, there are terms p′ and q′ such that p B-reduces to p′, q B-reduces to q′, and p′
and q′ are in nf. Since rewriting is sound for bisimulation we get p′ ∼ q′. Now, we can show that p′ and q′, which are in nf, are
equal modulo AC. Hence, p′ ↓ q′ and thus p ↓ q as required. 
In the next section we show how to generate PRSs for arbitrary well-founded OSOS PLs that extend disjointly our language
B. The proof of completeness of such PRSs uses the above completeness result for B.
5. Rewrite rules for OSOS operators
Operators of an arbitrary OSOS PL can be partitioned, according to their OSOS deﬁnitions, into three disjoint sets: (1)
operators that are not free of implicit copies, (2) operators that are free of implicit copies and not simply distinctive, and
(3) simply distinctive operators. We describe the type of rewrite rules and priority orderings for each of these types of
operators (and auxiliary operators) in the following three subsections. Finally, we introduce our algorithm for generating
PRS for arbitrary PL in the OSOS format.
5.1. Operators with implicit copies
If an OSOS operator (f ,n) is not free of implicit copies, thenwe can construct a free of implicit copies OSOS operator (f c ,m),
withm > n, that does the job of f .
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Lemma 5.1. Let G be an OSOS PL with signature . Let P = (,R, ) be a well-deﬁned PRS for G that is sound for bisimulation.
Suppose (f ,n) ∈  is an operator not free of implicit copies. Then, there is
• a disjoint extension of G′ of G with a free of implicit copies operator (f c ,m) such that m > n,
• a PRS P ′ = ( ∪ {f c},R ∪ {fcopy}, ) with the new copying rewrite rule below, where X is some vector of n distinct variables
and Y is a vector of m variables from X,
fcopy : f (X) → f c(Y),
and the PRS P ′ is sound for bisimulation.
Proof. Correspondingly as for GSOS operators which are not smooth due to having implicit copies: see proofs of Lemmas
5.1 and 5.2 in [2]. 
As an example consider operator (h,4) from Section 2.4. The operator has implicit copies of its ﬁrst two arguments and the
operator hc , the free of implicit copies version of h produced by Lemma 5.1, uses extra two arguments as follows:
X11
a11→ Y11 X21
a12→ Y12 X12
a21→ Y21
hc(X11 ,X
2
1 ,X
1
2 ,X
2
2 ,X3,X4)
a→ g(X22 ,X3,X3,X4,Y11,Y11)
The copying rewrite rule for h is h(X1,X2,X3,X4) → h
c(X1,X1,X2,X2,X3,X4).
Remark 5.2. The axiomatisation algorithm in [2] requires the use auxiliary copying operators for non-smooth operators that
have no implicit copies and test some of their arguments both positively and negatively (Lemma 5.2 in [2]). The examples
of such operators are  from the Introduction and the timed version of parallel operator of TPL in Example 2.8. Since we
use orderings on rules instead of negative premises, our algorithm does not need to use auxiliary copying operators and
rewrite rules for the mentioned type of operators: for example, we do not need the auxiliary operator  to deal with
. So for these types of operators our method produces fewer auxiliary operators and rewrite rules than the method in
[2].
5.2. Operators with no implicit copies and not simply distinctive
If an operator (f ,n) is free of implicit copies and not simply distinctive, then rules(f ) and the ordering can be partitioned
into a number of sets of simply distinctive rules that are unordered among themselves. The rules from different sets may
be ordered. Such sets deﬁne auxiliary (simply distinctive) operators and we shall have a rewrite rule corresponding to the
distinctifying law in [2]. Firstly, we need the following notation.
Deﬁnition 5.3. Let G be an OSOS PL with signature  that contains operators + and . Auxiliary form of terms over G is
deﬁned using the notion of sum terms as follows:
(1) f (X) is a sum term for each f ∈  \ {+,}; if s and t are sum terms, then t + s is a sum term.
(1) If s and t are sum terms, then s  t is in the auxiliary form; if s is a sum term and t is a term in the auxiliary form, then
s + t,t + s and s  t are terms in the auxiliary form.
Note that if s is a sum term and t is an auxiliary term, then t  s is not necessarily in auxiliary form, as is witnessed by
(f  f ′ + f ′′)  g. Terms in the auxiliary form will be called auxiliary terms.
Lemma 5.4. Let G be an OSOS PL with signature  such that B ≤ G. Let P = (,R, ) be a well-deﬁned PRS for G that is sound
for bisimulation. Suppose (f ,n) ∈  is an operator with no implicit copies which is also not simply distinctive. Then, there is
• a disjoint extension G′ of G with l simply distinctive operators (fi,n), thus creating a new signature ′,
• an auxiliary term AuxiliaryTerm[f1(X), . . . ,fl(X)] built from all operators (fi,n), + and  and involving only those operators, and
• a PRS P ′ = (′,R ∪ {faux}, ) with the new auxiliary rewrite rule below which is “unordered” with respect to the rewrite rules
in R
faux : f (X) → AuxiliaryTerm[f1(X), . . . ,fl(X)],
and the PRS P ′ is sound for bisimulation.
Proof. We describe procedures to ﬁnd the required distinctive operators and the auxiliary term, respectively, and then we
show the soundness of the auxiliary rewrite rule. The details are given in Appendix A. 
It is clear from the proof that when the ordering on rules for f is empty, then the form of the auxiliary term is simply a sum:
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Corollary 5.5. Let G,P and (f ,n) be as in Lemma 5.4. If the ordering on rules for f is empty, then AuxiliaryTerm[f1(X), . . . ,fl(X)] ≡∑l
i=1 fi(X).
The rest of this subsection is devoted to examples that illustrate the application of the procedures for the derivation of
the auxiliary term and auxiliary rewrite rule.
Example 5.6. Let B be extended with “‖” the parallel composition operator of CCS. The operator is not simply distinctive
but free of implicit copies. Assume that, for each a ∈ Act, we have a¯ ∈ Act and a = a. Following the Auxiliary Term Generation
Procedure we partition the rules for ‖ into three sets: rules for the ﬁrst argument, rules for the second argument and the
communication rules. The resulting auxiliary operators are the left-merge, written as “ ”, the right-merge, written as “ ”,
and the communication merge, written as “|”, as in [10,2]. The deﬁning rule schemas for these operators, for all a ∈ Act, are
as follows:
X
a→ X ′
X Y
a→ X ′ ‖ Y
Y
a→ Y ′
X Y
a→ X ‖ Y ′
X
a→ X ′ Y a¯→ Y ′
X | Y τ→ X ′ ‖ Y ′
We assume that preﬁxing binds stronger than the above three operators, and they in turn bind stronger than + and . Since
there is no ordering on the original rules for ‖ there is no ordering between the rules for the three auxiliary operators. The
initial and the ﬁnal set S is {(∅,{ }), (∅,{ }), (∅,{|})} (i.e. the iteration routine does not alter S): see Appendix A. There is a single
equation of the form (A.1), namely AT = {̂ } + {̂ } + {̂|}. Moreover, there are three equations of the form (A.3): {̂ } = X Y ,
{̂ } = X Y , and {̂|} = X | Y . Replacing the constantswith their deﬁnitions,weobtain the auxiliary termX Y + X Y + X | Y
and the auxiliary rewrite rule:
X ‖ Y → X Y + X Y + X | Y
Since there is no ordering on the rules the auxiliary term does not involve , and the auxiliary rewrite rule is an instance of
the distinctifying law and rewrite rule in [2,14].
Example 5.7. The sequential composition operator form Example 2.7 is not simply distinctive. It is, however, free of implicit
copies. Its rules can be partitioned into the rule for the ﬁrst argument, ra∗, and the rules for the second argument, r∗b. We
notice that the rules ra∗ are above the rules r∗b for all a and b. The resulting simply distinctive auxiliary operators “;1” and
“;2”, required by Lemma 5.4, are deﬁned by these two sets of rule schemas:
X
a→ X ′
X;1 Y a→ X ′;Y
Y
b→ Y ′
X;2 Y b→ Y ′
The initial and theﬁnal set S is {(∅,{;1 }), ({;1 },{;2 })}. There is a single equationof the form (A.1), namelyAT = (X;1 Y)  {̂;2 } and
there is one equation of the form (A.3): {̂;2 } = X;2 Y . Replacing the constants with their deﬁnitions, we obtain the auxiliary
term (X;1 Y)  (X;2 Y) and the auxiliary rewrite rule:
X;Y → (X;1 Y)  (X;2 Y)
Example 5.8. Consider a version of the CCS parallel that gives priority to communication over concurrency. The operator is
deﬁned simply by putting each and every communication rule for ‖ above all the concurrency rules for both arguments of
‖. As noted in Example 2.8 the GSOS deﬁnition of this operator is awkward. As in Example 5.6 we need the three auxiliary
operators , and |. The {(∅,{|}), ({|},{ }), ({|},{ })}. Following our procedure, S gets partitioned into two sets and the resulting
two equations of the form (A.1) are AT = {̂|} and {̂|} = (X | Y)  ({̂ } + {̂ }). Also, as in Example 5.6, there are equations for {̂ }
and {̂ }. The resulting auxiliary rewrite rule is as follows:
X ‖ Y → X | Y  (X Y + X Y)
5.3. Simply distinctive operators
So far we have given rewrite rules for operators which are not free of implicit copies (Lemma 5.1) and rewrite rules
for operators (and auxiliary operators) which are free of implicit copies but not simply distinctive (Lemma 5.4). Now we
consider simplydistinctiveoperators.Weshall deﬁne several typesof rewrite rules, namelydistributivity, actionanddeadlock
rewrite rules. First, we introduce some useful notation. When r has no implicit copies in the premises, the trigger of r is the
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n-tuple (λ1, . . . ,λn), where λi = ai if i ∈ I, and λi = * otherwise. We often write  for (λ1, . . . ,λn), and I .X denotes the vector
λ1.X1, . . . ,λn.Xn where if λi = *, then λi.Xi is simply Xi.
Lemma 5.9. Let G be an OSOS PL with  such that B ≤ G and all operators in  \ B are free of implicit copies and simply
distinctive. Suppose (f ,n) ∈  \ B has the deﬁning rules of the following form, where Yi = X ′i if i ∈ I, and Yi = Xi otherwise:
{ Xi ai→ X ′i }i∈I
f (X1, . . . ,Xn)
a→ C[Y]
(3)
(1) For each active argument i of f the following are the distributivity rewrite rules for f and i :
fdn(i) : f (. . . ,Xi + 0, . . .) → f (. . . ,Xi, . . .)
fds(i) : f (. . . ,Xi + Yi, . . .) → f (. . . ,Xi, . . .) + f (. . . ,Yi, . . .)
The priority order is fdn(i)  fds(i) for each i ∈ I.
(2) For each rule of the form (3) with I /= ∅ and trigger aI.X the action rewrite rule has the form:
f aact : f (aI.X) → a.C[X]
If f has no active arguments, then f aact is f (X) → a.C[X].
(3) The deadlock rewrite rule is as follows:
fnil : f (X) → 0
The priority order satisﬁes {fds(i),f aact}  fnil for all fds(i) and f aact .
Let P = (,R, ′) be B, the PRS for B as in Fig. 1, extended with all the distributivity, action and deadlock rewrite rules for each
operator f as above, and let ′ be  as in Fig. 1 extended with the orderings required for the added rewrite rules. Then, P is sound
for bisimulation and head normalising for all closed terms over .
Proof. See Appendix A. 
Note, that soundness of fds(i) rewrite rules does not depend on them being below the corresponding fdn(i) rewrite rules.
Similarly, soundness of the deadlock rewrite rules does not depend on them being below the fdn(i) rewrite rules. This can
be seen in the above proof. The distributivity rewrite rules fdn(i) are included purely for the purpose of resolving some of
the inherent nondeterminism that is present in rewriting. More speciﬁcally, the inclusion of the rules fdn(i) resolves a large
proportion of this nondeterminism and, as a result, makes the task of proving conﬂuence easier: see a proof of Theorem 7.1.
Also, note that if f is simply distinctive and it has at least two rules, then the premises of all rules for f are not empty. And,
if f is simply distinctive and it has a deﬁning rule with no premises, then this rule is its sole deﬁning rule and f will have only
the action rewrite rule and the deadlock rewrite rule.
5.4. Operators with one argument
There are free of implicit copies and not simply distinctive operators which have simpler rewrite rules than the auxiliary
rewrite rules introduced in the previous subsection. These rules are called priority resolving rewrite rules. In this subsection
we deﬁne a class of such operators: they must have a single argument and be simply distinctive when the ordering on their
rules is removed. This class contains for instance the mentioned priority operator and the the hiding operator of ET-LOTOS
[24]: see Example 5.11.
Lemma 5.10. Let G be an OSOS PL with signature  such that B ≤ G. Let P = (,R, ) be a well-deﬁned PRS for G that is sound
for bisimulation. Suppose (f ,1) ∈  is a free of implicit copies operator which is not simply distinctive, and the ordering on rules
for f is not empty. Moreover, let f be such that it is simply distinctive when we remove the ordering on its rules. Suppose the rules
for f have the following form:
X
a→ X ′
f (X)
α→ C[X ′]
(4)
For each pair of distinct rules r and r′ of the form (4) such that r > r′, and for triggers a.Y and b.Z of r and r′, respectively, the
priority resolving rewrite rule for the rule r is as follows:
f rpr : f (X + a.Y + b.Z) → f (X + a.Y)
Also, let the new version of f be without the ordering on its rules, so the new f is simply distinctive. Then, there is a PRS
P ′ = (,R′, ′),where R′ is R extended with all priority resolving rewrite rules for the original f as required above, and all rewrite
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rules for the new f as required by Lemma 5.9. The ordering ′ is  extended by putting every priority rewrite rule f rpr above the
rule fdn(1) as in Lemma 5.9, and by adding the orderings introduced by Lemma 5.9. Then the PRS P ′ is sound for bisimulation.
Proof. In the last section we showed the soundness of the rewrite rules required by Lemma 5.9. Hence, it remains to prove
the soundness of the priority resolving rewrite rules for operators f as in the lemma. Since the rules for f with the ordering
removed deﬁne a simply distinctive operator there is at most one rule with the premise X
a→ X ′ for every action a. Also, by
the deﬁnition of the orderings on SOS rules, if r > r′ then r′ > r is false for any two rules r and r′ for any f .
Let r and r′ beof the form(4)with the triggersa.X andb.X , respectively, and let r > r′. It is enough to show f (p+ a.q+ b.r) α→
t iff f (p+ a.q) α→ t. Assume f (p+ a.q+ b.r) α→ t. This transition implied two cases: either the rule r is enabledwith the trigger
a.q or there is a rule r′′ not below r and enabledwith the trigger c.p′, and p c→ p′. In the ﬁrst case, since r is enabled itmeans no
rule in higher(r) is enabled with the argument p+ a.q+ b.r. Since r ﬁres with a.q it also ﬁres with p+ a.q, so, f (p+ a.q) α→ t
as required. In the second case no rule in higher(r′) is enabled with the argument p+ a.q+ b.r. Hence, no rule in higher(r′)
is enabled with simpler p+ a.q and, consequently, f (p+ a.q) α→ t. The converse also follows by a similar argument. 
The priority operator  is the only operator discussed so far that can be dealt with by Lemma 5.10. It has one argument,
non-empty ordering on the rules and it becomes simply distinctivewhen the ordering on the rules is removed. All the priority
rewrite rules for  required by Lemma 5.10 have been given in the Introduction.
Another operator that can be dealt with by Lemma 5.10 is the hiding operator of ET-LOTOS [24]:
Example 5.11. Our deﬁnition of the hiding operator hide employs an ordering on the deﬁning rules instead of negative
premises and a lookahead as in [24]. The two traditional rules for the operator, where the second rule is denoted ra for each
a ∈ A, are:
X
a→ X ′
a /∈ A
hide A in X
a→ hide A in X ′
X
a→ X ′
a ∈ A
hide A in X
τ→ hide A in X ′
The required timed rule rσ , where σ denotes the passage of one time unit, is simply
X
σ→ X ′
rσ
hide A in X
σ→ hide A in X ′
and the ordering is rσ < ra for all a ∈ A. Clearly, the operator satisﬁes the requirements of Lemma 5.10. The priority resolving
rewrite rules are given below, one for every a in A:
hideapr : hide A in (a.X + σ.Y + Z) → hide A in (a.X + Z)
Moreover, there are other rewrite rules required by Lemma 5.10. We obtain them by removing the ordering on the rules
for hide and then applying Lemma 5.9:
hidedn : hide A in (X + 0) → hide A in (X)
hideds : hide A in (X + Y) → hide A in X + hide A in Y
hideaact : hide A in (a.X) → a.(hide A in X)
hideτact : hide A in (a.X) → τ.(hide A in X)
hideσact : hide A in (σ.X) → σ.(hide A in X)
hidenil : hide A in X → 0
Here, we have one hideaact rule for every a /∈ A ∪ {σ }, and one hideτact for every a ∈ A. The priority order  satisﬁes hideapr 
hidedn for all priority resolving rules hide
a
pr as required by Lemma 5.10. Moreover, Lemma 5.9 requires hidedn  hideds, and
{hideds,hideaact ,hideτact ,hideσact}  hidenil .
5.5. The PRS algorithm, head normalisation and soundness
In the previous subsections we deﬁned priority rewrite rules for several classes of OSOS operators and proved that they
are sound for bisimulation. Presently, we show that PRSs generated by our approach for PLs that extend B and contain no
operators with implicit copies are head normalising. This is a consequence of Lemmas 5.4, 5.10 and 5.9: see Appendix A.
Lemma 5.12. Let G be an OSOS PL with signature  such that B ≤ G, and let all operators in  \ B be free of implicit copies.
Then, there is disjoint extension G′ of G with a ﬁnite collection of G′ \  simply distinctive operators, and a PRS P that contains
the PRS for B and is sound for bisimulation and head normalising.
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Fig. 2. The PRS algorithm for OSOS process languages.
The rest of the subsection presents the algorithm in Fig 2 for generating PRSs for arbitrary OSOS PLs. We also prove head
normalisation and soundness for bisimulation for the generated PRSs.
Theorem 5.13. Let G be an OSOS process language, and let G′ and P be the OSOS process language and the PRS, respectively, that
are produced by the algorithm in Fig. 2. Then, P is head normalising and sound for bisimulation.
Proof. Given a PLG, the algorithmﬁrstly extendsG disjointlywithBproducingG′′′, and the PRS in Fig. 1 becomes the basis for
the required P . Then, it considers each of the operators of G′′′ in turn and generates rewrite rules with priorities as described
in the previous subsections, and accumulates them into the required P .
If f is an operator of G′′′ with implicit copies, then by Lemma 5.1 we can extend G′′′ disjointly with a free of implicit copies
operator f c . We add the copying rewrite rule to the current PRS.We carry out this procedure, step (2) of the algorithm, for all
operators of G′′′ with implicit copies. It produces a PL G′′, and the constructed so far PRS has all the required copying rewrite
rules.
Next, we consider operators of G′′ which are free of implicit copies but which are not simply distinctive and apply the
strategy described in Section 5.2. There are two routes that the algorithm can take at this point, namely steps (3) and (4).
For all such operators that fail the conditions of Lemma 5.10 we apply Lemma 5.4 and add auxiliary rewrite rules: step (4)
of the algorithm. But for operators which satisfy the conditions of Lemma 5.10, such as the priority operator (Introduction)
and the hiding operator (Example 5.11), we apply the strategy of Section 5.4 and add the priority resolving rewrite rules as in
Lemma 5.10: step (3). After steps (3) and (4) have been applied to all appropriate operators, we obtain a PL G′. The enlarged
PRS contains at this point all the auxiliary rewrite rules and the priority resolving rewrite rules.
Finally, we perform step (5): for each simply distinctive operator in G′ we add to the current PRS all the distributivity,
action and deadlock rewrite rules and the associated priority orders as in Lemma 5.9 and, if necessary, as in Lemma 5.10. Thus
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we obtain the required PRS P , which is sound for bisimulation. It is also head normalising for closed terms over G′ which
are built from free of implicit copies operators and the operators of B only: see Lemma 5.12. The remaining operators of G′,
namely operators with implicit copies, give rise to copying rewrite rules as in Lemma 5.1. Since terms on the right hand side
of such rules have free of implicit copies operators as the outermost operators, we see that terms constructed with operators
with implicit copies rewrite to hnf. 
6. Termination
Any practically useful PL must contain a mechanism for representing processes with inﬁnite behaviour. Most often this is
done by means of process constants (or variables) that are deﬁned bymutual recursion. For example, a unary semaphore can
be represented by a process with two states Sem and Sem′ deﬁned by Sem up→ Sem′ and Sem′ down→ Sem, respectively. Sem and
Sem′ are simply distinctive, free of implicit copies OSOS operators. By Lemma 5.9, the only priority rewrite rules for these
operators are the following action and the deadlock rules:
Sem → up.Sem′  Sem → 0 and Sem′ → down.Sem  Sem′ → 0
It is not surprising that processes such as Sem have non-terminating reductions:
Sem → up.Sem′ → up.down.Sem → up.down.up.Sem′ → · · ·
The properties of PRSs with operators such as Sem are the subject of inﬁnitary rewriting [21]. However, there is an
interesting subclass of OSOS PLs that contain only those operators that lead to ﬁnite behaviours. The PRSs generated
by algorithm in Fig. 2 for PLs in this subclass will be strongly normalising (terminating) for closed terms
modulo AC of +.
We deﬁne PLs and processes with ﬁnite behaviour. Following [2] we have:
Deﬁnition 6.1. Let G be an OSOS process language. A term p ∈ T(G) is well-founded if there exists no inﬁnite sequence
p0,a0,p1,a1, . . . with p ≡ p0 and pi ai→ pi+1 for all i ≥ 1. G is well-founded if all its terms are well-founded.
Well-foundedness ofOSOSPLs is not decidable, but syntacticalwell-foundedness is decidable by the corresponding argument
as in [2]. Moreover, if a PL is linear as well as syntactically well-founded, then it is well-founded [2]. These two new notions
are deﬁned again following [2]:
Deﬁnition 6.2. An OSOS transition rule of the form (2) is linear if each variable occurs at most once in the target and, for
each active argument i, Xi does not occur in the target and at most one of the variables Yij does. An OSOS operator is linear if
all its transition rules are linear. An OSOS PL is linear if all its operators are linear.
Deﬁnition 6.3. AnOSOS PL G is syntactically well-founded if there exists a functionw : G → N such that, for each rule r of G
with the operator f and targetC[X,Y], the following conditions hold: If r hasnopremises, thenw(f ) > W(C[X,Y]); andw(f ) ≥
W(C[X,Y]) otherwise, whereW : T(G) → N is given byW(X) def= 0 andW(f (t1, . . . ,tn)) def= w(f ) +W(t1) + · · · +W(tn).
It can be easily shown by solving a linear system of Diophantine equations that syntactical well-foundedness of OSOS PLs
is decidable, and if an OSOS PL is linear as well as syntactically well-founded, then it is also well-founded [2]. Most of the
commonly used process operators, and all operatorsmentioned in this paper, are linear. As for syntactical well-foundedness,
any PL with constants deﬁned by mutual recursion does not satisfy it: since Sem
up→ Sem′ and Sem′ down→ Sem, there is no w
such thatw(Sem) > W(Sem′) = w(Sem′) andw(Sem′) > W(Sem) = w(Sem). Apart from recursively deﬁned process constants,
the basic PL B extended with any operators described in the paper, and with many more operators from standard PLs, is
syntactically well-founded. Typically, we assign weight 1 to the action preﬁxing operators and weight 0 to other operators.
Further discussion related to this topic is in Appendix A.
Theorem 6.4. Let G be a syntactically well-founded and linear OSOS process language, and let G′ and P be the OSOS process
language and the PRS, respectively, that are produced by the algorithm in Fig. 2. Then, P is strongly normalising modulo AC on
closed terms over G′.
Proof. The details are given in Appendix A. There, we employ novel techniques of dependency pairs and dependency graphs
adapted to rewriting modulo AC of the choice operator +. 
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7. Conﬂuence and completeness for bisimulation
The algorithm in Fig. 2 produces, for any OSOS process language G, a disjoint extension G′ and a PRS for G′. If G is
syntactically well-founded and linear, then the PRS for G′ is strongly normalising. We show that if the PRS for G′ is strongly
normalising, then it is also conﬂuent. We shall use the classical result due to Knuth and Bendix [22] that states that if a TRS
is strongly normalising, then it is conﬂuent if and only if all its critical pairs are convergent.
Themain purpose of priority orders is to resolve the ambiguity concerning the choice of overlapping ruleswhen rewriting
terms. The priority order produced by the algorithm in Fig. 2 resolves a large proportion of this ambiguity by reducing the
number of critical pairs, and thus making the task of proving conﬂuence a lot easier. We also have completeness result for
bisimulation:
Theorem 7.1. Let G be a syntactically well-founded and linear OSOS process language, and let G′ and P be the OSOS process
language and the PRS, respectively, that are produced by the algorithm in Fig. 2. Then,P is conﬂuent and complete for bisimulation
on closed terms over G′.
Proof. There are several critical pairs for theB component ofP andwedealtwith them in Theorem4.3.We list the remaining
overlapping rewrite rules and if the priority order permits ambiguous reductions, we list the resulting critical pairs and show
that they are joinable. Due to the form of our rewrite rules and the priority order on the rules there are only a few simple
types of critical pairs. Case (2) explains the reason for having distributivity rewrite rules fdn(i).
(1) The rewrite rule X + 0 → X overlaps with the distributivity rules fdn(i) for all simply distinctive operators f and all their
active arguments i. The resulting critical pairs (f (. . . ,Xi, . . .),f (. . . ,Xi, . . .)) are joinable.
(2) The rewrite rule X + 0 → X overlaps with the distributivity rules fds(i) for all simply distinctive operators f and all their
active arguments i. However, because fdn(i)  fds(i) and since fdn(i) is applicable to f (. . . ,X + 0, . . .), there are no critical pairs
for such overlaps.
(3) The rule X + X → X overlaps with all the relevant distributivity rules fdn(i) and fds(i) for all simply distinctive operators f
and all their active arguments i. The resulting critical pairs are joinable.
(4) The rule X + 0 → X overlaps with priority resolving rule f (X + a.Y + b.Z) → f (X + a.Y). The resulting critical pair is (f (X +
a.Y + b.Z), f (X + 0+ a.Y). Then, the ﬁrst element of the pair reduces by f apr to f (X + a.Y), and the second element of the
pair reduces by +dn to the same f (X + a.Y).
Finally, we consider completeness for bisimulation. Since P is strongly normalising it is well-deﬁned. Since P is conﬂuent
each closed G′ term can be reduced to unique normal form. As P is head normalising, and G′ is well-founded, we can show
by structural induction that each closed G′ term can be reduced to a unique B term in nf. Since P is sound for bisimulation,
it is now sufﬁcient to prove that the PRS for B is complete for bisimulation. Indeed, this is Theorem 4.4. 
8. Conclusion and possible extensions
We have described how to produce, for an arbitrary OSOS PL, a PRS that is head normalising and sound for bisimulation.
When a PL in question is syntactically well-founded and linear, then its PRS is strongly normalising and conﬂuent, and two
processes are bisimilar if and only if they can be reduced to the same normal formmodulo AC. We believe that our procedure
can be adapted to other classes of PLs and other process equivalences such as, for example, a subclass of De Simone PLs and
testing equivalence [28,38].
In the concurrency literature there are well developed techniques for equational reasoning for non-well-founded pro-
cesses. For example, consider regular processes [26] and reasoning about such processes with respect to bisimulation. One
can prove equalities between such processes by using the standard axioms to “unwind” guarded recursive processes to head
normal form, and the Recursive Speciﬁcation Principle (RSP) [10]. It would be worth investigating how a class of inﬁnitary
OSOS PLs corresponding to Aceto’s class of regular inﬁnitary GSOS PLs [1] can be given a rewrite system that is sound and
complete for bisimulation. Such rewrite systemwould contain rewrite versions of the Recursive Speciﬁcation Principle rules.
It would be interesting to investigate further the beneﬁts of priority orderings on rewrite rules. Apart from reducing
nondeterminism inherent in rewriting, could they be also used to internalise rewrite strategies thus improving weak
normalisation to strong normalisation?
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Appendix
A. Proof of Lemma 5.4
We ﬁnd the auxiliary operators fi by partitioning rules(f ) into sets such that the operators deﬁned by the rules in each of
the sets are simply distinctive, and the resulting sets satisfy the ordering condition that we deﬁne below. We shall need new
binary relations≫ and  on sets of rules: R≫R′ if for all r′ ∈ R′ and r ∈ R we have r > r′, and R  R′ if for all r′ ∈ R′ there
is r ∈ R such that r > r′. Clearly,≫ ⊆ but not ⊆≫. The relations≫,  are irreﬂexive and transitive. We shall write
Ri  Rj if the ordering between the rules in Ri and Rj is empty.
The initial partition is achieved as follows. Let AX be the set of all axioms in rules(f ), namely rules with no premises. If
AX is non-empty, then partition AX into singleton sets. Then, partition rules(f ) \ AX into sets as large as possible in such way
that each set consists of rules with premises for the same arguments, and no two different sets have rules with the same
arguments in the premises.
The following condition shall be useful:
Deﬁnition A.1. The set {R1, . . . ,Rn} satisﬁes the ordering condition if for every two member sets Ri and Rj either Ri≫Rj ,
Rj≫Ri or Ri  Rj .
If the partition obtained so far does not satisfy the ordering condition, for example because a rule in R1 is not above all
rules in R2, then split further the offending partition sets into as large as possible subsets until the ordering condition holds
in the resulting partition. This gives us the ﬁnal partition R1, . . . ,Rl of rules(f ). Note, that some Ris may have rules that are
ordered among themselves (as for the priority operator which is simply distinctive). In each Ri we change the operator in
the source of each rule from f to fi thus obtaining R
′
i
. So, we have constructed l simply distinctive n-ary auxiliary operators
f1, . . . ,fl and their deﬁning rules R
′
1
, . . . ,R′
l
, respectively.
Next, we present Auxiliary Term Generation Procedure for deriving the auxiliary term given simply distinctive operators
f1, . . . ,fl and their rules R
′
1
, . . . ,R′
l
. The procedure consists of four steps. We shall require more notation: we write fi≫fj if
R′
i
≫R′
j
, and fi  fj if R′i  R′j . The ordering≫ and  are extended to sets of operators in the standard way. We say that
operator fi is “fully above" fj if fi≫fj and there is no other operator fk such that fi≫fk≫fj . Given fj , fabove(fj) is the set of all
operators fully above fj . The function fabove generalises to sets of operators in the standard way. Additionally, we shall use
the set of operators “above" F , where F is itself a set of operators, written as above(F). We deﬁne above(F) as
⋃
f∈F fabove(f ).
As a result we have above(F)  F but not necessarily above(F)≫F .
Auxiliary Term Generation Procedure
Input: Simply distinctive operators f1, . . . ,fl and their rules R
′
1
, . . . ,R′
l
, respectively.
Step 1.We calculate for each auxiliary operator the sets of auxiliary operators fully above it. This is done by constructing the
(initial value of) set the S:
S = {(fabove(f1),{f1}), . . . ,(fabove(fl),{fl})}
Note that fabove(fi)≫{fi} for all 1 ≤ i ≤ l.
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Step 2. We produce an “upward closure” of S with respect to the ordering . We aim to enlarge S so that for each pair
(F ,G) ∈ S with F = above(G) there is a unique pair (H,F) ∈ S such that H = above(F). This closure is achieved by performing
the following procedure, where F , Fi, F
′
i
, Fj and F
′
j
are sets of auxiliary operators. First, we assign S to S′ (S′ ::= S). Then, we
perform the iteration in Fig. A.1. Since the initial set S is ﬁnite and the iteration enlarges S by adding pairs whose ﬁrst and
second components are subsets of the ﬁnite set {f1, . . . ,fl}, the iteration eventually terminates. Let the resulting set S be as
follows, where n ≥ l:
{(F ′1,F1), . . . ,(F ′n,Fn)}
We suspend the description of the procedure in order to list several important properties of the resulting set S. They will be
used in the proof of soundness of the auxiliary rewrite rule:
(1) F ′
i
= above(Fi) for all 1 ≤ i ≤ n.
(2) For all 1 ≤ i ≤ l the set S contains the pair (Gi,{fi}) for some possibly empty Gi.
(3) For all (F ′
i
,Fi) ∈ S we have Fi /= ∅. Also, there exists K ⊆ {1, . . . ,l} such that F ′k = ∅ for all k ∈ K .
(4) If F ′ /= ∅ and (F ′,F) ∈ S, then (F ′′,F ′) ∈ S for some possibly empty F ′′.
(5) If (F ′,F) ∈ S, then either (a) there exists (F ,G) ∈ S for someG or (b) (F ,G) /∈ S for allG, and then F = {fk} for some k ∈ {1, . . . ,l},
(6) S may contain two pairs (F ′,Fi) and (F ′,Fj) such that Fi /= Fj and not(see Example 5.8) (different sets may have upper
bounds), but never contains two pairs (F ′′,F) and (F ′,F) such that F ′ /= F ′′ (different sets may not have lower bounds).
The above properties imply that the pairs of the form (∅,Fk) indicate that the set ∅ is maximal in the ordering generated
by , and that the pairs of the form (Gi,{fi}) indicate that the sets {fi} are minimal in the ordering generated by . Also, they
imply the existence of upward chains of sets Fi ordered bywith the bottom element {fj} and the top element ∅ for 1 ≤ j ≤ l.
In short, the set S deﬁnes an upside-down tree: ∅ is the root, the sets {fi} are the leaves, and for each Fi in such a structure,
the set of Fjs such that Fj  Fi is a chain.
Now we return to our procedure. The last two steps (Step 3 and Step 4 below) describe how to construct the auxiliary
term. Firstly, using the set S, we create a number of process constants and derive their deﬁning equations. There will be two
types of such deﬁning equations. The right-hand sides of the equations contain at most (other) process constants, auxiliary
operators fi and the operators + and . Hence, we get a number of equations that deﬁne constants in terms of each other but
not recursively. Once we have the set of such equations, we replace the constants on the right-hand sides of the equations
by their deﬁnitions and thus obtain the required auxiliary term.
Step 3.We partition S into sets S1, . . . ,Sk , for 1 ≤ k ≤ n, such that all pairs of Swith the same ﬁrst element belong to precisely
one partition. Each of the partitions gives rise to one constant and its deﬁning equation. A typical partition has the form
{(F ′
i
,Fi1), . . . ,(F
′
i
,Fimi )} and it produces the constant F̂ ′i , which is named after the ﬁrst element of the pairs in the partition. Here,
the construct “̂” is used to make process constants out of symbols Fi. This partition gives rise to the following deﬁning
equation:
F̂ ′
i
def=
mi∑
l=1
⎛
⎜⎝∑
fk∈F ′i
fk(X)
⎞
⎟⎠  F̂il
Since X  Y + X  Z = X  (Y + Z) holds for bisimulation we simplify the above equation accordingly, and obtain the ﬁrst
type of equations for the constants:
F̂ ′
i
def=
⎛
⎜⎝∑
fk∈F ′i
fk(X)
⎞
⎟⎠ 
⎛
⎝ mi∑
l=1
F̂il
⎞
⎠ (A.1)
When F ′
i
= ∅, then an equation of the type (A.1) becomes F̂i ′ = 0  (
∑mi
l=1 F̂il). As 0  X = X we obtain simply F̂i
′ =∑mi
l=1 F̂il .
Since S contains always one or more pairs (∅,Fm), for some non-empty Fm, this equation plays a special role and we shall use
a fresh constant AT instead of ∅̂ and write the equation as:
AT
def=
mi∑
l=1
F̂il (A.2)
So far, we have created a constant F̂ for every (F ,G) ∈ S. Additionally, we shall also need constants and deﬁning equations
for some of the sets G. These constants arise from sets G that are not above any other sets (although for some G′ the set G ∪ G′
may be above another set). More precisely, for each (F ,G) ∈ S such that (G,H) /∈ S for all H, the set G is a singleton set, say {fg},
and we have the equation of the second type:
Ĝ = fg(X) (A.3)
Hence, there is a constant F̂i for Fi = {fi} for all 1 ≤ i ≤ l. And, if F̂ appears on the right-hand side of one of the equations above,
then there is also a deﬁning equation for that constant. This is a consequence of the way we constructed S and its resulting
properties.
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Step 4.We replace each constant that appears on the right-hand side of the equation for AT , (A.2), by the right-hand side of
its deﬁning equation. We repeat this until the term on the right-hand side has no constants. It can be seen easily that this
process terminates successfully using the observations from the previous paragraphs. The obtained term (on the right-hand
side) is in the auxiliary form. We denote this term by AuxiliaryTerm[f1(X), . . . ,fl(X)] as required in Lemma 5.4.
Output: AuxiliaryTerm[f1(X), . . . ,fl(X)].
Finally, we require a proof that the auxiliary rewrite rule is sound for bisimulation. It is sufﬁcient to prove that f (p) a→ t
iff AuxiliaryTerm[f1(p), . . . ,fl(p)] a→ t for some vector of terms p and term t over G, and some action a.
Only if part. Let f (p) a→ t be derived by rule r with a ground substitution σ . Assume that r ∈ Rk where R1, . . . ,Rl is the ﬁnal
partition of the rules for f . Also let rk be the rule r but with f in the source replaced by fk . So, rk ∈ R′k is the rule for the
auxiliary fk that corresponds to the rule r for f . Clearly, the targets of both rules are identical and, under σ , are equal to t.
Hence, fk(p)
a→ t is derivable by the rule rk . It remains to be shown how fk(p) a→ t implies AuxiliaryTerm[f1(p), . . . ,fl(p)] a→ t.
The transition f (p) a→ t implies that no rule in higher(r) is enabled under substitution σ . We construct the corresponding
set of rules higher than rk among the rules in R
′
1
, . . . ,R′
l
as follows. We denote by Higher(fk) the set of rules higher than fk
in the ordering  as given by the set S. Clearly, the set of rules higher than rk is a subset of Higher(fk). By the construction
of S there is a sequence G1, . . . ,Gm of sets of auxiliary operators above {fk}; assume that G0 = {fk}. We have G1 = above({fk}),
G2 = above(G1) and so on, with Gm = ∅. Hence, Higher(fk) =
⋃m
j=1 rules(Gj).
The construction of sets the Gi gives us the constants ({̂fk} =)Ĝ0 and Ĝ1, . . . ,Ĝm, and the following equations (best read
from bottom up):
AuxiliaryTerm[f1(p), . . . ,fl(p)] = · · · + Ĝm + · · ·
.
.
.
Ĝm = (∑fi∈Gm fi(p))  Ĝm−1
.
.
.
({̂fk} =)Ĝ0 = fk(p)
Since all rules in Higher(fk) are not applicable under σ we deduce that
∑
fi∈Gk fi(p) has no transitions (is deadlocked) for all
1 ≤ k ≤ m. Moreover, since p  q behaves like qwhen p is deadlocked, the above equations imply that fk(p) a→ t is one of the
transitions of Ĝm, and thus of the auxiliary term, hence:
AuxiliaryTerm[f1(p), . . . ,fl(p)] a→ t.
If part. Assume AuxiliaryTerm[f1(p), . . . ,fl(p)] a→ t. There is a constant F̂ among those that we have constructed such that
fk(p)
a→ t by rule rk for either one of the auxiliary fk ∈ F where F̂ has equation of type (A.1), or F is just {fk} and has the
equation of type (A.3). The second case is proved by just reversing the argument in the “only if” part. In the ﬁrst case F may
contain other auxiliary functions fi apart from fk . We deduce that no rule in
⋃
fi∈F Higher(fi) is applicable. Hence, no rule in
a smaller set Higher(fk) is applicable. So, we take Higher(fk) and use the argument from the “only if" part of the proof to
construct the set of higher(r), where r is rk but with f replacing fk in the source of the rule. Since no rules in higher(r) are
applicable we derive f (p) a→ t by r.
In Section 5.2 we have seen the derivation of the auxiliary term for several useful operators. Here we present an artiﬁcial
operatorwhich requires a non-trivial application of the above procedure to derive the auxiliary termand the auxiliary rewrite
rule. Consider operator f deﬁned as follows:
X
a→ X ′
r1a
f (X ,Y ,V ,Z)
a→ f (X ′,Y ,V ,Z)
Y
c→ Y ′
r2c
f (X ,Y ,V ,Z)
c→ Y ′
V
a→ V ′
r3a
f (X ,Y ,V ,Z)
a→ f (X ,Y ,V ′,Z)
Z
c→ Z ′
r4c
f (X ,Y ,V ,Z)
c→ Z ′
Let R1,R2,R3 and R4 be the sets of all rules r1a,r2c ,r3a and r4c , for all actions a and c in Act, respectively. The ordering on the
rules for f is R1R2, R3R4 and R1R4. There are four auxiliary operators arising from the four sets of rules Ri; we name
these operators as f1,f2,f3 and f4, respectively. The initial value of the set S is as follows:
{(∅,{f1}),({f1},{f2}),(∅,{f3}),({f1,f3},{f4})}
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The iteration routine in Fig. A.1 terminates after two loops and it adds the pair (∅,{f1,f3}) to S resulting in:
S = {(∅,{f1}), ({f1},{f2}), (∅,{f3}), ({f1,f3},{f4}), (∅,{f1,f3})}.
The set of equations that arise from S is as follows, where we write X for the sequence X ,Y ,V ,Z:
AT = {̂f1} + {̂f3} + ̂{f1,f3}
{̂f1} = f1(X)  {̂f2}
{̂f2} = f2(X)
{̂f3} = f3(X)̂{f1,f3} = (f1(X) + f3(X))  {̂f4}
{̂f4} = f4(X)
Replacing the constants in the equations by the deﬁning terms results in an auxiliary term and the following auxiliary rewrite
rule
f (X) → f1(X)  f2(X) + f3(X) + (f1(X) + f3(X))  f4(X).
There are several further commonly used process operators that are naturally deﬁned by SOS rules with orderings: action
reﬁnement operator [17,40], the twooperators that internalise testing [40], the unless operator [10], several “delay” operators
from timedprocess languages [19,29,41] including the operator fromExample 2.8, and the timed versions of standard process
operators where certain timed properties, such as maximal time synchrony, hold. The auxiliary terms for all these operators
are relatively straightforward.
B. Proof of Lemma 5.9
Suppose that f is as in the lemma and i is one of its active arguments. Let p be a vector of n closed terms. We prove both
soundness and head normalisation concurrently by induction on the size of terms f (p).
We begin with soundness of the rewrite rules introduced by the lemma.
(1) The distributivity rewrite rules fdn(i) are clearly sound. Consider the other distributivity rules fds(i). Let p be such that pi is
q+ q′. In order to prove soundness of fds(i) it sufﬁces to show f (p) ∼ f (p)[q/pi] + f (p)[q′/pi] for every rewrite of the form
f (p) → f (p)[q/pi] + f (p)[q′/pi] which is correct in P . Assume that the following is a correct rewrite:
f (p) → f (p)[q/pi] + f (p)[q′/pi]
Let f (p) a→ t. By (3) for f we deduce pi ai→ p′i for some p′i. Hence, q+ q′
a→ p′
i
and either q
a→ p′
i
or q′ a→ p′
i
. So, we have either
f (p)[q/pi] a→ t or f (p)[q′/pi] a→ t; hence, f (p)[q/pi] + f (p)[q′/pi] a→ t. The other direction follows correspondingly.
(2) Let p be a vector of n closed terms and let aI be the trigger of a speciﬁc rule of type (3) for f . Assume f (aI.p) → a.C[p] is
a valid rewrite in P . Then, f (aI.p)
a→ C[p] by the mentioned rule. Since f is simply distinctive, there is no other rule for f
by which we can derive f (aI.p)
a→ C[p]: see Deﬁnition 2.10. Hence, f (aI.p) ∼ a.C[p].
(3) Let p be a vector of n closed terms, and f (p) → 0 be a valid rewrite in P . The ordering ′ tells us that there is no internal
reduction of f (p) such that the resulting term can be rewritten by any of the distributivity or action rewrite rules for f .
Assume for contradiction that f (p) a→ t for some a and t. This has to be by one of the rules of type (3). The induction
hypothesis gives that all pi can be rewritten to terms p
′
i
in head normal form. If one of p′
i
s is a sum of terms, then one of
the distributivity rules fds(i) can be used to rewrite f (p’), contradicting the correctness of f (p) → 0. If none of the p′is is a
sum, then they are action preﬁxed terms: p′
i
= ai.p′′i for some p′′i s. Hence, f (p’) can be rewritten with the action rewrite
rule contradicting the correctness of f (p) → 0. Hence, f (p) a for all actions a, and f (p) ∼ 0.
Next, we consider head normalisation. We shall prove that there exists a term p in hnf such that f (p)  p in P . By the
inductive hypothesis the components of p are in hnf. There are three cases:
(1) One of the terms pi is 0. Then, none of the distributivity and action rewrite rules can be applied to rewrite f (p). Hence,
f (p) → 0 by fnil .
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(2) One of the terms pi is q+ q′ where q and q′ are distinct syntactically and not equal to 0 closed terms. Then, f (p) →
f (p)[q/pi] + f (p)[q′/pi] by distributivity. By the induction hypothesis, there exist head normal forms p′ and p′′ such that
f (p)[q/pi]  p′ and f (p)[q′/pi]  p′′, respectively. Clearly, p′ + p′′ is in hnf, or can be rewritten to hnf.
(3) All pi have the form bi.p
′
i
. If the actions bis constitute a trigger for f (p), then the appropriate action rewrite rule is used
giving a rewrite with the target in hnf. If the actions bis do not make up a trigger, then the deadlock rewrite rule is used,
giving the result.
C. Proof of Lemma 5.12
For each operator of G that is not simply distinctive we apply the strategy presented in either Lemma 5.4 or in Lemma
5.10. This gives the required PL G′. The PRS P is obtained by adding to the PRS for B all the instances of the distributivity,
action and deadlock rewrite rules for all simply distinctive operators in G′ as required by Lemma 5.9, and all the instances
of the auxiliary rewrite rules and the priority resolving rewrite rules as required by Lemma 5.4 and Lemma 5.10. It follows
from these lemmas that P is sound for bisimulation, and it remains to prove that it is head normalising.
We use induction on the structure of terms over G′. In view of the result in Lemma 5.9 it is sufﬁcient to consider only
operators f which are not simply distinctive andwhich are free of implicit copies. Consider f (p)with all terms pi in hnf. There
are two cases.
(1) The operator f satisﬁes the conditions of Lemma 5.10. If p1 is 0, then f (p1) → 0 by the deadlock rewrite rule. Otherwise,
without loss of generality let p1 be
∑
j∈J aj.p1j . The priority resolving rules allow us to remove summands al.p1l if there is
a summand ak.p1k such that rak > ral , where rak and ral are rules for f with actions ak and al in the premises, respectively.
So, f (p1) is rewritten eventually to f (
∑
j∈K aj.p1j)where no further summand can be removed,with at least one remaining.
Then, apply the action rewrite rule to obtain hnf.
(2) The operator f satisﬁes the conditions of Lemma 5.4 but not the conditions of Lemma 5.10. Hence, f (p) → AuxiliaryTerm
[f1(p), . . . ,fl(p)] where operators fj are the auxiliary simply distinctive operators generated for f by Lemma 5.4. By in-
spection of the auxiliary term we know that it can be expressed as t  t′ where t is a sum form: see Deﬁnition 5.3. More
speciﬁcally, without loss of generality, t is f1(p) + . . . + fk(p) where the operators fi are some of the operators fj above.
Since each fi is simply distinctive fi(p) can be rewritten to hnf by Lemma 5.9. Hence, term t can be rewritten to hnf. If t
can be rewritten to 0, then f (p)  t′ and t′ can be expressed as t  t′ for some new t,t′ with t that can be rewritten to hnf.
If t rewrites to t1 + t2, then f (p)  (t1 + t2)  t′ → t1  t′ + t2  t′ by the distributivity rule for  in Fig. 1. If t  a.u, for some
term u, then f (p)  (a.u)  t′ → a.u by the action rule for  in Fig. 1. As the size of the auxiliary term is ﬁnite, f (p) rewrites
eventually to hnf.
D. Proof of Theorem 6.4
We argue that, for a decidable subclass of OSOS PLs, namely syntactically well-founded and linear OSOS PLs, the PRSs
generated by algorithm in Fig. 2 are strongly normalising, for closed terms modulo associativity and commutativity of +
operator.
Proposition D.1. Let G be a syntactically well-founded and linear OSOS process language. Then, the OSOS process language G′
produced for G by the algorithm in Fig. 2 is also syntactically well-founded and linear.
Apart from w and W deﬁned in Section 6, we shall also use other weight functions. In our termination proof we shall
use the notion of marked terms and operator symbols: f # is a marked operator if f is an operator. Hence, we extend the
deﬁnitions of w and W to cover not only G′ operators but also 
#
G′ operators, where 
#
G′ = {f # | f ∈ G′ }. Henceforth, the
weight functions that we deﬁne are over G′ ∪ #G′ . But ﬁrst we extend the functions w and W so that they apply to the
extended PL G′: We set w(f c) to w(f ) for each not free of implicit copies operator f ∈ . Also, for each free of implicit copies
but not simply distinctive operator f , we set w(fi) to w(f ) for all simply distinctive operators fis that are created for f in
Lemma 5.4.
Deﬁnition D.2. Let G be a syntactically well-founded and linear OSOS process language, and let G′ be the OSOS process
language produced for G by the algorithm in Fig. 2. FunctionsW ′, e, p, pref : T(G′ ∪ #G′ ) → N are as follows:
(1) • W ′(X) def= 0,
• W ′(t1 + t2) = W ′(t1 +# t2) def= max(W ′(t1),W ′(t2)) ,
• W ′(t1  t2) = W ′(t1 # t2) def= max(W ′(t1),W ′(t2)),
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• W ′(f (t1, . . . ,tn)) def= 1+W ′(t1) + · · · +W ′(tn) if f is any preﬁxing or marked preﬁxing operator,
• W ′(f (t1, . . . ,tn)) def= w(f ) +W ′(t1) + · · · +W ′(tn) otherwise.
(2) For any term t e(t) is 1 if t contains+,+#, marked or unmarked non-simply distinctive operators, or marked or unmarked
simply distinctive operators that have no active arguments, excluding the deadlocked operator 0, and 0 otherwise. Note,
that constants and preﬁxing are among simply distinctive operators that have no active arguments.
(3) Function pref is deﬁned by
• pref (X) def= 0,
• pref (f (t1, . . . ,tn)) def= p(t1) + . . . + p(tn) if f is + or +#,
• pref (f (t1, . . . ,tn)) def= 1+ p(t1) + . . . + p(tn), if f is a preﬁxing or marked preﬁxing operator,
• pref (f (t1, . . . ,tn)) def= w(f ) + p(t1) + . . . + p(tn) otherwise,
where p(X)
def= 0, and p(f (t1, . . . ,tn)) is 1+ p(t1) + · · · + p(tn) if f is preﬁxing ormarked preﬁxing operator, and p(t1) + · · · +
p(tn) otherwise.
We simply calculate thatW(t) ≥ W ′(t) for all t ∈ T(G). Moreover,W(t) ≥ pref (t) sinceW(t) ≥ W ′(t) andW ′(t) ≥ p(t).
Deﬁnition D.3. Let G be a syntactically well-founded and linear OSOS process language., and let G′ be the OSOS process
language produced for G by the algorithm in Fig. 2. Functions two#, two, one : T(G′ ∪ #G′ ) → N are as follows:
(1) • two#(X)def= 0,
• two#(f (t1, . . . ,tn)) def= two(f (t1, . . . ,tn)) if f ∈ #G′ , and 0 otherwise.
(2) • two(X) def= 0,
• two(f (t1, . . . ,tn)) def= 3 +
∑n
i=1 one(ti) if f is a marked non-simply distinctive operator,
• two(f (t1, . . . ,tn)) def= 1 +
∑n
i=1 one(ti) if f is + or +#,
• two(f (t1, . . . ,tn)) def=
∑n
i=1 one(ti) otherwise.
(3) • one(X) def= 0,
• one(f (t1, . . . ,tn)) def= 1 if f is + or +#,
• one(f (t1, . . . ,tn)) def= 0 otherwise.
Deﬁnition D.4. An ordering over G′ ∪ #G′ terms is deﬁned as follows: t s if and only if
(1) e(t) > e(s), or
(2) e(t) = e(s) andW ′(t) > W ′(s), or
(3) e(t) = e(s) andW ′(t) = W ′(s) and pref (t) > pref (s), or
(4) e(t) = e(s) andW ′(t) = W ′(s) and pref (t) = pref (s) and two#(t) > two#(s).
An ordering  is a union of the ordering  and {(t,s) | W ′(t) = W ′(s) and e(t) = e(s) and pref (t) = pref (s) and two#(t) =
two#(s)}.
We easily check that is transitive and irreﬂexive, well-founded, and closed under substitution. Clearly,  is reﬂexive and
transitive and closed under substitution. Moreover, is strictly monotonic and  is weakly monotonic. Hence, according to
the deﬁnitions and notation in [23],  is a weak reduction order.
Proof of Theorem 6.4. Assume an OSOS PL G = (,A,R, >) which is both linear and syntactically well-founded. Let G′ =
(′,A′,R′, >′) be the OSOS PL generated by the algorithm in Fig. 2. Moreover, let P = (′,R, ) be the PRS produced for G by
the algorithm in Fig. 2. Since G′ is both linear and syntactically well-founded (Proposition D.1) it is sufﬁcient to show that
the underlying TRS (′,R), denoted by T , is strongly normalising by Proposition 3.4.
We shall employ the dependency pair and dependency graph techniques due to Arts and Giesl [4]. Since we deal here with
rewriting modulo AC of + we use the extension of dependency pair and dependency graph techniques to take into account
AC due to Kusakari and Toyama [23]. Alternatively, we could have employed the AC extension due toMarché and Urbain [25].
The basic notions and deﬁnitions taken from [23] are as follows. An operator f ∈  is a deﬁned symbol if it appears as the head
operator of the left-hand side of some rewrite rule in R. An operator f ∈  is a constructor if it is not a deﬁned symbol. Next,
we deﬁnemarking of terms [23]: X# = X , (t1 + t2)# = (t1)#+ +# t#+2 , and (f (t1, · · · ,t2))# = f #(t1, · · · ,t2) otherwise. Moreover,
X#+ = X , (t1 + t2)#+ = (t1)#+ +# t#+2 , and (g(t1, · · · ,t2))#+ = g(t1, · · · ,t2) otherwise. For example
(0+ (f (0+ g) + h))# = (0+# (f (0+ g) +# h)
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The AC-dependency pairs are deﬁned as follows. If f (s1, . . . ,sn) → C[g(t1, . . . ,tm)] is a rewrite rule of T with g a deﬁned
symbol, then
〈f (s1, . . . ,sn)#,g(t1, . . . ,tm)#〉
is a dependency pair of T . If s1 + s2 → r is a rewrite rule of T , then
〈((s1 + s2) + Z)#,(r + Z)#〉
is an extended dependency pair of T , where Z is a fresh variable. Clearly, 〈((s1 + s2) + Z)#,(r + Z)#〉 = 〈((s1 +# s2) +# Z),(r +#
Z)〉, and we shall use this explicit form from now on. An expression is an AC-dependency pair of T if it is a dependency pair
of T or an extended dependency pair of T .
A sequenceofdependencypairs 〈s1,t1〉,〈s2,t2〉, . . . is anAC-chain if there exists a substitutionσ such thatσ tj(
#
→)*σ t′
j
hdσ sj+1
holds for every two consecutive pairs 〈sj ,tj〉 and 〈sj+1,tj+1〉 in the sequence. The notions
#
→ and hd are deﬁned as follows.
Let TRS R# be {(X + Y) + # Z) → (X +# Y) +# Z)}, and let t↓# denote the normal form of t in→R# modulo AC of +. We deﬁne
s
#
→ t as s → t′ and t = t′ ↓# for some t′. Informally, the relation shdt means that s′ ∈ [s] and s′ = C[t] for some context C[X]
such that t appears as an argument of a+ term in C[X] and this term is not guarded by any other operator except possibly for
+. Note, that p+ (q+ t))hdt but not f (t + p)hdt. For precise deﬁnitions and illustrating examples the reader is referred to
[23].
An AC-dependency graph of T is the directed graph whose nodes are the AC-dependency pairs of T and there is an arc
from 〈s,t〉 to 〈v,w〉 if 〈s,t〉〈v,w〉 is an AC-chain.
Aweak reductionorder is aweakAC-reductionorder if (a) isAC-compatible, namely if s ∈ [t], then s  t, and (b)has the
AC-deletion property: (X + Y) + Z  X + Y . Moreover, a quasi ordering  satisﬁes the AC-marked condition if (X + Y) +# Z 
(X +# Y) +# Z and (X +# Y) +# Z  (X + Y) +# Z .
We are ready to state the result we will use to prove termination.
Result D.5 [23]. A TRS P is strongly normalising if there is a weak AC-reduction order satisfying the AC-marked condition
such that
(1) l  r for all rewrite rules l → r of T ;
(2) s  t for all dependency pairs 〈s,t〉 on a cycle of the AC-dependency graph for T ; and
(3) s t for at least one dependency pair 〈s,t〉 on each cycle of the AC-dependency graph for T .
The required ordering  will be deﬁned in terms of the weight functions from Deﬁnitions D.2 and D.3, which are in turn
based on w andW functions from Deﬁnition 6.
Remark. Unlike in [14], our proof does not rely on the assumption thatw(f ) ≥ 1 for all f . In fact, for most of the existing PLs,
the weight function w is such that w(f ) = 0 for most of the operators f . Our proof works with w(f ) ≥ 0.
We return to our proof. The only constructors in T are the preﬁxing operators a., for all a ∈ A, the operator 0 and possibly
other constants in  (no deﬁning rules).
Next, we work out the AC-dependency pairs for T . We begin with the dependency pairs for B. Firstly, there are two
extended dependency pairs for our AC operator +:
〈((X +# 0) +# Z),(X +# Z)〉 (D.1)
〈((X +# X) +# Z),(X +# Z)〉 (D.2)
There are three AC-dependency pairs for #:
〈(X + 0) # Z , X # Z〉 (D.3)
〈(X + Y) # Z , X  Z +# Y  Z〉 (D.4)
〈(X + Y) # Z , X # Z〉 (D.5)
A typical operator (f ,n) ∈ G′ \ Bmay have several types of rewrite rules and thus dependency pairs. If f is not free of implicit
copies, then fcopy ∈ R gives rise to
〈f #(X), f c#(Y)〉 (D.6)
where f c is free of implicit copies operator.
If f is free of implicit copies but not simply distinctive, then by Lemma 5.4 there will be a large number of AC-dependency
pairs that arise from the auxiliary rewrite rule. If the auxiliary rewrite rule is l → r, then it produces an AC-dependency pair
〈l#,r#〉. Explicitly, this AC-dependency pair is
〈f #(X), (AuxiliaryTerm[f1(X), · · · ,fl(X)])#〉 (D.7)
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There will be AC-dependency pairs 〈l#,s#〉, where s a proper subterm of r which is not a variable. Clearly, by Lemma 5.4,
the head operator of s is not a constructor. If an AC-dependency pair 〈l#,s#〉 occurs in a cycle, it will occur with other AC-
dependency pairs that we give numbers to. Hence, wewill not number then, except for the following type of AC-dependency
pairs
〈f #(X), f #p (X)〉 (D.8)
where p ∈ {1, . . . ,l}. They may be on cycles involving AC-dependency pairs that arise from the action rewrite rules. We shall
list them below.
If f is free of implicit copies and simply distinctive, then there will be several types of AC-dependency pairs arising from
the rewrite rules from Lemma 5.9. The AC-dependency pair
〈f #(. . . ,Xi + Yi, . . .), f (. . . ,Xi, . . .) +# f (. . . ,Yi, . . .)〉 (D.9)
can occur in cycles. The AC-dependency pairs we are particularly interested in are
〈f #(X + a.Y + b.Z), f #(X + a.Y)〉 (D.10)
〈f #(. . . ,Xi + 0, . . .), f #(. . . ,Xi, . . .)〉 (D.11)
〈f #(. . . ,Xi + Yi, . . .), f #(. . . ,Xi, . . .)〉 (D.12)
The action rewrite rule gives rise to the AC-dependency pair
〈f #(ai.X), C#[X]〉 (D.13)
as well as to the following types of AC-dependency pairs, where C[X] ≡ D[g(Y)] for some context D[ ] and g a deﬁned
operator:
〈f #(ai.X), g#(Y)〉 (D.14)
Notice that there are AC-dependency pairs of the types described above for the head operator of C[X] and for g depending
on the type the operators. Finally, there is the AC-dependency pair arising from the deadlock rewrite 〈f #(X),0#〉; it clearly
cannot occur in any cycle.
Using the above types of AC-dependency pairs we construct the AC-dependency graph for T . Here, we shall only identify
all possible cycles as it is all that we need by Result D.5.
• There are cycles created by self-embedding AC-dependency pairs (D.1)–(D.2), (D.3) and (D.5). If f is simply distinctive and
f ∈ , and if f occurs in the context C[X] of its action rewrite rule, namely C[X] ≡ D[f (t)] by the linearity of f for some
context D[ ], then there is a cycle generated by 〈f #(ai.X), f #(t)〉: an instance of (D.14).• There may be cycles that are created by several AC-dependency pairs. For example, the shortest cycles are of the form
〈f #(X), f #p (X)〉, 〈f #p (a.X),f #(t)〉, where the last pair arises from the action rewrite rule. A bit longer cycles are of the form
〈f #(X), f c#(Y)〉, 〈f c#(X), f c#p (X)〉, 〈f c#p (a.X),f #(t)〉, the last pair arises from the action rewrite rule. There may be longer
cycles that involvemore than two operators, but they aremade up solely from instances of dependency pairs (D.6)–(D.8),
(D.10)–(D.12) and (D.14). The common property of all such cycles is that they contain an instance of (D.14).
Now, we need a weak AC-reduction order that satisﬁes the conditions of Result D.5. We argue that is the required weak
AC-reduction order. The order is a weak reduction order. It is AC-compatible as it equated all AC-equivalent terms. It satisfy
the AC-deletion property as two#((X + Y) + Z) = 2 and two#(X + Y) = 1. Finally, it satisﬁes the AC-marked condition since e,
W ′, pref and two# equate the sides of the required pairs.
Next, we show that the ordering  satisﬁes the three conditions of Result D.5.
(1) We show that l  r for every rewrite rule of T . Since function two# returns 0 for all variables and terms whose head
operator is not marked, two#(l) = 0 = two#(r) for all our rewrite rules l → r. Hence, we shall not consider two# further
for this case. We begin with rewrite rules for B:
a) +dn : X + 0  X since e(X + 0) ≥ 1 > 0 = e(X);
b) +ice : X + X  X since e(X + X) = 1 > 0 = e(X);
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c) dis : (X + Y)  Z  X  Z + Y  Z since e((X + Y)  Z) = 1 = e(X  Z + Y  Z), and W ′((X + Y)  Z) = max(max(0,0),0) =
0 andW ′(X  Z + Y  Z) = max(max(0,0)max(0,0)) = 0, and pref (lhs) = w() ≥ 0 = pref (rhs).
d) act : a.X  Y  a.X sincee(a.X  Y) = e(a.X), andW ′(a.X  Y) = 1 = W ′(a.X). Also,pref (lhs) = w() + 1 ≥ 1 = pref (rhs).
e) nil : X  Y  Y since e(X  Y) = 0 = e(X) andW ′(X  Y) = 0 = W ′(Y) and pref (X  Y) = w() ≥ 0 = pref (Y).
Nowwe consider rewrite rules for operators f ∈ ′ \ B. Letm is the number of active arguments of f . The above comment
regarding two# applies also for the remaining rewrite rules.
f) fcopy : f (X) → f c(Y). We have f is simply distinctive if and only if f c is simply distinctive. We easily check that f (X) =
f c(Y).
g) faux : f (X) → AuxiliaryTerm[f1(X), . . . ,fl(X)]. We have lhs = rhs. Since f is not simply distinctive we have e(lhs) = 1 and
e(rhs) is at most 1. Recall that w(f ) = w(fi) for all 1 ≤ i ≤ l. Thus, clearlyW ′(lhs) = w(f ) = W ′(rhs). Finally, pref (lhs) =
w(f ) = pref (rhs).
h) f apr : f (X + a.Y + b.Z) → f (X + a.Y). Since m = 1 we verify that e(lhs) = 1 = e(rhs) and W ′(lhs) = w(f ) + 1 = W ′(rhs).
We have pref (lhs) = w(f ) + 2 > w(f ) + 1 = pref (rhs).
i) fdn(i) : f (. . . ,Xi + 0, . . .) → f (. . . ,Xi, . . .). We have lhs rhs as e(lhs) = 1 (it contains +) and e(rhs) = 0, so e(lhs) > e(rhs).
j) fds(i) : f (. . . ,Xi + Yi, . . .) → f (. . . ,Xi, . . .) + f (. . . ,Yi, . . .). We have rhs  lhs since e(lhs) = 1 = e(rhs), W ′(lhs) = w(f ) =
W ′(rhs) and pref (lhs) = w(f ) ≥ 0 = pref (rhs).
k) fact : f (ai.X) → a.C[X]. e(lhs) = 1 = e(rhs) since either preﬁxing occurs or f is simply distinctive with no active argu-
ments. We have two cases for f . Assume that f has active arguments, namely m ≥ 1. We have W ′(f (ai.X)) = w(f ) +
m ≥ W(C[X]) +m sincew(f ) ≥ W(C[X]) by syntactical well-foundedness. Now,m+W(C[X]) ≥ m+W ′(C[X]) and≥
W ′(a.C[X]). Moreover, pref (f (ai.X)) = w(f ) +m andw(f ) +m ≥ W(C[X]) +m ≥ W ′(C[X]) +m ≥ p(C[X]) +m ≥ pref
(a.C[X]). When f has no active arguments, then W ′(f (X)) = w(f ) ≥ 1+W(C[X]) since w(f ) > W(C[X]). And 1+
W(C[X]) ≥ 1+W ′(C[X]) = W ′(a.C[X]). Also, pref (f (X)) = w(f ) > W(C[X]) ≥ 1+ p(C[X]) = pref (a.C[X]).
l) fnil : f (X) → 0. Due to the ordering on transition rules, the rewrite rules is effectively of two forms. Firstly, f (a.X) → 0,
where a.X is not a trigger for f and f is not a constant, and secondly f (X) → 0 when f is a constant with no deﬁning
rules. Note, that if f is a constant with some deﬁning rules, then the action rewrite rules will always apply and thus
the deadlock rewrite rule will never apply.
In both cases above e(lhs) = 1 > 0 = e(rhs), since lhs either involves preﬁxing or a simply distinctive operator with no
active arguments.
(2) We need to show lhs  rhs for all the AC-dependency pairs 〈lhs,rhl〉. In part 3 below we prove lhs rhs for the AC-
dependency pairs (D.1)–(D.3), (D.5), (D.10)–(D.13). Since (D.13) ismore general than (D.14), and (D.7) ismore general than
other AC-dependency pairs arising from the auxiliary rewrite rule, we shall only consider (D.7). Also, we show lhs  rhs
for (D.4), (D.6) and (D.9).
(D.4): e(lhs) = 1 = e(rhs),W ′(lhs) = 0 = W ′(rhs), pref (lhs) = w(#) ≥ 0 = pref (rhs), and two#(lhs) = 1 = two#(rhs).
(D.6): Operator f is simply distinctive iff f c is simply distinctive. Hence, we deduce two#(lhs) = two#(rhs) and they are
equal to either 3 or 0. The functions e,W ′ and pref have been calculated in (f) of part 1, so we are done.
(D.7): The functions e, W ′ and pref have been calculated in (g) of part 1, so we only check two#. Since f is not simply
distinctive two#(lhs) = 3. Note, that since all the operators fi of the rhs are simply distinctivewe obtain two#(fi(X)) =
0. If the outermost operator of the rhs is #, then two#(rhs) ≤ 2. Else, namely the outermost operator of the rhs is
+#, two#(rhs) ≤ 3.
(D.9): The functions e, W ′ and pref have been calculated in (j) of part 1, so we only check two#. We have two#(lhs) = 1 =
two#(rhs) as f is simply distinctive.
(3) Each cycle in the AC-dependency graph contains at least one AC-dependency pair of the type (D.1)–(D.3), (D.5), (D.10)–
(D.12) and (D.14). Since the longer than 1 cycles contain (D.14), and since (D.13) is more general than (D.14), we show
lhsrhs for (D.1)–(D.3), (D.5), (D.10)–(D.13).
(D.1) 〈((X +# 0) +# Z),(X +# Z)〉: The functions e, W ′ and pref evaluate to equal values for the lhs and rhs of this AC-
dependency pair. However, two#(lhs) = 2 > 1 = two#(rhs).
(D.2) 〈((X +# X) +# Z),(X +# Z)〉: As for (D.1).
(D.3) 〈(X + 0) # Z , X # Z〉: clearly e(lhs) = 1 > 0 = e(rhs), hence lhs rhs.
(D.5) 〈(X + Y) # Z , X # Z〉: As for (D.3).
(D.10) 〈f #(X + a.Y + b.Z), f #(X + a.Y)〉: lhs rhs. Here, m = 1 as there is just one active argument, and although e(lhs) =
e(rhs) and W ′(lhs) = W ′(rhs) we have pref (lhs) = w(f #) + 2w(a#.) > w(f #) +w(a#.) = pref (rhs) since w(a#.)
= w(a.) ≥ 1.
(D.11) 〈f #(. . . ,Xi + 0, . . .), f #(. . . ,Xi, . . .)〉 : since e(lhs) = 1, as f is simply distinctive and has active arguments, and e(rhs) = 0
we have e(lhs) > e(rhs).
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(D.12) 〈f #(. . . ,Xi + Yi, . . .), f #(. . . ,Xi, . . .)〉 : As for (D.11) above.
(D.13) 〈f #(ai.X), (C[X])#〉:Wehavee(lhs) ≥ e(rhs).Moreover, ifm ≥ 1, thenwehaveW ′(f #(ai.X)) = w(f #) +m ≥ W((C[X])#) +
m ≥ W ′((C[X])#) +m. Clearly, the last term is greater thanW ′((C[X])#). Ifm = 0, namely f has no active arguments
and its action rewrite rule has the form f #(X) → a#.C[X], thenW ′(f #(X)) = w(f #) > W((C[X])#) by the syntactical
well-foundedness. SinceW((C[X])#) ≥ W ′((C[X])#) we have lhs rhs.
This completes the proof of termination.
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