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Abstract
We develop in this paper a multilevel block ILU preconditioner for solving sparse nonsymmetric M -matrices,
arising from convection–di2usion equations, discretized by 5nite di2erence scheme. This preconditioner is
based on recursive block ILU factorization, where the Schur complement matrices are successively approached
by some sparse matrices satisfying some hypothesis. We study the preconditioned GMRES iterative method
and multigrid method for solving linear systems arising from this scheme.
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1. Introduction
We consider the two-dimensional convection–di2usion equation
− ;u+ =v · ∇u= f in ; (1.1)
where  is a smooth convex domain consisting of a union of rectangles in R2. This equation is of
much importance in computational ?uid dynamics. In this equation, =v is a convective ?ow and the
viscosity parameter  governs the ratio between convection and di2usion.
There are various ways to discretize Eq. (1.1), in the context of 5nite di2erences, the most famil-
iar schemes are the central di2erences and the so-called upwind di2erences (forward or backward
approximation) [25].
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The discretization of Eq. (1.1) by the 5nite di2erence scheme leads to large sparse linear system
of the form
Au= b; (1.2)
where A is a nonsymmetric M -matrix. Standard central 5nite di2erence approximation of (1.1)
produces a stable discretization only if
h6

sup(x;y) ‖ =v‖∞
: (1.3)
In which case the matrix A is an M -matrix [15], when condition (1.3) is not met, spurious oscillations
appear in the discrete solution, to remedy this problem we use upwind 5nite di2erence approximation.
The truncation error of the traditional 5ve point central di2erence scheme for Eq. (1.1) is obviously
of O(h2=) but this truncation is only of O(h=) for 5ve point upwind di2erence scheme.
To accelerate convergence of basic iterative method we use preconditioning, i.e., we pass from
(1.2) to an equivalent system
B−1Au= B−1b; (1.4)
where B−1 is a nonsingular sparse approximate inverse of A, and the preconditioned system (1.4)
should be easier to solve by an iterative method based on Krylov subspaces [1,19]. The convergence
depends mainly of the eigenvalues of B−1A, and to ensure fast convergence we need to cluster most
eigenvalues and singular values about 1. In particular, it is known that small eigenvalues of A can
slow down convergence of GMRES [1,19,20].
The incomplete LU factorization without 5ll-in (ILU(0)) is the best known general purpose pre-
conditioner. However, this preconditioner is not robust and ineLcient for certain applications, then
various alternatives have been considered in the past like MILU,ILUT, ILUM, BILUM,BILUTM
[1–19,21,22,24].
This paper is organized as follows: In Section 2, we remained the recursive block ILU factorization.
In Section 3, we apply the preconditioner described in Section 2 to M -matrices. In Section 4, we
introduce some approximate inverse techniques and we describe some of its theoretical properties.
Section 5 presents comparisons, numerical experiments and includes some concluding comments.
2. Block incomplete factorization
We shall present in this section an introduction on recursive two-level formulation of block in-
complete factorization of a matrix A partitioned as
A=


A11 : : : A1n
...
. . .
...
An1 : : : Ann

 ; (2.1)
where, Aij has order pi · pj with 16pi; pj6 n. Note that the matrix blocks occurring in the main
diagonal are square matrices. In the practice, the matrices Aij are frequently sparse and many of the
block matrices are zero matrices.
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We shall study in the following an approximation of A de5ned from the block incomplete factor-
ization LU, where L and U are block lower and upper triangular, respectively [1].
Starting with A(1) = A. Let S(r) denote the set of index pairs that at stage r de5nes the positions
where we shall accept nonzero block matrices in positions (i; j); r + 16 i; j6 n. S(r) will always
contain the subset {(i; i)=r + 16 i6 n}.
At every stage of the elimination process, we partition the current matrix, A(r) in 2×2 block form
A(r) =
(
A(r)11 A
(r)
12
A(r)21 A
(r)
22
)
; (2.2)
where A(r)11 is the current pivot, used to eliminate the nonzero blocks of the block matrix column
A(r)21 , we factor A
(r) approximately and we get
A(r) 	
(
X (r)
A(r)21 A
(r+1)
)(
I X (r)−1A(r)12
I
)
; (2.3)
which can be written as
A(r) 	
(
X (r) A(r)12
A(r)21 A
(r+1) + A(r)21 X
(r)−1A(r)12
)
:
Here X (r) is nonsingular and an approximate of A(r)11 : A
(r+1) is an approximation of the Schur
complement-type matrix,
A(r)22 − A(r)21 X (r)−1A(r)12 ; (2.4)
where A(r+1) is de5ned as follows:
A(r+1)ij =
{
(S(r)2 )ij for (i; j)∈S(r);
0 otherwise;
(2.5)
where
S(r)2 = A
(r)
22 − A(r)21 Y (r)A(r)12 : (2.6)
Here Y (r) is a sparse approximate inverse of X (r), computed by the approximate inverse technique
[4,10].
In general, at every stage we use two or three levels of approximations:
(a) X (r) to approximate A(r)11 (frequently X
(r) = A(r)11 ),
(b) Y (r) to approximate X (r)−1,
(c) A(r+1) to approximate S(r)2 .
As long as the pivot entries A(r)11 are nonsingular, this method can be repeated until we are left
with a block matrix A(m), for which we need only carry out the 5rst stage of the three levels of
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approximation or we may 5nd it most eLcient to use another method, such as for example a direct
solution method.
3. Block incomplete factorization of M -matrices
Assume that A is an M -matrix partitioned as (2.1). Let A(1)=A, then there exists a positive vector
x = (xT1 ; : : : ; x
T
n)
T¿ 0 such as A(1)x¿ 0 [1], in particular A(1)11 x1¿ 0.
Let x(r+1) = (xTr+1; : : : ; x
T
n)
T. We assume that at the rth stage:
(a) X (r)xr¿A
(r)
11 xr ¿ 0 and X
(r) is a Z-matrix;
(b) 06Y (r)6X (r)−1: (3.1)
Assuming A(r) is an M -matrix, we shall prove that A(r+1) is an M -matrix.
(3.1)(a) proves that X (r) is an M -matrix. We consider the intermediate matrix:
A˜(r) =
(
X (r) A(r)12
A(r)21 A
(r)
22
)
;
A˜(r) is a Z-matrix and by (3.1)(a)
A˜(r)x(r)¿A(r)x(r):
As A(r)x(r)¿ 0, A˜(r)x(r)¿ 0.
Let b˜r and b(r+1) be a partition of A˜(r)x(r) such as
b˜r = X (r)xr + A
(r)
12 x
(r+1);
b(r+1) = A(r)21 xr + A
(r)
22 x
(r+1)
then
S˜2x(r+1) = b(r+1) − A(r)21 X (r)−1b˜r ; (3.2)
where S˜2=A
(r)
22 −A(r)21 X (r)−1A(r)12 is the Schur complement matrix of A˜(r) and since A(r)21 6 0; X (r)−1¿ 0
then (3.2) shows that S˜2x(r+1)¿ b(r+1)¿ 0 and by (3.1)(b) we have
A(r+1)x(r+1)¿ S˜2x(r+1)¿ b(r+1):
Hence A(r+1) is an M -matrix.
A(r+1)11 is an M -matrix [1] then the block incomplete factorization de5ned by (2.3) exists and can
be applied recursively using approximations X (r) and Y (r) satisfying (3.1).
Theorem 1. Consider an M -matrix A partitioned in block matrix form (2.1). Let x¿ 0 be such
that Ax¿ 0 where x= (xT1 ; : : : ; x
T
n)
T is partitioned as A. Consider the approximate factorization of
A de:ned recursively by (2.3)–(2.6), where at each stage r, X (r) is a Z-matrix which approximates
A(r)11 such that X
(r)xr¿A
(r)
11 xr and Y
(r) approximates the inverse of X (r), such that 06Y (r)6X (r)−1.
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Then X (r) is an M -matrix for each r, so the incomplete factorization exists and each intermediate
matrix A(r+1) is an M -matrix.
In the practice, the vector xr of (3.1)(a) does not know in general; however, frequently we have
Ae¿ 0 where e = (1; : : : ; 1)T. We can then perturb the diagonal of A with arbitrary small positive
numbers to make the perturbed matrix A˜ satisfy A˜e¿ 0 and the incomplete factorization can then
be computed from A˜ instead of A [13].
4. Preconditioning techniques
4.1. Two-level block ILU preconditioner
The typical way to solve the convection–di2usion equation (1.1) is to approximate them by
equations that involve a 5nite number of unknowns. Graph theory is an ideal tool for representing the
structure of sparse matrices, in the context the independent set ordering [18] and block independent
set [21,22] are good techniques to compute preconditioners to the original system. The domain
decomposition technique described and detailed in Chapter 13 of [19] attempts to solve the problem
on the entire domain  =
⋃s
i=1 i from problem solution on the subdomain i; 16 i6 s, in this
technique the interior nodes of a subdomain are ordered consecutively, subdomain after subdomain,
followed by the interface nodes ordered at the end. In our case we use another technique, we exploit
a standard multigrid method, these are based on a two-level method recursively used in a V or W
cycle algorithm, we separate the unknowns of the original system (1.2) in two sets, the 5ne and
coarse grid and we have
A=
(
A11 A12
A21 A22
)
; (4.1)
where A11 and A22 correspond to the 5ne and the coarse grid nodes, respectively.
Assume that A11 is regular then the exact factorization of A is
A=
(
A11
A21 SA
)(
I A−111 A12
I
)
;
where SA = A22 − A21A−111 A12 is the Schur complement matrix relatively to A11, since SA is a dense
matrix, some relevant sparse approximate S has to be supplied. We assume that the system A11x1=y1
is easy to solve, the preconditioner then writes
B=
(
A11
A21 S
)(
I A−111 A12
I
)
(4.2)
and the preconditioned system writes
B−1A=
(
I A−111 A12
I
)−1( I
S−1SA
)(
I A−111 A12
I
)
: (4.3)
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Therefore, the quality of the preconditioner B depends on that of S and depends therefore on the
concentration of the specter of S−1SA.
Assume now that A is an M -matrix and the approximate inverse Y of X = A11 satis5es
06Y 6A−111 : (4.4)
Let
S = A22 − A21YA12; (4.5)
where S is an M -matrix, indeed.
It is easy to see that S is a Z-matrix, furthermore there exists x2¿ 0 such as SAx2¿ 0. By (4.4)
we have Sx2¿ SAx2¿ 0, then S is monotone, therefore S is an M -matrix.
4.2. Quality of the preconditioner
Theorem 2 (Varga [23]): Let A¿ 0 be a square matrix. Then:
(a) (A) is an eigenvalue of A. Further, (A)¿ 0 unless A is reducible and there exist a permu-
tation matrix P such as PTAP is strictly block triangular, in which case (A) = 0.
(b) To (A) corresponds an eigenvector v¿ 0.
(c) (A) does note decrease when any entry of A increases.
Theorem 3. Assume that A is an M -matrix de:ned by
A=
(
A11 A12
A21 A22
)
;
B=
(
A11
A21 S
)(
I A−111 A12
I
)
with S = A22 − A21YA12 where Y is an approximate inverse of A11 satisfying 06Y 6A−111 .
Let SA = S − R then
(a) (S−1R) is an eigenvalue of S−1R.
(b) The eigenvalues !i(S−1SA) of S−1SA are the form 1−"i where "i are eigenvalues of S−1R and
we have
1− (S−1R)6 |!i(B−1A)|6 1 + (S−1R): (4.6)
Proof. (a) S is an M -matrix then in particular S is monotone, i.e., S−1¿ 0.
On the other hand we have
R= S − SA
=A21(A−111 − Y )A12¿ 0:
Therefore, S−1R¿ 0 then by Theorem 4.1 (S−1R) is an eigenvalue of S−1R.
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(b) It is easy to see that the eigenvalues of S−1SA are the form 1− "i where "i are eigenvalues
of S−1R.
For each eigenvalue "i of S−1R we have
1− |"i|6 |1− "i|6 1 + |"i|;
1− (S−1R)6 |1− "i|6 1 + (S−1R):
The two matrices
(
I
S−1SA
)
and B−1A are similar than (4.6).
We shall see in Section 4.4 that (S−1R)¡ 1, i.e., that SA = S − R is a convergent splitting for
M -matrices.
Remark 4.1. (a) When A is an M -matrix with nonnegative row-sum and let S de5ned by
S = A22 − A21KA12; (4.7)
where K is the diagonal matrix de5ned by
Kii =
{
(A11e1)−1i if (A11e1)i = 0;
0 otherwise
(4.8)
with e1 =(1; : : : ; 1)T then the matrix S is an M -matrix. For more details on the global preconditioner
B de5ned by (4.2) and where S is de5ned by (4.7) and (4.8) see [15].
(b) Block Gauss–Seidel preconditioner. Results gotten in Theorem 4.2 by application of the pre-
conditioner (4.2) remain valid for the block Gauss–Seidel preconditioner de5ned by
BGS =
(
A11
A21 S
)
(4.9)
with S satis5es the same hypotheses that de5ne the preconditioner (4.2).
B−1GS A=
(
I ∗
S−1SA
)
: (4.10)
Preconditioner (4.9) is treated already by Chow [6] for general nonsymmetric matrices. We remark
that the two systems preconditioned (4.3) and (4.10) have the same specter, besides the two matrices
require the same number of iterations to reach the convergence in general.
(c) In the case where A is symmetric M -matrix the preconditioner B can be written as
B=
(
P
A21 S
)(
I P−1A12
I
)
; (4.11)
where P and S are two preconditioners of A11 and SA, respectively.
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It showed in [15] that with a naive choice of P, eigenvalue of B−1A may be unbounded even
though those of P−1A11 and of S−1SA are both nicely clustered. In the same paper [15], and when
A is an M -matrix with nonnegative row-sum and the approximate P arises from a modi5ed ILU
(MILU) factorization of A11 [1] we showed that
!min(B−1A)¿ 1;
!max(B−1A)6 !max(P−1A11) · !max(S−1SA): (4.12)
4.3. Construction of Y
Let SY = {(i; j); 16 i; j6 n1=yij = 0} be the sparsity pattern of Y where n1 is the order of A11
and Y = (yij)ij.
Assume that the approximate inverse Y of A11 satis5es the condition
(YA11)ij = &ij; (i; j)∈SY ; (4.13)
where &ij is the Kronecker symbol, we note that Y has at least the diagonal.
Theorem 4 (Axelsson [1]): Let A11 be an M -matrix and let Y be determined by (YA11)ij = &ij;
(i; j)∈SY .
(a) Then Y is nonsingular and A11 = Y−1 − R is a weakly regular splitting.
(b) Let SY1 ⊂SY2 and let Yi correspond to SYi ; i = 1; 2. Then
0¡D−1A116Y16Y26A
−1
11 ;
where DA11 is the diagonal part of A11.
Example 4.1. (i) SY1 = {(i; i)=16 i6 n1} corresponds to Jacobi preconditioner (Y1 = D−1A11).
(ii) SY2 = {(i; i − 1); (i; i); (i; i + 1)=16 i6 n1} in this case the matrix Y2 is tridiagonal.
(iii) SY3 = {(i; i − 2); (i; i − 1); (i; i); (i; i + 1); (i; i + 2)=16 i6 n1} in this case the matrix Y3 is
pentadiagonal.
We remark that SY1 ⊂SY2 ⊂SY3 then
06Y16Y26Y36A−111 :
For more details on sparse approximate inverse we invite the reader to works [1,4,9–12,14,19,24].
Now we de5ne a method that computes an approximate inverse Y of A11 satisfying the main
condition (4.4). This method is based on the minimization of the Frobenius norm, moreover this
choice leads to inherent parallelism, because the columns mk of M can be computed independently.
‖I − YA11‖2F =
∑
k=1
‖eTk − ykA11‖22; (4.14)
where ek denotes the kth unit vector and yk is the rth row of Y .
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The solution of (4.14) separates into n1 independent least-squares problems
min
yk
‖eTk − ykA11‖2; k = 1; : : : ; n1: (4.15)
Since A11 and Y are sparse then the size of (4.15) is small for each k, therefore her resolution can
be done by a direct method.
The diLculty to minimize (4.14) lies in determining a good sparsity structure of the approximate
inverse, or else the solution of (4.15) will not yield an e2ective preconditioner. Grote and Huckle
developed an algorithm called SPAI [10] that computes a sparse approximate inverse Y by minimiz-
ing (4.14) in the Frobenius norm. The resulting method is easy to parallelize and furthermore the
sparsity pattern of Y is not imposed a priori but captured automatically and for diagonal sparsity
that is not expensive, the approximate inverse Y is diagonal matrix de5ned by Y = diag(ykk) [5]
with
ykk =
a11(k; k)
‖ak‖22
; k = 1; : : : ; n1; (4.16)
where ak is the rth row of A11.
This approximate inverse is called SPAI-0 of A11.
Theorem 5. Let A11 be an M -matrix of order n1 and Y = diag(ykk) with
ykk =
a11(k; k)
‖ak‖22
; k = 1; : : : ; n1
then condition (4.4) is satis:ed, i.e.,
06Y 6A−111 :
Proof. A11 is an M -matrix, in particular it is monotone, i.e., A−111 ¿ 0. Let A
−1
11 =(m(i; j))ij, the proof
is 5nished if we show that: ykk6m(k; k) for each k = 1; : : : ; n1.
MA= I ⇒
∑
j=1
m(k; j)a11(j; k) = 1; k = 1; : : : ; n1;
m(k; k)a11(k; k) = 1−
∑
j=1
j =k
m(k; j)a11(j; k); k = 1; : : : ; n1;
‖ak‖22m(k; k) = ‖ak‖22
1
a11(k; k)
− ‖ak‖22
∑
j=1
j =k
m(k; j)
a11(j; k)
a11(k; k)
; k = 1; : : : ; n1;
‖ak‖22m(k; k) = a11(k; k) +
∑
j=1
j =k
|a11(j; k)|2
a11(k; k)
− ‖ak‖22
∑
j=1
j =k
m(k; j)
a11(j; k)
a11(k; k)
; k = 1; : : : ; n1;
m(k; k) = ykk + +k ; k = 1; : : : ; n1;
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where for each k = 1; : : : ; n1,
+k =
1
‖ak‖22
∑
j=1
j =k
|a11(j; k)|2
a11(k; k)
−
∑
j=1
j =k
m(k; j)
a11(j; k)
a11(k; k)
:
Since a11(j; k)6 0 for each j = k then +k¿ 0.
We remark that when A11 is nonsingular, the matrix Y de5ned by the algorithm SPAI-0 is always
de5ned that is not the case when we exploit Jacobi approximation.
4.4. Comparison theorems
De&nition 4.1. Let A; C; R∈Rn;n. Then A= C − R is called:
(a) a regular splitting if C is monotone and R¿ 0;
(b) a weak regular splitting if C is monotone and C−1R¿ 0 and
(c) a convergent splitting if C is nonsingular and (C−1R)¡ 1.
Theorem 6 (Axelsson [1]): Let A=C−R be a weak regular splitting, then the splitting is convergent
if and only if A is monotone.
Theorem 7 (Axelsson [1]): Let A= C1 − R1 = C2 − R2 be weak regular splittings. Then
(C−11 R1)6 (C
−1
2 R2) (4.17)
if any of the following holds:
(a) R2¿R1¿ 0 and
(b) C−11 ¿C
−1
2 ; R1¿ 0.
Theorem 8. Let A be an M -matrix and SA = S1 − R1 = S2 − R2 be two splittings of the Schur
complement SA, such that Si = A22 − A21YiA12; i = 1; 2, where Y1 and Y2 are two approximate
inverses of A11 satisfying the hypotheses of Theorem 4.3. Then
1− (S−11 R1)6 1− (S−12 R2)6 |!i(S−12 SA)|6 1 + (S−12 R2)
6 1 + (S−11 R1): (4.18)
Proof. SA=Si−Ri; i=1; 2 are weak regular splittings. SY1 ⊂SY2 aLrm that R1¿R2¿ 0 (Theorem
4.3) from where
(S−12 R2)6 (S
−1
1 R1): (4.19)
The eigenvalues of S−12 SA are more condensed that those of S
−1
1 SA, i.e., if, more we arrive to
approximate A−111 more that the specter of B
−1A is condensed to the neighborhood of 1.
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In algebraic multigrid preconditioning, the global preconditioner is de5ned only implicitly through
a recursion. This recursion is followed until the number of nodes left in second block is suLciently
small to allow an exact factorization of the approximate Schur complement SA [15].
4.5. Multilevel scheme
Assume always that A is an M -matrix partitioned as in (2.1) and at each stage r of factorization
(2.3) we have:
(a) X (r) = A(r)11 and
(b) 06Y (r)6A(r)−111 : (4.20)
Let
B(r) =
(
A(r)11
A(r)21 A
(r+1)
)(
I A(r)−111 A
(r)
12
I
)
; (4.21)
where A(r+1) = A(r)22 − A(r)21 Y (r)A(r)12 that is an M -matrix.
At every stage, we transform
A(r)x(r) = b(r) (4.22)
into
B(r)−1A(r)x(r) = B(r)−1b(r) (4.23)
such as the resolution of system (4.23) by an iterative method converges faster than for system
(4.22).
B(r)−1A(r) = U (r)−1
(
I
A(r+1)−1SA(r)
)
U (r); (4.24)
where SA(r) is the Schur complement matrix and
U (r) =
(
I A(r)−111 A
(r)
12
I
)
:
The quality of the preconditioner B(r) depends on a good clustering of the eigenvalues of A(r+1)−1SA(r) .
Let
SA(r) = A
(r+1) − R(r)22 (4.25)
since 06Y (r)6A(r)−111 , we have A
(r+1)−1R(r)22 ¿ 0, so (A
(r+1)−1R(r)22 ) is an eigenvalue of A
(r+1)−1R(r)22
and the result:
Theorem 9. Let A be an M -matrix.
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Let the preconditioner B(r) de:ned by (4.21) and SA(r) =A(r+1)−R(r)22 . Assume that at each stage
r, 06Y (r)6A(r)−111 satis:es, then for each eigenvalue !i(B
(r)−1A(r)) of B(r)−1A(r) we have
1− (A(r+1)−1R(r)22 )6 |!i(B(r)−1A(r))|6 1 + (A(r+1)−1R(r)22 ): (4.26)
Proof. Similar to Theorem (4.2).
The algorithm reproduces until an order llev for which the factorization of A(llev+1) can be exact,
and we use a direct method to solve A(llev+1)x(llev+1) = b(llev+1) and at this stage we are not obliged
to compute B(llev+1).
5. Numerical examples and conclusion
We use the 5ve-point 5nite di2erence upwind scheme with uniform meshsize h in both x and y
directions to discretize the convection–di2usion equation (1.1) in the unit square which leads to an
M -matrix de5ned by (4.1) (two-level).
At each application of preconditioner (4.2), we are obliged to solve two systems in A11, then the
cost becomes rapidly prohibitive, therefore, we approximate A11 by a matrix P arising from modi5ed
incomplete LU factorization MILU which is still de5ned since A11 is an M -matrix [1] and the global
preconditioner writes
B=
(
P
A21 S
)(
I P−1A12
I
)
: (5.1)
Later we compare the preconditioners BJ , BS and BK de5ned by (5.1) where the preconditioner
S = A22 − A21YA12 for Schur complement matrix SA is de5ned as follows:
For BJ , Y is Jacobi preconditioner for A11 (Y =diag(1=a11(k; k))); For BS , Y is de5ned by SPAI-0
algorithm applied to A11 (Y =diag(a11(k; k)=‖ak‖22)) and for BK , Y is the matrix K de5ned by (4.8).
In all tests, we use GMRES(20) algorithm [20] right preconditioned by one of the preconditioner
de5ned above, and to solve the reduced system we use backward and forward solution, which are
performed with the incomplete ILUT(0; lfil) [17] of S, with 0=10−4 and lfil=10. The right-hand
side and the initial guess are given by
f(x; y) = 52 sin(4x + 6y)− 4Vx(x; y) cos(4x + 6y)− 6Vy(x; y) cos(4x + 6y);
u0(x; y) = sin(4x + 6y);
where Vx and Vy are the components of =v.
Computations were terminated when the 2-norm of the residual was reduced by a factor of 108,
i.e., ‖rm‖26 10−8‖r0‖.
Problem 1.
=v=
(
cos 2
sin 2
)
with  = ]0; 1[2 and the Dirichlet boundary conditions.
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Table 1
Number of iterations to solve problem 1 by GMRES(20) preconditioned with BJ , h= 1=64
2
 0 36
3
3
3
2
23
3
53
6 3
73
6
43
3
33
2
53
3
113
6
1 87 86 85 87 87 86 90 89 88 90 91 84
10−1 95 79 78 85 90 80 81 84 98 94 89 91
10−2 37 60 61 38 58 61 39 59 60 39 55 60
10−3 11 22 22 11 33 34 10 24 24 10 30 30
10−4 5 20 20 5 26 26 5 21 21 5 25 24
10−6 3 20 20 3 27 24 3 20 20 3 24 24
Table 2
Number of iterations to solve problem 1 by GMRES(20) preconditioned with BS , h= 1=64
2
 0 36
3
3
3
2
23
3
53
6 3
73
6
43
3
33
2
53
3
113
6
1 88 85 83 85 88 90 91 89 89 91 92 91
10−1 86 85 82 92 95 86 79 101 108 97 90 93
10−2 41 78 76 40 61 76 42 75 76 41 59 60
10−3 11 27 29 11 38 38 10 30 31 10 33 37
10−4 5 23 23 5 34 34 5 26 26 5 31 34
10−6 3 23 23 3 35 33 3 25 26 3 31 31
We note that the number of iterations to solve the 5rst problem by BJ and BS preconditioners,
decreases with the viscosity parameter , also this number becomes reasonable and more stable for
6 10−3. The results are shown in Tables 1 and 2. Table 3 list that the number of iterations for
the preconditioner BK is small and not exceed 21, and for ¿ 10−2 this number is invariant due to
A is near to a symmetric matrix and BK make pro5t on this characteristics [14,15].
Problem 2.
=v=
(
x(1− x)(2y − 1)
−y(1− y)(2x − 1)
)
with = ]0; 1[2 and the boundary conditions: u= 0 on the left, right and bottom, and u= 1 on the
top boundary.
Tables 4–7 illustrate that the number of iterations for the two preconditioners BJ and BS increase
with the meshsize h this indicates that the convergence rate is not grid-independent, while for the
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Table 3
Number of iterations to solve problem 1 by GMRES(20) preconditioned with BK , h= 1=64
2
 0 36
3
3
3
2
23
3
53
6 3
73
6
43
3
33
2
53
3
113
6
1 12 12 12 12 12 12 12 12 12 12 12 12
10−1 12 12 12 13 13 13 13 13 12 13 13 13
10−2 13 12 12 13 13 13 13 13 12 13 13 13
10−3 12 17 17 12 19 18 12 18 18 12 17 14
10−4 7 19 19 7 21 20 7 19 19 7 18 19
10−6 3 19 19 3 21 20 3 19 19 3 19 20
Table 4
Number of iterations to solve problem 1 by GMRES(20) preconditioned with BJ , 2 = 34

h−1 1 10−1 10−2 10−3 10−4 10−5 10−6
8 9 9 5 4 4 3 3
16 17 16 9 8 7 7 7
32 37 35 17 13 12 12 12
64 85 79 61 23 21 20 20
Table 5
Number of iterations to solve problem 1 by GMRES(20) preconditioned with BS , 2 = 34

h−1 1 10−1 10−2 10−3 10−4 10−5 10−6
8 10 9 6 5 5 5 5
16 17 16 10 9 9 9 9
32 40 37 18 15 14 14 14
64 83 80 82 38 28 26 26
preconditioner BK the number of iterations is nearly independent of h and  (Tables 8 and 9). For
the second problem and for BJ and BS the number of iterations is large than 100 for h= 164 .
Conclusion. The convergence rate is almost grid-independent and invariant when  decrease if we
apply the preconditioner BK . The practical results for the preconditioners BJ and BS are equivalent and
there application is undesirable. Our primary goal of this paper has been to compare some di2erent
preconditioners arising from block incomplete LU factorization where the Schur complement matrix
is approximated using a few di2erent techniques for convection–di2usion equations.
N. Guessous, O. Souhar / Journal of Computational and Applied Mathematics 162 (2004) 231–246 245
Table 6
Number of iterations to solve problem 2 by GMRES(20) preconditioned with BJ

h−1 1 10−1 10−2 10−3 10−4 10−5 10−6
8 9 9 10 11 11 11 11
16 17 17 19 18 17 17 17
32 36 43 71 71 55 46 46
Table 7
Number of iterations to solve problem 2 by GMRES(20) preconditioned with BS

h−1 1 10−1 10−2 10−3 10−4 10−5 10−6
8 10 10 11 11 11 11 11
16 17 18 20 19 18 18 18
32 38 44 79 93 58 52 52
Table 8
Number of iterations to solve problem 1 by GMRES(20) preconditioned with BK ; 2 = 34

h−1 1 10−1 10−2 10−3 10−4 10−5 10−6
8 9 9 7 5 5 5 5
16 10 10 12 13 13 13 13
32 11 11 14 17 17 17 17
64 12 12 12 18 19 20 20
Table 9
Number of iterations to solve problem 2 by GMRES(20) preconditioned with BK

h−1 1 10−1 10−2 10−3 10−4 10−5 10−6
8 9 9 10 12 12 12 12
16 10 10 12 15 16 16 16
32 11 11 12 16 19 20 20
64 13 13 14 16 24 26 26
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