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HAUSDORFF DIMENSION OF A RANDOM INVARIANT SET
By A. DEBUSSCHE
ABSTRACT. - The notion of random attractor for a dissipative stochastic dynamical system has recently been
introduced. It generalizes the concept of global attractor in the deterministic theory. It has been shown that many
stochastic dynamical systems associated to a dissipative partial differential equation perturbed by noise do possess a
random attractor. In this paper, we prove that, as in the case of the deterministic attractor, the Hausdorff dimension
of the random attractor can be estimated by using global Lyapunov exponents. The result is obtained under very
natural assumptions. As an application, we consider a stochastic reaction-diffusion equation and show that its
random attractor has finite Hausdorff dimension. 0 Elsevier, Paris
Mats-de%  :  Attracteur, equation aux dtrivees  partielles stochastiques, dimension de Hausdorff, exposants de
Lyapunov.
RBsuMB. - La notion d’attracteur global dans la thtorie des systemes  dynamiques deterministes  a recemment  Cte
generaliste  au cas d’un systeme stochastique. Des travaux precedents ont montre  que de nombreuses equations aux
d&iv&es  partielles stochastiques definissent  un systeme dynamique qui possede  un attracteur stochastique. Dans ce
travail, nous  montrons qu’il est possible d’estimer la dimension de Hausdorff d’un attracteur stochastique sous des
hypotheses tres  voisines de celles  de la thtorie deterministe  et basees  sur des exposants de Lyapunov globaux.
Nous considerons  ensuite  l’application de notre resultat  a une equation de reaction-diffusion stochastique. Une fois
construit  le systeme dynamique associe,  nous  montrons qu’il posstde un attracteur stochastique de dimension de
Hausdorff Iinie et donnons une borne suptrieure  de cette dimension. 0 Elsevier, Paris
Key words:  Attractor, stochastic partial differential equation, Hausdorff dimension, Lyapunov exponents
1. Introduction
The notion of random attractors for stochastic dynamical systems has recently been
introduced in [5].  (See also [ 191).  Given a stochastic dynamical system, the random attractor
is a measurable and compact invariant random set attracting all the orbits. Moreover, when
it exists, it is the smallest attracting compact set and the largest invariant set ([7]).  It seems
to be a good generalization of the now classical concept of global attractor for deterministic
dynamical systems (see [2],  [13] or [21] for this theory).
The theory has been succesfully  applied to many infinite dimensional stochastic
dynamical systems associated to dissipative partial differential equations perturbed by
a random force of white noise type ; including reaction-diffusion equation, Navier-Stokes
equations, Burgers equation, damped wave equation,... ([5],  [7]).
AMS Subject Classijication: 34 D 08, 34 D 3 5 , 3 5 K 5 7 , 5 8 F 12.
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A natural question arizes. What can we say about the Hausdorff dimension of this random
attractor ? It is well known that, in many cases, the global attractor of a deterministic
system has finite dimension and sharp bounds can be derived on this dimension (see [21]
and the references therein). These results have their importance in the fact that a finite
Hausdorff dimension of the attractor can be generally interpreted as the number of degrees
of freedom present in the long term dynamics of the system. Can we extend this type of
result to the stochastic case ?
A positive answer is given in [6]  and [20] in particular cases. In both papers, the
deterministic method using global Lyapunov exponents and linearization of the flow (see
[4],  [lo], [21])  has been generalized to the stochastic case. The idea of this method is to
first linearize the dynamical system. Then the evolution of a ball by a linear mapping is
examined into details and it can be seen that if the sum of the first $ Lyapunov exponent
is negative, the d dimensional volume decreases. This gives information on the Hausdorff
dimension since it is defined by d dimensional volumes. The main difficulty is then to
control the difference between the nonlinear mapping and its linearization. Typically, we
obtain a bound depending on the radius of a ball containing the attractor multiplied by a
small parameter. Thus, in the deterministic case, this difference is uniformly small and it
can be seen that it does not affect the decrease of the d dimensional volumes (see 1211,
chapter 5 for details).
In the stochastic case, the problem is more difficult because the attractor is a random set
which is not uniformly bounded. In [6],  very restrictive assumptions are imposed on the
system to overcome this problem, and the results cannot be applied to any of the equations
cited above. In [20], this method is applied to the random attractor of the stochastic
dynamical system associated to a Lorentz system. This case contains the above-mentioned
difficulty, but the proof is quite complicated and it is not clear whether it is possible to
generalize it to other equations.
In a previous article [9],  a general result has been given. It states that the random
attractor has finite Hausdorff dimension under assumptions that are satisfied by many
stochastic dynamical systems originated from dissipative evolution equations. The proof
is very simple, it does not make use of Lyapunov exponents. It is a generalization of the
early proof of finite dimensionality of deterministic attractors (see [ 11, [12], [14], [ 161).
The same kind of difficulty arose there and it was shown that an ergodicity argument
can solve the problem.
This result is not totally satisfactory either since it does not give a precise bound on
the dimension. It is expected that, as in the deterministic case, this bound is related to
the number of positive Lyapunov exponents. In this paper, we use similar ideas as in [9]
to prove that the method using linearization and Lyapunov exponents can be extended
to the stochastic case.
In section 2, we provide an abstract setting, give a general result on the Hausdorff
dimension of a random invariant set of a random map. Some differentiability properties of
the map are required. As mentionned above, the decrease of the d dimensional volumes
by the differential at a point on the invariant set is described by the sum of the first d
Lyapunov exponents. Roughly speaking, the main assumption is that the expectation of the
supremum over the invariant set of this sum is negative. An other important assumption
is that the logarithm of the difference between the map and its linearisation is small in
average. The proof is given in section 3.
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Then we show how our result can be applied to a stochastic reaction-diffusion equation
with additive noise. The nonlinear term in this equation is a polynomial function. This
case could not be considered in [6]  where the nonlinearity is assumed to be C2 with
bounded first and second derivatives. Moreover, we consider a very genereal noise which,
apparently, as not been considered yet. We could also study a damped wave equation as in
[9]  or other dissipative stochastic partial differential equations. Our result can be applied to
the two dimensional stochastic Navier-Stokes equations but the proof is more complicated.
This example will be considered in a forthcoming paper.
2. Notations and main result
Let us consider a probability space (a,  .T,  P), a measure preserving and ergodic
transformation 0 on (a,  F, P) and a Hilbert space H with norm I.].  We are given a
family of mapping S(w), w E 0, from H into H.
Let A(w), w E Q, be a compact measurable set invariant by S. This means that it
satisfies the three following properties :
* For any w E R, A(w) is a nonempty  compact subset of H.
* For any :c in H, the mapping
w ++  4x, A(w))
is measurable (‘I.
* For P almost all w E 0
(24 S(w)A(w)  = A(8w).
Our aim is to study the Hausdorff dimension of the sets A(w), w E R. We recall that,
given a compact nonempty  subset X of H, its Hausdorff dimension is:
PII = inf{d 1 pff(X,d)  = 0},
where, for d 2  0,
I-L&X, d) = liioPx(x?  d,E)
and, for E > 0,
,uH(X,  d, c) = inf c T:,
iEI
where the infimum is taken over all the coverings of X by a family of balls (Bi)ic~ in H
of radii ri less than E. It is clear that ,uH(X,  d, E) is a non increasing function of E.
We use the method developed by A. Douady and J. Oesterle  [lo] and generalized by
P. Constantin, C. Foias and R. Temam [4]  (see also [21])  to estimate the dimension of
(I) This definition of measurability coincides with the measurability of the multifunction with closed and
nonempty  images w H A(w), see [3].
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an attractor for a dissipative deterministic system. It consists in taking a covering of the
invariant set by balls of radii less than E :
where B(u~,  ri) denotes the ball in H of center ui and radius 7;.  Then, by (2.1),  we have
(2.2) A(fW c u S(w)B(ui,  ri).2=1
On B(u~,  ri), we want to approximate S(w) by a linear map and we need some
differentiability assumptions. FrCchet differentiability might be a restrictive assumption
when the mapping S(w) is associated to a stochastic partial differential equation. Instead,
we assume that S(w) is almost surely uniformly differentiabEe on A(w). It means that P
almost surely, for every u in A(w), there exist a linear operator DS(w,u)  in L(H),  the
space of continuous linear operator from H to H, such that if u and u + h are in A(w) :
(2.3) IS(w)(u  + h) - S(w)u  - DS(w,  u).hl  5 K(w)lhl’+“>
where K(w) is a random variable such that
(2.4) K(w) 2 1, w E cl
and n > 0 is a number such that
(2.5) (1 > 0.
REMARK 2.1. - Since (2.3) holds only when u and u + h are in A(w), this property
does not imply differentiability of S(w).
We then have to know what is the image of a ball by a linear mapping. We briefly
recall few definitions now. A detailed exposition of the following concept can be found
in [21], chapter 5.
Given a bounded linear operator L on H and n E N, we set
Q%(L)  = sup
GcH
d i m  G<n  /4/=1
and
wn(L)  = cq(L)...a,(L).
The numbers an(L)  are the square roots of the eigenvalues of L* L corresponding to
orthogonal eigenvectors e,. They are in decreasing order. We set :
E denote the space spanned by the vectors e,  such that a,(L) > Q, and by F the
orthogonal subspace  of E. Then, we have the following result which describes the image
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of a ball by the mapping L. (See [18] Theorem XIII. 1, [ 1 l] p.1544,  [21] chapter 5,
section 1.3.)
PROPOSITION 2.2. - The image of the ball of radius r and center 0 in H by L is included
in the ellipsoid E which is the product of the ellipsoid in E whose axes are directed along
the vectors Le, with lengths a,(L)r and of the ball in F of radius o,(L)r.
It follows from (2.2) that A(&)  can be covered approximately by ellipsoids. The next
step is to cover an ellipsoid by balls. We use the following consequence
chapter 5 of [21].
PROPOSITION 2.3. - Let E be an ellipsoid whose axes have lengths ~1
“j 2 . . . . Let d E N, the minimum number of balls of radii &od which
cover & is less than
of Lemma 3.1,
> ct.2  1 . . . 2
is necessary to
Then, using (2.3),  it remains to control the error that is commited  when approximating
the mapping S by its differential.
As in the deterministic theory, we want to relate the Hausdorff dimension of the invariant
set to the supremum of the numbers ln wd(DS(w,  u)), u E A(w). These numbers describe
how the d-dimensional volumes are contracted by the linear mapping DS(w,  u).
The natural generalization of the deterministic result would be to prove that if the
expectation of this supremum is negative than the Hausdorff dimension of A(w) is less
than d. However, this quantity might not be integrable, and in some circumstances its
measurability might require a lengthy proof. Therefore, we consider a slightly weaker
assumption which, we think, is more suitable for the applications. Namely, we assume that
there exists an integrable random variable &,  such that lP almost surely,
for any u E A(w). One of the main assumption is:
(2.7) E(ln(i&))  < 0.
Also we assume that there exists a random variable til such P almost surely
(2.8) 61  2 1,
(2.9)
for any ‘u. E A(w) and
(2.10) E(lno?;) < 00
Finally, in order to control the difference between S and its differential, we assume
(2.11) E(lnK) < 00.
We prove in section 3 the following result.
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THEOREM 2.4. - Let A(w), w E 0, be a compact measurable set invariant by a random
map S(w), w E 0, such that (2.1) holds with an ergodic transformation H.  Assume that S is
almost surely uniformly differentiable on -4(w)  and (2.3)-(2.5),  (2.11) hold, that there exist
integrable random variables ad; Cl satisfying (2.6)-(2.10).  Then for almost all w E St, the
Hausdofl  dimension of A(w) is less than d.
REMARK 2.5. - Suppose that, for k = 1, . ..~  d,  ~up,,~-~(~) wk(DS(w,  u))  is integrable. Then
we can generalize the notion of global Lyapunov exponents introduced in [4]  by setting:
Ak = E
(
In sup wk(DS(w,~))
) (
- E hi sup wk-i(DS(w,r~))
)
)
&4(d) rrt‘4(w)
for k > 2 and
A1 = E
(
In sup wl(DS(w,u)) .
uEA(w) )
And it is easy to see that there exists ~~~ satisfying (2.6),  (2.7) above if and only if
REMARK 2.6. - The arguments that we use to prove Theorem 2.3 could be used to give
a similar result concerning the fractal dimension of the random set A(w). Also, we could
consider non integer d by using the concept of Lyapunov dimension.
REMARK 2.7. - As proved in [6],  the Hausdorff dimension of A(w) is independent of w.
REMARK 2.8. - We have not made any assumption on the measurability of S(w) but
only on the quantities ad, &r, K which in general have simple expression so that their
measurability is easy to check. Anyway, in the applications S(w) do satisfy measurabilty
properties. For instance in [7],  such an assumption is needed to obtain the measurability
of the random attractor.
REMARK 2.9. - We have stated our result for a discrete dynamical system, however it is
clearly applicable to a continuous case. Such an application will be considered in section 4.
3. Proof of Theorem 2.4
The proof of Theorem 2.1 is divided in several steps. In the first step, we prove that it
can be assumed that E(lntid)  is as small as needed. Then, in the second step, we set some
notations and few results needed in the conclusion of the proof. The third step contains
the construction of a covering of A(Bw)  by balls from a covering of A(w). Finally, in step
4, we show that thanks to the preliminary results given in step 2, it is possible to iterate
the construction of the third step and we conclude the proof of Theorem (2.4).
Step 1. - In step 4, we need a slightly stronger assumption than (2.7) on wd. Namely,
we need:
(3.1) E(lnwd) < -dln2(2&+ 1).
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If (3.1) does not hold, it suffices to iterate the mapping S. Indeed, if we set
S”(w)  = s(d”-lw)o...os(w),
then
Also, we can take
S”(w)A(w)  = A(Pu),  P a.s.
DS”(w,  u) = (Ds(d”-1w)s”-1(w)u)o(Ds(d”-2w)s’”-2(w)7~)o...oDs(w,  7~).
By standard computations, it can be seen that (2.3) holds P’ almost surely for S” and DS’”
when K is replaced by K” defined by the recursion formula
lfa
K”(w) = K(P-‘w) + &l(On-‘u)Kn-l(,).
Clearly, we have:
K” > 1, P a.s.
and
E(lnK”) < DS.
It follows from Corollary 1.1, chap. 5 in [21] that for u E A(w),
ra-1
and
we denote by
II  - 1
w;(w)  = n w&hLJ),
l=O
and we have P almost surely, for any u E A(w):
(3.2)
Wd(DS”(W,  u)) I q&J),
al(DS”(w,  u)) 5 &ln(W).
Also, by the invariance of 0
lE(ln@i”) = nE(lncEi)  < oe,
E(lnQz)  = n,lE(lnwd)  < 0.
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Hence all the assumptions made on S, DS: H: A hold also on S”. DS’.  0”. A.
Moreover, by (3.2),  ~1, can be chosen so that
qlnw:;)  <  -dln2(2&+  I ) .
so that, replacing S, DS, H  by S”, DS”. H” if n ecessary, it can be assumed that (3.1)
holds.
Step 2. - For any 1 2 7 > 0, we introduce the measurable set:
J(7/)  =  { w  E  62  1 21+“K(w)T]”  < $y
b-4
and 21+“K(w)qo’  5 G?(w)}
and the random variable
Q-JJ) = 2(2&i  + 1)&w), if w E J(q),
2(cY,(~)  + anK(w)): if w 6 J(q)
Since hr wd,  hr bl and hr K are integrable, we have
when 7 --+  0. Also, by the dominated convergence theorem,
(3.3) lE(lIl7,,)  + E(ln(2(2&  + 1)G)).
We set
(j = -&(ln(2(2&  + 1)3j)).
B y  (3.1)
N > 0
and by (3.3),  there exists v. such that if q E (0,~~)
( 3 . 4 ) E(hlT ) < J7 - 2d’
We infer from the Ergodic Theorem, that for almost all w E R:
(3.5)
when k --+  03.
We denote by 00 a set of full measure invariant by 8 such that (2.1),  (2.3),  (2.6),  (2.8)
and (2.9) hold for w E &,.
For q E (0,~) and w E flo, there exists ko(w)  such that for k > ko(w):
( 3 . 6 )
k - l
c ln(7,(@w))  5 -Sk.
l=O
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For any Q(W) 5 q,  we define the sequence (E~(w))~~~ by:
Ek+l(W) = G#“W)Ek(W).
Clearly, Q(W) can be chosen in such a way that
ek(w)  5 q,  for k = O,l, . . . . ko(w).
Then for k > ko (w) + 1
and by (3.6)
EL(W) I exp
Thus,
(3.7) Q(W)  5 q,  for any k > 0.
Step 3. - Let v E (0, vo) and w in 00 be fixed and 0 < E < q.  We consider a covering
of A(w) by balls in H of radii less than E:
with ri 5 E, ZLi E H. Since (2.3) is known to hold only for points on A(w), we change
the centers of the balls so that they belong to A(w). It can clearly be assumed that
A(w) II B(;iii,r;)  is non empty for any i, thus we can choose Ui E A(w) n B(;ii;, ri)e
Then we obtain:
A(w)c  cB(ui,Zri)  n A(w),
i = l
with ui E A(w).
By (2.1),  we have :
A(~LJJ)  C ?J S(w)(B(Ui,  2ri) fl A(U)).
i=l
We now introduce the differential of S. Let u E B(ui,  2ri) n A(w) then h = u - ‘u E
B(O,2ri)  and
S(w)‘u  - S(w)u;  = DS( WY  U;).h + S(W)V - S(W)Ui  - DS(W,  u;).h.
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Thus, by (2.3),
(3.8) S(w)(B(ui,  2~~)  n A(w))
c S(W)?&  + EL + B(0, 21+V+J)7,;+cr),
where
tzi = DS(w.  u$B(O,  2r;)
is, by Proposition 2.2, included in the ellipsoid with axes of lengths 2~~(DS(w,r~~))r~,
J’  E N, with possibly the product of a ball of radius 2n,(DS(w,u;))  in an orthogonal
space. Then it follows from Proposition 2.3 that Ej can be covered by
balls of radii
We deduce from (3.8) that S(w)B(w;,2ri)  can be covered by
balls of radii
(2V%x,(DS(&J,  Ui)) + 21+nK(CJJ)7~))7.i.
Here, we need to know wether  2 ‘+“K(w)r? is smaller than 2&xd(DS(w,~i))  or not.
Thus we have to consider different cases. However, we can not base the cases on this
condition. Indeed, we have not made any assumption on the quantity (xd. Therefore we
use other quantities such as ad, K1 and work differently when w is in J(n), the set
introduced in step 2, or not.
We prove below that for all w E Ra and for E 5 7,  n E (Cl?  Q,):
(3.9) I-LH(A(W. 4 Q-h) 5 +~PH(A(~, 4 E).
Then in step 4, we will make a convenient choice of & so as to be able to iterate this
formula. The product of r,(O”w),  1 = 0, . . . . k: - 1, will appear. Although r,)(w)  might be
large for some w, we have seen that thanks the Ergodic Theorem this product will go to
zero, allowing us to conclude the proof.
We now proceed with the proof of (3.9).
Case 1. - w E J(q)
Let us first assume that ui is such that a$(DS(w,  1~~))  > Wd(w),  then, by (2.6),  it is
possible to find al!  . . . . & such that:
&1 = nl(DS(w;  u,)),
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and
For j > d + 1, we set 6.j = aj(DS(w,  7~;)).  Then & is included in the ellipsoid with the
same axes but the lengths being 2iT,ri,  j E N*. By Proposition 2.3, we deduce that Ei can
be covered by ni balls of radii 21/&&r; with
and S(w)(B(ui,  27-i) CI A(w)) can be covered by n; balls of radii
(2&& + 2 ‘+“K(w)ry)
by the definitions of & and J(q). We deduce:
pH(S(w)(B(u;,  2ri)  n A(w), d, (2& + l)wj(+)
< 2d-1~(%,&i,  + 2’+“K(w)r;)“r;-
since
21+“K(w)r,pi  < 2 l+vqw)q
< wd(w)
- cpl(W)
< wdw)
- - d - l
QIl
< &.
If o!:;“(oS(w,u;))  < &(w), we write
Ei  c B(O,2cxl(DS(W,  u;))r;)
and by (3.8)
S(w)(B(ui,  2~) n A(w)) c B(S(w)ui,  (2cx,(DS(w,  ui))  + 21+“K(w)~a)ri)
c B(S(W)Ui,  34 (W)Q).
We deduce, that
,uH(S(w)(B(u,,  2~) fl  A(w)), d,3ijj(w)E)  < 3di&(w)rf.
Therefore, we always have, when w E J(q),
4S(w)(B(u;,  2~) n A(w)): d, 2(2Jli  + l)i&W)E) 5 ad-‘(2& + l)di&j(‘d)r~.
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p~(A(dw),  d,  2(2x4  + l)wj (w)~)
5 5 p~(S(w)(B(u,,  27-i)  1-7 A(w))> d,  2(2x4  + l)&+)>
i=l
it follows
,4y(A(Ow),  d,  2(2J; + 1)~:  (w)E) < a”-‘(a& + l)%&) 2 ri”.
i=l
Taking the infimum over the coverings of A(w), we deduce that (3.9) holds.
Case 2. - w $ J(q)
Then we write, for i = 1, . . . . N:
S(w)(B(ui,  27-J n A(w)) c B(S(w)u;,  ~(w(DS(W,  w))  + 2”K(w)r3J
c B(S(W)?h~,2(&~(W)  + 2aK(W)EQ)T-;).
We deduce,
A(Bw)  c u:~B(S(W)U;,  T~(w)Q)
and (3.9) follows easily.
Step 4. - Let w E Ro and q E (0, ~a). We take the sequence (E~(w))~~N constructed in
step 2 and satisfying (3.7). Then, by (3.9),  we have for any 5:
PH(A(@+~w),  4 G#“+I,(~) I ~~(~k~)~~(A(~Lw):  4 Q(W))
and an easy recursion gives
k-l
And for k 2 ko(w),  we deduce from (3.6)
mdA(@w),  4 +)) I
so that
PJ+@w), d, Q(W)) + 0
and since
we also have
Since 8 is measure preserving, this is impossible unless
m(A(w),  4 rl) = 0,  U=  a.s.
This ends the proof of Theorem 2.4.
TOME 77 - 1998 - No 10
HAus~R~  DIMENSION OF A RANDOM INVARIANT SET 9 7 9
4. Application to a stochastic reaction diffusion equation
4.1. Preliminaries
Let D c R”, n = 1,2,3,  be a bounded open set with regular boundary dD. We consider
the following stochastic partial differential equation
(4.1) du - Au dt = f(u)dt + +dW,
with Dirichlet boundary conditions:
(4.2) z&D  = 0.
The function f is a polynomial of odd degree with negative leading coefficient
(4.3)
2p-1
f(u) = c UkUk, u2p-1 < 0.
k=O
The random process W is a two-sided in time cylindrical Wiener process on L2(D)
associated to a complete probability space (a,  F, P). Equivalently, let (&)ia~ be a family
of independent two sided Brownian motion on a complete probability space (Sz,  .F, P) and
(ei)iE~ be an orthonormal basis of L2(D), then
W(t) = 2 Pi(t)ei, t E R.
i=O
Let U be another Hilbert space such that L2(0)  C U with a Hilbert-Schmidt embedding,
then W is a process with values in U and a random variable with values in C(R, U).
Identifying P with its image by W, we can assume with no loss of generality that
52 = {w E C(W, U), w(0)  = O},
that F’  is a Wiener measure and that
W(t) =  w ( t ) ,  t  E R,  w  E R.
In this setting, we can define a family of measure preserving and ergodic transformations
(&>GR on 0 by
e,w(t)  = w(t + s) - w(s), t, s E R.
The function cf,  is a linear bounded transformation on L2(D), precise assumptions on Cp
will be given below.
We also introduce the linear unbounded operator on L2(D), let:
L = -A, D(L) = H2(D)  II  H;(D),
and rewrite (4.1),  (4.2) as
(4.4) du + Lu dt = f(u)dt + (PdW.
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We set
H = L’(D)
and denote by (.I,  (., .)  ‘t1 s norm and inner product. Also, 1 I.1 1 is the norm on H,1  (D). It
is well known that L generates an analytic semigroup (e-Lt)t2a.  We assume that for any
t > 0, ePLt@ is in the space L;(H)  of Hilbert-Schmidt operators on H and
(4.5)
Then,
t
.2(t) =
1,
e-+%dW(s)
is the unique stationary solution of the linear equation
dz + Lzdt  = +dW.
Moreover, for any t, s,
(4.6) z(t,  d,$W)  =  Z(t  +  s,  w ) ,  P  a.s.
Here the exceptional set may a priori depend on t and s. In fact, we will assume that
z has a continuous modification and, when this modification is chosen, the exceptional
set is independent of t.
The main assumption on @ is that
(4.7) for any 4 > 1, z has paths in C(R, L4(D))
Since z is Gaussian, it follows that for any q, r > 1, iE( Iz(t)l~c,(D,)  is finite and independent
of t.
Assumptions (4.5) (4.7) are satisfied for instance if r~ = 1 and @ is the identity
(space-time white noise), or if Q is Hilbert-Schmidt from H to H”(D) with s 2 :.
Using a Gale&in approximation and similar estimates as those derived below, it is
classical to prove that for any s E R, x E H and w E R, there exists a unique solution in
C([s, t]; H) u L2(s,  t; H;(D)) u L2p([s,  t] x D);
for any t 2 s of
(4.8)
{
2 + Lv  = f(u + x),
2)(s) = z - z(s).
Then 11, = 11 + z is a solution of (4.4) such that u(s) = 5. We set
u(t, w) = S(t, s; w)Ic.
Clearly, for t > T > s and w E R
(4.9) s(t>  s;  w) = S(t, ?-; W)S(T, s;  w).
Below, ci, i = 1, . . . . denote constants that depends only on L, G, D, or f
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4.2. The random attractor
We now want to apply the result of [7]  to prove the existence of a random attractor.
Let ul,  ~2  be two solutions of (4.4) then substracting  the equations and multiplying
by ILL - u2 we have:
(4.10) ;;I111  - ml2  + 11% - @II2  = (f(w)  - f(U2),%  - lL2)
I CllW  - u212.
It is easy to see that thanks to (4.3),  there exists cl such that
(4.11) f’(x) 2 Cl, .x  E Iw.
It follows, by Gronwall lemma:
Iw(t)  - ~2(t)l 5 es+-s)lUl(S)  - ?.&)I,
for t > s.  In particular
(4.12) IS(t,  s; w)x - S(t, s; w)yl 5 e”l(t-s)lz - y(,
for s 5 t, w E R, x,y E H.
Also, for t 2 s,  x E H, the mapping
w  I-+  S(t,  s ;  w)x
is clearly measurable. And, thanks to (4.6),  for any t 2 s,  x E H, we have
S(t, s; w)x = S(t  - s, 0; d,W)X>
P almost surely.
It remains to prove the existence of a compact attracting set. This is given by the next
two lemmas where we prove that, in fact, there exists a compact absorbing set.
LEMMA 4.1. - For any -1 5 t 5 0 and P almost all w E 52,  there exists a random
variable rt(w) such that, for any R > 0, there exists so(w,  R) satisfjkg
IS(t,  3; w)xI I rt(w),
for 1.~1  5 R, s 5 so(w,  R).
Proof. - Let z E H, s 5 t ,  and ‘u be the solution of (4.8). We have
$u12 + llul12 = (f(u  + z),u).
It is not difficult to find c2,  c3,  c4 such that
2(.f(v  + z>, u) 5 --c2lv  + 21 Z’(D) + c3121gP(D) + c4
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and, by Poincare  inequality, there exists c5,  such that for any u E Hi(D):
1
11~112  L plv12.
Hence we deduce
(4.13) ~1*112 + c512r12  + ~~~~~2  + c2(‘u  + zl& 5 ““IzI$“(D)  + Cd.
It follows that, for t > s,
Since ]z(o)]~z~(~)  has a subpolynomial growth, (see [8],  Lemma 15.4.4),  we can find, for
any R > 0, a time so(R,w)  < 0 such that if 1x1 < R, s < so(R,w),
and
lu@)12  I G(W)
J
t
=2+2 ‘-rS(t-n)(C:glZ(o)/~~p(D) + c4)da + 2lz(t)l”. n
--w
LEMMA 4.2. - The image of the ball of center 0 and radius r-~(w) by S(0, -1; w) is a
compact absorbing set : it is compact and for any bounded set B in H, we have:
S(0, s; w)B c S(O> -1; w)B(O,  T-I(W)),
for s 5 sl(B,w).
Proof. - We already know by Lemma 4.1 that $ almost surely, for any B bounded in
H, there exists sO(B,  w) such that for s < sO(B,  w) - 1 = sl(B,  w)
S(0,  s; w)B = S(0, -1; w)S(-1,  s;  w)B
c S(O> -1; w)B(O,  T-I(W)).
It remains to prove that K(w) = S(0, -1; w)B(O,  r-i(w))  is compact. Let (u$)~~N  be a
sequence in K(w) and un be the solution of (4.8) such that v”(0) = ut - z(O). We easily
get, from (4.13),  that for t E [-l,O]:
lv”(t)12  + J’ ll~7L(~)l12d~  + ~2 [; 14s) + +)l&,~d~~
- 1
F 1~~“(-1)1”  +
.I,
’ (~l~(s)l~p(~~  + c&S.
Since
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we deduce that (v~),~N  is bounded in L”(-1,O; H)  n L2(-1, 0; Hi(D))  and, by classical
arguments (see [ 15]), it is compact in L2(  -l,O; H). Hence, there exists a subsequence
(1)““)  convergent to a function w in L2(-1, 0; H); moreover v is a solution of (4.8). Let
UrJ  = w(0) + z(0).
Similarly as (4.12),  we have:
1210 - ut”  I2  5 e-2c1tlw(t)  - P (t)l”.
We integrate on [ - 1, O] and obtain
so that (utk ) converges to u.  in H. W
We are now in position to apply Theorem 2.2 of [7]  and to obtain the following result.
THEOREM 4.3. - There exists a compact measurable set (A(w)),~~  with the following
properties:
* A(w) is invariant:
S(t,s;  w)A(B,w) = A(&w),  s 5 t,
and it is the largest compact invariant set.
* A(w) attracts the bounded sets:
For any B c H bounded
d(S(t,  s; w)B; A(&w)) + 0, Pa.s.,
when s -+ --03.  And it is the minimal such set.
* For any B c H bounded, s E R,
d(S(t,  s; w)B; A&w))  + 0
in probability when t + CXJ.
4.3. Hausdofl  dimension of A(w)
We set
S(w) = S&O;  w), w E R
and
0 = $1.
Then the random attractor A(w), w E 0 is a compact measurable set invariant by S. In
order to apply Theorem 2.4, we need to check that (2.3)-(2.11)  hold. The proof of (2.3) is
quite lengthy and is postponed to the end of this section, where we prove the next lemma.
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LEMMA 4.4. - The mapping S is almost surely uniformly differentiable on A and
there exist Q > 0 and a random variable K satisfying (2.3)-(2.5).  For any ZLO  E A(w),
DS(w,u)o.h  = U(1) where U is the solution of:
(4.15) g + LU = f’(‘LL)U,
U(0) = h
and u(t) = S(t, 0; w)uo.  Moreover,
so that (2.11) holds.
Since ai(DS(w,  u)) is equal to the norm of DS(w, U) in L(H), it is not difficult, using
(4.1 l), to prove that we can choose
61 = ec’,
and (2.8)-(2.10)  hold.
Following [21] chapter V, sections 1 and 2, we have
J
1
wd(DS(w,u~))  =  s u p  e x p WC-L + f’(S(~,o;  w)uo))oQ~T))~T,
where Q~(T) is the orthogonal projector in H onto the space spanned by U,(T),  . . . . ud(?-)
and Ui (T) is the value at time T of the solution of (4.15) with h = &.
Let us fix an CXthOnOrmal  basis $~i,  . . . . ?&  of Qd(r)H,  then
WC-L + f’(U))OQd(T))  = $C-CL$i; $i)  + (f’(u)llfi,  4;))
i=l
d
i=l
It is shown for instance in [21], chapter VI section 2.1, that there exists a cg > 0 such that:
k(Llj,;, $J 2 cGdl+*.
i=l
We deduce that:
wd(Ds(w, UO)) 5 ‘=V((-G& + C2)4,
P almost surely for any ua E A(w). We take ijd as the constant random variable
ad = exp((-cad’  + 1)d)
and (2.6),  (2.7) hold providing
0
11.2
d>c7= 5 .
We have proved the following result:
THEOREM 4.5. - The stochastic reaction-difusion  equation (4.4) defines a stochastic
semiflow  (S(t, 3; w)) t2s,wEn which possesses a random attractor A(w), w E R. Moreover,
the Hausdorfdimension of A(w) is almost surely fiite and not larger than ~7.
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4.4. Proof of Lemma 4.3
This proof is a stochastic version of the proof Lemma 2.3 and Lemma 3.1 in [17]. It
is splitted in steps.
Step 1. - Bounds in Lq(D).
For k E N, we set
a(k) = 2k(p  - 1) + 2.
Let uc E A(w), by the invariance of A(w) we know that there exists (~(t))~~n  such that
u(t) = S(t, s;  W)U(S) E A(&w) for s 5 t, and U(O)  = ~0. Let w = u - z, it is a solution
of (4.8) and using similar arguments as in the derivation of (4.13),  we can prove the
existence of cf,  ci, et such that:
(4.16)
we prove by induction that, for any k 2 1, there exists ci such that for t E W:
For k = 1, (4.16) results from the integration of (4.13) on [t - 1, t]. Let us assume that it
holds for k. We integrate (4.16) on [s,  t],  s E [t - 1, t] and deduce
(4.18) Iw;~!,(D) L I”(4l”Lt&q  + 4
Now we integrate with respect to s and obtain thanks to the induction assumption
(4.19) IW’$&,~  I ct  1+( Jtt - k 1441;?&Djds + I4t  - k)l%,(,))
+ c: Jt;l Ik(~)l;~&D~~s  + 4.
The integration of (4.16) on [t - 1, t] also gives :
( J
t - 1
.Q; 1+
t - k - l
I+)I;%&s + b(t - k - 1)1&,)
>
Since  l+)l~!&,~ can be bounded in terms of I.z(s)I~~~~~,~~~,  k and D, it is easy to
conclude that (4.17) holds for k + 1. This ends the induction argument. It follows from
this proof that (4.19) holds for any k.
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Using (4.14),  it can be deduced that for any k,  T E N, there exists C(T?  k) such that:
and for q  2 1, T E N, there exists a random variable K(T,  q) such that
(4.20)
and
(4.21)
for any k E N.
Step 2. - An auxiliary estimate.
Let ul,  u2 in Lq(D)  for any q  2 1 and let 1 < q*  < 2. We wish to estimate
Let c7 be such that
If(x)  - f(y) - f’(x)(Lc - y)I 5 c7(Iz12p-2  + lY12p-2)I~  - !A*>  Z,Y E R
and 6 E (0, F), E = 2 - q*  (1 + 6).  By Hblder’s inequality, we have
and
(4.22) If(%) - fh2)  - f’(dbl  - ~2)lW(D)
5 CS(I’zLlIL~I(D)  f l~21LqD))r11%  - u211+?
with
q1 = f(2pq* - 2 + E):
E
Step 3. - Proof of (2.3).
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Let U, ‘u. + h E A(w), we denote by:
72(t) = qt, 0; w)u,  u”(t) = S(t,  0; w)(u + h),
for t E [0, 11, and consider U the solution of
g + LU  = f’(u$Y,
U(0) = h
and
r = u1 - u2 - u.
Then
$ + Lr = f’(ul)r  + f(U1) - f(u2)  - f’(ul)(ul  - u”)
and
(4.23) i$Ir12  + llrl12 = (f’(d)?-,?-)  + (f(d) - f(u2)  - f’(ul)(ul - u2),4.
By (4.11)
(4.24) (f’(+,  r) 5 C11~12..
By Sobolev embedding, we have
H;(D) c Lp*(D),
for some p* > 2. Let q* denote the conjugate exponent of P*. Then
(f(d) - f(u2)  - f’(ul)(ul - U2)> 4
F I.+‘) - f(u2) - f’(uW - ~2h’*(D)ldL~*(D)
I c1ol.w)  - fb2) - f’Wul - ~2)lL~*(D)ll~ll
I: clllf(~l)  - fb2) - f’w(~l - ~2)I;u*(D) + IHI
and by (4.22),  (4.23),  (4.24)
;/ri2  5 2c+-12  + c12(lu11LqD) + 17L21LqD))2r11u1  - q2+25.
We now use (4.12)
Id(t)  - u2(t)l  5 ecllhl,  t E [0, l]
and the Gronwall Lemma to derive
This implies (2.3) with
K = max(cd2r1, R), 1)
and
cy = 6.
Finally, (2.11) follows from (4.21).
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