University of Memphis

University of Memphis Digital Commons
Electronic Theses and Dissertations
11-21-2014

Engineering Seismology Studies in Linear and Non-linear Ground
Motion
Donny Triananda Dangkua

Follow this and additional works at: https://digitalcommons.memphis.edu/etd

Recommended Citation
Dangkua, Donny Triananda, "Engineering Seismology Studies in Linear and Non-linear Ground Motion"
(2014). Electronic Theses and Dissertations. 1062.
https://digitalcommons.memphis.edu/etd/1062

This Dissertation is brought to you for free and open access by University of Memphis Digital Commons. It has
been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu.

ENGINEERING SEISMOLOGY STUDIES IN LINEAR AND NON-LINEAR
GROUND MOTION
by
Donny Triananda Dangkua

A Dissertation
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy

Major: Earth Sciences

The University of Memphis
December 2014

ACKNOWLEDGEMENTS
I would like to thank my advisor Chris H. Cramer and co-advisor Charles A.
Langston for their guidance and patience throughout my studies. I would also like to
thank my advisory committee members Oliver Boyd, Stephen Horton, and Shahram
Pezeshk for all the constructive comments and criticisms that made this dissertation
possible. Thanks to Greg Steiner for the experimental accelerometers, Jim Bollwerk,
Chris McGoldrick, and David Steiner for their help and support in preparing and during
the field experiment. Thanks to Philip and Monsur for their help in the fieldwork, Shishay
for all the discussions, encouragement, and help. Thanks to all CERI faculty, staff, and
students for their contribution in many different ways. Thanks to CERI for supporting
this research and making the field experiment possible. Special thanks goes to my family
for the endless love and support all through the years.
I would also like to thank the Network for Earthquake Engineering Simulation
(NEES) at the University of Texas, Austin, TX, for their help and support during the field
experiment, especially Dr. Farn-Yuh Menq, Cecil G. Hoffpauir, and Andrew Valentine.

ii

ABSTRACT
Dangkua, D. T. Ph.D. The University of Memphis. December 2014. Engineering
Seismology Studies in Linear and Nonlinear Ground Motion. Major Professor: Chris H.
Cramer.
Part 1: Three-dimensional wave gradiometry is applied to data collected in an array
field experiment composed of experimental three-component micro-electro-mechanicalsystem (MEMS)-based accelerometers. The objective of the experiment is to obtain nearsurface shear wave velocity and shear strain in order to study nonlinear soil behavior. A
weak motion and synthetic dataset were used to test the methods to calculate spatial
derivatives and their uncertainties, and wave gradiometry coefficients. Displacement
gradients in all three Cartesian directions are also calculated. The gradients are used to
form the displacement gradient tensor, giving strains and rigid body rotation. The
synthetic dataset is used to help in understanding the results from the field observations.
Part 2: Nonlinear soil behavior can be illustrated by a shear modulus reduction
curve where shear modulus decreases as shear strain increases. A field experiment is
performed to develop the reduction curve from in-situ measurements. An array of
experimental three-component MEMS-based accelerometers is deployed to record strong
ground motion produced by a large shaker truck with frequencies ranging from 5-40 Hz
and different driving force amplitude. Wave gradiometry and the calculated displacement
gradient are used to measure the change in phase velocity and shear strain, respectively,
as a function of frequency and driving force amplitude. Shear strains produced by the
propagating strong ground motions can be up to 1.4 x 10-4.
Part 3: The question of whether a single ground motion intensity correlation
equation (GMICE) is applicable to both eastern North America (ENA) and California is
examined. The issue is addressed by collecting the datasets from previous studies.
iii

Additional data from recent earthquakes in ENA are added. The median of ground
motion values at each modified Mercalli intensity (MMI) level and their uncertainties are
calculated for peak ground velocity (PGV), peak ground acceleration (PGA), and 5%
damped pseudo response spectral acceleration (Sa) at 0.3, 1.0, and 2.0 s. I find that the
median value of PGV, and Sa at 1.0 and 2.0 s at any particular intensity is higher for
California than the ENA. A log-linear-fit of MMI to the median values of ground motion
is used to determine a GMICE specific to each region.
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PREFACE
This dissertation, Engineering Seismology Studies in Linear and Nonlinear Ground
Motion, includes three papers.
The first paper, Wave Gradiometry Using a Three-Dimensional Array of
Experimental MEMS-based Accelerometers, co-authored by Donny T. Dangkua, Charles
A. Langston, Chris H. Cramer, and Greg Steiner, has been submitted to the Bulletin of
Seismological Society of America (BSSA).
The second paper, Wave Gradiometry Application in Engineering Seismology:
Field Measurement of Nonlinear Soil Behavior, co-authored by Donny T. Dangkua,
Charles A. Langston, and Chris H. Cramer, will be submitted to the Bulletin of
Seismological Society of America (BSSA). All data used in the first and second paper
were collected by the authors using equipment from the Center for Earthquake Research
and Information (CERI) - University of Memphis. Seismic Analysis Code (SAC;
Goldstein and Minner, 1996; Goldstein et al., 2003), MATLAB, and SPECFEM3D
Cartesian software were extensively used in preparing these papers.
The third paper, Felt Intensity versus Ground Motion: A Difference Between
California and Eastern North America?, co-authored by Donny T. Dangkua and Chris H.
Cramer, was published in the Bulletin of Seismological Society of America (BSSA), Vol.
101, 1847-1858, 2011.

v

TABLE OF CONTENTS
PAGE
CHAPTER
1

INTRODUCTION

1!

1.1! Wave Gradiometry Using a Three-Dimensional Array of Experimental
MEMS-based accelerometers
2!
1.2! Wave Gradiometry Application in Engineering Seismology: Field
Measurement of Nonlinear Soil Behavior
3!
1.3! Felt Intensity versus Ground Motion: A Difference between California and
Eastern North America?
4!
2

WAVE GRADIOMETRY USING A THREE-DIMENSIONAL ARRAY OF
MEMS-BASED ACCELEROMETERS
2.1!
2.2!
2.3!
2.4!
2.5!
2.6!
2.7!
2.8!

3

5!
7!
16!
19!
22!
33!
41!
43!

WAVE GRADIOMETRY APPLICATION IN ENGINEERING SEISMOLOGY:
FIELD MEASUREMENT FOR NONLINEAR SOIL BEHAVIOR
45!
3.1!
3.2!
3.3!
3.4!
3.5!
3.6!
3.7!

4

Introduction
Determining the Displacement Gradient Tensor
The Experimental MEMS-based Accelerometer
Experiment Setup
Weak Motion Data
Discussion
Conclusions
References

5!

Introduction
Experiment Setup
Strong Motion Data
Nonlinear Soil Behavior
Discussion
Conclusions
References

45!
47!
50!
53!
59!
64!
66!

FELT INTENSITY VERSUS GROUND MOTION: A DIFFERENCE
BETWEEN CALIFORNIA AND EASTERN NORTH AMERICA?

69!

4.1!
4.2!
4.3!
4.4!
4.5!
4.6!
4.7!

69!
70!
73!
78!
87!
93!
95!

Introduction
Datasets
Difference in Datasets
Predictive Relationships
Residual Analysis
The Issue of Magnitude and Distance Ranges
Discussions and Conclusions
vi

5

4.8! References

99!

CONCLUSIONS

101!

5.1! Wave Gradiometry Using a Three-Dimensional Array of Experimental
MEMS-based accelerometers
101!
5.2! Wave Gradiometry Application in Engineering Seismology: Field
Measurement of Nonlinear Soil Behavior
102!
5.3! Felt Intensity versus Ground Motion: A Difference Between California and
Eastern North America?
103!
REFERENCES

105!

APPENDIX

110!

vii

LIST OF TABLES
TABLE

PAGE

2.1. The locations of the sensors for the example case

14!

2.2. STMicroelectronics’ MEMS sensor (LIS352AX) specifications

17!

2.3. The velocity profile used to generate the synthetic dataset

34!

3.1. Near-surface velocity profile used to generate the synthetic dataset

60

4.1. Linear Regression Results for PGV, PGA and spectral accelerations of 0.3 sec,
1.0 sec, and 2.0 sec
83!
4.2. Linear Regression of MMI residuals for PGV, PGA and spectral accelerations of
0.3 sec, 1.0 sec, and 2.0 sec
92!

viii

LIST OF FIGURES
FIGURE

PAGE

2.1. Harmonic waveforms for an irregular cubical configuration matching the field
experiment geometry are shown in (a), with the waveform for the reference
station shown by the black line. Numerical computations of the radial and
vertical spatial derivatives of the waveforms compared to the theoretical
derivatives are shown in (b) and (c), respectively. The numerical derivatives are
obtained from 1st-order and 2nd-order Taylor series expansion described by
Equation (1). Comparison between calculated shear strain and rigid body
rotation, that are obtained using the theoretical and numerical derivatives, are
shown in (d) and (e), respectively.
12!
2.2. Wave gradiometry results using the numerical derivatives shown in Figure 2.1.
The solid line for each parameter is obtained from spatial gradient analysis
using numerical derivatives that are calculated from 1st-order (gray) and 2ndorder Taylor series expansions (black), and the dashed lines denote the true
values. The azimuth is estimated from Equation (20) in Langston (2007b). 15!
2.3. The experimental MEMS-based accelerometer. The MEMS sensor is mounted
on the middle circuit board in the top row (left), and installed at the bottom of
the stacked circuit boards (center). The accelerometer is shown with two
eyebolts and steel-wire on top before it is deployed (right).
17!
2.4. Calibration results for the experimental MEMS-based accelerometer. Each plot
contains two recorded seismograms for shake table motion from both the
experimental (shown in black line) and industrial (FBA ES-T) accelerometers
(shown in gray line) for E-W component (top), N-S component (middle), and
vertical component (bottom).
18!
2.5. Response function plots for the MEMS-based accelerometer (solid) and the
FBA ES-T (dashed).

19!

2.6. Field experiment setup is shown within a geocentric Cartesian coordinate
system. The relative location of the shot point to the array from the top view is
shown in the top left figure. The top right and bottom figures show the locations
of the accelerometers within the array relative to the reference accelerometer
(RS) in a rotated coordinate system with the reference accelerometer at the
origin. Note that the rotated coordinate system in this figure is just for the
purpose of display. The accelerometers were installed at three different depths,
~0.5 m (triangles), ~1.0 m (squares), and ~1.5 m (circles).
21!
2.7. Seismograms for the vertical component of motion that were recorded from the
field experiment are shown by gray lines, and the filtered seismogram from the
reference accelerometer is shown by the black line (top panel); followed by the

ix

spatial derivatives in all three Cartesian directions (black lines) and their
associated uncertainties (gray lines).

23!

2.8. 3-D wave gradiometry results using the vertical component of the weak motion
data and spatial derivatives at the reference station. (a) The original and filtered
seismograms at the reference station shown by gray and black lines,
respectively. (b) Estimated A coefficients in Cartesian and radial directions. (c)
Estimated B coefficients in Cartesian and radial directions. (d) Radial (2-D) and
spherical (3-D) phase velocities shown by black and gray lines, respectively. (e)
Estimated propagation azimuth shown by the black line, and the source-receiver
azimuth shown by the gray line.
24!
2.9. Displacement seismograms for the E-W component of the weak motion data for
all stations shown in top panel (gray lines), and the seismogram for the
reference station shown by the black line; followed by the displacement
gradients in all three Cartesian directions (black line) and their associated
uncertainties (gray lines). The shaded area shows the selected time window for
the major wave.
27!
2.10. Displacement seismograms for the N-S component of the weak motion data for
all stations shown in top panel (gray lines), and the seismogram for the
reference station shown by the black line; followed by the displacement
gradients in all three Cartesian directions (black line) and their associated
uncertainties (gray lines). The shaded area shows the selected time window for
the major wave.
28!
2.11. Displacement seismograms for the vertical component of the weak motion data
for all stations shown in top panel (gray lines), and the seismogram for the
reference station shown by the black line; followed by the displacement
gradients in all three Cartesian directions (black line) and their associated
uncertainties (gray lines). The shaded area shows the selected time window for
the major wave.
29!
2.12. (a) Calculated shear strains at the reference station from the weak motion data,
for the strains on the x-y plane (top), x-z plane (middle), and y-z plane (bottom).
(b) Calculated rigid body rotations at the reference station from the weak
motion data, for the rotations about the x-axis (top), y-axis (middle), and z-axis
(bottom). The shaded area shows the selected time window for the major wave.
30!
2.13. Calculated areal strains and dilatation, from the weak motion data, for the
reference station. The shaded area shows the selected time window for the
major wave.

31!

2.14. (a) Transformed shear strains from the weak motion data, for the strains on the
transverse-radial plane (top), transverse-vertical plane (middle), and radialvertical plane (bottom). (b) Transformed rigid body rotations from the weak

x

motion data, for the rotations about the transverse axis (top), radial axis
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CHAPTER 1
INTRODUCTION
Wave gradiometry is a data processing technique that relates the spatial derivative
of a waveform with its original waveform and its time derivative through two
coefficients. The first coefficient gives the change in geometrical spreading and the
second gives the slowness of the wave that propagates through a reference station within
a gradiometer array. Since the beginning of its development (Langston, 2007a; b; c),
wave gradiometry has been used for one- and two-dimensional (2-D) surface arrays. It
has been used to resolve wave attributes, such as wave propagation azimuth, slowness,
geometrical spreading, and radiation pattern (Langston, 2007a; b; c; Liang and Langston,
2009, Poppeliers, 2010; Poppeliers, 2011), as well as to measure strains and rigid body
rotations (Langston and Liang, 2008; Langston et al., 2009).
This dissertation presents two field experiments for wave gradiometry using active
sources that are recorded by a small, dense array of experimental micro-electromechanical-system (MEMS)-based accelerometers. The main objective of the
experiments is to obtain shear wave velocity and shear strain in order to study nonlinear
soil behavior. Chapter 2 uses a three-dimensional array to record weak ground motion
generated from a close distance and concentrates on the array design as a trial for the
experimental accelerometers. Chapter 3 uses a two-dimensional array in the radialvertical plane to record a series of strong ground motions generated by large shaker truck
(vibroseis). The use of the shaker truck is expected to induce nonlinear soil behavior. The
main objective of the experiment is to observe nonlinear soil behavior and develop shear
modulus reduction curve from an in-situ experiment.
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In addition to the wave gradiometry studies, Chapter 4 presents a study on the
predictive relationship between felt intensity and ground motion parameters for
California and Eastern North America (ENA) earthquakes. This study addresses the issue
of whether California (interplate) and ENA (intraplate) ground motion intensity
correlation equations scale differently.
1.1

Wave Gradiometry Using a Three-Dimensional Array of Experimental
MEMS-based accelerometers
This study presents a field experiment using a small, dense three-dimensional (3-D)

array of experimental MEMS-based accelerometers to record weak motion data generated
by a hammer source. The objective is to use the wave gradiometry and 3-D array data to
obtain shear wave velocity and shear strain in order to study nonlinear soil behavior due
to seismic waves that propagate through the array. However, in this study I concentrate
on the array design as a trial for the experimental accelerometers. Calibration results for
the experimental accelerometers are also presented.
Three-dimensional wave gradiometry theory follows much of Langston (2007b) for
a two-dimensional Cartesian coordinate system with an additional set of coefficients for
the vertical direction. I developed a method to calculate spatial derivatives and their
associated uncertainties using Taylor series expansion and Monte Carlo error
propagation. Analysis of the field data is compared to that from a synthetic dataset in
order to help in understanding the results from the field observations.

2

1.2

Wave Gradiometry Application in Engineering Seismology: Field
Measurement of Nonlinear Soil Behavior
Nonlinear soil behavior can be illustrated by simple curves known as shear

modulus reduction and damping ratio curves. These curves relate a change in shear
modulus and damping ratio with the shear strain level. Nonlinear behavior is observed
when the shear modulus decreases and damping ratio increases as the shear strain
increases.
Nonlinear soil behavior under cyclic loading has been studied for many years from
both laboratory and field experiments. Chapter 3 presents a field measurement of
nonlinear soil behavior using wave gradiometry. This data processing technique is
applied to a strong motion dataset that is recorded using a small, dense array of
experimental micro-electro-mechanical-system (MEMS)-based accelerometers. The array
is used to record a series of strong ground motions with various frequencies and
amplitudes generated by a large shaker truck (vibroseis). The main objective of the study
is to observe the change in shear wave velocity and shear strain with increasing amplitude
of strong ground motion. Wave gradiometry is used to calculate the shear wave velocity
as a function of frequency of the incoming wave as it propagates through the array. Shear
strain is measured from the calculated displacement gradient in both vertical and radial
directions. Taylor series expansion of the waveforms relative to a reference station is
solved in order to calculate the displacement gradient. Monte Carlo error propagation is
used to calculate 95% confidence limits of the calculated displacement gradient in order
to estimate associated uncertainty of the gradient.

3

1.3

Felt Intensity versus Ground Motion: A Difference between California and
Eastern North America?
Predictive relationships between felt intensity and ground motion parameters, also

known as ground motion intensity correlation equations (GMICEs), have been developed
for Eastern North America (ENA [intraplate]) and compared to relationships for
California (interplate). The predictive relationships or, equivalently GMICEs, are needed
for ENA implementations of ShakeMap, which are mainly developed based on the
Modified Mercalli Intensity (MMI) scale. Using a GMICE, a ground motion parameter
such as peak ground velocity (PGV) or peak ground acceleration (PGA) measured by a
seismic instrument can be used to estimate MMI at a site.
Chapter 4 presents comparison between California and ENA datasets. I evaluate the
relationships between the MMI value and PGV, PGA, and 5% damped pseudo response
spectral acceleration (Sa) at 0.3 second, 1.0 second, and 2.0 second. GMICEs for both
ENA and California are proposed based on the results of this study.
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CHAPTER 2
WAVE GRADIOMETRY USING A THREE-DIMENSIONAL ARRAY OF
MEMS-BASED ACCELEROMETERS
2.1

Introduction
Wave gradiometry is a data processing technique that relates the spatial derivative

of a waveform with its original waveform and its time derivative through two
coefficients, A and B (see Appendix). The first coefficient gives the change in
geometrical spreading and the second gives the slowness of the wave that propagates
through a reference station within a gradiometer array. Since the beginning of its
development (Langston, 2007a; b; c), wave gradiometry has been used for one- and twodimensional (2-D) surface arrays. It has been used to resolve wave attributes, such as
wave propagation azimuth, slowness, geometrical spreading, and radiation pattern
(Langston, 2007a; b; c; Liang and Langston, 2009, Poppeliers, 2010; Poppeliers, 2011),
as well as to measure strains and rigid body rotations (Langston and Liang, 2008;
Langston et al., 2009). In this study, we use wave gradiometry to analyze data from an
experimental three-dimensional (3-D) array. A small, dense array is configured as an
irregular 3-D cube and is composed of experimental three-component micro-electromechanical-system (MEMS)-based accelerometers. Our objective is to use the wave
gradiometry and 3-D array data to obtain shear wave velocity and shear strain in order to
study nonlinear soil behavior due to seismic waves that propagate through the array.
However, in this study we concentrate on the array design as a trial for the experimental
accelerometers. As we will show, these accelerometers have the capability to record the
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strong ground motions that are needed to induce nonlinear soil behavior, and they are
ideal instruments to build a small, dense array because of their relatively small size.
Three-dimensional wave gradiometry theory follows much of Langston (2007b) for
a two-dimensional Cartesian coordinate system with an additional set of coefficients for
the vertical direction. The spatial derivative is calculated using generalized inverse theory
to solve Taylor series expansion of the waveforms relative to a reference station. The
second-order term of the Taylor series is included to get a better estimate of the firstorder spatial derivatives. Monte Carlo error propagation is used to calculate 95%
confidence limits of the calculated spatial derivative in order to estimate associated
uncertainty. We apply the 3-D theoretical computation to weak motion and a synthetic
dataset. A hammer source located ~6 m away from the reference station in the center of
the array was recorded. Prior to fielding the experiment, the experimental accelerometers
were calibrated by comparing recorded shake table seismograms with seismograms from
a known industrial accelerometer. Fifteen MEMS-based accelerometers are used to build
the 3-D array. Synthetic seismograms are generated using the SPECFEM3D Cartesian
program package (Peter et al., 2011; Komatitsch et al., 2010a, b; Komatitsch, 2011;
Carrington et al., 2008; Martin et al., 2008a) and used to help in understanding the results
from the field observations.
By using a 3-D array, we are able to calculate wave gradiometry coefficients in all
three Cartesian directions, as well as the displacement gradient. We will show results for
estimating the 3-D wave gradiometry coefficients giving wave phase velocities and
propagation azimuth, and the displacement gradient tensor, which provide strains (areal
and shear), dilatation, and rigid body rotations. The results from this study will be used to
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plan another experiment involving a range of strong ground motions amplitude generated
by a large seismic truck (vibroseis). The main objective of the experiment will be to
observe nonlinear soil behavior or the change in shear wave velocity and shear strain as
the amplitude of the ground motion increases.
2.2

Determining the Displacement Gradient Tensor
Wave gradiometry in a 3-D Cartesian coordinate system consists of three 1-D

spatial gradient analyses (Appendix). More details of 3-D wave gradiometry theory for
scalar and polarized waves can be found in Poppeliers et al. (2013) and Poppeliers and
Puno!evac (2013), respectively. Langston (2007b) mentioned that one of the major
problems in the implementation of multi-dimension spatial gradient analysis is to find
accurate spatial derivatives and to estimate their associated uncertainty. This section
presents theoretical background on how to calculate the spatial derivative and their
associated uncertainties from point measurements.
Spatial derivatives with respect to each Cartesian direction (x, y, and z) can be
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for each
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byrespect
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where ui (xi, yi, zi) is the waveform that recorded at ith station, and it can be in either
displacement, velocity or acceleration.7 The above equation is Taylor’s series that
expanded up to 2nd-order term. An example using synthetic waveforms is presented at the

where ui (xi, yi, zi) is the waveform recorded at the ith station, and it can be in either
displacement, velocity or acceleration. The above Taylor series includes all 2nd-order
terms. An example using synthetic waveforms is presented at the end of this section, in
order to demonstrate the reason behind using the 2nd-order term expansion instead of
using only the 1st-order term expansion (the first four terms in the right-hand side of
Equation (1)).
using only the 1st-order term expansion (the first three terms in the right-hand side of
Equation (1) can be rewritten into matrix form Gm = d, where
equation (1)).
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This equation can be solved using
This equation can be solved using the least-squares generalized inverse
m = (GT G)!1 GT d.

(3)

The uncertainty of the spatial derivative can be estimated by performing Monte Carlo
m = (GT G)!1 GT d.
(3)
error propagation in order to obtain 95% confidence limits of the spatial derivative. The
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where
r = d-d

(3)

m = (GT G)!1 GT d.

The uncertainty of the spatial derivative can be estimated by performing Monte Carlo
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usedconfidence
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used to estimate the standard deviation using (Aster et al., 2005)
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where
where

r = d - d est

(5)

and m and n are the row and column size of G, respectively. Normalized and filtered
r = d - d est
(5)
noise is then added to the dest. Monte Carlo simulations are performed for q numbers of
and m and n are the row and column size of G, respectively. Normalized and filtered
5

noise is then added to the dest. Monte Carlo simulations are performed for q numbers of
realizations to solve for mMC from the following equation using Equation (3) for each
realization,
realizations to solve for mMC from the following equation using equation (3) for each
G m MC = d est + noise .
(6)
realization,
G m = d est + noise .
Thus, the 95% MC
confidence limit can be calculated using (Aster et al., 2005)

(6)

Thus, the 95% confidence limit can be calculated using (Aster et al., 2005)

95% confidence interval = m ±1.96 ! diag Cov(m) ,

(7)

where Cov(m) is the approximate covariance matrix for q realizations given by
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By solving equation (2) for displacement at each station within a 3-D array, the
displacement gradient tensor can be calculated and decomposed into symmetric and

95% confidence interval = m ±1.96 ! diag Cov(m) ,

(7)

where Cov(m) is the approximate covariance matrix for q realizations given by
ATA
= the difference between the calculated and average model
and A is a matrix Cov(m)
that contains
q

(8)

and A is a matrix that contains the difference between the calculated and average model
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(9)
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(9)

ByBy
solving
Equation
(2) for
gradient,
gradient
tensor
solving
equation
(2) displacement
for displacement
at the
eachdisplacement
station within
a 3-D
array, the
can be calculated
and decomposed
intocan
symmetric
and antisymmetric
parts ininto
termssymmetric
of
displacement
gradient tensor
be calculated
and decomposed
and
the strain
tensor and rigid
bodyasrotation
(Sadd, tensor
2009), respectively,
and can
be written
as 2009),
antisymmetric
parts
the strain
and rigid body
rotation
(Sadd,
respectively, and can be written as
"
$
$
$
$
eij = $
$
$
$$
#

%
1 " !ux !uy % 1 " !ux !uz % '
+
+
$
'
$
'
2 # !y !x & 2 # !z !x & '
'
!uy
1 " !uy !ux %
1 " !uy !uz % '
+
+
$
'
$
'
2 # !x !y &
!y
2 # !z !y & '
'
"
%
'
"
%
!u
!uz
1 !uz !ux
1 !uz
+
+ y'
$
'
$
''
2 # !x !z & 2 # !y !z &
!z
&
!ux
!x

(10)

(10)

and

and

1 # !u !u &
! x = % z " y (,
2 $ !y !z '
1 # !u !u &
! y = % x " z (,
2 $ !z !x '
1 # !u !u &
! z = % y " x (.
2 $ !x !y '

6

(11)

(11)

In addition, dilatation can be calculated as (Sadd, 2009)

! = e1 + e2 + e3 ,

(12)

where e1, e2, and e3 are the three principal strains.
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Figure 2.1. Harmonic waveforms for an irregular cubical configuration matching the field
experiment geometry are shown in (a), with the waveform for the reference station shown
by the black line. Numerical computations of the radial and vertical spatial derivatives of
the waveforms compared to the theoretical derivatives are shown in (b) and (c),
respectively. The numerical derivatives are obtained from 1st-order and 2nd-order Taylor
series expansion described by Equation (1). Comparison between calculated shear strain
and rigid body rotation, that are obtained using the theoretical and numerical derivatives,
are shown in (d) and (e), respectively.
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An arbitrary time shift of 3 seconds has been included in the equations above just
for the purpose of display in Figure 2.1. Assume that this wave is recorded by an irregular
cubical array configuration of fifteen sensors with spacing interval between 0.3-0.6 m in
the x, y, and z directions. The reference sensor is located at the center of the cube at ~1 m
depth and azimuth direction of 134.5° from the source, which is located at the ground
surface ~6 m away from the reference sensor. These assumptions are based on the actual
array that is used in the field experiment and is explained in more detail in a later section.
The locations of the sensors in a Cartesian coordinate system are tabulated in Table 2.1.
Radial and vertical spatial derivatives are numerically computed using both 1storder and 2nd-order Taylor series expansions (Equation (1)). In addition, theoretical
spatial derivatives are also computed and compared to the computation for the numerical
derivatives (Figure 2.1). The results show that numerical first-order spatial derivatives
computed using a 2nd-order Taylor series expansion are better estimates than those using
the 1st-order expansion. Better estimation of shear strain and rigid body rotation, as well
as wave attributes (i.e. change in geometrical spreading, slowness, and azimuth), are also
observed when the numerical spatial derivatives are derived from the 2nd-order Taylor
series expansion (Figure 2.1 and Figure 2.2).
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Table 2.1. The locations of the sensors for the example case
Description
x (m)
y (m)
Sensor #1
-5.0280
1.6392
Sensor #2
-4.0455
1.4744
Sensor #3
-4.4372
1.8276
Sensor #4
-4.7308
2.6144
Sensor #5
-3.8205
2.3927
Sensor #6
-4.3959
1.5071
Sensor #7
-4.8950
2.1126
Sensor #8
-4.4671
2.0359
Sensor #9
-3.9114
1.9253
Sensor #10
-4.2435
2.5181
Sensor #11
-4.8374
1.6961
Sensor #12
-4.0455
1.6134
Sensor #13
-4.3652
2.1982
Sensor #14
-4.7068
2.4615
Sensor #15
-3.9572
2.3178
Source
-8.6715
6.1812
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z (m)
-2.0192
-1.8931
-1.7206
-1.7266
-1.7432
-1.2251
-1.2457
-1.2663
-1.1725
-1.2221
-0.7220
-0.6765
-0.7652
-0.7292
-0.6878
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Figure 2.2. Wave gradiometry results using the numerical derivatives shown in Figure
2.1. The solid line for each parameter is obtained from spatial gradient analysis using
numerical derivatives that are calculated from 1st-order (gray) and 2nd-order Taylor series
expansions (black), and the dashed lines denote the true values. The azimuth is estimated
from Equation (20) in Langston (2007b).
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2.3

The Experimental MEMS-based Accelerometer
There are two main requirements for instruments that we need in our experimental

array. First, they must be capable of recording strong ground motion and second, they
should be relatively small in size in order to build a dense array that is less than one meter
in spacing interval. An experimental accelerometer that has both attributes is shown in
Figure 2.3. The accelerometer is composed of a three-component micro-electromechanical-system (MEMS) sensor manufactured by STMicroelectronics. It has the
lowest noise density among low-cost MEMS sensors currently available. This low-cost
sensor allowed us to build a small-size accelerometer that is inexpensive compared to
other industrial MEMS-based accelerometers on the market. Specifications of the MEMS
sensor are shown in Table 2.2. The experimental accelerometer is housed in a PVC pipe,
which has a 4.3 cm outer diameter and is approximately 10 cm long. Two eyebolts are
attached to the top of the accelerometer and connect to steel-wires (Figure 2.3) as an
extraction mechanism. Fifteen accelerometers used in this experiment are connected
through two breakout boxes into two 24-channel Geometrics Geode seismographs. The
breakout boxes also provide power for the active accelerometers.
Prior to using the experimental accelerometers in the field, we ran a calibration by
comparing recorded shake table accelerations with the output from an industrial
accelerometer, the Kinemetrics Altus K2 strong motion recording system. This system
uses triaxial, force balance accelerometers (EpiSensor, FBA ES-T) that have full-scale
recording ranges of up to ± 4g. The experimental accelerometer was attached to the top of
the Altus K2 system. Both of the accelerometers were installed on a shake table and then
used in recording various frequencies (1-50Hz) of shake table motion. The recorded

16

seismograms for all three components from both accelerometers are shown in Figure 2.4
with comparable results where it is difficult to see differences in the waveforms. Both
accelerometers have similar response functions (Figure 2.5).

Figure 2.3. The experimental MEMS-based accelerometer. The MEMS sensor is
mounted on the middle circuit board in the top row (left), and installed at the bottom of
the stacked circuit boards (center). The accelerometer is shown with two eyebolts and
steel-wire on top before it is deployed (right).

Table 2.2. STMicroelectronics’ MEMS sensor (LIS352AX) specifications
Parameter

Specification

Acceleration range

±2 g

Noise level

100µg/"Hz

Sensor dimension

3 mm x 5 mm x 0.9 mm
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Figure 2.4. Calibration results for the experimental MEMS-based accelerometer. Each
plot contains two recorded seismograms for shake table motion from both the
experimental (shown in black line) and industrial (FBA ES-T) accelerometers (shown in
gray line) for E-W component (top), N-S component (middle), and vertical component
(bottom).
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Figure 2.5. Response function plots for the MEMS-based accelerometer (solid) and the
FBA ES-T (dashed).

2.4

Experiment Setup
We performed a field experiment on private land near the small town of Moscow,

TN, at the top of a low flat hill. Lin and Langston (2009) performed a thunder-induced
ground motion experiment at this same location, where they also deployed a refraction
line. A three-dimensional wave gradiometry array was designed based on Equation (56)
in Langston (2007b) assuming wave phase velocity information from Lin and Langston
(2009), in order to determine the spacing interval of the accelerometers. Langston
(2007b) suggested that an appropriate 3-D array configuration would be a body-centered
cube configuration using 15 accelerometers that are installed at the corner of the cube, the
center of each face and the center of the cube. This configuration is a natural secondorder difference star for computing the wave gradients in each dimension. However, the
accelerometers were installed in an irregular cubical configuration with a non-uniform
19

spacing interval for practical reasons (Figure 2.6). Each accelerometer was installed at the
bottom of a single borehole. The position of each accelerometer was measured using a
total station by placing the corner cube stadia rod within each hole. The local coordinate
axes, x and y, were aligned with east-west and north-south directions, respectively, and
the z-axis with the relative elevation. The local coordinates were then the relative
positions between the accelerometers and the total station as the origin point. Fifteen 5cm boreholes at three different depths, ~0.5 m, ~1.0 m, and ~1.5 m, were manually
drilled. The accelerometers were installed at the bottom of each borehole and were
oriented from the surface using a special tool composed of a hexagonal wrench attached
to a 2-m metal rod with an adjustable orientation marker at the top end of the rod. The
boreholes were filled with saturated sand and tamped all the way up to the surface. Based
on the local coordinates, the spacing interval in any direction was between 0.3 m to 0.6 m
relative to the reference accelerometer located at the center of the array (Figure 2.6).
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Figure 2.6. Field experiment setup is shown within a geocentric Cartesian coordinate
system. The relative location of the shot point to the array from the top view is shown in
the top left figure. The top right and bottom figures show the locations of the
accelerometers within the array relative to the reference accelerometer (RS) in a rotated
coordinate system with the reference accelerometer at the origin. Note that the rotated
coordinate system in this figure is just for the purpose of display. The accelerometers
were installed at three different depths, ~0.5 m (triangles), ~1.0 m (squares), and ~1.5 m
(circles).
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2.5

Weak Motion Data
Weak motion data from a hammer source were recorded to be used as a proof-of-

concept for 3-D wave gradiometry array analysis. Hammer sources were located ~6 m
away from the reference accelerometer (Figure 2.6). The data were recorded with a
sampling rate of 250 samples per second. The recorded acceleration data were first
converted from SEG-2 format into SAC format, and then were corrected for the system
instrument response. A Butterworth bandpass filter with corner frequencies at 10 and 60
Hz was applied to the data. The filter was designed based on Equation (56) in Langston
(2007b) using the spacing interval of the array and the shear wave velocity from Lin and
Langston (2009). Spatial derivatives and their associated uncertainties were calculated
from the filtered seismograms using Equation (3) through (9). The data for the vertical
component, spatial derivatives and their associated uncertainties are shown in Figure 2.7.
The calculated spatial derivatives were then used to determine wave gradiometry
coefficients for all three Cartesian directions (Figure 2.8).
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Figure 2.7. Seismograms for the vertical component of motion that were recorded from
the field experiment are shown by gray lines, and the filtered seismogram from the
reference accelerometer is shown by the black line (top panel); followed by the spatial
derivatives in all three Cartesian directions (black lines) and their associated uncertainties
(gray lines).

23

Figure 2.8. 3-D wave gradiometry results using the vertical component of the weak
motion data and spatial derivatives at the reference station. (a) The original and filtered
seismograms at the reference station shown by gray and black lines, respectively. (b)
Estimated A coefficients in Cartesian and radial directions. (c) Estimated B coefficients in
Cartesian and radial directions. (d) Radial (2-D) and spherical (3-D) phase velocities
shown by black and gray lines, respectively. (e) Estimated propagation azimuth shown by
the black line, and the source-receiver azimuth shown by the gray line.
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It can be seen that the A and B coefficients (see Appendix) are changing throughout
the time window of the wave (Figure 2.8). The A coefficient is decreasing throughout the
selected time window with a mean value of 0.36 (± 0.18) and 0.81 (± 0.16) for radial (2D) and spherical (3-D) directions, respectively. The phase velocity is also decreasing with
a mean value of 240 (± 19) m/s and 237 (± 20) m/s for 2-D and 3-D velocities,
respectively. The small difference between 2-D and 3-D phase velocities suggests that the
wave travels horizontally through the array. As a comparison, Lin and Langston (2009)
collected short-range refraction data at the same location. From near-surface refraction
and Rayleigh wave dispersion measurements, they suggested that the P-wave and shear
wave velocities at the site were in the ranges between 380-480 m/s and 240-340 m/s,
respectively, down to approximately 8-12 m deep from the surface. A wave propagation
azimuth of 152° (± 5°) is obtained using Equation (20) in Langston (2007b).
The time series are transformed from acceleration into displacement by performing
spectral division by -!2 in frequency domain. The displacement time series are then used
to calculate displacement gradients by solving Equation (3). A 95% confidence limit is
calculated as an error estimate of the displacement gradient by performing Monte Carlo
error propagation with 1000 realizations. In each realization, noise, normalized to the
estimated standard deviation from Equation (4), is added to the data, and filtered using
the same bandpass filter as the one that is applied to the data. Equation (6) is solved for
each realization and the 95% confidence limit is calculated using all the results from each
realization and Equation (7). The horizontal and vertical displacement gradients and their
associated uncertainties for the reference station are shown in Figure 2.9 to Figure 2.11.
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By having these gradients, it is possible to calculate the displacement gradient
tensor that gives shear strain, rigid body rotation, and dilatation using Equation (10) to
(12), respectively. Figure 2.12 shows the calculated shear strain and rigid body rotation in
all three Cartesian directions, and Figure 2.13 shows areal strain and dilatation. The
strains and rotations are then transformed into transverse-radial-vertical directions, and
are shown in Figure 2.14. The transformed strains and rotations can be related to the
seismic waves that are observed from the wave gradiometry results in Figure 2.8.
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Figure 2.9. Displacement seismograms for the E-W component of the weak motion data
for all stations shown in top panel (gray lines), and the seismogram for the reference
station shown by the black line; followed by the displacement gradients in all three
Cartesian directions (black line) and their associated uncertainties (gray lines). The
shaded area shows the selected time window for the major wave.
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Figure 2.10. Displacement seismograms for the N-S component of the weak motion data
for all stations shown in top panel (gray lines), and the seismogram for the reference
station shown by the black line; followed by the displacement gradients in all three
Cartesian directions (black line) and their associated uncertainties (gray lines). The
shaded area shows the selected time window for the major wave.
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Figure 2.11. Displacement seismograms for the vertical component of the weak motion
data for all stations shown in top panel (gray lines), and the seismogram for the reference
station shown by the black line; followed by the displacement gradients in all three
Cartesian directions (black line) and their associated uncertainties (gray lines). The
shaded area shows the selected time window for the major wave.
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Figure 2.12. (a) Calculated shear strains at the reference station from the weak motion
data, for the strains on the x-y plane (top), x-z plane (middle), and y-z plane (bottom). (b)
Calculated rigid body rotations at the reference station from the weak motion data, for the
rotations about the x-axis (top), y-axis (middle), and z-axis (bottom). The shaded area
shows the selected time window for the major wave.
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Figure 2.13. Calculated areal strains and dilatation, from the weak motion data, for the
reference station. The shaded area shows the selected time window for the major wave.
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Figure 2.14. (a) Transformed shear strains from the weak motion data, for the strains on
the transverse-radial plane (top), transverse-vertical plane (middle), and radial-vertical
plane (bottom). (b) Transformed rigid body rotations from the weak motion data, for the
rotations about the transverse axis (top), radial axis (middle) and vertical axis (bottom).
The shaded area shows the selected time window for the major wave.
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2.6

Discussion
To gain insight on the results, a synthetic dataset was computed as an example of

wave propagation at close distance using our array geometry. This will be useful for
studying the behavior of the numerical spatial derivatives and their uncertainties, as well
as the displacement gradient tensor and wave attributes that are obtained from the wave
gradiometry analysis. SPECFEM3D Cartesian (Peter et al., 2011; Komatitsch et al.,
2010a, b; Komatitsch, 2011; Carrington et al., 2008; Martin et al., 2008a) is used to
generate the dataset using a Ricker source time function to represent a directed force
point source with direction vector of -1, 0.5, and -1 for east, north, and vertical directions,
respectively. Synthetic seismograms (Figure 2.15) from a source that is located ~6 m
from the reference station are generated for 15 locations based on our array geometry
(Table 2.1 and Figure 2.6). The near-surface velocity profile used to generate the
synthetics is shown in Table 2.3.
The same analysis steps are applied to the synthetic dataset to obtain spatial
derivatives and their associated uncertainties, wave gradiometry coefficients, propagation
azimuth, and strains and rotations. The calculated spatial derivatives and their associated
uncertainties from the vertical component of motion are shown in Figure 2.15. The
calculations for the two horizontal components of motion show similar results as the
vertical component with narrow 95% confidence limits (not shown here). Wave
gradiometry coefficients for all three Cartesian directions are shown in Figure 2.16, as
well as the azimuth of the propagating wave.
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Figure 2.15. Synthetic seismograms for the vertical component are shown in top panel.
The seismogram for the reference station is shown by the black line, and the gray lines
are the seismograms for the rest of the stations. The spatial derivatives of the vertical
component with respect to each Cartesian direction are shown by the black lines, and
their associated uncertainties (95% confidence limit) are shown by the gray lines.

Table 2.3. The velocity profile used to generate the synthetic dataset
Thickness (m)
vp (m/s)
vs (m/s)
2.0
350
220
2.0
455
315
100.0
540
370
Halfspace
1510
750
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Figure 2.16. Wave gradiometry results using synthetic seismograms and the spatial
derivatives shown in Figure 2.15. (a) The original and filtered seismograms at the
reference station shown by gray and black lines, respectively. (b) Estimated A
coefficients in Cartesian directions. (c) Estimated B coefficients in Cartesian directions.
(d) Radial (2-D) and spherical (3-D) phase velocities shown by black and gray lines,
respectively. (e) Estimated propagation azimuth shown by the black line, and the true
azimuth shown by the gray line.
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It can be seen in Figure 2.16 that the major wave arrives at around 0.05-second
mark. The computed A and B coefficients show relatively constant values throughout the
time window of the incoming wave. Using the B coefficients for each Cartesian direction,
phase velocity of the wave in radial (2-D) and spherical (3-D) directions can be
calculated, as well as the propagation azimuth. The phase velocities for 2-D and 3-D are
280 (± 12) m/s, and 279 (± 11) m/s, respectively. The small difference between these
velocities suggests that the wave is propagating horizontally through the array. This result
is consistent with the result from the weak motion data where only small difference is
observed between the two velocities. An azimuth of 150° (± 3°) is obtained from the
synthetic data, which is similar to the result from the weak motion data that is 152° (±
5°). However, they are slightly off from the source-receiver azimuth of 134.5° that is
determined based on the relative position between the shot location and the reference
station. Meanwhile, the A coefficients are 0.16 (± 0.03) and 0.43 (± 0.02) for 2-D and 3D, respectively. The computed A coefficient for radial direction is consistent with
geometrical spreading of r-1, while the computed A coefficient from the weak motion data
is suggesting geometrical spreading of r-2. These differences in the inferred wave
attributes are likely due to the fact that near-field terms are not included in the wave
gradiometry relationships.
A synthetic refraction line was also computed using SPECFEM3D Cartesian in
addition to the 3-D gradiometer array synthetic dataset. This synthetic refraction dataset
is used to help in understanding which seismic phases pass through the array. The
velocity model and source time function are the same as the ones that are used in the
previous synthetic dataset. The source is located at the surface 1 m away from the end of
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a 30-station linear array at a depth of 1 m and spacing interval of 1 m. The synthetics
(Figure 2.17) show a P wave with phase velocity of 375 m/s, and S and Rayleigh waves
with phase velocities of 225 m/s and 215 m/s, respectively, are traveling through the
linear array. It can be seen that at a distance of 6 m from the source, the S and Rayleigh
waves arrive at the same time and within the selected time window. Therefore, the
inferred velocities obtained from wave gradiometry analysis are likely to be a
combination of S and Rayleigh waves that arrive at the same time. However, the velocity
obtained from the synthetic dataset is higher than the velocity model for the top layer
while the inferred velocity from the weak motion data falls within the velocity range for
Rayleigh wave propagation from Lin and Langston (2009).
The synthetic displacement gradient giving shear strains and rigid body rotations in
the Cartesian coordinate system is shown in Figure 2.18. Transformed strains and
rotations in transverse-radial-vertical directions are shown in Figure 2.19. It can be seen
that the transformed shear strains from the synthetic data have higher amplitude in the
radial-vertical plane than for other planes. Additionally, the transformed rigid body
rotation about the transverse axis also shows higher amplitude than the rotations about
the radial and vertical axes. These results are consistent with Rayleigh wave propagation
as expected from a vertical point force source. However, the source also consists of the
horizontal forces to model likely shear tractions induced by off-vertical hammer hits,
which cause large amplitude strains in the other two planes and rotations about the radial
and vertical axes. Similar effects are seen in the weak motion data. The transformed shear
strains from the weak motion data show comparable maximum amplitudes among the
planes (Figure 2.14), as well as the transformed rigid body rotations about all axes.
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Dilatation is also observed within the selected time window (Figure 2.13) that can
be related to the P wave as it propagates through the array. These observations show that
P, S and Rayleigh waves are all arriving within the wave packet time window.

Figure 2.17. Synthetic vertical seismograms from a point force source at various
distances away from the source. The source is located at the ground surface while the
stations are located at 1 m depth. The plot shows the P wave arrival, as well as S and
Rayleigh wave arrivals. The shaded area shows the selected time window from the
previous synthetic dataset.
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Figure 2.18. (a) Calculated shear strains from the synthetic data, for the strains on the
horizontal (x-y) and two vertical (x-z and y-z) planes. (b) Calculated rigid body rotations
from the synthetic data, for the rotations about the x-axis (top), y-axis (middle), and zaxis (bottom). The shaded area shows the selected time window for the major wave.
39

Figure 2.19. (a) Transformed shear strains from the synthetic data, for the strains on the
transverse-radial plane (top), transverse-vertical plane (middle), and radial-vertical plane
(bottom). (b) Transformed rigid body rotations from the synthetic data, for the rotations
about the transverse axis (top), radial axis (middle), and vertical axis (bottom). The
shaded area shows the selected time window for the major wave.
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2.7

Conclusions
A field experiment for 3-D wave gradiometry has been successfully performed

using a small, dense 3-D array of experimental MEMS-based accelerometers. The smallsize experimental accelerometer was calibrated and is capable of recording ground
motion from close distance sources.
A Taylor series expansion including 2nd-order terms has been used to calculate the
spatial derivatives with respect to each Cartesian direction. A numerical experiment was
conducted to test the addition of the 2nd-order terms and results show improved
estimation of the first-order derivatives when the 2nd-order terms are included, compared
to the derivatives that were estimated using only the 1st-order series expansion. In
addition, better results are also obtained for the displacement gradient tensor and wave
attributes when the 2nd-order series expansion is used. Monte Carlo error propagation is
used to estimate the uncertainty of the spatial derivatives and give the 95% confidence
limit of the derivatives. Results from both field and synthetic data show narrow
confidence limits for all spatial derivatives with respect to each direction.
Field and synthetic data are used to test wave gradiometry analysis for a 3-D
problem involving close source-to-site distance and a small, dense 3-D array. Synthetic
refraction data show that there are multiple waves that arrive within the time window, as
expected for such close source-receiver distances. The computed wave attributes are in
relatively close agreement with the true or theoretical values, although it is not as close as
the results from other studies on 2-D wave gradiometry using a surface array with larger
spacing and source located at greater distance. These differences are likely due to the fact
that near-field terms are not included in the wave gradiometry relationships.
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Displacement gradient tensors are formed using the calculated displacement
gradient. The ability to calculate shear strains from this field experiment is encouraging
and suggest results can be extended to high strain, strong ground motion to observe
nonlinear soil behavior from field measurements. Measurements could involve various
high amplitude sources generated from a vibroseis truck in order to induce the nonlinear
behavior. As the amplitude increases, a decrease in shear wave velocity and an increase
in shear strain should be observed.
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CHAPTER 3
WAVE GRADIOMETRY APPLICATION IN ENGINEERING SEISMOLOGY:
FIELD MEASUREMENT FOR NONLINEAR SOIL BEHAVIOR
3.1

Introduction
Nonlinear soil behavior can be illustrated by simple curves known as shear

modulus reduction/degradation and damping ratio curves. These curves relate a change in
shear modulus and damping ratio with the shear strain level. Nonlinear behavior is
observed when the shear modulus or shear wave velocity is decreasing and damping ratio
is increasing as the shear strain increases. These curves are used in geotechnical
earthquake engineering to model how the soil layers will behave when strong earthquake
ground motions propagate to the ground surface.
Nonlinear soil behavior under cyclic loading has been studied for many years from
laboratory experiments. However, laboratory experiments have some limitations such as
sample disturbance issues, inability to reproduce in-situ stress state, use of different
devices for measuring small strain and large strain range (Salgado et al., 1997). Some
other studies also have been done to observe in-situ nonlinear soil behavior during large
earthquakes using strong motion networks (Aguirre and Irikura, 1997; Field et al., 1998;
Frankel et al., 2002; Rubinstein and Beroza, 2004; Bonilla et al., 2005). This kind of
observation has some limitations as well, as the earthquake itself is unpredictable and
occurs infrequently, it produces complex signals, is irregular in time and contains a
variety of interacting waves, which make ground motions difficult to analyze (Lawrence
et al., 2008).
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Several field experiments have been performed to evaluate in-situ nonlinear soil
behavior. These experiments have also used different data processing methods to
measure the change in shear wave velocity and shear strain level (Salgado et al., 1997;
Stokoe et al., 2006; Lawrence et al., 2008; Kurtulus and Stokoe, 2008; Lawrence et al.,
2009; Stokoe et al., 2010). Lawrence et al. (2008) suggest using smaller and lighter
accelerometers to build a small, dense array to be able to employ the wave gradiometry
technique to reduce the uncertainty in calculating the seismic strain.
This study presents a direct field measurement of nonlinear soil behavior inferred
using wave gradiometry. Wave gradiometry (Langston, 2007b) relates the spatial
derivative of a waveform with its original waveform and its time derivative through two
coefficients that give the normalized change in geometrical spreading and the slowness of
the propagating waves. This data processing technique is applied to a strong motion
dataset that is collected using a small, dense array of experimental micro-electromechanical-system (MEMS)-based accelerometers. The array is used to record a series of
strong ground motions with various frequencies and amplitudes generated by a large
vibroseis truck. The main objective of the study is to observe the change in shear wave
velocity and shear strain with the increasing amplitude of strong ground motion. Wave
gradiometry is used to calculate the shear wave velocity as a function of frequency of the
incoming wave as it propagates through the array. Shear strain is measured from the
calculated displacement gradient in both vertical and radial directions. A Taylor series
expansion of the wave field relative to a reference station within the array is solved to
calculate the displacement gradient. Monte Carlo error propagation is used to calculate
95% confidence limits of the calculated displacement gradient in order to estimate the
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associated uncertainty of the gradient. Details about the performance and calibration of
the experimental accelerometers as well as the calculation method used in this study can
be found in Dangkua et al. (2014 submitted) and Chapter 2.
3.2

Experiment Setup
The field experiment was performed at the Lower Tract B area of the Hornsby

Bend Biosolids Management Plant, which is owned and operated by the City of Austin,
TX. The experiment was conducted in collaboration with the Network for Earthquake
Engineering Simulation (NEES) at the University of Texas. Several seismic field
experiments have been conducted under the umbrella of NEES at this site (Kim, 2012),
including seismic cone penetration tests (SCPT), spectral analysis of surface wave
(SASW) tests, and downhole seismic tests. According to Kim (2012), the soil stiffness in
the upper ~5 m at the site is weather-dependent and affected by water content. Soil types
in the top ~12 m include brown silt, sandy brown silt, clayey brown silt, and brown clay,
overlaying two other layers of sand and gravel, and gray shale down to ~22 m depth
(Kim, 2012).
One of the NEES shaker trucks named "Raptor" was used as an active vertical
source. Figure 3.1 shows the NEES crew setting up Raptor for the experiment. The
amount of driving force for this vibroseis source can be varied up to ~120 kN (~27,000
lbs) in the vertical direction. However, the actual force output is a function of the local
ground conditions and the control system (Menq et al., 2008). For illustrative purposes
only, Figure 3.2 shows the actual force output produced by Raptor and recorded at a
different site. Variations in the force are due to the effect of the local ground condition.
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Strong ground motions created by Raptor were recorded on a two-dimensional
gradiometer array consisting of three-by-five array elements installed in the radialvertical plane. Fifteen three-component experimental MEMS-based accelerometers were
installed as close as 1.0 m from Raptor's baseplate at approximately 0.5 m, 1.0 m, and 1.5
m depths (Figure 3.3). Each accelerometer was emplaced inside a thin plastic tube filled
with saturated sand and installed at the bottom of a single ~5 cm (~2-in) borehole, with a
borehole spacing interval of approximately 0.5 m. The space between the plastic tube and
the borehole wall was also filled with sand. The accelerometers were connected through
two breakout boxes to two 24-channel Geometrics Geode seismographs. The breakout
boxes also provided power for the active accelerometers.

Figure 3.1. The NEES shaker truck, Raptor, during preparation for the experiment. The
truck is used to generate strong ground motion recorded on a small, dense array of
MEMS-based accelerometers that are installed within sand-filled thin plastic tubes at
various depths.
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Figure 3.2. The actual force output produced by Raptor collected at a different site.
Variations in force level are due to effects of the local ground condition.
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3.3

Strong Motion Data
Strong motion data were collected for two different source locations. The source

points were located at ~3 m away (Raptor 1) from one end of the array and ~1 m away
(Raptor 2) from the opposite end as shown in Figure 3.3. At each source location, Raptor
used the same shaking sequence to create strong ground motion. The general idea of the
shaking sequences is to start with low amplitude seismic waves for a range of frequencies
and then repeat the range of frequencies at higher force. The increasing amplitude waves
are expected to generate ground motions that are large enough to induce nonlinear soil
behavior.
Eight different driving force amplitude levels were used. For each amplitude level,
the waves started at 40 Hz and ended at 5 Hz in decrements of 1 Hz. Forty cycles of
waves were used at each discrete frequency step. The data were recorded with a sampling
rate of 250 samples per second. The recorded acceleration data were first converted from
SEG-2 format into SAC format, and then were corrected for the system instrument
response. Due to the limitation of the seismograph, the data were recorded in four 2minutes long time windows (Figure 3.4) for each amplitude level where the shaking
sequences started with 40-31 Hz and then followed by 30-21 Hz, 20-11 Hz, and 10-5 Hz
with a short time delay in between. Three-component ground motions produced by
Raptor 1 at driving force amplitude Level 8 and recorded at the reference station (the
station at the center of the array in Figure 3.3) are shown in Figure 3.5.
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Figure 3.4. Recorded waveforms for Level 2 amplitude generated at the Raptor 1
location. The data shown in this figure are recorded on the vertical component of the
reference station located at the center of the array.
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Figure 3.5. Three-component acceleration at Level 8 amplitude and 28 Hz generated at
the Raptor 1 location. The data are recorded at the reference station.

Lawrence et al. (2008, 2009) showed that strong motion data generated by a
vibroseis source were dominated by the Rayleigh surface wave, which was confirmed by
their observed retrograde elliptical motion. However, the recorded data in this study
shows prograde elliptical motion as can be seen in Figure 3.6.
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motion (right) in the radial-vertical plane for Level 8 amplitude at 28 Hz at the Raptor 1
location.

3.4

Nonlinear Soil Behavior
Observation of nonlinear soil behavior is conducted by calculating phase velocity

as a function of frequency and applied driving force amplitude. Wave gradiometry is used
to calculate the phase velocity of the incoming waves. A narrow bandpass filter
associated with each frequency was applied to the data prior to using it in wave
gradiometry analysis. Figure 3.7a shows the 28 Hz data with Level 8 amplitude from the
Raptor 1 location filtered between 27.5-28.5 Hz. A Taylor series expansion including 2ndorder terms and Monte Carlo error propagation (Dangkua et al., 2014 submitted; Chapter
2) are used to calculate spatial derivatives and their associated uncertainties, and applied
to the filtered data (Figure 3.7b). The filtered waveform and its time and spatial
derivatives are then used to calculate the phase velocity using wave gradiometry. The
inferred phase velocity is 196 m/s with very small variation within the selected time
window of the signal. The same processing steps were repeated for all frequencies and all
driving force amplitudes. Figure 3.8 plots the inferred phase velocities as a function of
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frequency and driving force amplitude. It can be seen from Figure 3.8a that the phase
velocities for frequencies of 25 Hz and above are decreasing as the driving force
amplitude is increased. If we look closer at the frequency range of 25-30 Hz (Figure
3.8b), the velocities are increasing as the frequency decreased. However, for frequencies
less than 25 Hz, the changes are reversed where the phase velocities for high driving
force amplitude are higher than the velocities for the low amplitude. For Raptor 2 (Figure
3.8c, d), the phase velocities for frequencies of 30 Hz and lower do not vary as much as
the velocities for Raptor 1 as the driving force amplitude increased. For frequencies of 30
Hz and above, the velocities are increasing as the amplitude increased.
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Figure 3.7. Wave gradiometry results for the 28 Hz data with Level 8 amplitude from the
Raptor 1 location. (a) Recorded (gray line) and filtered seismograms (black line) for the
vertical component of motion recorded at the reference station. (b) Spatial derivative of
the vertical component of motion in the radial direction (black line) and associated
uncertainties (gray lines). (c) Calculated B coefficient, which gives the horizontal
slowness of the propagating wave. (d) Inferred phase velocity of the propagating wave.
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Figure 3.8. (a) Phase velocity as functions of frequency and driving force amplitude of
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9

The acceleration time series were transformed into displacement by performing
spectral division by -!2 in the frequency domain. The displacement time series and the
position of the accelerometers were then used to calculate the displacement gradient by
solving the Taylor series expansion (Dangkua et al., 2014 submitted; Chapter 2). Shear
strain in the radial-vertical plane was calculated using the calculated displacement
gradients. Figure 3.9 shows the calculated displacement gradients and shear strain for the
28 Hz data with Level 8 amplitude for Raptor 1. The maximum value from the envelope
of the shear strain within the selected time window in Figure 3.9 is 5.2 x10-5, and the
root-mean-square (RMS) is 4.8 x10-5. The same calculation steps were repeated to
estimate shear strains for all frequencies and driving force amplitude. Figure 3.10 shows
the calculated maximum shear strain as a function of frequency and driving force
amplitude. It can be seen that the shear strain fluctuates with frequency. The maximum
calculated shear strain is 1.4 x 10-4 from Raptor 2 with Level 8 driving force amplitude.
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Figure 3.9. (a) Displacement seismogram for the vertical component of motion at 28 Hz
and Level 8 amplitude from the Raptor 1 location. (b) Displacement gradient of the
vertical component of motion in the radial direction. (c) Displacement gradient of the
radial component of motion in the vertical direction. (d) Calculated shear strain in the
radial-vertical plane.
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3.5

Discussion
The initial objective of this experiment was to develop a Rayleigh wave dispersion

curve and observe the change in Rayleigh wave velocity as the driving force amplitude
increased. This idea is motivated by Lawrence et al. (2008, 2009) who showed that
recorded strong ground motions generated from a large shaker truck are dominated by
Rayleigh surface waves. Hence, the initial thought was that the curves shown in Figure
3.8a can be interpreted as a Rayleigh wave dispersion curve showing the fundamental
mode at low frequency (less than 25 Hz) and a higher mode at frequencies of 25 Hz and
above. However, Dangkua et al. (2014 submitted; Chapter 2) show that multiple seismic
phases arrive at the same time for a close distance source and concluded that the inferred
velocities in their study are likely to be a combination of those multiple seismic phases.
Additionally, the complexity of the vibrator/ground coupling also contributes to the
complex wavefield generated by the truck. The driving force is not distributed uniformly
over the baseplate of the truck (Baeten, 1989) and shear stresses on the surface can be
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induced through baseplate flexure. Every point on the baseplate acts as a source that
generates seismic waves traveling in all directions with a complex radiation pattern. This
in combination with the observations that ground motions are prograde elliptical suggests
that we are not measuring pure Rayleigh wave motion. Additional study is required to
understand the wavefields generated by a large vibroseis truck at close distance.
In order to verify the calculation method used in this study, a synthetic dataset was
computed and convolved by a single frequency harmonic wave to create a seismic signal
similar to the signal that was generated by Raptor. SPECFEM3D Cartesian (Peter et al.,
2011; Komatitsch et al., 2010a, b; Komatitsch, 2011; Carrington et al., 2008; Martin et
al., 2008a) is used to generate the dataset using a Ricker source time function to represent
a vertical directed force point source. Synthetic seismograms from a source located ~3 m
away from the array (Raptor 1 location in Figure 3.3) are generated for 15 locations based
on our array geometry (Figure 3.3). The near-surface velocity profile used to generate the
synthetics is shown in Table 3.1. The synthetic seismograms were then convolved with
40 cycles of a harmonic wave at a frequency of 40 Hz (Figure 3.11).

Table 3.1. Near-surface velocity profile used to generate the synthetic dataset
Thickness (m)
vp (m/s)
vs (m/s)
2.0
275
180
2.0
375
250
20.0
450
300
Halfspace
550
350
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Figure 3.11. Top panel: Synthetic seismogram for the reference station (left) convolved
by a 40 cycles harmonic wave at a frequency of 40 Hz (right). Bottom panel: Synthetic
seismic dataset for 15 locations shown in Figure 3.3.

Wave gradiometry analysis was then applied to the synthetic dataset to obtain
phase velocity of the propagating wave. The analysis results are shown in Figure 3.12. It
can be seen that the calculated phase velocity of the propagating wave is 179 m/s, and is
in close agreement with the shear wave velocity model for the top layer (Table 3.1).
Therefore, we can assume that the inferred phase velocities from the field data (Figure
3.8) are also similar to the actual shear wave velocities.
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Figure 3.12 Wave gradiometry results for the 40 Hz synthetic seismic data. (a) The
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phase velocity of the propagating wave.
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Figure 3.8 shows that there is a difference in phase velocity variation between
Raptor 1 and Raptor 2. The phase velocity decreases as the driving force amplitude
increases for Raptor 1, while it is relatively constant for Raptor 2 with the increasing
amplitude. Moreover, the phase velocities for Raptor 2 are generally lower than the
velocities for Raptor 1. These results seem to show that the velocities may have been
obtained from two different soil materials, which might suggest that the difference is due
to small-scale lateral heterogeneity between the soil materials at Raptor 1 and Raptor 2
location.
To obtain the shear modulus reduction curve, we select a frequency band where
maximum shear strain is observed. For Raptor 1 data, the frequency band between 25-30
Hz is selected and the mean of the shear wave velocities of that bandwidth is calculated
for each driving force amplitude. Likewise, the frequency band between 22-28 Hz is
selected for Raptor 2 data. Normalized shear modulus (G/Gmax) is then calculated by
assuming the inferred shear wave velocity of 224 m/s, obtained from the lowest force
amplitude (Level 2 from Raptor 1), as the reference linear velocity value. The calculated
shear strain associated with that amplitude is 4.2 x 10-5, which is larger than ~10-5, the
suggested lowest boundary before the soil nonlinearity starts occurring (Beresnev and
Wen, 1996). Hence, one might argue that even at the lowest force amplitude, some
degree of nonlinearity is occurring. However, the reference shear wave velocity falls
within the velocity range for the site, which is 135-300 m/s (Kim, 2012).
We pair the normalized shear modulus with the maximum shear strain (Figure
3.10) within that frequency band, and plot the paired values as the shear modulus
reduction curve as shown in Figure 3.13. It can be seen that there are two groups of data.
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The first group is obtained from the Raptor 1 source where the shear modulus reduces by
about 20% as the shear strain increases. The second group is obtained from Raptor 2
where the shear modulus remain relatively remains constant at about 40% of the
reference low-strain, linear shear modulus. This curve (Figure 3.13) represents nonlinear
soil behavior for the top layer where the array was installed.
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Figure 3.13 Estimated shear modulus reduction curve for the Austin site that is obtained
from Raptor 1 data (black circles) and Raptor 2 data (white circles). Normalized shear
modulus was calculated using the calculated shear wave velocities, and shear strains were
estimated using the calculated displacement gradient.

3.6

Conclusions
We have successfully performed a field experiment using a large shaker truck as an

active source to generate strong ground motions and induce nonlinear soil behavior.
Using the NEES vibroseis truck Raptor and an array of experimental MEMS-based
accelerometers, we are able to produce and measure increasing shear strains up to 1.4 x
10-4 as the driving force amplitude is increased. We have also shown that the calculated
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phase velocity decreased by as much as ~35% as the driving force amplitude increased.
We assume that the calculated phase velocity is the shear wave velocity since the analysis
of a synthetic dataset shows that the calculated phase velocity is in close agreement with
the shear wave velocity of the top layer from the model. The velocities are then used to
calculate the normalized shear modulus, and plot it with the measured shear strains to
develop a shear modulus reduction curve as an indication of induced nonlinear soil
behavior. In the future, we can extend the experiment to obtain shear modulus reduction
curves for different depths by extending the gradiometer array to a greater depth.
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CHAPTER 4
FELT INTENSITY VERSUS GROUND MOTION: A DIFFERENCE BETWEEN
CALIFORNIA AND EASTERN NORTH AMERICA?
4.1

Introduction
Recently, predictive relationships between felt intensity and ground motion

parameters, also known as ground motion intensity correlation equations (GMICEs), have
been developed for Eastern North America (ENA [intraplate]) and compared to
relationships for California (interplate). The predictive relationships or, equivalently
GMICEs, are needed for ENA implementations of ShakeMap, which is a map that shows
expected intensities due to occurrence of an earthquake. ShakeMap is mainly developed
based on the Modified Mercalli Intensity (MMI) scale, which is a qualitative description
of the effects of an earthquake on structures and of human reactions at a particular
location. MMI is also used to estimate the size of historical earthquakes prior to the
development of modern seismic instruments. Using a GMICE, a ground motion
parameter such as peak ground velocity (PGV) or peak ground acceleration (PGA)
measured by a seismic instrument can be used to estimate MMI at a site.
Wald et al. (1999) and Atkinson and Sonley (2000) propose GMICEs for PGV and
PGA based on California data. Kaka and Atkinson (2004) suggest that the California
predictive relationships are not necessarily applicable to ENA, and they propose different
predictive relationships for ENA that are developed based on Canada events and
historical data including the 1811-1812 New Madrid earthquakes. Kaka and Atkinson
(2004) conclude that the predictive relationships for ENA are significantly different from
those for California. Atkinson and Kaka (2007) develop a CUS dataset and propose
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another predictive relationship based on CUS and California data, concluding that a
single predictive relationship is applicable to both CUS and California regions.
This paper resolves the issue of whether California (interplate) and ENA
(intraplate) GMICEs scale differently. This study adds data from the 2005 M4.7 Riviere
du Loup earthquake to the data of Kaka and Atkinson (2004) and data from the 2008
M5.2 Mt. Carmel earthquake to the data of Atkinson and Kaka (2007). We evaluate the
relationships between the MMI value and PGV, PGA and spectral acceleration (Sa) at 0.3
second, 1.0 second, and 2.0 second. GMICEs for both ENA and California are proposed
based on the results of this study.
4.2

Datasets
The initial step of this study is obtaining the data used by Kaka and Atkinson

(2004) and Atkinson and Kaka (2007) in developing their predictive relationships
between intensity and ground motion parameters. SanLinn I. Kaka (written
communication, 2009) and Gail Atkinson (written communication, 2008, 2009) provided
us with their 2004 and 2007 databases, respectively.
Kaka and Atkinson (2004) use observed MMI data from the Geological Survey of
Canada (GSC) plus several historical earthquakes such as the 1811-1812 New Madrid
events (Hough et al., 2000), and the 1925, 1935 and 1940 events from the National
Oceanic and Atmospheric Administration (NOAA) database. The ground motion
parameters are obtained by processing time series data from the GSC, while the
parameters for historical earthquakes are estimated using the ground motion relations for
Eastern North America developed by Atkinson and Boore (1995) for hard-rock sites. Soil
response factors are applied to the ground motion parameters in order to account for site
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effects, because the historical intensity data are generally observed on soil, while the
ground motion observations are predominantly on rock.
For the central US (CUS) and California datasets, Atkinson and Kaka (2007) use
the ground motion parameters from an instrumental database, which are primarily
processed from broadband seismographs along with some data from blast (velocity)
sensors (June 18, 2002 event, Street et al., 2005) and strong motion accelerographs. MMI
databases are from the “Did You Feel It” (DYFI) program, which are compiled and
posted by U.S. Geological Survey (USGS). Intensity values from DYFI are assigned
based on the felt effects and damage submitted by the public through the online feltreport questionnaire at the DYFI website. The California dataset actually consists of the
dataset for California ShakeMap and the dataset that was used in Atkinson and Sonley
(2000). The ground motion parameters in the Atkinson and Sonley (2000) dataset are
taken from the strong motion catalog of Abrahamson and Silva (1997), while the MMI
data are obtained from the digital intensity database of NOAA and also from the files of
the USGS.
The intensity and ground motion databases used in this study are the Canada events
from the Kaka and Atkinson (2004) database, and the database of Atkinson and Kaka
(2007). Additional data from the 2008 M5.2 Mt. Carmel, Illinois earthquake is appended
to the CUS dataset of Atkinson and Kaka (2007) to add information for MMI 5 and 6.
Included in these data are recordings at six stations within 100 km radius from the
epicenter, including a station less than 10 km away. The Mt. Carmel 2008 seismograms
are provided by Robert Herrmann (St. Louis University) and the intensity data is taken
from the Community Internet Intensity Map (CIIM) at the DYFI website.
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The 2005 M4.7 Riviere du Loup intensity vs. ground motion data, including
recently released strong motion data (Lin and Adams, 2010), is added to the Canada
dataset from Kaka and Atkinson (2004). In order to be consistent with Kaka and
Atkinson (2004), the same criteria for assigning the MMI value to the station location and
for applying the soil response factor to the ground motion parameter are used. According
to Kaka and Atkinson (2004), MMI values are only assigned to stations where the
confidence of the actual MMI value at the station location is within one unit of the
assigned value (after Atkinson and Sonley, 2000). Therefore, the uncertainty of the
assigned MMI value is within ±1 MMI unit. Area-based MMI values, which are provided
by David Wald (written communication, Sept. 4, 2008), are assigned to each ground
motion recording station by visual inspection on a map that shows the MMI assignment
in the region surrounding each station. The soil response factor for stiff-soil sites
(NEHRP C) is applied to the ground motion parameters for this event following the
methodology of Adams and Halchuk (2003), as done in Kaka and Atkinson (2004).
We also include the 2001 Mw 7.7 Bhuj, India earthquake data for MMI 7 to 9. The
Bhuj region is a possible analog for the CUS region, especially the New Madrid seismic
zone (NMSZ) (Bendrick et al., 2001). Both regions, Bhuj and the NMSZ, are located in a
stable continental (intraplate) region, and both lie within Precambrian craton basement
(Bodin and Horton, 2004). Additionally, ground motion data from the 2001 Bhuj
earthquake fall among ENA ground motion prediction values (Cramer and Kumar, 2003).
Moreover, analysis of local ground motion attenuation by Bodin et al. (2004) indicates
that attenuation in the Bhuj region is similar to the ENA values. However, it is unclear
from Bodin et al. whether Bhuj region spectral amplitude sag near 1.0 sec similar to the
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sag that observed in ENA (Atkinson, 1993). Atkinson (1993) shows that spectral
amplitudes near 1.0 sec (near frequencies of 1 Hz) for ENA are less than those of the
Brune spectral amplitude model and suggests that a two-corner spectral model is required
for ENA.
4.3

Difference in Datasets
In order to investigate the difference in conclusions between Kaka and Atkinson

(2004) and Atkinson and Kaka (2007), we begin by plotting the CUS and California
datasets from Atkinson and Kaka (2007) separately for each event. Figure 4.1 shows the
CUS ground motion vs. intensity data from Atkinson and Kaka (2007). In this figure, we
can see that the data from Street et al. (2005) for the June 18, 2002 event generally seems
to have higher ground motion values than the rest of the CUS data for the associated
MMI value. We then examine the Street et al. (2005) ground motion data to see if it has
anomalously higher values than other data from the same event, including the data of
Wang et al. (2003). Figure 4.2 shows the result of this comparison of the PGA values,
since the PGV data is not available in Wang et al. (2003). We conclude from Figure 4.2
that the Street et al. (2005) ground motion data are reasonable and are not the source of
the difference seen in Figure 4.1. The assigned MMI values from Atkinson and Kaka
(2007) are also verified from the intensity values for this event at the DYFI website. The
MMI value assigned for each location of the Street et al. velocity sensors are compared
with the DYFI intensity values for the area surrounding each sensor. The intensity data
from Atkinson and Kaka (2007) and the DYFI website are in close agreement. Therefore,
the difference between the Street et al. (2005) data and the other CUS datasets is real and
caused by other factors such as differences in damage vulnerability of structures near
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each ground motion recording site. It is likely that the structures in the immediate vicinity
of the quarry sites of Street et al. are generally newer buildings with lower vulnerability
to earthquake ground shaking than the typical older building stock in the region, although
this is not confirmed. Based on the difference in ground motions, we exclude the Street
et al. (2005) data from the CUS dataset because it will bias the comparison with the
datasets from other regions.

Figure 4.1. Observed MMI and log PGV for CUS and Street et al. (2005) compared with
the predictive relationships from Kaka and Atkinson (2004), and Atkinson and Kaka
(2007)
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Figure 4.2. PGA value versus distance plot from the M4.5 June 18, 2002, Indiana event
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Atkinson and Kaka (2007) show that the Atkinson and Sonley (2000) dataset is
highly biased to large ground motion at low intensity levels. They suggest that this bias is
due to the ground motion data being recorded by strong motion instruments that tend to
record only relatively high ground motions and do not trigger for weaker ground motions.
We plot PGV median values at each MMI level and the associated 95% confidence limit
from the California dataset (Figure 4.3) in order to compare the difference between these
two datasets. The confidence limit is determined based on the number of data points for a
certain MMI value and the associated standard deviation, using the following relationship
(Aster, et al., 2005)

95% confidence limit=m ±

! tn!1
n ,

(15)

where m is the median value, " is the standard deviation, n is the number of data points,
and tn-1 is the Student’s t distribution with n-1 degrees of freedom. The standard deviation
is calculated as

n

"(x ! x
i

!=

i=1

m

)2

(16)

n

where xi and xm are the ground motion data and the mean value of ground motion for a
particular MMI, respectively.
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Figure 4.3. Median value of PGV and the associated 95% confidence limit plotted against
observed MMI value for California ShakeMap data, and Atkinson and Sonley (2000), in
order to see the differences between these two datasets.

In Figure 4.3, we can see that ground motion values for MMI 5 and below from the
Atkinson and Sonley (2000) dataset are significantly higher than the California
ShakeMap dataset. This difference suggests that ground motion values of Atkinson and
Sonley (2000) contain an inherent bias due to triggering issues in strong motion data, as
discussed in Atkinson and Kaka (2007). Therefore we only use the dataset with MMI 6
and above from the Atkinson and Sonley (2000) dataset in this study.
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4.4

Predictive Relationships
We have three groups of data to evaluate: the CUS dataset plus data from the 2008

Mt. Carmel earthquake, the Canada dataset that includes the 2005 Riviere du Loup
(Canada) earthquake, and the California dataset that consists of the California ShakeMap
dataset plus the Atkinson and Sonley (2000) dataset for MMI 6 and above. Each dataset
is evaluated using the same approach, which comprises of determining the median
ground motion at each MMI, evaluating the uncertainty in the estimation of the median
value, and determining a log-linear fit of MMI to the median values of ground motion.
The uncertainty in the estimation of the median value can be determined by
calculating the 95% confidence limits [Equation (15)] of each dataset for peak ground
velocity (PGV), peak ground acceleration (PGA) and spectral acceleration (Sa) at 0.3 sec,
1.0 sec, and 2.0 sec. The confidence limit gives an indication of the uncertainty in the
estimation of the median value; the narrower the interval, the better is the estimation of
the median value.
Figure 4.4 to Figure 4.8 show plots of the intensity vs. median values of PGV,
PGA, and Sa at 0.3 sec, 1.0 sec and 2.0 sec, respectively, for each dataset with the
associated 95% confidence limit at each MMI level. For PGA, 0.3 sec Sa and 2.0 sec Sa,
the Canada dataset is represented only by the 2005 Riviere du Loup earthquake since the
data for these particular ground motions are not available in Kaka and Atkinson (2004).
Predictive relationships proposed by Kaka and Atkinson (2004) and Atkinson and Kaka
(2007), and their ground motion median values for the associated MMI are also plotted. It
can be seen in these figures that median values of the California dataset generally agree
with Atkinson and Kaka (2007) median values for associated MMI. The PGA plot in
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Figure 4.5 shows the smallest differences among the datasets and 2.0 sec Sa shows the
largest (Figure 4.8). The California median values are relatively higher than the CUS and
Canada for PGV and 1.0 sec and 2.0 sec Sa as shown in Figure 4.4, Figure 4.7, and
Figure 4.8, respectively. In Figure 4.5, all the median values for the associated MMI fall
within the 95% confidence limit of each dataset, suggesting that all datasets are similar in
intensity vs. PGA. A similar trend can be observed in Figure 4.6 for 0.3 sec Sa. However,
we observe some differences for MMI 3 and below. By definition, MMI on these levels
are defined relative to shaking felt by a human or individual. Therefore, we focus on
MMI larger than 3 when we compare the datasets. We combine all datasets for PGA and
0.3 sec Sa in order to determine a predictive relationship. For the rest of the ground
motion parameters (PGV, 1.0 sec Sa, and 2.0 sec Sa), the California median values are
relatively higher than the CUS and Canada values. However, the median values for CUS
and Canada are similar since they fall within the 95% confidence limit. Hence, we
combine the CUS and Canada datasets for these ground motion parameters and call it the
ENA dataset in developing the predictive relationship. By combining the datasets, we
also minimize the effect of intra-event variability from the Canada dataset that is only
represented by a single event (2005 Riviere du Loup) for PGA, 0.3 sec Sa, and 2.0 sec Sa.
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Figure 4.4. Median value of PGV and the associated 95% confidence limit plotted against
observed MMI value for each dataset of CUS, California, and Canada. As a comparison,
median values of Kaka and Atkinson (2004) and Atkinson and Kaka (2007) are also
plotted.

Figure 4.5. Median value of PGA and the associated 95% confidence limit plotted against
observed MMI value, for each dataset of CUS, California, Canada, and Bhuj. As a
comparison, median values of Atkinson and Kaka (2007) are also plotted.
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Figure 4.6. Median value of Sa at 0.3 sec and the associated 95% confidence limit plotted
against observed MMI value, for each dataset of CUS, California and Canada. As a
comparison, median values of Atkinson and Kaka (2007) are also plotted.

Figure 4.7. Median value of Sa at 1.0 sec and the associated 95% confidence limit plotted
against observed MMI value, for each dataset of CUS, California, Canada, and Bhuj. As
a comparison, median values of Kaka and Atkinson (2004) and Atkinson and Kaka
(2007) are also plotted.
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Figure 4.8. Median value of Sa at 2.0 sec and the associated 95% confidence limit plotted
against observed MMI value, for each dataset of CUS, California and Canada. As a
comparison, median values of Atkinson and Kaka (2007) are also plotted.

In Figure 4.5 and Figure 4.7, we compare the Bhuj dataset to the other datasets to
try to extrapolate the predictive relationship for ENA to larger MMI. Median values of
the Bhuj dataset seem comparable to the California dataset for MMI 7 and above,
although the uncertainty is greater for the Bhuj dataset. This large uncertainty in the Bhuj
median values, along with the uncertainty of the Bhuj data containing evidence of
intermediate period spectral sag as in ENA earthquakes, led us to decide to not include
the Bhuj dataset in developing predictive relationship for ENA (intraplate).
Linear regressions on the median values are used to determine the predictive
relationships. The regression method is linear least-squares. The coefficient of
determination, better known as the R-square value, is also calculated to measure how
well the regression line approximates the median value. For some datasets, we use two
linear fits in order to produce a better representation of the median values, which also can
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be shown by a good R-square value (Table 4.1). The general form of the linear
relationship is

MMI = C1 + C2 log Y

for log Y ! log Yt

MMI = C3 + C4 log Y

for log Y " log Yt

(17)

where Y is the ground motion parameter and Yt is the ground motion value at the turning
point (if applicable), and C1, C2, C3, and C4 are coefficients. The results of the linear
regression are listed in Table 4.1: PGV, PGA and spectral acceleration at 0.3 sec, 1.0 sec,
and 2.0 sec for each combined dataset. We also provide the standard deviation of the
dataset to the linear fit in Table 4.1. The standard deviations in this table are calculated
using Equation (16), but the xi and xm are now the observed MMI and predicted MMI
from Equation (17), respectively.

Table 4.1. Linear Regression Results for PGV, PGA and spectral accelerations of 0.3 sec,
1.0 sec, and 2.0 sec
PGV
PGA
Sa 0.3 s
Sa 1.0 s
Sa 2.0 s
ENA California
All
All
ENA California ENA California
C1
5.13
4.62
2.60
2.33
4.26
3.22
5.00
3.80
C2
1.59
1.54
1.58
1.57
1.62
1.47
1.27
1.68
*
R12
0.98
0.99
0.99
0.99
0.99
0.98
0.97
0.96
C3
2.99
-1.89
0.11
-0.62
1.27
C4
3.27
3.89
2.44
3.30
3.38
*
R34
0.95
0.96
1.00
0.97
0.90
log Yt
0.94
1.95
2.52
2.09
1.49
0.63
0.77
0.90
0.77
0.74
0.83
0.51
0.85
!1
*R12 is the R-square for C1 and C2, and R34 is the R-square for C3 and C4
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Figure 4.9 to Figure 4.13 show the linear fits for each ground motion parameter
after combining the similar datasets. We have also shown the regressions from the Kaka
and Atkinson (2004) median values for MMI 6 and below, which are median values
based on observations (above MMI 6 the median values are based solely on ground
motion modeling).
Larger MMI values, intuitively, will have larger median ground motion. However,
we do not observe this trend for MMI 9, where the median ground motion value is lower
than the MMI 8 median value. This is likely due to a sampling bias since the true range of
ground motions associated with MMI 9 is not fully sampled from the small number of
observations. Therefore, we do not use the median value for MMI 9 in determining the
linear fit since it is biased.
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Figure 4.9. Predictive relationships and median values of PGV vs. MMI developed from
combined dataset for ENA (CUS and Canada [thick solid line]) and California (thick
dashed line). As a comparison, predictive relationships and median values of Kaka and
Atkinson 2004 (thin dot-dashed line, KA2004) and Atkinson and Kaka 2007 (dotted line,
AK 2007) are also plotted. The fit to KA2004 data for MMI 6 and less is shown by the
thin solid line.

Figure 4.10. Predictive relationships and median values of PGA vs. MMI developed from
combined (all) datasets. As a comparison, predictive relationship and median values of
Atkinson and Kaka 2007 (dotted line) are also plotted. The Bhuj data is shown for
comparison but is not included in the regressions.
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Figure 4.11. Predictive relationships and median values of Sa 0.3 sec vs. MMI developed
from combined (all) datasets. As a comparison, predictive relationship and median values
of Atkinson and Kaka 2007 (dotted line) are also plotted.

Figure 4.12. Predictive relationships and median values of Sa 1.0 sec vs. MMI developed
from combined datasets for ENA (CUS and Canada [solid line]) and California (thick
dashed line). As a comparison, predictive relationships and median values of Kaka and
Atkinson 2004 (thin dot-dashed line, KA2004) and Atkinson and Kaka 2007 (dotted line,
AK2007) are also plotted. The fit to KA2004 data for MMI 6 and less is shown by the
thin solid line. The data from Bhuj is also shown but not included in the regressions.
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Figure 4.13. Predictive relationships and median values of Sa 2.0 sec vs. MMI developed
from combined dataset for ENA (CUS and Canada [solid line]) and California (thick
dashed line). As a comparison, predictive relationship and median values of Atkinson and
Kaka 2007 (dotted line, AK2007) is also plotted.

4.5

Residual Analysis
We perform residual analysis following the approach of Atkinson and Kaka (2007).

MMI residuals as a function of magnitude and distance are calculated by subtracting the
predicted MMI determined using Equation (17) and Table 4.1 from the observed MMI
(observed minus predicted). The residual is examined in order to evaluate whether there
are any dependencies in the predictive relationships with magnitude and distance. Figure
4.14 through Figure 4.18 show the MMI residual as a function of magnitude and distance
for PGV, PGA and spectral acceleration of 0.3 sec, 1.0 sec, and 2.0 sec. These figures
show that there are observed trends in both magnitude and distance with the residual
MMI. We approximate these trends using linear regressions to obtain residual trend
equations that have a general form as follows,
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Residual MMI = C5 + C6 M + C7 log D

(18)

where M is magnitude, D is distance and C5, C6 and C7 are constants listed in Table 4.2.
The plots show different trends between ENA and California for the residual MMI of
PGV vs. magnitude as shown in Figure 4.14. The ENA and California residuals for this
particular ground motion parameter seem to have an opposite trend, which also can be
observed from the different sign of C6 in Table 4.2. Equations (17) and (18) are then
combined to obtain predictive relationships that have a general form as follows

MMI = C1 + C2 log Y + C5 + C6 M + C7 log D
MMI = C3 + C4 log Y+ C5 + C6 M + C7 log D

for log Y ! log Yt
for log Y " log Yt

(19)

where "2 is the standard deviation of the dataset to the predictive relationship. The values
for each dataset are shown in Table 4.2.
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Figure 4.14. PGV MMI residuals, obtained by subtracting the predicted MMI from the
observed MMI values, for (a) ENA (asterisk) and (b) California (triangle), versus
magnitude and distance. The two California data points with distances less than 1 km are
not used in the regression to avoid their biasing the results.

89

Figure 4.15. PGA MMI residuals from all datasets combined versus magnitude and
distance. The two data points with distances less than 1 km are not used in the regression
to avoid their biasing the results.

Figure 4.16. 0.3 sec Sa MMI residuals from all datasets combined versus magnitude and
distance. The two data points with distances less than 1 km are not used in the regression
to avoid their biasing the results.
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Figure 4.17. 1.0 sec Sa MMI residuals for (a) ENA (asterisk) and (b) California (triangle),
versus magnitude and distance. The two California data points with distances less than 1
km are not used in the regression to avoid their biasing the results.
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Figure 4.18. 2.0 sec Sa MMI residuals for (a) ENA (asterisk) and (b) California (triangle),
versus magnitude and distance. The two California data points with distances less than 1
km are not used in the regression to avoid their biasing the results.

Table 4.2. Linear Regression of MMI residuals for PGV, PGA and spectral accelerations
of 0.3 sec, 1.0 sec, and 2.0 sec
PGV
PGA Sa 0.3 s
Sa 1.0 s
Sa 2.0 s
ENA California
All
All
ENA California ENA California
C5
-0.86
0.14
-2.15
-0.42
2.64
1.55
0.77
1.87
C6
0.09
-0.09
0.14
-0.05
-0.33
-0.23
-0.02
-0.25
C7
0.20
0.18
0.83
0.36
-0.51
-0.25
-0.31
-0.37
!2
0.61
0.76
0.83
0.76
0.65
0.79
0.50
0.80
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4.6

The Issue of Magnitude and Distance Ranges
There is a suggestion that the differences at long period in GMICE between

California (interplate) and ENA (intraplate) are due to differences in the magnitude range
used in the analysis (Gail Atkinson, oral communication, 2009). We argue against this
suggestion and we examine this issue by limiting the ENA and California datasets to the
same magnitude range and recalculating the median values and the associated
uncertainties.
In this study, the magnitude range in the ENA dataset is between magnitude 2 and
6, while in the California dataset it is between magnitude 3 and 7.5. Therefore, we restrict
both the ENA and California datasets to the same magnitude range, between magnitude 3
and 6, and exclude the earthquakes outside that range of magnitudes. Then, we reevaluate
the median values of the ground motion parameters and the associated uncertainties, and
we compare the datasets again. We still observe a difference between the ENA and
California regions at long period, where the median values of ground motion for
California are higher than ENA for associated MMI as shown in Figure 4.19 for 1.0 sec
Sa. The difference in this figure is similar to the difference shown in Figure 4.12, which
uses the full range of magnitudes provided in each dataset. The results are similar for 2.0
sec Sa using the same magnitude range for both datasets, but not shown here. Hence, this
demonstrates that the differences in GMICE at long period are not due to differences in
the magnitude range among the datasets.
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Figure 4.19. Median value of Sa at 1.0 sec and the associated uncertainty using the same
range in magnitude for both ENA and California datasets. The thin dash-dot line is the
predictive relation from Kaka and Atkinson (2004) and the thin dashed line is the
predictive relation from Atkinson and Kaka (2007).

A similar suggestion could be made about the differences in distance ranges
between California [3-450 km (< 1 km excluded)] and ENA (10-600 km) contributing to
the observed long period differences in predictive relations. From Figure 4.13, Figure
4.16, and Figure 4.17 we see that the difference in log distance is much narrower than the
difference in magnitude for these two regions. When we reevaluate the median values of
the ground motion parameters and their uncertainties based on the datasets with similar
distance ranges (10-450 km), we still observe the same differences at long period. Hence,
along with the negative results for magnitude, the source of differences in predictive
relations at long periods is not due to differences in the distance ranges of the datasets.
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4.7

Discussions and Conclusions
In this study, we mainly use the databases from Kaka and Atkinson (2004) and

Atkinson and Kaka (2007). We exclude the Street et al. (2005) data, which were recorded
by blast monitors (velocity sensors), from the CUS dataset in Atkinson and Kaka (2007)
because it is biased to higher ground motion values for the associated MMI. This bias is
possibly due to lower vulnerability of nearby, newer buildings, than the rest of the CUS
dataset and affects the comparison. We also exclude MMI less than 6 in Atkinson and
Sonley (2000). Median values of ground motion for MMI less than 6 from the Atkinson
and Sonley (2000) dataset are significantly higher than the median values of the
California ShakeMap dataset (Figure 4.3). This difference suggests that ground motion
values in Atkinson and Sonley (2000) contain an inherent bias due to triggering issues in
strong motion data. Atkinson and Kaka (2007) suggest that the difference exists because
the ground motion data were recorded by strong motion instruments that have the
tendency to record only relatively high ground motions.
For the Kaka and Atkinson (2004) database, we only use the data from the Canada
events. We exclude the data from the historical earthquakes since the ground motion
values of the historical events are estimated using an attenuation model. Additional data
are added to the CUS and Canada datasets. We add the 2008 M5.2 Mt. Carmel
earthquake data in order to include information for MMI 5 and 6 above the Atkinson and
Kaka (2007) CUS data that is generally limited to MMI 4 and less. We also add the 2005
M4.7 Riviere du Loup earthquake to the Canada data of Kaka and Atkinson (2004).
Additionally, we introduce the 2001 Mw 7.7 Bhuj, India earthquake ground motion
versus intensity data for MMI 7-9 in comparison plots, but not in regressions, to extend
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the CUS dataset to larger MMI. The Bhuj region may be analogous with the CUS region,
especially the NMSZ, in that both regions are located in a stable continent area and have
similar ground motion attenuation. Therefore, we have three datasets in this study: the
CUS dataset, the California dataset, and the Canada dataset.
We compare median values of PGA, PGV, and Sa at 0.3 sec, 1.0 sec, and 2.0 sec
and the associated uncertainty at each MMI value between each dataset. Median values of
PGA have the smallest difference among those datasets while Sa 2.0 sec have the largest.
The California median values are relatively higher than that of the other two datasets for
PGV and Sa at 1.0 sec and 2.0 sec. The median values of the California dataset are
comparable with the median values of Atkinson and Kaka (2007) except for MMI 5 due
to our exclusion of MMI 5 and below in the Atkinson and Sonley (2000) dataset, which is
part of the Atkinson and Kaka (2007) database. This shows that the California dataset has
the biggest contribution in the evaluation of the median values in Atkinson and Kaka
(2007). The additional Bhuj data seems comparable to the California data, though it has a
larger uncertainty. This large uncertainty along with the uncertainty of the Bhuj data
containing evidence of intermediate period spectral sag as in ENA earthquakes led us to
decide to not include the Bhuj dataset in developing predictive relationship for ENA.
Based on the median values and the associated uncertainty, we combine all datasets
for PGA and 0.3 sec Sa in order to determine predictive relationships. The CUS and
Canada data are combined together for PGV, 1.0 sec Sa and 2.0 sec Sa. The observed
differences at long periods might be explained by ENA (intraplate) having a different
spectral shape than California (interplate), particularly at intermediate periods (~1.0 sec)
where ENA spectral amplitudes are reduced (Atkinson, 1993). The Bhuj dataset may not
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have the same intermediate period spectral sag as ENA or any intermediate period
spectral sag (Bodin et al., 2004), but this is not clear. So the use of the 1.0 sec Sa data
from Bhuj to extrapolate the ENA dataset to larger MMI is questionable.
We develop predictive relationships based on a log-linear fit of MMI to the median
values of ground motion. The predictive relationships show a good approximation of the
median values since the R-square values are more than 0.9. We also consider
dependencies of the predictive relationship on magnitude and distance by evaluating the
trend on the plot of MMI residuals with magnitude and distance. We recommend a
predictive relationship of MMI vs. PGA for both ENA (intraplate) and California
(interplate) regions as follows

MMI = 0.45 +1.58 log Y+ 0.14M + 0.83 log D
MMI = "4.08 + 3.89 log Y+ 0.14M + 0.83 log D

for log Y ! 1.95
for log Y # 1.95

(20)

We also recommend a predictive relationship of MMI vs. 0.3 sec Sa for both ENA
(intraplate) and California (interplate) regions, while for PGV and spectral accelerations
of 1.0 sec and 2.0 sec we recommend two different relationships for each region. The
complete recommended predictive relationships are presented in general form by
Equation (19) with the constant values given in Table 4.1 and Table 4.2.
Adding Equation (18) to Equation (17) slightly reduces the standard deviation of
the datasets, as can be observed in Table 4.1 and Table 4.2. For the ENA region, the
predictive relationship of PGV from this study gives a relatively lower MMI value, for a
particular PGV level, when compared to the MMI value from the relationship in Kaka
and Atkinson (2004) as shown in Figure 4.9. In Figure 4.12, we observe that the
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estimated MMI in this study is relatively higher than Kaka and Atkinson (2004) for low
1.0 sec Sa values, and it is relatively lower for high 1.0 sec Sa values. This is due to
restricting the Canada dataset to events with ground motion observations only and
including observations from the Riviere du Loup earthquake. The predictive relationships
for the California region and combined datasets consist of two linear-fit equations,
similar to the relationships in Atkinson and Kaka (2007). However, the slope of the linear
fits for low MMI of this study and that of Atkinson and Kaka (2007) are not similar. For
high MMI, both relationships have similar slope with different intercept point as shown
in Figure 4.9 to Figure 4.13.
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CHAPTER 5
CONCLUSIONS
5.1

Wave Gradiometry Using a Three-Dimensional Array of Experimental
MEMS-based accelerometers
A field experiment for 3-D wave gradiometry has been successfully performed

using a small, dense 3-D array of experimental MEMS-based accelerometers. The smallsize experimental accelerometer was calibrated and is capable of recording ground
motion from close distance sources.
A Taylor’s series expansion including 2nd-order terms has been used to calculate
the spatial derivatives with respect to each Cartesian direction. A numerical experiment
was conducted to test the addition of the all 2nd-order terms and results show improved
estimation of the first-order derivatives when the 2nd-order terms are included, compared
to the derivatives that estimated using only the 1st-order series expansion. In addition,
better results are also obtained for the displacement gradient tensor and wave attributes
when the 2nd-order series expansion is used. Monte Carlo error propagation is used to
estimate the uncertainty of the spatial derivatives and give the 95% confidence limit of
the derivatives. Results from both field and synthetic data show narrow confidence limits
for all spatial derivatives with respect to each direction.
Field and synthetic data are used to test wave gradiometry analysis for a 3-D
problem involving close source-to-site distance and a small, dense 3-D array. Synthetic
data show that there are multiple waves that arrive within the time window, as expected
for such close source-receiver distances. The computed wave attributes are in relatively
close agreement with the true or theoretical values, although it is not as close as the
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results from other studies on 2-D wave gradiometry using a surface array with larger
spacing and source located at further distance. These differences are likely due to the fact
that near-field terms are not included in the wave gradiometry relationships.
Displacement gradient tensors are formed using the calculated displacement
gradient. The ability to calculate shear strains from this field experiment is encouraging
and suggest results can be extended to high strain, strong ground motion to observe
nonlinear soil behavior from field measurements. Measurements could involve various
high amplitude sources generated from a vibroseis truck in order to induce the nonlinear
behavior. As the amplitude increases, a decrease in shear wave velocity and an increase
in shear strain should be observed.
5.2

Wave Gradiometry Application in Engineering Seismology: Field
Measurement of Nonlinear Soil Behavior
I have successfully performed a field experiment using a large shaker truck as an

active source to generate strong ground motions and induced nonlinear soil behavior.
Using the NEES shaker truck Raptor and an array of experimental MEMS-based
accelerometers, I am able to produce and measure increasing shear strains up to 1.4 x 10-4
as the driving force amplitude increased. I have also shown that the calculated phase
velocity decreased by as much as ~35% as the driving force amplitude increased. I
assume that the calculated phase velocity is the shear wave velocity since the analysis on
the synthetic dataset shown that the calculated phase velocity is in close agreement with
the shear wave velocity of the top layer from the model. The velocities are then used to
calculate the normalized shear modulus, and plot it with the measured shear strains to
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develop a shear modulus reduction curve as an indication of induced nonlinear soil
behavior.
5.3

Felt Intensity versus Ground Motion: A Difference Between California and
Eastern North America?
Three datasets for different regions, CUS, California, and Canada, are used in this

study that mainly are built based on databases from Kaka and Atkinson (2004) and
Atkinson and Kaka (2007). I exclude some of the data that contain bias due to different
reasons, while also add data from two recent earthquakes in CUS and Canada region.
I compare median values of PGA, PGV, and Sa at 0.3 sec, 1.0 sec, and 2.0 sec and
the associated uncertainty at each MMI value between each dataset. Median values of
PGA have the smallest difference among those datasets while Sa 2.0 sec have the largest.
The California median values are relatively higher than that of the other two datasets for
PGV and Sa at 1.0 sec and 2.0 sec. The median values of the California dataset are
comparable with the median values of Atkinson and Kaka (2007) except for MMI 5 due
to the exclusion of MMI 5 and below data that contain bias. This comparison shows that
the California dataset has the biggest contribution in the evaluation of the median values
in Atkinson and Kaka (2007). The additional Bhuj data is not included in developing
predictive relationship for ENA because it has a large uncertainty and lack of evidence
for or against the Bhuj data containing intermediate period spectral sag as in ENA
earthquakes.
Based on the median values and the associated uncertainty, I combine all datasets
for PGA and 0.3 sec Sa in order to determine predictive relationships. The CUS and
Canada data are combined together for PGV, 1.0 sec Sa and 2.0 sec Sa. I develop
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predictive relationships based on a log-linear fit of MMI to the median values of ground
motion. The predictive relationships show a good approximation of the median values
since the R-square values are more than 0.9. Dependencies of the predictive relationship
on magnitude and distance are also considered by evaluating the trend on the plot of
MMI residuals with magnitude and distance.
I recommend a predictive relationship of MMI vs. 0.3 sec Sa for both ENA
(intraplate) and California (interplate) regions, while for PGV and spectral accelerations
of 1.0 sec and 2.0 sec I recommend two different relationships for each region.
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