Abstract-A benchmark problem of a thin film magnetic recording write head, proposed by the Storage Research Consortium (SRC) in Japan, is simulated with implicit time-domain formulations for nonlinear three-dimensional magneto-quasi-static problems based on the finite integration technique (FI 2 TD). Several numerical schemes adapted to this framework are presented to achieve the required solutions. The write head fields are simulated with good agreement to the measurements.
I. INTRODUCTION
T HE HIGH-DENSITY magnetic recording write head problem of the Storage Research Consortium (SRC) has been part of the research efforts in Japan for high-density magnetic storage systems, i.e., systems for which a recording density of more than the now contemporary 20 Gb/in was to be achieved.
For these research efforts a less sophisticated 2 Gb/in read write head design, for which electron beam measurements of the head field could be made, has been used as a benchmark problem for 3-D nonlinear eddy current finite element codes (see [1] - [3] ). A full definition of the problem geometry, the material properties, and the current excitation waveform within the coils is given in [3] . The relevant device dimensions of the structure are shown in Fig. 1 , which show that the device is small in dimension when compared with the other usual TEAM workshop problems.
With switching times for the driving currents of the device in the nanosecond range, the device clearly qualifies as a high frequency device. However, a frequency analysis of a (simplified) excitation waveform shown in Fig. 4 as well as the coincidence of the results of the achieved simulations with the measurements, justifies the magneto-quasi-static assumptions, i.e., the omission of the displacement currents, made for the simulation of the device.
This example is used to give a numerical analysis of nonlinear field problems in the context of the finite integration technique (FIT) using suitable time integration schemes and appropriate iterative linearization methods to deal with the nonlinear material behavior. 
II. FI TD FORMULATIONS
The FIT [5] , [6] is a proven consistent discretization scheme which maps Maxwell's equations in integral form on a dual-orthogonal grid complex . This results in a set of matrix-equations, the so-called Maxwell grid equations (MGEs). The approximation in the method only occurs in the constitutive material equations coupling the voltages and fluxes. Implicit time domain formulations based on this discretization technique for 3-D eddy current problems were proposed in [7] , solving a nongauged magneto-quasi-static formulation (1) where is the vector of the path integrals of the modified magnetic vector potential along the edges of , is the excitation current vector. The matrices correspond to the discrete curl operators on and , respectively, and are the conductivity and the reluctivity material matrix. The component vector of magnetic facet fluxes is available with and corresponds to the vector of eddy currents. For the solution of this differential algebraic initial value problem of Index 1, several implicit time integration schemes are presented where in each step one or several large sparse (non-) linear systems of algebraic equations have to be solved.
First simulations of the magnetic head problem with these so-called Finite Integration Implicit Time Domain (FI TD) formulations have been presented in [7] , assuming a linear material behavior in order to verify the results of formulation (1) with FIT-based FDTD-formulation using a scaled-approach [8] .
A. Linearization Methods in FI TD Schemes
Since these first simulations of the benchmark problem, FI TD formulations based on (1) have been extended with several linearization techniques to consider the nonlinear 0018-9464/02$17.00 © 2002 IEEE behavior of ferromagnetic materials. In each time step the solution to an algebraic system has to be found, where is the corresponding matrix pencil of the time discretized equation system (1) with a scalar factor and the right hand side current vector depends on the chosen time integration scheme.
1) The Successive Approximation Algorithm: The Successive Approximation algorithm relies on a simple update scheme with the nonlinear iteration index with (2) For this method, a global under-relaxation technique is employed to ensure convergence [9] .
2) The Polarization-Newton-Hybrid Scheme: Recently, for the magnetostatic case, the polarization method and a hybrid scheme has been proposed in [10] . The idea of the hybrid scheme is to combine the polarization method and a nonrelaxated Newton scheme. The polarization method, which introduces an additional polarization vector with to represent the nonlinear material relation, is denoted by (3) Equation (3) can be proven to converge for arbitrary initial guesses. To alleviate this problem, typically over-relaxation schemes are applied such that , where the scalar over-relaxation factor results from a one-dimensional minimization of the residual vector norm is performed [11] . The Newton-Raphson scheme (4) where the Jacobi matrix includes the material matrix of differential reluctivities . Equation (4) is known to have a local quadratic convergence in case that good initial values are provided for the iteration. Modifications of the method usually involve the addition of an under-relaxation process similar to the one described for the over-relaxation of the polarization scheme.
Rewritten to their respective incremental formulations and each executed separately, a linear combination of their solution vectors yields (5) including a 2-D optimization for the relaxation parameters and
With this approach an increased robustness of the re- sulting algorithm with respect to the starting solutions is pursued.
B. Discretization of the Problem
While the FIT as a discretization method has been extended also for local grid refinement and also to nonorthogonal grids, the available implementation of the nonlinear FI TD schemes, with which the simulations were performed, is just based on Cartesian tensor product grids. Considering the strongly varying device dimensions, this results in discrete problem sizes, which exceed the number of unknowns of the unstructured grids used for the FEM codes presented in [3] . Considering the asymptotical complexity of iterative SSOR-CG or ICCG solution methods of number of DoF for the linear systems of equations [12] , this amounts to a severe drawback concerning the required times for simulations of the read write head. On the other hand, the regular grid structure allows for a very simple and fast grid generation, and it supports the implementation of fast data structures for matrix vector multiplications, which were shown in [7] to outperform those of general matrix storage formats.
C. Solution of the Linear Systems
The major part of the simulation time is spend to the solution of the linearized systems of equations evolving from (1). In Table I , a comparison of simulation times between an early code version of an algebraic multigrid (AMG) scheme [13] and a fine-tuned SSOR-preconditioned CG-method is shown. The solvers were applied for discretizations of the problem with 1.5 mio. DoF (Problem A) and with 755 136 (Problem B). The given simulation times represent time required for the solution of one system of equations arising from the discretization. The AMG code specifically uses Arnold-Falk-Winter (AFW) block-matrix smoothers [14] in order to avoid the typical breakdown in the multigrid convergence rates when applying standard smoothing techniques in the presence of the special algebraic structure of the singular curl-curl formulation in (1). These blocks-smoothing algorithms involve the initial direct LU-factorization of n 54 54 matrix blocks for FI TD matrices originating from Cartesian grids, resulting in a notable set-up phase of the algorithm and considerably high memory requirements when compared to standard SSOR-CG or ICCG implementations. During the AMG-iterations, the repeated forward and backward substitutions strongly benefit in terms of calculation times from the usage of hardware optimized routine-libraries such as NAG or a BLAS-kernel for small dense matrix-blocks.
The simulation times given for the implementation of the AMG code on the SGI Origin 10 000 (300 MHz) involving ma- chine-optimized routines for block-smoothers, show a decrease of the computation time by about one order of magnitude when compared to SSOR-CG solution time. About 4.2 Gbyte of corememory had to be provided for this early code version to solve the system. The same code implementation on a SUN 3500 Enterprise (336 MHz) without using the optimized routines did not show advantages when compared to the SSOR-CG-solver for the smaller discretization (Problem B in Table I ), which still required 1783 Mb memory. These high storage requirements yet prohibit to use these solution methods, for which an asymptotical optimality (work ) was shown in [12] , within the nonlinear transient simulations of the SRC read write head. This left only a memory efficient, but less advanced SSOR-CG implementation available for the presented simulations.
III. NUMERICAL RESULTS
The recording write head model is simulated for a measured excitation current similar to that of a digital impulse signal [3] . The current inside the coils induces a magnetic flux inside the permalloy yoke and the plate (Fig. 1) .
The permalloy core material is assumed to be in saturation at 1 T and to have a conductivity of 5 10 S/m. One result to be verified by the simulations was the vertical magnetic flux directly in front of the air gap at (a) (b) Fig. 4 . Frequency analysis of a simplified current excitation waveform as given in [1] . For frequencies larger than 6 GHz, the amplitudes are smaller than 1% of the maximum value and thus the smallest wave lengths to be considered for the simulation are larger than 0.05 m. With a device length of 148 m the problem allows the magneto-quasi-static assumptions [4] . The transient nonlinear time integration process involved 118 equidistant time steps of a size of 0.25 ns, corresponding to 29.5 ns simulation time, sampling the applied current excitation form given in Fig. 3(a) . The extensive calculation times on a 336 MHz SUN Enterprise 3500, which are given in Table II are due to the fine resolution of the time axis and the discrete problem size, which were first chosen independently of the results published in [3] .
In Table III , we compare the times of the nonlinear FI TD calculations using the Successive Approximation linearization method with the simulation times of codes based on the finite element method reported in [3] . It can be seen that the results of the FI TD formulations are in the range of those of FEM codes also based on (modified vector potential) formulations. Since holds, the state variables of these modified vector potential formulations will typically feature more incontinuities than the state-variable vectors of the other eddy current formulations . To resolve these jumps in the fields, conjugate gradient type solvers will typically require more iterations than for smooth state-variables. Accordingly, the shortest simulation time of the 2 Gb/in benchmark problem was given with 9.7 h on a SUN ULTRA I (167 MHz) for an formulation performing 55 time steps on a grid with 6 567 0 nodes, resulting in 192 319 unknowns in the formulation [3] .
The results of the different FI TD simulations showed no significant differences for the vertical magnetic flux density depicted in Fig. 6 , which show good agreement with the corresponding curve shape measured by a stroboscopic electron beam tomography and the results of the various edge-finite element codes published in [3] . Fig. 7 shows the nonlinear saturation effects especially at the tip of the magnetic head in a contourplot of the magnetic flux density after a simulated time ns.
IV. CONCLUSION
This paper presented solutions of nonlinear magneto-quasi-static calculations using implicit time domain formulations based on the FI technique for a magnetic recording write head benchmark problem of the SRC, Japan. Within this framework several linearization schemes for the nonlinear problem were compared according to their computational efficiency. The fastest simulations results achieved for the problem compare to those for similar -FEM-formulations presented in [3] .
