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Résumé
Les approches probabilistes basées sur les modèles de mélange sont de plus en
plus utilisées en classification automatique car elles fournissent un cadre formel pour
résoudre des problèmes pratiques qui se posent en classification, tels que la déter-
mination du nombre de classes, et permettent d’estimer l’incertitude associée à la
classification. Les limites de ces méthodes résident principalement dans le choix de
la loi de probabilité des composantes du mélange, qui dépend du type de données et
va contraindre la forme des classes. Peu de modèles de mélange ont été étudiés dans
le cas multivarié, et il est difficile d’adapter la méthode d’estimation d’une distribu-
tion à une autre. Nous proposons une généralisation des méthodes de classification
basées sur des modèles de mélange qui :
– s’adapte rapidement à des données de type différents (continues, discrètes,
binaires, surdispersées),
– permet d’obtenir des formes de classe et des structures de corrélation variées,
– permet de traiter des données multivariées comportant des observations de
plusieurs types.
Pour cela nous considérons un modèle hiérarchique, dans lequel la couche cachée
est issue d’un mélange de lois gaussiennes bivariées et la couche d’observation est
obtenue par une distribution bivariée dont le choix dépend du type de données
observées. L’estimation du modèle se fait par un algorithme MCEM.
Mots clés : Données multivariées, Modèle hiérarchique, Modèle Poisson log-normal,
Monte Carlo EM.
Abstract
Clustering methods based on finite mixture models have proved to be very effi-
cient in cluster analysis, and to provide nice statistical solutions to several practical
issues encountered in this field, such as the selection of the number of clusters. Some
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of the problems that still remain in these methods are closely related to the choice
of the component distributions, which has to be made according to the type of data.
There is still a limited choice of distributions that have been studied for multivariate
data, and the estimation of such models is difficult to adapt from one distribution
to another. We present a generalized model-based clustering method for bivariate
data, which is easy to adapt to different types of data, can accomodate very different
shapes of clusters (and correlations) and can cluster data with attributes of different
types. Our method is based on a hierarchical model in which the hidden layer is a
bivariate normal mixture and defines the clusters and the second layer depends on
the type of data. The estimation algorithm is based on Monte Carlo EM.
Key words: Hierarchical model, Model-based clustering, Monte Carlo EM, Multi-
variate data, Poisson log-normal model.
1 Introduction
Les approches probabilistes basées sur les modèles de mélange sont de plus en plus util-
isées en classiﬁcation automatique. Elles fournissent plusieurs avantages par rapport aux
approches heuristiques basées sur des critères métriques, notamment un cadre formel pour
résoudre des problèmes pratiques qui se posent en classiﬁcation, tels que la détermina-
tion du nombre de classes. De plus elles permettent d’estimer l’incertitude associée à la
classiﬁcation. Dans la classiﬁcation à l’aide de modèles de mélange on suppose que les
observations à classer sont issues de plusieurs populations (groupes), chaque population
étant caractérisée par une distribution de probabilité. Le choix de la distribution des
composantes du mélange se fait en fonction du type de données.
Pour obtenir une partition des données avec cette approche, les paramètres du mélange
sont estimés et les observations attribuées à la classe la plus probable conditionnellement
à ces paramètres. Des méthodes d’estimation basées sur le maximum de vraisemblance
ont été mises au point pour plusieurs distributions (voir par exemple McLachlan et Peel,
2000), et les logiciels de classiﬁcation correspondants sont disponibles (e.g. MIXMOD
- Biernacki et al., 2006, MClust - Fraley et Raftery, 2006). Pour les observations mul-
tivariées, les modèles utilisés sont essentiellement le mélange gaussien multivarié pour
les données quantitatives continues (Fraley et Raftery, 2002) et le mélange multinomial
multivarié pour les données qualitatives (Agresti, 2002).
Les limites des méthodes de classiﬁcation à l’aide de modèles de mélange résident
principalement dans le choix de la distribution, qui dépend du type de données et va
contraindre la forme des classes.
• Dans le cas multivarié, peu de modèles de mélange ont été étudiés (gaussien et
Student multivarié pour les données continues, Poisson multivarié pour les données
de comptage, multinomial multivarié pour les variables qualitatives), et il est diﬃcile
d’adapter l’estimation de ces modèles d’une distribution à une autre,
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• Les formes des classes sont parfois trop limitées par le choix de la distribution (la loi
de Poisson multivarié ne permet pas de corrélation négative au sein d’une classe),
• Il n’existe pas encore de méthode, à notre connaissance, qui permette de classer des
observations multivariées de type diﬀérent (e.g. continu vs. discret).
Nous proposons une généralisation des méthodes de classiﬁcation à l’aide de modèles de
mélange qui :
• s’adapte rapidement à des données de type diﬀérents (continues, binaires, discrètes,
surdispersées),
• permet d’obtenir des formes de classe et des structures de corrélation variées,
• permet de traiter des données multivariées comportant des observations de plusieurs
types.
Pour cela nous considérons un modèle hiérarchique à deux couches, dans lequel la couche
cachée est issue d’un mélange de gaussiennes bivariées et la couche d’observation est
obtenue par une distribution bivariée dont le choix dépend du type de données observées.
Nous avons choisi le mélange de gaussiennes pour la 1ère couche car il a fait l’objet de
nombreuses études et permet d’obtenir une grande diversité de formes de classes, ainsi
que des corrélations négatives.
2 Méthode
2.1 Le Modèle
Soit M un mélange de K lois bivariées. La densité de la kème composante de ce mélange
est déﬁnie pour une variable aléatoire Yik par le modèle hiérarchique suivant :{
θik ∼ N (µk,Σk)
Yik|θik ∼ Lbiv(g
−1(θik))
où N (µk,Σk) est la loi gaussienne bivariée de moyenne µk, matrice de covariance Σk, g
est une fonction de lien et Lbiv désgine une loi bivariée de paramètres g
−1(θik). Nous allons
nous limiter au cas où la loi bivariée est formée de deux lois univariées indépendantes.
Le choix de Lbiv et g
−1 dépend du type de données et les deux variables ne sont pas
nécessairement du même type. Des données de type diﬀérent sont obtenues en posant
par exemple Y1ik = θ1ik pour avoir une variable continue et Y2ik ∼ P(e
θ2ik) pour avoir une
variable discrète. Nous pouvons utiliser des lois diﬀérentes pour les deux variables, par
exemple une loi binomiale avec une fonction de lien logit et une loi de Poisson. On peut
noter que le cas particulier où on n’a pas de mélange, et où la loi bivariée Lbiv est formée
de deux lois de Poisson indépendantes et g−1 est la fonction exponentielle, correspond au
modèle Poisson log-normal proposé par Aitchison et Ho (1989).
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2.2 Estimation par maximum de vraisemblance
Nous voulons répartir les n observations bivariées Yi en K groupes. Le modèle précédent
peut s’écrire comme un modèle hiérarchique à deux couches cachées :
Z → θ → Y
où Y est la variables observée, Z et θ sont deux variables latentes. Zik est une variables
binaire qui vaut 1 si l’observation i appartient à la classe k, 0 sinon. Y est indépendant
de Z conditionnellement à θ. La variable latente θ suit un mélange ﬁni à K composantes
de lois normales de paramètres Φk = {πk,µk,Σk} et de densité fθ :
fθ(θ;Φ) =
K∑
k=1
πkfk(θ;µk,Σk).
La log-vraisemblance des données complètes peut s’écrire :
lc(Φ;y,θ, z) = log fY |θ(y|θ) +
n∑
i=1
K∑
k=1
zik log(πkfk(θi)).
L’algorithme EM (Expectation Maximization) est utilisé pour obtenir les estimateurs
par maximum de vraisemblance des paramètres du modèle et répartir les données dans
les classes. Pour cela nous devons calculer dans l’étape E l’espérance de la vraisemblance
conditionnellement aux observations :
Q(Φ,Φ(t)) = EΦ(t) [lc(Φ;Y ,θ,Z)|Y = y] = EΦ′ [p
θ
ik log(πkfθ(θi;µk,Σk))|Yi = yi],
où pθik = PΦ′(Zik = 1|θi) est la probabilité a posteriori que θi soit issu de la composante
k. Cette expression fait intervenir une intégrale double, donc on ne peut pas la calculer
analytiquement.
Nous utilisons une variante de l’algorithme MCEM (Monte Carlo EM) proposé par
Booth et Hobert (1999) en l’adaptant à notre cas. Une approximation de Q(Φ,Φ(t)) est
estimée par importance sampling, en utilisant comme loi d’importance une distribution
de Student bivariée dont les paramètres sont calculés à l’aide d’une approximation de
Laplace de la vraisemblance.
La taille N de l’échantillon d’importance est recalculée à chaque itération de façon à
obtenir un compromis entre la rapidité des premières itérations et la précision ﬁnale de
l’estimation.
L’étape M se résout analytiquement. Les estimateurs des paramètres Φ = {π,µ,Σ}
sont obtenus par les expressions suivantes :
πˆk =
n∑
i=1
N∑
j=1
wijp
θ
ik
nN
; µˆk =
n∑
i=1
N∑
j=1
wijp
θ
ikθ
(j)
i
n∑
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wijp
θ
ik
; Σˆk =
n∑
i=1
N∑
j=1
wijp
θ
ik(θ
(j)
i − µk)(θ
(j)
i − µk)
T
n∑
i=1
N∑
j=1
wijp
θ
ik
.
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3 Résultats
Des résultats de classiﬁcation seront présentés sur données simulées et sur données réelles.
Nous étudierons également les gammes de paramètres pour lesquelles les modèles sont
estimables pour certains sous-modèles, notamment le mélange de modèles de Poisson
log-normal.
4 Discussion
Nous avons proposé une méthode très générale de classiﬁcation automatique basée sur un
modèle hiérarchique de mélange de lois qui peut être utilisée pour des données de types
diﬀérents. L’estimation des paramètres de ces lois se fait par un algorithme MCEM.
L’adaptation de notre méthode d’estimation à diﬀérentes lois fY |θ, donc à diﬀérents types
de données, est peu coûteuse. La généralisation à plus de deux variables ne devrait
pas poser de problèmes particuliers, même s’il faudra probablement diminuer le nom-
bre de paramètres à estimer dans le mélange de lois normales multivariées (notamment
reparamétrer les matrices de variance-covariance) aﬁn d’obtenir des modèles plus parci-
monieux, de la même manière que Fraley et Raftery (2002).
Pour rendre cette méthode de classiﬁcation opérationnelle en pratique, il reste à choisir
un critère de sélection du nombre de classes, ainsi qu’une méthode eﬃcace d’initialisation
automatique des partitions.
Nous prévoyons de diﬀuser cette méthode sous forme d’un package R.
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