where r j C is the realized (expected) completion times of job j , j C is the (expected) initial 46 completion time of job j and d represents the common due date of jobs. The most frequent way 47 to measure stability (the deviation between initial and realized schedules) is to compare job 48 completion times [2] . Based on this comparison, three stability measures are commonly used in 49 the related papers: the sum of the squared differences, the sum of variances of the realized 50 completion times and the sum of absolute differences [2] . 
In general, the performance of the realized schedule is the main concern of practitioners rather 53 than the planned or estimated performance of the initial schedule. Hence, optimizing the former 54 may be more appropriate than optimizing the latter and robustness is a practical performance 55 measure. A schedule serves as a master plan for other shop floor activities in addition to 56 production tasks, such as determining delivery dates, release times, and planning requirements 57 for secondary resources such as tools, fixtures, etc. Any deviation from the production schedule 58 can disrupt these secondary activities and increase system nervousness. Thus, stability (solution 59 robustness) is more and more important nowadays, especially for the Just-In-Time (JIT) 60 production systems. 61 Based on the literature, stability and robustness were considered separately to cope with the 62 stochastic disruptions in the scheduling problems (e. g. [2] , [6] [7] [8] [9] ). However, considering bi-63 objective robustness and stability optimization problem enhances the flexibility of the schedule 64 against changes in addition to preserving the feasibility of the schedule. A linearized 65 combination of individual objective functions is a common approach to form multiple-objective 66 problems [1] . Ergo, in this paper, using the linear combination of robustness and stability 67 measures, first three scheduling problems with disruptions are defined. proposed a robust and stable schedule based on GA to minimize the total weighted tardiness of a 120 single machine with random machine breakdowns.
121
In the classic scheduling literature, the job processing times are assumed known and constant 122 which may not be true in all situation, such as deteriorating job [14] , cases with learning effect [ 123 [15] , [16] , [17] ], and the uncertainty in job processing times' durations [18] . Yang et al. [9] 124 proposed a robust approach based on some heuristics in cases with job processing time 125 uncertainties to minimize the sum of the completion times. They showed that the robust version 126 of the sum of the completion time problem is NP-complete even for very restricted cases. Goren 127 et al. [2] studied a single-machine problem where the performance measure is the total flow time 128 and the source of uncertainty is the processing time variability and random machine breakdowns.
129
They proposed a branch-and-bound algorithm and two O (n log n) surrogate relaxation heuristics 130 that utilized this procedure to generate robust schedules, and compared their solutions to the 131 Shortest Expected Processing Time (SEPT) solution. They observed that the SEPT performs 132 poorly in terms of the robustness. Moreover, a novel algorithm is proposed to minimize the 133 makespan under at most one machine breakdown to schedule the uniform processors [19] . 134 Rahmani [18] proposed a proactive-reactive two-stage method to hedge against the processing 135 time uncertainty and the unexpected machine breakdowns in two-machine flow shop scheduling 136 problem. Multi-factor measure is proposed to apply a good reaction after disruption and robust 137 optimization is applied to produce a robust schedule in the first-stage. Kacema et al. [20] 138 examined a single machine weighted completion time problem with a fixed non-availability 139 interval. Zhiqiang et al. [20] considered robustness (measured by RM1) and stability (measured 140 by SM3) simultaneously with machine breakdowns as the only source of uncertainty and Genetic 141 Algorithm (GA) is applied to solve this dual criteria optimization problem. To the best of our 142 knowledge, except in Rahmani [18] , no other papers simultaneously consider the robustness and 143 the stability measures, with uncertain processing times and random machine breakdowns. This 144 paper proposes effective heuristics for the same problem, previously discussed in [18] . 
Problem Definition

146
There are different factors that lead to disruptions in systems such as arrival of a new job, due 147 date uncertainty, breakdown occurrence, the uncertainty of job processing times, etc., which are 148 commonly known as scheduling uncertainties. The current paper simultaneously considers the 149 uncertain job processing times and the machine breakdowns as the system uncertainties. Also, the following assumptions are considered:
153
 Job j is available at the beginning of the scheduling. When the real value of uncertain parameters are not known in advance, surrogate measures are 162 commonly used to obtain robust and stable schedules [3] . In this paper, we arbitrarily consider 
Solution Methods
179
In this section, based on proved theorems, we optimally obtain robust and stable schedules for 180 the first and second problems. For the third problem, we propose two-stage predictive methods.
181
In the first stage, we optimize robustness without considering machine breakdowns. In the 182 second stage, we embedded additional times into job processing times to hedge against 183 machine breakdowns.  optimally and to take into account the 196 machine unavailability impacts, the processing time of job j is modified via Equation 4 [22] .
where () j Eq is the modified job processing time after breakdown. We prove that the 198 optimality of SEPT is also held for RM3 (See Appendix 
The Proposed Heuristics 209
In this section, we propose two-stage heuristics to handle the following problem single machine stable total weighted tardiness problem [23] . 221 Goren and Sabuncuoglu [2] analytically proved the optimality of SEPT for single machine 222 expected total tardiness problem when the job processing times follow the exponential 223 distribution with rate j  .
224
Corollary3: SEPT gives the optimal sequence for
To handle the third problem, heuristic methods are proposed based on corollary 3 and the 226 idea of a predictive two-stage approach called optimized surrogate measure heuristic 227 (OSMH). OSMH is proposed to minimize the maximum lateness in the job shop environment 228 with random machine breakdowns [7] . In OSMH, a predictive schedule is generated to 229 minimize the primary objective assuming no breakdowns, then the same job sequence is kept In this method, the amount of the additional time is constrained by the difference 261 between the initial and final primary objective to control the realized schedule primary 262 objective degradation. The procedure of the LP-based heuristic is presented below.
263
Step 

In the next section, we show that except in the case of low machine breakdown rate and 275 duration, the robustness and the stability of the schedule generated by LP-based method 276 improved significantly over those generated by the predictive SEPT-OSMH method. 
Computational Results
278
To examine the performance of the proposed predictive schedules for the third problem, a 279 series of computational experiments using randomly generated test problems are conducted.
280
The test instances were generated as in [7] . These algorithms are coded in MATLAB R2013b 281 and executed on an Intel Core PC with 3.0 GHz CPU and 8.0 GB RAM. 
The comparison between SEPT-OSMH and SEPT-LPOSMH 283
There are five categories for the number of jobs as 10,30,50,70,90 n  . The processing 284 times follow different exponential distributions, with uniformly-distributed, random rates of 285 j  . Therefore, we have a total of 5 problems with different parameter combinations. For 286 each combination, 100 instances are generated, increasing the number of tests to the total of 287 500 (see Table 2 ).
288 Table 2 .
289
Inspired by Mehta and Uzsoy [8] , a common due date is considered, which is equal to the 290 five times of the maximum expected processing time of jobs.
291
The time between two consecutive machine breakdowns is exponentially distributed with 
).
295
Therefore, the unit considered for the job processing times (minute, hour, day, or ...) is the 296 same unit considered for the common due date, the time between two consecutive machine 297 breakdowns, and the machine breakdown durations.
298
The steady state availability of repairable systems is obtained by Table 3 ).
302 Table 3 .
303
Therefore, we have 500 instances that are subject to 6 types of machine breakdowns and a 304 total of 3000 combinations of the problem and breakdown types. Table 4 presents the values of AEC, AET, AECI and AETI for various problem classes.
316
The bold positive values in Table 4 indicate that the performance of SEPT-OSMH is 317 better than SEPT. It should be noted that SEPT is considered as one of the most 318 commonly used reaction methods in scheduling under uncertainty. The closer the values 319 to one, the more impressive the performance improvement of SEPT-OSMH to SEPT. 320 According to Table 4 , we can draw the following conclusion.
321
When the type of machine breakdowns are B1, B2, B3, and B4, the objective 322 degradation of the predictive scheduling generated by the SEPT-OSMH algorithm 323 improves significantly compared to SEPT (Figure 1) . 
325
This conclusion is logical since the low (or the moderate) length and the frequency of 326 the machine breakdown have not created much disturbances to the initial schedule. In 327 such cases, the predictive methods are more appropriate. Moreover, the usage of reactive 328 scheduling methods such as SEPT in scheduling the systems with a high degree of 329 uncertainty is recommended [3] . This point is also confirmed here; i.e., whenever the 330 type of machine breakdowns is B6, the objective degradation of the schedule generated 331 by SEPT improves significantly compared to SEPT-OSMH algorithm.
332
Also a greater the number of jobs shows a lower objective degradation of the predictive 333 schedule from the SEPT-OSMH compared to SEPT (Figure 2 ). 
335
That is, when the number of jobs increases, the effect of predictive scheduling is more 336 evident.
337 Table 4 .
338
To compare the effectiveness of SEPT-OSMH and SEPT-LPOSMH, Equation 16 and From the overview of Table 5 , we can conclude that the LP-based method is more effective 346 than SEPT-OSMH especially for a small , and that 0.1 is the most appropriate value for .
347
Also, the scheduling generated by SEPT-OSMH is more robust than SEPT-LPOSMH only 348 when the machine breakdown frequency and duration are small (B1). In other cases, i.e.
349
when the type of machine breakdowns are B2, B3, B4, B5, and B6, the robustness and 350 stability of the schedules generated by LP-based algorithm improve significantly over those 351 generated by SEPT-OSMH. 352 The reason for this can be that with increasing frequency and duration of machine 353 breakdown, scheduling disturbance increases, so the LP-based algorithm which generates 354 more stable (controlled) schedule, shows much better performance than SEPT-OSMH.
355 Table 5 .
356
If a schedule with maximum stability improvement is desired, then 0.1 is the advisable 357 value for (see Figure 3 ). For   0.1, the robustness and stability improvement of SEPT- 358 LPOSMH in comparison to SEPT-OSMH is higher when the number of jobs is 70.
359
If a schedule with maximum robustness improvement is desired, then 0.8 is the advisable 360 value for (see Figure 4 ). 
363
There is a logical contradiction between stability and robustness since to enhance the 364 schedule robustness, sequence manipulation may be necessary, which leads to stability 365 degradation [18] . Figure 5 confirms this conflict.
366
According to Figure 5 , If a robust and stable schedule is required, then the appropriate 367 amount of  depends on the number of jobs. For example, when the number of jobs is 70, 368 then 0.1 is the advisable value for , and when the number of jobs is 50, then 0.3 is the 369 advisable value for , and so on. 
371
The increase in the  means that the Equation 13 is less restricted. That is, in order to 372 simultaneously enhance the robustness and the stability, the robustness should worsen in 373 favor of upgrading the stability.
Conclusions
375
The generation of high robust and stable schedule in stochastic single machine 376 environments has become the focus of many researches recently, but only a few studies 377 consider robustness and stability, simultaneously. Even fewer studies consider both the 378 machine breakdown and the variable processing time as the sources of uncertainty. No 379 exact/optimum solution for these problems has been proposed in the literature. In this paper, scheduling generated by predictive SEPT-OSMH is only preferred to SEPT-LPOSMH when 388 the machine breakdown frequency and duration are low. In other words, the LP-based 389 method has higher prediction and the disturbance in the scheduling generated by this method 390 is significantly lower.
391
The general predictive approach in the paper can be extended to any other complex 
399
Let S be an optimal sequence, assume that there exists a pair of adjacent jobs i and j such that     ji E p E p  and 400 job j succeeds job i in S. Consider a sequence S  from S by swapping the positions of jobs i and j .we show that S  401 is better than S, i.e.
(1 -).
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