An effective treatment may only benefit a subset of patients enrolled in a clinical trial. We translate the search for patient characteristics that predict treatment benefit to a search for qualitative interactions, which occur when the estimated response-curve under treatment crosses the estimated response-curve under control. We propose a regression-based framework that tests for qualitative interactions without assuming linearity or requiring pre-specified risk strata; this flexibility is useful in settings where there is limited a priori scientific knowledge about the relationship between features and the response. Simulations suggest that our method controls Type I error while offering an improvement in power over a procedure based on linear regression or a procedure that pre-specifies evenly spaced risk strata. We apply our method to a publicly available dataset to search for a subset of HER2+ breast cancer patients who benefit from adjuvant chemotherapy. We implement our method in Python and share the code/data used to produce our results on GitHub (https://github.com/jhroth/data-example).
INTRODUCTION
If the results of a clinical trial indicate that a proposed treatment is not beneficial overall, the treatment may still benefit a smaller subset of patients. Existing methods to predict which patients benefit from treatment generally use one of two general strategies.
The first approach, sometimes called classification-based (in Zhang and others, 2015 , for example), assumes the structure of the treatment rule (a function that maps a patient's characteristics to a treatment option) and then looks for the optimal rule over that class of possible treatment rules. For example, Zhang and others (2015) assume the optimal treatment rule is a sequence of "if-then" statements with less than three variables involved in each condition, then searches for the rule of this form that maximizes an estimate of treatment rule value. Outcome-weighted learning others, 2012, 2015) and marginal structural mean models (Robins and others, 2008; Orellana and others, 2010) are other classification-based approaches to predicting treatment benefit.
The second approach, sometimes called regression-based, usually assumes a conditional mean model of the response variable given a treatment assignment and patient characteristics. For an observation with a particular set of characteristics, these methods generally predict the conditional mean response under * To whom correspondence should be addressed different treatment assignments to infer the best treatment option. Examples include methods leveraging the Q-learning framework others, 2009, 2011; Moodie and others, 2014) , other statistical learning tools (e.g. boosting in Kang and others (2014) ), or a combination of parametric, semiparametric, and nonparametric estimators (such as the two-stage approach of Cai and others, 2011) .
In the econometric literature, Chang and others (2015) and Crump and others (2008) develop nonparametric theory to test the null hypothesis that the direction of the treatment effect is the same across all values of pre-specified covariates. This null hypothesis is sometimes called testing for treatment effect heterogeneity.
In the regression setting, the search for predictive biomarkers can be thought of as a test for a clinically meaningful interaction between treatment and patient characteristics. A qualitative interaction occurs when treatment is neither superior nor inferior over all subsets of patients (Gail and Simon, 1985; Pan and Wolfe, 1997; Peto, 1982) . Qualitative interactions stand in contrast to non-qualitative interactions, where the magnitude of treatment effect varies across patient subsets but the direction of the treatment effect is the same in every subset (i.e. either all patients benefit or all patients do not benefit). Qualitative interactions are clinically meaningful because they identify a treatment strategy with the ability to improve patient outcomes. Figure 1 shows a hypothetical example of a qualitative interaction that can inform a treatment decision (left panel) and a non-qualitative interaction that cannot inform a treatment decision (right panel). If the response variable Y is desirable (e.g. survival time), the left panel suggests that treatment is only beneficial for patients with values of candidate biomarker X above about 1.7.
We propose a regression-based framework that tests for qualitative interaction without assuming a linear mean model or requiring a candidate biomarker to be divided into risk strata beforehand. To do this, we translate the general settings of qualitative and non-qualitative interaction into convex optimization problems that data-adaptively estimate the control and treatment groups' underlying trends in treatment response over the range of a candidate biomarker. We form a simple likelihood-based test statistic and evaluate its significance using a permutation test.
We emphasize that our framework does not directly identify a subpopulation of patients who should receive treatment; rather, our method provides a global test of the null hypothesis that treatment is either uniformly beneficial or uniformly not beneficial across the ordered values of a candidate biomarker. In the convex problem that allows for qualitative interaction, the values of the candidate biomarker at which the estimated response-curves for treatment groups cross each other suggest a subset of patients who benefit from treatment. However, there is no formal test run evaluating average treatment effect in that subset. Section 2 outlines our general framework for estimation and testing. Section 3 describes our testing procedure in more detail. Section 4 briefly discusses the Python implementation of our method. We present results from a data example in Section 5 and simulation results in Section 6. Section 7 gives a brief conclusion.
ESTIMATION AND TESTING FRAMEWORK
We begin with the formal definition of a qualitative interaction in the multivariate setting.
Suppose we observe patients randomized to either new treatment (T = 1) or standard of care (T = 0). On each patient we observe p covariate values x ≡ x 1 , . . . , x p and a numeric response y. Suppose further
where L is a known distribution parametrized by a single parameter, θ (x, T ) , that is an unknown function of the features and treatment assignment. Further suppose that, for any y, L(y, θ) is log-concave in θ . In what follows we will rewrite θ (x, T ) as θ T (x). In addition let G denote the joint distribution of x and let supp(G) = {x|G(x) = 0} denote the support of G. We are interested in testing the null hypothesis:
Often rather than a bi-directional null hypothesis, we will instead be interested in testing whether new treatment is more effective than control for any subset of patients. If higher values of y are more beneficial, then in this case H 0 is reduced to: ∀x θ 1 (x) ≤ θ 0 (x); and the alternative hypothesis is correspondingly changed.
We note that this tests a global null hypothesis (that one response curve lies everywhere above the other). Rejecting this null does not indicate where the curves cross. The testing procedure we will propose does give an estimate of the subset of patients for whom treatment is more effective than control (and vice versa). However, we do not run a formal statistical test of average treatment effect in those subsets.
For testing this hypothesis suppose we have data on n 0 + n 1 = n independently drawn individuals, where n 0 individuals are randomized to the control group and n 1 to the treatment group. Let X ∈ R n×p be a matrix of p features observed for the n individuals and Y ∈ R n be our vector of responses. We will let x i,· denote the i-th row of X, x ·,j denote the j-th column of X, and x ij the (i, j) entry of X. In what follows we will give a proposal for a general likelihood ratio based test statistic-the null distribution of this statistic will be calculated via permutation.
Forming the test statistic
To form the standardized likelihood ratio statistic we must estimate θ T (x) for T = 0, 1 under both the null and alternative hypotheses. Let L (·, θ ) denote the negative log-likelihood of L (·, θ) and recall the definition of deviance is This is just a standardized version of the negative-log-likelihood (forced to be positive). Our test statistic is In the case of Gaussian data with fixed variance, we have Z =
. This is just a
. In order to control Type I error in our permutation-based testing procedure, it is important for the denominator of Z to remain positive; the deviance based test statistic in (2.1) achieves this. 
where P is a structure-inducing penalty and λ > 0 is a tuning parameter that trades off between enforcing goodness of fit and structure. P is chosen based on the type of smoothness or structure one expects: Sobolevtype penalties, P(θ ) = θ (k) 2 , can be used to induce general smoothness; total-variation/trend-filtering penalties, in 1D, can be used to obtain piecewise polynomial fits. Other penalties, based on the convex indicator (defined as I (z ∈ S) ≡ ∞ * δ {z ∈ S} where δ(·) is the usual 0, 1 indicator function) can enforce other structure such as monotonicity I (θ non-decreasing), a parametric form
In the additive case, we can combine this convex indicator with smoothness-type penalties on each individual component. In all of these cases because L is convex, the problem in (2.2) is convex (Boyd and Vandenberghe, 2004) .
We now extend this to our two class framework. 
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We note that this can be minimized separately in θ 1 and θ 0 , requiring us merely to solve two problems of the form (2.2). The tuning parameters λ 0 and λ 1 determine the amount of regularization; we use split-sample/cross validation (as described in Section 3) to choose these tuning parameters.
Estimation ofθ null
Estimating the null-restricted parameters is more difficult; here we aim to constrain our estimates not to cross on the support of G. Because G is generally unknown, we use instead the empirical distribution of x, imposing the constraint that eitherθ 0 
This is not a convex problem because the constraint is not convex. However, (C1) or (C2) alone is a convex constraint. Because this Either/Or condition is actually optimizing over the union of the sets defined by (C1) and (C2) we can still find the global optimum quite simply. We merely solve (2.4) with only constraint (C1) and again with only constraint (C2) and then choose, from those 2 candidate solutions, the solution that has the lower objective value. For each single constraint (2.4) is a convex problem and can be solved efficiently (Boyd and Vandenberghe, 2004) . It should be noted that the null hypothesis is only constrained to have no qualitative interaction at the observed data points, rather than to have no qualitative interaction over the entire design space. In cases where minimal smoothness is assumed (particularly with a single feature), fitted values at unobserved data points will be close to a simple average of the fitted values at nearby observed data points. Here, without qualitative interactions at the observed data points, we would not expect qualitative interactions to occur for unobserved points within the design space. When more structure is assumed, such as in the additive model framework discussed in Section 2.6, fits under the null may actually allow qualitative interactions for unobserved combinations of covariates in the design space. That is, the null model permits more flexibility than it should under the assumption of no qualitative interaction anywhere in the design space, and consequently our testing procedure will be conservative.
If the covariate values from our sample are representative of the population, then any qualitative interaction permitted under the null (at unobserved covariate combinations) would necessarily apply to a small subpopulation: Otherwise that subpopulation would have been represented in our sample. If observed features are not representative of the larger population, however, then the conservative nature of the method could be impactful-it may be that a covariate combination which is unobserved, and at which we allow a qualitative interaction under the null, is actually a significant segment of the population. Our test would be unable to detect that sub-population. An alternative way to form constraints under the null would be to discretize the entire design space, then apply the (C1) and (C2) constraints to each element of the grid; this is an interesting approach, but one we choose not to pursue primarily for computational reasons.
Structure induced on fitted values
For some choices of penalty, (2.2) does not immediately estimate an entire function θ; instead the function is only estimated at a finite list of specified x-values (often taken to be the observed values x 1 , . . . x n ). This is the case for fused lasso (Tibshirani and others, 2005) and higher order 1 -trend filtering (Tibshirani, 2013) , among others. There, the penalty generally only involves those specified x-values; for example, 0th order trend filtering with a single covariate x, ordered such that
However to estimate our fits under the null hypothesis we must solve (2.4)-this problem has constraints that require estimation at all x-values observed under either treatment for each of θ 1 and θ 0 . In this case we adjust the usual fused lasso estimator to include all x-values in the penalty. More specifically, if we reorder our data such that x 1 < x 2 < · · · < x n then our optimization problem is:
Note that in fitting the alternative (2.3), for T = 0 we need only include those x i with T i = 0 in the penalty (and similarly for T = 1).
Estimation with multiple features
When x i,· ∈ R p for p > 1, we can implement our framework using an additive model (Hastie and Tibshirani, 1990; Hastie and others, 2008) . Suppose x i,· is partitioned into continuous and categorical variables as
1,s , and similarly for 0 . Under the alternative hypothesis, we would then solve
where γ 0 , γ 1 ∈ R. To solve under the null hypothesis, we add the appropriate Either/Or conditions and (C1) and (C2) as additional constraints. The fitted value under the alternative for the ith individual would then be
There are many potential choices for the continuous and categorical penalties. One choice that seems to perform well, which we use in our Python implementation, is P cat. as the 1D fused lasso penalty and P cat.
k as a ridge penalty:
where
) returns a vector of first-differences between the fitted values at consecutive ordered values of the feature x ·,j , among observations in the T = t group.
Minimum clinically relevant effect
Rather than testing a null hypothesis of no crossing, we may instead be interested in testing a null of the form no clinically relevant crossing, where clinical relevance will be application-specific. For ease of exposition we will work with only the one sided null/alternative wherein under the null we expect that outcomes under the new treatment (T = 1) will fall largely or entirely below outcomes under the control (T = 0). However, the opposite direction or the bidirectional null/alternative are also simple to test. In this case we can formalize our null hypothesis as:
for some prespecified δ and C > 0, where [z] + = z · I (z ≥ 0). For δ = 0 this null hypothesis states that, if the population is treated under the optimal rule, the population average benefit from new treatment over control is at most C. For C = 0, and δ = 0 this null hypothesis states that no patients in the population have expected benefit of greater than δ from new treatment over control. For δ = C = 0 we return to the original null hypothesis.
To test this null we use the same formulation as above; now however we need estimatesθ 
This is a convex problem that can be solved efficiently.As before one could replace (C1*) with an equivalent (C2*), or conduct a bidirectional test on an Either/Or constraint. 
Selecting a smoothing method
The choice of penalty function P determines the type of smoothness our solutions will have. We illustrate various candidates in Table 1 . Our Python implementation uses the 1D fused lasso penalty. We make this choice because we have found that the 1D fused lasso penalty performs well empirically, and solutions to (2.4) and (2.3) using this penalty can be found efficiently and accurately in our implementation. Figure 2 shows example solutions to (2.4) and (2.3) for the fused lasso with a continuous response where we have simulated noisy data from two crossing sinusoidal functions. We see that, in this simple example, the fused lasso fits effectively detect and localize the crossings.
TESTING PROCEDURE
We are interested in testing our null hypothesis of no qualitative interaction based on the ingredients (test statistic and estimated functions) outlined in Section 2. To develop a formal test we combine those 
4. Calculate the permutation null of Z by running the following for b = 1, . . . , B (a) Permute the treatment labels T i for i = 1, . . . , n (b) With the new treatment labels rerun steps 1 − 3. This will produce a permuted statistic Z * b .
Compare Z to Z * b B b=1
using either a P-value
or an estimate of the false discovery rate (Benjamini and Hochberg, 1995; Tusher and others, 2001) , which is further discussed in Appendix A.2 of supplementary material available at Biostatistics online.
We use the optimal tuning parameters under the alternative hypothesis to solve under the null hypothesis. This decision was primarily made for computational reasons. The extra constraints (C1) and (C2) required under the null make the problem more computationally costly to solve. In particular, the specialized algorithm given in Section 4 for solving under the alternative no longer works under the null, and a general-purpose convex solver is used instead. In our experience, penalty parameters selected via CV under the alternative perform well under the null in practice. Nevertheless, there may be problems where this is not appropriate, and performing CV on the null is required for good performance.
Conservativeness of permutation tests
In the particular case that θ 0 (x) = θ 1 (x) for all x under the null, our permutation test evaluates an exact p-value based on the conditional distribution of our statistic. However, our (one sided) null only requires that θ 0 (x) ≤ θ 1 (x) for all x. In this case, permutations appear to result in a conservative p-value. To see this, consider the situation wherein the null is true, and the entire θ 1 curve falls well above (or well below) the θ 0 curve. In this case the true null distribution of Z will have significant mass at exactly 0. However, by permuting we treat both θ 0 and θ 1 as the average of the two curves, making it much more likely for our empirical estimates to cross, and for our permuted statistic to be positive (i.e. for the fit under the alternative to be a superior fit to the data).
We provide some theoretical evidence of conservativeness in Appendix A.3 of supplementary material available at Biostatistics online for the simplified setting wherein we estimate our conditional means using piecewise constant functions with prespecified knots and assume our outcomes are Gaussian distributed with equal variance in each treatment arm.
COMPUTING
We implement our method in Python using a 1D fused lasso penalty. The GitHub repository https://github.com/jhroth/data-example contains a working example of applying our method to data from a randomized controlled trial investigating a breast cancer treatment (Prat and others, 2014) . The data are publicly available on the Gene Expression Omnibus with accession number GSE50948 (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE50948). We describe GSE50948 dataset in more detail in Section 5.
Solving under H 0
We solve the optimization problem under H 0 in (2.4) for either a binary response (using a logistic loss function) or continuous response (using a squared-error loss function) with CVXPY, a general solver for convex optimization problems implemented in Python (Diamond and others, 2014) . Our method calls the splitting conic solver (SCS) (O'Donoghue and others, 2016a,b) when using the 1D fused lasso penalty.
Solving under H A
If the response variable is continuous, we solve under H A using a C implementation of a very efficient fused lasso solver that uses a dynamic programming approach (Johnson, 2013 ) (when we have one feature) or using CVXPY with the SCS solver (in an additive model when we have more than one feature). For a binary response variable, we use logistic loss and apply a generalized gradient descent algorithm (Parikh and others, 2014) that leans on the solver from Johnson (2013) . We give detail on the derivation of this algorithm in Appendix A.1 of supplementary material available at Biostatistics online. For a binary response variable and more than one feature, we again fit an additive model and call the SCS (O'Donoghue and others, 2016a,b) .
For multivariate problems, our use of a general purpose solver can result in long runtimes. In the worst case, for the examples in this manuscript, we found that a single model fit can take several minutes. This is not prohibitive, as fits for various features/permutations can be run in parallel. In particular, simulation and data examples in this manuscript were run on Amazon Web Services (aws.amazon.com). In addition, we plan to develop a custom first solver (leveraging sparsity) to further alleviate this issue.
DATA EXAMPLE: GSE50948
The code used to produce and plot the results for the data example is available in the GitHub repository https://github.com/jhroth/data-example. We use our methodology to evaluate expression markers from the Prediction Analysis of Microarray 50 (PAM50) diagnostic test (Parker and others, 2009 ) for use in characterizing those clinically-defined HER2+ breast cancer patients (defined by pathology/copy number) who are likely to benefit from trastuzumab.
Between 20 and 30% of breast cancer cases are characterized by over-expression of human epidermal growth factor receptor type 2 (HER2); this is known as HER2+ breast cancer. Trastuzumab, an intravenous antibody therapy that inhibits production of HER2, has been shown to lengthen disease-free survival for women with HER2+ breast cancer (Joensuu and others, 2006) and is now part of the standard-of-care chemotherapy regimen for HER2+ breast cancer patients (Hudis, 2007) .
PAM50 is a diagnostic test that uses the expression levels of 50 genes to characterize cancer in 5 molecular subtypes. One of these subtypes is "HER2-enriched" (HER2-E). While clinical and PAM50-based molecular classification of HER2+/− often agree, they do not always.
Prat and others (2014) find evidence that clinically HER2+ breast cancer patients classified to the HER2-E subtype by PAM50 have a higher rate of 3-year pathologic complete response (pCR) after receiving trastuzumab and chemotherapy, compared to chemotherapy without trastuzumab. No statistically significant differences in pCR between treatment arms were found for those clinically HER2+ patients classified (in contradiction) by PAM50 as having any of the other four cancer subtypes. Here, pCR is defined as the absence of residual invasive breast cancer at the end of the 3-year period.
We reanalyze the publicly available subset of data from the NeoAdjuvant Herceptin (NOAH) randomized clinical trial (Gianni and others, 2010) , which can be accessed in the Gene Expression Omnibus under the accession number GSE50948 (Edgar and others, 2002) . We explore, which, if any, of the PAM50 genes can be used to characterize benefit from trastuzumab in clinically HER2 patients. The NOAH study population consisted of 334 women, 235 of whom had clinically HER2+ breast cancer. Clinically HER2+ patients in the NOAH trial were randomized to either receive treatment with trastuzumab in addition to neoadjuvant chemotherapy (T = 1) or to receive neoadjuvant chemotherapy alone (T = 0). Gene expression levels that passed quality control are available for the baseline tumor biopsies of 111 HER2+ patients.
Our response variable of interest is a binary indicator of 3-year pCR. In the T = 0 group, 25.5% of participants experienced pCR after 3 years; in the treatment group, 46.7% experienced pCR after 3 years. This is consistent with the finding in Gianni and others (2010) that trastuzumab was beneficial overall for women with clinically HER2+ breast cancer. There is no mention of censoring in Prat and others (2014) and we use logistic loss for this analysis.
The supplemental materials in Prat and others (2014) list 9 unique probes used to represent the PAM50 genes classifying patients to the HER2+ subtype; we use combinations of these 9 expression levels as the candidate biomarkers for our data example. For one example, we use our method to fit a univariate model with each of the 9 probes as a single feature. We also fit our method with 36 additive models, as described in Section 2.6, where each possible combination of two probes is used as the set of features.
We compute one observed and 100 permuted test statistics as described in Section 3 for each of 9 univariate models and 36 2D additive models. We estimate a false discovery rate (FDR) as described in Appendix A.2 of supplementary material available at Biostatistics online. Figure 3 shows the fitted values for the single probe (ACTR3B) in the univariate model with the lowest FDR estimate (0.30). Figure 3 suggests that trastuzumab only improves pCR for HER2+ patients with low levels of ACTR3B, but the associated FDR estimate (0.30) is relatively high. For comparison, Figure 4 shows the predicted values for both treatment groups from a logistic regression where the response variable is pCR and the features are ACTR3B, T , and (ACTR3B × T ). The estimated response-curves from linear-logistic regression do not cross each other for any value of ACTR3B in the sample range. Figure 5 shows a surface plot for the 2-probe combination from the additive framework model (ACTR3B and BAG1), which had an estimated FDR of 0.15. Figure 5 suggests that HER2+ breast cancer patients with relatively low expression levels of ACTR3B and low levels of BAG1 may not benefit from trastuzumab, while all other patients do benefit. If this finding is validated in independent datasets, an implication is that clinically HER2+ patients who have low levels of ACTR3B and low levels of BAG1 can avoid treatment with trastuzumab.
6. SIMULATIONS
Simulation scenarios
We simulate data from 12 different scenarios across a range of signal-to-noise ratios (SNRs), using n = 100 observations and 100 permutations for testing. Figure 6 shows the simulated response variable as a function of the candidate biomarker for an SNR of 1.5.
In every scenario we simulate candidate biomarker x i ∼ Uniform(0, 1) and treatment indicator t i ∼ Bernoulli(0.5) for i = 1, . . . , n. In the four mean-shift simulation scenarios (first row of Figure 6 ), the response-curves for the treatment groups are mean shifts of each other and we simulate the response variable as
for i = 1, · · · , n, where we and we chose δ = 0.6 and used noise parameter
The function f is either linear, piecewise linear, piecewise constant, or sinusoidal. In the second row of Figure 6 (non-qualitative interaction), we simulate the response variable with In the last row of Figure 6 (qualitative interaction), the response-curves population curves for the treatment groups cross each other and we generate
. The functions f 0 and f 1 yield linear, piecewise linear, piecewise constant, or sinusoidal response-curves for the treatment groups that cross each other.
Simulation results

Comparison to Linear Regression
Let X ⊂ R be values of candidate biomarker X that have clinical relevance. Then a simple alternative to our testing procedure is fitting the linear regression
Under this model, qualitative interaction occurs if there exist x, x , x ∈ X such that β 2 + β 3 x = 0, β 2 + β 3 x < 0, β 2 + β 3 x > 0 so we are testing
We derive our procedure for testing this hypothesis in Appendix A.4 of supplementary material available at Biostatistics online. Figure 7 plots the the share of 1000 replications where the null hypothesis was rejected, as a function of SNR. Our method is shown in squares and the procedure based on linear regression is shown in crosses. Rejecting H 0 in any of the first two rows is a Type I error, while it is the correct decision in the third row.
For these simulation scenarios, Figure 7 suggests that both methods have Type I error rates below the p-value threshold of 0.05. The procedure based on linear regression only has higher power than our method when the truth is linear; for the other three truth types, our method offers a substantial improvement in power.
The observed conservativeness of our test under the null is in line with the discussion in Section 3.1. When the null is true and the response-curves between the treatment groups are well-separated, the observed test statistic has a large point mass at 0; a permuted test statistic, on the other hand, is much more likely to be positive in this setting because it is based on response-curves that are averaged across the two treatment groups and thus are more likely to cross. As the signal-to-noise ratio increases, we would expect the observed test statistic to have more mass at 0 (while the permuted test statistic is still likely to be positive) and thus for conservativeness to increase. One potential saving grace is that at the boundary of our null hypothesis space, we have θ 0 (x) = θ 1 (x) for all x-in which case our test is no longer conservative. We also attempted to fix this conservatism: We considered generating null samples using a parametric bootstrap from our null-constrained estimates as an alternative to permutations. However, we found that this approach was anti-conservative.
Since we used fused lasso as the basis for our estimation, the fitted values for each treatment group are piecewise constant across the range of the feature. The number and location of the knots are chosen data-adaptively instead of being specified beforehand. A simple alternative to this approach would be to pre-specify a fixed number of evenly spaced knots and use the group means in each region as the fitted values. Appendix A.5 of supplementary material available at Biostatistics online compares the power and Type I error of our method to this alternative.
CONCLUSION
To test whether treatment is either uniformly superior or uniformly inferior for all patients, we propose a convex, regression-based test for qualitative interactions. We implement our method in Python and share an example of using it to search for a subset of HER2+ breast cancer patients who benefit from adjuvant chemotherapy.
Our work has several notable limitations. One is the long runtime of our Python implementation due to its reliance on a general convex solver. In future work that focuses on computation, we would like to devise a custom solver to work more efficiently with additive models. In addition, our current work only tests a strong null hypothesis. The estimation stage of our framework suggests a subset of patients who benefit from treatment (i.e. the values of the candidate biomarker(s) for which the estimated response in the treatment group is superior to the estimated response in the control group). However, no formal significance test of average treatment effect is run in that subgroup. In addition, the testing stage of our framework is also stated for pre-specified biomarker candidates and does not perform variable selection among a set of potential candidates.
Although our current implementation estimates the response variable as a piecewise-constant function of each continuous feature (either alone in a univariate model or as part of an additive model) and tests for qualitative interaction, we presented a general underlying framework that accommodates alternative penalty functions that induce different structures on the fitted values. The constraints in the optimization framework can also be modified to test whether the population average benefit from treatment is at least a pre-specified amount.
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Supplementary material is available at http://biostatistics.oxfordjournals.org.
