Abstract-Hierarchically structured automatic voltage control (AVC) architecture has attracted increased interest as networks operate closer to their capacity limits. Hierarchical AVC enables wide-area coordinated voltage regulation (CVR). Due to the inherent complexity of the task, it is based on reduced control models, i.e., simplified models of the system suitable for voltage control. It is a fact however that a single reduced control model (static RCM) cannot be optimal for all network configurations and operating conditions. In pursuit of an improved CVR, this paper investigates the applicability of zoning methodologies in adaptively determined RCM. It further argues that the selection of a zoning methodology affects not only the CVR operation, but also its robustness to erroneous data and proposes a comprehensive generic framework for evaluating its performance. Lastly, it extends and evaluates several zoning-based control model reduction methodologies: namely, hierarchical clustering employing two different proximity metrics, spectral -way and fuzzy -means, on both static and adaptive schemes.
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I. INTRODUCTION
P
OWER systems are increasingly operated closer to their capacity limits, due to technical, economic and environmental drivers. Consequently there is an international trend towards advanced automatic voltage control (AVC) that involves some sort of coordination among reactive power resources and controllers [1] , [2] . The adoption of an AVC strategy is tailored to the transmission grid to be controlled, i.e., network features, available control equipment, and market operation, hence different approaches have been exercised by TSOs and have been debated in the literature [3] , [4] .
Some power companies and TSOs use local automatic high side voltage control at power plants to a relatively fixed and flat schedule, combined with transmission-level switched capacitor banks with local and SCADA control, to deliver secure and economic power system operation [5] - [8] Towards the same objective but featuring different control philosophy, AVC systems of hierarchical structure have originated in Europe and are the subject of this paper. Hierarchical AVC architecture enables wide-area closed-loop coordinated voltage and reactive power control, however, due to the inherent complexity of the task relies on zoning based control model reduction (RCM). The approach allows sensitive coordinated reactive power dispatch of several plants in a voltage control zone, by regulating a pilot node, i.e., a central to the zone EHV load bus, rather than the power plant high side bus [4] . Such hierarchical control architecture has been put into operation in France [9] , [10] , Italy [11] , and most recently in China [12] , [13] . The accumulated experience reported from implementations but also from study cases [14] - [17] is highly encouraging. Currently research into the control model reduction is developing in two directions. The first deploys heuristics to divide the system into weakly coupled zones and then places the pilot nodes in "the electric center" for each zone. This approach employs zoning methodologies. The second direction uses heuristics and artificial intelligence techniques to identify the most suitable pilot nodes by minimizing, in a system wide fashion, the linearized version of a particular CVR control objective function [18] . In this case, weak coupling requirement constitutes a static constraint of the optimization task. This paper is concerned with control model reduction that is 1) close to actual practices used in commercial AVCs and 2) can adapt to the network conditions in an online fashion, termed adaptive RCM. Approaches of the second research direction have received extensive academic interest but, unlike zoning methodologies, have not been deployed in actual implementations and cannot be incorporated in adaptive RCM schemes, due to their long execution times. Indicatively, evolutionary algorithms, that according to [19] are currently the best candidate solution, need several hours to converge. Zoning methodologies are thus examined, due to being both commercially applied and significantly fast.
A two-stage systematic approach reported in [20] has proved effective for determining voltage-control zones in the French hierarchical AVC implementation. The first stage involves calculating the electrical distance between the buses in the system. The second stage is to group the buses using hierarchical clustering. Work described in [21] and [22] can be thought of as variations of [20] . Authors of [21] used full Jacobian sensitivities for the formation of voltage control zones which are more robust but with increased computational cost. Research presented in [22] adds a pre-clustering stage to normalize the electrical distance that reduces the computational cost, which however possibly calls for meta-heuristics in cases where ranges of classification are not adequately narrow. Hierarchical clustering has also been followed in the Chinese This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ AVC implementation [12] . Unlike [20] they used the concept of "VAr control space" to quantify the distance between the buses, which considers the quasi-steady zonal control characteristics. A more intuitive clustering method has been proposed in [23] , aiming to deliver zones that can dynamically adjust to topological and operational changes. Contradicting its motivation it uses geographical shortest paths as a distance metric between load nodes and generation, which is unsound and computationally prohibitive for realistic size networks. Fuzzy logic has also been used to identify voltage control zones [24] , [25] where each node has a degree of belonging rather than belonging completely to one zone, prior to crisp clustering. An approach using fuzzy -means is introduced in [25] , and has demonstrated robustness for various operating conditions in the network. [26] applies spectral -way clustering. It uses the eigenstructure of the network graph to form weakly coupled zones and is a computationally promising approach.
It is argued in literature that the selection of RCM affects the performance of the CVR control. While comparative studies exist for the approaches of the second research direction [19] , [27] , such an analysis has not been extended to zoning methodologies. This paper fills this gap and further argues that the selection of a zoning methodology affects not only the CVR performance, but also its robustness to erroneous data and the feasibility for adaptive RCM. All these three factors are a fundamental part of a future smart transmission grid [28] , [29] .
Robustness to erroneous data is a much desired property, due to the fact that pilot nodes substitute for key measurements. Any uncertainty in their values (such as imperfect prediction, noisy or corrupted data) significantly affects the zone they represent and to a lesser extent the neighboring control zones, in cases of a remaining, albeit weak, inter-zonal coupling. In this respect, investigation into different zoning methodologies is important due to the fact that they deploy different proximity metrics, clustering criteria and validation indices. At the same time, a single control model reduction, termed static RCM, cannot be optimum for all network configurations and operating conditions. Advances in substations communication and increased measurement availability allow for adaptive RCM. A novel AVC system based on online adaptive network zone division has been implemented in China and demonstrated voltage profile enhancement compared to static RCM [12] , [13] . The above findings motivate the investigation of various zoning methodologies' applicability in adaptive RCM schemes, from a theoretical point of view.
More specifically, the main contributions of this paper are:
1) It proposes a generic framework to assess the overall performance of CVR and has the following novel key attributes: It enables zoning methodologies comparative evaluation deploying full AC load flow equations within a probabilistic analysis, hence effectively extending [19] , [27] . It can flexibly accommodate and evaluate any control implementation, e.g., [26] , [30] , [1] , [31] . It further incorporates robustness to erroneous data and applicability in adaptive RCM in this comprehensive tool for CVR evaluation.
2) It formulates and extends a selective subset of the currently published zoning methodologies as clustering [32] )or vulnerability to malicious attacks. 4) Last, it provides insight regarding the feasibility of adaptive CVR as well as of potential benefits, considering the CRM reconfiguration as a possible action before CVR reaches its limits [33] and emergency control takes place. The rest of the paper is organized as follows. Section II contains a brief overview of a hierarchical AVC. Section III introduces the framework to assess the overall performance of CVR. Section IV formulates and extends the four zoning methodologies as clustering optimization problems. Lastly, Sections V and VI provide results and conclusions, respectively.
II. OVERVIEW OF A HIERARCHICAL AVC
This section presents the basic concepts of a hierarchical AVC architecture and elaborates on the required RCM. A generic hierarchically structured AVC architecture is shown in Fig. 1 .
Towards achieving automatic real time voltage control, ideally one would optimize system-wide all control variables running a full AC optimal power flow. However, this is unrealistic and not compatible with real time requirements. [34] Owing to the inherent complexity of the task, reliable albeit suboptimal real time automatic control is delivered through a zoning based reduced control model. Zones are network subdivisions that demonstrate coherence to voltage control and are derived using the Jacobian matrix of the system. Within a zone, voltage is controlled on a pilot bus, i.e., a central EHV load bus whose voltage magnitude variation is representative of the zonal voltage profile. Analogously to the high-side voltage regulation, Secondary Voltage Regulation (SVR) counteracts slow and large voltage deviations occurring within a control zone by adjusting the set-points of primary voltage regulators (PVR) according to a PI law. The control resource is essentially based on the largest synchronous generators within the zone that have the maximum regulating sensitivity on the pilot node. Additionally, SVR operates on the local switching resources, only when needed, in accordance with the available margin of the generators reactive resources [11] . Effectively, the reduced control model is an approximation of the reactive power flow sub problem of a zone.
For optimization, emergency boosting and to avoid conflicting inter-zone control efforts, SVR set-points come from a tertiary loop, the tertiary voltage regulation (TVR) which coordinates the decentralized SVRs. TVR minimizes the differences between the actual field measurements and the reference values provided by a reactive OPF that uses as input the latest state estimation or alternatively deploys forecasts. The definition and the implementation of the SVR and the TVR vary from one TSO to another, as AVC is tailored to the features of the power grid to be controlled [10] - [12] . However, in principle, in all implementations TVR together with SVR deliver the co-ordinated voltage regulation (CVR).
III. FRAMEWORK
This section presents the generic framework to assess the overall performance of CVR control. The relevant flow-chart is shown in Fig. 2 . At each iteration, blocks A and C effectively generate a system state, while blocks B, D, and E solve and evaluate the performance for that state. More specifically:
A. Block A First a random system state is generated by sampling a load duration curve. Then a system-wide optimal power flow (OPF) is solved which minimizes system losses while considering security constraints. This block provides system state information to blocks B and C and reference voltage and reactive power level values and respective control limits ( ) to block D.
B. Block B
This block integrates a zoning methodology into the framework. A zoning methodology consists of a zoning algorithm that divides the network into weakly coupled control zones, and an algorithm for pilot node selection within the zones. These are discussed in detail in Section IV. The zoning methodology using the state information received from block A provides to the CVR of Block D pilot nodes to base the control on and the set of available reactive resources to regulate a zone's voltage profile. It should be noted that for comparison purposes in our implementation this block can switch between four different zoning algorithms but of course the approach can work with just one.
C. Block C
This block creates voltage deviations and provides the CVR with the voltage deviation vector-target to act upon. This vector is generated as follows: -Reactive load is perturbed around its nominal value by sampling a probability distribution. Perturbations are assumed to be instantaneous. Randomly selected line trips are also considered. This system perturbation approach could be extended to account for any possible system contingency. (1): (1) -The CVR controller has knowledge of the voltage deviation vector only at the pilot nodes as well as of the reactive power produced by those control resources that participate in the CVR, as can be seen in Fig. 1 . To account for erroneous data, the controller is considered to act in the general case based on the information . The relation between the latter and is further clarified in Section V. The source of error can be any of the following: noisy measurements; imperfect predictions or corrupted data.
D. Block D
This block contains the CVR strategy. CVR regulates the voltage at the pilot buses through the coordinated control of the synchronous resources that participate in CVR in each zone. The synchronous generators that have control capability above a threshold are selected in each zone, as in (2): (2) where is the reactive capability of the generator, is the sensitivity of the zone's pilot node to the control generator, and is the allowed minimum control capability in the zone . A quadratic programming model, similar to the EDF CSVR [10] is used here. It should be noted however that any other control implementation could have been used, without loss of generality. The primary goal of CVR is to control the voltages at the pilot buses to follow the optimal forecasted reference values as updated by the OPF of Block A. The secondary goal (with lower priority) is to align the MVAr distribution among the participating generators in each control zone to enhance security of supply. For the latter, a reference value for the reactive power level is specified for each area, e.g., for the th area (3) where is the set of generators participating in SVR for area . Then the following quadratic programming problem is solved: (4) subject to the following inequality constraints:
where is the weighting factor between the two objectives, denotes the current reactive power output vector of control generators, denotes the regulation amount to be determined by this iteration of control, and denote the voltage of pilot buses and the power plants voltage, respectively, and and are the voltage sensitivity matrices. Equations (5) and (6) are the voltage operation limits. Equation (7) shows the reactive power operation limits of the controlled generators, which are dependent variables with respect to the active power output.
E. Block E
This block evaluates the control decisions. At each CVR cycle a correction vector is computed, based on the implementation discussed in block D.
-The performance of one iteration of the CVR is assessed based on the average absolute relative error for the load buses:
where index signifies the voltage value after control and the voltage value after a disturbance. All values are computed by full AC load flow.
values are computed as in (1) . It should be noted that voltage dynamics are neglected, based on the assumption that the associated control loops are time dynamically decoupled, i.e., the time constant of the power plant reactive power control loop is chosen to be sufficiently higher than that of the primary voltage control loops and sufficiently lower than that of the secondary voltage regulation. For the interested reader adequate justification of the above can be found in [30] . -The performance is compared to a threshold . A performance lying below the desired threshold calls for reconfiguration of the zones and pilot nodes, provided that the examined zoning methodology allows for adaptive RCM. In this case, the analysis returns to Block B and the value of performance for this cycle is updated. As a probabilistic performance measure the expected value of the is used, i.e.,
This is updated at the end of each iteration. Effectively our approach is equivalent to a non-sequential Monte Carlo method [35] . A lower OPI value indicates a worse CVR control performance. Hence, based on this index the proposed comprehensive framework can be used to evaluate and compare CVR performance for any configuration of its components in Blocks A, B, C, D, and E. This framework is used in this paper to investigate how the selection of a zoning methodology affects CVR performance. A thorough investigation based on various zoning methodologies is carried out which additionally considers 1) data accuracy and 2) possibility of CRM reconfiguration; while the CVR control law remains unchanged.
IV. ZONING METHODOLOGIES
This section formulates four zoning methodologies as clustering optimization problems, and contributes some extensions where necessary. In principle, a zoning methodology comprises of two modules: 1) a zoning algorithm that divides the network into areas appropriate for CVR control and 2) a pilot node selection algorithm that identifies a bus per zone so that its voltage magnitude variation represents adequately the zone's voltage profile.
A. Zoning Algorithms for Network Division
In graph theory, the engineering term zoning is referred to as clustering. It is an optimization problem that requires the definition of: 1) a proximity measure, i.e., an "electrical distance" that represents the degree of similarity for any two nodes; 2) a clustering criterion, i.e., a cost function or some other type of rule to form a number of zones utilizing the proximity measure; and 3) cluster validation, i.e., a way to assess the relative appropriateness of clustering solutions proposed by an algorithm.
1) Hierarchical Clustering With Single Electrical Distance (HCSD):
This approach along with the concept of electrical distance was first introduced in [20] .
Proximity Measure: The degree of coupling in terms of voltage between two nodes, and , can be quantified by the attenuation of voltage variations, defined as (10) To obtain symmetrical distances and move from a product to a sum, the following quantity is used as a proximity measure: ( 
11)
Clustering
Criterion: Agglomerative clustering (bottom-up) is used to merge nodes into clusters. At each iteration, the complete linkage criterion in (12) defines the proximity of any two clusters , : (12) Then clusters are merged, based on (13): (13) The result of the iterative algorithm is a tree of clusters, called dendrogram, which shows how the clusters are related.
Cluster validation: To obtain the most appropriate, number, disjoint groups the dendrogram is cut at a desired level, based on the relative diameter criterion. The diameter of a cluster in (14) is the maximum distance between any two points in the cluster, while the relative diameter of clusters is obtained from (15): (14) (15)
The changes in the slope of the relative diameter curve correspond to a deterioration of the quality of the groupings. Ultimately, the most appropriate number of zones within is derived from the following equation:
2) Hierarchical Clustering in VAr Control Space (HCVS):
For a network with reactive power sources and nodes to be classified and , the sensitivity of the th node's voltage with respect to the th reactive power source's VAr output, the "VAr control space" is defined in [12] as a -dimensional Euclidean space where each load node can be described by a coordination vector with defined as
Based on the above definition, each component of a node's coordination vector represents how much the node is coupled with a specified reactive power source. 
Clustering Criterion: Similarly to the HCSD approach, agglomerative clustering is used, however singletons are merged iteratively to construct the dendrogram, based on the average linkage criterion: (19) It follows that nodes strongly coupled with the same set of reactive resources would be placed in the same cluster.
Cluster Validation: The average inter-cluster distance ( ) is used to determine the most appropriate number of clusters , within the examined range :
It follows that the greater the AD, the weaker the coupling between the clusters. Thus, is determined as follows:
3) Spectral -Way Clustering (SKC):
The approach presented in this paragraph is based on [26] . Unlike [26] , this paper's formulation uses strictly voltage sensitivity based proximity metrics and concludes with a clustering validation stage. Spectral-based analysis extracts global information about the structure of the graph from eigenvalues of graph matrices.
Proximity Measure: A weighted adjacency matrix: is associated to the network graph . Weight accounts for the cost of putting nodes , in separate clusters and are derived from (11) , provided that node is adjacent to node in .
The degree matrix of the graph is defined as if if (22) The Laplacian of graph is the symmetric matrix . The normalized Laplacian is used in this paper, which is scale independent [36] : (23) The Normalized Laplacian is singular, it has rank at most and it has 0 as eigenvalue. The rest of the eigenvalues would be positive. The multiplicity of zeroes represents the number of connected sub-graphs. For a spectral -way classification the top eigenvalues are used to assign coordinates to the nodes of the graph in . Vector is normalized to have length 1 in :
This amounts to a radial projection onto the sphere. Clustering Criterion: At this stage -means is used to assign the nodes into clusters. -means iteratively minimizes the objective function: (25) where accounts for the distance between a node and a cluster centroid . This optimization iterates until the movement of the -centroid points falls below some minimum threshold or a maximum number of iterations is reached.
Clustering Validation: Eigengap analysis is used in this paper to identify the most appropriate clustering decision, as in [36] . Eigen gap is the difference between two consecutive eigenvalues. The eigenvalues of are sorted in an ascending order and the relative eigengap is examined: (26) A number of clusters within the range which maximizes indicates that the network admits a good decomposition in -clusters and this is revealed by the spectral embedding in dimension . It is noteworthy, that the relative eigengap criterion can identify the most appropriate number of clusters before one proceeds to -means optimization. This significantly reduces the computational cost of the SKC methodology and is further discussed in Section V-B.
4) Fuzzy -Means (FCM):
The approach presented in this paragraph is based on [25] . Unlike [25] this paper's formulation uses strictly voltage sensitivity based proximity metrics and concludes with a clustering validation stage, using fuzzy statistics.
Proximity Measure: Variable accounts for the voltage coupling of load nodes , and is calculated as in (11) .
Clustering Criterion: Fuzzy -means is used to assign the load nodes into clusters. It is based on minimization of the following objective function: (27) Where is the degree of membership of in the cluster . The fuzzifier determines the level of cluster fuzziness. A large results in smaller memberships and hence fuzzier clusters. In the limit , the memberships converge to 0 or 1, which is the simple -means. Fuzzy clustering is carried out through an iterative optimization of the objective function in (27) with the update of membership and cluster centroids : (28) This procedure converges to a local minimum or a saddle point of when (29) where is a termination criterion between 0 and 1.
Clustering Validation: The appropriateness of a clustering decision based on a value can be validated using Xie and Beni index [37] : (30) A smaller value for the index signifies a more appropriate clustering decision that provides compact clusters that are adequately separated.
B. Pilot Node Selection Within Zones
It is neither practical nor economic to monitor and control all buses in a zone, thus a pilot node is selected for each zone to represent the load nodes voltage profile. The electrical centre of the zone is used as a pilot node, due to the fact that such measurement points provide a good image of the changes in the voltages taking place within the zones, as discussed in [20] , [38] . The index denotes the proximity of node m to all other nodes belonging in the same zone in terms of electrical distance and is defined as (31) where accounts for the electrical distance between nodes and and is derived from (10) and (11) . The load bus that minimizes the norm is selected as pilot node. Such centroids are normally well connected buses and strong with respect to load perturbations within the zone they belong. Hence, this allows system operators to monitor the system load perturbations more accurately and maintain the voltage deviations within a reasonable range. The number of pilot nodes equals the number of zones that a clustering validation index has indicated as most appropriate. A bigger number of pilot nodes would result in more homogeneous clusters, however at the same time would Fig. 3 . Topology of the 3-area system [40] . Note that all zoning methodologies produce the same zoning result as illustrated in this figure. increase the coupling among the zones and would require more complex control laws to deal with closed-loop interaction and dynamic instability risk. A judiciously designed zoning methodology has to reach an appropriate trade-off among those two contradictory control objectives.
V. SIMULATION RESULTS AND DISCUSSION
Results are organized as follows: Section V-A tests and discusses zoning methodologies' generalities of interest for the CVR application, Section V-B investigates the applicability of the zoning methodologies in adaptive RCM, while the next four paragraphs deal with the evaluation of the zoning methodologies using the proposed framework on a network with non-obvious boundaries. More specifically: Section V-C presents a base case comparison which provides sufficient reasoning for the zoning methodologies evaluation (HCSD, HCVS, SKC, and FCM); Section V-D investigates how well each of the zoning methodologies serves the CVR objective assuming accurate measurements; Section V-E introduces errors to measurements and assesses the robustness of CVR control performance for each of the zoning methodologies. Note that Sections V-D and V-E deal with static RCM. Lastly, Section V-F extends the results to adaptive RCM and demonstrates its significance when topological changes occur to the network.
A. Zoning Methodologies-Discussion on Basic Properties
All zoning methodologies use proximity metrics that require as input only the Jacobian matrix of the system, which is readily available and is updated periodically as the conditions vary. Due to this input, it follows that all zoning methodologies are structure and state dependent. A well designed zoning methodology is expected to have the ability to identify obvious boundaries. To prove the latter, similar to [39] , the IEEE-96 system [40] is used. This system is framed by replicating the IEEE RTS-24 network three times and with few interconnections. A 72-mile 230-kV line connects area 2 to area 3 and a 67-mile 230-kV line connects area 1 to area 3. The grouping results for this system are presented in Fig. 3 and are identical to all zoning methodologies when three clusters are requested. The above outcome validates their basic ability to identify obvious boundaries.
B. Zoning Methodologies Applicability in Adaptive RCM
This paragraph investigates whether a zoning methodology can be incorporated in an adaptive RCM scheme and what are the prime factors to allow this to happen. A desirable property of such a scheme would be the ability to quickly update the RCM based on the new calculated Jacobian. Ideally RCM would be carried out fast enough, in order to also allow CVR to act upon it within its first cycles of operation, i.e., in less than 1 min [1] . To get an answer for a realistic size network, for this investigation, the 2383-bus Polish system is used [41] . Times reported in this section are calculated on a PC with 3.2-GHz quad core CPU and 8 GB of RAM. HCSD and HCVS methodologies are based on agglomerative hierarchical clustering and their computational complexity depends only on the number of nodes to be clustered. In light of the above in order to improve computation time, the examined network is reduced to 1733 nodes prior to the agglomerative clustering, by collapsing leaf-nodes. These would in any case cluster within their immediate upstream neighbors.
The computational complexity of SKC and FCM methodologies is and , respectively [42] . Parameter accounts for the number of buses to be classified, is the number of clusters and the number of maximum iterations. To allow faster convergence, parameter can be bounded within a range that makes sense from an engineering point of view. The upper limit applied in here accounts for number of reactive resources that have a reactive margin above 20 MVAr. The range examined is {10,151}. For the SKC methodology, the relative eigengap heuristic introduced in Section IV.A3 can be deployed to specify the most desirable number of clusters within the range {10,151} and thus speed up computation time. An investigation into the relative eigengap for the 2383-bus Polish system is shown in Fig. 4 and reveals 17 zones as the optimum answer for SKC. For the FCM methodology the whole {10,151} range of values needs to be examined, in absence of any relevant heuristic. Fig. 5 shows how the FCM methodology scales over this range. It is noteworthy that even at , computation time exceeds the 60-s threshold. Fig. 6 comparatively presents the zoning methodologies computational cost. In the FCM methodology, clustering for the various values within the range {10,151} can be parallelized. Hence, the computational cost of the overall process is represented by the classification towards the number of clusters. HCSD, HCVS, and SKC methodologies can determine the control model reduction in an online fashion, contrary to FCM. Methodologies based on agglomerative hierarchical clustering appear to have the best potential. SKC was found to solve the classification problem adequately fast ( ) however the calculation of eigenvalues significantly increases the computational cost.
C. Base Case Comparison
The New England 39-bus test network [41] is used as a case study. It is an adequately meshed network and is often used in CVR studies. It features 9 synchronous generators and one interconnection to the New York power system. HCSD, HCVS, SKC, and FCM methodologies are called to suggest the most appropriate reduction of the control problem for a single network state (maximum load). Each of them is represented by the zoning outcome that optimizes its validation index. The parameters that optimize the clustering validation are listed in Table I . Fig. 7 presents the zoning decisions made by each of the zoning algorithms. The selected pilot nodes within the zones are also identified and highlighted: {HCSD: [4, 20, 21, 28 ]},{HCVS: [1, 6, 16, 26 ]}, {SKC: [6, 20, 21, 26 ]}, and {FCM: [1, 6, 16, 20, 28] }. As can be seen, different methodologies, sharing the same control objective and network, make different decisions, and a natural question is which is the most appropriate for CVR. 
D. Evaluation-Static RCM and Accurate Measurement
This paragraph compares the performance CVR achieves with respect to the four zoning methodologies. Static RCM is considered on the New England 39-bus test network [41] and accurate measurements; in block C of Section III. MATPOWER software is used as a load flow engine [41] . The probabilities associated with the system load level and load deviation are expected to be obtained from available system data. In absence of such data for the test system, the different load levels (as percentage of maximum) are assumed to follow the cumulative probability distribution of Fig. 8 , similar to [43] . Deviation cases over base-case load are assumed to follow the cumulative probability distribution of Fig. 9 , similar to [19] .
Simulation results for the case of accurate measurement are presented in Table II . The CVR algorithm is common to all zoning methodologies and the measurements introduce no uncertainty to the problem. However, results reveal that the selection of the zoning methodology affects the performance the voltage control algorithm achieves. As can be seen in Table II , HCVS and SKC methodologies achieve the highest performance for this case study. While all zoning methodologies allow the controller to achieve acceptable performance, a higher performance is very much desirable as signifies reduced losses and enhanced voltage profile. 
E. Evaluation -Static RCM and Noisy Pilot Bus Measurements
This paragraph is concerned with the robustness of a zoning methodology to measurement errors. The analysis described in Section V-D is repeated (exact network and probabilistic modelling). However, this time CVR acts upon a voltage deviation vector which bears an error , as in (32) In the general case, can follow any distribution. In this example, error follows uniform distribution with same magnitude for all pilot node measurements. This error is initially set at 2% and gradually increased to 10%. Fig. 10 presents the OPI performance of each zoning methodology with respect to the measurement error. Obviously, increasing the level of measurement errors deteriorates the zoning methodologies OPI performance. The final OPI curves are quite linear for the error range examined. A smaller curve slope indicates a more robust zoning methodology. Zoning methodologies demonstrate different degrees of robustness to measurement errors. Based on the slope of their corresponding OPI curves, HCSD appears to be the most robust to measurement errors, while FCM the least robust. It is noteworthy that for increasing errors SKC methodology outperforms the HCVS. The above indicate that a zoning methodology should be selected in accordance to the expected accuracy of the voltage measurements CVR receives.
F. Adaptive RCM in Presence of Topological Changes
This paragraph demonstrates the significance of adaptive RCM on the New England 39-bus network [41] . Adaptive RCM is very much desirable when topological changes occur to the network, as a change in topology can affect zones' homogeneity to control and both inter-and intra-zone coupling. The performance of a zoning methodology in conjunction with CVR with perfect measurement is assessed for the most stressed state (maximum loading and 20% perturbation all across the load nodes). Worst state is re-evaluated when certain lines are tripped. Only tie lines and no generation disconnection is considered, that is 32 topology states. Assessing these 32 states, results in the score for each of the zoning methodologies.
In practice, certain contingencies can be quite severe to the voltage control algorithm performance. For HCSD, HCVS, and SKC methodologies-which Section V-B suggested are applicable in adaptive RCM-the deterioration of the performance calls for a new RCM decision. This happens when the reported deterioration lies below a pre-determined threshold, as in block E of Section III. For FCM results are presented only for the static case. Fig. 11 , compares the performance deviation the four zoning methodologies exhibit in the presence of topological changes. Black columns indicate scores under static RCM, while grey ones include adaptive RCM for various thresholds [20%, 10% and 1%] provided that this is feasible by the zoning methodology. A negative signifies deterioration. Results in Fig. 11 indicate that the potential of adaptive RCM by a zoning methodology, allows the CVR to avoid significant performance deterioration. The achieved benefits depend on the selected value. Lower values for this threshold would allow better performance, but would require increased availability of measurements. For the case a slight improvement in the CVR performance is observed, for the methodologies applicable in adaptive RCM scheme (HCSD, HCVS, and SKC). This is due to the fact that some new RCM decisions were found to exceed initial performance and certain topological changes slightly improve the inter-zone coherence and subsequently control performance.
VI. CONCLUSIONS AND FUTURE WORK
In pursuit of improved coordinated automatic voltage control, this paper proposed a novel generic framework to evaluate various configurations of CVR components. This framework has been used in this paper to facilitate the selection of the required control model reduction among various existing candidate solutions. This investigation goes beyond the evaluation of regular operation, and it is the first to consider robustness against erroneous data, which in the presented results comes from noisy measurements on the pilot nodes. Even though the presented results focus on the performance of four examined zoning methodologies-HCSD, HCVS, SKC, and FCM-with respect to CVR, the proposed framework is generic and may accommodate any possible control model reduction methodology, data acquisition technique or control scheme.
An additional aspect examined is zoning methodologies applicability in adaptive RCM scheme. It can be concluded that three out of the four examined zoning methodologies-HCSD, HCVS, and SKC-are adequately fast to determine the reduction of the control model in an online fashion and this allows for improved performance when topological changes occur in the network. For SKC methodology the relative eigengap heuristic is of great value in its online applicability. This applied heuristic needs the calculation of the eigenvalues that correspond to the examined system state, but can judiciously indicate the most appropriate number of clusters, prior to the iterative -means optimization. In principle, adaptive RCM does not jeopardize the desired engineering simplification of online automatic control that CVR is designed to deliver. It does however rely upon increased sensing and telecommunication capabilities. The latter are becoming available through the online remote sensing and command infrastructures being deployed by the utilities under the umbrella of smart grids. Future work would focus on techno-economic evaluation of most appropriate thresholds for the RCM reconfiguration and the implications for measurements from a planning perspective.
