I. INTRODUCTION HE conventional tomography problem may be de-T scribed as the task of reconstructing an unknown scalar function f ( r ) from its projections, or equivalently, from a complete set of line integrals through some bounded domain off. The solution to this problem has resulted in a wealth of applications in many disciplines, such as x-ray and NMR tomography in biomedicine, and acoustic and seismic tomography in oceanography and geophysics. The related problem of reconstructing a vector field from its line integrals has received far less attention, not for lack of potential applications, but because the vector reconstruction problem has generally been regarded as underdetermined. This seems clear from the fact that a scalar function is determined uniquely by its Radon transform (its projections), whereas a 2-D vector field requires two component functions to be determined.
A particularly important application of the vector tomography problem is the mapping of fluid flow from reciprocal acoustic travel time measurements through some bounded region of the flow [11] [12] [13] [14] . Here the vector field the latter problem, acoustic signals are propagated in opposite directions and the difference in travel time is recorded. This travel time difference is sensitive to fluid motion, but is relatively insensitive to stationary velocity inhomogeneities in the medium. One can also conceive of the optical analog of this problem, in which changes in the optical path length of a laser beam directed through a region of flow are measured interferometrically. A third example of a vector tomography problem arises from the measurement of Doppler shifted waves scattered from particles carried along with the moving fluid. Formulations of the fluid-flow reconstruction problem based on travel time and Doppler measurements are developed in more detail in the next section.
Each of the above problems can be reduced to solving an equation, of the type (1) below, as shown in the following section. However, in previous attempts at mapping fluid flow based on travel time tomography, conventional (scalar) tomographic theory has invariably been applied [ 11- [3] ; this leads to an underdetermined problem and a nonunique solution unless the flow field is known in advance to be of a particularly simple form.
To define the problem, suppose the domain of the unknown vector field is D and its boundary is aD. ' We show that a 2-D vector field v(r) can be uniquely recovered given two types of information: a) the line integrals of u(r) through D , and b) the normal component of v(r) on the boundary aD, with the constraint that v(r) is divergenceless in D. In the fluid-flow reconstruction problem, the latter constraint will hold when no sources or sinks reside in D.* The key to the reconstruction problem is to decompose v into is nonrotational and solenoidal com-
We then show that the solenoidal part V x Y is uniquely determined by the line integrals of v along all lines joining pairs of points on the boundary aD. This fact has been previously demonstrated, [4] , [5] but here we use a Fourier domain derivation that is particularly simple. In this derivation, we obtain a vector analog of the conventional (scalar) projection slice theorem. The projection slice theorem has tra- In a recent work by Braun and Hauck [5] the vector tomography problem is also considered, but the treatment here differs from their analysis in several basic respects. These authors demonstrate, as we do, that the solenoidal component of the vector field is determined from line integral data. They go on to show that the remaining component (corresponding to the irrotational component V 9 in this paper) can be recovered if a so-called "transverse measurement" can be performed that measures the pathintegral of the component of the vector field normal to the path. Unfortunately, this transverse component of a fluid flow field cannot be measured by travel time or Doppler techniques, and is thus unavailable in flow reconstruction problems using acoustic waves.3 The present treatment shows that the "transverse measurement" is not needed if the field can be measured on the boundary and if the 'Braun and H a w k do note that the line integral of the transverse component can be measured using an optical Schlieren technique, but this is only practical in rather specialized problems having optical access.
field is divergenceless in D ; in particular, the missing irrotational component can be recovered from boundary information alone (assuming a divergenceless field in D).
Another difference between the present treatment and that of Braun and Hauck is that these authors employ a Radon transform formulation, whereas the Fourier domain derivation presented here is noticeably simpler.
EXAMPLES OF VECTOR TOMOGRAPHY
We begin by showing that the problem of reconstructing a 2-D fluid flow field from acoustic travel time measurements reduces to solving an equation like (1). Let u(r) denote the fluid velocity field and let c(r) denote the possibly spatially varying sound speed. Suppose a sound pulse is propagated along a line between a source at rl and a receiver at r2, where rl and r2 are on the boundary dD of the region D. We assume that IuI << c everywhere in D and that the variations in the sound speed c(r) are sufficiently small and/or the path lengths are sufficiently short so that ray refraction over all paths may be neg l e~t e d .~ The travel time, TI,, of a pulse along a path between rl and r2 can be expressed as the path integral where . i denotes the unit tangent vector along the acoustic path and dl is an element of path length. This equation neglects an error that is second order in IuI /c. Reference [ l ] contains the derivation of (2), though it should seem intuitively reasonable that (2) holds for small IuI / e since the denominator of the integrand of (2) expresses the local sound velocity in the moving medium as the sum of the sound speed, c(r), in the absence of flow and the component of the flow velocity along the acoustic path (i.e., Again, neglecting terms which are second order in u(r) . .i).
\ U \ / e , (2) can be expanded to yield Now, let TZ1 denote the travel time obtained by transmitting in the opposite direction (i.e., by interchanging source and receiver). In this case, . i changes sign, and from (3)
Equation ( 5 ) is of the form (1) when we identify v(r) with -2u(r) /c(r)'. Assuming measurements are taken be4Refraction of the paths can always be neglected for sufficiently small velocity inhomogeneities (or, in the case of flow, for small u / c , where u and c are, respectively, the flow and wave speeds) since, under the assumption of a straight path, the resulting error in the path integral due to refraction is second order in the inhomogeneity. For further discussion, see 171. tween all points rl and r2 on the boundary, it is worth pointing out that (4) could be used to recover the sound speed c(r) by means of conventional (scalar) tomography. Equation (4) also shows that, to first order in IuI / c , the sum of the reciprocal travel times is independent of fluid movement.
One can conceive of the optical analog of the previous problem in which the quantity measured is the change in optical path length of a collimated laser beam directed through the region of flow. Perturbations in the optical path length due to flow will manifest themselves as optical phase shifts, and such phase shifts can be measured interferometrically.
An approach based on the Doppler effect also reduces to a problem in vector tomography. This technique, which appears not to have been previously reported, again gives rise to a system of equations (l), as we show in the following. In the Doppler approach, both optical and acoustic versions can be imagined. To describe the technique, consider a collimated beam (acoustic or optical) directed through a region of moving fluid in which particulate matter is present. The purpose of the particulate matter is to provide a distribution of scattering centers which moves with the fluid and from which Doppler-shifted waves are scattered. We shall assume, for simplicity, that the density of scatterers is uniform. The scattered waves from particles intercepted by the collimated beam arrive back at the source and are detected there. Suppose the source is monochromatic with time dependence exp ( -i d ) and assume that this time dependence has been removed from the received signal by demodulation5 (or, in the optical case, by a suitable optical heterodyning operation). What remains is the relatively slowly varying Doppler-modulated signal. If the collimated beam points in the direction S, the Doppler shift suffered by a wave backscattered from a particle in the beam is 2wuL/c0, where uL = v S is the component of particle velocity along the beam direction, w is the frequency of the incident wave, and c0 is the wave speed in the stationary medium. The total Doppler signal then consists of the sum of contributions from waves scattered by the particles lying along the path of the collimated beam. The result can be expressed as the path integral ness, (6) is written, for simplicity, as a 1-D path integral.
This is a reasonable approximation if the beamwidth is assumed much smaller than the scale of the inhomogeneities within the medium to be reconstructed. It should be borne in mind that (6) contains an implicit integration over the beamwidth (not shown) that has no significant effect if the above assumption holds. The spatially varying phase factor a ( r ) in (6) is introduced to account for any phase shift suffered by the wave due to scattering from the particle at r, as well as the phase shift undergone due to propagation of the wave between source and scatterer and back to the detector. Finally, we assume that the scattering is incoherent, i.e., that the particles scatter with random and uncorrelated phase. As a consequence of the latter assumption, the phase shift a ( r ) is a random function of r. Now, differentiating (6) with respect to time brings down a factor proportional to v(r) S:
Next, multiplying (7) by the complex conjugate of (6), 
(8)
The assumption that the phase shifts due to scattering at different locations are uncorrelated implies that, on carrying out the ensemble average:
(exp [ i ( a ( r ) -a ( r ' ) ) ] ) oc 6(r -r ' ) where 6 ( . ) is the 3-D Dirac delta function. Using this in (€9, the double integral collapses to a single integral and the exponential disappears, leaving where K is a constant. Equation (9) again is of the form
It is worth pointing out that flow imaging can also be accomplished by the more traditional approach of pulsed Doppler imaging, in which spatial resolution along the path of the beam is achieved by recording the time of arrival of a backscattered pulse. An inherent property of the pulsed Doppler approach, which limits the sensitivity of the flow measurement, is the ever present range Doppler ambiguity [ 8 ] . The tomographic approach to flow imaging, although requiring multiple intersecting paths, does not suffer from the ambiguity problem since here the ex--citation is assumed to be monochromatic. Thus theoretically, the tomographic method has the potential for achieving much higher velocity sensitivity than traditional pulsed Doppler imaging techniques.
IV. THE RECONSTRUCTION PROBLEM
Let us parameterize the line through the points a and b by its distance p from the origin and the unit vector A normal to the line, as illustrated in Fig. 1; this line is  denoted by L( p , A) , so (1) may be written as 
which can be equivalently written
where 6 ( e ) is the 1-D Dirac delta function. The argument of the delta function is zero for points that lie on the line 'The uniqueness of the Helmholtz's decomposition holds at any point where U is continuous and differentiable, and under the assumption that U vanishes at infinity [ 6 ] . Differentiability will hold for any physical flow field, and since D is bounded, ZJ vanishes at infinity, and thus uniqueness is guaranteed inside D. Uniqueness breaks down only for those points on the boundary 6D since the truncated field is discontinuous there. This is of no consequence. however. since uniqueness does hold inside D . the region where Y is to be reconstructed. Indeed. the real (i.e., physical) field (as opposed to the truncated field) is assumed to be accessible to measurement on the boundary, since this is where the sources and receivers reside. We also require the normal component of e on the boundary to compute the scalar potential by means of (21). To obtain a vector field analogue of the projection slice theorem, we write (10) in a form similar to (1 1):
Taking the 1-D Fourier transform of (14) 
Note, significantly, that 6 ( k ) drops out in the derivation of (17), so the Fourier transform of the vector potential ' P, and hence, the solenoidal component V X Y of v(r), can be recovered from the l-D Fourier transform of the projections F(k, ri) independently of the irrotational part VIP. Equation (17) is the vector version of the projection slice theorem, i.e., the vector analog of (13).
Our remaining task is to recover the scalar potential 9.
Under the constraint that V * v = 0 in D, it follows that 9 solves Laplace's equation ( V 2 9 = 0) in D, and hence, can be recovered from the boundary values of v on aD.
To obtain an explicit formula for 9 in terms of U on aD,
we note that the potential functions 9 and Y can be expressed in terms of U as follows [6] : (17) and (2 1) can be used to reconstruct a vector field, we consider in the next section a simple example that can be treated analytically.
IV. AN ANALYTICAL EXAMPLE Consider the problem of a constant vector field representing steady flow in one direction. Though this problem is physically trivial, it illustrates nicely the application of (17) and (21). (In a realistic problem involving data, (17) and (21) Before proceeding it is worth re-emphasizing the need to restrict ourselves to a bounded region of reconstruction D. This is particularly evident here, since the Helmholtz theorem clearly fails for an unbounded constant vector field [6] . However, since the exterior of D has no influence on the measurements, we can ignore the exterior and deJne v(r) = 0 there. For the (mathematically) truncated field ( U zero outside D), both the solenoidal and irrotational parts of v are well defined, and (17) and (2 1) can be used to reconstruct both components, as we now show. 
Substituting ( 
The last calculation is most easily carried out after writing the 2-D inverse Fourier transform in polar coordinates. Next, the scalar potential, 9 ( r ) , can be computed by substituting v(r) = vOa into (21) and integrating around the circle of radius R . This integration is most easily performed after expanding the Green's function g(r1r') = -In ( Ir -r' I )/27r in polar coordinates as follows:
Substituting this into (2 1) and integrating around the circle of radius R gives for 0 < Irl < R Finally, to recover the vector field, substitute the potentials 9 and Y = \ki from (25) and (26) into v(r) = V 9 + V X I .
On differentiating, we obtain finally which is the expected result.
Although the vector field (27) is defined to be zero outside of D (i.e., for R < Irl), the potentials 9 (r) and \k (r) of Y in the absence of additional information. There is, however, an alternative approach to recovering the 3-D field. This consists simply of "stacking" a series of 2-D solutions. If line integrals are given through a set of parallel planes (or, equivalently, over all lines normal to some axis), one can reconstruct the projections of the 3-D vector field onto each of the stacked parallel planes using the 2-D solution separately for each plane. This gives just one component of the vector at each point, namely its projection onto the plane passing through that point. To determine the out-of-plane component of the field, a set of projections is needed over a second set of parallel planes inclined at some nonzero angle with respect to the first set of planes. The two sets of projections together uniquely determine the 3-D vector field.
