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Abstract
Recent theoretical work has characterized the dynamics of wide shallow neural networks
trained via gradient descent in an asymptotic regime called the mean-field limit as the number
of parameters tends towards infinity. At initialization, the randomly sampled parameters lead
to a deviation from the mean-field limit that is dictated by the classical Central Limit Theorem
(CLT). However, the dynamics of training introduces correlations among the parameters, raising
the question of how the fluctuations evolve during training. Here, we analyze the mean-field
dynamics as a Wasserstein gradient flow and prove that the deviations from the mean-field limit
scaled by the width, in the width-asymptotic limit, remain bounded throughout training. In
particular, they eventually vanish in the CLT scaling if the mean-field dynamics converges to
a measure that interpolates the training data. This observation has implications for both the
approximation rate and the generalization: the upper bound we obtain is given by a Monte-
Carlo type resampling error, which does not depend explicitly on the dimension. This bound
motivates a regularizaton term on the 2-norm of the underlyingmeasure, which is also connected
to generalization via the variation-norm function spaces.
1 Introduction
Theoretical analyses of neural networks aim to understand their computational and statistical
advantages seen in practice. On the computation side, the training of neural networks can often
succeed despite being inherently non-convex as an optimization problem and known to be hard
in certain settings [20, 31, 41]. On the statistics side, neural networks can often generalize well
despite having large numbers of parameters [8, 70]. In this context, the notion of over-parametrization
has been useful, by providing insights into the optimization and generalization properties as the
network widths tend to infinity [2, 4, 21, 36, 38, 63, 67]. In particular, under appropriate scaling, one
can view shallow (a.k.a. single-hidden-layer or two-layer) networks as interacting particle systems
that admit a mean-field limit. Their training dynamics can then be studied as Wasserstein Gradient
Flows [12, 47, 51, 58], leading to global convergence guarantees in the mean-field limit under certain
Correspondence to: zc1216@nyu.edu, rotskoff@stanford.edu, bruna@cims.nyu.edu and eve2@cims.nyu.edu.
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assumptions. On the statistics side, such an approach can lead to powerful generalization guarantees
for learning high-dimensional functions with hidden low-dimensional structures, as compared to
learning in Reproducing Kernel Hilbert Spaces (RKHS) [5, 30].
However, since ultimately we are concerned with neural networks of finite width, it is critical
to study the deviation of finite-width networks from their infinite-width limits, especially how
the discrepancy scales with the width n. At the random initial state, neurons do not interact and
therefore a standard Monte-Carlo (MC) argument shows that the fluctuations in the underlying
measure scale as n−1/2 (or equivalently, n−1 if measured by the function variance), which we refer
to as the Central Limit Theorem (CLT) scaling. As optimization introduces complex dependencies
among the parameters, the key question is to understand how the fluctuation evolves during training.
To make this investigation tractable, we aim to obtain insight on an asymptotic scale as the width
grows, and focus on the evolution in time. An application of Grönwall’s inequality can already
show that this asymptotic deviation remains bounded at all finite time [46], but the dependence on
time is exponential, making it difficult to assess the long-time behavior.
The main focus of this paper is to investigate this question in-depth, by analysing the interplay
between the deviations from the mean-field limit and the gradient flow dynamics. First, we develop
a dynamical CLT; we derive differential equations governing how the fluctuations away from the
mean-field limit evolve as a function of training time and show that these fluctuations remain
on the initial n−1/2-scale for all finite times. Next, we examine the long-time behavior of the
fluctuations, proving that, in several scenarios, the long-time fluctuations are controlled by the error
of Monte-Carlo resampling from the limiting measure. We focus on two main setups relevant for
supervised learning and scientific computing: the unregularized case with global convergence of
mean-field gradient flows to minimizers that interpolate the data, and the regularized case where
the limiting measure has atomic support and is nondegenerate. In the former setup, we prove
particularly that the fluctuations eventually vanish in the CLT scaling. These asymptotic predictions
are complemented by empirical results in a teacher-student model.
Related Works: This paper continues the line of work initiated by [12, 47, 51, 58] that studies
optimization of over-parameterized shallow neural networks under the mean-field scaling. Global
convergence for the unregularized setting is discussed in [46, 47, 51, 58]. In the regularized setting,
[12] establishes global convergence in the mean-field limit under specific homogeneity conditions
on the neuron activation. Other works that study asymptotic properties of wide neural networks
include [1, 6, 23, 28, 29, 34, 35, 43, 69], notably investigating the transition between the so-called lazy
and active regimes [14], corresponding respectively to linear versus nonlinear learning. Our focus is
on the dynamics under the mean-field scaling, which encompasses the active, nonlinear regime.
A relevant work concerning the sparse optimization of measures is [11], where under a different
metric for gradient flow and additional assumptions on the nature of the minimizer, it can be
established that fluctuations vanish for sufficiently large n. Our results are only asymptotic in
n but apply to broader settings in the context of shallow neural networks. Concerning the next-
order deviations of finite neural networks from their mean-field limit, [51] show that the scale
of fluctuations is below that of MC resampling for unregularized problems using non-rigorous
arguments. [60] provides a CLT for the fluctuations at finite time under stochastic gradient descent
(SGD) and proves that the fluctuations decay in time in the case where there is a single critical point
in the parameter space. Our focus is on the long-time behavior of the fluctuations in more general
settings. Another relevant topic is the propagation of chaos in McKean-Vlasov systems, which study
the deviations of randomly-forced interacting particle systems from their infinite-particle limits
[7, 10, 65, 66]. In particular, a line of work provides uniform-in-time bounds to the fluctuations in
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various settings [16, 19, 22, 55, 56], but the conditions are not applicable to shallow neural networks.
Concurrently to our work, [17] studies quantitative propagation of chaos of shallow neural networks
trained by SGD, but the bound grows exponentially in time, and therefore cannot address the
long-time behavior of the fluctuations.
Learning with neural networks exhibits the phenomenon that generalization error can decrease
with the level of overparameterization [8, 64]. [48] proposes a bias-variance decomposition that
contains a variance term initialization in optimization. They show in experiments that this term
decreases as the width of the network increases, and justifies this theoretically under the strong as-
sumption that model parameters remain Gaussian-distributed in the components that are irrelevant
for the task, which does not hold in the scenario we consider, for example. [27] provides scaling
arguments for the dependence of this term on the width of the network. Our work provides a more
rigorous analysis of the dependence of this term on the width of the network and training time.
2 Background
2.1 Shallow Neural Networks and the Integral Representation
On a data space Ω ⊆ Rd, we consider parameterized models of the following form
f (n)(x) =
1
n
n∑
i=1
ϕ(θi,x), (1)
where x ∈ Ω is the feature of the input data, {θi}ni=1 ⊆ D is the set of model parameters, and
ϕ : D × Ω→ R is some activation function. Of particular interest are the shallow neural network
models, which admit a more specific form:
Assumption 2.1 (The shallow neural networks setting). D = R × Dˆ, and for θ = (c, z) ∈ D,
ϕ(θ,x) = cϕˆ(z,x) with ϕˆ : Dˆ × Ω→ R. Thus, (1) can be rewritten as
f (n)(x) =
1
n
n∑
i=1
ciϕˆ(zi,x) (2)
As many of our results hold for general models of the form (1), we will invoke Assumption 2.1 only
when needed. We shall also assume the following:
Assumption 2.2. Ω is compact;D is an Euclidean space (or a subset thereof); ϕ(θ,x) is twice differentiable
in θ;∇θ∇θϕ(θ,x) is Lipschitz in θ, uniformly in x.
The regularity assumptions are standard in the literature [10, 11, 37]. We note that they are not
satisfied by shallow ReLU neural networks (i.e., ϕˆ(z,x) = max{0, 〈a,x〉 + b}, where z = [a, b]ᵀ,
with a ∈ Rd and b ∈ R), though prior work [12, 13] has considered differentiable approximations of
these models.
As observed in [12, 24, 47, 51, 58], a model of the form (1) can be expressed in integral form in
terms of a probability measure over D as f (n) = f [µ(n)], where we define
f [µ](x) =
ˆ
D
ϕ(θ,x)µ(dθ) , (3)
and µ(n) is the empirical measure of the parameters {θi}ni=1:
µ(n)(dθ) = n−1
n∑
i=1
δθi(dθ) . (4)
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Suppose we are given a dataset {(xl, yl)}l=1...L, which can be represented by an empirical data
measure νˆ = L−1
∑L
l=1 δxl , and yl = f∗(xl) are generated by an target function f∗ that we wish to
estimate using least-squares regression. A canonical approach to this regression task is to consider
an Empirical Risk Minimization (ERM) problem of the form
min
µ∈P(D)
L(µ) with L(µ) := ‖f [µ]− f∗‖2νˆ + λ
ˆ
D
r(θ)µ(dθ) . (5)
where P(D) is the space of probability measures onD, ‖f −f∗‖2νˆ =
´
Ω |f(x)−f∗(x)|2νˆ(dx) denotes
the function reconstruction error averaged over the data, and λ
´
D r(θ)µ(dθ) is some optional
regularization term. While we can allow r to be a general convex function, in Section 3.3 we will
motivate a choice of r in the shallow neural networks setting based on the function variation norm.
Models like shallow neural networks allow efficient approximations to this regression problem,
which we review next.
2.2 Approximation and Optimization with Finite Number of Neurons
Integral representations with a probability measure such as those defined in (3) are amenable to
efficient approximation in high dimensions via Monte-Carlo sampling. Namely, if the parameters θi
in f (n) are drawn i.i.d. from an underlying measure µ on D, then by the Law of Large Numbers
(LLN), the resulting empirical measure µ(n) converges µ almost surely, and moreover,
Eµ(n)‖f [µ(n)]− f [µ]‖2νˆ = n−1
(ˆ
D
‖ϕ(θ, ·)‖2νˆµ(dθ)− ‖f [µ]‖2νˆ
)
, (6)
Such a Monte-Carlo estimator showcases the benefit of normalized integral representations for
high-dimensional approximation, as the ambient dimension appears in the rate of approximation
only through the term
´
D ‖ϕ(θ, ·)‖2νˆµ(dθ). In the case of shallow neural networks, this is given by
the variation norm on the space F1 of the function we wish to approximate [5], which we will revisit
in more detail in Section 3.3.
While the Monte-Carlo sampling strategy above can be seen as a ‘static’ approximation of a
function representable as (3), it also gives rise to an efficient algorithm to optimize (5). Indeed,
under (4), the loss L(µ(n)) equals
L(θ1, . . . ,θn) = ‖f (n) − f∗‖2νˆ +
λ
n
n∑
i=1
r(θi) , (7)
as a function of the parameters {θi}ni=1. In the shallow neural network setting, with suitable choices
of the function r, the regularization term corresponds to weight decay over the parameters.
Performing gradient descent (GD) on Lwith respect to {θi}ni=1 induces gradient dynamics on
the functional L over P(D) with respect to a Wasserstein metric [12, 47, 51, 58], as we now review.
2.3 From Particle to Wasserstein Gradient Flows
Expanding (7), we get
L(θ1, . . . ,θn) = Cf∗ −
1
n
n∑
i=1
F (θi) +
1
2n2
n∑
i,j=1
K(θi,θj), (8)
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where we have defined Cf = 12‖f‖2νˆ , and
F (θ) =
ˆ
Ω
f∗(x)ϕ(θ,x)νˆ(dx)− λr(θ), K(θ,θ′) =
ˆ
Ω
ϕ(θ,x)ϕ(θ′,x)νˆ(dx) . (9)
Performing GD on L amounts to discretizing in time the following ODE system that govern the
gradient flow of {θi}ni=1:
θ˙i = −n∂θiL(θ1 . . .θn) =∇F (θi)−
1
n
n∑
j=1
∇K(θi,θj) =: −∇V (θi, µ(n)t ). (10)
where we defined the potential
V (θ, µ) = −F (θ) +
ˆ
D
K(θ,θ′)µ(dθ) . (11)
Heuristically, the ‘particles’ θi perform GD according to the potential V (θ, µ(n)t ) which itself evolves,
depending on the particles positions through their empirical measure. Such dynamics can also be
expressed in terms of the empirical measure via the continuity equation:
∂tµ
(n)
t = ∇ · (∇V (θ, µ(n)t )µ(n)t ) (12)
This equation should be understood in the weak sense of testing it against continuous functions
χ : D → R, and it can be interpreted as the gradient flow on the loss defined in (5) under the
2-Wasserstein metric induced by the metric on D where the particle gradient descent operates
[12, 47, 51, 58]. This insight provides powerful analytical tools to understand convergence properties,
by considering the mean-field limit when n→∞.
2.4 Law of Large Numbers and Mean-Field Gradient Flow
From now on, we assume that the particle gradient flow is initialized in the following way:
Assumption 2.3. The gradient flow in (10) has the initial condition θi(0) = θ0i , with θ0i drawn i.i.d. from
a compactly supported measure µ0 ∈ P(D) for each i = 1, . . . , n. Hence, µ(n)0 (dθ) = n−1
∑n
i=1 δθ0i
(dθ).
We use P0 to denote the probability measure associated with the set {θ0i }i∈N with each θ0i drawn
i.i.d. from µ0, and use E0 to denote the expectation under P0. The Law of Large Numbers (LLN)
indicates that P0-almost surely, µ(n)t ⇀ µt as n→∞, where µt satisfies the mean-field gradient flow
[12, 47, 52, 61]:
∂tµt = ∇ · (∇V (θ, µt)µt) , µt=0 = µ0 . (13)
The solution to this equation should be understood via the representation formula
ˆ
D
χ(θ)µt(dθ) =
ˆ
D
χ(Θt(θ))µ0(dθ) , (14)
where χ is a continuous test function χ : D → R andΘt : D → D is the characteristic flow associated
with (12), which in direct analogy with (10) solves
Θ˙t(θ) = −∇V (Θt(θ), µt), Θ0(θ) = θ . (15)
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Using expression (11) for V as well as (14), this equation can be written in closed form explicitly as
Θ˙t(θ) = ∇F (Θt(θ))−
ˆ
D
∇K(Θt(θ),Θt(θ′))µ0(dθ′), Θ0(θ) = θ . (16)
It is easy to see that this equation is itself a gradient flow since it is the continuous-time limit of a
proximal scheme (mirror descent), which we state as:
Proposition 2.4. Given Θ¯0(θ) = θ and τ > 0, for n ∈ N letΘnτ be specified via
Θ¯nτ ∈ argmin
(
1
2τ
‖Θ− Θ¯(n−1)τ‖20 + E(Θ) ,
)
(17)
where we defined
‖Θ‖20 =
ˆ
D
|Θ(θ)|2µ0(dθ) (18)
and
E(Θ) = −
ˆ
D
F (Θ(θ))µ0(dθ) +
1
2
ˆ
D
K(Θ(θ),Θ(θ′))µ0(dθ)µ0(dθ′) . (19)
Then
lim
τ→0
Θ¯bt/τcτ = Θt µ0-almost surely , (20)
whereΘt solves (16).
2.5 Long-Time Properties of the Mean-Field Gradient Flow
In the shallow neural networks setting, a series of earlier work [12, 47, 51, 58] has established
that under certain assumptions µt will converge to a global minimizer of the loss functional L. In
particular, [12] studies global convergence for the regularized lossLunder homogeneity assumptions
on ϕˆ, and [50] considers modified dynamics using double-lifting. Here, to study the long time
behavior of the fluctuations, we will often work with the following weaker assumptions:
Assumption 2.5. The solution to (16) exists for all time, and has a limit:
Θt → Θ∞ µ0-almost surely as t→∞. (21)
Assumption 2.6. The limitingΘ∞ is a local minimizer of the energy (19).
Note that while the convergence of gradient flows in finite-dimensional Euclidean space to local
minimizers is guaranteed under mild assumptions [39, 62], its infinite-dimensional counterpart,
Assumption 2.6, may require further technical assumptions that are left for future study. In addition,
these assumptions impose conditions on the initial measure µ0 [12, 47, 51].
With these assumptions, we have
Proposition 2.7. Under Assumptions 2.3 and 2.5, we have
∪t≥0 suppµt = ∪t≥0{Θt(θ) : θ ∈ suppµ0} is compact, (22)
and µt ⇀ µ∞ weakly as t→∞, with µ∞ satisfyingˆ
D
χ(θ)µ∞(dθ) =
ˆ
D
χ(Θ∞(θ))µ0(dθ), (23)
for all continuous test function χ : D → R. Additionally, if Assumption 2.6 also holds, then
∇∇V (Θ∞(θ), µ∞) is positive semidefinite for µ0-almost all θ (24)
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We prove this proposition in Appendix B. Here,∇∇V (Θ∞(θ), µ∞) denotes
∇∇V (Θ∞(θ), µ∞) = −∇∇F (Θ∞(θ)) +
ˆ
D
∇∇K(Θ∞(θ),Θ∞(θ′))µ0(dθ′) (25)
and (24) will be useful later in Section 3.2 when we analyze the long time properties of the fluc-
tuations around the mean-field limit. We note that Assumption 2.6 does not imply that µ∞ is a
minimizer of the energy L defined in (5), as it only needs to be a stationary point of (13).
3 Fluctuations fromMean-Field Gradient Flow
The main goal of this section is to characterize the deviations of finite-particle shallow networks
from their mean-field evolution, by first deriving an estimate for f (n)t − ft for t ≥ 0 (Section 3.1),
and then analyzing its long-time properties (Section 3.2). In Section 3.3, we then motivate a choice
of the regularization term in (5) that controls the bound on the long-time fluctuations derived in
Section 3.2, and which is also connected to the variation-norm function spaces of Bach [5].
3.1 A Dynamical Central Limit Theorem
Let us start by defining
g
(n)
t := n
1/2
(
f
(n)
t − ft
)
. (26)
By the static Central Limit Theorem (CLT) we know that, if we draw the initial values of the
parameters θi independently from µ0 as specified in Assumption 2.3, g(n)t=0 has a limit as n → ∞,
leading to estimates similar to (6) with µ(n) and µ replaced by the initial µ(n)0 and µ0, respectively. For
t > 0, however, this estimate is not preserved by the gradient flow: the static CLT no longer applies
and needs to be replaced by a dynamical variant [10, 60, 65, 66]. Next, we derive this dynamical
CLT in the context of neural network optimization.
To this end let us define the discrepancy measure ω(n)t such that
ˆ
D
χ(θ)ω
(n)
t (dθ) := n
1/2
ˆ
D
χ(θ)
(
µ
(n)
t (dθ)− µt(dθ)
)
, (27)
for any continuous test function χ : D → R. We can then represent g(n)t in terms of ω(n)t as
g
(n)
t =
ˆ
D
ϕ(θ, ·)ω(n)t (dθ) . (28)
Hence, we will first establish how the limit of ω(n)t as n→∞ evolves over time. This can be done
upon noting that the representation formula (14) implies that
ˆ
D
χ(θ)ω
(n)
t (dθ) = n
1/2
ˆ
D
(
χ(Θ
(n)
t (θ))µ
(n)
0 (dθ)− χ(Θt(θ))µ0(dθ)
)
, (29)
whereΘ(n)t solves (16) with µ0 replaced by µ
(n)
0 . Defining
T
(n)
t (θ) = n
1/2
(
Θ
(n)
t (θ)−Θt(θ)
)
, (30)
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we can write (29) as
ˆ
D
χ(θ)ω
(n)
t (dθ) =
ˆ
D
χ(Θt(θ))ω
(n)
0 (dθ)
+
ˆ 1
0
ˆ
D
∇χ(Θt(θ) + n−1/2η T (n)t (θ)) · T (n)t (θ)µ(n)0 (dθ)dη . (31)
As shown in Appendix C.1, we can take the limit n→∞ of this formula to obtain:
Proposition 3.1 (Dynamical CLT - I). Under Assumptions 2.2 and 2.3, ∀t ≥ 0, as n → ∞ we have
ω
(n)
t ⇀ ωt weakly in law with respect to P0, where ωt is such that given any test function χ : D → R,ˆ
D
χ(θ)ωt(dθ) =
ˆ
D
χ(Θt(θ))ω0(dθ) +
ˆ
D
∇χ(Θt(θ)) · Tt(θ)µ0(dθ) . (32)
Here ω0 is the Gaussian measure with mean zero and covariance
E0
[
ω0(dθ)ω0(dθ
′)
]
= µ0(dθ)δθ(dθ
′)− µ0(dθ)µ0(dθ′) , (33)
where E0 denotes expectation over P0, and Tt = limn→∞ n1/2(Θ(n)t −Θt) is the flow solution to
T˙t(θ) =−∇∇V (Θt(θ), µt)Tt(θ)−
ˆ
D
∇∇′K(Θt(θ),Θt(θ′))Tt(θ′)µ0(dθ′)
−
ˆ
D
∇K(Θt(θ),Θt(θ′))ω0(dθ′)
(34)
with initial condition T0 = 0 and whereΘt solves (15) and∇∇V (Θt(θ), µt) is a shorthand for
∇∇V (Θt(θ), µt) = −∇∇F (Θt(θ)) +
ˆ
D
∇∇K(Θt(θ),Θt(θ′))µ0(dθ′) . (35)
A direct consequence of this proposition and formula (28) is:
Corollary 3.2. Under Assumptions 2.2 and 2.3, ∀t ≥ 0, as n → ∞ we have g(n)t → gt pointwise in law
with respect to P0, where gt can be expressed in terms of the limiting measure ωt or the flow Tt as
gt =
ˆ
D
ϕ(θ, ·)ωt(dθ) =
ˆ
D
ϕ(Θt(θ), ·)ω0(dθ) +
ˆ
D
∇ϕ(Θt(θ), ·) · Tt(θ)µ0(dθ) . (36)
It is interesting to comment on the origin of both terms at the right hand side of (32) and, con-
sequently, (36). The first term captures the deviations induced by fluctuations of µ(n)0 around µ0
assuming that the flowΘ(n)t is unaffected by these fluctuations, and remains equal toΘt. In partic-
ular, this term is the one we would obtain if we were to resample µ(n)t from µt at every t ≥ 0, i.e.
use µ¯(n)t = n−1
∑n
i=1 δθ¯it with {θ¯it}ni=1 sampled i.i.d. from µt, so thatΘ
(n)
t is identical toΘt in (29).
In this case, the limiting discrepancy measure ω¯t would simply be given by
ˆ
D
χ(θ)ω¯t(dθ) =
ˆ
D
χ(Θt(θ))ω0(dθ) , (37)
while the associated deviation in the represented function would read
g¯t =
ˆ
D
ϕ(θ, ·)ω¯t(dθ) =
ˆ
D
ϕ(Θt(θ), ·)ω0(dθ) . (38)
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The second term at right hand side of (32) and (36) captures the deviations to the flowΘt in (16)
induced by the perturbation of µ0, i.e. howmuchΘ(n)t differs fromΘt in (29). In the limit as n→∞,
these deviations are captured by the solution Tt to (34), as is apparent from (31).
The difference between gt and g¯t can also be quantified via the following Volterra equation,
which can be derived from Proposition 3.1 and relates the evolution of gt to that of g¯t.
Corollary 3.3 (Dynamical CLT - II). Under Assumptions 2.2 and 2.3, ∀t ≥ 0, pointwise on Ω, we have
g
(n)
t → gt in law with respect to P0 as n→∞, where gt solves the Volterra equation
gt(x) +
ˆ t
0
ˆ
Ω
Γt,s(x,x
′)gs(x′)νˆ(dx′)ds = g¯t(x) . (39)
Here g¯t is given in (38) and we defined
Γt,s(x,x
′) =
ˆ
D
〈∇θϕ(Θt(θ)), Jt,s(θ)∇θϕ(Θs(θ))〉µ0(dθ) , (40)
where Jt,s is the solution to
d
dt
Jt,s(θ) = −∇∇V (Θt(θ), µt)Jt,s(θ), Js,s(θ) = Id . (41)
This corollary is proven in Appendix C.2. In a nutshell, (39) can be established using Duhamel’s
principle on (34) by considering all terms at the right hand side except the first as the source term
(hence the role of Jt,s) and inserting the result in (36).
3.2 Long-Time Behavior of the Fluctuations
Next, we study the long-time behavior of gt and, in particular, evaluate
lim
t→∞E0‖gt‖
2
νˆ = limt→∞ limn→∞nE0‖f
(n)
t − ft‖2νˆ . (42)
This limit quantifies the asymptotic approximation error of f (n)t around its mean field limit ft after
gradient flow, i.e. if we take n→∞ first, then t→∞ – taking these limits in opposite order is of
practical interest too but is beyond the scope of the present paper. Our main result is to show that,
under certain assumptions to be specified below, the limit in (42) is not only finite but it is then
necessarily smaller than limt→∞ E0‖g¯t‖2νˆ with g¯t given in (38). That is, the approximation error at
the end of training by gradient flow is always lower than that obtained by resampling the mean-field
measure µ∞ defined in Proposition 2.7.
It is useful to start by considering an idealized case, namely when the initial conditions are
sampled as in Assumption 2.3 with µ0 = µ∞. In that case, there is no evolution at mean field level,
i.e. Θt(θ) = Θ∞(θ) = θ, µt = µ∞, and ft = f∞ =
´
D ϕ∞(θ, ·)µ∞(dθ), but the CLT fluctuations still
evolve. In particular, it is easy to see that the Volterra equation in (39) for gt becomes
gt(x) +
ˆ t
0
ˆ
Ω
Γ∞t−s(x,x
′)gs(x′)νˆ(dx′)ds = g¯∞(x) . (43)
Here Γ∞t−s(x,x′) is the Volterra kernel obtained by solving (41) with ∇∇V (Θt(θ), µt) replaced by
∇∇V (θ, µ∞) and inserting the result in (40) withΘt(θ) = θ and µ0 = µ∞,
Γ∞t−s(x,x
′) =
ˆ
D
〈∇θϕ(θ,x), e−(t−s)∇∇V (θ,µ∞)∇θϕ(θ,x′)〉µ∞(dθ) , (44)
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and g¯∞ is the Gaussian field with variance
E0‖g¯∞‖2νˆ =
ˆ
D
‖ϕ(θ, ·)‖2νˆµ∞(dθ)− ‖f∞‖2νˆ . (45)
From (24) in Proposition 2.7 we know that∇∇V (θ, µ∞) is positive semidefinite for µ∞-almost all θ.
As a result, we prove in D.1 that the Volterra kernel (44) viewed as an operator on functions defined
on D × [0, T ] is positive semidefinite. Therefore, we have
ˆ T
0
‖gt‖2νˆdt ≤
ˆ T
0
‖gt‖2νˆdt+
ˆ T
0
ˆ t
0
ˆ
Ω×Ω
gt(x)Γ
∞
t−s(x,x
′)gs(x′)νˆ(dx)νˆ(dx′)dsdt
=
ˆ T
0
Eνˆ(gtg¯∞)dt
≤ T 1/2‖g¯∞‖νˆ
(ˆ T
0
‖gt‖2νˆdt
)1/2
.
(46)
Together with (45), this implies that
Theorem3.4. Under Assumptions 2.2, 2.3, 2.5 and 2.6, withµ0 = µ∞ andµ∞ as specified in Proposition 2.7,
we have
lim
T→∞
1
T
ˆ T
0
E0‖gt‖2νdt ≤
ˆ
D
‖ϕ(θ, ·)‖2νˆµ∞(dθ)− ‖f∞‖2νˆ . (47)
This theorem indicates that, if we knew µ∞ and were able to sample initial conditions for the
parameters from it, it would still be favorable to train these parameters by gradient descent as this
would reduce the approximation error. Of course, in practice we have no a priori access to µ∞, and
so the relevant question is whether (47) also holds if we sample initial conditions from any µ0 such
that Proposition 2.7 holds.
In light of (36), one way to address this question is to study the long-time behavior of Tt. In the
setup without regularization (λ = 0), we can do so by leveraging existing results that, under certain
assumptions, the mean-field gradient flow converges to a global minimizer which interpolates the
training data points exactly [12, 47, 52, 60]. In this case, the following theorem shows that we can
obtain stronger controls on the fluctuations than (47), which we prove in Appendix D.2.
Theorem 3.5 (Long-time fluctuations in the unregularized case). Consider the ERM setting with λ = 0
and under Assumptions 2.2, 2.3 and 2.5. Suppose that as t→∞, µt converges to a global minimizer µ∞
that interpolates the data, i.e. the function f∞ =
´
D ϕ(θ, ·)µ∞(dθ) satisfies
∀x ∈ supp νˆ : f∞(x) = f∗(x) , (48)
and, furthermore, the convergence satisfies
ˆ ∞
0
|L(µt)|1/2 dt <∞ (49)
Then (47) holds. Additionally,
1. if Assumption 2.1 also holds, i.e., in the shallow neural network setting, we further have
lim
T→∞
1
T
ˆ T
0
E0‖gt‖2νˆdt = 0 ; (50)
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2. if µ0 = µ∞, then ‖gt‖νˆ decreases monotonically in t.
Remark 3.6. This implies that in the shallow neural networks setting, under these assumptions, the fluctua-
tions will eventually vanish in the O(n−1/2) scale of CLT.
Remark 3.7. For (49) to hold, it is sufficient to have the loss L(µt) decrease at an asymptotic rate of O(t−α)
with α > 2. We note that this is a stronger requirement than the O(t−1) achieved by Mirror Descent in
certain related settings [11, 50]. We leave the search for weaker sufficient conditions for future work.
When the limiting measure µ∞ does not necessarily interpolate the training data, such as in the
regularized case, we have the following condition on Tt which guarantees that (47) holds:
Lemma 3.8. If
lim
T→∞
E0
ˆ T
0
ˆ
D
〈Tt(θ),∇∇V (Θt(θ), µt)Tt(θ)〉µ0(dθ)dt ≥ 0 , (51)
(including when this limit is +∞) then (47) holds.
This lemma is proven in Appendix D.3. Note that condition (51) is natural since we know from
Proposition 2.7 that limt→∞∇∇V (Θt(θ), µt) = ∇∇V (Θ∞(θ), µ∞) exists and is positive semidefi-
nite µ0-almost surely. This lemma allow us to derive the following result:
Theorem 3.9 (Long-time fluctuations under assumptions on the curvature). Let Λt(θ) denotes to
smallest eigenvalue of the tensor ∇∇V (Θt(θ), µt) defined in (35) and assume that there exists a constant C
(to be specified in Appendix D.4) such that
−
ˆ
D
min{Λt(θ), 0}µ0(dθ) = O(e−Ct) as t→∞. (52)
Then (51) and hence (47) hold.
This theorem is proven in Appendix D.4. To intuitively understand (52), note that we know from
(24) in Proposition 2.7 that Λt(θ)→ 0 µ0-almost surely as t→∞. Condition (52) can therefore be
satisfied by having Λt(θ) converge to zero sufficiently fast in the regions of D where it is negative,
or having the measure of these regions with respect to µ0 converge to zero sufficiently fast, or both.
Finally, in the regularized (λ > 0) ERM setting, we can obtain the following result when the
support of µ∞ is atomic, as expected on general grounds [5, 9, 18, 26, 71]:
Theorem 3.10 (Long-time fluctuations in the regularized case). Consider the ERM setting under
Assumptions 2.2, 2.3 and 2.5. Suppose further that as t→∞, µt converges to µ∞ satisfying
∃σ > 0 s.t. ∀θ ∈ suppµ∞ : ∇∇V (θ, µ∞)  σId , and (53)
Θt admits an asymptotic uniform convergence rate of O(t−α) with α > 3/2. (54)
Then (47) holds with the “lim" replaced by “lim sup" on its LHS.
Remark 3.11. We prove in Appendix D.5 that the theorem holds with (54) replaced by a weaker condition:
ˆ ∞
0
ˆ
D
(|Θt(θ)−Θ∞(θ)|+ |Ut(θ)|2)eC1(Ut(θ)+U¯t)µ0(dθ)dt <∞ , (55)
and show in Appendix D.5.2 that (54) is a sufficient condition for (55).
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Remark 3.12. [18] provides evidence for (55) being satisfied by the minimizers of the TV-norm-regularized
loss function. In addition, as a comparison to our result, Chizat [11, Theorem 3.8] shows that under
assumptions including (53) as well as the uniqueness and sparseness of the global minimizer, an alternative
type of particle gradient descent (with a different homogeneity degree in the loss function and under the conic
metric, which give rise to gradient flow in Wasserstein-Fisher-Rao metric instead of Wasserstein metric)
converges to the global minimizer for large enough n (depending exponentially on d) with a uniform rate.
This implies that in that setting, limt→∞ limn→∞ n‖f (n)t − ft‖2νˆ = limn→∞ limt→∞ n‖f (n)t − ft‖2νˆ = 0,
P0-almost surely.
Theorem 3.10 is proven in Appendix D.5 by analyzing directly the Voterra equation (39) and
establishing that its solution coincides with that of (43) in the limit as t→∞, a property that we
also expect to hold more generally than under the assumptions of Theorem 3.10.
3.3 The Monte-Carlo bound and variation norm
The bound (47) on the long-time fluctuations motivates us to control the term
´
D ‖ϕ(θ, ·)‖2νˆµ∞(dθ)
using a suitable choice of regularization in (5). In the following, we restrict our attention to the
shallow neural networks setting, and further assume that
Assumption 3.13. Dˆ is compact.
Under this assumption, there is
ˆ
D
‖ϕ(θ, ·)‖2νˆµ(dθ) =
ˆ
D
ˆ
Ω
|ϕ(θ,x)|2νˆ(dx)µ(dθ) ≤ KˆM
ˆ
D
c2µ(dθ) , (56)
where KˆM = maxz∈Dˆ ‖ϕˆ(z, ·)‖2νˆ . Thus, we consider regularization with r(θ) = 12c2, in which case
(5) becomes
min
µ∈P(D)
L(µ) with L(µ) := ‖f [µ]− f∗‖2νˆ +
λ
2
ˆ
D
c2µ(dθ) . (57)
Interestingly, this choice of regularization leads to learning in the function space F1 [5] associated
with ϕˆ, which is equipped with the variation norm defined as
|γq(f)| := inf
µ∈P(D)
{´
D|c|qµ(dθ); f(x) =
´
Dcϕˆ(z,x)µ(dθ)
}
= |γ1(f)|q , q ≥ 1 . (58)
We call
´
D |c|qµ(dθ) the q-norm of µ. One can verify [44, Proposition 1] that indeed, using any q ≥ 1
above yields the same norm because µ, the object defining the integral representation (3), is in fact
a lifted version of a more ‘fundamental’ object γ =
´
R µ(dc, ·) ∈M(Dˆ), the space of signed Radon
measures over Dˆ. They are related via the projection
ˆ
Dˆ
χ(z)γ(dz) =
ˆ
D
cχ(z)µ(dθ) (59)
for all continuous test functions χ : Dˆ → R. One can also verify [11] that γ1(f) = inf{‖γ‖TV; f(x) =´
Dˆ ϕˆ(z,x)γ(dz)}, where ‖γ‖TV is the total variation of γ [5].
The space F1 contains any RKHS whose kernel is generated as an expectation over features
k(x,x′) =
´
Dˆ ϕˆ(z,x)ϕˆ(z,x
′)µˆ0(dz) with a base measure µˆ0 ∈ P(Dˆ), but it provides crucial ap-
proximation advantages over such RKHS at approximating certain non-smooth, high-dimensional
functions with hidden low-dimensional structure, giving rise to powerful generalization guarantees
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[5]. This also motivates the study of overparametrized shallow networks with the scaling as in (1),
as opposed to the NTK scaling of 1/
√
n [36].
To learn in F1, a canonical approach is to consider the ERM problem
min
f∈F1
‖f − f∗‖2νˆ + λγ1(f), (60)
By (58), this is equivalent to (57). In Appendix E, we prove the following proposition, which shows
that the measure obtained from (57) indeed has its 2-norm controlled:
Proposition 3.14. Under Assumption 2.2, the minimum value of L is unique and can only be attained at
minimizers µλ ∈ P(D) such that fλ =
´
D ϕ(θ, ·)µλ(dθ) is unique and satisfies
λ2|cλ|2Kˆ−1M ≤ ‖fλ − f∗‖2νˆ , ‖fλ − f∗‖2νˆ + λ|cλ|2 ≤ λ|γ1(f∗)|2. (61)
where cλ =
´
D |c|µλ(dθ) =
(´
D |c|2µλ(dθ)
)1/2 ≤ γ1(f∗) and KˆM = maxz∈Dˆ ‖ϕˆ(z, ·)‖2νˆ .
4 Numerical Experiments
We perform numerical experiments under the student-teacher setting, with a shallow teacher
network with 2 neurons in the hidden layer, and shallow student networks with varying widths
(n) of the hidden layer. Both Dˆ and Ω are taken to be the unit sphere of d = 16 dimensions, and
we take ϕˆ(z,x) = max(0, 〈z,x〉). As a proof of concept, we optimize the student networks by
gradient descent under the population loss where the data distribution is uniform on Ω. This
allows an analytical formula for the gradient that greatly accelerates computations and provides an
approximation for the empirical setting. For each choice of n, we run the experiment κ = 20 times
with different random initializations of the student network. Additional experimental setup and
results are provided in Appendix F. The mean squared fluctuation is defined as 1κ
∑κ
k=1 ‖f (n)k −
f¯ (n)‖2ν , with f¯ (n) = 1κ
∑κ
k=1 f
(n)
k being the averaged model, similar to the approach in [28]. The
other plotted quantities – loss, TV-norm and 2-norm – are averaged across the κ number of runs.
We observe that the mean squared fluctuations indeed remain at a 1/n scaling with a general
tendency to decay over time, except for in the zero-initialization case, where an increase occurs in
the first few epochs of training. In the unregularized case with non-zero initialization, the mean
squared fluctuation decays at the same rate for different n in roughly the first 103 epochs, after
which it decays faster for smaller n. Interestingly, this coincides with the tendency for student
neurons with z not aligned with the teacher neurons to slowly have their |c| decrease to zero due
to a finite-n effect, which is also reflected in the decrease in TV-norm. Aside from this, the mean
squared fluctuations decay at similar rates for different choices of n, which is consistent with our
theory, since their dynamics are governed by the same dynamical CLT. Moreover, the value of the
fluctuations for these choices of n are indeed lower than the asymptotic Monte-Carlo bound given in
(47) with µ∞ and f∞ replaced by the target measure and function, whose analytical expression and
numerical value in this setup are provided in Appendix G. We also see that the average loss values
remain similar over time for different choices of n, justifying the approximation by a mean-field
dynamics. Also, we notice that with either regularization or zero-initialization, the student neurons
are aligned with one of the teacher neurons in both z and c after training, which then results in
lower TV-norms and 2-norms than using non-zero initialization and without regularization.
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Figure 1: Results of numerical experiments described in Section 4, where student networks of
different widths are trained to learn teacher networks of width 2 by performing gradient descent
on the exact population loss. Each row corresponds to one setup. Row 1: Using unregularized loss
and non-zero initialization; Row 2: Using regularized loss with λ = 0.01 and non-zero initialization;
Row 3: Using regularized loss with λ = 0.01 and zero initialization. On each row, the first panel
from the left plots the trajectory of the neurons, θi = (ci, zi), of a student network of width 128
during its training, with x-coordinate being the angle between zi and that of a chosen teacher’s
neuron and y-coordinate being ci, and where the yellow dots, blue dots and cyan curves marking
their initial values, terminal values, and trajectory during training. The second to fifth panels plot
the average fluctuations (scaled by n), average loss, average TV norm, and average 2-norm during
training, respectively, under different choices of n, the width of the student network, and computed
over 5 runs with different random initializations of the student network. The several quantities
are defined in Section 4. In the third panel, the dotted curve indicates the reconstruction error, the
dashed curve the regularization term, and the solid curve the sum of these two, i.e. total regularized
loss. In the fourth and fifth panels, the horizontal dashed line gives the relevant norm of the teacher
network.
5 Conclusions
We studied the deviation of shallow neural networks from their infinite-width limit. In the ERM
setting, we establish that under different sets of conditions, finite-width networks approach the
mean-field limit with an error that scales strictly better or no worse than that of MC resampling,
giving width-asymptotic guarantees that do not depend on the data dimension explicitly. The MC
resampling bound motivates a choice of regularization that is also connected to generalization via
the variation-norm function spaces.
Our results thus seem to paint a favorable picture for high-dimensional learning, in which the
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optimization and generalization guarantees for the idealized mean-field limit could be transferred
to their finite-particle counterparts. However, our results are still asymptotic, in that we take limits
both in the number of particles and time. In the face of negative results for the computational
efficiency of training shallow networks [20, 31, 41, 45, 54], an important challenge is to leverage
additional structure in the problem (such as the empirical data distribution [32], or the structure
of the minimisers [18]) to provide nonasymptotic versions of our results, along the lines of [11] or
[40]. Finally, another clear direction for future research is to extend our techniques to deep neural
architectures, in light of recent works that consider deep or residual models [3, 25, 42, 49, 59, 68].
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A Notations
We will use∇ϕ(θ,x) and∇∇ϕ(θ,x) to denote ∇θϕ(θ,x) and∇θ∇θϕ(θ,x), respectively. We will
use ∇K(θ,θ′) to denote∇θK(θ,θ′), ∇∇K(θ,θ′) to denote∇θ∇θK(θ,θ′), ∇′∇K(θ,θ′) to denote
∇θ′∇θK(θ,θ′), and ∇′∇′K(θ,θ′) to denote ∇θ′∇θ′K(θ,θ′). We will write Vt(·) for V (·, µt) and
V∞(·) for V (·, µ∞).
LetD′ = ∪t>0 suppµt. Under Assumption 2.5 and Proposition 2.7,D′ is bounded, and we denote its
diameter by |D′|. We will use Cϕ, C∇ϕ and C∇∇ϕ to denote the supremum of |ϕ(θ,x)|, |∇ϕ(θ,x)|
and |∇∇ϕ(θ,x)| over θ ∈ D′ and x ∈ supp νˆ, which are all finite under Assumptions 2.2 and the
boundedness ofD′. We will use L∇∇ϕ to denote the (uniform-in-x) Lipschitz constant of∇∇ϕ(θ,x)
in θ, which is also finite under Assumption 2.2.
The following notations will be used in Appendix D.2: Assuming that D is Euclidean (under
Assumption 2.2), let V(D) denote the space of random vector fields on D. It becomes a Hilbert
space once equipped with the inner product
〈
ξ1, ξ2
〉
0
:= E0
ˆ
D
ξ1(θ) · ξ2(θ)µ0(dθ), (62)
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where ξ1, ξ2 denotes two random vector fields in V(D). This inner product gives rise to the norm
‖ξ‖20 := E0
ˆ
D
|ξ(θ)|2µ0(dθ) . (63)
For each t, we define bt ∈ V(D) as
bt(θ) =
ˆ
D
∇K(Θt(θ),Θt(θ′))ω0(dθ′) (64)
which depends on the randommeasure ω0. We define two linear operators,A(K)t andA(V )t on V(D),
as
(A(K)t ξ)(θ) =
ˆ
D
∇′∇K(Θt(θ),Θt(θ′))ξ(θ′)µ0(dθ′) (65)
=
ˆ
Ω
∇ϕ(Θt(θ),x)
( ˆ
D
∇ϕ(Θt(θ′),x)ᵀξ(θ′)µ0(dθ′)
)
νˆ(dx) , (66)
(A(V )t ξ)(θ) =∇∇V (Θt(θ), µt)ξ(θ) , (67)
for ξ ∈ V(D). Under Assumption 2.5, we also define b∞, A(K)∞ , and A(V )∞ similarly by replacing
Θt(·) withΘ∞(·).
LetWL(Ω) denote the space of random functions on Ω. It becomes aHilbert space once equipped
with the inner product
〈η1, η2〉νˆ,0 := E0
ˆ
Ω
η1(x)η2(x)νˆ(dx) =
1
L
E0
L∑
l=1
η1(xl)η2(xl) , (68)
which gives rise to the norm
‖η‖2νˆ,0 := 〈η, η〉νˆ,0 = E0‖η‖2νˆ . (69)
With an abuse of notation, we will consider elements inWL(Ω) equivalently as random vectors on
RL. Next, we can define Bt to be the operator that maps η ∈ WL(Ω) into the vector field
(Btη)(θ) =
ˆ
Ω
∇ϕ(Θt(θ),x)η(x)νˆ(dx) (70)
in V(D). Its transpose is
(Bᵀt ξ)(x) =
ˆ
D
∇ϕ(Θt(θ),x)ξ(θ)µ0(dθ), (71)
which maps a vector field ξ ∈ V(D) back intoWL(Ω).
B Long-Time Properties of the Mean-Field Gradient Flow
Proof of Proposition 2.7. The compactness of ∪t≥0 suppµt follows from (21) and the compactness of
suppµ0 assumed in Assumption 2.3. µt ⇀ µ∞ follows from (14) and (21).
Under Assumption 2.5,Θ∞ is a local minimizer of the energy defined in (19). Consider a local
perturbation Θ∆ toΘ. The energy value after the perturbation is
E(Θ∞ + Θ∆) =−
ˆ
D
F (Θ∞(θ) + Θ∆(θ))µ0(dθ)
+
1
2
ˆ
D
ˆ
D
K(Θ∞(θ) + Θ∆(θ),Θ∞(θ′) + Θ∆(θ′))µ0(dθ′)µ0(dθ′) .
(72)
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Under Assumptions 2.2, using Taylor expansion, we have
F (Θ∞(θ) + Θ∆(θ)) =F (Θ∞(θ)) + ∇F (Θ∞(θ)) ·Θ∆(θ)
+
1
2
2〈Θ∆(θ),∇∇F (Θ∞(θ))Θ∆(θ)〉+O(3)
(73)
K(Θ∞(θ) + Θ∆(θ),Θ∞(θ′) + Θ∆(θ′))
=K(Θ∞(θ),Θ∞(θ′)) + ∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ)
+ ∇′K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′) + 1
2
2〈Θ∆(θ),∇∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ)〉
+
1
2
2〈Θ∆(θ′),∇′∇′K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉
+ 2〈Θ∆(θ),∇′∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉+O(3) .
(74)
Hence, there is
E(Θ∞ + Θ∆)− E(Θ∞)
=
ˆ
D
(
−∇F (Θ∞(θ)) +
ˆ
D
∇K(Θ∞(θ),Θ∞(θ′))µ0(dθ′)
)
Θ∆(θ)µ0(dθ)
+
1
2
2
(ˆ
D
〈Θ∆(θ),
(
∇∇F (Θ∞(θ)) +
ˆ
D
∇∇K(Θ∞(θ),Θ∞(θ′))µ0(dθ′)
)
Θ∆(θ)〉µ0(dθ)
+
ˆ
D
ˆ
D
〈Θ∆(θ),∇′∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉µ0(dθ)µ0(dθ′)
)
+O(3) .
(75)
SinceΘ∆ is arbitrary can  can be taken arbitrarily small, we see that forΘ∞ to be a local minimizer,
the first-order condition is, ∀θ ∈ suppµ0,
−∇F (Θ∞(θ)) +
ˆ
D
∇K(Θ∞(θ),Θ∞(θ′))µ0(dθ′) = 0 , (76)
or
∇V (Θ∞(θ), µ∞) = 0 , (77)
and the second-order condition is, ∀Θ∆,ˆ
D
〈Θ∆(θ),
(
∇∇F (Θ∞(θ)) +
ˆ
D
∇∇K(Θ∞(θ),Θ∞(θ′))µ0(dθ′)
)
Θ∆(θ)〉µ0(dθ)
+
ˆ
D
ˆ
D
〈Θ∆(θ),∇′∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉µ0(dθ)µ0(dθ′) ≥ 0 ,
(78)
or ˆ
D
〈Θ∆(θ),∇∇V (Θ∞(θ), µ∞)Θ∆(θ)〉µ0(dθ)
+
ˆ
D
ˆ
D
〈Θ∆(θ),∇′∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉µ0(dθ)µ0(dθ′) ≥ 0 .
(79)
Suppose for contradiction that ∃D− ⊆ D with µ0(D−) > 0 such that ∇∇V (Θ∞(θ), µ∞) is not
positive semidefinite. Define Λ∞(θ) to be the least eigenvalue of ∇∇V (Θ∞(θ), µ∞). Then there
is Λ∞(θ) < 0 on D−. In addition, ∃ζ > 0, ∃D−0 ⊆ D− with µ0(D−0 ) > 0 such that Λ∞(θ) < −ζ.
For θ ∈ D−0 , letΘ∆,0(θ) be a normalized eigenvector to ∇∇V (Θ∞(θ), µ∞) associated with its least
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eigenvalue. Moreover, for n ∈ N∗ that is large enough, we can select any subsetD−n ⊂ D−0 such that
µ0(D
−
n ) =
1
n < µ0(D
−
0 ). Then, define
Θ∆,n(θ) = n
1/21θ∈D−nΘ∆,0(θ) , (80)
Then, there is
ˆ
D
ˆ
D
〈Θ∆(θ),∇′∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉µ0(dθ)µ0(dθ′)
=
ˆ
Ω
∣∣∣∣ˆ
D
∇ϕ(Θ∞(θ),x)Θ∆,nµ0(dθ)
∣∣∣∣2 νˆ(dx)
=
ˆ
Ω
∣∣∣∣n1/2 ˆ
D−n
∇ϕ(Θ∞(θ),x)Θ∆,0µ0(dθ)
∣∣∣∣2 νˆ(dx)
≤C2∇ϕn−1 .
(81)
On the other hand ˆ
D
〈Θ∆,n(θ),∇∇V (Θ∞(θ), µ∞)Θ∆,n(θ)〉µ0(dθ)
=
ˆ
D−n
n−1〈Θ∆,0(θ),∇∇V (Θ∞(θ), µ∞)Θ∆,0(θ)〉µ0(dθ)
≤− ζ .
(82)
Therefore, for n large enough, we will have
ˆ
D
ˆ
D
〈Θ∆(θ),∇′∇K(Θ∞(θ),Θ∞(θ′))Θ∆(θ′)〉µ0(dθ)µ0(dθ′)
+
ˆ
D
〈Θ∆,n(θ),∇∇V (Θ∞(θ), µ∞)Θ∆,n(θ)〉µ0(dθ) < 0 ,
(83)
which contradicts (79). Hence, we can conclude that µ0-almost surely,∇∇V (Θ∞(θ), µ∞) is positive
semidefinite.
C Derivations of the Dynamical Central Limit Theorem
C.1 Proof of Proposition 3.1 (Dynamical CLT - I)
The following derivation is an adaptation of the approach in [10] for Vlasov interacting particle
systems to our scenario. To start,Θt andΘ(n)t are governed by the following equations, respectively:
Θ˙t(θ) = −∇V (Θt(θ), µt), Θ0(θ) = θ
Θ˙
(n)
t (θ) = −∇V (Θ(n)t (θ), µ(n)t ), Θ(n)0 (θ) = θ
(84)
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Taking the difference between the two equations in (84) and using the mean value theorem, we get
T˙
(n)
t (θ)
=n1/2
(
Θ˙
(n)
t (θ)− Θ˙t(θ)
)
=− n1/2
(
∇V (Θ(n)t (θ), µ(n)t )−∇V (Θt(θ), µt)
)
=− n1/2
(
∇V (Θ(n)t (θ), µt)−∇V (Θt(θ), µt)
)
− n1/2
(
∇V (Θt, µ(n)t )−∇V (Θt(θ), µt)
)
− n1/2
[(
∇V (Θ(n)t (θ), µ(n)t )−∇V (Θt(θ), µ(n)t )
)
−
(
∇V (Θ(n)t , µt)−∇V (Θt(θ), µt)
)]
=−∇∇V (Θ˜(n)t,1 (θ), µt)T (n)t (θ)−
ˆ
D
∇K(Θt(θ),θ′)ω(n)t (dθ′)
− n−1/2
( ˆ
D
∇∇K(Θ˜(n)t,2 (θ),θ′)ω(n)t (dθ′)
)
T
(n)
t (θ) ,
(85)
where Θ˜(n)t.1 (θ) and Θ˜
(n)
t,2 (θ) denote points that lie on the line segment betweenΘt(θ) andΘ
(n)
t (θ).
Using (31), we can substitute ω(n)t in the second term at the right hand side, for which we get
ˆ
D
∇K(Θt(θ),θ′)ω(n)t (dθ′) =
ˆ
D
∇K(Θt(θ),Θt(θ′))ω(n)0 (dθ′)
+
ˆ
D
∇′∇K(Θt(θ), Θ˜(n)t,3 (θ′))T (n)t (θ′)µ0(dθ′)
+ n−1/2
ˆ
D
∇′∇K(Θt(θ), Θ˜(n)t,3 (θ′))T (n)t (θ′)ω(n)0 (dθ′) .
(86)
Therefore, under Assumption 2.2, we have
T˙
(n)
t (θ) = −∇∇V (Θ˜(n)t,1 , µt)T (n)t (θ)
−
ˆ
D
∇′∇K(Θt,3(θ), Θ˜(n)t (θ′))T (n)t (θ′)µ0(dθ′)
−
ˆ
D
∇K(Θt(θ),Θt(θ′))ω(n)0 (dθ′) +O(n−1/2) .
(87)
Now, we consider the limit as n → ∞. By the standard CLT, we have that ω(n)0 (dθ) ⇀ ω0(dθ)
weakly with respect to P0, where ω0(dθ) is the Gaussian measure with mean zero and covariance
defined in (33). On the other hand, by finite-time LLN, we haveΘ(n)t (θ) → Θt(θ) pointwise, P0-
almost surely, and as a consequence Θ˜(n)t,1 (θ), Θ¯
(n)
t,3 (θ)→ Θt(θ) as well. Therefore, T (n)t (θ)→ Tt(θ)
pointwise, P0-almost surely, where the limiting Tt(θ) solves the equation obtained by taking the
limit n→∞ on both sides of (87), which becomes (34). (34) should be solved with initial condition
T0(θ) = 0 since T (n)0 (θ) = n1/2(Θ
(n)
0 (θ)−Θ0(θ)) = 0.
Finally, taking the limit n→∞ on both sides of the equation (31), we deduce that ω(n)t (dθ) ⇀
ωt(dθ) weakly, in law with respect to P0, where the limiting ωt(dθ) satisfies
ˆ
D
χ(θ)ωt(dθ) =
ˆ
D
χ(Θt(θ))ω0(dθ) +
ˆ
D
∇χ(Θt(θ)) · Tt(θ)µ0(dθ) . (88)
This ends the proof of Proposition 3.1. 
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C.2 Proof of Proposition 3.3 (Dynamical CLT - II)
Recall from (34) that
T˙t(θ) = −∇∇V (Θt(θ), µt)Tt(θ)−
ˆ
D
∇′∇K(Θt(θ),Θt(θ′))Tt(θ′)µ0(dθ′)
−
ˆ
D
∇K(Θt(θ),Θt(θ′))ω0(dθ′)
= −∇∇V (Θt(θ), µt)Tt(θ)−
ˆ
D
∇K(Θt(θ),θ′)ωt(dθ′) .
(89)
Since T0(θ) = 0, we can use Duhamel’s principle to deduce that
Tt(θ) = −
ˆ t
0
Jt,s(θ)
ˆ
D
∇K(Θs(θ),θ′)ωs(dθ′)ds
= −
ˆ t
0
ˆ
Ω
Jt,s(θ)∇ϕ(Θs(θ),x)
ˆ
D
ϕ(θ′,x)ωs(dθ′)νˆ(dx)ds
= −
ˆ t
0
ˆ
Ω
Jt,s(θ)∇ϕ(Θs(θ),x)gs(x)νˆ(dx)ds,
(90)
where the tensor Jt,s(θ) is the Jacobian defined in Proposition 3.3. As a result
gt(x) =
ˆ
D
ϕ(θ,x)ωt(dθ)
=
ˆ
D
ϕ(Θt(θ),x)ω0(dθ) +
ˆ
D
∇ϕ(Θt(θ),x) · Tt(θ)µ0(dθ)
=
ˆ
D
ϕ(Θt(θ),x)ω0(dθ)
−
ˆ
D
ˆ t
0
ˆ
Ω
〈∇ϕ(Θt(θ),x), Jt,s(θ)∇ϕ(Θs(θ),x′)〉gs(x′)νˆ(dx′)dsµ0(dθ)
= g¯t(x)−
ˆ t
0
ˆ
Ω
ˆ
D
〈∇ϕ(Θt(θ),x), Jt,s(θ)∇ϕ(Θs(θ),x′)〉µ0(dθ)gs(x′)νˆ(dx′)ds
= g¯t(x)−
ˆ t
0
ˆ
Ω
Γt,s(x,x
′)gs(x′)νˆ(dx′)ds,
(91)
with g¯t(x) and Γt,s(x,x′) defined in (38) and (40), respectively. This is (39). 
D Long-Time Behavior of the Fluctuations
D.1 Proof of Theorem 3.4 (µ0 = µ∞ case)
With the argument outlined in Section 3.2, what remains to be shown is that Γ∞t−s is positive-
semidefinite as a Volterra kernel, according to the definition in [33]. We will utilize the following
known result:
Proposition D.1 (Gripenberg et al. [33]). Let k : [0,∞) → RL×L be a convolution-type kernel for a
linear Volterra equation in RL . If ∀η ∈ RL, the function t 7→ 〈η, k(t)η〉 is a nonnegative, nonincreasing and
convex function on (0,∞), then k is nonnegative, meaning that ∀φ : [0,∞)→ RL with compact support,
there is ˆ ∞
0
ˆ t
0
〈φ(t), k(t− s)φ(s)〉dsdt ≥ 0 . (92)
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Thus, to take advantage of this proposition, we need to verify that ∀η ∈ RL, 〈η,Γ∞t η〉 is
(1) nonnegative:
〈η,Γ∞t η〉
=
ˆ
Ω×Ω
ˆ
D
〈∇ϕ(Θ∞(θ),x), e−t∇∇V∞(Θ∞(θ))∇ϕ(Θ∞(θ),x)〉η(x)η(x′)µ0(dθ)νˆ(dx)νˆ(dx′)
=
ˆ
D
〈
b(θ), e−t∇∇V∞(Θ∞(θ))b(θ)
〉
µ0(dθ) ≥ 0 ,
(93)
where
b(θ) =
ˆ
Ω
∇ϕ(Θ∞(θ),x)η(x)νˆ(dx) (94)
because by assumption, ∀θ ∈ D,∇∇V∞(Θ∞(θ)) is positive semidefinite, and hence e−t∇∇V∞(Θ∞(θ))
is a positive semidefinite operator;
(2) nonincreasing: Taking derivative with respect to time,
d
dt
〈η,Γ∞t η〉 = −
ˆ
D
〈
b(θ),∇∇V (Θ∞(θ))e−t∇∇V∞(Θ∞(θ))b(θ)
〉
µ0(dθ) ≤ 0, (95)
because again, ∇∇V∞(Θ∞(θ)) is positive semidefinite;
(3) convex: Taking one more derivative with respect to time,
d2
dt2
〈η,Γ∞t η〉 =
ˆ
D
〈
b(θ), (∇∇V (Θ∞(θ)))2e−t∇∇V∞(Θ∞(θ))b(θ)
〉
µ0(dθ) ≥ 0, (96)
Therefore, we can apply Proposition D.1 to conclude that Γ∞t−s is PSD as a Volterra kernel, and so´ T
t0
´ t
t0
〈gt,Γ∞t−sgs〉dsdt ≥ 0.
D.2 Proof of Theorem 3.5 (Unregularized case)
Recall that
lim
n→∞nE0‖f
(n)
t − ft‖2νˆ = E0‖gt‖2νˆ = E0
ˆ
Ω
∣∣ ˆ
D
ϕ(θ,x)ωt(dθ)
∣∣2νˆ(dx)
= E0
ˆ
D×D
K(θ,θ′)ωt(dθ)ωt(dθ′) ,
(97)
where, with a slight abuse of notation, in this equation E0 also denotes expectation over the ran-
domness of the Gaussian distribution ω0 defined in Proposition 3.1. From (32) in Proposition 3.1,
this can be further expanded into
E0
ˆ
D×D
K(θ,θ′)ωt(dθ)ωt(dθ′)
= E0
ˆ
D×D
〈Tt(θ),∇∇′K(Θt(θ),Θt(θ′))Tt(θ′)〉µ0(dθ)µ0(dθ′)
+ 2E0
ˆ
D×D
∇K(Θt(θ),Θt(θ′))Tt(θ)µ0(dθ)ω0(dθ′)
+ E0
ˆ
D×D
K(Θt(θ),Θt(θ
′))ω0(dθ)ω0(dθ′) .
(98)
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The last term at the RHS is equal to E0‖g¯t‖2νˆ with g¯t defined in (38). Using (33), it can be explicitly
computed as
E0‖g¯t‖2νˆ =E0
ˆ
D×D
K(Θt(θ),Θt(θ
′))ω0(dθ)ω0(dθ′)
=
ˆ
D×D
K(Θt(θ),Θt(θ
′))
(
µ0(dθ)δθ(dθ
′)− µ0(dθ)µ0(dθ′)
)
=
ˆ
D
K(θ,θ)µt(dθ)−
ˆ
D×D
K(θ,θ)µt(dθ)µt(dθ
′)
=
ˆ
D
K(θ,θ)µt(dθ)− ‖ft‖2νˆ .
(99)
Thus,
lim
t→∞E0‖g¯t‖
2
νˆ = limt→∞
ˆ
D
K(θ,θ)µt(dθ)− ‖ft‖2νˆ
=
ˆ
D
K(θ,θ)µ∞(dθ)− ‖f∞‖2νˆ
=E0‖g¯∞‖2νˆ
(100)
and so
lim
T→∞
 T
0
E0‖g¯t‖2νˆdt = E0‖g¯∞‖2νˆ , (101)
where here and belowwe denote
ffl t
0 [·] dt = 1t
´ t
0 [·] dt. As a result, to prove (47) or (50) in Theorem 3.5,
it suffices to establish that
lim
T→∞
 T
0
Dtdt ≤ 0 , (102)
or
lim
T→∞
 T
0
Dtdt ≤ −E0‖g¯∞‖2νˆ , (103)
respectively, where we defined
Dt := E0
ˆ
D×D
K(θ,θ′)ωt(dθ)ωt(dθ′)− E0
ˆ
D×D
K(Θt(θ),Θt(θ
′))ω0(dθ)ω0(dθ′)
= E0
ˆ
D×D
〈Tt(θ),∇∇′K(Θt(θ),Θt(θ′))Tt(θ′)〉µ0(dθ)µ0(dθ′)
+ 2E0
ˆ
D×D
∇K(Θt(θ),Θt(θ′))Tt(θ)µ0(dθ)ω0(dθ′) .
(104)
To this end, we examine (34) as an infinite-dimensional ODE. With the Hilbert space V(D) defined
in Appendix A and bt, A(K)t and A(V )t defined by (64), (66) and (67), respectively, we can rewrite
(34) as the following ODE on V(D):
T˙t = −(A(K)t +A(V )t )Tt − bt, (105)
We can also rewrite (104) as
Dt = 〈Tt,A(K)t Tt〉0 + 2〈Tt, bt〉0 . (106)
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From (105), we can deduce that
1
2
d
dt
‖Tt‖20 = −〈Tt,A(V )t Tt〉0 − 〈Tt,A(K)t Tt〉0 − 〈Tt, bt〉0, (107)
or equivalently
〈Tt,A(K)t Tt〉0 + 〈Tt, bt〉0 = −
1
2
d
dt
‖Tt‖20 − 〈Tt,A(V )t Tt〉0 . (108)
Therefore, we can rewrite (104) as
Dt =2
(
〈Tt,A(K)t Tt〉0 + 〈Tt, bt〉0
)
− 〈Tt,A(K)t Tt〉0
=2
(
−1
2
d
dt
‖Tt‖20 − 〈Tt,A(V )t Tt〉0
)
− 〈Tt,A(K)t Tt〉0
=− d
dt
‖Tt‖20 − 2〈Tt,A(V )t Tt〉0 − 〈Tt,A(K)t Tt〉0
(109)
and as a result, since T0 = 0,
 T
0
Dtdt = − 1
T
‖TT ‖20 − 2
 T
0
〈Tt,A(V )t Tt〉0dt−
 T
0
〈Tt,A(K)t Tt〉0dt . (110)
Note that for all t, A(K)t is a positive semidefinite (PSD) operator on V(D), as ∀ξ ∈ V(D),
〈A(K)t ξ, ξ〉0 = E0
ˆ
D×D
〈ξ(θ),∇∇′K(Θt(θ),Θt(θ′))ξ(θ′)〉µ0(dθ)µ0(dθ′)
= E0
ˆ
Ω
∣∣∣ˆ
D
∇ϕ(Θt(θ)) · ξ(θ)µ0(dθ)
∣∣∣2νˆ(dx) ≥ 0 . (111)
This implies that
ffl T
0 〈Tt,A
(K)
t Tt〉0dt ≥ 0. Hence, to establish (102), it is sufficient to show that
lim
T→∞
 T
0
〈Tt,A(V )t Tt〉0dt = 0 . (112)
To this end, we need two lemmas that are proved below in Appendices D.2.1 and D.2.2, respectively:
Lemma D.2. Assuming (48) and (49) together with Assumptions 2.2, 2.3 and 2.5, we have
ˆ ∞
0
‖A(V )t ‖0dt <∞ (113)ˆ ∞
0
‖A(K)∞ −A(K)t ‖0dt <∞ (114)ˆ ∞
0
‖bt − b∞‖0dt <∞ (115)
Lemma D.3. Assuming (48) and (49) together with Assumptions 2.2, 2.3 and 2.5, we have
sup
t<∞
‖Tt‖20 <∞ . (116)
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With these two lemmas, we can show that∣∣∣∣ˆ T
0
〈Tt,A(V )t Tt〉0dt
∣∣∣∣ ≤ˆ T
0
‖A(V )t ‖0‖Tt‖20dt
≤
(ˆ T
0
‖A(V )t ‖0dt
)
sup
t<∞
‖Tt‖20
<∞ ,
(117)
and so (112) is satisfied. This finishes the proof of (47) under (48) and (49) together with Assump-
tions 2.2, 2.3 and 2.5.
Next, we show (50) under the additional condition of Assumption 2.1. Thanks to (110) and (112),
it is sufficient to establish that
lim
T→∞
 T
0
〈Tt,A(K)t Tt〉0dt = E0‖g¯∞‖2νˆ . (118)
Heuristically, if T∞ := limt→∞ Tt exists, then from (105), it has to satisfy
− b∞ =
(
A(V )∞ +A(K)∞
)
T∞ = A(K)∞ T∞ , (119)
asA(V )∞ = 0 (because∇∇V (θ, µ∞) =
´
Ω ϕ(θ,x)(f∞(x)− f∗(x))νˆ(dx) = 0 under the assumption of
(48)). This equation implies that
(T∞)|| = −
(
A(K)∞
)†
b∞ , (120)
where (T∞)|| denotes the component of T∞ in the range of A(K)∞ , and
(
A(K)∞
)†
denotes the Moore-
Penrose pseudoinverse of A(K)∞ . As a result,
〈T∞,A(K)∞ T∞〉0 =〈(T∞)|| ,A(K)∞ (T∞)||〉0
=〈−
(
A(K)∞
)†
b∞,−A(K)∞
(
A(K)∞
)†
b∞〉0
=〈b∞,
(
A(K)∞
)†
b∞〉0 .
(121)
Rigorously, without assuming the existence of T∞, we can establish that
Lemma D.4. Assuming (48) and (49) together with Assumptions 2.2, 2.3 and 2.5, we have
lim
t→∞
 t
0
〈Ts,A(K)s Ts〉0ds ≥ 〈b∞,
(
A(K)∞
)†
b∞〉0 . (122)
As a consequence,
lim
t→∞
 t
0
E0‖gs‖2νˆdt ≤ E0‖g¯∞‖2νˆ − 〈b∞,
(
A(K)∞
)†
b∞〉0 . (123)
This lemma is proved in D.2.3. It implies that we only need to show that
〈b∞,
(
A(K)∞
)†
b∞〉0 = E0‖g¯∞‖2νˆ . (124)
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This requires us to further exploit the relationship among A(K)∞ , b∞ and g¯∞. With the Hilbert space
WL(Ω) defined in Appendix A and Bt defined by (70), we can rewrite (66) as
A(K)t = BtBᵀt . (125)
Further, recall that
gt =
ˆ
D
ϕ(θ, ·)ωt(dθ) =
ˆ
D
ϕ(Θt(θ), ·)ω0(dθ) +
ˆ
D
∇ϕ(Θt(θ), ·) · Tt(θ)µ0(dθ) (126)
g¯t =
ˆ
D
ϕ(θ, ·)ω¯t(dθ) =
ˆ
D
ϕ(Θt(θ), ·)ω0(dθ) . (127)
Therefore, we can write
gt = g¯t + Bᵀt Tt , (128)
and
bt = Btg¯t, (129)
Similar formulas hold when we replace t by∞. With these relations, we see that〈
b∞,
(
A(K)∞
)†
b∞
〉
0
=
〈
B∞g¯∞, (B∞Bᵀ∞)† B∞g¯∞
〉
0
=E0‖ (B∞)† B∞g¯∞‖2νˆ ,
(130)
because (B∞Bᵀ∞)† = (Bᵀ∞)†(B∞)†. Since (B∞)† B∞ is the projection operator (matrix) onto the range
of Bᵀ∞ in RL, it is then sufficient to prove that
Lemma D.5. Under Assumptions 2.1, 2.2, 2.3 and 2.5, P0-almost surely, g¯∞ ∈ Ran(Bᵀ∞).
Lemma D.5 is proven in Appendix D.2.4 and it concludes the proof of (50) in Theorem 3.5.
To show that ‖gt‖νˆ decreases monotonically when µ0 = µ∞, note that in this case µt = µ∞,
∀t ≥ 0, and so A(V )t = A(V )∞ = 0, A(K)t = A(K)∞ and bt = b∞, ∀t ≥ 0. Thus, (105) becomes
T˙t = −A(K)∞ Tt − b∞, (131)
As will be shown in Lemma D.6, b∞ is in the range of A(K)∞ . Therefore, defining
u∞ = (A(K)∞ )†b∞ , (132)
and
zt = Tt + u∞ , (133)
there is
z˙t = −A(K)∞ zt , (134)
whose solution can be written analytically as
zt = e
−A(K)∞ tz0 = e−A
(K)
∞ tu∞ . (135)
Thus,
Tt = zt − u∞ = −(I − e−A
(K)
∞ t)u∞ (136)
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Therefore, as b∞ = B∞g¯∞, there is
gt =g¯∞ + Bᵀ∞Tt
=g¯∞ − Bᵀ∞(I − e−A
(K)
∞ t)u∞
=g¯∞ − Bᵀ∞(I − e−A
(K)
∞ t)(A(K)∞ )†B∞g¯∞ .
(137)
Hence,
|g∞|2 =|g¯∞|2 − 2(∗) + (∗∗) , (138)
where
(∗) = (B∞g¯∞)ᵀ (I − e−A
(K)
∞ t)(A(K)∞ )†B∞g¯∞
=bᵀ∞(I − e−A
(K)
∞ t)(A(K)∞ )†b∞
(139)
and
(∗∗) =(B∞g¯∞)ᵀ(A(K)∞ )†(I − e−A
(K)
∞ t)B∞Bᵀ∞(I − e−A
(K)
∞ t)(A(K)∞ )†B∞g¯∞
=bᵀ∞(I − e−A
(K)
∞ t)B∞Bᵀ∞(I − e−A
(K)
∞ t)b∞ .
(140)
In the ERM setting, A(K)∞ is PSD with a finite number of nonzero eigenspaces. Consider a
set of orthonormal eigenfunctions that span those nonzero eigenspaces, v1, ..., vk, corresponding
to eigenvalues λ1, ..., λk > 0, respectively. As b∞ is in the range of A(K)∞ by Lemma D.6, we can
decompose it as
b∞ =
k∑
i=1
civi (141)
for some real numbers ci’s. Thus, we can write
(∗) =
(
k∑
i=1
civi
)ᵀ
(I − e−A(K)∞ t)(A(K)∞ )†
 k∑
j=1
cjvj

=
(
k∑
i=1
civi
)ᵀ k∑
j=1
cjλ
−1
j (1− e−λjt)vj

=
k∑
i=1
λ−1j (1− e−λjt)c2i ,
(142)
(∗∗) =
(
k∑
i=1
civi
)ᵀ
(A(K)∞ )†(I − e−A
(K)
∞ t)B∞Bᵀ∞(I − e−A∞t)(A(K)∞ )†
 k∑
j=1
cjvj

=
(
k∑
i=1
civi
)ᵀ
(A(K)∞ )†(I − e−A
(K)
∞ t)A(K)∞ (I − e−A∞t)(A(K)∞ )†
 k∑
j=1
cjvj

=
(
k∑
i=1
civi
)ᵀ k∑
j=1
λ−1j
(
1− e−λjt
)2
cjvj

=
k∑
i=1
λ−1j
(
1− e−λjt
)2
c2i .
(143)
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Therefore,
|g∞|2 =|g¯∞|2 − 2
k∑
i=1
λ−1j
(
1− e−λjt
)
c2i +
k∑
i=1
λ−1j
(
1− e−λjt
)2
c2i
=|g¯∞|2 +
k∑
i=1
λ−1j
(
1− e−λjt
)(
−1− e−λjt
)
c2i
=|g¯∞|2 −
k∑
i=1
λ−1j
(
1− e−2λjt
)
c2i ,
(144)
which is decreasing in time. This completes the proof of Theorem 3.5. 
D.2.1 Proof of Lemma D.2
Proof of (113):
´∞
0 ‖A
(V )
t ‖0dt <∞.
By the definition of the operator norm induced by ‖ · ‖0 on V(D), ‖A(V )t ‖0 is the smallest number
Ct such that ∀ξ, there is
‖A(V )t ‖0 = sup
ξ∈V(D),‖ξ‖0 6=0
∣∣∣〈ξ,A(V )t ξ〉0∣∣∣
‖ξ‖20
. (145)
In the unregularized case, a straightforward bound of
∣∣∣〈ξ,A(V )t ξ〉0∣∣∣ is∣∣∣〈ξ,A(V )t ξ〉0∣∣∣ = ∣∣∣∣E0 ˆ
D
〈ξ(θ),∇∇V (Θt(θ), µt)ξ(θ)〉µ0(dθ)
∣∣∣∣
=
∣∣∣∣E0 ˆ
D
ˆ
Ω
〈ξ(θ),∇∇ϕ(Θt(θ),x)ξ(θ)〉(ft(x)− f∗(x))νˆ(dx) µ0(dθ)
∣∣∣∣
≤E0
ˆ
D
ˆ
Ω
C∇∇ϕ |ξ(θ)|2 |ft(x)− f∗(x)| νˆ(dx)µ0(dθ)
=C∇∇ϕ‖ξ‖20
ˆ
Ω
|ft(x)− f∗(x)| νˆ(dx)
≤L1/2C∇∇ϕ‖ξ‖20‖ft − f∗‖νˆ
=L1/2C∇∇ϕ‖ξ‖20 (L(µt))1/2 .
(146)
Thus, we have
‖A(V )t ‖0 ≤ L1/2C∇∇ϕ‖ξ‖20 (L(µt))1/2 . (147)
By the assumption (49), we thus have
ˆ ∞
0
‖A(V )t ‖0dt ≤ L1/2C∇∇ϕ
ˆ ∞
0
(L(µt))1/2 dt <∞ (148)
which gives us the desired bound. 
Proof of (114):
´∞
0 ‖A
(K)
∞ −A(K)t ‖0dt <∞.
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We have
〈ξ, (A(K)t −A(K)∞ )ξ〉0
=E0
ˆ
Ω
((ˆ
D
∇ϕ(Θt(θ),x) · ξ(θ)µ0(dθ)
)2 − (ˆ
D
∇ϕ(Θ∞(θ),x) · ξ(θ)µ0(dθ)
)2)
νˆ(dx)
=E0
ˆ
Ω
(ˆ
D
(∇ϕ(Θt(θ),x) +∇ϕ(Θ∞(θ),x)) · ξ(θ)µ0(dθ))
×
(ˆ
D
(∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x)) · ξ(θ)µ0(dθ))νˆ(dx) .
(149)
Hence, the absolute value of the expression above is upper-bounded by
E0
( ˆ
D
|∇ϕ(Θt(θ),x) +∇ϕ(Θ∞(θ),x)||ξ(θ)|µ0(dθ)
×
ˆ
D
|∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x)||ξ(θ)|µ0(dθ)
)
≤2C∇ϕC∇∇ϕ‖ξ‖20
(ˆ
D
|Θt(θ)−Θ∞(θ)|2µ0(dθ)
)1/2
.
(150)
Thus, by the assumption (49), we have
ˆ ∞
0
‖A(K)∞ −A(K)t ‖0dt ≤2C∇ϕC∇∇ϕ
ˆ ∞
0
(ˆ
D
|Θt(θ)−Θ∞(θ)|2µ0(dθ)
)1/2
dt
≤2C∇ϕC∇∇ϕ
ˆ ∞
0
(L(µt))
1
2 dt
<∞
(151)

Proof of (115):
´∞
0 ‖bt − b∞‖0dt <∞.
There is
bt(θ)− b∞(θ) =
ˆ
D
(∇K(Θt(θ),Θt(θ′))−∇K(Θ∞(θ),Θ∞(θ′)))ω0(dθ′)
=
ˆ
D
ˆ
Ω
∇ϕ(Θt(θ),x) · ∇ϕ(Θt(θ′),x)ᵀ −∇ϕ(Θ∞(θ),x) · ∇ϕ(Θ∞(θ′),x)ᵀνˆ(dx)ω0(dθ′)
=
ˆ
D
ˆ
Ω
∇ϕ(Θt(θ),x) · ∇ϕ(Θt(θ′),x)ᵀ −∇ϕ(Θt(θ),x) · ∇ϕ(Θ∞(θ′),x)ᵀνˆ(dx)ω0(dθ′)
+
ˆ
D
ˆ
Ω
∇ϕ(Θt(θ),x) · ∇ϕ(Θ∞(θ′),x)ᵀ −∇ϕ(Θ∞(θ),x) · ∇ϕ(Θ∞(θ′),x)ᵀω0(dθ′)
=
ˆ
Ω
∇ϕ(Θt(θ),x) ·
(ˆ
D
(∇ϕ(Θt(θ′),x)−∇ϕ(Θ∞(θ′),x))ω0(dθ′))ᵀ νˆ(dx)
+
ˆ
Ω
(∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x))
(ˆ
D
∇ϕ(Θ∞(θ′),x)ω0(dθ′)
)ᵀ
νˆ(dx) .
(152)
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Thus,
E0 |bt(θ)− b∞(θ)|2 ≤E0
∣∣∣∣ˆ
Ω
∇ϕ(Θt(θ),x) ·
(ˆ
D
(∇ϕ(Θt(θ′),x)−∇ϕ(Θ∞(θ′),x))ω0(dθ′))ᵀ νˆ(dx)∣∣∣∣2
+ E0
∣∣∣∣ˆ
Ω
(∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x))
(ˆ
D
∇ϕ(Θ∞(θ′),x)ω0(dθ′)
)ᵀ
νˆ(dx)
∣∣∣∣2
≤
ˆ
Ω
|∇ϕ(Θt(θ),x)|2 E0
∣∣∣∣ˆ
D
(∇ϕ(Θt(θ′),x)−∇ϕ(Θ∞(θ′),x))ω0(dθ′)∣∣∣∣2 νˆ(dx)
+
ˆ
Ω
|∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x)|2 E0
∣∣∣∣ˆ
D
∇ϕ(Θ∞(θ′),x)ω0(dθ′)
∣∣∣∣2 νˆ(dx)
≤C2∇ϕ
ˆ
Ω
E0
∣∣∣∣ˆ
D
(∇ϕ(Θt(θ′),x)−∇ϕ(Θ∞(θ′),x))ω0(dθ′)∣∣∣∣2 νˆ(dx)
+ C2∇∇ϕ |Θt(θ)−Θ∞(θ)|2
ˆ
Ω
E0
∣∣∣∣ˆ
D
∇ϕ(Θ∞(θ′),x)ω0(dθ′)
∣∣∣∣2 νˆ(dx) .
(153)
By the property of ω0, there is
E0
∣∣∣∣ˆ
D
χ(θ)ω0(dθ)
∣∣∣∣2 =ˆ
D
∣∣∣∣χ(θ)− ˆ
D
χ(θ′)µ0(dθ′)
∣∣∣∣2 µ0(dθ)
≤
ˆ
D
|χ(θ)|2 µ0(dθ)
(154)
for a test function χ on D. Thus,
E0 |bt(θ)− b∞(θ)|2 ≤C2∇ϕ
ˆ
Ω
ˆ
D
∣∣∇ϕ(Θt(θ′),x)−∇ϕ(Θ∞(θ′),x)∣∣2 µ0(dθ′)
+ C2∇∇ϕ |Θt(θ)−Θ∞(θ)|2
ˆ
Ω
ˆ
D
∣∣∇ϕ(Θ∞(θ′),x)∣∣2 µ0(dθ′)νˆ(dx)
≤C2∇ϕC2∇∇ϕ
ˆ
D
∣∣Θt(θ′)−Θ∞(θ′)∣∣2 µ0(dθ′)
+ C2∇∇ϕC
2
∇ϕ |Θt(θ)−Θ∞(θ)|2 .
(155)
Therefore,
‖bt − b∞‖20 =E0
ˆ
D
|bt(θ)− b∞(θ)|2 µ0(dθ)
≤2C2∇ϕC2∇∇ϕ
ˆ
D
|Θt(θ)−Θ∞(θ)|2 µ0(dθ) .
(156)
Since ˆ
D
|Θt(θ)−Θ∞(θ)|2 µ0(dθ) ≤
ˆ
D
ˆ ∞
t
∣∣∣Θ˙s(θ)∣∣∣2 dsµ0(dθ)
=
ˆ
D
ˆ ∞
t
|∇V (Θt(θ), µt)|2 dsµ0(dθ)
=−
ˆ ∞
t
d
ds
L(µs)ds
=L(µt)− L(µ∞)
=L(µt)
(157)
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we can conclude that
ˆ ∞
0
‖bt − b∞‖0dt ≤
ˆ ∞
0
|L(µt)|
1
2 dt <∞ . (158)

D.2.2 Proof of Lemma D.3
Our goal is to show that ‖Tt‖0 remains bounded for all time. First note that, for all t, A(K)t is a
positive semidefinite (PSD) operator on V(D) since
〈A(K)t ξ, ξ〉0 = E0
ˆ
D×D
〈ξ(θ),∇∇′K(Θt(θ),Θt(θ′))ξ(θ′)〉µ0(dθ)µ0(dθ′)
= E0
ˆ
Ω
∣∣∣ˆ
D
∇ϕ(Θt(θ)) · ξ(θ)µ0(dθ)
∣∣∣2νˆ(dx) ≥ 0 . (159)
Second, by Assumption 2.5, for µ0-almost-every θ ∈ D,Θ∞(θ) = limt→∞Θt(θ) exists, which allows
us to define b∞, A(K)∞ , and A(V )∞ similarly to (64), (66) and (67) by replacingΘt(·) withΘ∞(·). Since
we assume that
∀xk ∈ supp νˆ : f∞(xk) =
ˆ
D
ϕ(θ,xk)µ∞(dθ) = f∗(xk) (160)
we have
∀θ ∈ D : ∇∇V (θ, µ∞) =
ˆ
Ω
∇∇ϕ(θ,x)(f∞(x)− f∗(x))dx = 0 . (161)
This implies that A(V )∞ is the zero operator on V(D).
Third, we have the following observation:
Lemma D.6. Under Assumptions 2.2, 2.3 and 2.5, bt ∈ Ran(A(K)t ) for all t, and b∞ ∈ Ran(A(K)∞ ).
Specifically, ∃u˜∞ ∈ V(D) such that ‖u∞‖0 <∞ and A(K)∞ u˜∞ = b∞.
Proof of Lemma D.6: Recall from (129) that b∞ = B∞g¯∞. Define u˜∞ = B∞ (Bᵀ∞B∞)† g¯∞. We claim
that A(K)∞ u˜∞ = b∞, because
A(K)∞ u˜∞ = (B∞Bᵀ∞)B∞ (Bᵀ∞B∞)† g¯∞
=B∞Bᵀ∞
(
B∞ (B∞)†
)
(Bᵀ∞)† g¯∞
=B∞
(
Bᵀ∞ (Bᵀ∞)†
)
g¯∞
=B∞g¯∞
=b∞ ,
(162)
where the third equality is because B∞ (B∞)† is the projection operator onto Ran(B∞) = Nul⊥(Bᵀ∞),
and the fourth equality is because Bᵀ∞ (Bᵀ∞)† is the projection operator onto Ran(Bᵀ∞) = Nul⊥(B∞).
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It remains to establish that ‖u˜∞‖0 <∞. To show this, we see thatˆ
D
|u˜∞(θ)|2µ0(dθ)
=
ˆ
D
ˆ
Ω×Ω
(
∇ϕ(Θ∞(θ),x)
(M†∞g¯∞)(x))
·
(
∇ϕ(Θ∞(θ),x′)
(
(M∞)†∞g¯∞
)
(x′)
)
νˆ(dx)νˆ(dx′)µ0(dθ′)
=
ˆ
Ω
ˆ
Ω
M(x,x′, µ∞)
(M†∞g¯∞)(x)(M†∞g¯∞)(x′)νˆ(dx)νˆ(dx′)
=
ˆ
Ω
(M†∞g¯∞)(x) · g¯∞(x)νˆ(dx)
≤ λ−1min
ˆ
Ω
|g¯∞(x)|2νˆ(dx) ,
(163)
whereλmin is the least nonzero eigenvalue of thematrixM∞ (and henceλ−1min is the largest eigenvalue
ofM†∞). Since
E0|g¯∞(x)|2 = E0
∣∣∣ ˆ
D
ϕ(Θ∞(θ),x)ω0(dθ)
∣∣∣2
=
ˆ
D
(
ϕ(Θ∞(θ),x)−
ˆ
D
ϕ(Θ∞(θ′),x)µ0(dθ′)
)2
µ0(dθ)
≤
ˆ
D
∣∣ϕ(Θ∞(θ),x)∣∣2µ0(dθ) ,
(164)
there is
‖u˜∞‖20 ≤ E0
ˆ
D
|u˜∞(θ)|2µ0(dθ)
≤ λ−1min
ˆ
Ω
ˆ
D
(
ϕ(Θ∞(θ),x)
)2
µ0(dθ)ν(dx)
≤ λ−1minC2ϕ <∞ ,
(165)
(End of the proof of Lemma D.6) 
Coming back to the prof of Lemma D.3, we have shown that, as t → ∞, (105) approaches the
asymptotic dynamics
T˙t = −A(K)∞ Tt − b∞, (166)
with A(K)∞ positive semidefinite and b∞ in the range of A(K)∞ . This is a stable system. Hence, the
rest of the task is to examine what happens at finite time. To do so, we perform a change-of-variable
with
zt = Tt + u˜∞, (167)
with
u∞ = B∞(Bᵀ∞B∞)†g¯∞ (168)
as is defined in the proof of Lemma D.6. The dynamics of zt is governed by
z˙t = T˙t =− (A(K)t +A(V )t )Tt − bt
=−A(K)t zt −A(V )t zt − (bt − (A(K)t +A(V )t )u˜∞) .
(169)
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Thus, in integral form,
zt = Π(t, 0)z0 +
ˆ t
0
Π(t, s)
(−A(V )s zs − (bs − (A(K)s +A(V )s )u˜∞))ds, (170)
where Π(t, s) is the fundamental solution (a.k.a. Green’s function) associated with the time-variant
homogeneous system
z˙t = −A(K)t zt . (171)
Since A(K)t is positive semidefinite for all t, there is ‖Π(t, s)‖0 ≤ 1 for t > s, where with a slight
abuse of notation we also use ‖ · ‖0 for the operator norm. Hence,
‖zt‖0 ≤‖Π(t, 0)‖0‖z0‖0 +
ˆ t
0
‖Π(t, s)‖0
(
‖A(V )s ‖0‖zs‖0 + ‖bs − (A(K)s +A(V )s )u˜∞‖0
)
ds
≤‖z0‖0 +
ˆ t
0
(
‖A(V )s ‖0‖zs‖0 + ‖bs − (A(K)s +A(V )s )u˜∞‖0
)
ds .
(172)
By Grönwall’s inequality, we thus have
‖zt‖0 ≤
(
‖z0‖0 +
ˆ t
0
‖bs − (A(K)s +A(V )s )u˜∞‖0ds
)
e
´ t
0 ‖A
(V )
s ‖0ds . (173)
Therefore, ‖zt‖0 remains bounded for all time if we can show thatˆ ∞
0
‖bt − (A(K)t +A(V )t )u˜∞‖0dt <∞,
ˆ ∞
0
‖A(V )t ‖0dt <∞ . (174)
Since
‖bt − (A(K)t +A(V )t )u˜∞‖0 ≤ ‖bt − b∞‖0 + ‖(A(K)t −A(K)∞ )u˜∞‖0 + ‖A(V )∞ u˜∞‖0 (175)
we see that (174) is guaranteed by Lemmas D.2 and D.6.
This completes the proof of Lemma D.3. 
D.2.3 Proof of Lemma D.4
From D.3, we have that
lim
t→∞
∥∥∥∥ t
0
T˙sds
∥∥∥∥
0
= lim
t→∞
∥∥∥∥1t (Tt − T0) ds
∥∥∥∥
0
= 0 . (176)
By (105), we then obtain that
lim
t→∞
∥∥∥∥ t
0
(
A(K)s Ts + bs
)
ds+
 t
0
A(V )s Tsds
∥∥∥∥
0
= 0 . (177)
By (113) in Lemma D.2 as well as Lemma D.3, we know that
lim
t→∞
∥∥∥∥ t
0
A(V )s Tsds
∥∥∥∥
0
= 0 . (178)
Therefore,
lim
t→∞
∥∥∥∥ t
0
(
A(K)s Ts + bs
)
ds
∥∥∥∥
0
= 0 . (179)
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Next, by (114) and (115) in Lemma D.2 as well as Lemma D.3, we know that
lim
t→∞
∥∥∥∥ t
0
(
A(K)s Ts + bs
)
ds−
 t
0
(
A(K)∞ Ts + b∞
)
ds
∥∥∥∥
0
= 0 . (180)
Therefore,
lim
t→∞
∥∥∥∥ t
0
(
A(K)∞ Ts + b∞
)
ds
∥∥∥∥
0
= 0 . (181)
With u˜∞ defined in (168), as b∞ = A(K)∞ u∞, there is
lim
t→∞
∥∥∥∥A(K)∞ ( t
0
Tsds− u∞
)∥∥∥∥
0
= 0 . (182)
Let ξ|| denote the component of a vector field ξ ∈ V(D) that is in the range of A(K)∞ . In the ERM
setting, A(K)∞ has a least nonzero eigenvalue that is positive, and hence the above implies that
lim
t→∞
∥∥∥∥∥
( t
0
Tsds− u˜∞
)||∥∥∥∥∥
0
= 0 (183)
or
lim
t→∞
∥∥∥∥∥
( t
0
Tsds
)||
− u˜∞
∥∥∥∥∥
0
= 0 (184)
and therefore, as Nul(A(K)∞ ) = Nul(B∞Bᵀ∞) = Nul(Bᵀ∞), it follows that
lim
t→∞
∥∥∥∥Bᵀ∞( t
0
Tsds
)
− Bᵀ∞u˜∞
∥∥∥∥
0
= 0 . (185)
Similar to (114), it can be shown that
´∞
0 ‖Bt − B∞‖0dt <∞. Therefore, we have
lim
t→∞
∥∥∥∥( t
0
BᵀsTsds
)
− Bᵀ∞u˜∞
∥∥∥∥
0
= 0 . (186)
Now,  t
0
〈Ts,A(K)s Ts〉0ds =
 t
0
〈BᵀsTs,BᵀsTs〉νˆ,0ds
≥
〈( t
0
BᵀsTsds
)
,
( t
0
BᵀsTsds
)〉
νˆ,0
.
(187)
Hence,
lim
t→∞
 t
0
〈Ts,A(K)s Ts〉0ds ≥ lim
t→∞
〈( t
0
BᵀsTsds
)
,
( t
0
BᵀsTsds
)〉
νˆ,0
= 〈Bᵀ∞u˜∞,Bᵀ∞u˜∞〉νˆ,0
=
〈
Bᵀ∞
(
A(K)∞
)†
b∞,Bᵀ∞
(
A(K)∞
)†
b∞u˜∞
〉
νˆ,0
=
〈(
A(K)∞
)†
b∞,
(
A(K)∞
)(
A(K)∞
)†
b∞
〉
0
=
〈
b∞,
(
A(K)∞
)†
b∞
〉
0
.
(188)

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D.2.4 Proof of Lemma D.5
Since
g¯∞(x) =
ˆ
D
ϕ(θ,x)ω0(dθ) , (189)
we know that when viewed as a L-dimensional random vector, g¯∞ has the distribution
g¯∞ ∼ N (0, C¯∞) , (190)
where(
C¯∞
)
ij
:=E0 [g¯∞(xi)g¯∞(xj)]
=
ˆ
D
ϕ(θ,xi)ϕ(θ,xj)µ∞(dθ)−
ˆ
D
ϕ(θ,xi)µ∞(dθ)
ˆ
D
ϕ(θ′,xj)µ∞(dθ′) ,
(191)
by the covariance of ω0, (33). Thus, we decompose C¯∞ as C¯∞ = C¯(1)∞ − C¯(2)∞ , with(
C¯(1)∞
)
ij
=
ˆ
D
ϕ(θ,xi)ϕ(θ,xj)µ∞(dθ) , (192)
(
C¯(2)∞
)
ij
=
ˆ
D
ϕ(θ,xi)µ∞(dθ)
ˆ
D
ϕ(θ′,xj)µ∞(dθ′) . (193)
Since C¯∞ is PSD, its square root
(
C¯∞
) 1
2 is well-defined. By the property of multivariate Gaussian,
we can write
g¯∞
d
=
(
C¯∞
) 1
2 w , (194)
where d= denotes equality in distribution, and w ∈ RL follows the distribution
w ∼ N (0, IdL) . (195)
This means that almost surely, g¯∞ ∈ Ran
((
C¯∞
) 1
2
)
, and which would imply that g¯∞ ∈ Ran
(
C¯∞
)
.
This means that almost surely, we can write
g¯∞ = C¯(1)∞ w
(1) − C¯(2)∞ w(2) (196)
for some pair of w(1), w(2) ∈ RL. Our goal is then to show that both C¯(1)∞ w(1) and C¯(2)∞ w(2) belong to
Ran(Bᵀ∞). Here, under Assumption 2.1, since ϕ(θ,x) = cϕˆ(z,x) when θ =
[
c z
]ᵀ, there is
∇ϕ(θ,x) =
[
ϕˆ(z,x)
c∇zϕˆ(z,x)
]
. (197)
Therefore, first, we have
(
C¯(1)∞ w
(1)
)
i
=
ˆ
D
ϕ(θ,xi)
 L∑
j=1
ϕ(θ,xj)w
(1)
j
µ∞(dθ)
=
ˆ
D
∇ϕ(θ,xi)ᵀ ·
[
c(θ)
(∑L
j=1 ϕ(θ,xj)w
(1)
j
)
0
]
µ∞(dθ)
=Bᵀ∞ξ(1) ,
(198)
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with
ξ(θ)(1) =
[
c(θ)
(∑L
j=1 ϕ(θ,xj)w
(1)
j
)
0
]
. (199)
This means that
(
C¯
(1)
∞ w(1)
)
∈ Ran(Bᵀ∞).
Second, there is(
C¯(2)∞ w
(2)
)
i
=
(ˆ
D
ϕ(θ,xi)µ∞(dθ)
) L∑
j=1
w
(2)
j
ˆ
D
ϕ(θ′,xj)µ∞(dθ′)

=
ˆ
D
∇ϕ(θ,xi)ᵀ ·
[
c(θ)
(∑L
j=1w
(2)
j
´
D ϕ(θ
′,xj)µ∞(dθ′)
)
0
]
µ∞(dθ)
=Bᵀ∞ξ(2) ,
(200)
with
ξ(θ)(2) =
[
c(θ)
(∑L
j=1w
(2)
j
´
D ϕ(θ
′,xj)µ∞(dθ′)
)
0
]
(201)
This means that
(
C¯
(2)
∞ w(2)
)
∈ Ran(Bᵀ∞). Hence the lemma is proved. 
D.3 Proof of Lemma 3.8
With Dt defined in (104), for (47) to hold, it is sufficient to show that
lim
T→∞
 T
0
Dtdt ≤ 0 . (202)
Recall from (110) that
 T
0
Dtdt = − 1
T
‖TT ‖20 − 2
 T
0
〈Tt,A(V )t Tt〉0dt−
 T
0
〈Tt,A(K)t Tt〉0dt . (203)
Since T0 = 0 and A(K)t is PSD, we see that the assumption (51) is sufficient.
D.4 Proof of Theorem 3.9 (The case with curvature assumptions)
Our goal is to verify (51) in order to apply Lemma 3.8. We first see that
E0
ˆ
D
〈Tt(θ),∇∇V (Θt(θ), µt)Tt(θ)〉µ0(dθ)
≥E0
ˆ
D
λmin(∇∇V (Θt(θ), µt))|Tt(θ)|2µ0(dθ)
≥E0
ˆ
D
min {λmin(∇∇V (Θt(θ), µt)), 0} |Tt(θ)|2µ0(dθ)
=
ˆ
D
min {λmin(∇∇V (Θt(θ), µt)), 0}
(
E0|Tt(θ)|2
)
µ0(dθ)
≥
ˆ
D
min {λmin(∇∇V (Θt(θ), µt)), 0}
(
sup
θ∈suppµ0
E0|Tt(θ)|2
)
µ0(dθ)
≥‖Tt‖2sup
(ˆ
D
min {λmin(∇∇V (Θt(θ), µt)), 0}µ0(dθ)
)
,
(204)
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where we define, for ξ ∈ V(D),
‖ξ‖sup := sup
θ∈suppµ0
(
E0|ξ(θ)|2
) 1
2
, (205)
which is a norm on V(D).
Hence, if we assume that
∣∣´
D min {λmin(∇∇V (θ, µt)), 0}µ0(dθ)
∣∣ is small asymptotically, then
what remains is to upper-bound ‖Tt‖sup. Recall from (105) that the dynamics of Tt is governed by
T˙t = −(A(K)t +A(V )t )Tt − bt, (206)
Thus, in the ‖ · ‖sup norm defined above, we have
d
dt
‖Tt‖sup ≤‖ − (A(K)t +A(V )t )Tt − bt‖sup
≤‖A(K)t Tt‖sup + ‖A(V )t Tt‖sup + ‖bt‖sup .
(207)
We then want to bound the growth of ‖Tt‖sup by upper-bounding the RHS. Note that for ξ ∈ V(D),
‖A(V )t ξ‖2sup = sup
θ∈D
E0|(A(V )t ξ)(θ)|2
= sup
θ∈D
E0|∇∇V (Θt(θ), µt)ξ(θ)|2
≤ sup
θ∈D
|∇∇V (Θt(θ), µt)|2E0|ξ(θ)|2
≤(C∇∇ϕCϕ + λ)2 sup
θ∈D
E0|ξ(θ)|2
=(C∇∇ϕCϕ + λ)2‖ξ‖2sup ,
(208)
‖A(K)t ξ‖2sup = sup
θ∈D
E0|(A(K)t ξ)(θ)|2
= sup
θ∈D
E0|
ˆ
D
∇′∇K(Θt(θ),Θt(θ′))ξ(θ′)µ0(dθ′)|2
≤ sup
θ∈D
E0
ˆ
D
|∇′∇K(Θt(θ),Θt(θ′))|2|ξ(θ′)|2µ0(dθ′)
≤ sup
θ∈D
C4∇ϕ
ˆ
D
E0|ξ(θ′)|2µ0(dθ′)
≤C4∇ϕ sup
θ′∈D
E0|ξ(θ′)|2
=C4∇ϕ‖ξ‖2sup .
(209)
Thus,
‖A(K)t Tt‖sup + ‖A(V )t Tt‖sup ≤ (C2∇ϕ + C∇∇ϕCϕ + λ)‖Tt‖sup . (210)
To bound ‖bt‖sup, we recall that
bt(θ) =
ˆ
D
∇K(Θt(θ),Θt(θ′))ω0(dθ′)
=
ˆ
Ω
∇ϕ(Θt(θ),x)g¯t(x)νˆ(dx) ,
(211)
41
with
g¯t(x) =
ˆ
D
ϕ(Θt(θ),x)ω0(dθ) . (212)
This implies that ∀θ ∈ suppµ0,
|bt(θ)| ≤ 1
L
C∇ϕ
L∑
l=1
|g¯t(xl)| (213)
and so
E0|bt(θ)|2 ≤C2∇ϕE0
(
1
L
L∑
l=1
|g¯t(xl)|
)2
≤C2∇ϕE0
(
1
L
L∑
l=1
|g¯t(xl)|2
)
≤C2∇ϕ
1
L
L∑
l=1
E0|g¯t(xl)|2 .
(214)
On the other hand, similar to (164), we have
E0|g¯t(x)|2 = E0
∣∣∣ ˆ
D
ϕ(Θt(θ),x)ω0(dθ)
∣∣∣2
=
ˆ
D
(
ϕ(Θt(θ),x)−
ˆ
D
ϕ(Θt(θ
′),x)µ0(dθ′)
)2
µ0(dθ)
≤
ˆ
D
∣∣ϕ(Θt(θ),x)∣∣2µ0(dθ)
≤ C2ϕ ,
(215)
Thus, there is ∀θ ∈ suppµ0,
E0|bt(θ)|2 ≤ C2∇ϕC2ϕ (216)
and so
‖bt‖sup ≤ C∇ϕCϕ . (217)
Therefore, based on (207), we have
d
dt
‖Tt‖sup ≤ (C2∇ϕ + C∇∇ϕCϕ + λ)‖Tt‖sup + C∇ϕCϕ . (218)
Since T0 = 0, we thus have
‖Tt‖sup ≤C∇ϕCϕ
ˆ t
0
e(C
2
∇ϕ+C∇∇ϕCϕ+λ)(t−s)ds
=C∇ϕCϕe(C
2
∇ϕ+C∇∇ϕCϕ+λ)t
ˆ t
0
e−(C
2
∇ϕ+C∇∇ϕCϕ+λ)sds
≤ C∇ϕCϕ
C2∇ϕ + C∇∇ϕCϕ + λ
e(C
2
∇ϕ+C∇∇ϕCϕ+λ)t
(219)
Now, using (204), we see that in order for (51) to hold, it is sufficient to have
lim
t→∞ e
(C2∇ϕ+C∇∇ϕCϕ+λ)t
(ˆ
D
min {λmin(∇∇V (θ, µt)), 0}µ0(dθ)
)
= 0 (220)
42
and therefore sufficient to have
−
ˆ
D
min {λmin(∇∇V (θ, µt)), 0}µ0(dθ) ∼ O
(
e−(C
2
∇ϕ+C∇∇ϕCϕ+λ)t
)
(221)

D.5 Proof of Theorem 3.10 (Regularized case)
Recall from Proposition 3.3 that the dynamics of gt is governed by
gt(x) +
ˆ t
0
ˆ
Ω
Γt,s(x,x
′)gs(x′)νˆ(dx′)ds = g¯t(x) , (222)
with
Γt,s(x,x
′) =
ˆ
D
〈∇ϕ(Θt(θ),x), Jt,s(θ)∇ϕ(Θs(θ),x′)〉µ0(dθ) , (223)
with Jt,s being the Jacobian of the flowΘt.
In the ERM setting, supp νˆ is singular, thus we have νˆ(dx) = L−1
∑L
k=1 δxk(dx), where L is the
total number of training data points. We define WL(Ω) together with the inner product 〈·, ·〉νˆ,0
and the norm ‖ · ‖νˆ,0 as in Appendix A. We will also continue to consider gt and g¯t equivalently as
L-dimensional vectors,(
gt(x1) · · · gt(xL)
)T
,
(
g¯t(x1) · · · g¯t(xL)
)T
, (224)
respectively. Thus, Γt,s can also be represented by the L× LmatrixΓt,s(x1,x1) · · · Γt,s(x1,xL)... ...
Γt,s(xL,x1) · · · Γt,s(xL,xL)
 . (225)
Under such an abuse of notations, we can simplify (222) into
gt +
ˆ t
0
Γt,sgsds = g¯t . (226)
Thus, the goal is to prove that
lim
t→∞ sup
 t
0
E0‖gt‖2νˆdt ≤ E0‖g¯∞‖2νˆ . (227)
As in (44), we also define
Γ∞t−s(x,x
′) =
ˆ
D
〈∇ϕ(θ,x), e−(t−s)∇∇V∞(θ)∇ϕ(θ,x′)〉µ∞(dθ) , (228)
where for simplicity, we write Vt(·) for V (·, µt) and V∞(·) for V (·, µ∞). Then the heuristic argument
outlined in Section 3.2 before Theorem 3.4 amounts to rewriting (226) as
gt +
ˆ t
0
Γ∞t−sgsds = g¯t +
ˆ t
0
(Γ∞t−s − Γt,s)gsds (229)
43
and then arguing that 1) Γ∞ is a nonnegative convolution-type Volterra kernel, and 2) the second
term on the RHS is small. Rigorously, we need to introduce an extra level of complication: for every
t0 > 0, we can rewrite (226) into
gt = g¯t −
ˆ t
t0
Γt,sgsds−
ˆ t0
0
Γt,sgsds
= g¯t −
ˆ t
t0
Γ∞t−sgsds+
ˆ t
t0
(Γ∞t−s − Γt,s)gsds−
ˆ t0
0
Γt,sgsds .
(230)
Then, for any T > t0, by multiplying gt and integrating from t0 to T , we getˆ T
t0
‖gt‖2νˆdt+
ˆ T
t0
ˆ t
t0
〈gt,Γ∞t−sgs〉νˆdsdt
≤
ˆ T
t0
〈gt, g¯t〉νˆdt+
ˆ T
t0
〈gt,
ˆ t
t0
(Γ∞t−s − Γt,s)gsds〉νˆdt+
ˆ T
t0
〈gt,
ˆ t0
0
Γt,sgsds〉νˆdt .
(231)
Then firstly, the second term on the LHS is nonnegative because of the nonnegativity of Γ∞t as a
convolution-type Volterra kernel, as proven in Appendix D.1.
Hence, we haveˆ T
t0
‖gt‖2νˆdt ≤
ˆ T
t0
〈gt, g¯t〉νˆdt+
ˆ T
t0
〈gt,
ˆ t
t0
(Γ∞t−s − Γt,s)gsds〉νˆdt
+
ˆ T
t0
〈
gt,
ˆ t0
0
Γt,sgsds
〉
νˆ
dt .
(232)
By Cauchy-Schwartz,
ˆ T
t0
〈gt, g¯t〉νˆdt ≤
(ˆ T
t0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
‖g¯t‖2νˆdt
) 1
2
, (233)
ˆ T
t0
〈
gt,
ˆ t
t0
(Γ∞t−s − Γt,s)gsds
〉
νˆ
dt ≤
(ˆ T
t0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
∥∥∥∥ˆ t
t0
(Γ∞t−s − Γt,s)gsds
∥∥∥∥2
νˆ
dt
) 1
2
≤
(ˆ T
t0
‖gt‖2νˆdt
)(ˆ T
t0
ˆ t
t0
‖Γ∞t−s − Γt,s‖2νˆdsdt
) 1
2
, and
(234)
ˆ T
t0
〈
gt,
ˆ t0
0
Γt,sgsds
〉
νˆ
dt ≤
(ˆ T
t0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
∥∥∥∥ˆ t0
0
Γt,sgsds
∥∥∥∥2
νˆ
dt
) 1
2
≤
(ˆ T
t0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
(ˆ t0
0
‖Γt,s‖2νˆds
)(ˆ t0
0
‖gs‖2νˆds
)
dt
) 1
2
≤
(ˆ T
t0
‖gt‖2νˆdt
) 1
2
(ˆ t0
0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
ˆ t0
0
‖Γt,s‖2νˆdsdt
) 1
2
.
(235)
Therefore, putting everything together, we have(ˆ T
t0
‖gt‖2νˆdt
) 1
2
≤
(ˆ T
t0
‖g¯t‖2νˆdt
) 1
2
+
(ˆ T
t0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
ˆ t
t0
‖Γ∞t−s − Γt,s‖2νˆdsdt
) 1
2
+
(ˆ t0
0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
ˆ t0
0
‖Γt,s‖2νˆdsdt
) 1
2
,
(236)
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and hence, using
ffl b
a · dt to denote the averaged integral 1b−a
´ b
a · dt,( T
t0
‖gt‖2νˆdt
) 1
2
≤
( T
t0
‖g¯t‖2νˆdt
) 1
2
+
( T
t0
‖gt‖2νˆdt
) 1
2
(ˆ T
t0
ˆ t
t0
‖Γ∞t−s − Γt,s‖2νˆdsdt
) 1
2
+
(ˆ t0
0
‖gt‖2νˆdt
) 1
2
( T
t0
ˆ t0
0
‖Γt,s‖2νˆdsdt
) 1
2
,
(237)
or 1− [ˆ T
t0
ˆ t
t0
‖Γ∞t−s − Γt,s‖2νˆdsdt
] 1
2
( T
t0
‖gt‖2νˆdt
) 1
2
≤
( T
t0
‖g¯t‖2νˆdt
) 1
2
+
(ˆ t0
0
‖gt‖2νˆdt
) 1
2
( T
t0
ˆ t0
0
‖Γt,s‖2νˆdsdt
) 1
2
.
(238)
Lemma D.7. Under the assumptions in Theorem 3.10, we have
lim
t0→∞
ˆ ∞
t0
ˆ t
t0
‖Γ∞t−s − Γt,s‖2νˆdsdt = 0 (239)
and ∀t0 > 0,
lim
T→∞
 T
t0
ˆ t0
0
‖Γt,s‖2dsdt = 0 . (240)
The lemma is proved in Appendix D.5.1, and let us first proceed with the proof of the theorem
assuming this lemma. Suppose for contradiction that (227) does not hold, meaning that
lim
T→∞
sup
(  T
0
‖gt‖2νˆdt
) 1
2 = ‖g¯∞‖νˆ +  (241)
for some  > 0. We will select a pair of t0 and T for which the inequality (238) cannot be satisfied.
Firstly, by the convergence of g¯t to g¯∞, ∃ta > 0 such that ∀t1, t2 > ta,( t2
t1
‖g¯t‖2νˆdt
) 1
2
≤ ‖g¯∞‖νˆ + 16 . (242)
Secondly, by our assumption (241) and the first part of Lemma D.7, ∃t0 > ta such that both( t0
0
‖gt‖2νˆdt
) 1
2
≤ ‖g¯∞‖νˆ + 2 (243)
and ˆ ∞
t0
ˆ t
t0
‖Γ∞t−s − Γt,s‖2νˆdsdt <

6‖g¯∞‖νˆ + 3 (244)
are satisfied. In particular, (243) implies(ˆ t0
0
|gt|2dt
) 1
2
≤ t
1
2
0 · (|g¯∞|+ 2) (245)
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Let
δ =
 
6t
1
2
0 · (‖g¯∞‖νˆ + 2)
2 > 0 . (246)
By the second part of Lemma D.7, ∃tb > t0 such that ∀T > tb,
 T
t0
ˆ t0
0
‖Γt,s‖2dsdt < δ (247)
so that the last term in (238) satisfies(ˆ t0
0
‖gt‖2νˆdt
) 1
2
( T
t0
ˆ t0
0
‖Γt,s‖2dsdt
) 1
2
< 16 (248)
By our assumption (241), we can choose a T > tb such that
(  T
0
‖gt‖2νˆdt
) 1
2 ≥ ‖g¯∞‖νˆ + 23 . (249)
Since ( t0
0
‖gt‖2νˆdt
) 1
2
≤ ‖g¯∞‖νˆ + 2, (250)
we can assume without loss of generality that Tt0 is large enough so that(  T
t0
‖gt‖2νˆdt
) 1
2 ≥ ‖g¯∞‖νˆ + 12 . (251)
Thus, back to the inequality (238), the LHS is strictly lower-bounded by(‖g¯∞‖νˆ + 12)(1− 6‖g¯∞‖νˆ + 3) =‖g¯∞‖νˆ + 13, (252)
whereas the RHS is strictly upper-bounded by
‖g¯∞‖νˆ + 16+ 16 = ‖g¯∞‖νˆ + 13 . (253)
This gives contradiction and we are done with the proof of Theorem 3.10. 
D.5.1 Proof of Lemma D.7
It remains to prove Lemma D.7. To do so we will need an auxiliary result, that we state and prove
first:
Lemma D.8. Let ∆Γt,s := Γt,s − Γ∞t−s. If ∇∇V is uniformly positive definite with eigenvalues lower-
bounded by λ, then there exists constants C and C ′ whose values depend on |D′|, Cϕ, C∇ϕ, C∇∇ϕ, and
L∇∇ϕ such that
‖∆Γt,s‖νˆ ≤ Ce−λ(t−s)
ˆ
D
(
|∆Θt(θ)|+ (|∆Θs(θ)|+ Us(θ)) eC′(Us(θ)+U¯s)
)
µ0(dθ) (254)
where ∆Θt(θ) = Θt(θ)−Θ∞(θ).
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Proof of Lemma D.8: To bound ‖∆Γt,s‖νˆ , we bound ‖∆Γt,sη‖νˆ for η ∈ RL. Note that ∆Γt,sη can
be obtained in the following way. Consider the two systems
d
dt
ξt(θ) = −∇∇Vt(Θt(θ))ξt(θ)
ξs(θ) =
ˆ
Ω
∇ϕ(Θs(θ),x′)η(x′)νˆ(dx′)
(255)

d
dt
ξ′t(θ) = −∇∇V∞(Θ∞(θ))ξ′t(θ)
ξ′s(θ) =
ˆ
Ω
∇ϕ(Θ∞(θ),x′)η(x′)νˆ(dx′)
(256)
Then there is
(Γt,sη)(x) =
ˆ
D
∇ϕ(Θt(θ),x) · ξt(θ)µ0(dθ)
(Γ∞t−sη)(x) =
ˆ
D
∇ϕ(Θ∞(θ),x) · ξ′t(θ)µ0(dθ)
(257)
and hence
(∆Γt,sη)(x) =
ˆ
D
∇ϕ(Θt(θ),x)ξt(θ)µ0(dθ)−
ˆ
D
∇ϕ(Θ∞(θ),x)ξ′t(θ)µ0(dθ)
=
ˆ
D
∇ϕ(Θt(θ),x) ·
(
ξt(θ)− ξ′t(θ)
)
µ0(dθ)
+
ˆ
D
(∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x)) · ξ′t(θ)µ0(dθ) .
(258)
We will first try to bound ξt(θ)− ξ′t(θ) as a function of η. Define ∆ξt(θ) = ξt(θ)− ξ′t(θ). Then
d
dr
∆ξr(θ) =−
(∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ)))ξr −∇∇V∞(Θ∞(θ))∆ξr(θ)
=−∇∇V∞(Θ∞(θ))∆ξr(θ)
− (∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ)))ξ′r
− (∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ)))∆ξr .
(259)
Thus,
∆ξt(θ) = e
−(t−s)∇∇V∞(Θ∞(θ))∆ξs(θ)
+
ˆ t
s
e−(t−r)∇∇V∞(Θ∞(θ))
(∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ)))ξ′r(θ)dr
+
ˆ t
s
e−(t−r)∇∇V∞(Θ∞(θ))
(∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ)))∆ξr(θ)dr .
(260)
Since∇∇V∞(Θ∞(θ))− λId is positive semidefinite, we first have
|ξ′r(θ)| ≤ e−λ(r−s)|ξ′s(θ)| (261)
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as well as
|∆ξt(θ)| ≤ e−λ(t−s)|∆ξs(θ)|
+
ˆ t
s
e−λ(t−r)‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′r(θ)|dr
+
ˆ t
s
e−λ(t−r)‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|∆ξr(θ)|dr
≤ e−λ(t−s)|∆ξs(θ)|
+
ˆ t
s
e−λ(t−s)‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′s(θ)|dr
+
ˆ t
s
e−λ(t−r)‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|∆ξr(θ)|dr .
(262)
To prepare for an application of Gronwall’s inequality, we introduce a change-of-variable by defining,
for r ∈ [s, t],
∆ξr(θ) = e
λ(t−s)∆ξr(θ) . (263)
Then we can rewrite the equation above as
|∆ξt(θ)| = eλ(r−s)|∆ξt(θ)|
≤ |∆ξs(θ)|+
ˆ t
s
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′s(θ)|dr
+
ˆ t
s
eλ(r−s)‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|∆ξr(θ)|dr
≤ |∆ξs(θ)|+
ˆ t
s
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′s(θ)|dr
+
ˆ t
s
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|∆ξr(θ)|dr .
(264)
Thus, by Gronwall’s inequality,
|∆ξt(θ)| ≤
(
|∆ξs(θ)|+
ˆ t
s
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′s(θ)|dr
)
× e
´ t
s ‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖dr ,
(265)
or, back in the original variable that we are interested in,
|∆ξt(θ)| ≤
(
|∆ξs(θ)|+
ˆ t
s
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′s(θ)|dr
)
× e−λ(t−s)+
´ t
s ‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖dr .
(266)
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Now, we have
|∆Γt,sη(x)|
≤ ‖
ˆ
D
∇ϕ(Θt(θ),x)ᵀ ·∆ξt(θ)µ0(dθ)‖νˆ
+ ‖
ˆ
D
(∇ϕ(Θt(θ),x)−∇ϕ(Θ∞(θ),x))ᵀξ′t(θ)µ0(dθ)‖νˆ
≤C∇ϕ
ˆ
D
|∆ξt(θ)|µ0(dθ) + C∇∇ϕ
ˆ
D
|∆Θt(θ)||ξ′t(θ)|µ0(dθ)
≤C∇ϕe−λ(t−s)
ˆ
D
(
|∆ξs(θ)|+
ˆ t
s
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖|ξ′s(θ)|dr
)
e
´ t
s ‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖drµ0(dθ)
+ C∇∇ϕe−λ(t−s)
ˆ
D
|∆Θt(θ)||ξ′s(θ)|µ0(dθ) .
(267)
Note that we have,
|ξ′s(θ)| = |
ˆ
Ω
∇ϕ(Θ∞(θ),x′)η(x′)νˆ(dx′)| ≤ C∇ϕ sup
1≤p≤P
|η(xp)| ≤ P 12C∇ϕ‖η‖νˆ , (268)
|∆ξs(θ)| = |
ˆ
Ω
(∇ϕ(Θs(θ),x)−∇ϕ(Θ∞(θ),x))η(x′)νˆ(dx′)|
≤
ˆ
Ω
|∇ϕ(Θs(θ),x′)−∇ϕ(Θ∞(θ),x′)||η(x′)|νˆ(dx′)
≤L 12C∇∇ϕ|∆Θs(θ)|‖η‖νˆ
(269)
and, since∇∇Vr(θ) =
´
Ω∇∇ϕ(θ,x)(fr(x)−f∗(x))νˆ(dx) and∇∇V∞(θ) =
´
Ω∇∇ϕ(θ,x)(f∞(x)−
f∗(x))νˆ(dx),
‖∇∇Vr(Θr(θ))−∇∇V∞(Θ∞(θ))‖
≤‖∇∇Vr(Θr(θ))−∇∇Vr(Θ∞(θ))‖
+ ‖∇∇Vr(Θ∞(θ))−∇∇V∞(Θ∞(θ))‖
≤L∇∇ϕCϕ|∆Θr(θ)|+ C∇∇ϕ‖∆fr‖νˆ,∞,
(270)
where we use ‖f‖νˆ,∞ to denote supx∈supp νˆ |f(x)| and we defined ∆ft = ft − f∞.
As a result, we have
‖∆Γt,s‖νˆ
≤‖η‖−1νˆ ‖∆Γt,sη‖νˆ
≤C∇ϕe−λ(t−s)
ˆ
D
(
C∇∇ϕ|∆Θs(θ)|+
ˆ t
s
(
L∇∇ϕCϕ|∆Θr(θ)|+ C∇∇ϕ‖∆fr‖νˆ,∞
)
C∇ϕdr
)
× e
´ t
s L∇∇ϕCϕ|∆Θr(θ)|+C∇∇ϕ‖∆fr‖νˆ,∞drµ0(dθ)
+ C∇∇ϕe−λ(t−s)
ˆ
D
C∇ϕ|∆Θt(θ)|µ0(dθ) .
(271)
Therefore, using C0, C1, etc. to represent constants that depend on Cϕ, C∇ϕ, C∇∇ϕ, C∇∇ϕ and
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L∇∇ϕ, we have
‖∆Γt,s‖νˆ
≤C0e−λ(t−s)
(ˆ
D
|∆Θt(θ)|µ0(dθ) +
ˆ
D
|∆Θs(θ)|eC1
´ t
s |∆Θr(θ)|+‖∆fr‖νˆ,∞drµ0(dθ)
+
ˆ
D
( ˆ t
s
|∆Θr(θ)|+ ‖fr − f∞‖νˆ,∞dr
)
eC1
´ t
s |∆Θr(θ)|+‖∆fr‖νˆ,∞drµ0(dθ)
)
.
(272)
Note that ‖∆fr‖νˆ,∞ can be further upper-bounded byCϕ
´
D |∆Θr(θ)|µ0(dθ). Furthermore, defining
∆Θt =
ˆ
D
|∆Θt(θ)|µ0(dθ) (273)
we can write the bound above as
‖∆Γt,s‖νˆ ≤C0e−λ(t−s)
( ˆ
D
|∆Θt(θ)|µ0(dθ) +
ˆ
D
|∆Θs(θ)|eC1
´ t
s |∆Θr(θ)|+∆Θrdrµ0(dθ)
+
ˆ
D
( ˆ t
s
|∆Θr(θ)|+ ∆Θrdr
)
eC1
´ t
s |∆Θr(θ)|+∆Θrdrµ0(dθ)
)
.
(274)
Finally, let
Ut(θ) =
ˆ ∞
t
|∆Θt(θ)|dt (275)
and
U¯t =
ˆ
D
Ut(θ)µ0(dθ) =
ˆ ∞
t
∆Θtdt . (276)
Then there is
‖∆Γt,s‖νˆ ≤C0e−λ(t−s)
ˆ
D
(
|∆Θt(θ)|+
(|∆Θs(θ)|+ Us(θ) + U¯s) eC1(Us(θ)+U¯s))µ0(dθ)
≤ 2C0e−λ(t−s)
ˆ
D
(
|∆Θt(θ)|+ (|∆Θs(θ)|+ Us(θ)) eC1(Us(θ)+U¯s)
)
µ0(dθ) .
(277)
(End of the proof of Lemma D.8.) 
Proof of Lemma D.7: Lemma D.8 entails that, ∃C,C ′ > 0 such that
‖∆Γt,s‖2νˆ ≤Ce−2λ(t−s)
(ˆ
D
(
|∆Θt(θ)|+
(
|∆Θs(θ)|+ Us(θ)
)
eC
′(Us(θ)+U¯s)
)
µ0(dθ)
)2
≤ 4Ce−2λ(t−s)
ˆ
D
|∆Θt(θ)|2 +
(
|∆Θs(θ)|2 + Us(θ)2
)
e2C
′(Us(θ)+U¯s)µ0(dθ)
≤ 4C|D′|e−2λ(t−s)
ˆ
D
|∆Θt(θ)|+
(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)µ0(dθ),
(278)
where for the last inequality, we assume that |D′| ≥ 1 (or, to accommodate the more general case,
just replace |D′| by max{|D′|, 1}).
To prove Lemma D.7, the first goal is to show
lim
t0→∞
ˆ ∞
t0
ˆ t
t0
‖∆Γt,s‖2νˆdsdt = 0 . (279)
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There is
ˆ ∞
t0
ˆ t
t0
‖∆Γt,s‖2νˆdsdt
≤ 4C|D′|
ˆ
D
ˆ ∞
t0
ˆ t
t0
e−2λ(t−s)
(
|∆Θt(θ)|+
(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)
)
dsdtµ0(dθ)
≤ 4C|D′|
ˆ
D
(ˆ ∞
t0
( ˆ t
t0
e−2λ(t−s)ds
)
|∆Θt(θ)|dt
+
ˆ ∞
t0
(ˆ ∞
s
e−2λ(t−s)dt
)(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)ds
)
µ0(dθ)
≤ 2C|D′|λ−1
ˆ
D
( ˆ ∞
t0
|∆Θt(θ)|dt+
ˆ ∞
t0
(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)ds
)
µ0(dθ)
≤ 4C|D′|λ−1
ˆ
D
ˆ ∞
t0
(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)dsµ0(dθ) .
(280)
By our assumption, the RHS is finite for t0 > 0. Hence, by taking t0 large enough, the value of´∞
t0
´ t
t0
‖∆Γt,s‖2νˆdsdt can be made arbitrarily close to zero.
The second goal is to show that ∀t0 > 0,
lim
T→∞
 T
t0
ˆ t0
0
‖Γt,s‖2dsdt = 0 . (281)
As a first step, we show that
lim
T→∞
 T
t0
ˆ t0
0
‖Γ∞t−s‖2νˆdsdt = 0 (282)
because ∀η ∈ WL(Ω), there is
|〈η,Γ∞t−sη〉νˆ | =
ˆ
D
〈
b(θ), e−t∇∇V∞(Θ∞(θ))b(θ)
)〉
µ0(dθ)
≤e−λ(t−s)
ˆ
D
|b(θ)|2µ0(dθ)
≤e−λ(t−s)‖M∞‖νˆ‖η‖2νˆ ,
(283)
where
b(θ) =
ˆ
Ω
∇ϕ(Θ∞(θ),x)η(x)νˆ(dx). (284)
andM∞ is defined asM∞ := Bᵀ∞B∞, or concretely, for η ∈ WL(ω),
(M∞η)(x) :=
ˆ
Ω
( ˆ
D
∇ϕ(Θ∞(θ′),x)ᵀ∇ϕ(Θ∞(θ′),x′)µ0(dθ′)
)
η(x′)νˆ(dx′)
=
ˆ
Ω
M(x,x′, µ∞)η(x′)νˆ(dx′) ,
(285)
where
M(x,x′, µ∞) :=
ˆ
D
∇ϕ(Θ∞(θ′),x) · ∇ϕ(Θ∞(θ′),x′)µ0(dθ′) . (286)
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In the ERM setting,M∞ is effectively an L× Lmatrix. Thus,
 T
t0
ˆ t0
0
‖Γ∞t−s‖2νˆdsdt ≤
 T
t0
ˆ t0
0
e−2λ(t−s)‖M∞‖2νˆdsdt
≤‖M∞‖2νˆ
 T
t0
e−2λ(t−t0)dt→ 0 as T →∞
(287)
Hence, it is sufficient to show that
lim
T→∞
 T
t0
ˆ t0
0
‖∆Γt,s‖2dsdt = 0 . (288)
We have
ˆ T
t0
ˆ t0
0
‖∆Γt,s‖2dsdt
≤ 4C|D′|
ˆ
D
( ˆ T
t0
( ˆ t0
0
e−2λ(t−s)ds
)
|∆Θt(θ)|dt
+
ˆ t0
0
(ˆ T
t0
e−2λ(t−s)dt
)(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)ds
)
µ0(dθ)
≤ 2C|D′|λ−1
ˆ
D
( ˆ T
t0
e−2λ(t−t0)|∆Θt(θ)|dt
+
ˆ t0
0
e−2λ(t0−s)
(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)ds
)
µ0(dθ)
≤ 4C|D′|λ−1
ˆ
D
ˆ ∞
0
(
|∆Θs(θ)|+ Us(θ)2
)
e2C
′(Us(θ)+U¯s)dsµ0(dθ)
<∞
(289)
by assumption (55). Therefore,
 T
t0
ˆ t0
0
‖∆Γt,s‖2νˆdsdt =
1
T − t0
ˆ T
t0
ˆ t0
0
‖∆Γt,s‖2νˆdsdt −−−−→
T→∞
0 . (290)
This concludes the proof of Lemma D.7. 
D.5.2 Interpretation of the Assumption (55)
Below, we will illustrate the assumption (55)
Q :=
ˆ
D
ˆ ∞
0
(|∆Θt(θ)|+ Ut(θ)2)eC1(Ut(θ)+U¯t)dtµ0(dθ) <∞, (291)
in Theorem 3.10 by giving examples that satisfy this condition.
First, consider an example where ∃κ > 0, α > 1 such that ∀θ ∈ suppµ0 and ∀ t > 0,
|∆Θt(θ)| < κ(t+ 1)−α, (292)
that is, all characteristic flows share a uniform asymptotic convergence rate on the order of t−α.
Then ∀θ ∈ suppµ0,
Ut(θ) =
ˆ ∞
t
|∆Θs(θ)|ds ≤ κ
α− 1(t+ 1)
−(α−1) (293)
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and thus
U¯t ≤ κ
α− 1(t+ 1)
−(α−1) . (294)
Therefore,
Q ≤
ˆ
D
ˆ ∞
0
(|∆Θt(θ)|+ Ut(θ)2)eC1(U0(θ)+U¯0)dtµ0(dθ)
≤
ˆ ∞
0
(
κ(t+ 1)−α +
( κ
α− 1
)2
(t+ 1)−2(α−1)
)
e
2C1κ
α−1 dt,
(295)
which is finite as long as α > 32 . Thus,
Proposition D.9. If ∃κ > 0, α > 32 such that ∀θ ∈ suppµ0 and ∀t ≥ 0,
|∆Θt(θ)| = |Θt(θ)−Θ∞(θ)| < κ(t+ 1)−α, (296)
then the condition (55) is satisfied.
Moreover, the assumption allows flexibility in having non-uniform convergence rate for different
characteristic flows,Θt(θ). Suppose that ∃κ : suppµ0 → R+ and α > 32 such that ∀θ ∈ suppµ0,
|∆Θt(θ)| < κ(θ)(t+ 1)−α . (297)
Then
Ut(θ) =
ˆ ∞
t
|∆Θs(θ)|ds ≤ κ
α− 1(t+ 1)
−(α−1) (298)
and so
Q ≤
ˆ
D
ˆ ∞
0
(|∆Θt(θ)|+ Ut(θ)2)e2C1(U0(θ))dtµ0(dθ)
≤
ˆ
D
ˆ ∞
0
(
κ(θ)(t+ 1)−α +
( κ(θ)
α− 1
)2
(t+ 1)−2(α−1)
)
e
2C1κ(θ)
α−1 dt
≤C2
ˆ
D
(
κ(θ) + κ(θ)2
)
e
2C1κ(θ)
α−1 µ0(dθ) .
(299)
Therefore,
Proposition D.10. Suppose ∃α > 32 and a function κ : suppµ0 → R+, which satisfiesˆ
D
(
κ(θ) + κ(θ)2
)
e
2C1κ(θ)
α−1 µ0(dθ) <∞, (300)
such that ∀θ ∈ suppµ0,
|∆Θt(θ)| = |Θt(θ)−Θ∞(θ)| ≤ κ(θ)(t+ 1)−α . (301)
Then the condition (55) is satisfied.
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E Properties of the Minimizers of the Regularized Loss
We prove Proposition 3.14, which we extend into:
Proposition E.1. Under Assumption 2.2, the minimum of the loss L(µ) defined in (5) is unique and can
only be attained at minimizers µλ ∈ P(D) that are each of the form
µλ(dc, dz) = δcλ(dc)µˆ+(dz) + δ−cλ(dc)µˆ−(dz) (302)
where cλ ≥ 0 and µˆ± ∈ P(Dˆ) satisfy
∀z ∈ supp µˆ− : − Fˆ (z) + cλ
ˆ
Dˆ
Kˆ(z, z′)
(
µˆ+(dz
′)− µˆ−(dz′)
)
= λcλ,
∀z ∈ supp µˆ+ : − Fˆ (z) + cλ
ˆ
Dˆ
Kˆ(z, z′)
(
µˆ+(dz
′)− µˆ−(dz′)
)
= −λcλ,
∀z ∈ Dˆ :
∣∣∣− Fˆ (z) + cλ ˆ
Dˆ
Kˆ(z, z′)
(
µˆ+(dz
′)− µˆ−(dz′)
) ∣∣∣ ≤ λcλ.
(303)
In addition, the constant cλ is unique and positive if F (z) is not identically zero on Dˆ, the closure of the
supports of µˆ± are disjoint, supp µˆ+ ∩ supp µˆ− = ∅, and the function
fλ =
ˆ
D
cϕˆ(z, ·)µλ(dc, dz) = cλ
ˆ
Dˆ
ϕˆ(z, ·) (µˆ+(dz)− µˆ−(dz)) (304)
is unique and satisfies
1
4λ
2|cλ|2Kˆ−1M ≤ ‖f∗ − fλ‖2νˆ , ‖f∗ − fλ‖2νˆ + λ|cλ|2 ≤ λ|γ1(f∗)|2. (305)
where KˆM = maxz∈Dˆ ‖ϕˆ(z, ·)‖2νˆ = maxz∈Dˆ Kˆ(z, z).
Remark E.2. Note that the proposition automatically implies that γ1(fλ) ≤ γ1(f∗) < ∞. It also implies
that ˆ
D
|c|qµλ(dc, dz) = |cλ|q = |γλ|qTV ≤ |γ1(f∗)|q ∀q ∈ R+ (306)
where γλ =
´
R cµλ(dc, ·). Finally note that the proposition holds if we replace the empirical loss by the
population loss.
Proof: The uniqueness of the minimum of the regularized energy (5) follows from its convexity in
the linear topology; the fact that this energy can only be minimized by minimizers follows from the
compactness of the sets {µ ∈ P(D) : Eλ[µ] ≤ u, u ∈ R}. The minimizers of Eλ[µ] must satisfy the
following Euler-Lagrange equations [57]:
∀(c, z) ∈ D : −cFˆ (z) + c
ˆ
D
c′Kˆ(z, z′)µ(dc′, dz′) + 12λ|c|2 ≡ cVˆ (z) + 12λ|c|2 ≥ V¯ , (307)
with equality on the support of µ and where V¯ is the expectation of the left hand side with respect
to µ(dc, dz). Minimizing the left hand side of (307) over c at fixed z, we deduce that
∀z ∈ Dˆ : min
c
(
cVˆ (z) + 12λ|c|2
)
≥ V¯ , (308)
with equality for z in the support of µˆ =
´
R µ(dc, ·). This means that for any z ∈ supp µˆ, there
can only be one c = c(z) in suppµ, with c(z) satisfying the Euler-Lagrange equation associated
with (308)
Vˆ (z) + λc(z) = 0 ⇔ Vˆ (z) = −λc(z) (309)
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If we insert this equality back in c(z)Vˆ (z) + 12λ|c(z)|2 = V¯ , we deduce that |c(z)| = cλ, with the
constant cλ related to V¯ as
− 1
2
λ|cλ|2 = V¯ , (310)
and furthermore, ∀z ∈ supp µˆ,
Vˆ (z) =
{
−λcλ if c(z) = cλ
λcλ if c(z) = −cλ
. (311)
These considerations imply that the minimizer must be of the form (302), and if we combine (308)
and (310) and evaluate the minimum on c explicitly we deduce that µˆ± and cλ must satisfy the
equations in (303). It is also clear from (303) that we must have supp µˆ+ ∩ supp µˆ− = ∅: indeed if
there was a point z ∈ supp µˆ+ ∩ supp µˆ−, then at that point Vˆ (z) would be discontinuous, which
is not possible since this function is continuously differentiable for any µ by our assumptions on
ϕˆ. Finally, to show that we must have that cλ > 0 if F (z) is not identically zero on Dˆ, note that if
cλ = 0, (307) reduces to
∀(c, z) ∈ D : −cFˆ (z) + 12λ|c|2 ≥ 0 (312)
which can only be satisfied if Fˆ (z) = 0.
To show that cλ and the function in (304) are unique, let µλ and µ′λ be two different minimizers
and consider
fλ =
ˆ
D
cϕˆ(z, ·)µλ(dc, dz) and f ′λ =
ˆ
D
cϕˆ(z, ·)µ′λ(dc, dz) (313)
Let us evaluate the energy on aµλ + (1− a)µ′λ ∈ P(D) with a ∈ [0, 1]. By convexity of Eλ we have
L(aµλ + (1− a)µ′λ) ≤ aL(µλ) + (1− a)L(µ′λ) = L(µλ) = L(µ′λ) (314)
Since aµλ+(1−a)µ′λ cannot have a lower energy than this minimum, wemust have equality in (314),
which reduces to ∥∥f∗ − afλ − (1− a)f ′λ∥∥2νˆ + aλ|cλ|2 + (1− a)λ|c′λ|2
= ‖f∗ − fλ‖2νˆ + λ|cλ|2
=
∥∥f∗ − f ′λ∥∥2νˆ + λ|c′λ|2 ,
(315)
where cλ and c′λ are associated with µλ and µ′λ, respectively. Clearly these equations can only be
fulfilled for all a ∈ [0, 1] if cλ = c′λ and fλ = f ′λ νˆ-a.e. on Ω.
To establish (305), notice that if µλ is a minimizer and fλ is given by (304), then we can derive
from (311) that
−
ˆ
Ω
fλ(x)f∗(x)νˆ(dx) + ‖fλ‖2νˆ + λ|cλ|2 = 0. (316)
This gives, using Cauchy-Schwartz,
λ|cλ|2 =
ˆ
Ω
fλ(x)(f∗(x)− fλ(x))νˆ(dx) ≤ ‖fλ‖νˆ ‖f∗ − fλ‖νˆ . (317)
Now notice that
‖fλ‖2νˆ = c2λ
ˆ
Dˆ×Dˆ
Kˆ(z, z′) (µˆ+(dz)− µˆ−(dz))
(
µˆ+(dz
′)− µˆ−(dz′)
) ≤ 4c2λKˆM . (318)
Using (318) in (317) and reorganizing gives the first inequality in (305). To establish the second,
let µ∗ ∈ M+(D) be the measure that minimizes
´
D |c|µ(dc, dz) under the constraint that f∗ =
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´
D cϕˆ(z, ·)µ∗(dc, dz), so that
´
D |c|µ∗(dc, dz) = γ1(f∗)—the measure µ∗ exists since we assumed
that f∗ ∈ F1. Evaluated on µ∗, the loss is
L(µ∗) = λ|γ1(f∗)|2. (319)
Any minimizer µλ of L(µ) must do at least as well, i.e we must have
‖f∗ − fλ‖2νˆ + λ
ˆ
D
|c|2µλ(dc, dz) = ‖f∗ − fλ‖2νˆ + λ|cλ|2 ≤ λ|γ(f∗)|2. (320)
This establishes the second inequality in (305). 
F Experimental Setup
The code is implemented in C++ and run on a cluster with single CPU. We take both Ω and Dˆ to be
unit spheres of dimension d = 16. Both the student network and the teacher network are of the form
(1), with ϕˆ(z,x) = max(0, 〈z,x〉) being the ReLU nonlinearity without bias. The teacher network
has two neurons, (c1, z1) and (c2, z2), in the hidden layer, with c1 = c2 = 1 and z1 and z2 sampled
i.i.d. from the uniform distribution on Dˆ and then fixed across the experiments. We vary the width
of the student network in the range of n = 128, 256, 512, 1024 and 2048, with their z’s sampled i.i.d.
from the uniform distribution on Dˆ and their c’s sampled i.i.d. fromN (0, 1). The models are trained
by performing SGD on the exact population loss, where the loss and its gradients are computed
analytically, both of which we rescale by d in order to adjust to the 1d factor resulting from spherical
integrals. The models are trained for 20000 epochs with learning rate (which is multiplied to the
RHS of (10)) set to be 1.
For n = 128, 256, 512, 1024 and 2048, the approximate running times of each run of 20000 epochs
are 1 min, 2 min, 8 min, 30 min and 150 min, respectively.
The hyperparameter in regularization, λ, is manually selected from 0.01, 0.05 and 0.1. We select
0.01 because it yields the best loss value (unsurprisingly) while also controlling the TV norm and
the 2-norm of the solution. Figure 2 shows the same plots as the second row of Figure 1 but with
λ = 0.05 and κ = 10 runs.
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Figure 2: Same setup as the second row of Figure 1, except for λ = 0.05 instead of 0.01.
G Analytical Calculation of the Resampling Error
Derivations to similar to the following can be found in [5, 15, 53]. In the setting of ReLU without
bias on unit sphere, we take Dˆ = Ω = Sd ⊆ Rd+1, ϕˆ(z,x) = max(〈z,x〉, 0), and ν is equal to the
uniform measure on Sd. In this case,
Kˆ(z, z′) =
ˆ
Ω
ϕˆ(z,x)ϕˆ(z′,x)ν(dx) =
1
2(d+ 1)pi
(sinα+ (pi − α) cosα), (321)
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with α being the angle between z and z′, and
ˆ
Ω
|ϕˆ(z,x)|2ν(dx) = 1
2
ˆ
Ω
(〈x, z〉)2ν(dx) = 1
2(d+ 1)
(322)
Thus, taking µ∗ to be the measure representing the teacher network, µ∗ = 1nt
∑nt
i=1 δzi(dz)δ1(dc),
we have ˆ
D
‖ϕ(θ, ·)‖2νµ∗(dθ) =
ˆ
D
ˆ
Ω
|ϕ(θ,x)|2ν(dx)µ∗(dθ)
=
ˆ
D
c2
2(d+ 1)
µ∗(dθ)
=
1
2(d+ 1)
(323)
On the other hand,
‖f∗‖2ν =
ˆ
Ω
∣∣∣ ˆ
D
ϕ(θ,x)µ∗(dθ)
∣∣∣2ν(dx)
=
ˆ
D
ˆ
D
cc′Kˆ(z, z′)µ∗(dθ)µ∗(dθ′)
=
1
n2t
nt∑
i,j=1
Kˆ(zi, zj)
(324)
In the experiments described in the main text, we take nt = 2, and z1 and z2 are initialized with a
fixed random seed such that their angle, α12, equal to 1.766. Thus,
‖f∗‖2ν =
1
4(d+ 1)pi
(0 + pi) +
1
4(d+ 1)pi
(sinα12 + (pi − α12) cosα12) ≈ 0.012 (325)
Together, we get a numerical value of the RHS of (47) if we replace µ∞, f∞ and νˆ by µ∗, f∗ and ν,
respectively.
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