The problem addressed in this paper is that of orthogonally packing a given set of rectangular-shaped items into the minimum number of three-dimensional rectangular bins. The problem is strongly NP-hard and extremely di cult to solve in practice. Lower bounds are discussed, and it is proved that the asymptotic worst-case performance ratio of the continuous lower bound is 1
Introduction
We are given a set of n rectangular-shaped items, each characterized by width w j , height h j and depth d j (j 2 J = f1; : : : ; ng), and an unlimited number of identical three-dimensional containers (bins) having width W, height H and depth D. The Three-Dimensional Bin Packing Problem (3D-BPP) consists of orthogonally packing all the items into the minimum number of bins. We assume that the items may not be rotated, i.e., that they are packed with each edge parallel to the corresponding bin edge. We also assume, without loss of generality, that all the input data are positive integers satisfying w j W, h j H and d j D (j 2 J). No further restriction is present: the items need not be packed in layers, and we do not impose the so-called guillotine constraint, which requires that the patterns be such that the items can be obtained by sequential face-to-face cuts parallel to the faces of the bin (patterns satisfying such constraint constitute guillotine packings). Problem 3D-BPP is strongly NP-hard, since it is a generalization of the well-known (one-dimensional) Bin Packing Problem (1D-BPP), in which a set of n positive values w j has to be partitioned into the minimum number of subsets so that the total value in each subset does not exceed a given bin capacity W. It is clear that 1D-BPP is the special case of 3D-BPP arising when h j = H and d j = D for all j 2 J. Another important related problem arises when d j = D for all j 2 J: we have in this case the Two-Dimensional Bin Packing Problem (2D-BPP), calling for the determination of the minimum number of identical rectangular bins of size W H needed to pack a given set of rectangles of sizes w j h j (j 2 J).
For a general classi cation of packing and loading problems we refer to Dyckho 8] , Dyckho and Finke 9] , and Dyckho , Scheithauer and Terno 10] . Further details on 1D-BPP can be found in Martello and Toth 16] and Co man, Garey and Johnson 6], while for 2D-BPP the reader is refereed to Martello and Vigo 18] .
The 3D-BPP is closely related to other three-dimensional container loading problems: Knapsack Loading. In the knapsack loading of a container each item has an associated pro t, and the problem is to choose a subset of the items that ts into a single container (bin) so that maximum pro t is loaded. If the pro t of an item is set to its volume, this corresponds to the minimization of wasted space. Heuristics for the knapsack loading problem have been presented in Gehring, Menscher and Meyer 11] and Pisinger 19] .
Container Loading. In this version, all the items have to be packed into a single bin, which does however have an in nite heigth. The problem is thus to nd a feasible solution such that the heigth to which the bin is lled is minimized. The rst heuristic for the container loading problem was presented by George Bin Packing. The 3D-BPP calls for a solution where all the items are packed into bins which have nite sizes, and the objective is to nd a solution using the smallest possible number of bins. An approximation algorithm for the three-dimensional binpacking problem was presented by Scheithauer 20] . Chen, Lee and Shen 3] consider a generalization of the problem, where the bins may have di erent sizes. An integer programming formulation is developed and a small instance with n = 6 items is solved to optimality using an MIP solver.
To our knowledge no algorithms for the exact solution of 3D-BPP have been published, thus we start this presentation by considering a number of lower bounds. In Section 2 we determine the worst-case behavior of the so-called continuous lower bound for 3D-BPP. It is proved, through a constructive algorithm, that the asymptotic worst-case performance ratio of the continuous bound is 1 8 . New bounds are introduced and analyzed in Section 3. In Section 4 we present an exact algorithm for selecting a subset of items which can be packed into a single bin by maximizing the total volume packed. These results are used in Section 5 to obtain two approximation algorithms and an exact branch-and-bound algorithm. An extensive computational testing is presented in Section 6, showing that the exact algorithm is able to solve instances with up to 90 items to optimality within reasonable time.
In the following we will denote by Z the optimal solution value of 3D-BPP. The volume of item j will be denoted by v j = w j h j d j , the total volume of the items in J by V = P n j=1 v j , and the bin volume by B = WHD.
The continuous lower bound
An obvious lower bound for 3D-BPP comes from a relaxation in which each item j is cut into w j h j d j unit-length cubes, thus producing a continuous lower bound
(1) L 0 can be computed in O(n) time. In this section we examine its worst-case behavior.
Let Z(I) be the value of the optimal solution to an instance I of a minimization problem, L(I) the value provided by a generic lower bound L and let (I) = L(I)=Z(I). The absolute worst-case performance ratio of L is then de ned as the smallest real number such that (I) for any instance I of the problem. The asymptotic worst-case performance ratio of L is instead the smallest real number 1 such that there is a (large) positive integer value N for which (I) 1 for all instances I satisfying Z(I) N.
It is known that, for 1D-BPP, the absolute worst-case performance ratio of the continuous lower bound (d P n j=1 w j =We) is 1 2 (see, e.g., Martello and Toth 16] ). Recently Martello and Vigo 18] proved that, for 2D-BPP, the continuous lower bound (d P n j=1 w j h j =(WH)e) has absolute worst-case performance ratio equal to 1 4 . . The latter instance also shows that the worst-case performance of L 1 can be arbitrarily bad. 2 A better bound, which explicitly takes into account the three item dimensions, is provided in the following.
Given any pair of integers (p; q), with 1 p W 2 and 1 q H 2 , de ne K v (p; q) = fj 2 J : w j > W ? p and h j > H ? qg (8) K`(p; q) = fj 2 J n K v (p; q) : w j > W 2 and h j > H 2 g (9) K s (p; q) = fj 2 J n (K v (p; q) K`(p; q)) : w j p and h j qg (10) (14) where L WD 2 (resp. L HD 2 ) are obtained from (8)- (11) and (12) by interchanging h j (resp. w j ) with d j and H (resp. W) with D.
Proof Immediate, since L WD 2 and L HD 2 are equivalent to L WH 2 over a rotated instance. 2 Proposition 3 L 2 can be computed in O(n 2 ) time. Proof We show how to compute L WH 2 in O(n 2 ) time. First observe that L WH 1 is independent of p and q, hence it can be computed once (in O(n 2 ) time). We now prove that in the computation of (12) it is su cient to consider the values of p and q which correspond to distinct values of w j and h j , respectively. Indeed, given any p value, let q 1 and q 2 (with q 1 < q 2 ) be two distinct q values such that K s (p; q 1 ) = K s (p; q 2 ), and note that the increase of q from q 1 to q 2 may cause one or more items to move from K`(p; q) to K v (p; q), i.e., K`(p; q 2 ) = K`(p; q 1 ) n K and K v (p; q 2 ) = K v (p; q 1 ) K. Hence In Section 5 we describe an enumerative algorithm for the exact solution of 3D-BPP. This algorithm repeatedly solves associated subproblems in which all the items of a given subset J have to be packed, if possible, into a single bin. Also this problem is NP-hard in the strong sense, since solving a special case in which all the items have the same depth d j = D and the same height h j = 1 answers the question whether an instance of the one-dimensional bin packing problem admits a solution requiring no more than H bins. In the present section we describe a branch-and-bound algorithm for the exact solution of an optimization version of the problem (maximize the total volume of the packed items), which is also used within one of the heuristic algorithms presented in Section 5.3. The problem we consider is that of selecting a subset J 0 J of items and assigning coordinates (x j ; y j ; z j ) to each item j 2 J 0 such that no item goes outside the bin, no two 8 items overlap, and the total volume of the items in J 0 is a maximum. For the two-dimensional case, a knapsack loading version of the problem has been considered in Hadjiconstantinou and Christo des 13]. In the following we present a non trivial generalization of the twodimensional approach to the three-dimensional case, and give an e ective algorithm for this problem. We assume that the origin of the coordinate system is in the left-bottom-back corner of the bin.
At each node of the branch-decision tree, described in more detail in Section 4.2, a current partial solution, which packs the items of a certain subset I J, is increased by selecting in turn each item j 2 J n I, and generating descendant nodes by placing j into all the admissible points. By placing an item into a point p we mean that its left-bottom-back corner is positioned at p. Let Property 2 An ordering of the items in an optimal solution exists such that, if i < j, x i + w i x j or y i + h i y j or z i + d i z j (16) Proof Given any optimal solution, de ne an associated digraph with a vertex for each item and an arc from vertex i to vertex j if and only if (16) holds. It is clear that the resulting digraph is acyclic, since otherwise we would have a \cycle" of items in which two items are both one to the right of the other, or one above the other, or one behind the other. It is well-known that the vertices of an acyclic digraph can be re-numbered so that i < j if arc (i; j) exists. 2
It follows that the enumeration scheme for lling a single bin can be limited to only generate solutions which: (i) satisfy Property 1, and (ii) are such that the sequence in which the items are assigned (starting from the root node) constitute an item numbering satisfying Property 2.
An important consequence of (ii) is that at any decision node, where the items of I are already packed and item j 2 J nI is selected for branching, j may only be placed at points p such that no item of I has some part right of p, or above p, or in front of p. In other words, the items of I de ne an \envelope" separating the two regions where the items of J n I may Observe that, due to Property 1, the next item j may only be placed at points where the slope of the envelope changes from vertical to horizontal (black points in Figure 1 ): such points are called in the following corner points of the envelope. In the next subsection we show how the set of feasible corner points can be e ciently determined.
Finding possible positions for placing an item
We solve this problem by repeatedly solving two-dimensional problems obtained by considering the x-y faces of a subset of items. We thus start with the description of the twodimensional algorithm.
Given an item set I, it is quite easy to nd, in two dimensions, the set b C(I) of corner points of the envelope associated with the feasible region b S(I) de ned by the x-y faces of the items in I. Following Property 2, let us order the items according to their end-points (x j + w j ; y j + h j ), so that the values of y j + h j are nonincreasing, breaking ties by the largest value of x j + w j (see Figure 1) . The following algorithm for determining the corner points set, consists of three phases: First, extreme items are found, i.e., items whose end-point coincides with a point where the slope of the envelope changes from horizontal to vertical. In the second phase, corner points are de ned at intersections between the lines leading out ( 18) where the rst (resp. last) term is nonzero whenever the rst (resp. last) corner point found in Phase 2 has been removed in Phase 3. In the special case where b C(I) = ;, we obviously set A(I) = WH. Algorithm 2D-CORNERS can be used to determine the set C(I) of corner points in three dimensions, where I is the set of three-dimensional items currently packed into the bin. One may apply the algorithm for z = 0 and for each distinct z coordinate where an item of I ends, by increasing values. For each such coordinate z 0 , 2D-CORNERS can be applied to the subset of those items i 2 I which end after z 0 , i.e., such that z i + d i > z 0 (19) adding the resulting corner points to C(I). In this way, one may however obtain some false corner points, since they are corner points in the two-dimensional case, but not in the three-dimensional case (see, e.g., Figure 2 
where we have equalities in the rst two expressions since (19) ensures that all the items in front of z 0 k are chosen, and thus no corner point will be generated inside the three-dimensional envelope. This is done in the following algorithm, where the generation of corner points ends as soon as a z coordinate is found such that no further item could be placed after it. where the last term is nonzero whenever k < r.
ONEBIN: an exact algorithm for lling a single bin
We can now easily derive, in a recursive way, a branch-and-bound algorithm, called ONEBIN, for nding the best lling of a single bin using items from a given set J. Initially no item is placed, so C(;) = f(0; 0; 0)g. At each iteration, given the set I J of currently packed items, set C(I) is determined through 3D-CORNERS, together with the corresponding volume V (I). If F is the total volume achieved by the current best lling, we may backtrack whenever X i2I v i + B ? V (I) F (22) since even if the remaining volume was completely lled, we would not improve on F.
If no more items t into the bin (i.e., if C(I) = ;) we possibly update F, and backtrack. Otherwise, for each position (x 0 ; y 0 ; z 0 ) 2 C(I) and for each item j 2 J n I, we assign the item to this position (provided that its end-points do not exceed the bin limits), and call the procedure recursively.
The best performance of the branch-and-bound algorithm was obtained when the items were a-priori ordered according to nonincreasing volumes. This is not surprising, as such ordering is consistent with the good performance of the well-known best-t decreasing algorithm for 1D-BPP.
Although the branch-and-bound approach based on 3D-CORNERS considerably limits the enumeration compared to a naive technique trying all placings of items, practical experiments have shown that the algorithm is very time consuming. However, in the branch-andbound algorithm decribed in the next section the single bin lling has often to be solved for a small subset J of items. Thus a speci c procedure was derived for solving the subproblem when jJj 4, through direct evaluation of all possible placings.
For the case of two items, there are only three arrangements in which the items may be placed with respect to each other: one beside the other, one above the other, one behind the other. Thus these three arrangements are simply tested.
With three items it is obvious that a guillotine packing always exists. Thus the problem may be reduced to that of placing two items at one side of the cut, and the remaining item at the other side. Hence, there are three ways in which the items can be partitioned, and for each partition the cut can be made in three orthogonal orientations: the two items at one side of the cut can then be handled as the packing problem with two items.
With four items the case is more involved, since non-guillotine packing is also possible (when the four items lay on the same plane). If the items are guillotine packed, depending on how the rst cut separates the items, the possible placings can be handled as the packing problem with two or three items. As to non-guillotine packings, for reasons of symmetry, we may x one of the items in a corner, and consider the 3! placings of the remaining items in the three remaining corners of the same plane, checking that no two items overlap.
Exact and approximation algorithms for 3D-BPP
The exact algorithm for 3D-BPP is based on the two-level decomposition principle presented by Martello and Vigo 18] for 2D-BPP. A main branching tree assigns items to bins without specifying their actual position, while a specialized version of the algorithm of Section 4 is used, at certain decision nodes, to test whether a subset of items can be placed inside a single bin and to determine the placing when the answer is a rmative. In order to construct a good starting solution, two heuristic algorithms have been de ned, one based on a rstt-decreasing approach and one based on an m-cut version of the ONEBIN algorithm of Section 4.2. In the next sections we describe the main components of our exact algorithm.
Main Branching Tree
The main branching tree assigns items to the di erent bins without specifying their actual position. The items are previously sorted according to nonincreasing volumes, and the exploration follows a depth-rst strategy. Let Z be the incumbent solution value and M = 14 f1; : : : ; mg the current set of bins used to allocate items in the ascendant decision nodes. A bin of M is called open if there is no evidence that no further item can be placed into it; otherwise, it is called closed.
At each decision node the next free item is assigned, in turn, to all the open bins; in addition, if jMj < Z ? 1 the item is also assigned to a new bin (hence opening it).
When an item k is assigned to a bin i (current bin) which already contains, say, a subset J i 6 = ; of items, the actual feasibility of the assignment is checked as follows. First, lower bound L 2 is computed for the sub-instance de ned by the items of J = J i fkg: if L 2 2 the node is immediately killed. Otherwise, the heuristics of Section 5.3 are executed in sequence for the sub-instance: if a solution requiring a single bin is obtained, the assignment is accepted. If, instead, no such solution is found, the optimal solution for the sub-instance is determined through the algorithm of Section 5.2: the node is then accepted if a single bin solution is found, or killed otherwise. When the current node is accepted, an attempt is made to close the current bin i. For each free item k 0 we compute lower bound L 2 for the sub-instance de ned by the items of J fk 0 g. If the lower bound is greater than one for each k 0 then the bin is closed, since we know that no further item could be placed into it. Otherwise, the following dominance rule is tested. Let K be the subset of those free items for which the above lower bound computation has given value one: if one of the heuristics of Section 5.3 can nd a single bin solution for the sub-instance de ned by the items in J K, then we know that no better placing is possible for these items, so we assign all of them to bin i and close it.
Whenever a bin is closed, lower bound L 2 is computed for the instance de ned by all the items not currently assigned to closed bins: if Z L 2 + c, where c is the number of closed bins, we backtrack. Since closed bins are seldom completely lled, this improved bound generally increases as the branching propagates.
Single bin lling
When a decision node is neither killed by the lower bound, nor accepted by the heuristics, the feasibility of the current assignment of the items in J is tested through algorithm ONEBIN of Section 4.2. Since we are only interested in nding a solution where all the items in J are packed, we initialize the current best lling to F = P`2 J v`? 1: if the algorithm returns an unchanged value of F then no lling exists with all the items inside the same bin.
Approximation algorithms
In order to obtain a good upper bound at the root node of the branching tree, and to limit the number of executions of ONEBIN, two di erent heuristics were de ned. The two
The rst heuristic is based on a layer building principle derived from shelf approaches used by several authors for 2D-BPP (see, e.g., Chung, Garey and Johnson 5] and Berkey and Wang 1]). In such approaches the rectangles are sorted by nonincreasing height and packed, from left to right, in rows forming shelves: the rst shelf is the bottom of the two-dimensional bin; when a new shelf is needed, it is created along the horizontal line which coincides with the top of the tallest rectangle packed into the highest shelf. For the three-dimensional case we rst construct bin slices having width W, height H and di erent depths. Each slice is obtained through a two-dimensional shelf algorithm applied to a subset containing the deepest items not yet packed: since the shelf algorithm discards items that do not t into the current packing, the input subset consists of items with a total x-y area close to twice the available area. The slices are then combined into three-dimensional bins. Let J be the set of items to be packed. The algorithm works as follows. For the nal step we used the FORTRAN code MTP, provided in the book by Martello and Toth 16], with a limit of 10 6 backtrackings. By rotating the instance, algorithm H1 will construct bin slices with width W, depth D and di erent heights, or bin slices with heigth H, depth D and di erent widths. Thus at the root node H1 is run three times, corresponding to these rotations, and the best solution is taken. The second heuristic repeatedly lls a single bin. Let J be the set of items to be packed.
16
algorithm H2: begin T := J; sort the boxes of T by nondecreasing volume; while T 6 = ; do apply ONEBIN to T and remove the packed items from T end.
Since the solution times of algorithm ONEBIN may be unacceptable when jTj is large, the branching scheme of Section 4.2 has been changed to an m-cut enumeration as described in Ibaraki 14] , where at each decision node only the rst m branches are considered. Good values for m were experimentally found to be m = 4 when jTj 10, m = 3 when 10 < jTj 15 and m = 2 for larger problems. Moreover, a limit of 5000 decision nodes was imposed on each lling of a bin, and the best solution found within this limit was returned. Because of the limit on the number of branches, also algorithm H2 produces di erent solutions if the instance is rotated, hence this algorithm too is run three times at the root node. At other decision nodes, where the heuristics are used to nd a single bin lling (see Section 5.1), we rst run H2 once and, if it fails, we run H1 once. Computational experiments showed indeed that the instance rotation very rarely helps in the single bin case. The experiments also proved that it is not convenient to use the heuristics, at each decision node, to produce complete feasible solutions starting from the partial solution associated with the node.
Computational Experiments
To our knowledge no test instances have been published for the three-dimensional bin packing problem. Thus in our computational experiments we have chosen to generate threedimensional instances by generalizing some classes of randomly generated two-dimensional instances. Also a new class of \all-ll" instances was introduced. For short in the following \u.r." means \uniformly random" (or \uniformly randomly"). . We obtained ve classes of instances as follows. For Class k (k = 1; : : : ; 5), each item is of type k with probability 60%, and of the other four types with probability 10% each.
The second group of classes is a generalization of the instances presented by Berkey and Wang 1]. The three classes may be described as: Finally, a new di cult class of all-ll problems has been introduced (Class 9). These instances have a known solution with three bins, since the items are generated by cutting the bins into smaller parts. For a problem with n items, bins 1 and 2 are cut into bn=3c items each, while bin 3 is cut into n?2bn=3c items. The cutting is made using the following recursion, where J is the set of items which should be generated, and Pathological situations may occur, in which the procedure returns items with null volume since it is not possible to arrange the items of J within (w; h; d), but in this case a new problem is simply generated from scratch. The exact code was implemented in C, and the experiments were run on a HP9000/C160 160 Mhz. The outcome of our experiments is given in Tables I to VII. A time limit of 1000 seconds was given to each instance, and 10 instances were generated for each class and size of a problem. Fine-tuning of the algorithm showed that the best performance was obtained if the principle of closing a bin, described in Section 5.1, was only tested at branching nodes not farther than 16 nodes from the root: this value appears to be surprisingly robust, at least for all the instances of our experiments, and independent of the size and the class. Tables I and II give the number of instances solved to proved optimality and the average CPU time required for the solution, computed over all the solved instances. Nearly all the instances with n 30 and 84% of those with n 50 were solved to optimality within reasonable computing times. In total we solved more than 63% of the problems within the given time limit (i.e., 740 out of 1170). Almost all the instances of Classes 4 and 6, where large items are more frequent, were solved to optimality also for large values of n. On the other hand the instances of Classes 5, 7 and 9, where the average number of items per bin is much higher, turned out to be harder. Indeed, L 1 and L 2 are clearly more e ective if large items are present (and cannot improve L 0 if all the items are small). Additional tests with instances having similar characteristics con rmed this trend. The single bin lling algorithm is the most time consuming component: for instances of \average" di culty, such as Class 9 with n = 40, it took, on average, about 99% of the total CPU time. For the same instances we had to determine a total of 33,686 single bin llings: about 40% of them, involving no more than four items, were solved through the special procedure (see Section 4.2), while for the remaining 60%, involving ve to twenty items, the full branch-and-bound algorithm was executed.
Tables III{V show the average deviation of the lower bounds values L i , i = 0; 1; 2 computed at the root node of the branch-decision tree, with respect to the optimal solution value Z. The deviation is de ned as 100 (Z ? L i )=Z, i = 0; 1; 2, and is computed for the solved instances only. In Proposition 4 we proved that L 2 dominates both L 0 and L 1 , but it is interesting to see that also in practice L 2 is considerably better than both of the other bounds. In fact, over all the solved instaces, the average deviation of L 2 is 9.6%, whereas those of L 0 and L 1 are 28.4% and 14.4%, respectively. Table VI shows the average deviation of the best upper bound value U found by algorithms H1 and H2 at the root node, with respect to the optimal solution value. In this case the deviation is de ned as 100 (U ?Z)=Z, and is again computed for the solved instances only. It may be noted that the heuristic solutions are generally very good, but for the very di cult \all-ll" instances of Class 9. Over all solved instances, the average deviation of U is 5.3%, whereas the average deviation of U obtained by excluding the instances of Class 9 is 3.3%. Finally, Table VII shows the average deviation of the best upper bound value U with respect to the best lower bound value L 2 , computed over all instances. Table I Our paper is the rst work on exact algorithms for the three-dimensional bin-packing problem; thus several important aspects have been addressed. We have presented a number of lower bounds, and compared the theoretical as well as practical performance of them. The branch-and-bound algorithm for the lling of a single bin plays a central role in our overall algorithm for 3D-BPP, and it may be useful for other research projects in the eld of cutting and packing. Finally we have demonstrated that the framework proposed by Martello and Vigo 18] for the exact solution of 2D-BPP may be adapted to the three-dimensional case with small modi cations. The computational results illustrate the applicability of our results.
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