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Resumo 
Este trabalho apresenta uma nova formulação para a simulação da propagação de 
campos eletromagnéticos no domínio do tempo em duas e três dimensões. Os algoritmos 
desenvolvidos incorporam a discretização por elementos finitos e usam as funções de base 
de arestas ortogonais em duas e, pela primeira vez, em três dimensões para descrever o 
comportamento de propagação dos campos elétrico e magnético em diferentes estruturas. 
Tais funções são baseadas nos elementos de arestas d  Whitney e preservam as mesmas 
características que as funções de bases de arestas convencionais. Com o uso destas funções 
de bases, obtêm-se, naturalmente, matrizes massas diagonais, eliminando-se, por completo, 
a resolução, a cada passo temporal, do sistema matricial esultante dos métodos 
convencionais, resultando em um alto desempenho no processamento de dados. Os campos 
são analisados no domínio do tempo através do método da envoltória, modelado pela 
equação de onda vetorial, sendo a principal aplicação o estudo de componentes fotônicos.  
Abstract 
This work presents a new approach for the simulation of the time-domain electromagnetic 
fields in two and three dimensions. The developed algorithms incorporate finite-element 
discretization and make use of two- and three-dimension orthogonal edge basis functions to 
describe the electric and magnetic fields. Such functio s are based on the Whitney’s edge 
elements and preserve the same characteristics as those of the conventional edge basis 
functions. With the use of these basis functions, solution of diagonal mass matrices appear 
naturally, eliminating, at each time step, the matrix equations that result from conventional 
methods and producing a high performance data processing. The fields are analyzed in 
time-domain using the slow-wave method, modeled by the vector wave equation. The study 
of photonic components is the main application of this method. 
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Nas últimas décadas, os métodos numéricos ganharam um i portante destaque nas 
pesquisas relacionadas ao eletromagnetismo. O eletromagnetismo computacional surgiu em 
função do aumento do grau de complexidade de projetos de implementação de novos 
componentes e circuitos. Assim, com a possibilidade de se prever o comportamento dos 
campos elétrico e magnético, pode-se reduzir consideravelmente o tempo de execução e os 
custos destes projetos. Uma conseqüência direta dest s vantagens é o aumento no interesse 
pelo desenvolvimento de ferramentas para a simulação de efeitos eletromagnéticos, área 
esta que se tornou muito vasta, como pode ser comprovado examinando-se as publicações 
encontradas na literatura técnica e os modelos matemáticos desenvolvidos ao longo dos 
últimos anos. Em particular, algumas destas técnicas permitiram aplicar as equações de 
Maxwell a situações envolvendo um alto grau de complexidade. 
Embora as equações de Maxwell tenham sido desenvolvidas e estudas 
primeiramente no domínio temporal, com o tempo sendo uma variável explícita e 
independente, a maior parte das análises e pesquisa é realizada no domínio da freqüência, 
na qual variações harmônicas dos campos eletromagnéticos são assumidas [1-2]. A 
principal razão que favorece o uso do domínio da freqüência em relação ao domínio do 
tempo em eletromagnetismo é a facilidade de se obter soluções analíticas em regime 
permanente. Além disto, os recursos computacionais disponíveis no passado permitiam 
apenas análises no domínio da freqüência. 
A posição inferior das análises no domínio do tempo em relação às análises no 
domínio da freqüência começou a se modificar profundamente com a introdução dos 
computadores digitais, que permitiram obter soluções numéricas com excelente precisão 
[3]. Conseqüentemente, efeitos associados aos transiente , reflexões e não-linearidade, 
entre outros, passaram a ser estudados de forma ampl , tornando os modelos numéricos 
mais realistas. Também, evoluindo-se em conjunto com os recursos computacionais, os 
métodos numéricos tornaram-se altamente complexos e c nfiáveis, dando-se, desta forma, 
um importante passo no desenvolvimento de novas estruturas. 
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Importantes formulações destinadas às análises no domínio do tempo dos campos 
eletromagnéticos surgiram a partir dos anos 60. Cita-se, por exemplo, o valioso trabalho de 
Yee [4], que deu origem a um dos métodos mais bem sucedidos atualmente: o método das 
diferenças finitas no domínio do tempo (FDTD – finite-difference time domain) [5-7]. O 
trabalho de Johns e Beurle [8] deu origem ao método da linha de transmissão (TLM – 
transmission-line method). O estudo de espalhamento iniciou-se com o trabalho em 
acústica de Mitzner [9] e foi seguido por outros trabalhos aplicados em eletromagnetismo 
[10-13]. Acompanhando o início das pesquisas nos métodos para análises no domínio do 
tempo, as publicações de Wu [14] e Einarsson [15] deram início ao estudo de transientes 
em antenas.  
Em particular, um método que se tornou muito popular n s diversas áreas da 
engenharia é o método dos elementos finitos [16-21]. Ao contrário de outros métodos como 
o FDTD e o TLM, o método dos elementos finitos pode ser usado com elementos de 
discretização não estruturados, melhorando a capacidade de modelagem em regiões com 
geometrias arbitrárias [19-21]. Essa característica tornou-se uma grande vantagem para 
análises de problemas envolvendo o eletromagnetismo, onde dispositivos com geometrias 
irregulares são comuns. 
O método dos elementos finitos foi proposto pela primei a vez na década de 40 por 
Curant [22], citando o uso de métodos variacionais  teorias de potencial, seguindo os 
princípios desenvolvidos por Rayleigh. Porém, a aplic ção do método dos elementos finitos 
só iniciou-se na década de 50, em projetos de aeronves. Em eletromagnetismo, o uso dos 
métodos dos elementos finitos iniciou-se com a publicação de P. P. Silvester [23], onde se 
abordava a solução de problemas envolvendo guias de on as homogêneos na região de 
microondas. Atualmente, o método é aplicado em diversas áreas do eletromagnetismo, 
principalmente nas faixas de microondas e óptica. 
Neste método, o estudo da propagação dos campos eletromagnéticos no domínio do 
tempo, através da equação de onda, é realizado utilizado-se o espectro total [24-30] ou as 
variações lentas da envoltória [31-39]. No primeiro caso, todas as variações do sinal 
eletromagnético são observadas, incluindo a portadora e as variações na envoltória. 
Contudo, o passo temporal em uma simulação, utilizando-se o espectro total, é geralmente 
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muito pequeno, devido às condições de estabilidade. M smo quando esquemas 
incondicionalmente estáveis são usados, a forma de on a deve ser amostrada num valor 
mínimo igual ao de duas vezes a freqüência mais alta do sinal, satisfazendo os critérios de 
amostragem de Nyquist [32]. Nas situações em que a fr qüência da portadora é muito 
elevada, como na faixa de freqüências ópticas, o passo temporal torna-se muito pequeno. 
No intuito de minimizar este problema, esquemas que levam em consideração apenas a 
variação lenta da envoltória foram desenvolvidos. Nestas formulações, a portadora é 
retirada e só a envoltória da onda é levada em consideração. Como as variações temporais 
da envoltória são muito mais lentas que as variações temporais da onda com a portadora, os 
passos temporais também serão maiores, diminuindo-se o tempo total de simulação. 
Em ambas situações descritas acima, o método dos elementos finitos apresenta uma 
excelente precisão na solução da equação de onda e alta flexibilidade em discretizar 
estruturas com geometrias arbitrárias. Porém, há a necessidade da inversão do sistema 
matricial de equações resultante do processo de discretização espacial e temporal a cada 
passo de tempo. Quando um grande número de variáveis é envolvido, esta inversão torna-se 
uma desvantagem do método, resultando em um esforço computacional de grandes 
proporções. Algumas aproximações foram implementadas  fim de minimizar este esforço 
computacional. A técnica mais difundida ficou conhecida como método da diagonalização 
(lumping) [17, 30, 40-41]. Nesta aproximação, há uma remontagem em algumas matrizes 
do sistema, tornando-as matrizes diagonais. Infelizm nte, esta técnica freqüentemente 
introduz erros significativos na solução da equação de onda, levando a um sistema 
completamente instável ou a resultados não coerentes [21, 42]. 
Com a finalidade de se obter matrizes diagonais semo uso do método da 
diagonalização, White [28] desenvolveu novas funções d  interpolação vetoriais em duas 
dimensões. Em [28], foi aplicado o processo de ortog nalização de funções (Apêndice A) 
nas funções de base de arestas para elementos triangulares, retirando as componentes 
normais nos pontos de análise de um elemento. Como as funções de base de arestas 
apresentam componentes tangenciais e normais nas arestas onde são definidas e somente 
componentes normais nas demais, ao se retirarem as componentes normais, as funções de 
base de arestas tornam-se ortogonais entre si. Por este motivo, estas funções passaram a ser 
conhecidas como funções de base de arestas ortogonais. Com o uso de esquemas explícitos, 
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o sistema matricial de equações resultante do método d s elementos finitos é resolvido pela 
simples inversão de matrizes diagonais. Considerando-se que o tempo total de uma 
simulação utilizando esquemas implícitos, que são inc ndicionalmente estáveis, porém 
requer inversão de matrizes, varia exponencialmente com o número de variáveis e em 
função logarítmica quando esquemas explícitos, que são condicionalmente estáveis, são 
aplicados [37, 43], pode-se concluir que os esquemas explícitos tornam-se mais vantajosos 
que os esquemas implícitos quando há um elevado número de variáveis envolvido. 
Embora as funções de base de arestas ortogonais levem a uma redução do esforço 
computacional na solução do sistema matricial de equações, o uso destas funções não foi 
devidamente explorado nas diversas áreas envolvendo o eletromagnetismo. Na prática, o 
uso destas funções limitou-se apenas às análises de duas cavidades ressonantes 
apresentadas no trabalho pioneiro de White. Em face à grande necessidade de simulações 
numéricas mais realistas e eficientes, esta tese tem por objetivo o desenvolvimento de 
algoritmos numéricos no domínio do tempo baseados nas funções de base de arestas 
ortogonais em duas e três dimensões, minimizando o esf rço computacional no 
processamento de dados. Estes algoritmos permitem analisar as características de 
propagação de estruturas eletromagnéticas através d solução da equação de onda vetorial 
para os campos elétricos e magnéticos e têm como principal aplicação o estudo de 
dispositivos fotônicos. Ao contrário das atuais formulações escalares discretizadas pelo 
método dos elementos finitos para análise temporal de estruturas fotônicas [33-34, 40, 44-
45], o uso da equação de onda vetorial proporciona um estudo mais compreensivo da 
propagação da luz, permitindo, por exemplo, uma modelagem mais realista de efeitos não-
lineares e do estudo da propagação em meios dispersivos e anisotrópicos. 
Dentro do contexto descrito acima, as principais contribuições desta tese podem ser 
resumidas da seguinte forma: 
• Reformulação das funções de base de arestas ortogonais em duas dimensões, 
eliminado-se a necessidade da resolução da integração numérica no cálculo dos 
coeficientes de ortogonalização. 
• Aplicação das funções de base de arestas ortogonais em duas dimensões no 
método da envoltória no domínio do tempo. 
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• Análises temporais de componentes ópticos através da equação de onda vetorial 
para campos elétrico e magnético. 
• Desenvolvimento de novas funções de base de arestas ortogonais em três 
dimensões. 
• Aplicação das funções de base de arestas ortogonais em três dimensões no 
método da envoltória no domínio do tempo na análise das características de 
propagação de componentes na faixa de microondas e óptica. 
Este trabalho foi dividido em três partes. A primeira delas é apresentada no Capítulo 
2, com uma introdução ao método dos elementos finitos na solução da equação de onda, 
onde os tópicos abordados têm por objetivo fornecer os conceitos básicos para o uso do 
método em eletromagnetismo; o formalismo será utilizado no processo de formação das 
funções de base de arestas ortogonais em duas e três dimensões.  
O Capítulo 3 mostra a aplicação das funções de base de arestas ortogonais em duas 
dimensões no método da envoltória no domínio do tempo. Este capítulo demonstra um 
novo tratamento na formulação destas funções de bas, evitando o uso da integração 
numérica na obtenção dos coeficientes de ortogonalização, conforme demonstrado no 
trabalho de White [28]. O método da envoltória e seu uso na análise temporal de 
componentes fotônicos são apresentados. Este método  aplicado na análise de diversas 
estruturas, demonstrando sua precisão na solução da equação de onda e o seu desempenho 
no processamento de dados. 
O Capítulo 4 apresenta a formação das funções de base de arestas ortogonais em 
três dimensões. Duas aplicações são apresentadas para a convalidação destas funções de 
base. A primeira trata de problemas de autovalores para cálculo dos modos em cavidades 
ressonantes operando na faixa de microondas. Já a segunda, demonstra a aplicação destas 
funções de base no método da envoltória no domínio do tempo de componentes que atuam 
na faixa de microondas e óptica. 
Por fim, o Capítulo 5 mostra um resumo dos principais resultados, onde as 




O Método dos Elementos Finitos em Eletromagnetismo 
2.1 – Introdução 
A partir da Teoria Dinâmica do Campo Eletromagnético de J. C. Maxwell de 1865 
[46], o estudo do eletromagnetismo tornou-se indispen ável em muitas áreas da engenharia 
elétrica e da física, principalmente àquelas relacionadas à moderna tecnologia, na qual a 
velocidade e a precisão na transferência de informações são de grande importância. Como 
exemplo, cita-se as comunicações ópticas, a fotônica, d spositivos de microondas, antenas, 
radares, circuitos de alta freqüência/velocidade, etc. A teoria eletromagnética clássica de 
Maxwell é aplicada ao estudo de campos eletromagnéticos dos dispositivos envolvidos 
nestas tecnologias. Em geral, as análises são realizad s desde campos estáticos até campos 
com elevada freqüência, situada na região óptica. Inversamente à freqüência, as dimensões 
dos componentes podem variar de dezenas de metros até a escalas atômicas. Em todos os 
casos, o uso de métodos computacionais para o estudo dos campos eletromagnéticos 
tornou-se um passo fundamental no aperfeiçoamento e des nvolvimento de dispositivos 
eletromagnéticos. 
Diversas formulações foram desenvolvidas para o eletromagnetismo. Cita-se, por 
exemplo, o método da modelagem por linhas de transmissão [47-48], o método dos 
momentos [49-51], o método das diferenças finitas [5-6] e o método dos elementos finitos 
[16-21], entre outros. O método dos elementos finitos tem-se tornado uma das formulações 
mais bem aceita na engenharia elétrica devido à sua considerável precisão, principalmente 
no estudo de estruturas irregulares, onde outras formulações apresentaram deficiências. 
Este método é uma técnica numérica que obtém a solução aproximada de um sistema de 
equações diferencias em domínios finitos. A finalidade deste capítulo é a de apresentar os 
conceitos básicos do método dos elementos finitos que serão empregados nos capítulos 
seguintes. Este capítulo apresentará as etapas de discretização em uma, duas e três 
dimensões, as funções de base nodais e quadráticas, os elementos de arestas, que são as 
funções de base utilizadas no processo de ortogonalização em duas e três dimensões [28, 
37-39, 52-54], o método de Galerkin e a montagem das matrizes elementares e globais. 
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2.2 – Introdução ao Método dos Elementos Finitos 
Diferentemente de outros métodos, como o método das diferenças finitas, onde as 
equações diferenciais são resolvidas diretamente, no método dos elementos finitos, todo o 
domínio contínuo é substituído por subdomínios. Nestes subdomínios, a função 
desconhecida, que neste caso será o campo elétrico ou o campo magnético da equação de 
onda escalar ou vetorial, passa a ser representada por funções de interpolação, com um 
determinado número de coeficientes a serem determinados. Assim, a solução original da 
equação diferencial, que possui um grau de liberdad infinito (domínio contínuo), é 
convertida à solução de um sistema de equações lineares de um problema com grau de 
liberdade finito (domínio discreto). No método dos elementos finitos, duas formulações 
clássicas são empregadas para a obtenção do sistema de equações a partir da equação 
diferencial original: o método variacional de Ritz e o método de Galerkin [17, 21, 23], 
sendo que ambos permitem obter a mesma solução. Neste trabalho, apenas o método de 
Galerkin foi utilizado. De uma foram geral, o uso d método dos elementos finitos na 
solução de um problema envolvendo a equação de onda para campos elétrico e magnético, 
pode ser representado pelo fluxograma da Fig. 2.1. Cada passo será discutido a seguir. 
 
Fig. 2.1 –  Fluxograma do método dos elementos finitos para a solução da equação de 
onda. 
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2.2.1 - Discretização do domínio e seleção das funções de interpolação 
O primeiro passo para o uso do método dos elementos fi itos é a divisão do domínio 
em subdomínios e a escolha das funções de interpolação, que irão representar os campos 
elétrico e magnético. Neste passo, é determinada a forma em que o domínio é discretizado 
e, em função da discretização, definem-se características como capacidade de 
armazenamento de dados, tempo de processamento e precisão na obtenção da solução. O 
processo de ortogonalização das funções de interpolação ou funções de base torna-se de 
grande valia em um esquema de propagação no domínio do tempo, pois, quando associado 
com um esquema explícito, elimina-se a necessidade e r solver o sistema de equações a 
cada passo temporal. A discretização do domínio pode ser classificada em função das 
coordenadas x, y e z envolvidas no processo. Assim, pode-se ter discretzação em uma, duas 
e três dimensões. 
2.2.1.1 – Discretização em uma dimensão 
Considerando apenas a variação do campo em uma coordenada, o domínio é 
discretizado apenas em uma dimensão. Neste caso, cada subdomínio ou elemento e será um 
segmento de reta [19-21]. A Fig. 2.2 ilustra este processo de discretização. Nesta situação, 
o domínio de x = 0 até x = L foi dividido em 3 elementos, gerando 4 nós ou 4 incógnitas.  
 
Fig. 2.2 – Discretização em uma dimensão em elementos lineares. 
Considerando funções de interpolação lineares, o campo φ(x) dentro do elemento e 
pode ser descrito como: 
 ( ) xbax elele +=φ  (2.1) 
onde ela e 
e
lb são constantes a serem determinadas, onde o subscrito l representa o caso 
linear. Como cada elemento e possui dois nós, ex1  e 









e xba 22 +=φ  (2.2b) 
Isolando-se ela e 
e
lb em (2.2a) e (2.2b) e substituindo-os em (2.1), obtêm-se: 
 ( ) eeeee LLx
2211
φφφ +=  (2.3) 
onde eL1  e 
eL2  são as funções de interpolação, também são conhecidas omo funções de 
























=  (2.4b) 
A Fig. 2.3 mostra o comportamento das funções de bas  nodais em função de x. 
Pode-se notar que, quando exx 1= , ( ) 11 =xLe  e ( ) 02 =xLe  e quando exx 2= , ( ) 01 =xLe  
e ( ) 12 =xLe . Ou seja, cada função de base nodal possui valor igual a um no nó onde foi 
definida e valor nulo nos demais nós. Conseqüentemente, as funções de base nodais não 
introduzirão nenhuma descontinuidade na solução final. 
 
Fig. 2.3 – Funções de base nodais em uma dimensão. 
2.2.1.2 – Discretização em duas dimensões 
O método dos elementos finitos com discretização em duas dimensões tornou-se um 
dos métodos mais populares nas análises envolvendo o eletromagnetismo. Diversas 
formulações bem sucedidas no domínio da freqüência [55-64] foram desenvolvidas. Neste 
esquema, a precisão nos resultados, a flexibilidade p ra a geometria da estrutura e o número 
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razoável de variáveis a serem determinadas tornaram o étodo bem atrativo. Com a 
evolução dos recursos computacionais, as formulações no domínio do tempo começaram a 
ser desenvolvidas, permitindo um estudo mais completo dos campos eletromagnéticos. No 
domínio do tempo, o processo de ortogonalização das funções de base de arestas ganha um 
destaque especial, pois, com o uso destas funções de base, há uma grande redução no 
esforço computacional. Assim, análises envolvendo um número grande de variáveis podem 
ser realizadas em um simples computador pessoal. 
Para domínios em duas dimensões, o triângulo é o elemento mais utilizado na 
discretização da estrutura [19-21]. A condição essencial para a discretização é não haver 
sobreposição de elementos nem lacunas dentro da malha. Os triângulos devem ser 
conectados pelos vértices e nenhum vértice pode estar localizado internamente a um outro 
elemento. Além destas condições, deve-se evitar elementos com ângulos internos pequenos, 
pois o erro da solução é inversamente proporcional ao seno de menor ângulo interno [21]. 
Portanto, a geometria dos elementos deve ser a mais próxima possível da geometria do 
triângulo eqüilátero. A Fig. 2.4 mostra um exemplo de uma malha em duas dimensões com 
104 elementos. Neste exemplo, pode-se observar que não houve sobreposição de elementos 
nem lacunas e os elementos, em sua maior parte, são triângulos eqüiláteros. 
Da mesma forma que na discretização em uma dimensão, a discretização em duas 
dimensões, os campos são representados por funções de interpolação ou funções de base 
nodais. Dois tipos de funções de base nodais são mais comuns em eletromagnetismo: as 
funções de base nodais lineares e as quadráticas. Para o caso linear, cada elemento possui 
três incógnitas ou nós localizados em cada vértice de cada triângulo. Com a finalidade de se 
aumentar a precisão na solução, as funções de base nodais quadráticas consideram seis 
incógnitas por elemento, sendo três localizadas em cada vértice e as demais localizadas no 
meio de cada aresta do triângulo. Porém, deve-se obs rvar que o esforço computacional na 
solução do sistema matricial de equações para o caso quadrático é maior que para o caso 
linear. Assim, para o exemplo da Fig. 2.4, o número de nós para o caso linear foi de 67 
enquanto que para o quadrático foi de 237. As Fig. 2.5 (a) e (b) mostram a localização dos 
nós nos elementos linear e quadrático, respectivamente, na qual adotou-se o sentido anti-
horário para a numeração. 
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Fig. 2.4 – Discretização em duas dimensões por elementos finitos utilizando-se elementos 
triangulares. 
 
Fig. 2.5 – Numeração dos nós em um elemento triangular (a) linear e (b) quadrático. 
O campo ( )yxe ,φ  dentro de um elemento linear e, Fig. 2.5 (a), pode ser 
aproximado por [19-21]: 
 ( ) ycxbayx elelele ++=,φ  (2.5) 
onde ela , 
e
lb  e 
e



















e ycxba 333 ++=φ  (2.6c) 
(a) (b) 
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Resolvendo o sistema linear acima para el , 
e
lb  e 
e




2φ  e 
e
3φ  e 
substituindo em (2.5) obtém: 











e yxLyx φφ  (2.7) 
onde eL1 ,
eL2  e 
eL3  são as funções de base nodais lineares associadas aos nós 1, 2 e 3, 
respectivamente, dadas por: 











i  (2.8) 
















































A Fig. 2.6 mostra a distribuição das funções de base nodais lineares para um 
elemento triangular. Pode-se notar que cada função assume valor unitário no nó onde é 
associada e zero nos demais nós. Esta característica garante a continuidade da solução entre 
os lados comuns a dois elementos consecutivos.  
 
Fig. 2.6 –  Funções de base nodais lineares de um triângulo assciadas aos nós (a) 1, (b) 2 
e (c) 3. 
Para os elementos quadráticos, o campo pode ser expresso da seguinte forma [21]: 
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 ( ) 22, yfxyexdycxbayx eqeqeqeqeqeqe +++++=φ  (2.9) 
Em (2.9), o subscrito q representa o caso quadrático. Utilizando-se do mesmo 
procedimento para as funções de base nodais lineares, s funções de base nodais 
quadráticas são escritas como [19-21]: 
 
( ) ( )
( ) ( ) ( )  ,4         ,4         ,4  














onde ejL  são as funções de base nodais lineares. 
2.2.1.3 – Discretização em três dimensões 
Em uma situação prática, todas as estruturas possuem três coordenadas, ou seja, 
envolvem as três dimensões. Com a finalidade de reduzir o esforço computacional, 
utilizam-se aproximações, onde o campo é considerado invariável ao longo de uma ou duas 
coordenadas. Quando esta representação ou aproximação em uma ou duas dimensões não é 
possível ou satisfatória, o tratamento em três dimensõ s torna-se necessário. Atualmente, os 
métodos mais utilizados nas análises em três dimensões ão os métodos das diferenças 
finitas no domínio do tempo FDTD e dos elementos finitos no domínio do tempo FETD. 
No método dos elementos finitos, há um aumento na flexibilidade geométrica da estrutura 
em relação ao FDTD. Porém, o número elevado de variáveis a serem determinadas resulta 
num esforço computacional de grandes proporções. 
Para a discretização em três dimensões, existem vários tipos de elementos, tais 
como o bloco, tetraedro, prisma, etc. Neste trabalho, somente o tetraedro foi utilizado na 
discretização em três dimensões, sendo que as mesmas observações feitas para o elemento 
triangular, em relação à formação da malha, são válidas para o elemento tetraédrico. A Fig. 
2.7 mostra um exemplo da discretização de um cubo por elementos tetraédricos. Para este 
exemplo, utilizaram-se 13 elementos, gerando 9 nós ou variáveis a serem determinadas para 
o caso linear e 36 nós para o caso quadrático. A Fig. 2.8 (a) e (b) mostra a distribuição dos 
nós em um elemento tetraédrico linear e quadrático, respectivamente. 
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Fig. 2.7 – Discretização em três dimensões por elementos finitos u ilizando-se elementos 
tetraédricos. 
 
Fig. 2.8 – Numeração dos nós em um elemento tetraédrico (a) linear e (b) quadrático. 
Dentro de um elemento e linear, o campo ( )zyxe ,,φ  pode ser representado por: 
 ( ) zdycxbazyx elelelele +++=,,φ  (2.11) 




lc  e 
e
ld  são coeficientes a serem determinados. Em cada nó, ( )zyxe ,,φ  


































e zdycxba 4444 +++=φ  (2.12d) 




lc  e 
e






3φ  e 
e
4φ  e substituindo em (2.11), obtém-se: 











e zyxLzyx φφ  (2.13) 
Onde eL1 ,
eL2 , 
eL3  e 
eL4  são as funções de base nodais lineares associadas aos nós 1, 2, 3 e 4, 
respectivamente, dadas por: 













i  (2.14) 
onde Ve é o volume de cada elemento e [19]: 
2434324322342434321           xyz-zxy-xyz-yzx+zyx+zy=xa  
1434314311341434312           xyz+zxy+xyz+yzx-zyx-zy=-xa  
1424214211241424213           xyz-zxy-xyz-yzx+zyx+zy=xa  
1323213211231323214           xyz+zxy+xyz+yzx-zyx-zy=-xa  
 
3232424243431           yz+zy-yz-zy+yz+z=-yb  
3131414143432           yz-zy+yz+zy-yz-z=yb  
2121414142423           yz+zy-yz-zy+yz+z=-yb  
1221313132324         zy-zy+yz+z-yyz-z=yb  
 
3232424243431          xz-zx+xz+z-xxz-z=xc  
3131414143432           xz+zx-xz-zx+xz+z=-xc  
2121414142423           xz-zx+xz+zx-xz-z=xc  
1221313132324          zx+zx-xz-zx+xz+z=-xc  
 
3232424243431           xy+yx-xy-yx+xy+y=-xd  
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3131414143432           xy-yx+xy+yx-xy-y=xd  
2121414142423           xy+yx-xy-yx+xy+y=-xd  
1221313132324           yx-yx+xy+yx-xy-y=xd  
As funções de base nodais quadráticas são dadas por [19-21]: 
 
( ) ( )
( ) ( )
( ) ( )
















4,,            4,,
4,,             4,,
4,,             ,4,,






2.2.2 – Funções de base vetoriais de arestas 
As funções de base vetoriais [19-21, 65-77] em duas e três dimensões constituem 
um novo conjunto de funções de base que surgiram em função de soluções espúrias 
apresentadas pelas funções de bases nodais na solução da alguns problemas envolvendo o 
eletromagnetismo [71, 78-79]. O uso do método dos elem ntos finitos utilizando as funções 
de base nodais se mostrou um método que apresenta excelente precisão e confiabilidade nas 
análises eletromagnéticas de estruturas com as mais diver as geometrias. Porém, verificou-
se a presença de soluções espúrias na solução final dos campos eletromagnéticos em 
algumas formulações vetoriais. Cita-se, por exemplo, a f rmulação Ez-Hz de problemas de 
autovalores para o cálculo dos modos propagantes em guias de ondas [21, 80-81]. Estudos 
demonstraram que, nestas situações, os divergentes ( ) 0=⋅∇ Hµ , para campo magnético, 
e ( ) 0 ωε jJE ⋅∇=⋅∇ , para campo elétrico, ou ( ) 0 =⋅∇ Eε , para campo elétrico em um 
meio sem fonte excitadora, não são satisfeitos. Também, observam-se problemas ao se 
definir condições de contorno na interface entre dif rentes materiais [77-80]. 
Diversos esquemas surgiram com a finalidade de solucionar os modos espúrios. 
Dentre os esquemas desenvolvidos, o mais comum é o que introduz um termo de 
penalidade, forçando as condições dos divergentes acima [78, 79]. Porém, foi observado 
que a introdução deste termo não elimina por completo os modos espúrios, além de afetar a 
precisão da solução obtida [21]. Este problema desaparece com o desenvolvimento das 
funções de base vetoriais. Ao contrário das funções de base nodais, que são funções de 
interpolação escalares, estes novos conjuntos de funções de base, que são funções de 
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interpolação vetoriais, garantem que os divergentes dos campos elétrico e magnético sejam 
respeitados, eliminando-se por completo os modos espúrio . 
Baseados nos estudos de Whitney [65], este novo conjunt  de funções de base 
vetoriais ou elementos vetoriais considera as arestas de cada elemento, ao invés dos nós, 
por isto são chamadas de funções de base de arestas. Diversos tipos de elementos foram 
estudados nas análises em duas e três dimensões. Em 1980, Nedelec [66] analisou os 
elementos de arestas em tetraedros e blocos, Hano [68] discutiu os elementos de arestas em 
retângulos. Mur e Hoop [69] consideraram problemas do  campos eletromagnéticos em 
meio não-homogêneos e Crowley t al. [71] desenvolveram elementos de arestas em curva. 
Neste trabalho, foi empregado o triângulo, para a discretização em duas dimensões, e o 
tetraedro, para análise em três dimensões, pois ambos elementos envolvem um número 
menor de variáveis. 
2.2.2.1 – Funções de base de arestas para a discretização em duas dimensões 
Conforme mencionado, neste trabalho, foi considerado o triângulo para a 
discretização em duas dimensões. A Fig. 2.9 mostra um elemento de aresta triangular. Para 
que estas funções possam ser empregadas numa análise pelo método dos elementos finitos 
torna-se necessário que os vetores possuam componentes ta gencial e normal à aresta a 
qual estão associados e somente componente normal nas demais arestas [19-21, 66]. Assim, 
a expansão dos campos dentro de cada elemento pode ser feita através dos campos 
tangenciais a cada aresta. Também, deve-se ressaltar que, ao contrário de outros elementos 
como os elementos retangulares, as arestas em um elemento triangular não necessitam estar 
alinhadas com os eixos x ou y. Desta forma, os elementos triangulares aumentam a 
flexibilidade geométrica na discretização das estruturas em análise. 
As funções de base vetoriais de aresta são obtidas a partir das funções de base 














=∇  (2.16) 
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Fig. 2.9 – Elemento de aresta triangular 















=∇  (2.17) 
Fazendo-se o produto interno do gradiente de L1 com um vetor tangencial ao lado 2-















Por outro lado, o produto interno do gradiente com vetores tangenciais aos lados 1-2 
e 1-3 são diferentes de zero. Assim, pode-se concluir que o vetor 1L∇  possui componentes 
normais e tangenciais às arestas 1-2 e 1-3 e apenas componente normal à aresta 2-3 do 
elemento triangular mostrado na Fig. 2.9. Utilizando-se o mesmo procedimento acima, 
pode-se concluir que: 
⇒∇ 1L  Possui componentes tangenciais e normais às arestas 1-2 e 1-3 e apenas 
componentes normais à aresta 2-3. 
⇒∇ 2L  Possui componentes tangenciais e normais às arestas 1-2 e 2-3 e apenas 
componentes normais à aresta 1-3. 
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⇒∇ 3L  Possui componentes tangenciais e normais às arestas 1-3 e 2-3 e apenas 
componentes normais à aresta 1-2. 
Para a formação da função de base associada à aresta 1-2, por exemplo, deve-se 
considerar os gradientes 1L∇  e 2L∇ , pois ambos possuem componentes tangenciais e 
normais à aresta 1-2. Porém, 2L∇  também possui componentes tangenciais e normais na 
aresta 2-3 e 1L∇  na aresta 1-3. Levando-se em consideração as propriedades das funções de 
base nodais demonstradas na Fig. 2.6, pode-se verificar que L1 anula-se na aresta 2-3 e L2 
anula-se na aresta 1-3. Multiplicando-se 2L∇  por L1, anula-se os vetores na aresta 2-3 e 
multiplicando 1L∇  por L2, anula-se os vetores na aresta 1-3. Fazendo-se uma co binação 
linear dos dois produtos, obtém-se: 
 122112 LLLL ∇±∇=P  (2.19) 
A expressão com sinal positivo possui rotacional nulo, tornado seu uso proibitivo na 
equação de onda vetorial. Portanto, será considerada apenas a expressão com sinal 
negativo. Fazendo-se a projeção de P12 sobre um vetor unitário tangente à aresta 1-2, dado, 







=⋅ Pe  (2.20) 
Portanto, pode-se concluir que P12 possui componente tangencial constante ao longo 
da aresta 1-2, dada por 121 l  e não possui componente tangencial ao longo das arestas 1-3 e 
2-3. Procedendo-se da mesma forma para as demais funções, conclui-se que P23 possui 
componente tangencial constante ao longo da aresta 2-3 e não possui componente 
tangencial ao longo das demais arestas e P31 possui componente tangencial constante ao 
longo da aresta 1-3 e componente tangencial nula nas demais arestas. A fim de normalizar o 
valor das componentes tangenciais ao longo das arestas, multiplica-se P pelo comprimento 
de cada aresta. Desta forma, pode-se escrever: 
 ( ) 121221121212 lLLLLl ∇−∇== PW  (2.21) 
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 ( ) 232332232323 lLLLLl ∇−∇== PW  (2.22) 
 ( ) 313113313131 lLLLLl ∇−∇== PW  (2.23) 
As funções de base vetoriais de aresta W formam um conjunto completo de funções 
de interpolação, capazes de representar corretamente o campo dentro de um elemento 











W  (2.24) 
onde eiu  representa o campo tangencial à aresta i. As Fig. 2.10, 2.11 e 2.12 mostram a 
distribuição das funções de base W12, W23 e W31 em um elemento triangular típico. Como 
se observa, as funções de base vetoriais possuem apnas componentes tangenciais nas 
arestas as quais estão associadas. Nas demais arestas, a  funções possuem somente 
componentes normais.  
 
Fig. 2.10 – Distribuição da função de base vetorial W12. 
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Fig. 2.11 – Distribuição da função de base vetorial W23. 
 
 
Fig. 2.12 – Distribuição da função de base vetorial W31. 
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2.2.2.2 – Funções de base de arestas para a discretização em três dimensões 
Para a discretização da equação de onda vetorial em três dimensões, utilizam-se, 
neste trabalho, as funções de base de arestas para o tet edro. As funções de base de arestas 
para o tetraedro são as mesmas que para o triângulo. Porém, estas funções são obtidas a 
partir das funções de base nodais lineares definidas para o tetraedro, conforme demonstrado 
em (2.13) [81]. A Fig. 2.13 mostra a distribuição das funções de base em um elemento 
tetraédrico. Similarmente às funções de base de arestas 2D, estas funções possuem 
componentes tangenciais e normais somente nas arestas onde são definidas, sendo que nas 
demais arestas possuem apenas componentes normais. Também, a componente tangencial é 
constante ao longo da aresta a qual cada função está as ociada. A Tabela 2.1 mostra as 
funções de base de arestas para o elemento tetraédrico mostrado na Fig. 2.13. O campo 










W  (2.25) 
onde eiu  representa o campo tangencial à aresta i. 
 
Fig. 2.13 – Elemento de aresta tetraédrico. 
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TABELA . 2.1 – FUNÇÕES DE BASE DE ARESTAS PARA UM ELEMENTO TETRAÉDRICO. 
Aresta i Nó i1 Nó i2 Função de Base i 
1 1 2 ( ) 12122112 lLLLL ∇−∇=W  
2 1 3 ( ) 13133113 lLLLL ∇−∇=W  
3 1 4 ( ) 14144114 lLLLL ∇−∇=W  
4 2 3 ( ) 23233223 lLLLL ∇−∇=W  
5 4 2 ( ) 42422442 lLLLL ∇−∇=W  
6 3 4 ( ) 34344334 lLLLL ∇−∇=W  
 
2.2.3 – Introdução ao método de Galerkin 
O método de Galerkin pertence à família do método dos resíduos ponderados 
(weighted residual method) [16-21]. O método dos resíduos ponderados, como o próprio 
nome indica, procura a solução ponderando o resíduo da equação diferencial. Considera-se 
o seguinte problema de contorno: 
 ,f=ξφ  (2.26) 
onde ξ é o operador diferencial e V∈φ , sendo V um espaço de funções. Assumindo que 
φ~  é uma aproximação da solução de (2.26), o resíduo não nulo pode ser definido como: 
 0
~ ≠−= fr φξ  (2.27) 
A melhor aproximação de φ~  será aquela que reduz r ao menor valor em todos os 
pontos do domínio Ω. Neste sentido, o método dos resíduos ponderados força a condição: 
 ,0 
 
=Ω= ∫Ω dwrR ii  (2.28) 
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onde Ri é a integral dos resíduos ponderados, wi são as funções de peso ou funções de teste, 
com  W∈w , sendo W um espaço de funções. Quando 0=iR , no ponto i, obtém-se a 
melhor aproximação de φ. Desta forma, torna-se possível montar um sistema de equações 
que determina os valores dos coeficientes de expansão que garantam 0=R  nos nós em 
análise. Se V = W, o método denomina-se de método de Galerkin. No método dos 
elementos finitos, discretizado a partir do método de Galerkin, as funções peso ou teste são 
as mesmas usadas na expansão da solução, ou seja, as funções de base escalares ou 
vetoriais. 
2.2.3.1 – O uso do método de Galerkin na equação de onda escalar 
Como exemplo da aplicação do método de Galerkin, será considerada a equação de 
onda escalar para o campo elétrico ou magnético no domínio do tempo em duas dimensões, 



































onde xE=φ , 1=p  e 
2nq =  para modos TE e xH=φ , 
21 np = , 1=q  para modos TM, c
a velocidade da luz no vácuo e n o índice de refração do meio. O resíduo definido em (2.28) 





































∂= φφφ  (2.30) 
A integral dos resíduos ponderados em cada nó de um le ento triangular linear é 
dada por: 
 ,3 ,2 ,1    
 




















































A expansão do campo φ nas funções de base nodais levaria as derivadas de segunda 
ordem de (2.32) a zero. Para contornar este problema, faz-se o uso do enfraquecimento do 



























































































e o teorema do divergente: 





















onde Γ significa o contorno da área Ω e n̂  é o vetor normal. Substituindo (2.33) e (2.34) e 




















































O último termo em (2.36) leva em consideração apenas o campo no contorno da 
área Ω. Neste trabalh o, o domínio Ω é encerrado com camadas absorventes, como as 
camadas de casamento perfeito (PML - perfect matched layer), seguida de paredes elétricas 
ou magnéticas, o que anula o campo tangencial em Γ. Portanto, este termo é 





































∂−= φφφ  (2.37) 
Considerando-se Ri em cada nó de um elemento triangular e utilizando-se da 
expansão da solução (2.7) em (2.26), é possível escrevê-la na forma matricial: 





eeee φφ  (2.38) 
onde: 
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onde {φ} representa o vetor coluna dos coeficiente a ser determinado. A matriz [ ]e jiM ,  
também é conhecida como matriz massa. 
2.2.3.2 – O uso do método de Galerkin na equação de onda vetorial 
No caso da equação de onda vetorial, as funções de base vetoriais utilizadas neste 
trabalho são as funções de base de arestas. Para este caso, a integral dos resíduos 
ponderados é definida como: 
 0 
 
=Ω⋅= ∫Ω dR ii wr  (2.39) 
Considerando-se o campo invariável na direção x, a equação de onda vetorial para 












Φ  (2.40) 
onde Φ = Hy ŷ + Hz ẑ , 1=p  e 2nq =  para o campo magnético ou Φ = Ey ŷ + Ez ẑ , 
21 np = , 1=q para o campo elétrico. A integral dos resíduos ponderados pode ser escrita 
como: 




















∂+×∇×∇= ∫∫Ω  (2.41) 
onde eiN  representa o conjunto de funções de base vetoriais, podendo ser as funções de 
base de arestas ou as funções de base de arestas ortogonais. Adotando-se identidades 
similares às (2.33) e (2.34) e do teorema do divergente (2.35), e considerando que a janela 
computacional é encerrada por paredes elétricas ou magnéticas, (2.41) pode ser escrito 
como: 
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NΦ  (2.42) 
Conforme descrito, quando as funções de base vetoriais de arestas são utilizadas na 
expansão dos campos dentro de um elemento e, os coeficientes de expansão representam o 
módulo e o sentido dos campos tangenciais em cada aresta de um triângulo, para a 
discretização em duas dimensões, ou de um tetraedro, pa a a discretização em três 
dimensões. Utilizando-se desta expansão em (2.42) e escrevendo-a na forma matricial, 
obtém-se: 





eeee φφ  (2.43) 
onde: 






ji NN ×∇⋅×∇= ∫∫Ω  
















 ⋅= NN  
Como na formulação da seção anterior, a matriz [ ]e jiM ,  é conhecida como matriz 
massa. Embora estes dois exemplos tratem apenas da di cretização em duas dimensões, o 
mesmo procedimento pode ser utilizado na discretização em três dimensões. 
2.2.4 – Montagem do sistema de equações 
O último passo no método dos elementos finitos é a olução do sistema de equações. 
O sistema de equações resultante possui uma das duas formas seguintes [20-21]: 
 [ ]{ } { }bK =φ  (2.44) 
 [ ]{ } [ ]{ }φλφ BA =  (2.45) 
A Eq. (2.44) é resultante de problemas determinístico . Em eletromagnetismo, 
sistemas determinísticos estão associados a problemas onde existe uma fonte excitadora, 
tais como problemas de espalhamento e propagação. A Eq (2.45) é resultante de problemas 
de autovalores, onde não há uma fonte excitadora, tais como a análise de modos 
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propagantes em um guia de onda ou de modos ressonantes em uma cavidade ressonante, 
por exemplo. 
2.2.4.1 – Montagem das matrizes 
A numeração apresentada para os nós na Fig. 2.5, para o triângulo, e na Fig. 2.8, 
para o tetraedro, é conhecida como numeração local, pois leva em consideração apenas a 
numeração interna a um elemento. Na montagem final das matrizes, utiliza-se a numeração 
global dos elementos e dos nós da malha. A Fig. 2.14 mostra um exemplo da numeração 
global em uma malha discretizada em duas dimensões por elementos triangulares lineares. 
Nesta figura, a numeração local é mostrada intername te a cada elemento e a numeração 
global é a mostrada externamente à Fig. 2.14. 
 
Fig. 2.14 – Exemplo da numeração global em uma malha. 
Os elementos desta malha geram matrizes elementares de dimensão 3 × 3, porém as 
matrizes globais deverão ser do tipo 4 × , pois a malha possui quatro nós. A Fig. 2.15 
mostra as matrizes locais geradas pelos elementos 1 e 2, respectivamente. Considerando a 
numeração global para a formação da matriz global, verifica-se que a numeração local do 
elemento 1 coincide com a numeração global da malha. Para o elemento 2, o coeficiente 
2
1,1a  passa a ser o coeficiente 4,4a  da matriz global, o coeficiente 
2
2,2a  passa a somar-se com 
o coeficiente 1,1a  da matriz global e assim por diante. A Fig. 2.16 mostra a matriz global 
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resultante da malha da Fig. 2.14. O mesmo procedimento é aplicado numa situação de 
discretização em três dimensões. 





























































































































Fig. 2.16 – Matriz global resultante da malha da Fig. 2.14. 
2.3 – Conclusão 
Este capítulo apresentou uma introdução ao método ds elementos finitos para a 
discretização das equações de onda escalar e vetorial d s campos elétrico e magnético. A 
metodologia demonstrada neste capítulo teve como objetivo definir conceitos necessários 
para o desenvolvimento e compreensão dos Capítulos 3 e 4. Estes capítulos tratarão das 
funções de base de arestas ortogonais para a discretização em duas e três dimensões da 
equação de onda vetorial, respectivamente, em esquemas de propagação de envoltória no 
domínio do tempo. 
A primeira parte deste capítulo mostrou os passos envolvidos no emprego do 
método dos elementos finitos em eletromagnetismo. O processo de discretização de 
estruturas em uma, duas e três dimensões foi discutido. Dois elementos utilizados na 
discretização ganharam destaque neste capítulo. O triângulo, para a discretização em duas 
dimensões, e o tetraedro, para a discretização em três dimensões. Estes elementos foram 
escolhidos para o processo de discretização neste trabalho, pois apresentam excelente 
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precisão na solução obtida e envolvem um número menor de variáveis. A formulação do 
sistema de equações foi feita através do método de Galerkin. As equações de onda escalar e 
vetorial foram utilizadas para demonstrar o uso deste método. Nos próximos capítulos, este 
método será utilizado para a equação de onda vetorial dos campos elétrico e magnético no 
domínio do tempo. 
Este capítulo também apresentou as funções de base vetoriais. Estas funções 
surgiram devido a problemas não-físicos na solução final quando as funções de base nodais 
eram empregadas em uma análise vetorial. Mais uma vez, os elementos utilizados foram os 
triângulos e os tetraedros para a discretização da estrutura em análise em duas e três 
dimensões, respectivamente. O estudo destas funções torna-se importante porque elas 
originarão as funções de base vetoriais de aresta ortogonais para a discretização em duas e 
em três dimensões. As propriedades das funções de bas vetoriais de aresta foram 




O Método da Envoltória no Domínio do Tempo Usando as Funções de 
Base de Arestas Ortogonais em Duas Dimensões 
3.1 – Introdução 
Com a finalidade de contornar algumas limitações apresentadas pela análise da 
propagação dos campos eletromagnéticos no domínio da freqüência, a análise no domínio 
do tempo tornou-se um importante esquema no estudo da propagação de campos 
eletromagnéticos em uma estrutura. Com simulações no domínio do tempo, a análise das 
reflexões nos sentidos direto e reverso torna-se simples e precisa. Conseqüentemente, é 
possível observar todos os transientes ocorridos dentro de uma estrutura. Também, a 
propagação no domínio do tempo permite estudar as car cterísticas de transmissão em uma 
ampla faixa de freqüência e a modelagem dos efeitos não-lineares torna-se mais 
abrangente. Porém, há a necessidade de se discretizar toda a geometria da estrutura, 
aumentando o número de incógnitas em relação às formulações para análise da propagação 
dos campos no domínio da freqüência, que levam em consideração apenas a seção 
transversal. 
Em geral, as formulações convencionais baseadas na discretização por elementos 
finitos e que são destinadas à análise de estrutura fotônicas utilizam a equação de onda 
escalar como equação governante [33-34, 40, 44-45, 82]. Também, a solução temporal da 
equação diferencial é obtida através do método implícito, como os algoritmos baseados no 
esquema de Crank-Nicholson [83], garantindo a estabilid de incondicional do método, 
independentemente do passo temporal adotado. Porém, a solução final é obtida através da 
solução de um sistema linear de equações que deve ser r solvido a cada passo temporal. 
Para estruturas mais complexas e/ou eletricamente lo gas, o número de variáveis a serem 
determinadas pode demandar um alto esforço computacional no processamento de dados, 
inviabilizando as análises em um computador convencional. 
Com o propósito de minimizar este esforço computacional, White desenvolveu, pela 
primeira vez, as funções de base de arestas ortogonais em duas dimensões, a partir das 
funções de base de aresta de Whitney, para a solução da equação de onda vetorial dos 
campos eletromagnéticos. Estas novas funções são ortogonais entre si nas coordenadas 
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centrais de cada aresta de um elemento triangular, obtendo, naturalmente, matrizes 
diagonais. Este capítulo irá apresentar o uso das funções de base de arestas ortogonais em 
duas dimensões no método de propagação da envoltória complexa dos campos 
eletromagnéticos para aplicação em fotônica. Além de tornar possível a simulação 
envolvendo um número grande de variáveis com bom desempenho computacional, as 
análises empregam a equação de onda vetorial no domínio do tempo, proporcionando um 
estudo mais compreensivo da propagação da luz nas estruturas fotônicas. Este capítulo está 
dividido em quatro partes. A primeira parte deste capítulo irá demonstrar o processo de 
ortogonalização das funções de base de arestas. A segunda parte demonstrará a 
discretização da equação de onda vetorial, truncada vi  PML, através das funções de base 
de aresta ortogonais. A terceira parte irá apresentar o algoritmo utilizado nas simulações e a 
última parte demonstrará os resultados obtidos. 
3.2 - Funções de Base de Arestas Ortogonais em Duas Dimensões 
As novas funções de base de arestas ortogonais são obtidas a partir das funções de 
base de aresta para o elemento triangular, apresentadas no Capítulo 2. O processo de 
ortogonalização (Apêndice A) das funções de base de aresta deve preservar as suas 
características originais e garantir que os campos elétrico e magnético continuem a ser 
representados corretamente dentro de um elemento. Conforme demonstrado em (2.49), os 
campos elétrico e magnético podem ser representados dentro de um elemento pelo 
somatório das funções de base de arestas multiplicadas pelos seus respectivos coeficientes 
de expansão. Porém, a integral do produto interno das funções de base é diferente de zero 
para diferentes funções e, conseqüentemente, as matrizes massas elementares não serão 
diagonais. Para torná-las diagonais, as funções de base ortogonais devem atender a seguinte 












δ∫∫Ω =Ω⋅=⋅ NNNN  (3.1) 
onde Ω representa a área do elemento e, C é uma constante e ji ,δ  é o delta de Kronecker. 
Pela equação (3.1), pode-se verificar que esta relação deve ser satisfeita em todo o domínio 
Ω de integração, ou seja, que as funções de base sejam ortogonais entre si em qualquer 
coordenada interna do elemento. Analisando as funções de base de arestas através de suas 
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propriedades e dos seus gráficos apresentados no Capítulo 2, nota-se que construir eiN , de 
tal forma que (3.1) seja respeitada e garantida a correta representação dos campos dentro do 
elemento, é uma tarefa muito difícil [21, 28, 37-39]. A alternativa para este caso é o uso da 
integração numérica, substituindo o domínio contínuo da integral por um domínio discreto 
e ortogonalizando as funções de base apenas nos pontos utilizados na integração. Levando-
se em consideração esta condição, (3.1) pode ser reescrita da seguinte forma: 














NNNN  (3.2) 
onde ml são as coordenadas no centro de cada aresta e αl é scolhida de tal forma a obter a 
melhor precisão na integração numérica. O parâmetro αl dependerá do algoritmo de 
integração numérica adotado. Se, por exemplo, for ad tado o método de quadratura de 
Gauss-Legendre, αl representa as ponderações associadas a este algoritmo. A equação (3.2) 
leva em consideração apenas as coordenadas centrais de cada aresta do triângulo, tornando-
se menos restrita que (3.1). 
Conforme foi visto no Capítulo 2, as funções de base de arestas podem ser escritas 
como: 
 ( ) ijijjiij lLLLL ∇−∇=W  (3.3) 
onde W ij é a função associada à aresta i-j  de um elemento. Esta função poderá ser 
decomposta em componentes tangencial e normal no cetro da aresta i-j  e apenas em 
componente normal no centro das demais arestas. Para que a condição descrita em (3.2) 
seja garantida, N não deve ter contribuição das componentes normais nos centros das 
arestas. Portanto, W ij não atende (3.2). Utilizando-se de (A-14) para a construção das novas 


















































































−=  (3.6) 
onde: 
 122112 n̂LL=B  (3.7a) 
 233223 n̂LL=B  (3.7b) 
 311331 n̂LL=B  (3.7c) 
e 12n̂  é um vetor unitário normal à aresta 1-2, 23n̂ é um vetor unitário normal à aresta 2-3 e 
31n̂  é um vetor unitário normal à aresta 3-1. As funções auxiliares Bij possuem as seguintes 
propriedades [21, 28]: 
• Componente tangencial nula em todas as arestas da malh . 
• Possui componente normal apenas na aresta i-j. 
• As funções são ortogonais entre si, de acordo com a definição em (3.2). 
Como estas novas funções de base são ortogonais apenas nos pontos centrais de 
cada aresta do triângulo, as integrais em (3.4) a (3.6) devem ser resolvidas numericamente.  




























=  (3.10) 
Utilizando-se de (3.8), (3.9) e (3.10) em (3.4) e resolvendo as integrais através do 
método de integração numérica por quadratura de Gauss-Legendre de terceira ordem [21, 
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onde Pi são as ponderações associadas ao algoritmo de integração numérica de terceira 
ordem e m12 é a coordenada central da aresta 1-2. Utilizando-se de (3.11), (3.12) e (3.13) e 
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As funções de base Z também podem ser obtidas observando as propriedades s 
funções de base de arestas, descritas no Capítulo 2. C nsidere o valor da função de base 
W12 nos pontos centrais de cada aresta de um elemento tria gular.  
 ( ) 1212312 5,0 lLm ∇−=W  (3.17) 
 ( ) 1223112 5,0 lLm ∇=W  (3.18) 
 ( ) ( ) 12121212 5,05,0 lLLm ∇−∇=W  (3.19) 
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Em (3.17), (3.18) e (3.19), pode-se verificar, através de (3.9) e (3.10), que W12 
possui apenas componente normal na aresta 2-3 e 3-1 e componente normal e tangencial na 
aresta 1-2. Para tornar W12 ortogonal em relação à normal nestes pontos, novos termos 
devem ser somados a esta função, de tal forma a cancelar suas componentes normais nas 
coordenadas centrais das arestas. Assim, na aresta 2-3, o termo a ser somado deve ser igual 
1215,0 lL∇ . Porém, este termo deve ser nulo nas demais arestas. Para isto, deve-se 
multiplicar 121lL∇  por 32LL , que resulta em 0,25 no centro da aresta 2-3 (as funções 
nodais são iguais a 0,5 no centro da aresta onde é definida). Para se obter 0,5, deve-se 
multiplicar 12132 lLLL ∇  por 2, resultando em 121322 lLLL ∇ . O mesmo procedimento pode 
ser realizado para a aresta 1-3. Na aresta 1-2, apenas a componente normal de W12 deverá 
ser retirada. Pode-se obter a componente normal de W12 através da projeção desta função 
em um vetor unitário normal a esta aresta, ou seja, ( )[ ] 1212121221 ˆ ˆ4 nnmLL ⋅W , sendo que 
214 LL  resulta em 1 no centro da aresta 1-2 e anula este termo nas demais arestas. 
As novas funções de base Z ij possuem as seguintes propriedades: 
• Preservam a propriedade da continuidade tangencial dos campos nas fronteiras de 
cada elemento.  
• O módulo da componente tangencial de Z ij será igual a 1 em toda a extensão da 
aresta ij  e zero nas demais.  
• Nas duas arestas restantes, Z ij terá valor nulo nas coordenadas centrais de cada 
aresta e apenas componentes normais fora destas regiões, satisfazendo a condição 
de ortogonalidade definida em (3.2). 
• A componente normal de Z ij no centro da aresta ij é nula. 
Esta última propriedade significa que as funções Z ij não representam corretamente 
os campos com normais não nulas nestes pontos. Assim, para a correta representação dos 
campos em duas dimensões, é necessário o uso das funções de Bij. As funções Z ij  e Bij 
formam um conjunto completo de funções de base de arestas e são ortogonais entre si. A 
Fig. 3.1 demonstra a formação de um elemento triangul r em função das funções de base de 
arestas ortogonais. Pode-se observar que, para a correta representação dos campos nas 
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coordenadas centrais de cada aresta, devem-se utilizar as funções Z ij em conjunto com as 
funções Bij.  
  
Fig. 3.1 – Formação de um elemento triangular linear através das funções de base de 
arestas ortogonais. 
A Fig. 3.2 mostra a distribuição das funções de base Z12 e B12 no elemento 
triangular, enquanto que a Fig. 3.3 mostra a distribuição das funções Z23 e B23 para o 
mesmo elemento e a Fig. 3.4 mostra a distribuição das funções Z31 e B31. Por estes gráficos, 
percebe-se que a função Z ij possui componente tangencial apenas na aresta i-j . Nas demais 
arestas, a função Z ij  possui apenas componente normal. Também, verifica-se que no centro 
da aresta i-j , a função Z ij  não possui componente normal, sendo necessário a introdução da 
função Bij na decomposição dos campos para contornar este probl ma.  
Desta forma, o campo Φ expandido dentro de um elemento triangular através das 
funções de base de arestas ortogonais, pode ser escrito como: 







ii yxtutyx NΦ  (3.20) 
onde ui(t) representa os coeficientes de expansão, Ni = Z i para i = 1 até 3 e Ni = Bi para i = 



















Fig. 3.4 – Distribuição das funções (a) Z31 e (b) B31 em um elemento triangular. 
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3.3 – Aplicação das Funções de Base de Arestas Ortogonais em Duas 
Dimensões na Equação de Onda Vetorial 
Conforme foi visto, as funções de base de aresta ortogonais são obtidas a partir das 
funções de base de aresta de Whitney, forçando a equ ção governante ser a equação de 
onda vetorial e permitindo um estudo mais amplo da propagação do sinal de luz em uma 
estrutura, em relação às formulações que utilizam a equ ção de onda escalar. Assumindo-se 
um guia de ondas óptico como variação do campo apenas nas direções y-z, a equação de 
onda vetorial no domínio do tempo truncada por PLM para campo elétrico E é dada por 
[21, 85]: 











EL σµ  (3.21) 
onde: 
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L  (3.22) 
onde E leva em consideração apenas as variações das componentes das direções y e z, t é o 
tempo, µ0 é a permeabilidade magnética do espaço livre, c é a velocidade da luz no espaço 
livre, n é o índice de refração, δ(t) é a função delta de Kronecker, ū(t) é a função degrau, ε é 
a permissividade elétrica. Para otimizar a PML, o perfil de condutividade adotado é 
σ=σmax(ρ/d)2 dentro das regiões das PMLs, onde σmax é a máxima condutividade, ρ é a 
distância do início das PMLs e d é a espessura da camada de PML. Também, σy e σz são as 
condutividades das PMLs paralelas às direções y e z, respectivamente. 
Conforme demonstrado em [21, 85], a Eq. (3.21) é baseada nos conceitos de PLMs 
[5, 59, 86-89], onde o operador Nabla ∇ é modificado para a seguinte forma (o Apêndice B 










sB −=  (3.24) 
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onde ω0 é a freqüência angular do campo. Como sB está no domínio da freqüência, (3.22) é 
obtida fazendo-se a transformada inversa de Fourier de 1/sB, ou seja: 











ℑ  (3.25) 
Obviamente, fora das regiões das PMLs, (3.21) reduz-se à equação de onda vetorial original 
no domínio do tempo. 
Uma característica que tornaram as formulações basead  no método dos elementos 
finitos no domínio do tempo muito populares foi o fato de trabalharem apenas com a 
variação temporal da envoltória complexa dos campos elétrico e magnético. Como as 
variações temporais da envoltória são mais lentas que as variações temporais da onda com a 
portadora, os passos temporais podem ser maiores, diminuindo-se o tempo total de 
simulação. Por esta razão, esta aproximação também será aqui adotada. Assim, o campo 
elétrico assumido passa a ser [33]: 
 ( ) ( ) ( )tjtzytzy 0exp,,,, ωe=E  (3.26) 
onde e é a amplitude complexa do campo elétrico. As derivadas temporais de primeira e 
segunda ordem de (3.26) podem ser escritas como: 
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ee ωωωE  (3.28) 
Substituindo (3.26), (3.27) e (3.28) em (3.21), obtém-se: 
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onde a envoltória complexa e pode ser expandida dentro de um elemento triangular atr vés 
das funções de base de arestas ortogonais: 
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ii zytutzy Ne  (3.30) 
A convolução em (3.29) será analisada primeiramente. O primeiro termo da 
convolução será a própria amplitude complexa do campo elétrico, pois a convolução de 
uma função pelo delta de Kronecker resulta na própria função. O segundo termo desta 
convolução pode ser escrito como: 
 ( ) ( )[ ] ( ) ( )[ ]tjtzyetuetzyg zytzyzyzy 0,,,, exp,, ,, ωεσ εσ ∗−= −  (3.31) 
onde ( )tzye zy ,,,  representa a envoltória das componentes y e z do campo elétrico, 
respectivamente. A convolução em (3.31) é calculada considerando-se o campo constante 
em cada passo temporal, somada às contribuições do passo anterior [21, 37-39, 85], 
resultando em: 
 
( ) ( )( ) ( )[ ]




































onde ∆t é o intervalo de cada passo temporal e tτ-1 é o tempo inicial de cada passo temporal. 
O processo de discretização temporal será demonstrado m is adiante. 
Considerando a expansão do campo elétrico descrito em (3.30), as componentes y e 
z do campo elétrico em (3.32) podem ser escritas como: 








ττ  (3.33) 








ττ  (3.34) 
Substituindo (3.33) e (3.34) em (3.32), pode-se representá-la em termos dos 
coeficientes de expansão. 








ττ ψ  (3.35) 
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ττ ψ  (3.36) 
onde: 
 ( ) ( )[ ]

































Aplicando-se o método de Galerkin em (3.29) para a discretização espacial, obtém-
se: 
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onde w são as funções de peso ou funções de teste e Ω é a área de um elemento. Fazendo-se 
jNw = , onde j varia de 1 a 6, utilizando-se da expansão do campo elétrico pelas funções 
de base de arestas em um elemento triangular (3.30), das convoluções calculadas acima e 
assumindo-se que a janela computacional seja encerrada por paredes elétricas ou 
magnéticas, obtém-se a equação diferencial da propagação do campo elétrico no domínio 
do tempo: 
 
[ ] ( ){ } [ ] [ ] ( ){ } [ ] [ ] [ ] ( ){ }
















































onde Me é o número de elementos e as matrizes elementares são dadas por: 
Ω⋅= ∫∫Ω dnM e ji
e
ij  
2  NN , 




 NNµσ , 
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[ ] [ ] Ω×∇×∇= ∫∫Ω dK e ji
e
ij
  . 
 
NN , 












A equação (3.39) já considera a montagem de todos os elementos da malha, com 
exceção do termo dentro do somatório. Devido ao termo exp[-σy,z/(ε+jω0)tτ-1] em (3.37), 
que possui dependência com a geometria da estrutura (σy,z e ε varia de elemento para 
elemento) e do passo temporal (tτ-1), as matrizes globais formadas pelo produto [ ] zyzyK ,,  ψ  
devem ser remontadas a cada passo temporal, reduzindo a eficiência computacional. Assim, 
o somatório em (3.39) indica a necessidade de realizar esta operação a cada passo temporal. 




























 ( ) τutu =  (3.42) 
Deve-se ressaltar que, com o método das diferenças finitas centrais, o método será 
condicionalmente estável [21]. Substituindo (3.40), (3.41) e (3.42) em (3.39) e expandindo-
se o somatório, obtém-se: 
( )[ ] [ ] { } ( )[ ] [ ] [ ][ ]{ }











































onde I={1,1,...,1}T, { I} é um vetor constante e [Kψ]y,z são as matrizes globais resultantes do 
somatório em (3.39) e que devem ser remontadas a cada passo temporal. Como as matrizes 
[ ]M  e [ ]σM  são diagonais, devido às funções de base de arestas ortogonais, o vetor { }1+τu , 
que é a solução do sistema de equações, é obtido pela multiplicação de (3.43) por 
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( )[ ] [ ][ ] 120 21 −∆+∆+ σω MtcMtj . A equação (3.43) fornece os coeficientes de expansão em 
um dado passo temporal. Através do vetor { }1+τu  é possível recuperar as amplitudes 
complexas das componentes do campo elétrico utilizando-se de (3.33) e (3.34).  
O mesmo procedimento pode ser utilizado para o casodo campo magnético. Para 
esta situação, o sistema matricial de equações será o mesmo que o apresentado em (3.43), 
porém as matrizes elementares deverão ser modificadas na sua formação. De uma forma 
geral, pode-se escrever as matrizes elementares da seguinte forma: 




 NN  (3.44) 





 NNσµσ  (3.45) 
 [ ] [ ] [ ] Ω×∇×∇= ∫∫Ω dpK e ji
e
ij
  . 
 
NN  (3.46) 
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NNψψ  (3.48) 
Para a análise dos modos TE, têm-se zeye zy ˆˆ +=e , 
21 np =  e 1=q . Para a 
análise dos modos TM, têm-se zhyh zy ˆˆ +=h  1=p  e 
2nq = , onde h é a envoltória 
complexa do campo magnético e hy e hz são suas componentes nas direções y e z, 
respectivamente. 
Conforme descrito anteriormente, as matrizes [Kψ]y,z, que são resultantes do 
processo de discretização das convoluções, necessitam ser remontadas a cada passo 
temporal. Em uma análise envolvendo um número grande de variáveis, este procedimento 
poderá afetar o desempenho do tempo de processamento. Com a finalidade de contornar 
este problema, uma nova aproximação foi proposta. Nesta aproximação, o termo 
( )[ ]10,  exp −+− τωεσ tjzy  de (3.37) é substituído por ( )[ ]100max  exp −+− τωεσ tj  nas 
regiões dentro das PMLs. Desta forma, este termo passa  ser dependente apenas do tempo 
(tτ-1) e (3.37) pode ser reescrito como [37-39]: 
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 1 ,, , ,
−+= τττ ψϕψ
izyzyizyizy
O  (3.49a) 
 ( )[ ]100max ,  exp −+−= τττ ωεσϕ tjuiizy  (3.49b) 














Conforme mencionado, fora das regiões das PMLs, a equ ção (3.21) reduz-se à 
equação de onda vetorial original. Nesta situação, (3.37) deve ser igual a zero. Portanto, as 
condutividades yσ  e zσ  devem ser nulas nestas regiões. 
O sistema matricial assume a seguinte forma: 
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NN  (3.51) 






NN  (3.52) 
Em (3.50), as matrizes [ ] zyoK ,  são dependentes apenas da discretização espacial e 
não da temporal, sendo necessário montá-las apenas uma vez e não a cada passo temporal 
como anteriormente, sendo que o único vetor {ϕτ} é atualizado a cada passo temporal. Fora 
das regiões das PMLs, a equação (3.50) resume-se à (3.43). 
3.4 – Numeração Global dos Elementos Triangulares de Arestas 
Ortogonais 
A numeração utilizada pelos elementos de aresta ortogonais se difere em relação aos 
elementos lineares nodais. Das Figs. 2.5(a) e 3.1, pode-se verificar que, nos elementos 
nodais lineares, os nós estão localizados nos vértices do triângulo, enquanto que, nos 
elementos de arestas ortogonais, os pontos utilizados na integração numérica estão 
localizados nos centros de cada aresta. Nos elementos nodais, um nó pode compartilhar 
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dois ou mais elementos e, nos elementos de aresta, cad  aresta será comum somente a dois 
elementos. Os programas comerciais, geradores de malha, não fornecem a numeração para 
os elementos de arestas ortogonais, sendo necessário construir uma rotina que converterá a 
numeração dos elementos nodais para os de arestas ortogonais, que foi aqui implementada. 
Também, é necessária uma rotina que, além de realizar esta conversão, introduz a 
numeração para as funções auxiliares.  
Para melhor compreender a formação da numeração global d s elementos de arestas 
ortogonais, considere o algoritmo mostrado na Fig. 3.5 para simulações utilizando as 
funções de base de arestas convencionais. O gerador de malhas utilizado foi o programa 
computacional GiD, desenvolvido pela International Center for Numerical Method in 
Engineering, sendo utilizada a discretização por elementos lineares nodais. O conversor de 
numeração tem por função transformar a numeração nodal para a numeração para 
elementos de arestas. Conforme visto no Capítulo 2, as matrizes na discretização por 
elementos finitos são matrizes esparsas. A função da rotina de esparsidade é definir a 
esparsidade das matrizes em função da numeração dos elementos e nós. Em seguida, as 
matrizes elementares e, depois, as globais são montadas e é definida a condição de 
contorno, anulando os campos tangenciais nos limites da janela computacional. Finalmente, 
o sistema matricial de equações é resolvido, por exemplo, através de métodos diretos ou 
interativos. 
Este mesmo algoritmo pode ser usado para representar um  simulação por 
elementos finitos utilizando as funções de base de arestas ortogonais. A diferença básica 
está na introdução das funções auxiliares, que afetará a numeração das arestas, a formação 
das matrizes elementares e a solução do sistema de atrizes. Para descrever a numeração 
em uma malha discretizada por elementos triangulares o togonais, considere os dois 
elementos representados na Fig. 3.6. 
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Fig. 3.5 –Fluxograma do método da envoltória utilizando as funções de base de arestas 
ortogonais. 
 
Fig. 3.6 – Exemplo de elementos triangulares ortogonais. 
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No exemplo da página anterior, em que os elementos ainda estão desacoplados, 
pode-se notar que cada nó possui uma função tangencial, Z i, e outra normal, Bi. A 
numeração para cada função de base adotada começa sempre pelas bases Z i, no sentido 
anti-horário. Após numerar as bases Z i, enumeram-se as bases Bi, também no sentido anti-
horário. Assim, para o elemento 1, por exemplo, a numeração designada de 1 a 3 refere-se 
às bases Z i e a numeração designada de 4 a 6 refere-se às bases Bi. Na formação da malha, 
somente as funções Z i pertencentes a uma aresta comum a dois elementos (funções 3 e 8 da 
Fig. 3.6) são acopladas entre si. As funções Bi destas arestas são deixadas livres, reforçando 
a condição de descontinuidade. A Fig. 3.7 mostra a malha formada a partir do acoplamento 
dos elementos mostrados na Fig. 3.6. Pode-se observar que as funções 13Z  e 
2
8Z  da Fig. 3.6 
são acopladas, formando a função 3Z  comum aos dois elementos da Fig. 3.7. Outro ponto a 
ser observado é a orientação destas duas funções. Na Fig. 3.6, os vetores resultantes destas 
funções possuem sentidos opostos, sendo necessária a inversão dos vetores resultantes de 




Fig. 3.7 – Exemplo de uma malha formada por elementos triangulares ortogonais. 
Em função dos conjuntos Z i e Bi e da numeração adotada, nas matrizes elementares 
serão realizadas operações de produto interno das funções de base e de produto interno do 
rotacional das funções de base do tipo ii ZZ  e ; ii BZ  e ; ii ZB  e  e ii BB  e , de tal forma 
que as matrizes elementares sejam matrizes quadradas. P ra exemplificar este 















































Fig. 3.8 – Matriz elementar formada a partir das funções de base de arestas ortogonais. 
3.5 – Resultados Numéricos 
Para a validação da formulação apresentada, alguns exemplos bem conhecidos na 
literatura foram utilizados. Nestes exemplos, um pulso inicial foi aplicado na entrada do 
guia de onda e, através da reflexão ou transmissão, observaram-se as características de 
propagação da estrutura sob análise. O primeiro exemplo considera a propagação de um 
pulso no modo fundamental TE em um guia de onda óptico simples. O propósito deste 
exemplo é avaliar o desempenho das formulações para as PMLs. A Fig. 3.9 mostra o guia 
de onda utilizado. Este guia de onda foi contornado por camadas de PMLs com espessura 
de 1 µm. O pulso inicial é aplicado a 4 µm de distância do início do guia de ondas e o sinal 
incidente e refletido é observado a 27 µm do início do guia de onda. A máxima condutância 
foi 104 S/m e o comprimento de onda central foi de 1,5 µm. A malha utilizada para a 
discretização do guia de ondas possui 18.452 elementos triangulares, gerando 83.273 
variáveis. O intervalo de tempo total da simulação foi de 300 fs. Para garantir a 
estabilidade, adotou-se um passo temporal de 0,08 fs.  
O pulso inicial assumido possui perfil longitudinal Gaussiano e perfil transversal 
correspondente ao do modo fundamental TE. O perfil transversal é obtido realizando-se a 
análise de autovalores e autovetores dos modos propagantes no guia de onda em questão 
através da formulação descrita no Apêndice C. Para o guia planar apresentado, as 
componentes da envoltória dos campos elétrico e magnético são ex, hy, hz [90]. Como a 
componente ex é perpendicular às arestas dos elementos da malha, somente as componentes 
hy e hz são analisadas, quando o modo TE é considerado. Quando o modo TM é analisado, 
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as componentes analisadas são ey e ez. Para t = 0, as componentes hy e hz podem ser escritas 
como: 
 ( ) ( ) ( ) ( )[ ]02000  exp0,, zzjkWzzyhzyh zyy −−−−=  (3.53) 
 ( ) ( ) ( ) ( )[ ]02000  exp0,, zzjkWzzyhzyh zzz −−−−=  (3.54) 
onde ( )zyh zy ,,0  corresponde ao modo fundamental (perfil transversal), W0 é a largura do 
pulso na direção z, z0 é a posição central do pulso inicial e kz é a constante de propagação. 
 
Fig. 3.9 – Guia de onda óptico utilizado na avaliação do desemp nho da absorção do sinal 
pelas PMLs. 
A propagação da envoltória complexa da componente hy pode ser visualizada na 
Fig. 3.10, que mostra o módulo da envoltória desta componente nos instantes de 50, 70, 
100, 130 160 fs, 180 fs, 200 fs, 220 fs e 10 ps, respectivamente, na qual pode-se observar o 
momento em que o pulso alcança o final do guia de onda e é absorvido pela camada de 
PML. A simulação da propagação de hy no instante de 10 ps foi obtida utilizando (3.50). 
Através desta figura, é possível observar que não houve instabilidade após um longo 
período de simulação. Analisando-se a propagação do sinal óptico no ponto de referência, é 
possível observar a propagação dos pulsos incidente e refletido. A Fig. 3.11 mostra (a) a 
envoltória complexa da componente hy do sinal óptico, (b) o módulo da envoltória 
complexa desta componente e (c) o mesmo módulo demonstrado em (b), porém 
considerando um intervalo de simulação de 20 ps. As Fig . 3.11 (a) e (b) foram obtidas 
utilizando-se (3.43) e a Fig. 3.11 (c) foi obtida utilizando-se (3.50). Através da Fig. 3.11 (c) 
é possível observar que não houve nenhuma instabilid de após um longo período de 
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simulação. Nota-se que, após um determinado instante, o pulso inicial alcança o ponto de 
referência, conforme indicado na Fig. 3.11 (a). O pulso continua a se propagar até atingir a 
camada de PML, no final do guia de onda. Neste momento, a maior parte do sinal óptico é 
absorvida por esta camada. Porém, uma pequena parte é refl tida de volta para o início do 
guia de ondas, passando novamente pelo ponto de referência, que também pode ser visto na 




Fig. 3.10 – Propagação da envoltória complexa da componente hy no guia de onda óptico 






 z (m) 










Fig. 3.11 –  (a) Envoltória complexa hy observada no ponto de referência, (b) 







Fig. 3.11 –  (c) Módulo de hy considerando um intervalo de simulação de 20 ps. 
Para avaliar o desempenho da absorção dos campos pelas PMLs em relação à 
formulação escalar apresentada em [33], analisaram-se as distribuições espectrais da 
refletividade do sinal óptico obtidas por meio da formulação completa de (3.44) e 
simplificada de (3.51), comparando-as àquela obtida pel  formulação escalar apresentada 
em [33]. Para se obter a distribuição espectral, relizou-se a FFT dos sinais incidente e 
refletido apresentados na Fig. 3.10 (a). A Fig. 3.12 mostra a boa concordância para os 
resultados obtidos pelos três métodos, em relação à absorção do sinal, considerando os 
comprimentos de onda acima de 1,3 µm. Abaixo deste comprimento de onda, um 
comportamento oscilatório foi observado. Em particular, os resultados apresentados pelas 
formulações apresentadas aqui possuem uma amplitude de oscilação menor que a 
apresentada pela formulação escalar. Em ambas formulações, para se obter uma absorção 
maior dos campos eletromagnéticos, deve-se aumentar a espessura da camada PML. 
Também, é importante ressaltar que o tempo de processamento foi de 1.576 s, quando 
(3.44) foi utilizada, e cai para 645 s quando a formulação simplificada de (3.51) foi 
empregada. Os resultados seguintes foram obtidos utilizando (3.51). Um computador 
Pentium IV-1,7 GHz / 512 MB, Windows XP foi utilizado para as simulações. 
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Fig. 3.12 – Distribuição espectral da refletividade das PMLs do guia de ondas óptico 
apresentado na Fig. 3.9. 
O próximo exemplo trata da análise do coeficiente de reflexão de uma rede 
dielétrica refletora (DFB - Distributed Feedback Reflector) para os modos fundamentais TE 
e TM. Este exemplo é bem conhecido na literatura e usado para a convalidação de várias 
formulações que fazem uso da equação de onda escalar no domínio do tempo [33-34, 40]. 
Aqui, pela primeira vez, utilizou-se da equação de onda vetorial no domínio do tempo, 
além da formulação simplificada de (3.51). A Fig. 3.13 mostra a rede dielétrica refletora. 
 
Fig. 3.13 – Rede dielétrica refletora. 
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Para este caso, o comprimento de onda central foi de 1,5 µm para o modo 
fundamental TE e 1,35 µm para o modo fundamental TM, com largura do pulso na direção 
z de 2 µm. A malha utilizada possui 18.324 elementos triangulares. O intervalo de tempo 
total para a simulação foi de 220 fs. Quando a formulação ortogonal é usada, esta malha 
gera 82.697 variáveis. Se a formulação escalar [33] for empregada, o número de variáveis é 
de 37.127 pontos nodais para as funções de base nodais quadráticas. O tempo de 
processamento, com a formulação desenvolvida, foi de 372 s. Para garantir a estabilidade, 
adotou-se um passo temporal de 0,08 fs. Para a formulação escalar [33], o tempo de 
processamento foi de 2.520 s (passo temporal de 1 fs). O passo temporal para a formulação 
escalar é maior que ao do método aqui proposto por se tratar de um esquema 
incondicionalmente estável, sendo limitado apenas pela recisão dos resultados obtidos. A 
mesma observação vale para os próximos exemplos. Embora o número de variáveis gerado 
pela formulação com as funções de base de arestas ortogonais seja maior que o número de 
variáveis obtido com a aplicação da formulação escalar, lém do passo temporal menor, 
observou-se que, para este caso, a simulação que usa as funções de base ortogonais foi 6,77 
vezes mais rápida que a da formulação escalar.  
As Fig. 3.14 e 3.15 mostram a propagação de envoltória complexa e do módulo da 
envoltória da componente hy, para o modo fundamental TE, e ey, para o modo fundamental 
TM, respectivamente, no ponto de referência. Através destas figuras, pode-se observar 
claramente o sinal incidente e o sinal refletido pela r de dielétrica refletora. Fazendo-se a 
FFT dos sinais incidente e refletido, obtém-se os coefi ientes de reflexão para os modos 
fundamentais TE e TM. A Fig. 3.16 mostra os respectivos coeficientes de reflexão obtidos 
com a formulação ortogonal e a formulação escalar. Uma boa concordância entre os 






Fig. 3.14 – Propagação da (a) envoltória complexa e (b) do módulo da envoltória 








Fig. 3.15 –  Propagação da (a) envoltória complexa e (b) do módulo da envoltória 









Fig. 3.16 –  Coeficiente de reflexão da rede dielétrica refletora para (a) o modo 
fundamental TE e(b) para o modo fundamental TM. 
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Cristais fotônicos têm inspirado grande interesse em fotônica devido ao seu 
potencial no guiamento da luz em um guia de onda óptico [91-102]. Cristais fotônicos são 
estruturas periódicas que obedecem a uma determinada simetria. Dependendo da simetria 
utilizada, formam-se regiões de freqüências com bandas proibidas, onde o sinal óptico não 
consegue propagar. Um meio de construir um guia de on a nesta estrutura é a introdução de 
um defeito na periodicidade, criando um modo de propagação para o sinal óptico dentro da 
banda proibida [91-93]. Diversas estruturas baseadas em cristais fotônicos, tais como guias 
de onda, cavidades ressonantes, filtros ópticos, chaves totalmente ópticas e lasers, entre 
outros, estão sendo amplamente estudadas. Um passo fundamental no desenvolvimento de 
um componente baseado em cristais fotônicos é a simulação computacional.  
O grande problema em uma simulação no domínio do tempo envolvendo cristais 
fotônicos é o elevado número de variáveis envolvido. C nseqüentemente, o esforço 
computacional torna-se elevado e, em muitos casos, impossibilita as simulações em um 
computador convencional. Com o uso das funções de bas de arestas ortogonais, este 
esforço computacional é reduzido consideravelmente. A fim de demonstrar o uso da 
formulação proposta aqui em análises envolvendo cristais fotônicos, quatro exemplos serão 
discutidos. Para estes exemplos, utilizou-se uma sietria em duas dimensões composta por 
colunas dielétricas com índice de refração de n = 3,4 inseridas em ar, conforme mostrado 
na Fig. 3.17, criando uma região de banda proibida apenas para os modos TE na faixa de 




Fig. 3.17 –  Estrutura de cristais fotônicos em duas dimensões composta por colunas 
dielétricas em ar, com direção de propagação no plano y-z. 
O pulso inicial assumido possui perfil longitudinal Gaussiano e perfil transversal 
correspondente ao do modo fundamental TE, sendo este p riódico na direção longitudinal. 
As envoltórias complexas das componentes hy e hz do modo fundamental TE podem ser 
escritas para t = 0 como: 
 ( ) ( ) ( ) ( )[ ]02000  exp ,0,, zzjkWzzzyhzyh zyy −−−−=  (3.55) 
 ( ) ( ) ( ) ( )[ ] , exp,0,, 02000 zzjkWzzzyhzyh zzz −−−−=  (3.56) 
onde ( )zyh zy ,,,0  é uma função periódica correspondente ao modo fundamental de cristais 
fotônicos. A título de ilustração, a Fig. 3.18 mostra o módulo das componentes ex, hy e hz do 
modo TE para um guia de onda que utiliza a simetria mostrada na Fig. 3.17, obtidas com o 
uso da formulação de análise modal demonstrada no Apêndice C. Esta análise utilizou uma 
estrutura com 11 colunas na direção y e o comprimento de 0,58 µm na direção z. Para 
formar o guia de ondas, a sexta coluna foi retirada, introduzindo um modo de guiamento 
dentro da região da banda proibida. 
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Fig. 3.18 – Componentes ex, hy e hz do modo TE para um guia de onda óptico feito a partir 
de cristais fotônicos com simetria apresentada na Fig. 3.17. 
O primeiro exemplo considerando cristais fotônicos é um guia de ondas com uma 
curva de 90o. A Fig. 3.19 mostra este guia de onda. A malha utilizada na discretização do 
guia de ondas possui 78.753 elementos triangulares, gerando 354.688 variáveis. O passo 
temporal ∆t foi de 0,05 fs e o intervalo de tempo total de 300 fs. O tempo de processamento 




 z (m) 
 y (m) 
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de processamento foi de 106 s para cada passo temporal de ∆t = 1 fs. Devido à largura da 
banda passante apresentada pelo guia de ondas [103], foi necessário simular as 
características de propagação duas vezes, a primeira no comprimento de onda de λ0 = 1,45 
µm e a segunda no comprimento de onda de λ0 = 1,65 µm. A Fig. 3.20 mostra a 
distribuição espectral de potência do sinal refletido e transmitido conforme demonstrado 
em [33] e pelo método aqui proposto. Esta figura é formada pela resposta em freqüência 
gerada pelas simulações nos dois comprimentos de onda.  
Como pode ser visto, este guia de ondas apresenta maior transmissão para 
freqüências normalizadas abaixo de 0,4 × 2πc/a. Acima desta freqüência, a reflexão tende a 
aumentar. Porém, pode-se verificar facilmente que não há perda de guiamento do sinal 
óptico durante a sua passagem pela curvatura. A Fig. 3.21 mostra a propagação da 
envoltória complexa hy e hz nos instantes de 100, 130 e 160 fs. Nesta Fig., observa-se o 
exato momento em que o pulso óptico atinge a curvatra de 90o do guia de onda. Neste 
instante, a maior parte da onda é direcionada para a porta 2 do guia de onda. Apenas uma 
pequena parte da onda é refletida de volta para a port 1. Contudo, verifica-se que não 
houve espalhamento do sinal óptico ao atingir a curvat a, comprovando o excelente 
guiamento do sinal óptico apresentado por este tipo de guia de ondas. 
 







Fig. 3.20 – Distribuição espectral de potência do sinal refletido e transmitido de um guia 
de ondas, com uma curva de 90o, feito a partir de cristais fotônicos, (a) conforme 
demonstrado em [33] e (b) obtida pelo método proposto. 
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Fig. 3.21 – Propagação da envoltória das componentes hy e hz para o guia de ondas da 




O próximo exemplo, considerando os cristais fotônicos, é um divisor de potência 
em forma de “T”. A Fig. 3.22 mostra este divisor. Esta mesma estrutura é encontrada em 
[33]. A malha para discretizar esta estrutura possui 100.628 elementos triangulares, gerando 
453.428 variáveis. Também, para este exemplo, foi necessário simular as características de 
propagação duas vezes, nos comprimentos de onda de λ0 = 1,45 µm e λ0 = 1,65 µm, 
respectivamente. Para garantir a estabilidade, o passo temporal foi de 0,05 fs e o intervalo 
de tempo total de simulação foi de 650 fs. O tempo de processamento foi de 5.493 s. A Fig. 
3.23 mostra a distribuição espectral de potência do sinal refletido e transmitido para o 
divisor de potência em “T”, conforme demonstrado em [33] e pelo método aqui proposto. 
Como pode ser visto, esta estrutura apresenta uma alta transmissão (aproximadamente, 46% 
para cada saída) para as freqüências por volta de 0,4 × 2πc/a. Porém, a reflexão da luz 
tende a aumentar quando a freqüência do sinal óptico se afasta deste valor. A Fig. 3.24 
mostra a propagação da envoltória complexa hy e hz nos instantes 100, 150 e 200 fs. Nesta 
figura, pode-se observar toda a evolução temporal do sinal óptico dentro do divisor de 
potência. Como no exemplo anterior, pode-se verifica  que não houve espalhamento da 
onda na estrutura, demonstrando o excelente guiamento do sinal óptico. Assim, a maior 
parte da onda é direcionada para as portas 2 e 3 do divis r e apenas uma pequena parcela do 
sinal é refletida de volta para a porta 1. 
 








Fig. 3.23 – Distribuição espectral de potência do sinal refletido e transmitido para o 
divisor de potência em “T”,  feito a partir de cristais fotônicos, (a) conforme demonstrado 
em [33] e (b) obtida pelo método proposto. 
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Fig. 3.24 –  Propagação da envoltória das componentes hy e z para o divisor de potência 
em “T”  da Fig. 3.22, nos instantes de 100, 150 e 200 fs.  
.
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Os dois últimos exemplos, a seguir, demonstram a aplicação dos cristais fotônicos 
em cavidades ressonantes. Para a primeira cavidade analisada, utilizou-se a estrutura 
mostrada na Fig. 3.25. Esta mesma estrutura é encontrada em [33]. Para discretizar esta 
malha, utilizou-se uma malha com 66.038 elementos triangulares, resultando em 297.750 
variáveis. O passo temporal foi de 0,05 fs e o intervalo total de simulação de 20 ps. A Fig. 
3.26 mostra a distribuição espectral de potência par esta cavidade, conforme demonstrado 
em [33] e pelo método aqui proposto. Este resultado mostra que esta estrutura age como um 
filtro passa-faixa, com freqüência de ressonância de 0,389 × 2πc/a, banda passante de 2,2 
nm e perda de inserção praticamente nula. Para a segunda cavidade, acrescentou-se uma 
coluna dielétrica à esquerda e à direita, conforme mostrado na Fig. 3.27. Esta cavidade 
corresponde à uma variação da cavidade do exemplo anterior e foi implementa somente 
neste trabalho. A malha utilizada possui 66.252 elem ntos triangulares e gerou 298.713 
variáveis. O intervalo de tempo total foi de 20 ps.A Fig. 3.28 mostra a distribuição 
espectral de potência para esta cavidade. Pode-se vrificar que não houve deslocamento na 
freqüência central de ressonância, porém a banda passante fica em torno de 0,17 nm e a 
perda de inserção aumenta para 2,2 dB, aproximadamente. 
 






Fig. 3.26 – Característica de transmissão para a microcavidade ressonante da Fig. 3.25, 
(a) conforme demonstrado em [33] e (b) obtida pelo método proposto. 
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Fig. 3.27 – Microcavidade ressonante feita a partir de cristais fotônicos. 
 
Fig. 3.28 – Características de transmissão para a microcavidade ressonante da Fig. 3.27. 
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3.6 – Conclusão 
Este capítulo apresentou, pela primeira vez, o uso das funções de base de arestas 
ortogonais no estudo da propagação da envoltória complexa dos campos elétrico e 
magnético, no domínio do tempo, para problemas em duas imensões. Com o uso destas 
funções ortogonais, obtiveram-se matrizes massas diagonais como resultado da formulação 
desenvolvida. Associando-se estas funções de base a e quemas explícitos, a solução final 
do sistema matricial é obtida pela simples inversão de matrizes diagonais. Uma outra 
vantagem do método desenvolvido é o uso da equação de nda vetorial, ao invés da 
equação de onda escalar, permitindo análise mais completa da propagação dos campos 
eletromagnéticos. 
Baseado no trabalho original de White, as funções de base de arestas ortogonais em 
duas dimensões foram obtidas a partir das funções de base de arestas originais de um 
elemento triangular, preservando suas características. Além da demonstração original de 
White, este capítulo também demonstrou uma nova interpretação das funções de base de 
arestas ortogonais. Com esta nova interpretação, foi possível formular estas funções em 
duas dimensões, sem o uso da integração numérica para o cálculo dos coeficientes de 
ortogonalização e gerar os requisitos necessários para desenvolver as funções de base de 
arestas ortogonais em três dimensões, que será apresentada no Capítulo 4 deste trabalho. 
O objetivo principal deste capítulo foi o uso das novas funções de base para as 
análises no domínio do tempo de estruturas fotônicas. O método de análise escolhido para 
este intento foi o método da envoltória. Com o uso das funções de base de arestas 
ortogonais, forçou-se o uso da equação de onda vetorial ao invés da equação de onda 
escalar, que é normalmente utilizada nas análises em fotônica, tornando-se mais uma 
vantagem da formulação apresentada. Diversas estruturas ópticas foram utilizadas para a 
convalidação do método, principalmente componentes baseados em cristais fotônicos, que 
envolvem um grande número de variáveis. Desta forma, foi possível observar a excelente 






Funções de Base de Arestas Ortogonais em Três Dimensões 
4.1 – Introdução 
O capítulo anterior demonstrou o uso das funções de bas  de arestas ortogonais 2D 
em esquemas de propagação da envoltória complexa no domínio do tempo. Associando-se 
estas funções a um esquema explícito, há uma grande edução no esforço computacional 
gerado pelo processamento de dados, tornando-se posível análises em grandes janelas 
computacionais. Porém, as formulações em uma dimensão ou duas dimensões são 
aproximações adotadas quando se deseja justamente minimizar o esforço computacional. 
Em um componente real, as três dimensões x, y, e z estarão sempre presentes. Quando a 
representação ou aproximação em uma ou duas dimensões ão é possível ou satisfatória, o 
tratamento em três dimensões torna-se necessário. 
Diferentes técnicas são usadas na formulação 3D. O método das Diferenças Finitas 
no Domínio do Tempo (FDTD) é o mais popular, pois apresenta uma boa eficiência 
computacional. Com o método dos Elementos Finitos no Domínio do Tempo (FETD), a 
flexibilidade relativa à geometria aumenta, e, com o uso das funções da base de aresta em 
elementos tetraédricos, torna-se possível a modelagem de estruturas mais complexas e 
irregulares, uma vez que se utiliza a equação de ona vetorial ao invés da equação escalar. 
Porém, o grande número de variáveis para a modelagem 3D-FETD resulta em um esforço 
computacional de grandes proporções, pois há a necessidade da inversão do sistema 
matricial de equações a cada passo temporal, tornando o método pouco atrativo, neste caso. 
A técnica mais difundida para minimizar o alto esforço computacional gerado pelo 
FETD é o método da diagonalização [17, 30, 40-41]. Nesta aproximação, há uma 
remontagem da matriz massa do sistema, tornando-a uma matriz diagonal. Infelizmente, 
esta técnica freqüentemente introduz erros significativos na solução da equação de onda, 
levando a um sistema completamente instável ou a resultados não coerentes. Para se obter 
matrizes diagonais sem o uso do método de diagonalização, novos conjuntos de funções de 
base ortogonais em 2D, baseados nos elementos de aresta de Whitney, e 3D [104], 
baseados nos elementos de faces de Whitney, foram desenvolvidos. Contudo, as funções de 
base de faces originais possuem rotacionais nulos, o que limita a sua aplicação à equação de 
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onda vetorial, fazendo com que as funções de base de arestas passem a ser a escolha natural 
para esta aplicação. 
Este capítulo apresentará as funções de base vetoriais togonais em três dimensões 
para a solução da equação de onda vetorial por elementos finitos [52-54]. Tais funções são 
baseadas nos elementos de aresta de Whitney e preservam as mesmas características que as 
funções de base convencionais. Com o uso destas funções de base, obtêm-se, naturalmente, 
matrizes diagonais, eliminando-se por completo a resolução, a cada passo temporal, do 
sistema linear de equações resultante de métodos numéricos convencionais. A primeira 
parte deste capítulo irá apresentar as novas funções de base ortogonais. A segunda parte 
demonstrará a aplicação das funções de base ortogonais na discretização da equação de 
onda vetorial 3D. A terceira parte irá apresentar o lg ritmo utilizado nas simulações e a 
última parte demonstrará os resultados obtidos. 
4.2 - Funções de Base de Arestas Ortogonais em Três Dimensões 
O processo de ortogonalização das funções de base de aresta para os elementos 
tetraédricos é semelhante ao processo de ortogonalização dos elementos triangulares. 
Primeiramente, deve-se observar a distribuição de ca a função de base na aresta onde está 
associada e nas demais arestas. Para isto, considere o elemento tetraédrico da Fig. 4.1. 
 
Fig. 4.1 – Distribuição das funções de base de aresta em um ele ento tetraédrico. 
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A Tabela 4.1 mostra a distribuição das funções de base nas arestas do tetraedro. 
Cada função terá a componente normal e tangencial somente na aresta onde é associada e, 
nas demais arestas, somente a componente normal. Na rest  oposta à aresta onde a função 
de base está associada, o valor da função será nulo. Observando esta tabela e aplicando o 
processo de ortogonalização, Apêndice A, à função de base W de um tetraedro formado 
























































































































































































































































































































































































































































































































































































































eee =B  (4.2) 
 133113 n̂LL
eee =B  (4.3) 
 144114 n̂LL
eee =B  (4.4) 
 233223 n̂LL
eee =B  (4.5) 
 422442 n̂LL
eee =B  (4.6) 
 344334 n̂LL
eee =B  (4.7) 
Os vetores ijn̂  são vetores normais às arestas do tetraedro e deverão possuir a 
mesma direção e sentido que a componente normal do vetor gerado pelas funções de base 












i CdV δ∫∫∫ =⋅=⋅ NNNN  (4.8) 
onde N representa o conjunto completo de funções de base, C é uma constante, δij é a 









1-2 1-3 1-4 2-3 4-2 3-4 
W12 ( ) 121221 lLLLL ∇−∇  1221 lLL ∇  1221 lLL ∇  1212 lLL ∇−  1212 lLL ∇−  0 
W13 1331 lLL ∇  ( ) 131331 lLLLL ∇−∇  13131 lLL ∇  1313 lLL ∇−  0 1313 lLL ∇−  
W14 1441 lLL ∇  1441 lLL ∇  ( ) 141441 lLLLL ∇−∇  0 1414 lLL ∇−  1414 lLL ∇−  
W23 2332 lLL ∇  2323 lLL ∇−  0 
( ) 232332 lLLLL ∇−∇
 
2332 lLL ∇  2323 lLL ∇−  
W42 4242 lLL ∇−  0 4224 lLL ∇  4242 lLL ∇−  
( ) 424224 lLLLL ∇−∇
 4224
lLL ∇  
W34 0 3443 lLL ∇  3434 lLL ∇−  3443 lLL ∇  3434 lLL ∇−  
( ) 343443 lLLLL ∇−∇
 
 82 
Da mesma forma que no caso das funções de base de ar stas em duas dimensões, 
obter funções que respeitem (4.8) e garantam a correta representação dos campos dentro de 
um elemento tetraédrico é uma tarefa muito difícil. Assim, será utilizada a mesma 
aproximação do Capítulo 3, onde a integração numérica é calculada, substituindo-se o 
domínio contínuo por um domínio discreto e ortogonalizando as funções de base apenas 
nos pontos utilizados na própria integração. O novo produto interno entre as funções de 
base passa a ser definido como: 














NNNN  (4.9) 
onde ml são as coordenadas do centro de cada aresta e αl é scolhida de tal forma a obter a 




























































































































































































































































































































































































Observando o comportamento das funções W, definidas no Capítulo 2 e na Tabela 
4.1, é possível analisar a formação das funções Z m (4.10). Será analisada apenas Z12 em 
(4.10a), sendo que o mesmo procedimento é aplicado às demais funções Z. O primeiro 
termo de (4.10a) só terá efeito na aresta 1-2 devido ao termo B12 e irá subtrair de W12, na 
coordenada central desta aresta, a sua componente normal, deixando apenas a componente 
tangencial. O segundo termo agirá na aresta 1-3 e irá r tirar a componente normal de W12 
na coordenada central desta aresta. Porém, como W12 só possui componente normal nesta 
aresta, a função Z12 terá valor nulo nesta coordenada. O mesmo comportamento ocorre para 
as arestas 1-4, 2-3 e 2-4. Para a aresta 3-4, W12 possui valor nulo, não sendo necessário o 
acréscimo de nenhum termo em (4.10a). 
Os coeficientes de ortogonalização de (4.10a) podem ser resolvidos numericamente, 
conforme descrito no Capítulo 3 para as funções de bas  em duas dimensões. Contudo, 
estes coeficientes também podem ser resolvidos a partir d s propriedades da função Z12 
descritas acima. Considere o valor da função de bas W12 nos pontos centrais de cada aresta 
de um elemento tetraédrico: 
 ( ) 1221312 5,0 lLm ∇=W  (4.11) 
 ( ) 1221412 5,0 lLm ∇=W  (4.12) 
 ( ) 1212312 5,0 lLm ∇−=W  (4.13) 
 ( ) 1214212 5,0 lLm ∇−=W  (4.14) 
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 ( ) ( ) 12121212 5,05,0 lLLm ∇−∇=W  (4.15) 
Para as coordenadas centrais das arestas 1-3, 1-4, 2-3 e 4-2, onde a função Z12 





















































Na coordenada central da aresta 1-2, a função W12 terá componente tangencial e 
componente normal, conforme demonstrado em (4.15). Neste ponto, W12 pode ser escrito 
na seguinte forma: 
 ( ) ( ) ( ) ( )1212121212121212  5,05,0 mmlLLm nt WWW +=∇−∇=  (4.20) 
onde ( )1212 mtW  e ( )1212 mnW  são as componentes tangencial e normal de W12, 
respectivamente. Como a função ( )1212 mZ  deve possui apenas componente tangencial, 













−=−  (4.21) 
Escrevendo-se a componente normal de W12 no ponto m12 como: 
 ( ) ( )( ) ,ˆ ˆ 121212121212 ttmm ⋅− WW  (4.22) 
onde 12t̂  é um vetor unitário tangente à aresta 1-2 e utilizando-se das relações (4.16), (4.17), 
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Sendo que os termos 312 LL , 412 LL , 322 LL  e 422 LL  resultam em 0,5 no centro das 
arestas 1-3, 1-4, 2-3 e 2-4, respectivamente, e zero ao longo das demais arestas e o termo 
214 LL  resulta em 1 no centro da aresta 1-2 e zero nas demais arestas. Para as demais 
funções Z, têm-se: 
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Estas novas funções de base Z continuam preservando a propriedade da 
continuidade tangencial dos campos nas fronteiras de cada elemento. O módulo da 
componente tangencial de Z será igual a 1 em toda a extensão da aresta onde ela é d finida 
e zero nas demais. Nas cinco arestas restantes, Z t rá valor nulo nas coordenadas centrais 
de cada aresta e apenas componentes normais fora destas r giões. Desta forma, a condição 
de ortogonalidade definida em (4.9) é satisfeita. Porém, a componente normal de Z no 
centro da aresta onde ela é definida é nula, o que não representaria corretamente campos 
com normais não nulas nestes pontos. Assim, para a correta representação dos campos nas 
três dimensões, é necessário utilizar dois outros conjuntos de bases, dados por: 
 ijji
e
ij nLL ˆ=B  (4.24a) 
 ( ),ˆˆ ijijjieij ntLL ×=Q  (4.24b) 
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onde i-j  pode ser as arestas 1-2, 1-3, 1-4, 2-3, 4-2 e 3-4. Evidentemente, Q e B são 
ortogonais entre si. As três funções Z, Q e B constituem um conjunto completo de funções 
de bases vetoriais ortogonais em três dimensões basead  nos elementos de arestas de 
Whitney. O campo total ou a envoltória complexa da onda dentro de um elemento 
tetraédrico pode ser representado por [52-54]: 











e zyxtutzyx Nφ  (4.25) 
onde ( )tuei  são os coeficientes de expansão de um elemento e. Para a discretização dos 
campos ou envoltória complexa dos campos de acordo com (4.25), Ni = Z i para i variando 
de 1 a 6, Ni = Qi para i variando de 7 a 12 e Ni = Bi para i variando de 13 a 18. Levando-se 
em consideração estas funções de base ortogonais em (4.8) e associando-as a um esquema 
explícito, a resolução do sistema matricial de equações dá-se através de uma simples 
inversão de matrizes diagonais e da multiplicação de matrizes. 
4.3 - Discretização da Equação de Onda Vetorial pelas Funções de Base 
de Arestas em Três Dimensões 
As funções de base de arestas ortogonais foram desenvolvidas inicialmente para as 
análises no domínio do tempo. Porém, para a convalidação destas novas funções de base 
3D, serão utilizados problemas de autovalores para a obtenção dos modos ressonantes de 
cavidades. Assim, nesta seção, serão apresentadas duas formulações envolvendo a equação 
de onda vetorial no domínio da freqüência, para os pr blemas de autovalores, e no domínio 
do tempo, para as análises das características de propagação.  
A equação de onda vetorial no domínio da freqüência par  o campo elétrico é dada 
por [21]: 
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onde µr é a permeabilidade magnética relativa, εr é a permissividade elétrica relativa e k é o 

















Utilizando-se a expansão do campo elétrico (4.25) em (4.27) e considerando-se que 
a cavidade seja terminada em paredes elétricas, obtém-se o sistema matricial de autovalores 
[105]: 
 [ ]{ } [ ]{ },2 EMkEK =  (4.28) 
onde o número de onda k corresponde ao autovalor e {E} corresponde ao autovetor. As 
matrizes elementares do sistema acima são dadas por: 










, NN ×∇⋅×∇= ∫∫∫ µ  (4.29) 






NN ⋅= ∫∫∫ ,   ε  (4.30) 
A segunda formulação apresentada nesta seção corresponde ao método de 
propagação temporal em banda completa da envoltória complexa dos campos elétrico ou 
magnético de uma onda. A formulação que será apresentada é uma extensão, para três 
dimensões, da formulação em duas dimensões apresentada o Capítulo 3. A equação de 
onda vetorial, considerando as PMLs, em meios com permeabilidade magnética igual a 
permeabilidade magnética do espaço livre µ0 para os campos elétricos e magnéticos, pode 
ser escrita da seguinte forma [52-54]: 













ΦΦ σµΦL  (4.31) 
onde ,ˆˆˆ zHyHxH zyx ++=Φ  rp ε1=  e 1=q  para o campo magnético ou 
zEyExE zyx ˆˆˆ ++=Φ , 1=p  e rq ε= para o campo elétrico, sendo Hx, Hy e Hz as 
componentes do campo magnético e Ex, Ey e Ez as componentes do campo elétrico nas 






















L  (4.32) 
onde  
 ( ) ( )tuet tsss  εσεσδς −−=  (4.33) 
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e s = x, y ou z. A condutividade σ é zero para as regiões fora da PML e σmax(ρ/d)2 dentro da 
PML. Também, σx, σy e σz são as condutividades para as regiões da PML paralelas às 
direções x, y e z, respectivamente. O parâmetro ζ é obtido através da transformada inversa 
de Fourier do parâmetro sB, conforme demonstrado no Capítulo 3. 
Considerando-se apenas a propagação da envoltória complexa da onda, o campo 
pode ser escrito como: 
 ( ) ( ) ),exp(,,,,,, 0tjtzyxtzyx ωφ=Φ  (4.34) 
onde ω0 é a freqüência angular e φ(x, y, z, t) é a envoltória complexa. A convolução, em 
(4.31), pode ser resolvida para cada passo temporal considerando o campo constante dentro 
do passo temporal τ, resultando em: 
 ( ) ( )[ ]
































onde ∆t é o intervalo do passo temporal e o termo exp(jω0t) foi desconsiderado por ser um 
termo comum a todos os membros. Substituindo-se (4.35) e (4.34) em (4.31) e usando a 
discretização por elementos finitos através do método de Galerkin para a discretização 
espacial, a equação diferencial matricial de segunda or em pode ser escrita como: 
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onde Me representa o número total de elementos e {0} é um vetor nulo. O somatório em 
(4.36) foi mantido para indicar que as matrizes globais [K]s devem ser preenchidas a cada 
passo temporal devido ao termo exp[-σs/(ε+jω0)tτ-1] em (4.35). Este termo depende da 
geometria (σs e ε varia para cada tetraedro) e do intervalo de tempo (tτ-1). Porém, foi 
demonstrado no Capítulo 3 e em [37-39] que, se σs e ε forem mantidos constantes na região 
da PML, (4.35) pode ser simplificada afetando muito pouco o desempenho da absorção dos 
campos pela PML. Com a simplificação, não há a necessidade de preencher as matrizes 
globais [K]s a cada passo temporal, mantendo-se, desta forma, o desempenho de 
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processamento. Devido ao elevado número de variáveis envolvido numa análise 
tridimensional e o acréscimo das funções de base auxiliares (4.23) e (4.24), neste capítulo 
será adotada apenas esta simplificação. Assim, (4.35) pode ser escrita da forma: 
 ,1,,,






 +−= −100max,  exp
τττ ωεσϕ tjuiis  (4.38) 












Utilizando-se de (4.38) e (4.39) em (4.36) e evoluindo-se o somatório, obtém-se: 
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σ  (4.40) 
Aplicando o método das diferenças finitas centrais (4.40) para a discretização 
temporal, obtém-se: 
 [ ]{ } [ ]{ } [ ]{ } [ ] { },2211 ττττ ϕssKtcuCuBuA ∆−+= −+  (4.41) 
onde A, B, C e as matrizes elementares são dadas por: 
[ ] ( )[ ] [ ] 21 20 σω MtcMtjA ∆+∆+=  
[ ] ( )[ ] [ ] [ ]KtcMtcjMtB 22220220  2 ∆−∆−∆+= σωω  
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Como [A] é uma matriz diagonal, o sistema matricial de equações é resolvido 
multiplicando-se (4.41) por [A]-1. 
Para a discretização temporal da equação diferencial matricial de segunda ordem 
resultante do método dos elementos finitos vetoriais e ortogonais 2D e 3D, foi utilizado o 
método das diferenças finitas centrais. Uma outra forma de se obter a discretização 
temporal da equação diferencial matricial é através do método de Newmark [21, 106]. 
Neste método, as funções ( )tu  e ( ) dttdu  são aproximadas através da série de 
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du ττττ γγ ∆+∆−+=
−−
 (4.43) 
onde β e γ são parâmetros escolhidos de tal forma a controlar a estabilidade e precisão. 
Aplicando o método de Newmark em (4.40), obtém-se o istema matricial resultante 
da discretização espacial e temporal da equação de on a vetorial no domínio do tempo. 
Para maiores detalhes do uso do método de Newmark na equação de onda, ver [21, 36]. 
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Fazendo 0=β , obtém-se: 
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Quando 5,0=γ , (4.45) reduz-se à (4.41). Portanto, quando o método das diferenças 
finitas não apresentar uma boa convergência na solução do sistema matricial de equações, o 
método de Newmark pode ser utilizando com o parâmetro 0=β  e com pequenas variações 
no parâmetro γ em torno de 0,5. O mesmo procedimento pode ser observado na 
discretização temporal da equação diferencial matrici l de segunda ordem em duas 
dimensões, apresentada no Capítulo 3. 
4.4 – Matrizes Elementares 
O algoritmo apresentado no Capítulo 3 e que foi utilizado para descrever as etapas 
do programa de simulação envolvendo as funções de bas de arestas ortogonais 2D, 
também pode ser utilizado para descrever a aplicação das funções de base de arestas 
ortogonais 3D nas simulações da propagação dos campos eletromagnéticos. A diferença 
entre os algoritmos é a formação das matrizes elementares, pois no caso 3D, utiliza-se duas 
funções auxiliares. O acréscimo das funções auxiliares, juntamente com as funções Z, 
resulta em matrizes elementares com dimensão 18 × . A Fig. 4.2 mostra a formação 
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básica de uma matriz elementar utilizada nas operaçõ s de produto interno e de produto 
interno do rotacional entre as funções de base. Evidentemente, com as operações de 
produto interno entre as funções, obtêm-se matrizes elementares diagonais. 
[ ] [ ] [ ]
[ ] [ ] [ ]






































Fig. 4.2 – Formação básica de uma matriz elementar formada a prtir das funções de base 
de arestas ortogonais 3D. 
4.5 – Resultados Numéricos 
Nesta seção, serão apresentados os resultados numéricos envolvendo dois tipos de 
análises: análise de autovalores dos modos de cavidades ressonantes e análises no domínio 
do tempo das características de propagação dos campos eletromagnéticos para estruturas 
que operam nas faixas de microondas e óptica. A análise de autovalores dos modos de 
ressonância de cavidades ressonantes não é uma aplic ção prática para as funções de base 
de arestas ortogonais 3D. Devido às funções auxiliares, há um aumento no número de 
variáveis em relação às funções de base de arestas convencionais. Como, neste trabalho, foi 
utilizada a sub-rotina Eigs do programa MATLAB® para o cálculo dos autovalores e 
autovetores, o tempo total das simulações envolvendo as análise realizadas com as funções 
de base de arestas ortogonais foi maior que o tempo total das análises realizadas com as 
funções de base de aresta convencionais. O objetivo para esta aplicação é a análise do erro 
provocado pelas funções de base de arestas ortogonais na solução da equação de onda para 
meios homogêneos e meios com diferentes permissividades elétricas, comparando o seu 
desempenho em relação às funções de base de arestas convencionais.  
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Para este primeiro exemplo de análise de autovalores, utilizou-se uma cavidade 
ressonante retangular terminada com paredes metálicas e com dimensões de 1 cm de 
largura, 0,5 cm de altura e 0,75 cm de espessura, em um meio com permeabilidade 
magnética e permissividade elétrica iguais às do vácuo. A Fig. 4.3 mostra a geometria da 
cavidade ressonante. Para este exemplo, utilizou-se uma malha com 880 tetraedros, gerando 
1.280 variáveis para funções de base de arestas convencionais e 11.840 para funções de 
base de arestas ortogonais. O aumento observado se á d vido ao acréscimo das duas 
funções de base auxiliares. A cavidade foi encerrada com paredes elétricas, anulando as 
componentes tangenciais do campo elétrico. A Tabela 4.2 mostra os oito primeiros 
autovalores (k, cm-1). 
 
Fig. 4.3 –  Geometria da cavidade ressonante preenchida com meio homogêneo de εr e µr 
iguais a 1. 
 
 94 





[1] k Erro  (%)  k Erro  (%)  
TE101 5,236 5,221 0,286 5,264 0,535 
TM110 7,025 7,017 0,114 7,098 1,039 
TE011 7,551 7,526 0,331 7,494 0,755 
TE201 7,551 7,539 0,159 7,582 0,411 
TM111 8,179 8,156 0,281 8,163 0,196 
TE111 8,179 8,181 0,024 8,177 0,024 
TM210 8,886 8,860 0,293 8,744 1,598 
TE102 8,947 8,887 0,671 8,987 0,447 
Pela Tabela 4.2, pode-se verificar uma boa concordância entre os resultados obtidos 
através das funções de base de arestas ortogonais e da  funções de base de arestas 
convencionais, em relação à solução analítica [1]. Os erros obtidos com o método ortogonal 
superam ligeiramente aqueles do método convencional, uma vez que o acréscimo das 
funções auxiliares (4.24) aumenta o número de variáveis de cada ponto de interpolação do 
elemento. Conseqüentemente, o erro numérico associado nestes pontos tende a aumentar. 
Também, o uso da integração numérica ao invés da integração analítica provoca um 
aumento neste erro. Outra importante característica observada é a ausência de modos 
espúrios. O problema dos modos espúrios foi explorado em [105] quando as funções de 
base nodais foram utilizadas no cálculo dos autovalores. Da mesma forma que ocorre com 
as funções de base de arestas convencionais, quando as funções de base ortogonais são 
utilizadas, todos os modos espúrios desaparecem. 
O próximo exemplo leva em consideração uma cavidade pre nchida com meios 
não-homogêneos. A Fig. 4.4 mostra um quarto da geometria da cavidade considerada para 
esta análise. O material inserido no interior da cavidade possui permissividade elétrica 
relativa igual a 16. Para este exemplo, utilizou-se ma malha com 2.507 tetraedros, gerando 
3.460 variáveis para as funções de base de arestas convencionais e 33.544 para as funções 
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de base de arestas ortogonais. Utilizaram-se, também, paredes magnéticas nos lados 
internos de simetria da cavidade e paredes elétricas nos demais lados [107]. A Tabela 4.3 
mostra os seis primeiros autovalores (k, m-1) obtidos através das funções de base de arestas 
convencionais e ortogonais, além dos autovalores calculados por um método apresentado 
em [107]. 
 
Fig. 4.4 –  (a) Um quarto da geometria da cavidade ressonante preenchida com meio não-
homogêneo de εr igual a 16 e (b) geometria completa da cavidade. 
TABELA  4.3. SEIS PRIMEIROS AUTOVALORES (k, m-1). 
Modo Bardi et al. [107] Convencional Ortogonal 
1 5,397 5,321 5,376 
2 7,814 7,847 7,835 
3 9,916 9,900 9,843 
4 10,635 10,580 10,580 
5 11,600 11,569 11,525 




Comparando-se os resultados apresentados na Tabela 4.3, pode-se verificar uma boa 
concordância entre os autovalores obtidos por meio das funções de base de arestas 
ortogonais e de base de arestas convencionais e aqueles obtidos pelo método apresentado 
em [107]. Mais uma vez, não foi observado os modos espúrios na solução do sistema 
matricial. Desta forma, pode-se concluir que as funções de base de arestas ortogonais 
apresentaram um bom desempenho para meios homogêneos e meios não-homogêneos. 
Os dois exemplos anteriores envolvendo análises de autovalores demonstraram que 
o processo de ortogonalização das funções de base de arestas de um elemento tetraédrico 
manteve as suas características originais. Os problemas reportados em análises vetoriais 
envolvendo as funções de base nodais, como modos espúrios, dificuldades no tratamento de 
cantos de materiais metálicos e dielétricos e imposiçã  das condições de contorno [71, 77-
80], não foram observados nas análises envolvendo estes dois exemplos. Os próximos 
casos irão tratar da análise, no domínio do tempo, das características de propagação dos 
campos eletromagnéticos. O terceiro exemplo refere-s  à análise no domínio do tempo das 
características de transmissão de um guia de onda com uma obstrução metálica em seu 
interior. Para esta simulação, assumiu-se um campo inicial com perfil longitudinal 
Gaussiano e perfil transversal correspondente ao do modo fundamental TE10. Para t = 0 s, o 
pulso inicial é dado por: 
 ( ) ( ) ( )[ ] ( )[ ]   exp exp,0,,, 020000 zzjkWzzyxhetzyxhe zxxxx −−−−== ,,  (4.46a) 
 ( ) ( ) ( )[ ] ( )[ ]   exp exp,0,,, 020000 zzjkWzzyxhetzyxhe zyyyy −−−−== ,,  (4.46b) 
 ( ) ( ) ( )[ ] ( )[ ],   exp exp,0,,, 020000 zzjkWzzyxhetzyxhe zzzzz −−−−== ,,  (4.46c) 
sendo que, no modo TE10, 0 , 00 =zy ee  quando se utiliza o campo elétrico para as análises e 
00 =xh , quando se utiliza o campo magnético [1, 90]. As componentes ex,y,z,0 e hx,y,z,0 foram 
calculadas através da análise modal descrita no Apêndice C. A Fig. 4.5 mostra a geometria 
do guia de onda utilizado. O guia de onda foi terminado com camadas de PMLs, de 
espessura igual à de dois comprimentos de onda central  de condutividade máxima igual a 
20 S/m. A freqüência central foi de 13 GHz. Utilizou-se uma malha com 26.444 tetraedros, 
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o que gerou 353.831 variáveis. Para garantir a estabilidade, o passo temporal foi de ∆t = 0,2 
ps. O intervalo total de simulação foi de 1,5 ns e o t mpo total de simulação foi de 3.138 s. 
A Fig. 4.6 mostra o módulo do coeficiente S21 obtido através de simulações e usando as 
funções de base de arestas ortogonais e medições exp rimentais [108]. Pode-se notar uma 
boa concordância entre os resultados obtidos através da simulação e das medições 
experimentais, com o guia de onda apresentando a menor transmissão em torno de, 
aproximadamente, 14,3 GHz, o que o caracteriza como um filtro rejeita-faixa. Para esta e as 
demais análises, utilizou-se um computador Pentium IV, 1,7 GHz e Windows XP. 
 
Fig. 4.5 – Geometria do guia com uma descontinuidade em seu int rior, com a = 19,05 
mm, b = 9,524 mm, l = 5,08 mm, w = 1,016 mm e h = 7,619 mm. 
As três primeiras análises apresentadas neste capítulo referem-se à aplicação das 
funções de base de arestas ortogonais na região de microondas. Uma outra aplicação é a 
análise de estruturas fotônicas. Para este intuito, primeiramente, compara-se o desempenho 
da formulação proposta ao da formulação convencional. Neste exemplo, utilizou-se uma 
onda gaussiana para representar a envoltória da componente x do campo elétrico 
propagando na direção z no espaço livre. Esta onda pode ser escrita da forma: 
 ( ) ( )[ ] ( )[ ] ( )[ ] ( )[ ],    0,,, 00200200200 zzjkeWzzeWyyeWxxetzyxex −−−−−−−−==  (4.47) 
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com W0 = 2 µm. Utilizou-se um volume computacional com 5 µm x 5µm x 8 µm e o 
comprimento de onda central foi de 1,55 µm. A malha para este caso possui 9.962 
elementos, gerando 3.460 e 33.544 variáveis para os métodos convencional e ortogonal, 
respectivamente. O intervalo total de simulação foi de 30 fs. O tempo total de simulação foi 
de 2.550 s, quando se utilizou a sub-rotina ME28 para a solução do sistema linear de 
equações, para o método convencional e 75 s para o método ortogonal, ou seja, para este 
caso, o método ortogonal foi 34 vezes mais rápido que o método convencional. A Fig. 4.7 
mostra o módulo da componente x do campo elétrico. Pode-se observar uma boa 
concordância entre as formulações ortogonal e convencional. 
 
Fig. 4.6 – Módulo do parâmetro S21 (experimental e simulado) do guia de ondas com 




Fig. 4.7 – Análise da propagação de um pulso gaussiano no meio livre através dos 
métodos convencional e ortogonal. 
Um grande problema em uma análise tridimensional no domínio do tempo de 
dispositivos ópticos é o elevado número de variáveis envolvido, impossibilitando o uso de 
computadores convencionais. Para componentes com grandes geometrias, estas análises 
podem envolver centenas de milhares de variáveis, sendo necessário o uso de 
processamento paralelo para a solução do sistema matricial de equação. Com o uso das 
funções de base de arestas ortogonais, há uma grande edução do esforço computacional, 
permitindo a análise de pequenas estruturas. Assim, para demonstrar o uso do método aqui 
desenvolvido em óptica integrada, a Fig. 4.8 mostra uma rede dielétrica refletora DFB 
projetada para operar em 1,5 µm. A malha utilizada possui 44.437 tetraedros, gerando 
588.168 variáveis. O passo temporal utilizado foi de 0,02 fs e o intervalo de tempo foi de 
240 fs. O tempo total gasto para o processamento dos dados foi de 9.059 s. A Fig. 4.9 
mostra o módulo do coeficiente de reflexão do modo TE10 desta rede dielétrica refletora.  
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Fig. 4.8 – Rede dielétrica refletora. 
 
Fig. 4.9 – Módulo do coeficiente de reflexão do modo TE10 da rede dielétrica refletora da 
Fig. 4.8. 
4.6 – Conclusão 
As funções de base de arestas ortogonais em três dimensões foram apresentadas 
neste capítulo. Estas novas funções de bases originaram-se dos elementos de arestas de 
Whitney para o tetraedro, preservando as mesmas carcterísticas originais das funções de 
Vista Frontal Vista Lateral 
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bases de arestas. Com o seu uso, obtêm-se matrizes massas diagonais sem o uso do método 
de diagonalização. Desta forma, o sistema matricial de equações é resolvido diretamente 
pela simples inversão de matrizes diagonais. 
Para convalidar este novo conjunto de funções de bas , dois tipos de análises foram 
utilizados. A primeira trata-se da análise de autovalores dos modos de ressonância de 
cavidades ressonantes. Duas cavidades foram utilizadas nestas análises. A primeira levou 
em consideração um meio homogêneo com permissividade elétrica e permeabilidade 
magnética iguais às do vácuo. A segunda cavidade foi preenchida com um meio não-
homogêneo. Em ambas situações, pôde-se comparar o desempenho entre as funções de base 
de arestas ortogonais e convencionais, onde se verificou uma boa concordância entre ambos 
os resultados obtidos. Uma outra característica, observada nos resultados obtidos com o uso 
das funções de base de arestas ortogonais, foi a ausência dos modos espúrios, 
demonstrando que estas novas funções preservaram as propriedades das funções originais. 
O segundo tipo de análise utilizado foi a análise no domínio do tempo das 
características de propagação de estruturas eletromagnéticas. Através destas análises, pode-
se observar sua excelente precisão em relação às funções de base de arestas convencionais e 
medições experimentais e o alto desempenho no processam nto de dados apresentado pelo 
uso destas novas funções, possibilitando a análises tridimensionais de dispositivos que 
operam na faixa de microondas e de pequenas estruturas ópticas. Para grandes estruturas, 
pretende-se investigar, em futuros trabalhos, o uso das funções de base de arestas 
ortogonais no processamento paralelo. Também, para est s situações, não foram 















O grande avanço da tecnologia nos dias atuais se dev , em grande parte, às 
conquistas realizadas no desenvolvimento de novos componentes ativos e passivos, tanto 
na região de microondas, quanto na região óptica. Uso de microprocessadores em 
computadores pessoais capazes de executar tarefas em elevadas taxas de bits, redes de 
comunicações em faixa larga e processamento de informações totalmente no domínio 
óptico são apenas alguns exemplos de resultados da evolução científica que estamos 
presenciando. Por outro lado, a enorme demanda de serviços exige uma constante busca de 
novos conhecimentos, suscitando dispositivos cada vez mais eficientes e complexos. 
Dentro desta perspectiva, a evolução das ferramentas de simulações computacionais torna-
se indispensável. Análises mais realistas e precisas om alto desempenho no processamento 
de dados são características cada vez mais necessárias ao desenvolvimento dos novos 
dispositivos. 
Nesta linha de pesquisa, optou-se pela elaboração de uma nova formulação para a 
simulação de campos eletromagnéticos em duas e trêsdimensões que permite analisar, de 
forma eficiente, as características de propagação de componentes eletromagnéticos, 
principalmente os destinados à região fotônica. De uma forma geral, três fatores 
caracterizam a formulação desenvolvida: a análise no domínio do tempo, o uso do método 
dos elementos finitos e das funções de base de arestas ortogonais. Com as análises 
realizadas no domínio do tempo, foi possível observar todos os fenômenos relacionados à 
propagação dos campos ocorridos dentro dos dispositivos. A escolha do método dos 
elementos finitos para a discretização espacial deu-se devido à sua excelente precisão e 
fácil adequação onde outros métodos apresentaram deficiências. Em sua versão vetorial, foi 
possível substituir a equação de onda escalar, que é normalmente empregada em fotônica 
em análises temporais, pela equação de onda vetorial. Fin lmente, com o uso das funções 
de base de arestas ortogonais em duas e três dimensões, obteve-se um alto desempenho na 
resolução do sistema matricial de equações. 
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A apresentação deste trabalho se fez em cinco capítulos. No Capítulo 1, descreveu-
se a evolução histórica de alguns métodos computacion is, enfatizando principalmente o 
método dos elementos finitos. Discutiram-se também as vantagens de se analisar os campos 
eletromagnéticos no domínio do tempo em relação ao domínio da freqüência. O Capítulo 2 
apresentou uma introdução ao método dos elementos finitos e sua aplicação em 
eletromagnetismo. Foram demontrados os fundamentos e propriedades deste método, 
necessários ao desenvolvimento dos programas em duas e três dimensões apresentados nos 
Capítulo 3 e 4, respectivamente. Iniciou-se este capítulo com os principais elementos 
utilizados na discretização espacial, dando-se ênfase ao triângulo, para a discretização em 
duas dimensões, e ao tetraedro, para a discretização em três dimensões. Baseada na 
geometria de cada elemento, as funções de base nodais lineares e quadráticas foram 
definidas. Em seguida, descreveram-se as funções de base vetoriais e sua importância nas 
análises vetoriais dos campos eletromagnéticos. Dentro deste contexto, ganharam destaque 
as funções de base de aresta para os elementos triangulares e tetraédricos, pois, além de 
serem desenvolvidas para a solução da equação de onda vetorial, estas funções originarão 
as funções de base de arestas ortogonais. Finalizando este capítulo, apresentou-se o método 
de Galerkin e seu uso na solução das equações de onda escalar e vetorial. 
O Capítulo 3 apresentou a aplicação das funções de base de arestas ortogonais, em 
duas dimensões, ao método da envoltória no domínio do tempo. Baseando-se nas 
propriedades das funções de base de arestas e observando-se resultados de integrações 
numéricas, obtiveram-se as funções de base de arestas or ogonais de forma mais 
simplificada que as descritas no trabalho original de White, sem a necessidade de resolver 
as integrais numéricas para o cálculo dos coeficientes de ortogonalização. Utilizando-se as 
funções de base de arestas ortogonais no método da envoltória, foi possível analisar as 
características de propagação de diversas estruturas ópticas e compará-las às geradas por 
simuladores que utilizam a equação de onda escalar e a resultados publicados na literatura. 
Desta forma, foi possível demonstrar a excelente precisão do método proposto e seu alto 
desempenho no processamento de dados. Especial atenção foi dada aos componentes feitos 
a partir de cristais fotônicos, como guias de onda e cavidades ressonantes ópticos. Nesta 
situação, pode-se verificar que, para uma malha com aproximadamente 78.000 elementos, o 
método aqui desenvolvido foi 16 vezes mais rápido que os métodos escalares referenciados.  
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O Capítulo 4 dedicou-se à análise tridimensional de estruturas eletromagnéticas. 
Utilizando-se da metodologia para ortogonalização de funções de interpolação, 
desenvolvida no Capítulo 3, foi possível obter um novo conjunto de funções de base de 
arestas ortogonais em três dimensões para o elemento tetraédrico. Duas aplicações foram 
utilizadas para a convalidação destas funções: análise de modos ressonantes de cavidades 
ressonantes através de problemas de autovalores; e análise temporal das características de 
propagação de dispositivos eletromagnéticos através do método da envoltória. Devido à 
escassez de análises tridimensionais de componentes fotônicos, principalmente no domínio 
do tempo, duas cavidades ressonantes (análise de autovalores) e um filtro rejeita-faixa 
(análise no domínio do tempo), todos operando na região de microondas, foram utilizados 
para verificar a precisão do método proposto. De posse destes resultados, além de averiguar 
a excelente precisão do método, pôde-se observar que os resultados não foram corrompidos 
por soluções espúrias, demonstrando que as propriedades das funções de base originais 
foram preservadas. O alto desempenho no processamento de dados foi avaliado através da 
propagação de um pulso gaussiano no espaço livre, discretizado por 9.962 elementos 
tetraédricos. Com simulações realizadas utilizando-se as funções de base de arestas 
ortogonais e as convencionais, aplicando-se a decomposição LU (low-up - sub-rotina 
ME28) para a solução do sistema matricial de equações, constatou-se que o método aqui 
apresentado foi 34 vezes mais rápido que o método cnvencional. 
Os programas computacionais desenvolvidos neste trabalho foram feitos utilizando 
a linguagem programação Fortran e utilizou-se um coputador Pentium IV-1,7 GHz / 512 
MB, Windows XP em todas as simulações. Desconsiderado-se as análises modais, que 
foram utilizadas para formar os campos inicias e det rminar as constantes de propagação, o 
programa computacional utilizado para o estudo temporal dos campos eletromagnéticos em 
duas dimensões possui, em média, 2950 linhas. Já para o caso tri-dimensional, o programa 
desenvolvido possui, em média, 6000 linhas. Para exemplificar o uso de memória 
envolvido durante as simulações, realizaram-se algumas medições. Para a rede dielétrica 
refletora mostrada na Fig. 3.13, Capítulo 3, o uso de memória foi de 38 MB para a 
formulação aqui desenvolvida e 160 MB para a formulação escalar. Para o exemplo da 
propagação no espaço livre, Fig. 4.7, o uso de memória foi de 53 MB quando as funções de 
base de arestas ortogonais foram utilizadas e 77 MB quando as funções de base de arestas 
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convencionais foram utilizadas. Já para o caso do filtr mostrado na Fig. 4.5, o uso de 
memória foi de 140 MB quando as funções de base de arestas ortogonais foram utilizadas. 
Porém, não foi possível verificar o uso de memória qu ndo as funções de base de arestas 
convencionais foram utilizadas. 
Programas computacionais que analisam campos eletromagnéticos no domínio do 
tempo oferecem ampla aplicação no desenvolvimento de novos componentes. Portanto, 
características peculiares de cada projeto devem ser avaliadas e implementadas 
separadamente. Porém, algumas sugestões para futuros trabalhos podem ser citadas, como 
análises em meios anisotrópicos, dispersivos e não-li eares. Dando continuidade aos 
estudos iniciados neste trabalho, uma outra sugestão de linha de pesquisa que deve ser 
mencionada é a análise tridimensional, no domínio do tempo, de componentes fotônicos. 
Devido ao enorme número de variáveis associado a este tipo de estudo, há a necessidade de 
se associar o método ortogonal ao uso de processamento paralelo, no qual uma dada tarefa 
é dividida em sub-tarefas, ficando cada processador responsável pela execução de cada uma 
delas. Desta forma, torna-se possível o estudo de estruturas com grandes geometrias. Uma 
outra linha de pesquisa que deve ser estuda no futuro é a análise das condições de 
estabilidade. Análise de estabilidade em elementos finitos no domínio do tempo é mais 
complicado que em FDTD, conforme J. Jin descreve em s u livro [21]. Quando estas 
análises envolvem as funções de base de arestas ortogonais, o grau de complexidade 
aumenta. Desta forma, há a necessidade de um estudo mais profundo para determinar de 
forma mais precisa as condições de estabilidade. Finalmente, pesquisas relacionadas a 
esquemas explícitos estáveis ou esquemas que permitam passos temporais maiores que o 
método das diferenças finitas centrais devem ser sugeridas, pois estes esquemas 
permitiriam uma redução no tempo total de simulação. 
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Ortogonalização de Funções 
Este apêndice tem por objetivo demonstrar o process de ortogonalização de uma 
função. Sejam duas funções ( )xf1  e ( )xf2 , não-nulas, definidas no intervalo (x1, x2). A 
função ( )xf1  pode ser aproximada através da função ( )xf2  da seguinte forma: 
 ( ) ( )xfxf 21  C≅  (A.1) 
onde C é uma constante. Para que a representação seja exata, deve-se envolver na equação 
anterior uma função erro ( )xfe : 
 ( ) ( ) ( )xfxfxf e+= 21  C  (A.2) 
O erro pode ser quantizado através do valor quadrático médio da função erro, 
denominado de erro quadrático médio: 











∫−=  (A.3) 
como ( ) ( ) ( )xfxfxfe 21  C−= , tem-se: 












∫ −−=  (A.4) 
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 ( ) [ ]322102 KCCK2KK +−=xfe  (A.6) 
Através de (A.6), pode-se perceber que o erro quadrático médio é função da 
constante C. O valor de C pode ser obtido derivando (A.6) e igualando o resultado a zero. 
Nestas condições, o erro quadrático médio poderá ser o m nor possível. 
 












C =  (A.8) 









xfd e  (A.9) 
pois, K0 e K3 são positivos. Assim, o valor de C encontrado é o mínimo. Portanto: 
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−=  (A.11) 
Quando C = 0, diz-se que ( )xf1  não pode ser representada em função de ( )xf2 . 
Neste caso, a funções ( )xf1  e ( )xf2  são ortogonais entre si, ou seja: 
 ( ) ( ) 021 =xfxf  (A.12) 
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Uma propriedade do processo de ortogonalização de funções, que pode ser 
observada a partir de (A.11), é a de que a função de erro é ortogonal à função ( )xf2  
utilizada para a decomposição de ( )xf1 : 














xfxfxfxfe  (A.13) 
A equação (A.11) pode ser generalizada quando se utiliza mais de uma função na 
decomposição de ( )xf1 : 









































Introdução à Teoria das PMLs 
B.1 - Definição das PMLs de Berenger [86] 
Neste apêndice, será demonstrado, de forma resumida, a teoria das PMLs de 
Berenger [86] e as modificações realizadas para o seu u o no método dos elementos finitos. 
Em coordenadas cartesianas, considere o campo elétrico va iando apenas nas direções x e y, 
Fig. B.1. Nesta situação, as equações de Maxwell para o campo eletromagnético no modo 
TE são resumidas em três equações. De modo geral, em um meio com condutividade 














































∂ σµ0  (B.1c) 





σ me =  (B.2) 
é satisfeita, a impedância do meio definido em (B.1) é igual à do vácuo e nenhuma reflexão 
ocorre quando uma onda se propaga normal à fronteira meio/vácuo. 
Para definir as PMLs de Berenger, para o caso TE, o princípio fundamental é dividir 
a componente Hz em duas sub-componentes, Hzx e Hzy, onde Hz = Hzx+Hzy. Assim, uma 
região de PML, para o caso TE, é definida como um meio em que o campo eletromagnético 


























































σµ0  (B.3d) 
onde σex, σey, σhx, σhy são as condutividades elétrica e magnética nas direções x e y, 
respectivamente.  
A primeira observação pode ser feita observando (B.3). Se hxhy σσ =  as duas 
equações resumem-se em (B.1c). Se 0==== hxhyexey σσσσ , (B.3) reduz-se às equações 
de Maxwell para o vácuo. Se exey σσ =  e 0== hxhy σσ , (B.3) reduz-se às equações para 
um meio condutor e, finalmente, se exey σσ =  e hxhy σσ = , (B.3) reduz-se às equações de 
um meio absorvente, conforme definido em (B.1). 
A segunda observação pode ser feita antes de realizar qualquer cálculo. Se 
0== hyey σσ , o meio das PMLs pode absorver as componentes Ey e Hzx ao longo da 
direção x, conforme pode ser observado em (B.3b) e (B.3c), mas não absorve as 
componentes Ex e Hzy na direção y. Se 0== hxex σσ , ocorre o inverso para as componentes 
Ey e Hzx e para as componentes Ex e Hzy. 
 
Fig. B.1 – Formação do campo eletromagnético no modo TE. 
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B.2 – Propagação de uma Onda Plana na Região de PML 
Considere a amplitude do campo elétrico E dado por E0. As componentes do campo 
eletromagnético podem ser escritas como: 
 ( ) ( )[ ]yxtjEE ppx βαωϕ −−−= expsen0  (B.4a) 
 ( ) ( )[ ]yxtjEE ppy βαωϕ −−= expcos0  (B.4b) 
 ( )[ ]yxtjHH ppzxzx βαω −−= exp0  (B.4c) 
 ( )[ ]yxtjHH ppzyzy βαω −−= exp0  (B.4d) 
onde Hzx0 e Hzy0 são as amplitudes das componentes Hzx e Hzy, respectivamente, ω é a 
freqüência angular, t é o tempo e αp e βp são constantes complexas. No sistema (B.4), Hzx0, 
Hzy0, αp e βp são as incógnitas. Substituindo-se as componentes (B.4) em (B.3), obtêm: 
 ( )00000 sensen zyzxpy HHEjE +=− βϕω
σ
ϕε  (B.5a) 
 ( )00000 coscos zyzxpx HHEjE +=− αϕω
σϕε  (B.5b) 
 ϕα
ω




µ sen0000 EHjH pzy
hy
zy =−  (B.5d) 
O sistema (B.5) resulta em dois conjuntos de αp e βp com sinais opostos para as 






























































=  (B.8b) 
Representando ψp como qualquer componente do campo eletromagnético, ψp0 como 
sua amplitude, c a velocidade da luz no vácuo e com (B.4) e (B.6), pode-se escrever que: 
 














As incógnitas Hzx0, Hzy0 podem ser escritas em função de αp e βp, resultando em: 
 ( ) ϕµε 20000 cosG
w
EH xzx =  (B.10a) 
 ( ) ϕµε 20000 senG
w
EH yzy =  (B.10b) 









EH =  (B.11) 
Das relações (B.9) e (B.11), uma importante observação pode ser feita quando σex, 
σey, σhx e σhy satisfazem (B.2). Nesta situação, as relações G, wx e wy tornam-se iguais a um 
em qualquer freqüência e as expressões da onda (B.9) e impedância (B.11) podem ser 
escritas como: 
 



















EH =  (B.13) 
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A primeira exponencial de (B.12) indica que a fase da onda propaga normalmente 
em relação ao campo elétrico (isto significa que ϕ =υ na Fig. B.1), com velocidade igual à 
velocidade da luz. As duas últimas exponenciais indicam um decréscimo na amplitude da 
onda ao se propagar nas direções x  y. A relação (B.13) indica que a impedância do meio 
será a impedância do vácuo. Também, através de (B.9), verifica-se que a onda, ao se 
propagar ao longo da direção y, (cos ϕ  = 0), com 0== hyey σσ , não será absorvida. Da 
relação (B.12), se 0== hyey σσ , a sua última exponencial será igual a um e a absorção será 
função apenas da coordenada x. 
B.3 – Adaptações das PMLs para o Método dos Elementos Finitos [21] 
As PMLs de Berenger foram desenvolvidas inicialmente para o método das 
diferenças finitas. Chew e Weedon [87] modificaram a PML para o método dos elementos 
finitos, realizando um “alongamento” das coordenadas (coordinate stretching) no domínio 
da freqüência. Para introduzir esta interpretação de PML, Chew e Weedon alteraram as 
equações de Maxwell para o espaço livre da seguinte forma. [21]. 
 HE µω0jSB −=×∇  (B.14) 
 EH εω0jSB =×∇  (B.15) 
 ( ) 0 =⋅∇ EεSB  (B.16) 
 ( ) 0 =⋅∇ HµSB  (B.17) 














∂=∇ 1ˆ1ˆ1ˆ  (B.18) 
Considere, agora, uma onda plana em que os campos elétrico e magnético são dados 
por: 
 ( ) ( )[ ]zkykxkjj zyx ++−=⋅−= expexp 00 ErkEE  (B.19) 
 ( ) ( )[ ]zkykxkjj zyx ++−=⋅−= expexp 00 HrkHH  (B.20) 
 128 
Substituindo E e H nas equações modificadas de Maxwell, obtêm-se: 
 HEk µω0=×SB  (B.21) 
 EHk µω0−=×SB  (B.22) 
 0=⋅ Ek SB  (B.23) 

















SB ˆˆˆ ++=k  (B.25) 
O produto vetorial de (B.21) com kSB é dado por: 
 ( ) EHkEkk   200 µεωµω −=×=×× SBSBSB  (B.26) 
Fazendo-se o uso de identidade vetorial e de (B.23), (B.26) torna-se: 
 ( ) EEkk  20 µεω=⋅ SBSB  (B.27) 
A relação de dispersão é dada por: 






































Considerando a Fig. B.2, uma solução para esta equação é: 
 ϕθ cossenBxx ksk =  (B.30a) 
 ϕθ sensenByy ksk =  (B.30b) 
 θcosBzz ksk =  (B.30c) 
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Fig. B.2 – Incidência de uma onda plana na fronteira entre dois meios. 
Aparentemente, quando sBx é complexo, a onda será atenuada na direção x e o 













o que indica que a modificação feita no operador ∇ não altera a impedância do meio. Para o 
caso TEz, os campos elétricos incidente, refletido e transmitido podem ser escritos como: 
 ( )rkEE ⋅−= ii jexp0  (B.32) 
 ( )rkEE ⋅−= rTEr jR exp0  (B.33) 
 ( ),exp0 rkEE ⋅−= tTEt jT  (B.34) 
onde E0 é um vetor constante, Fig. B.2, e RTE e TTE são os coeficientes de reflexão e 
transmissão, respectivamente, para o modo TEz. O coeficiente de reflexão do modo TEz 














=  (B.35) 
onde 1 representa o meio de onde a onda incide e 2 o meio para onde a onda é transmitida. 














=  (B.36) 
Da condição de casamento de fase, têm-se que xx kk 21 =  e yy kk 21 = , obtendo-se: 
 22221111 cossencossen ϕθϕθ xx sksk =  (B.37) 
 22221111 sensensensen ϕθϕθ yy sksk =  (B.38) 
Ao se adotar 21 εε = , 21 µµ = , xBxB ss 21 =  e yByB ss 21 = , obtêm-se: 
 2121       , ϕϕθθ ==  (B.39) 
e, conseqüentemente, 
  0   e   0 == TMTE RR  (B.40) 
Estas relações permanecem nulas independentemente da escolha de sB1z, sB2z, do 
ângulo de incidência e da freqüência. Fazendo-se BBzB sjss ′′−′=2  uma constante, onde Bs′  e 
Bs′′  são números reais, com 1≥′Bs , para um rápido decaimento das ondas evanescentes,  
0≥′′Bs , para absorção da onda propagante, tem-se que ( ) θcos22 BBz sjskk ′′−′=  e a onda 
transmitida será atenuada pelo fator ( )θcosexp 2 zsk B′′  na direção z.  
Uma parede metálica pode ser usada para terminar a j nela computacional. O 
esquema básico é mostrado na Fig. B.3, que é terminada por uma parede metálica. Portanto, 
a janela computacional torna-se finita. A escolha dos parâmetros da PML depende da 
posição. Para uma camada de PML perpendicular ao eixo x, têm-se: 
1             , ==′′+′=
zByBBBxB
sssss  
Similarmente, para uma camada de PML perpendicular ao eixo y, têm-se: 
1             , ==′′+′=
zBxBBByB
sssss  
Para os quatro cantos, têm-se: 





Fig. B.3 – Distribuição dos parâmetros da PML em uma janela computacional, no plano 
°x-y, encerrada por uma parede metálica. 
B.4 – PML Anisotrópica [5] 
A PML introduzida por Berenger é um meio hipotético baseado em um modelo 
matemático. Uma outra interpretação considera as PMLs como um meio anisotrópico [5, 
21], composto pelos tensores permissividade elétrica e permeabilidade magnética. A PML 
anisotrópica evita a divisão não física dos campos e também tem aplicação no método dos 





= HH  propagando-se em um 
meio isotrópico denominado meio 1 (x < 0) para um meio 2 anisotrópico uniaxial (x > 0), 
com tensores permissividade e permeabilidade dados por: 





































µµεε  (B.41) 
onde assume-se que εyy = εzz e µyy = µzz. 
Os campos excitados no interior do meio 2 também são ondas planas e satisfazem as 
equações de Maxwell. Desta forma, obtêm-se: 




ˆˆ 222 ββ +=β . A equação de onda pode ser escrita como: 
 ( ) 0202122 =+××
−
HH ωε ββ  (B.43) 
Expressando o produto vetorial como operadores de matriz, essa equação de onda 












































































2 εµω=k . A relação de dispersão para o meio 2 é obtida a partir do determinante 
do operador matricial. Resolvendo para 
x2
β , verificam-se que as soluções envolvem quatro 
autovalores. Estas soluções podem ser desacopladas em modos TE e TM diretos e reversos, 
que satisfazem as seguintes relações de dispersão: 
 ( ) ( ) ( )0 , TE  01122112222 =⇒=−− −−−− yxyx HHdadbk ββ  (B.45) 
 ( ) ( ) ( )0 TM    01122112222 =⇒=−− −−−− zyx Hcbdbk ββ  (B.46) 
O coeficiente de reflexão na interface x = 0 das regiões 1 e 2 pode ser agora obtido. 
Considere uma onda incidente TE no meio 1. Neste meio, os campos podem ser 
representados como uma superposição dos campos incidente e refletido por: 
 ( ) zeeH yyjxxjxxj ˆ1 111201 βββ −−Γ+=H  (B.47) 



















Γ++Γ+−=E  (B.48) 
A onda transmitida para o meio 2 é também uma onda TEz, com características 








=H  (B.49) 
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+−=E  (B.50) 
onde Γ e τ são os coeficientes de reflexão e transmissão, respectivamente. Estes 





























Para todos os ângulos da onda incidente, tem-se que: 
 
yy 12
ββ =  (B.52) 
devido ao casamento de fase em x = 0. Substituindo (B.52) em (B.45) e resolvendo para 
x2
β , obtém-se: 
 ( )211222   yx badbk ββ −−=  (B.53) 
Para a condição de casamento entre os meios ser assgurada, assume-se que 
21 εε = , 21 µµ = , bd =  e ba =







12  βββ =−=  (B.54) 
Substituindo (B.54) em (B.51), verifica-se que Γ = 0 para todos os valores de 
x1
β . 
O mesmo procedimento pode ser feito para o modo TM. Para este caso, o coeficiente de 
reflexão e é obtido trocando-se b por d e a por c adequadamente em (B.51). A condição de 
não reflexão é garantida quando b = d e c-1 = d. 
Combinando os resultados dos casos TE e TM, pode escr v r que: 

























sss µµεε  (B.55) 
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A condição de não reflexão é independente do ângulo de incidência, polarização e 
freqüência da onda incidente e, similarmente às PMLs de Berenger, esta condição é válida 




js 11012 1 βεωσββ −==  (B.56) 
Nota-se que a parte real de 
x2
β  é idêntica à de 
x1
β . Isto implica que as velocidades 
de fase da onda incidente na interface entre os dois meios e da onda transmitida para o meio 
2 são iguais para todos os ângulos de incidência. A impedância da onda no meio 2 é 
idêntica à do meio 1, que é conseqüência do fato dos meios estarem perfeitamente casados. 
Finalmente, substituindo-se (B.52) e (B.56) em (B.49) e (B.50), os campos 
transmitidos para o meio 2, para o caso TE, podem ser escritos como: 
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 ( ) ,  ˆ cosˆ sen cos1  110112 θησββθηθη xyyjxxjxB eeHyxs −
−−
+−=E  (B.58) 
onde 111 εµη =  e θ é o ângulo de incidência relativo ao eixo . Através de (B.57) e 
(B.58), pode-se observar que a onda no meio 2 se propaga com a mesma velocidade de fase 
do meio 1, porém a amplitude desta decai exponencialmente à medida que se desloca no 
eixo x. Também, verifica-se que o fator de atenuação é independente da freqüência, embora 




Análise Modal de Estruturas Eletromagnéticas 
Este apêndice demonstrará as formulações empregadas na análise modal das 
estruturas eletromagnéticas envolvidas nesta tese. Através da análise modal, obtêm-se a 
constante de propagação kz e a distribuição espacial dos campos eletromagnéticos que são 
utilizados na formação do campo inicial para as análises no domínio do tempo.  
Para as estruturas planares simples e periódicas estudadas no Capítulo 3, a 
formulação leva em consideração as variações dos campos eletromagnéticos em uma 
direção da seção transversal e na direção de propagação. A Fig. C.1 mostra um exemplo de 
um (a) guia de onda óptico simples e um (b) guia de onda feito de cristais fotônicos, ambos 
utilizados em análises modais.  
 
Fig. C.1 – (a) guia de onda óptico simples e (b) guia de onda periódico. 
Considerando o campo invariável na direção x, a equação de onda escalar no 
























onde xE=Φ , 1=p  e 
2nq =  para o modo TE e xH=Φ , 
21 np =  e 1=q  para o modo 
TM. Devido à periodicidade do campo no sentido de propagação, Φ pode ser escrito como 
[33]: 
 ( ) ( ) ( )zjkzyzy z−=Φ exp,, φ  (C.2) 






















∂−  (C.3) 
Aplicando o método de Galerkin para a discretização espacial, pode-se escrever 
(C.3) na forma matricial de problemas de autovalores. 









=  (C.4) 
onde ( )20 cω  e { }φ  são o autovalor e o autovetor, respectivamente. As matrizes [A] e [B] 
são dadas por: 























































2    (C.5) 









e  (C.6) 
O sistema matricial (C.4) é resolvido utilizando-se a função Eigs do programa 
computacional MATLAB ® , sendo que, para uma dada constante de propagação kz, obtém-se 
a freqüência angular ω0. As demais componentes do campo magnético, para o mod  TE, e 
campo elétrico, para o modo TM, foram obtidas inseri do { }φ  nas equações de Maxwell e 
















Aplicando-se o método de Galerkin em (C.7a) e (C.7b), o têm-se os seguintes sistemas 
matriciais: 
 [ ]{ } [ ]{ } [ ]{ }yzz HMjMjkM 00   µωφφ −=−  (C.8a) 
 [ ]{ } [ ]{ }zy HMjM 00  µωφ =  (C.8b) 
onde as matrizes elementares são dadas por: 



















































Aplicando o método de Galerkin em (C.12a) e (C.12b), o têm-se os seguintes 
sistemas matriciais: 
 [ ]{ } [ ]{ } [ ]{ }ynzz EMjMjkM      00εωφφ =−  (C.13a) 
 [ ]{ } [ ]{ }zny EMjM 00  εωφ −=  (C.13b) 
onde 








2  (C.14) 
No caso das estruturas estudas no Capítulo 4, a formulação utilizada leva em 
consideração apenas as variações dos campos nas direções da seção transversal. O campo Φ 
pode ser escrito como: 
 138 
 ( ) ( ) ( )zjkyxyx z−=Φ exp,, φ  (C.15) 






















Aplicando o método de Galerkin em (C.16), obtém-se o sistema matricial de 
problemas de autovalores: 
 [ ]{ } ( ) [ ]{ },  2 φφ BkA z=  (C.17) 
onde ( )2zk  e { }φ  são o autovalor e o autovetor, respectivamente. As matrizes [A] e [B] são 
dadas por: 



























































   (C.19) 
O sistema matricial (C.17) resulta em uma constante de propagação kz para uma 
dada freqüência angular ω0. As demais componentes dos campos são obtidas utilizando-se 
o mesmo procedimento descrito acima e considerando o campo invariável na direção de 
propagação. 
 
 
 
