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THE SECOND FENG-RAO NUMBER FOR CODES COMING FROM INDUCTIVE
SEMIGROUPS
J. I. FARRA´N AND P. A. GARCI´A-SA´NCHEZ
Abstract. The second Feng-Rao number of every inductive numerical semigroup is explicitly computed.
This number determines the asymptotical behaviour of the order bound for the second Hamming weight of
one-point AG codes. In particular, this result is applied for the codes defined by asymptotically good towers
of function fields whose Weierstrass semigroups are inductive. In addition, some properties of inductive
numerical semigroups are studied, the involved Ape´ry sets are computed in a recursive way, and some tests
to check whether a given numerical semigroups is inductive or not are provided.
1. Introduction
Garc´ıa and Stichtenoth introduced in [16] an asymptotically good tower of function fields, attaining
the Drinfeld-Vla˘dut¸ bound given in [11]. Such a tower allows to construct asymptotically good sequences
of error-correcting codes, beyond the Gilbert-Varshamov bound (see [27]). The involved codes in this
construction are one-point Algebraic Geometry codes (AG codes in short). These codes are based on
algebraic curves χ, and they are constructed by evaluating rational functions ϕ with only one pole Q at
sufficiently many rational points P1, . . . , Pn (see [20] and [26] for a modern approach). Moreover, one-point
AG codes can be efficiently decoded by the so-called Feng-Rao algorithm introduced in [14]. This method
corrects up to half the so-called Feng-Rao distance δRF (m) (also called order bound in the literature),
which can be obtained by numerical computations in the Weierstrass semigroup of χ at Q.
In fact, the Feng-Rao distance improves the lower bound for the minimum distance given by the
Riemann-Roch theorem, that is
δFR(m) ≥ m+ 1− 2g
for m > 2g − 2, where m + 1 − 2g is called the Goppa distance, g being the genus of the underlying
curve χ, and m the maximum pole order of a function ϕ used to evaluate (see [20] for further details).
Moreover, the equality holds for m >> 0 sufficiently large.
Even though the Feng-Rao distance was introduced for Weierstrass semigroups and with decoding
purposes, it is just a combinatorial concept that can be computed for arbitrary numerical semigroups,
so that it can be computed just with numerical semigroup techniques like Ape´ry sets (see [4]). The
computation of Feng-Rao distances has been studied in the literature for different types of numerical
semigroups (see [4], [5], [22] or [21]). Later on, the concept of minimum distance for an error-correcting
code has been generalized to the so-called generalized Hamming weights and the weight hierarchy . These
concepts were independently introduced by Helleseth et al. in [18] and Wei in [28] for applications in
coding theory and cryptography, respectively.
The Feng-Rao distance has been generalized in a natural way to higher weights (see [17]). The ob-
tained generalized Feng-Rao distances (or generalized order bounds), defined on the underlying numerical
semigroup for an array of codes (or a weight function, in a modern setting), become again lower bounds
for the corresponding generalized Hamming weights. However, the computation of these generalized
Feng-Rao distances is a much more hard problem than in the classical case. This means that very few
results are known about this topic, and they are completely scattered in the literature (see for exam-
ple [3], [7], [8], [12], [13], or [17]).
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This paper focuses on the asymptotical behaviour of the second Feng-Rao distance, that is, δ2FR(m) for
m >> 0 large enough. In fact, it was proved in [13] that
δrFR(m) = m+ 1− 2g + Er
and for r = 2 in particular (details are made precise in the next section). The number Er ≡ E(Γ, r) is
called the rth Feng-Rao number of the semigroup Γ, and they are unknown but for very few semigroups
and concrete r’s. For example, it was proved in [8] that
(1) E(S, r) = ρr
for semigroups with only two generators. In [7] the authors also compute the Feng-Rao numbers for
numerical semigroups generated by intervals. Note that the knowledge of E2 provides a lower bound for
δ2FR(m), namely
δ2FR(m) ≥ m+ 1− 2g + E2
for m ≥ c, c being the conductor of the involved semigroup. In particular, we get a lower bound for
the generalized Hamming weights in an array of codes whose associated semigroup is such a Γ. Our
work is addressed to compute the second Feng-Rao number for inductive semigroups (see [23] and [24]),
by computing cardinalities of certain Ape´ry sets. This computation has an application to the tower of
function fields introduced in [16].
The paper is organized as follows. Section 2 sets the general definitions concerning numerical semi-
groups, Feng-Rao distances, Feng-Rao numbers and inductive semigroups. The main Section 3 is devoted
to calculate the cardinalities of Ape´ry sets for arbitrary inductive numerical semigroups and a explicit
formula for the second Feng-Rao number for such a semigroup. As an application, we compute the second
Feng-Rao number for every inductive semigroup involved in the tower of function fields given in [16], and
furthermore we show how to compute the Ape´ry sets explicitly, not only their cardinalities, and the genus
of an arbitrary inductive semigroup. Section 4 studies some extra properties of inductive semigroups, such
as saturation, admissible patterns, and the embedding dimension. The paper ends with some examples
and conclusions in Section 5.
2. Inductive semigroups and Feng-Rao numbers
This section presents some preliminary concepts on numerical semigroups, Feng-Rao distances and
numbers, and inductive semigroups. We first recall the fundamentals of numerical semigroups. We will
follow the notation in [25].
Let Γ be a numerical semigroup, that is, a submonoid of (N,+) with ♯(N \ Γ) < ∞ and 0 ∈ Γ (N
denotes the set of nonnegative integers). Denote by g := ♯(N \ Γ) the genus of Γ, and let c ∈ Γ be the
conductor of Γ, that is, the (unique) element in Γ such that c − 1 /∈ Γ and c + N ⊆ Γ. The elements of
the set N \ Γ are called the gaps of Γ. The set Γ ∩ [0, c] is usually known as the set of small elements (or
sporadic elements).
It is well known (see for instance [25, Lemma 2.14]) that c ≤ 2g, and hence the “last gap” of Γ is
c − 1 ≤ 2g − 1. The number c− 1 is called the Frobenius number of Γ. The multiplicity of Γ is the least
positive integer belonging to Γ.
We say that a numerical semigroup Γ is generated by a set of elements G ⊆ Γ if every element x ∈ Γ
can be written as a linear combination
x =
∑
g∈G
λgg,
where λg ∈ N for all g and only finitely many of them are non-zero. In fact, it is classically known
that every numerical semigroup is finitely generated, so that we can always find a finite set G generating
Γ. Notice that we need at most one generator in each congruence class modulo the multiplicity of Γ.
Furthermore, every generating set contains the set of irreducible elements: an integer x ∈ Γ∗ is irreducible
if whenever x = u + v for some u, v ∈ Γ, we have that u · v = 0 (as usual Γ∗ denotes Γ \ {0}). The set
of irreducibles corresponds with the set Γ∗ \ (Γ∗ + Γ∗), and it is indeed the unique minimal generating
system of Γ. The cardinality of the minimal generating set of Γ is the embedding dimension of Γ (more
details in [25]). One typically supposes that Γ is minimally generated by {n1 < · · · < ne}, where e is
THE SECOND FENG-RAO NUMBER OF INDUCTIVE SEMIGROUPS 3
the embedding dimension (we use the notation < in sets to denote that the elements are ordered in that
way).
If we enumerate the elements of Γ in increasing order
Γ = {ρ1 = 0 < ρ2 < · · · },
we note that every x ≥ c is the (x+ 1− g)th element of Γ, that is x = ρx+1−g . With this notation, ρ2 is
the multiplicity of Γ.
Finally, if n ∈ Z is any integer, we define the Ape´ry set of the semigroup Γ related to n as
Ap(Γ, n) = {x ∈ Γ | x− n /∈ Γ}.
It is known that ♯Ap(Γ, n) = n if and only if n ∈ Γ (see [6, Proposition 1]). In this case, the set
(Ap(Γ, n) \ {0}) ∪ {n}
is a generating system of Γ with very nice properties (see for example [25]). If n is a gap of Γ, then
♯Ap(Γ, n) > n.
2.1. Feng-Rao numbers. Next we introduce the definitions of the generalized Feng-Rao distances, fol-
lowing the notations in [7]. Let Γ be a numerical semigroup.
(a) Given x ∈ Γ, we say that α ∈ Γ is a divisor of x if x− α ∈ Γ (in the literature, sometimes this fact is
denoted by a ≤Γ x). Denote by D(x) = {α ∈ Γ | x− α ∈ Γ} the set of divisors of x.
(b) For m1 ∈ Γ, let ν(m1) := ♯D(m1). The (classical) Feng-Rao distance of Γ is defined by the function
δFR : Γ −→ N,
m 7→ δFR(m) := min{ν(m1) | m1 ≥ m, m1 ∈ Γ}.
There are some well-known facts about the functions ν and δFR for an arbitrary semigroup Γ (see for
example [4], [20] or [21]). An important result is that δFR(m) ≥ m + 1 − 2g for all m ∈ Γ with m ≥ c,
and that equality holds if moreover m ≥ 2c− 1.
In the sequel, we simplify the notation by writing δ(m) for δFR(m). The classical Feng-Rao distance
corresponds to r = 1 in the following definition.
Let Γ be a numerical semigroup, m ∈ Γ and r ≥ 1. Set D(m1, . . . ,mr) = D(m1) ∪ · · · ∪ D(mr). The
rth Feng-Rao distance of Γ is defined by the function
δr : Γ −→ N,
m 7→ δr(m) = min {♯D(m1, . . . ,mr) | m1, . . . ,mr ∈ Γ, m ≤ m1 < · · · < mr} .
We know the asymptotic values of δr (see [13]): there exists a certain constant E(Γ, r), depending on
r and Γ, such that
δr(m) = m+ 1− 2g + E(Γ, r),
for m ≥ 2c − 1. This constant E(Γ, r) is called the rth Feng-Rao number of the semigroup Γ. In fact, it
is also true that δr(m) ≥ m+ 1− 2g + E(Γ, r) for m ≥ c (see [13]).
Feng-Rao numbers are known for numerical semigroups generated by intervals ([7]) and for numerical
semigroups with embedding dimension two ([8]).
In this paper, we will focus on the second Feng-Rao number for inductive semigroups. It is easy to
check from [13, Section 4] that
(2) E(Γ, 2) = min{♯Ap(Γ, x) | 1 ≤ x ≤ ρ2}.
Following [13], for the numerical semigroup Γ and x ∈ Z, we use the simplified notation
Sx = Ap(Γ, x).
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2.2. Inductive semigroups. We now recall the definition of inductive numerical semigroup.
Let a = (a1, . . . , an), b = (b1, . . . , bn) ∈ N
n with ai ≥ 2 and bi+1 ≥ aibi for all i ∈ {1, . . . , n}. Define
• Γ0 = N,
• Γi = aiΓi−1 ∪ (aibi + N), for i ∈ {1, . . . , n}.
We say that a numerical semigroup in inductive if it is of the form Γn. We will also write Γ(a, b) = Γn.
In particular, an ordinary semigroup S = {0, c →} is inductive, with n = 1, a1 = c and b1 = 1.
For our purpose, we exclude the trivial case Γ0 = N, so that we assume from now on that n ≥ 1.
For such an inductive numerical semigroup, set λ1 = b1 and λi+1 = bi+1 − aibi for i ∈ {2, . . . , n − 1}.
Conversely, from the sequences (a1, . . . , an) and (λ1, . . . , λn) we can retrieve b1 = λ1 and bi+1 = λi+1+aibi.
For i ∈ {1, . . . , n}, define Ai =
∏n
j=i ai. Notice that A1 is the multiplicity of Γn, and that 1 < An <
· · · < A1. Denote by In = {1, . . . , A1} the “fundamental interval” of Γn. Whenever it is necessary, we use
the notation A
(k)
i =
∏k
j=i ai with i ≤ k to specify that we are in the semigroup Γk for k ≤ n, instead of
Γn. In this way, A
(k)
1 is precisely the multiplicity of Γk. When there is no possible misunderstanding, we
will omit the superindex of A
(k)
i and write simply Ai. With the above notation one recovers the following
known fact.
Lemma 1. The numerical semigroup Γ is a disjoint union of the following sets:
• Λ1 = {0, A1, 2A1, . . . , λ1A1},
• Λ2 = b1A1 + {A2, 2A2, . . . , λ2A2},
• . . .
• Λn = bn−1An−1 + {An, 2An, . . . , λnAn},
• Λn+1 = (anbn + 1) + N.
Proof. It follows easily just observing that
∑i
i=1 λjAj = biAi. 
Note that, from the above result, it is clear that every inductive semigroup is acute, in the sense of
[22]. In fact, every Arf semigroup is known to be acute (see [1]), and inductive semigroups have the Arf
property (see [5]). As we will see later, the main interest of these semigroups is that they appear in a
natural way as the Weierstrass semigroups associated to certain towers of function fields (see [16]).
2.2.1. Testing inductiveness. Let Γ be a numerical semigroup. The following naive procedure can be used
to check if it is inductive.
Take S to be the small elements of Γ, and a = gcd(S). If a = 1, then Γ is inductive if and only if
Γ = N. Otherwise, let Λ be the semigroup S/a ∪ (max{S/a} + N). It follows that Γ is inductive if and
only if Λ is inductive.
Another way to proceed is to check if we can decompose Γ as in Lemma 1 for suitable An | An−1 | · · · | A1
(and suitable b1, . . . , bn). In fact, we have the following characterization.
Proposition 2. For a numerical semigroup Γ, consider δi := ρi+1 − ρi (i ≥ 1) the distance between two
consecutive elements in Γ. Then Γ is inductive if and only if δi+1 | δi for all i ≥ 1.
Proof. If Γ is inductive, we apply Lemma 1, and set An+1 := 1. Thus, the distance between any two
consecutive elements inside a set Λk is Ak, the distance between the last element of Λ
k and the first one
in Λk+1 (1 ≤ k ≤ n) is Ak+1, and Ak+1 | Ak for all 1 ≤ k ≤ n, and the condition of the statement is
satisfied.
Conversely, assume that Γ satisfies the condition δi+1 | δi for all i ≥ 1. Then, suppose that the first
λ1 distances δi are equal to some number A1, the next λ2 distances are equal to A2, and so on, until λn
distances are equal to An, and from there on all the distances are An+1 := 1. Now, since by assumption
Ak+1 | Ak (1 ≤ k ≤ n), define ak := Ak/Ak+1, b1 := λ1, and bk := λk + ak−1bk−1 for 2 ≤ k ≤ n, and it
follows that Γ is inductive. 
Notice that we only need to check up to the conductor, because from there on the deltas are equal to
one, and the procedure terminates after a finite number of tests.
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3. The second Feng-Rao number of an inductive semigroup
Our purpose now is to compute the second Feng-Rao number of inductive numerical semigroups. To
that end, we need some technical results.
Lemma 3. Let j ∈ {1, . . . , an − 1} and k ∈ {0, . . . , A1/an − 1}. Then ♯Skan+j = ♯Skan+1 + (j − 1).
Proof. Since Skan+1 = {x ∈ Γ | x− (kan+1) /∈ Γ} and j < an, that is the length of the largest interval of
gaps of Γ, one has Skan+1 ⊆ Skan+j. The remaining elements in Skan+j \ Skan+1 are c+ kan + 1, . . . , c+
kan + j − 1, with c = anbn the conductor of Γ. With this, the formula is proved. 
Lemma 4. Under the assumptions of the above lemma, if moreover k > 0 one has ♯Skan ≤ ♯Skan+1.
Proof. We make use of the disjoint decomposition Λm of Γ. In fact, since all the elements of Λ1 ∪ · · · ∪Λn
are multiples of an, then
Skan+1 ∩ (Λ
1 ∪ · · · ∪ Λn) = Λ1 ∪ · · · ∪ Λn.
Trivially, Skan ∩ (Λ
1 ∪ · · · ∪ Λn) ⊆ Λ1 ∪ · · · ∪ Λn.
Observe that
1 + (Skan ∩ Λ
n+1) ⊆ Skan+1 ∩ Λ
n+1.
and the inclusion is strict if and only if anbn − kan /∈ Γn. Combining both facts one obtains the desired
inequality. 
As a consequence of the previous results, the function ♯Sx, for x ∈ In, is increasing with respect to x
except for (possibly) the elements of the form x = kan, where this function can probably drop. Thus,
only these elements, together with x = 1, must be taken into account in order to compute the minimum
E(Γ, 2) = min
{
♯Sx | x ∈ {1, . . . , A1}
}
.
Lemma 5. Let Γ be a numerical semigroup with conductor c, and let
Γ′ := a · Γ ∪ (ab+ N),
with b an integer, b ≥ c. Then for t ≥ 1 one has
Ap(Γ′, at) = aAp(Γ, t) ∪ ({ab, ab+ 1, . . . , ab+ at− 1} \ {ab, ab + a, ab+ 2a, . . . , ab+ (t− 1)a}),
and this union is disjoint. In particular,
♯Ap(Γ′, at) = ♯Ap(Γ, t) + (a− 1)t.
Proof. If we take an element λ′ ∈ Γ′ and λ′ − at /∈ Γ′, in particular λ′ − at < ab. Then Ap(Γ′, at) can be
decomposed into two disjoint subsets, depending on whether λ′ is multiple of a or not, as follows
Ap(Γ′, at) = {λ′ ∈ Γ′ \ a · N | λ′ − at < ab} ∪ {aλ | aλ ∈ Γ′ and aλ− at /∈ Γ′}.
The elements in Γ′ \ a · N are all in [ab,∞) \ a · N. Hence
{λ′ ∈ Γ′ \ a · N | λ′ − at < ab} = {ab, ab+ 1, . . . , ab+ at− 1} \ {ab, ab+ a, ab+ 2a, . . . , ab+ (t− 1)a}.
It remains to prove that the set {aλ | aλ ∈ Γ′ and aλ− at 6∈ Γ′} equals a ·Ap(Γ, t).
⊇ If λ ∈ Ap(Γ, t), then λ− t 6∈ Γ. Hence λ− t < c ≤ b, and consequently aλ− at < ab. This forces
aλ− at 6∈ aΓ and aλ− at 6∈ (ab+ N), whence aλ− at 6∈ Γ′.
⊆ Let aλ ∈ Γ′ be such that aλ− at 6∈ Γ′. This in particular means that aλ− at 6∈ aΓ. Also aλ ∈ Γ′
and b ≥ c imply that λ ∈ Γ. Hence λ ∈ Γ and λ− t 6∈ Γ, which yields aλ ∈ aAp(Γ, t). 
Note that the term (a − 1)t in the above formula is increasing with respect to t. This allows us to
obtain the following result.
Proposition 6. Under the standing hypothesis, for a fixed i ∈ {2, . . . , n} we have
min{♯Sx | x ∈ {Ai, Ai + 1, . . . , Ai−1 − 1}} = ♯SAi .
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Proof. We proceed by induction on n ≥ 2 (for n = 1 there is nothing to prove). Note that, because of
Lemmas 3 and 4, it suffices to prove that ♯Sx ≥ ♯SAi , for x = Ai+kan and 0 ≤ k < (ai−1−1) ·ai · · · an−1,
that is, x < Ai−1.
Thus, for n = 2, let x = A2 + ka2 = a2 + ka2, with 0 ≤ k < a1 − 1. In other words, x = ja2 for
j ∈ {1, . . . , a1−1}. In this case, we apply Lemma 3 to Γ1, k = 0 and j ∈ {1, . . . , a1−1}, so that ♯Ap(Γ1, j)
is linearly increasing in j, for such values of j. Now we use Lemma 5 with Γ = Γ1, a = a2, and b = b2,
taking t = j, so that the inequality ♯Sta2 ≥ ♯Sa2 holds, and the statement follows easily.
Now assume that the statement holds for n and let us prove it for n+ 1. By Lemma 5, and using that
A
(n+1)
i /an+1 = A
(n)
i , we obtain
♯Ap(Γn+1, A
(n+1)
i + kan+1) = ♯Ap(Γn, A
(n)
i + k) + (an+1 − 1)(A
(n)
i + k),
for all suitable k. Now the induction hypothesis is telling us that ♯Ap(Γn, Ai/an+1) ≤ ♯Ap(Γn, Ai/an+1+
k) for every nonnegative integer k such that A
(n)
i + k < A
(n)
i−1, or equivalently, A
(n+1)
i + kan+1 < A
(n+1)
i−1 .
Hence
♯Ap(Γn+1, A
(n+1)
i ) = ♯Ap(Γn, A
(n)
i ) + (an+1 − 1)A
(n)
i
≤ ♯Ap(Γn, A
(n)
i + k) + (an+1 − 1)(A
(n)
i + k) = ♯Ap(Γn+1, A
(n+1)
i + kan+1).
With the use of Lemmas 3 and 4 we conclude the proof. 
As a consequence of the above results, one obtains the following result.
Theorem 7. For an inductive numerical semigroup Γ = Γ(a, b), with a ∈ Nn, one has
E(Γ, 2) = min{♯S1, ♯SAn , ♯SAn−1 , . . . , ♯SA2 , ♯SA1}.
We now compute explicitly the numbers involved in the above theorem.
Theorem 8. For an inductive numerical semigroup Γn with n ≥ 1 one has
♯S1 = λ1 + · · ·+ λn + 1,
where λ1 = b1 and
♯SAn−k = λ1 + · · · + λn−k−1 +An−k
for k ∈ {0, . . . , n − 1}.
Proof. The formula for ♯S1 is obvious for all n ≥ 1, since by construction it provides the number of deserts.
Take then k ∈ {0, . . . , n− 1}. We proceed by induction in n.
n = 1. We only have to compute ♯SA1 , where A1 = a1 is the multiplicity of Γ1. In fact
Ap(Γ1, a1) = {0, a1b1 + 1, . . . , a1b1 + (a1 − 1)}
and hence ♯SA1 = A1.
n implies n+ 1. Assume that for Γ = Γn the statement is true. Take Γ
′ = Γn+1 and apply again Lemma
5 with a = an+1 and b = bn+1 as follows.
♯SAn+1 : taking t = 1, we get
♯Ap(Γn+1, an+1) = ♯Ap(Γn, 1) + (an+1 − 1) = λ1 + · · ·+ λn + 1 + an+1 − 1 = λ1 + · · ·+ λn +An+1.
♯SAn+1−k : (k ∈ {1, . . . , n}) set t = A
(n)
n−(k−1) = an+1−k · · · an; we obtain
♯Ap(Γn+1, An+1−k) = ♯Ap(Γn, A
(n)
n−(k−1)
) + (an+1 − 1)A
(n)
n−(k−1)
= λ1 + · · ·+ λn−k +A
(n)
n−(k−1) + (an+1 − 1)A
(n)
n−(k−1)
= λ1 + · · ·+ λn−k +A
(n)
n−(k−1)an+1 = λ1 + · · · + λn−k +An+1−k. 
Notice that the equality ♯SA1 = A1 follows also as a consequence of A1 ∈ Γn. It is clear from the above
result that, depending on the choice of the numbers ai and λj, the minimum can be achieved in any of
the involved ♯Sx, so that we cannot skip any element in this formula. We illustrate this with an example.
THE SECOND FENG-RAO NUMBER OF INDUCTIVE SEMIGROUPS 7
Example 9. Consider n = 4. In order to compute the second Feng-Rao number of Γ4 we have to take
the minimum from the following integers:
(1) λ1 + λ2 + λ3 + λ4 + 1,
(2) λ1 + λ2 + λ3 + a4,
(3) λ1 + λ2 + a3a4,
(4) λ1 + a2a3a4,
(5) a1a2a3a4.
Each of these values can be achieved as the minimum, for instance:
• if a1 = a2 = a3 = a4 = 4 and λ1 = λ2 = λ3 = λ4 = 2, then the minimum is the value (1),
• if a1 = a2 = a3 = 3, a4 = 2 and λ1 = λ2 = λ3 = λ4 = 2, then the minimum is the value (2),
• if a1 = a2 = 4, a3 = a4 = 2, and λ1 = λ2 = λ3 = λ4 = 4, then the minimum is the value (3),
• if a1 = a2 = a3 = a4 = 2 and λ1 = λ2 = λ3 = λ4 = 6, then the minimum is the value (4),
• if a1 = a2 = a3 = a4 = 2 and λ1 = λ2 = λ3 = λ4 = 9, then the minimum is the value (5).
As a consequence of Theorems 7 and 8, one can easily compute the second Feng-Rao number E = E(Γ, 2)
for an inductive numerical semigroup Γ by using the following algorithm.
Algorithm 10. Input: a,b of length n
Compute λ1, . . . , λn
Compute L := λ1 + · · ·+ λn
Set A := 1
Set E := L+A
for i in {1, . . . , n} do
L := L− λn+1−i
A := Aan+1−i
if L+A < E then E := L+A end
end
Output: E
3.1. More on Ape´ry sets. From the discussions above, we are able to compute explicitly the Ape´ry
sets of an inductive numerical semigroup with respect an element x in the fundamental interval, by means
of a recursive procedure.
Thus, for n = 1 consider the semigroup Γ1 = a1N ∪ (a1b1 + N) and x ∈ {1, . . . , a1}. According to
Lemma 1, this semigroup is partitioned into the following two sets:
• Λ1 = {0, a1, 2a1, . . . , λ1a1},
• Λ2 = (a1b1 + 1) + N.
Then we obviously have the following result.
Proposition 11. Let a1 and b1 be integers greater than one. Set Γ1 = a1N ∪ (a1b1 + N) and let x ∈
{1, . . . , a1}.
(1) Ap(Γ1, 1) = Λ
1.
(2) Ap(Γ1, x) = Λ
1 ∪ {a1b1 + 1, . . . , a1b1 + x− 1} for 1 < x < a1.
(3) Ap(Γ1, a1) = {0} ∪ {a1b1 + 1, . . . , a1b1 + (a1 − 1)}.
Now for n > 1 we can obtain the Ape´ry sets of Γn in terms of those of Γn−1 as follows.
Proposition 12. Let Γn = Γ(a, b) with a = (a1, . . . , an), b = (b1, . . . , bn) ∈ N
n, ai ≥ 2 and bi+1 ≥ aibi for
all i.
(1) Ap(Γn, 1) = Λ
1 ∪ · · · ∪ Λn.
(2) Ap(Γn, x) = Λ
1 ∪ · · · ∪ Λn ∪ {a1b1 + 1, . . . , a1b1 + x− 1} for 1 < x < an.
(3) Ap(Γn, kan) = anAp(Γn−1, k)∪ ({anbn, anbn +1, . . . , anbn + kan − 1} \ {anbn, an(bn +1), . . . , an(bn +
k − 1)}), provided k > 0 and kan < A1.
(4) Consider k > 0 and kan < A1. If anbn − kan ∈ Γn, then
Ap(Γn, kan + 1) = Λ
1 ∪ · · · ∪ Λn ∪
(
1 + (Ap(Γn, kan) ∩ Λ
n+1)
)
.
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Otherwise
Ap(Γn, kan + 1) = Λ
1 ∪ · · · ∪ Λn ∪
(
1 + (Ap(Γn, kan) ∩ Λ
n+1)
)
∪ {anbn + 1}.
(5) Ap(Γn, kan+x) = Ap(Γn, kan+1)∪{anbn+kan+1, . . . , anbn+kan+x−1} for 1 < x < an, provided
k > 0 and kan < A1.
(6) Ap(Γn, A1) = anAp(Γn−1, A
(n−1)
1 )∪({anbn, anbn+1, . . . , anbn+A1−1}\{anbn, an(bn+1), . . . , an(bn+
A
(n−1)
1 − 1)}).
Proof. Part (1) is trivial, parts (2) and (5) follow from the proof of Lemma 3. Parts (3) and (6) follow
from the proof of Lemma 5, and part (4) follows from the proof of Lemma 4. 
By combining in a systematic way the above two propositions, we get an algorithm to compute Ap(Γn, x)
for every x ∈ {1, . . . , A1}. It is well known that the genus of a numerical semigroup can be computed from
the Ape´ry set of any of its elements. We show next how to apply this for inductive numerical semigroups.
Corollary 13. The genus of Γn equals
∑n
i=1 bi(ai − 1).
Proof. We use induction on n. For n = 0, the result follows trivially. Assume that the statement holds
for n and let us prove it for n+ 1.
Denote by gi the genus of Γi, i ∈ {1, . . . , n}. By using Selmer’s formula for the genus ([25, Proposition
2.12]; A1 ∈ Γ
∗
n),
gn =
1
A1

 ∑
w∈Ap(Γn,A1)
w

− A1 − 1
2
.
By Proposition 12 (6), we can split Ap(Γn, A1) into anAp
(
Γn−1, A
(n−1)
1
)
and ({anbn, anbn+1, . . . , anbn+
A1− 1} \ {anbn, an(bn+1), . . . , an(bn+A
(n−1)
1 − 1)}). The sum of the elements in the first set divided by
A1 is precisely gn−1 + (A
(n−1)
1 − 1)/2 (Selmer’s formula for Γn−1). Now
1
A1
A1−1∑
i=0
(anbn + i) = anbn +
A1 − 1
2
and
1
A1
A
(n−1)
1 −1∑
i=0
an(bn + i) =
1
A
(n−1)
1
A
(n−1)
1 −1∑
i=0
(bn + i) = bn +
A
(n−1)
1 − 1
2
.
Hence
gn = gn−1 +
A
(n−1)
1 − 1
2
−
A1 − 1
2
+ anbn +
A1 − 1
2
− bn −
A
(n−1)
1 − 1
2
= gn−1 + bn(an − 1).
Now by using the induction hypothesis, we obtain the desired result. 
3.2. Towers of function fields. We study now the particular case of semigroups coming from asymp-
totically good towers of function fields. In this setting the sequence ai is constant.
Corollary 14. Let Γn be an inductive numerical semigroup with an = a ≥ 2 for all n ≥ 1. Then
E(Γn, 2) = min
{
1 +
n∑
i=1
λi, a+
n−1∑
i=1
λi, . . . , a
k +
n−k∑
i=1
λi, . . . , a
n−2 +
2∑
i=1
λi, a
n−1 + λ1, a
n
}
.
In particular, if also λn = λ for all n ≥ 1, then
E(Γn, 2) = min{1 + nλ, a+ (n− 1)λ, . . . , a
k + (n− k)λ, . . . , an−2 + 2λ, an−1 + λ, an}.
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Let us consider the tower of function fields (Tn) over Fq2 , where T1 = Fq2(x1) and for n ≥ 2, Tn is
obtained from Tn−1 by adjoining a new element xn satisfying the equation
xqn + xn =
xqn−1
xq−1n−1 + 1
.
This tower was introduced by Garc´ıa and Stichtenoth in [16], and it attains the Drinfeld-Vla˘dut¸ bound.
Thus, error-correcting AG codes coming from this tower have great interest because of its asymptotically
good behaviour.
Let Qn be the rational place on Tn that is the unique pole of x1 . It is known that the Weierstrass
semigroups Γn of Tn at Qn are as follows: Γ1 = N, and for n ≥ 2,
Γn = q · Γn−1 ∪ {m ∈ N | m ≥ cn},
where
cn =
{
qn − q
n+1
2 if n is odd,
qn − q
n
2 if n is even.
Thus, the numerical semigroups Γn are inductive (up to a change of indices, since n ≥ 1 in this case). We
can then apply the previous formulas, assuming a1 = 1 and λ1 = 0, as follows: first note that an = q for
all n ≥ 2, and
bn =
cn
an
=
{
qn−1 − q
n−1
2 if n is odd,
qn−1 − q
n−2
2 if n is even,
so that λ2 = b2 = q − 1. For n 6= 3, we have
λn = bn − cn−1 =
{
0 if n is odd,
(q − 1)q
n−2
2 if n is even.
Notice that the formula still holds true for n = 2. As a consequence, we have the following result.
Lemma 15. With the notations above, let Γn (n ≥ 2) be the Weierstrass semigroup of the function field
Tn at Qn. Write n = 2m+ b with b ∈ {0, 1}.
(1) An−k = q
k+1, for 0 ≤ k ≤ n− 2.
(2) ♯Sqn−1 = q
n−1.
(3) ♯S1 = q
m = q⌊
n
2
⌋.
(4) If n = 2m, then for i ∈ {1, . . . , n− 2}, ♯Sqi = (q
⌊m− i
2
⌋ − 1) + qi.
(5) If n = 2m+ 1, then for i ∈ {1, . . . , n− 2}, ♯Sqi = (q
⌈m− i
2
⌉ − 1) + qi.
Proof. (1) follows from the definition of Aj and that a1 = 1.
(2) follows from the fact that qn−1 is the multiplicity of Γn and thus it belongs to Γn.
In order to prove (3), we apply the formula ♯S1 = λ1 + · · · + λn + 1 from Theorem 8. Thus, from the
above formulas for λi we get
♯S1 = 1 + (q − 1) + (q − 1)q + · · ·+ (q − 1)q
m−1 = 1 + (q − 1)(1 + q + · · ·+ qm−1) = qm.
For (4) and (5), we apply the formula ♯SAn−k = λ1 + · · ·+ λn−k−1 +An−k also from Theorem 8. Note
first that a1 = 1 and λ1 = 0, so that An−1 = An, and ♯S1 is not relevant when applying Theorem 7.
Thus, if n = 2m is even and i = 2j > 0 is even, then
♯SAn−i+1 = ♯Sqi = λ1 + · · ·+ λn−i +An−i+1 = [(q − 1)(1 + q + · · ·+ q
n−i−2
2 )] + qi
= [(q − 1)(1 + q + · · ·+ qm−j−1)] + qi = (qm−j − 1) + qi = (qm−
i
2 − 1) + qi = (q⌊m−
i
2
⌋ − 1) + qi.
Analogously, if n = 2m is even and i = 2j + 1 > 0 is odd, then
♯SAn−i+1 = ♯Sqi = λ1 + · · ·+ λn−i +An−i+1 = [(q − 1)(1 + q + · · ·+ q
n−i−3
2 )] + qi
= [(q − 1)(1 + q + · · ·+ qm−j−2)] + qi = (qm−j−1 − 1) + qi = (qm−
i+1
2 − 1) + qi = (q⌊m−
i
2
⌋ − 1) + qi.
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The calculations for n = 2m+ 1 are similar. In fact, if n = 2m+ 1 is odd and i = 2j > 0 is even, then
♯SAn−i+1 = ♯Sqi = λ1 + · · ·+ λn−i +An−i+1 = [(q − 1)(1 + q + · · ·+ q
n−i−3
2 )] + qi
= [(q − 1)(1 + q + · · ·+ qm−j−1)] + qi = (qm−j − 1) + qi = (qm−
i
2 − 1) + qi = (q⌈m−
i
2
⌉ − 1) + qi.
Finally, if n = 2m+ 1 is odd and i = 2j + 1 > 0 is odd, we obtain
♯SAn−i+1 = ♯Sqi = λ1 + · · ·+ λn−i +An−i+1 = [(q − 1)(1 + q + · · ·+ q
n−i−2
2 )] + qi
= [(q − 1)(1 + q + · · ·+ qm−j−1)] + qi = (qm−j − 1) + qi = (qm−
i−1
2 − 1) + qi = (q⌈m−
i
2
⌉ − 1) + qi. 
Note that λi = 0 if i is odd, and thus we can skip half of the values in Theorem 8, in order to get the
minimum in Theorem 7. In fact, by looking at the formulas (4) and (5) in the above lemma, we need just
to consider ♯Sqi with i even if n is odd, and ♯Sqi for i odd if n is even. Thus one has the following result.
Proposition 16. Under the standing notation and hypothesis, the second Feng-Rao number of the Weier-
strass semigroup Γn of the function field Tn at Qn is given by the minimum of the following numbers:
♯S1 = q
⌊n
2
⌋,
♯Sqn−1 = q
n−1,
♯Sqn−1−2k = (q
k − 1) + qn−1−2k, for k ∈ {1, . . . , ⌊n2 ⌋ − 1}.
Proof. Note that, according the formulas given in Lemma 15, the missing numbers are not relevant for
the minimum, since
♯Sqn−1−2k = (q
k − 1) + qn−1−2k < (qk − 1) + qn−2k = ♯Sqn−2k
if n is even; and if n = 2m+ 1 is odd, then
♯S1 = q
⌊n
2
⌋ = qm ≤ (qm − 1) + q = ♯Sq
(note that in both cases q > 1). 
Now we are able to compute explicitly the above minimum, and get the second Feng-Rao number as a
consequence. First we need a technical lemma.
Lemma 17. Assume that q ≥ 2, 0 ≤ i ≤ j and 0 ≤ k ≤ l.
(1) If j = l and i < k, then qi + qj < qk + ql.
(2) If j < l, then qi + qj < qk + ql.
Proof. The first case is obvious. For the second case note that, since q ≥ 2 and ql > qj ≥ qi, one has
qj + qi ≤ ql and qk > 0. 
Theorem 18. Let Γn be the Weierstrass semigroup of the function field Tn at Qn.
(1) E(Γ1, 2) = 1.
(2) E(Γ2, 2) = E(Γ3, 2) = q.
(3) E(Γ4, 2) = 2q − 1.
(4) E(Γ5, 2) = q
2.
(5) For n ≥ 6, E(Γn, 2) = q
⌈n−1
3
⌉ + qn−1−2⌈
n−1
3
⌉ − 1.
Proof. First note that for n ≥ 3 one has ♯S1 = q
⌊n
2
⌋ < ♯Sqn−1 = q
n−1 (Proposition 16), so that the
minimum in Proposition 16 cannot be achieved in ♯Sqn−1 . Next we distinguish all the cases of the
statement and will use Proposition 16 without referring to it.
(1) The semigroup Γ1 = N has genus g = 0, and hence E(Γ1, 2) = 1 (see [13]; also here the multiplicity is
1, and the cardinality of the Ape´ry set 1 in N is 1).
(2) For Γ2, ♯S1 = ♯Sq = q, and hence E(Γ2, 2) = q.
(3) For Γ3, ♯S1 = q. Hence E(Γ3, 2) = q.
(4) For Γ4, we obtain ♯S1 = q, ♯Sq = 2q − 1; whence E(Γ4, 2) = 2q − 1.
(5) For Γ5, we have S1 = q
2 and Sq = Sq2 = q
2 + q − 1. In this case, E(Γ5, 2) = q
2.
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(6) For n ≥ 6, we claim that the minimum in Proposition 16 is achieved is a number of the form
♯Sqn−1−2k = (q
k − 1) + qn−1−2k
for some k ∈ {1, . . . , ⌊n2 ⌋ − 1}. In other words, the minimum is not achieved in ♯S1 = q
⌊n
2
⌋. The set
{⌈(n − 1 − ⌊n2 ⌋)/2⌉, . . . , ⌊
n
2 ⌋ − 1} is not empty for n ≥ 5. Take k in this set. Then n − 1− 2k < ⌊
n
2 ⌋
and
♯Sqn−1−2k = (q
k − 1) + qn−1−2k ≤ q⌊
n
2
⌋−1 + q⌊
n
2
⌋−1 − 1 ≤ q⌊
n
2
⌋ − 1 < ♯S1.
Thus, all we have to do, after cancelling the −1, is to compare possible sums of two powers of q of the
form qk + qn−1−2k, with k ranging in the above set; and here is when technical Lemma 17 becomes
useful (in fact, we just need part (2) of this lemma).
We distinguish to cases.
• If k ≥ n− 1− 2k, then the minimum qn−1−2k + qk is achieved in the least integer k fulfilling the
inequality k ≥ n− 1− 2k, which is ⌈n−13 ⌉.
• If k ≤ n − 1 − 2k, then the minimum qk + qn−1−2k is reached in the largest integer k such that
k ≤ n− 1− 2k. This integer is ⌊n−13 ⌋.
So it only remains to compare qn−1−2⌈
n−1
3
⌉+ q⌈
n−1
3
⌉ with q⌊
n−1
3
⌋+ qn−1−2⌊
n−1
3
⌋. In light of Lemma 17
again, we only need to compare ⌈n−13 ⌉ with n−1−2⌊
n−1
3 ⌋. By checking with the three different residues
of n−1 modulo 3, one easily proves that 2⌊n−13 ⌋+⌈
n−1
2 ⌉ ≤ n−1, and thus ⌈
n−1
3 ⌉ ≤ n−1−2⌊
n−1
3 ⌋. 
4. Patterns and inductive semigroups
If we consider the operation Γ′ = aΓ ∪ (ab + N), with a and b positive integers with a ≥ 2 and
b greater than the Frobenius number of Γ, it is known that Γ′ is Arf if Γ is Arf ([5]). In particular,
every inductive semigroup Γn has maximal embedding dimension (the embedding dimension coincides
with the multiplicity; see for instance [25, Chapter 2]). And a minimal generating system for Γn is
(Ap(Γn, A1) \ {0}) ∪ {A1} ([25, Proposition 3.1]); this set is described in Proposition 12(6).
Now some natural question arise.
• Is Γ′ saturated if Γ is saturated?
• What kind of patterns are preserved from Γ to Γ′?
A numerical semigroup Γ is saturated if for every s ∈ Γ and every s1, . . . , sn ∈ Γ with n ∈ N the element
s+z1s1+ · · ·+znsn is again in Γ for all z1, . . . , zn ∈ Z with z1s1+ · · ·+znsn ≥ 0. It can be shown (see for
instance [25, Proposition 3.34]) that Γ is saturated if and only if for all s ∈ Γ \{0}, s+gcd(Γ∩ [0, s]) ∈ Γ.
We use this last characterization to prove that the saturated property is also preserved by multiplication.
Proposition 19. Let Γ be a saturated numerical semigroup, and let a and b be positive integers. Then
Γ¯ = aΓ ∪ (b+ N) is also saturated.
Proof. Let s ∈ Γ¯. If s ≥ b, then trivially the condition s+ gcd(Γ¯ ∩ [0, s]) ∈ Γ¯ is fulfilled. So assume that
s < b. In this case s ∈ aΓ, and there exists t ∈ Γ such that s = at. Also Γ¯ ∩ [0, s] = a(Γ ∩ [0, t]), and
consequently s+ gcd(Γ¯ ∩ [0, s]) = a(t+ gcd(Γ ∩ [0, t])) ∈ aΓ ⊂ Γ¯, because t+ gcd(Γ ∩ [0, t]) ∈ Γ. 
Example 20. It may happen that aΓ ∪ (b+ N) is saturated without being Γ saturated.
gap> s:=NumericalSemigroup(3,5);
<Modular numerical semigroup satisfying 10x mod 15 <= x >
gap> IsSaturatedNumericalSemigroup(s);
false
gap> t:=MultipleOfNumericalSemigroup(s,5,11);
<Numerical semigroup>
gap> IsSaturatedNumericalSemigroup(t);
true
The above example was found with the aid of the computer algebra system GAP and the package
NumericalSgps (see [9] and [15]).
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The behavior in Example 20 is a consequence of the fact that we are not imposing any condition on b,
and thus Γ′ = aΓ∪ (b+N) for infinitely many numerical semigroups Γ. This is probably why the authors
in [10] include the condition b > af , with f the Frobenius number of Γ, for proving Proposition 19. This
condition is compatible with the definition of inductive semigroup: we are forcing bi+1 ≥ aibi, and bi is
precisely the conductor of Γi.
The condition b ≥ ac, with c the conductor of Γ, ensures that Γ will be the only numerical semigroup
yielding Γ′ = aΓ∪(b+N). In this setting, Γ′/a := {x ∈ N | ax ∈ Γ′} is precisely Γ, and thus [10, Proposition
2.2], asserts that if Γ′ is saturated, then so is Γ (the same for the Arf property: [10, Proposition 2.3]). In
this case, we say that Γ′ is an a-fold of Γ.
A pattern of length n, n a positive integer, is an expression of the form a1x1 + · · · + anxn with
a1, . . . , an ∈ Z \ {0} and xi unknowns. We say that a numerical semigroup Γ admits the pattern p if for
every s1, . . . , sn ∈ Γ with s1 ≥ s2 ≥ · · · ≥ sn, the integer p(s1, . . . , sn) ∈ Γ. We say that p is admissible if
there is at least a numerical semigroup admitting p. It follows easily that if p is admissible, then a1 ≥ 0
(see for instance [25, Chapter 6, Section 2.4]). Arf semigroups are precisely the numerical semigroups
admitting the pattern x1 + x2 − x3 (or equivalently, 2x1 − x2).
For an admissible pattern p = a1x1+ · · ·+anxn, define p
′ = (a1−1)x1+a2x2+ · · ·+anxn. We say that
p is strongly admissible if p′ is also admissible. It is well known that the set of semigroups admitting a
strongly admissible pattern is closed under intersections and the adjoin of the Frobenius number (and thus
it is a Frobenius variety; see for instance [25, Chapter 6]). We show that this property is also preserved
under multiples.
Proposition 21. Let p be a strongly admissible pattern. Let Γ be a numerical semigroup and a, b be
positive integers. Assume that Γ admits p. Then so does Γ¯ = aΓ ∪ (b+ N).
Proof. Let p = a1x1+ · · ·+ anxn. It is well known that if s1 ≥ s2 ≥ · · · ≥ sn, then p(s1, . . . , sn) ≥ s1 ([25,
Lemma 7.15]). Hence whenever s1 ≥ b, it trivially follows that p(s1, . . . , sn) ∈ Γ¯. So assume that s1, . . . , sn
are in Γ and b > s1 ≥ · · · ≥ sn. Then si ∈ aΓ for all i, and consequently si = ati for some ti ∈ Γ. It follows
that p(s1, . . . , sn) = ap(t1, . . . , tn), and as p(t1, . . . , tn) ∈ Γ, we deduce that p(s1, . . . , sn) ∈ aΓ ⊂ Γ¯. 
Let p be a strongly admissible pattern. Define S(p) as the set of numerical semigroups admitting p.
We already know that this set has infinitely many elements, as a consequence of [2, Corollary 15]; since
this result states that whenever Γ ∈ S(p), then so does Γ \ {m(Γ)}. The above proposition also implies
this infiniteness condition.
Corollary 22. Let p be a strongly admissible pattern. Then S(p) contains the class of all inductive
numerical semigroups.
5. Conclusions
Theorem 18 in Section 3 provides us with an estimate for the second Hamming weight of codes coming
from an inductive tower of function fields. We recall now the definition of the generalized (Hamming)
weights. First, we define the support of a linear code C as
supp(C) := {i | ci 6= 0 for some c ∈ C}.
Thus, the rth generalized weight of C is defined by
dr(C) := min{♯ supp(C
′) | C ′ is a linear subcode of C with dim(C ′) = r}.
In fact, the above definition only makes sense if r ≤ k, where k is the dimension of C.
Theorem 23. Let Γn = {0 = ρ1 < ρ2 < · · · < ρi < · · · } be the inductive Weierstrass semigroup of the
function field Tn, defined over the finite field Fq, at the rational place Qn, as in [16], and let Cm be a
dual one-point AG code given by the divisor G = mQn (see [20] for the details), with m ≥ c, c being the
conductor of Γn. Then
(1) d2(Cm) ≥ m+ 2− 2g + q for n ∈ {2, 3},
(2) d2(Cm) ≥ m+ 1− 2g + 2q for n = 4,
(3) d2(Cm) ≥ m+ 2− 2g + q
2 for n = 5,
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(4) d2(Cm) ≥ m+ 2− 2g + q
⌈n−1
3
⌉ + qn−1−2⌈
n−1
3
⌉ − 1, for n ≥ 6.
Proof. This is a consequence of the formula d2(Cm) ≥ δ
2(m+ 1) ≥ m+ 2− 2g + E(Γn, 2) from [13], and
Theorem 18. 
It follows from [21, Theorem 2.8] that
dr(Cm) ≥ δFR(m+ r) ≥ m+ r + 1− 2g = m+ 2− 2g + (r − 1).
Thus, our result improves this bound since
dr(Cm) ≥ δ
r
FR(m+ 1) ≥ m+ 2− 2g + Er,
and actually Er ≥ r − 1 for every numerical semigroup (see [13]).
Remark 24. It was stated in [8, Theorem 46] that
dr(Cm) ≥ δFR(m+ 1) + Er = δFR(m+ 1) + ρr
for numerical semigroups with two generators, but the authors missed the condition
m+ 1 = (c− 1) + ρk
for every k ≥ 2, since for those values of m one has δrFR(m+ 1) = m+ 2− 2g + Er = δFR(m+ 1) + Er
(see [13]). Otherwise the inequality may not be true. In fact, this inequality is not true in general for
non-symmetric semigroups, like inductive or Arf ones. In fact, it is easy to find examples with GAP such
that
δFR(m+ 1) + Er > δ
r
FR(m+ 1).
Finally, a generalization of the Griesmer bound for the generalized Hamming weights states that
dr(C) ≥
r−1∑
i=1
⌈
d(C)
qi
⌉
,
where d(C) ≡ d1(C) is the minimum distance of the code C, which is defined over the finite field Fq
(see [19]). In particular, for r = 2 one has
d2(C) ≥ d(C) +
⌈
d(C)
q
⌉
.
Since we are just using the semigroup for estimating the generalized Hamming weights of the AG code Cm,
Cm being constructed from an asymptotically good tower function fields as in [16], we have to substitute
d(Cm) by the order bound δFR(m+ 1) obtaining, for r = 2, the bound
d2(Cm) ≥ GOB(m+ 1) := δFR(m+ 1) +
⌈
δFR(m+ 1)
q
⌉
.
Denote again δFR(m) = δ(m) for simplicity. In order to apply the above Griesmer order bound ,
introduced in [8], we need to compute the Feng-Rao distance of inductive semigroups, but this calculation
was done in [5, Theorem 4.1]. Thus, since an inductive semigroup Γn is Arf, for m ≥ c = ρr one has:
• δ(m) = 2 for c ≤ m < m+ ρ2,
• δ(m) = 2i for c+ ρi ≤ m < ρi+1,
• δ(m) = m+ 1− 2g for m ≥ c+ ρr − 1 = 2c− 1.
We use this formulas to compute the following examples.
Example 25. Consider q = 9. The second inductive semigroup of the tower in [16] is
Γ2 = {0, 9, 18, 27, 36, 45, 54, 63, 72,→}.
In this case g = 64, c = 72, and E2 = 9. Note that these semigroups are not symmetric, and consequently
c < 2g. For the involved AG codes we must consider only m > 2g− 2. Hence we show next the results for
the codes with 2g − 1 ≤ m ≤ 2c− 2. Note also that for a code C(m) the bounds for the Hamming weights
correspond to m+ 1:
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m 127 · · · 133 134 135 136 137 138 139 140 141 142
m+ 1− 2g + E2 10 · · · 16 17 18 19 20 21 22 23 24 25
GOB(m+ 1) 16 · · · 16 18 18 18 18 18 18 18 18 18
Example 26. Consider now q = 16 (note that in [16] q must be a square).The second inductive semigroup
of the tower is now
Γ2 = {0, 16, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176, 192, 208, 224, 240,→}.
In this case g = 225, c = 240, and E2 = 16. The results for the codes with 2g − 1 ≤ m ≤ 2c− 2 are now:
m 449 · · · 462 463 464 465 466 467 468 469
m+ 1− 2g + E2 17 · · · 30 31 32 33 34 35 36 37
GOB(m+ 1) 30 · · · 30 32 32 32 32 32 32 32
m 470 471 472 473 474 475 476 477 478
m+ 1− 2g + E2 38 39 40 41 42 43 44 45 46
GOB(m+ 1) 32 32 32 32 32 32 32 32 32
In both examples, the Goppa-like bounds improving the Griesmer-like one are emphasized in bold.
References
[1] M. Bras-Amoro´s, “Acute semigroups, the order bound on the minimum distance, and the Feng-Rao improvements”,
IEEE Trans. of Information Theory 50, pp. 1282 - 1289, (2004).
[2] M. Bras-Amoro´s, P. A. Garc´ıa-Sa´nchez, “Patterns on numerical semigroups”’, Linear Algebra Appl. 414, pp. 652-669
(2006).
[3] M. Bras-Amoro´s, K. Lee and A. Vico-Oton, “New Lower Bounds on the Generalized Hamming Weights of AG Codes”,
IEEE Trans. of Information Theory 60, pp. 5930-5937, (2014).
[4] A. Campillo and J.I. Farra´n, “Computing Weierstrass semigroups and the Feng-Rao distance from singular plane
models”, Finite Fields and their Applications 6, 71-92 (2000).
[5] A. Campillo, J.I. Farra´n and C. Munuera, “On the parameters of algebraic geometry codes related to Arf semigroups”,
IEEE Trans. of Information Theory 46, 2634-2638 (2000).
[6] A. Ciolan, P. A. Garc´ıa-Sa´nchez and P. Moree, “Cyclotomic numerical semigroups”, arXiv:1409.5614 (see also Max-
Planck-Institut fu¨r Mathematik Preprint Series, 2014 64).
[7] M. Delgado, J. I. Farra´n, P. A. Garc´ıa-Sa´nchez and D. Llena, “On the generalized Feng-Rao numbers of numerical
semigroups generated by intervals”, Math. Comput. 82 (2013), 1813-1836.
[8] M. Delgado, J. I. Farra´n, P. A. Garc´ıa-Sa´nchez and D. Llena, “On the Weight Hierarchy of Codes Coming from
Semigroups with Two Generators”, IEEE Trans. Inform. Theory 60, pp. 282-295 (2014).
[9] M. Delgado, P. A. Garc´ıa-Sa´nchez and J. Morais, “NumericalSgps”, A GAP package for numerical semigroups. Avail-
able via http://www.gap-system.org/.
[10] D. E. Dobbs, H. J Smith, “Numerical semigroups whose fractions are of maximal embedding dimension”’, Semigroup
Forum 82, 412-422 (2011).
[11] V.G. Drinfeld and S.G. Vla˘dut¸, “Number of points of an algebraic curve”, Funktsional’-nyi Analiz i Ego Prilozhenia
17, pp. 53-54 (1983).
[12] J. I. Farra´n, P. A. Garc´ıa-Sa´nchez and D. Llena, “On the Feng-Rao numbers”, Actas de las VII Jornadas de Matema´tica
Discreta y Algor´ıtmica, 321-333 (2010).
[13] J. I. Farra´n and C. Munuera, “Goppa-like bounds for the generalized Feng-Rao distances”, Discrete Applied Mathe-
matics 128/1, 145-156 (2003).
[14] G.L. Feng and T.R.N. Rao, “Decoding algebraic-geometric codes up to the designed minimum distance”, IEEE Trans.
Inform. Theory 39, 37-45 (1993).
[15] The GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.5 ; 2012, Available via
http://www.gap-system.org/.
[16] A. Garc´ıa and H. Stichtenoth, “On the asymptotic behaviour of some towers of function fields over finite fields”, J.
Number Theory , vol. 61, pp. 248-273 (1996).
[17] P. Heijnen and R. Pellikaan, “Generalized Hamming weights of q-ary Reed-Muller codes”, IEEE Trans. Inform. Theory
44, 181-197 (1998).
[18] T. Helleseth, T. Kløve and J. Mykkleveit, “The weight distribution of irreducible cyclic codes with block lengths
n1((q
l
− 1)/N)”, Discrete Math., 18, 179-211 (1977).
[19] T. Helleseth, T. Kløve and Ø. Ytrehus: “Generalizations of the Griesmer bound”, in Error Control, Cryptology, and
Speech Compression, LNCS 829, pp. 41-52, Springer (1994).
THE SECOND FENG-RAO NUMBER OF INDUCTIVE SEMIGROUPS 15
[20] T. Høholdt, J.H. van Lint and R. Pellikaan, “Algebraic Geometry codes”, in Handbook of Coding Theory , V. Pless,
W.C. Huffman and R.A. Brualdi, Eds., 871-961 (vol. 1), Elsevier, Amsterdam (1998).
[21] C. Kirfel and R. Pellikaan, “The minimum distance of codes in an array coming from telescopic semigroups”, IEEE
Trans. Inform. Theory 41, 1720-1732 (1995).
[22] A. Oneto and G. Tamone, “On numerical semigroups an the order bound”, Journal of Pure and Applied Algebra,
212/10, pp. 22712283 (2008).
[23] R. Pellikaan, H. Stichtenoth and F. Torres, “Weierstrass semigroups in an asymptotically good tower of function fields”,
Finite fields and their applications, vol 4, pp. 381-392 (1998).
[24] R. Pellikaan and F. Torres, “On Weierstrass semigroups and the redundancy of improved geometric Goppa codes”,
IEEE Trans. Inform. Theory 45, pp. 1512-1520 (1999).
[25] J. C. Rosales and P. A. Garc´ıa-Sa´nchez, “Numerical Semigroups”, Developments in Maths. 20, Springer (2010).
[26] H. Stichtenoth, “Algebraic Function Fields and Codes (Second Edition)”, Graduate Texts in Mathematics 254,
Springer-Verlag (2009).
[27] M.A. Tsfasman and S.G. Vla˘dut¸, “Algebraic-geometric codes”, Math. and its Appl., vol. 58, Kluwer Academic Pub.,
Amsterdam (1991).
[28] V. Wei, “Generalized Hamming weights for linear codes”, IEEE Trans. Inform. Theory 37, 1412-1428 (1991).
Departamento de Matema´tica Aplicada, Universidad de Valladolid, Campus de Segovia, Espan˜a
E-mail address: jifarran@eii.uva.es
Departamento de A´lgebra and CITIC-UGR, Universidad de Granada, 18071 Granada, Espan˜a
E-mail address: pedro@ugr.es
