The e ects of system-environment correlations on the dynamics of an open quantum system are investigated for the standard model of a set of quantum harmonic oscillators interacting with a heat bath of oscillators. By de nition a subdynamics is described by transformations of the open system observables. It is shown that such a construction can reproduce the observable properties of the exact dynamics only when the states of system and environment are uncorrelated, while for classical systems there is always a subdynamics. A quantum subdynamics cannot have the properties we associate with thermal uctuations, the KMS relation at a nite temperature for the open system implies that the system must be closed. The conditions for having a subdynamics as a good approximation to the exact closed dynamics are investigated, and so are the similar but stronger conditions for a Markovian dynamics. It is also shown how a subdynamics de nes the response of the open system to some types of time dependent external forces.
I. INTRODUCTION
In the description of irreversible quantum processes a fundamental concept is that of an open quantum system. We can directly observe a quantum system which evolves in contact with reservoirs and responds to driving forces. The observed system is small (sometimes of atomic or molecular size) or at least nite, the reservoirs are often assumed in nite. The mathematical problem encountered is how the evolution of the observed subsystem can be given a reduced description, here called a subdynamics, where the degrees of freedom of the environment has been traced out. It is assumed that the closed composite system including the environment has a reversible, conservative dynamics, while the evolution of the small system will generally have irreversible and random properties.
Many di erent answers have been given to the question of what mathematical structure a subdynamics should have, here we will use a general one allowing for memory e ects. 1{3 It means in essence that all probability distributions accessible by observations on the small system can be expressed as expectations on the initial partial state of this subsystem. The mathematical structure which results when a subdynamics exists was called a quantum stochastic process in Refs. 1,2, but there no emphasis was given to the environment and the system-environment correlations. In Ref. 3 the focus was precisely on the latter point, and it was shown that such a subdynamics will exist only when the state of the observed system and its environment is uncorrelated (it factorizes into a product), while it always exists for open systems based on commutative algebras of observables. This result is closely related to general theorems restricting the existence of conditional expectations in non-commutative operator algebras. 4{6 An uncorrelated initial state is also an almost universal ingredient in the derivation of master equations, but here we must demand this to hold for all times.
The goal of this paper is to display the conditions for the existence of a subdynamics and its properties for a class of models where they have a particularly simple form. The CCR algebra and the states and maps on this algebra which preserve the quadratic structure associated with multi-dimensional harmonic oscillators form a simple laboratory for studying the dynamics of open systems. This class of models is often given the name quantum Brownian motion. A very large number of papers have been written on this subject, using many di erent methods, but it is not intended to give an overview here (reviews can be found in Refs. 7{10). A rather abstract, algebraic approach will be followed here, similar to the methods used in Refs. 1,11. However, we have dispensed with mathematical re nements which are not essential in this context. The properties we are interested in turn out to have quite simple and explicit representations as matrix relations.
The layout of the paper is as follows. We rst review some well known but essential details of the formalism, introducing the Weyl form of the CCR and quasifree states (Sec. II), quasifree maps and dynamics (Sec. III). The observable multi-time correlation functions for an open subsystem are de ned and the concept of subdynamics formulated (Sec. IV). For these models the full set of correlation functions is always completely speci ed by a matrix-valued covariance function, in complete analogy with stationary Gaussian stochastic processes.
There is a subdynamics when this covariance function results from a dynamical transformation of the canonical operators for the subsystem. It is shown that the condition for having a subdynamics as an exact property is a factorization of the state of open system and reservoir. A classical (commutative) limit can be introduced and it is straightforward to see why there are no restrictions on the existence of a subdynamics in this case (Sec. V). It is proved that the KMS property characteristic of the quantum correlation functions in thermal equilibrium at a nite temperature, when imposed on the covariance function, is incompatible with having a nontrivial subdynamics (Sec. VI). In Sec. VII we consider the case where the initial state is not stationary. If the state of the system factorizes for all times there is still a non-stationary subdynamics which su ces to recreate the covariance function, but if it factorizes only for the initial time this no longer holds true. The structure of Markov processes and the conditions for the Markov property to hold are given in Sec. VIII.
The observable multi-time correlations not only give the statistics of observations of the system, they also de ne the response of the system to certain kinds of time dependent external forces acting on the small subsystem. The forces are of a harmonic type which preserves the quasifree property. In some cases the response of the system can be given an explicit form in terms of the maps which de ne the subdynamics (Sec. IX).
In Sec. X we nd conditions which will allow a subdynamics as a good approximation to the exact evolution also for correlated system-reservoir states. These include that the back reaction of the system on the reservoir spreads e ectively over a large number of degrees of freedom. A subdynamics as de ned here contains a large amount of information, resulting in the strong restrictions already mentioned. If we restrict ourselves to describing the evolution of a non-stationary initial state of the open system there are solutions also in cases where a subdynamics cannot be de ned (Sec. XI). In general the dynamical maps will then fail to be positive due to the system-reservoir correlations. There is a considerable literature on the consequences of such quantum correlations. In the discussion (Sec. XII) a number of references are given to earlier work on this and similar problems.
II. QUASIFREE STATES ON THE CCR ALGEBRA
Let H be a separable real Hilbert space. For most of this paper we will do the algebraic manipulations as if it has a nite dimension 2N, and thus avoid a discussion of a number of mathematical subtleties.
It is convenient to consider also operators in the complexi ed Hilbert space. The star (*)
is used for the complex conjugation in the given real basis and real operators satisfy A = A. Let (x; y) be a bounded real symplectic (antisymmetric, bilinear) form on this space. We can write it as a matrix element of a real antisymmetric operator S: (x; y) = (xjSjy We call the state on A quasifree or Gaussian if it is de ned by a bounded quadratic form g with g(0) = 0 through W(x)] = exp g(x)]:
There is no essential restriction in assuming g to be homogenous (without linear terms) and hence real. It is then de ned by a symmetric, real operator G g(x) = ? 1 2 (xjGjx): The positivity of the linear functional is equivalent to the positive de niteness of the form R(x; y) = exp g(y ? x) + i (x; y)]; which means that for all sequences fx j 2 H; j 2 C g it holds that X j;k j k R(x j ; x k ) 0:
A general argument 13 shows that this again is equivalent to the conditional positive de niteness of the form L(x; y) := g(y ? x) + i (x; y); which means that for all sequences fx j 2 H; j 2 C ; P j j = 0g it holds that The 2N canonical self-adjoint (unbounded) operators X k are formally related to the Weyl ones through W(x) = exp(i P k x k X k ). The Weyl relation (2.1) corresponds to the CCR X k ; X l ] = 2i11 S kl : The covariance matrix for the canonical operators is K: in the general case (X k X l ) = K kl + (X k ) (X l ); but here we have assumed that the states satisfy (X k ) = 0 for all k. The higher order correlations are then given by the second order one in the well known way, for example:
(X k X l X m X n ) = K kl K mn + K km K ln + K kn K lm : (2.5) III. QUASIFREE MAPS ON THE CCR ALGEBRA A set of completely positive (CP) maps are now introduced, they correspond to convolutions with Gaussian measures in the commutative case, and we again call them quasifree or Gaussian. 2 The transformation properties of the rst and second powers of the canonical operators corresponding to (3.1) are
The transformation of the higher powers are de ned by similar formulas involving the pairs of matrices fA;Fg or fA;Dg. This is an obvious analog to well known properties of the commutative multidimensional Gaussian transformations. The lowest order correlation functions associated with the map is, for the Weyl operators fW(?x)T W(y)]g = exp i (x; Ay) + f(x) + g(x ? Ay)];
and for the canonical ones we obtain the covariance matrix X k T(X l )] = (KA) kl : (3.6) A particularly important class of maps are of the form (3.1) with A = P a real projector satisfying P; S] = 0. If PFP = 0 then (3.1) is the identity map on A(PH) and maps A(H) onto We will use either a discrete or a continuous time parameter, with a group V (t) of dynamical maps in the reversible case: V (s)V (t) = V (s + t). For a continuous time parameter t we have to demand some continuity of V (t).
In Sec. XI it will be necessary to consider maps which can fail to be CP or even positive. This means that (3.2) and (3.4) are no longer satis ed, but we can retain the rest.
IV. CORRELATION FUNCTIONS AND SUBDYNAMICS
Consider the algebra A(H) de ned above to represent a closed system (observed system S and reservoir R) with a given reversible quasifree dynamics de ned by V (t) . The open subsystem S is de ned by a nite-dimensional (say of dimension 2M 2N) real projection P commuting with S. The corresponding algebra of observables is A S = A(PH). Assume that the operators S; G which de ne the CCR and the reference state through (2.2) on S + R are given.
We now want to de ne a notion of subdynamics for S. In the general scheme outlined in
Ref.
3 the construction of a subdynamics is based on nding a conditional expectation from the algebra of S + R onto that of the subsystem S, such that the state is left invariant.
Here we can start from the more explicit form for the correlation functions available in the CCR case and formulate the condition that the correlation functions can be written in terms of operators in the subspace PH only.
If we are restricted to observing S then the physics is given by the correlation functions of the following general structure:
where is the state of S+R at time t 0 , x k ; y k 2 PH; V k = V (t k ?t 0 ); t 0 t 1 : : : t n . 2, 18 If is stationary the expression is invariant under time translation t k 7 ! t k +s. The correlation function is Gaussian, i.e. an exponent of a quadratic form in the variables (x k ; y k ):
R n (xjy) = exp g( n ? n ) + ih( n ; n )];
An examination shows that the expression (4.2) is completely de ned by the matrix-valued covariance kernel K P (s; t) = PV (s) y KV (t)P = K P (t; s) y If G de nes a stationary state, which means that (3.10) is ful lled by V (t) for all t, then the covariance kernel simpli es to a covariance function of a single variable: for s t K(s; t) = K(t ? s) = PKV (t ? s)P:
We will mainly consider this stationary case.
We can now introduce the concept of a stationary subdynamics on the subsystem S as follows. Given is an operator K P = G P + iS P which de nes the CCR (through S P ) and the stationary state (through G P ) on the Hilbert space PH. We also need a real operator-valued function A(t) in PH which satis es A(0) = P. By the assumption of stationarity we must have (3.3), so if we put F(t) = G P ? A(t) y G P A(t); (4.6) then fA(t);F(t)g de ne the evolution of the Weyl operators for x 2 PH through (3.1) and the evolution of powers of the canonical operators X k belonging to the same subspace through (3.5). From (3.6) the covariance function can be identi ed as K P (t) = K P (?t) y = K P A(t); t 0; = A(?t) y K P ; t 0: (4.7) Provided that (4.4) is ful lled we obtain a full set of positive de nite correlation functions by replacing (4.3) by (4.7) in (4.2).
We now want to impose that the reduced dynamics is an exact consequence of the full dynamics of the system S + R. First the CCR and the state on S are those obtained from S + R by restriction to S, hence K P = PKP. Then we demand the identity of the correlation functions (4.1), which just means the equality of the covariance matrix functions It is the minimal subspace of H which contains PH and is invariant under forward time translations, and thus represents the relevant part of the total closed system. There is no real restriction in taking H + to be the whole of H, which means that in a well-de ned sense the system is chosen to be minimal or irreducible. We note that if there is no shift in the dynamics V (t) then H + is invariant also under backward time translations, while if V (t) contains a shift this need not be the case (and dimH = 1, of course). 18, 19 For Markov processes there must be a shift. 18 With the minimal choice of Hilbert space it follows from (4.10) that there is an exact subdynamics only if it holds that PKP ? = 0; (4.11) which is equivalent to (3.7). But (3.7) says that there is a conditional expectation E de ned by (3.8 An expansion of the exponent in the resulting expression using (3.7), shows that it is indeed identical to (4.2). In particular, the covariance function can be expressed as an expectation in the state of S:
This property provides an alternative, and equivalent, de nition of a subdynamics: all correlation functions are expectations in the partial initial state of S. The matrix-valued function on PH de ned in (3.4) is positive D(t) = PV (t) y P ? KP ? V (t)P = PKP ? A(t) y KA(t) 0; which means that the pair of functions fA(t);F(t) = <D(t)g de ne a family of CP maps fT(t);t 0g through (3.1). We nd that K P (t) jk = S (X j T(t) X k ]) and the stationarity of the dynamics means that S (T(t) X]) = S (X). Note that if we want to construct K P (t) starting from S and fT(t)g then the CP property for each t is not su cient for (4.4) to hold, except when fT(t)g forms a semigroup (Sec. VIII).
To sum up: the subdynamics is de ned by fK;A(t)g, from this we get a positive D(t), the real part of which is F(t). The pair fA(t);F(t)g de ne fT(t)g while fA(t);D(t)g give a simple expression for the subdynamics as transformations of the canonical operators through (3.5).
We have already noted that K(t) de nes the full set of correlation functions (4.1). It is also true that this set allows us to reconstruct the state and dynamics of the system S + R, though not always uniquely. 18 Note that there is a good deal of formal similarity between the formalism used here and standard projection methods, 20 but here the projections all act in a Hilbert space.
V. THE CLASSICAL LIMIT
It is a rather elementary fact that a subdynamics always exists for dynamical systems based on commutative algebras of observables. 3 The necessary conditional expectations are directly related to the marginal distribution for the random variables describing the open system S. For the models based on the CCR we can consider a classical limit simply and formally by setting S = 0. How does the condition for having a subdynamics change?
Without a non-degenerate S there is no longer the earlier conclusion to be drawn from (4.8). For S = 0 we obtain only PG V (t) ? A(t)]P = 0:
There is a nontrivial solution, assuming PGP to be non-degenerate for simplicity. We introduce an idempotent operator Q which satis es QP = P; PQ = Q but which is not self-adjoint: Q = (PGP) ?1 PG:
and choose A(t) = QV (t)P:
If we replace P in (3.8) by Q and P ? GP ? by F = G ? Q y GQ, then (3.8) still de nes a conditional expectation associated with the marginal distribution for the variables in PH. The only thing we have to check is that PFP = 0 and that
which is a known Schwarz type inequality. 21 We note that the same method works also in the non-stationary case (see Sec. VII below).
VI. KMS CONDITION AND SUBDYNAMICS
It is well known that the KMS condition (describing the regression properties of uctuations in thermal equilibrium) for a nite temperature is incompatible with the existence of a Markovian, exponential relaxation of the open subsystem. 22{27 Here it will be shown that in the present setup it does not help to use non-Markovian subdynamics: it is not possible to choose a dissipative quasifree subdynamics in such way that the covariance function for the open system satis es the KMS condition for a nite temperature. If the KMS condition holds the dynamics is either of the conservative type of closed systems or the temperature is in nite. This is a CCR version of a more general theorem proved in Ref. 3 . It is included for completeness and because of its simplicity. In this section the time parameter is continuous.
Let be a quasifree state (for S) which is stationary under the family of quasifree maps T(t) de ned by A(t) and (4.6). We have to assume the continuity of A(t), such that lim t!0 A(t) = 11. Consider the following correlation function for t > 0 R(x; y; t) = fW(?x)T(t) There is also the condition that A(t) must be real: for t 0
The condition (4. 
is a group of unitary operators. Thus fA(t)g is also a group of invertible maps satisfying (3.10), and they give a closed, conservative, evolution of S. Note that in the classical h = 0 or 1-temperature limit it holds that = 0, which means that K(t) = K(t) and (6.1) and (6.2) coincide.
We note that the KMS condition is intimately related to the passivity of the thermal reservoir and hence to the validity of the second law of thermodynamics. 28 Thus losing this property is serious even though the e ect may be small.
VII. THE NON-STATIONARY CASE
We now go back to (4.3) where we no longer assume stationarity, instead the state is time dependent: G(t) := V (t) y GV (t) 6 = G(0). In order to have a subdynamics de ned for all t we need that P; G(t)] = 0; 8t 0:
There is then a time dependent conditional expectation which is de ned by (3.8) if we replace P ? GP ? by P ? G(t)P ? . In order to reconstruct all the correlation functions we need the function G P (t) = PG(t)P in addition to A(t), and instead of (4.5), (4.7) there is, for s < t K P (s; t) = PV (s) y KV (s)PV (t ? s)P = G(s) P + iS P ]A(t ? s) = K P (s)A(t ? s): There is a 2-parameter family of quasifree maps T(s; t) de ned by A(t ? s) and F(s; t) = G P (t) fT;Dg by the corresponding time dependent quantities de ned above. Now consider the case where the initial state of S + R is a product state: (7.1) holds for t = 0 but not for t > 0. Now we must allow the initial instant to be singled out, and there will in general only be maps from t = 0 to arbitrary t > 0. However, we will see that the covariance function is no longer de ned by a family of dynamical maps (CP or otherwise).
At the initial time there is still a conditional expectation of the type (3.8). If V (t) again
represents the reversible dynamics of the closed system, we can calculate the evolution of canonical operators in S:
E X V (t)] = X A(t); A(t) = PV (t)P:
The covariance function for S + R is K(s; t) = V (s) y KV (t) = K(t; s) y ; given that V (t) is real. The conservation of the CCR means that the imaginary part is (for s < t)
S(s; t) = V (s) y SV (t) = ?S(t;s) y = SV (t ? s):
From this follows that S(t; t) = S and that the projected part is PS(s; t)P = S P (s; t) = S P A(t ? s) (s t); = A(s ? t) y S P (t s); where A(t) = PV (t)P as before. We reduce the covariance to the subspace by projection by P, as before, and obtain PK(s; t)P = K P (s; t) = A(s) y K P A(t) + D(s; t); (7.2) D(s; t) = PV (s) y P ? KP ? V (t)P;
where fK P ; Dg are positive de nite kernels. In particular, for the imaginary part we nd for s t
PSA(t ? s) = A(s) y SA(t) + = D(s; t)]:
If we assume A(t) given, the CCR imply the following condition on the kernel D = D(s; t)] = PSA(t ? s) ? A(s) y SA(t); s t: (7. 3) From the continuity of the dynamics we get the condition D(0; t) = 0; 8t 0:
Given a real function A(t); t 0 with A(0) = 11 and a positive de nite kernel D(s; t) which satisfy the conditions (7.3) and (7.4) above, then (7.2) de nes a non-stationary covariance kernel K P (s; t) for s; t > 0 with a preferred initial instant t = 0 where the state of the system factorizes. Furthermore, fA(t);D(t;t)g de ne a one-parameter family T(t) of CP maps through (3.1), but this information is no longer su cient to recreate the two-parameter function K P (s; t).
VIII. MARKOV PROCESSES
For quantum dynamics it is necessary to de ne what we mean by a Markov process. This subject has been treated extensively, we will use a standard de nition. 1, 2, 23 It starts from a quantum dynamical semigroup of CP maps. 11,29{31 In general the semigroup property alone is not su cient, the multitime correlation functions are not necessarily of the form (8.5) below. For the quasifree case we are treating here, however, we have seen already that the covariance function de nes the whole process, including the higher order correlation functions. It will be evident from the following that the semigroup de nes the covariance function.
Assume that on the Hilbert space PH we are given an operator K P 0 which de nes G P ; S P and a family of operators A(t) which form a semigroup A(s + t) = A(s)A(t); s; t = 0; 1; 2; : : : :
where we use a discrete time parameter for the moment. The pair fA(t);F(t)g and (4.6)
de ne a semigroup of maps T(s)T(t) = T(s + t) provided that F(s + t) = F(t) + A(t) y F(s)A(t); s; t > 0:
This relation i ful lled with the choice (3.1), and the maps are all CP if (3.4) holds:
K P ? A(t) y K P A(t) 0; 8t > 0:
If this relation holds for t = 1 it holds for all t = n > 0. Furthermore the state de ned by G P is invariant.
If we are given the dynamics V (t) for the system S + R, an operator K 0 satisfying We already remarked that for a dissipative Markov process the underlying closed system dynamics must contain a shift. 18 This applies to the family V (t) in the present situation.
If we restrict all considerations to the minimal subspace H + H de ned in Sec. IV we can retain the condition (4.11) for the existence of a subdynamics and the conditional expectation E.
After some manipulations the semigroup property of the maps A(t) is obtained in the following form A(t) = PV (t)P = A (1) leading to a time-ordered exponential, of course, corresponding to the semigroup rule T(0; s)T(s; t) = T(0; t); 0 < s < t). This implies for F(0; t): F(0; t + dt) = F(t; t + dt) + A(t; t + dt) y F(0; t)A(t; t + dt); 0 < t < t + dt:
With the notation M(t) = lim t!0 F(t; t + t)= t the di erential equation becomes dF(0; t) dt = M(t) + L(t) y F(0; t) + F(0; t)L(t):
The CP property is assured by choosing fM(t);L(t)g satisfying the di erential form of (3.2): M(t) ? i L(t) y S + SL(t)] 0; 8t > 0:
For dealing with Markov processes in continuous time with greater mathematical rigor one can use the formalism of quantum stochastic calculus. 33, 34 IX. RESPONSE TO TIME DEPENDENT FORCES In this section we let the time parameter t be continuous, and consider the response of the system S + R to external forces acting on the subsystem S. It is well known that the equations of motion for the Hamiltonian (reversible) dynamics of a QHO can be solved explicitly for certain types of time dependent parameters and this applies to S + R. 35 It is also clear that the expression (4.1) for the full set of correlation functions of all orders (and hence the covariance function (4.3)) does in principle determine the response of the system to a large class of time dependent external perturbations acting on S. The necessary condition is that this action can be expressed as a limit of combinations of the operations X 7 ! W(?x)XW(y); x; y 2 PH: (9.1) As the Weyl operators are dense in the CCR algebra this allows a large set of operations. There is an interesting subclass of harmonic forces which generate quasifree maps and conserve the quasifree form of the correlation functions.
We start with the simplest case of a force corresponding to a perturbation Hamiltonian linear in the canonical operators. In this particular case we can give an answer which is not dependent on the existence of a subdynamics. The external (generalized) force f(t) 2 PH; t 2 R + is understood to mean, in the absence of the intrinsic dynamics, a scalar translation of the canonical operators (a gauge transformation) d dt X(t) = 11 (t); which is generated by a linear Hamiltonian P k f(t) k X k = f(t)X. From the CCR we nd (t) = i f(t)X; X(t)] = ?2f(t)S. Here A(t) is de ned by (4.9) independently of the validity of (4.11). Using (9.1) (with x = y) to translate the initial state it is shown, even more directly, that A(t) also is the after-e ect function which describes the relaxation of an initial deviation from the equilibrium value for the expectation of the canonical operators of S. Now turn to the case of a time dependent quadratic Hamiltonian perturbation in the subspace PH. This is an interesting situation which includes squeezing of oscillators with a dissipative evolution. The response of S + R should still be de ned by (4.3), but in order to obtain a more explicit formula involving the function A(t) we have to assume a subdynamics.
The Hamiltonian driving means that there is a real matrix function L(t) 2 B(PH) satisfying L(t) y S P + S P L(t) = 0; (9.2) which generates a family of symplectic maps through (8.7), i.e. satisfying (3.9) , but which does not leave G invariant, in general. If the unperturbed evolution of the whole system is given by V (t), then the response to this external driving force acting on the small subsystem is then given by standard time dependent methods as the solution of U(0; t) = V (t) + Z t 0 ds U(0; s)L(s)V (t ? s): (9.3) Inserting this dynamics in (4.1), instead of V (t) and with appropriate values for the time parameters, we obtain all multitime correlations for the perturbed dynamics. However, stationarity will no longer hold, in general. We get a corresponding equation for the evolution of any operator in the Hilbert space (9.4) using the notation X d (u) = U(0; u) y XU(0; u); X(u) = V (u) y XV (u).
We are interested in the favorable cases where the e ect of the driving can be derived directly from the functions fA(t);F(t)g describing the unperturbed stationary subdynamics.
Using P ? L(s) = L(s)P ? = 0 we nd from (9.3) the corresponding equation for the family of operators A d (0; t) = PU(0; t)P:
with initial condition A d (0; 0) = P, so the solution is completely de ned by fA(t);L(t)g.
We need also the evolution of the state of the system. If we put X = K in (9.4) and assume (4.11) and (3.10) for all V = V (t), then it follows that
Now, if we assume that P; K d (t)] = 0; 8t > 0, i.e. that the state of the system still factorizes for all times, then we nd that
and the solution is is again de ned by fK P ; A(t); L(t)g. However, the factorization will not hold in general. In fact
and there seems to be no reason why this should have only the trivial solution in the general case. It is not a homogenous system as matrix elements in PK d (t)P enter. which is a homogenous equation, initial value PK d (0)P ? = 0, which will have only the zero solution under some regularity assumptions (allowing a series expansion in the time parameter, for instance). We also nd from (9.3) that PU(s; t)P ? = PV (t ? s)P ? + Z t s du PU(s; u)PL(u)PV (t ? u)P ? ; which in general has a nonzero solution. However, if (8.4) holds for V (t) then it clearly holds for U(0; t) as well, so we have the Markov property for the driven process. Writing A(t) = exp(tL 0 ) we nd from the simple form of the Markovian correlation functions (8.5)
Together these equations de ne the driven Markovian subdynamics from which we can recover the full set of correlation functions.
The fact that the full set of quantum correlation functions de ne the response of the system to external forces acting on S means that they contain more information on the dynamics of S +R than the corresponding data do in commutative probability theory. This is just another of the crucial non-commutative properties. The standard way of nding relations between uctuations and the response to external forces from the Hamiltonian dynamics of the closed system S + R is the linear response theory set down in textbooks on statistical mechanics. 36 In the present formalism, and with forces acting only on S, the same information should be given by the covariance function (4.3). However, if we impose the condition (4.11), then there will result a classical version of the uctuation-dissipation relation with the proportionality (4.7) between K(t) and A(t). This is also essentially the classical Onsager relation between the regression of uctuations and the decay of deviations from equilibrium. The quantum version of these relations demand that we retain the exact covariance function K(t) which is not of the form (4.7). This point has been discussed recently in the framework of the Langevin equation approach. 37 
X. APPROXIMATE VALIDITY OF THE SUBDYNAMICS PICTURE
Now consider the case where (3.7) does not hold. Then there will be a di erence between the covariance matrix coming from the evolution of S + M and the expression (4.7), where A is de ned by (4.9), which corresponds to a subdynamics. The di erence is PKV (t)P ? PKA(t) = PKP ? V (t)P:
As the covariance matrix de nes the dynamics, if we can show that the matrix elements of (10.1) are negligible in suitable circumstances, we will also obtain conditions for fK P ; A(t)g approximating a subdynamics.
Note that such conditions can be ful lled for some ranges of t and not for others, so we can discuss this problem for a given t and leave out this parameter. Clearly we have to use the properties of V as well as those of K. The physical idea is that the e ects of the back action of S on R spreads over a large number of degrees of freedom of R on a time scale which is shorter than the relaxation time for S.
We want to see how this idea could work in the present scheme, but lacking an explicit model for the heat bath we can do this only in very general terms. Consider arbitrary unit vectors x; y 2 PH and the matrix element (xjKP ? V jy). Also introduce the vectors in H : = K jx); = P ? V jy). We can then write j(xjKP ? V jy)j 2 = j( j )j 2 = ( j )( j )j(^ j^ )j 2 : where f^ ;^ g are normalized vectors. The simplest case is where the matrix elements of P ? V P behave e ectively as independent random variables, and all of a similar magnitude.
Then^ can be considered a randomly chosen in the Hilbert space P ? H. This corresponds to an equidistribution over the degrees of freedom of R. We can then make the order of magnitude estimate j(^ j^ )j 2 ' (dimP ? H) ?1 , and for a reservoir with a large number of degrees of freedom we see why the matrix elements of (10.1) can be expected to be negligible. In more general and realistic models of heat baths we may have to replace P ? H by a Hilbert space of degrees of freedom of R which has an e ective dimension increasing with the strength of the S ? R interaction.
Introduce B = P ? V P, then (10.1) equals PKB. Using the invariance of K we can write K P = A y KA + B y KB + A y KB + B y KA; (10.2) where the last two terms in the RHS are going to negligible if the preceding argument holds.
If the dynamics mixes the degrees of freedom of S + R thoroughly, then, by the same kind of reasoning also the rst term will be negligible and only the second term remains (under the assumption dimPH dimP ? H). This situation corresponds to a nal equilibrium for the open system, which means that the lowest order correlation approximately factorizes R 2 (xjy) R 1 (x 1 jy 1 )R 1 (x 2 jy 2 ): In order for fK P ; Ag to reproduce PKV P in a non-trivial way we then nd that the rst two terms in (10.2) must be of comparable magnitude, while the last two are negligible. If this holds for a useful range for the time parameter we will obtain a subdynamics for S which approximates the exact covariance function in this range.
We can use similar arguments to discuss the degree of approximation for the Markov property. Again using a discrete time parameter, in order to show that (8.6) holds to some approximation up to a given nite order n, we must show that the matrix elements of the following operator are small:
Each term in the RHS give matrix elements of a similar structure to those coming from the RHS of (10.1). Thus we can make the previous assumptions for each of the iterates V (k) of the dynamical map to get su cient conditions.
XI. EVOLUTION OF NON-STATIONARY INITIAL STATES
We have seen the rigorous conditions which have to be ful lled for a subdynamics to exist, also how much information about the system is contained in this structure. If we renounce the full set of correlation functions and let ourselves be satis ed by a family of dynamical maps giving the evolution of an arbitrary initial state of S, then the restrictions on the existence of solutions will largely disappear.
In the lowest order correlation function W(?x)W(V (t)y)] = R(x; y; t); x; y 2 PH; we can set x = 0 to nd a restricted function of one argument y 2 PH which gives the evolution of the state of S: R(0; y; t) = S (t) W(y)]; t 0:
If the initial (t = 0) state of S + R factorizes, the family of maps T(t) de ned in Sec. VII by fA(t);D(t;t)g also gives the evolution of the state
We can now ask: if the initial state does not factorize, can we still describe the evolution of the initial state exactly by such evolution maps T(t)? The answer is yes, there is now no restriction, except that the maps will fail to be CP, or even positive, in general. Let T(t) be de ned by fA(t);F(t)g, which do not necessarily satisfy (3.2), while R (t) is de ned by the quadratic form G P (t). In order to have the desired evolution of the partial state of S we should choose F as follows: F(t)= G P (t) ? A(t) y G P (0)A(t) = PV (t) y P ? GP ? V (t)P ? PV (t) y P ? GPA(t) ? A(t) y PGP ? V (t)P:
This expression is actually independent of G P (0) = PGP, hence fA(t);F(t)g de ne a family of maps on G P (0). If we choose G P (0) arbitrary while fPGP ? ; P ? GP; P ? GP ? g are kept constant, then the initial \state" of S +R will not necessarily be positive. Consequently the maps will not be positive in general, and they will not reproduce the covariance function unless (4.10) holds. (In the latter case the two last terms in (11.1) vanish, (3.2) holds, and
we are back to a factorizing initial state!) Still, there will be a subset of initial values G P (0) which are mapped into a genuine, positive state of S at time t.
If the family A(t) forms a semigroup, then there is a semigroup of maps T(s; t) de ned by fA(t);F(s;t)g where F(s; t) = G P (t) ? A(t ? s) y G P (s)A(t ? s); s < t:
Using some limiting procedures (which involves a manipulation of the time scales) one can obtain such a semigroup of maps which are generally not positive, but which still serve
as an e ective reduced dynamics for S, perhaps relevant only for a restricted set of initial conditions. 25 For this allowed set there may still be convergence to a genuine positive nal state of S.
In order to see how this may work, consider a discrete semigroup. We have a map T de ned by fA;Fg which need not satisfy (3.2) . Assume that the semigroup has a unique limit state, which means that for any quadratic G lim n!1 A ny GA n = 0:
Then it is easy to see that the limit obtained by iterating the transformation G 7 ! A y GA+F is the following sum (if it converges)
A ny FA n :
The limit is a genuine state for S if and only if G P (1) + iS P = K P (1) 0 Given any matrix G P (1) satisfying this condition we can choose F = G P (1) ?A y G P (1)A, to obtain a semigroup of maps such that every initial \state" (positive or not) converges to the nal state de ned by G P (1) . The map T is CP if (8.2) holds for K P (1), but this is not true in general.
XII. DISCUSSION
There is an overwhelming number of papers on the dynamics of open quantum systems, even if we restrict ourselves to systems of oscillators. Here we can only mention a few which deal with the problems involved in the existence of system-reservoir correlations and of the intrinsic time scale = h=k .
The rst problem we meet in the literature is that of deriving a quantum Markovian master equation for an open system S. The fact that 6 = 0 when < 1 is incompatible with a strictly exponential relaxation has been appreciated for a long time. 22{27,38,39 A derivation of master equations from the microscopic dynamics inevitably involves a separation of time scales and some form of averaging method. 40, 41 The quantum case di ers from the classical one mainly through the fact that the time scale is independent of the details of the reservoir. The master equation alone is equivalent with having a semigroup of dynamical maps. We have already remarked that the full set of multitime correlation functions (8.5) follow from the semigroup property for the model treated here, but this is not so for general models of open quantum systems.
The second problem is that coming from the system-reservoir correlations. Most papers on the derivation of master equations from the microscopic dynamics accept the factorization of the initial state, at least. However, we have seen in Sec. IV how the correlations forbid an exact subdynamics, and in particular having a family of CP maps de ning the covariance function. In Sec. XI we saw that there are non-positive dynamical maps which can describe the evolution of some initial conditions. The role of the correlations in destroying the positivity of the dynamical maps has been the subject of a considerable number of papers, of which we can list just a few. 25,42{45 One possible way out of the factorization condition is thus to restrict oneself to nding a family of dynamical maps which preserve the positivity of a subset of initial states, though they cannot be extended to positive maps on the whole state space. We then need a prescription of how such states are prepared from a stationary initial state of the composite system, e.g. by the action on the subsystem S by a well-de ned set of operations. This is a solution which has been suggested in several places. 25, 43, 45 In particular, certain versions of the path integral formalism allow correlated initial states. 8, 41 The evolution maps can exist for some correlated states of the system, but they will not de ne the very strong and rigid structure we have called a subdynamics, and which contains much more information than just these maps. For this reason there is no contradiction in the body of work cited above with the results of earlier papers where the structure of a subdynamics (called a quantum stochastic process there) was imposed more or less as an axiom. 1, 2 Neither is there a contradiction of the results on the form of the generators of quantum dynamical semigroups, which were assumed to act on the space of all states of S. 29{31 The main message of this paper, and of Ref. 3, is that the problems remain even if we drop the Markov property. The correlations in the initial state can not be accounted for just by introducing some memory in the process. In the present scheme based on the CCR, the dynamics of the open system is described completely by the time dependence of the covariance matrix, and this description does not necessarily involve any approximation. However, the non-commutativity of the observables means that this time dependence cannot be exactly reproduced by dissipative dynamical maps acting only on the observables of the open system, except when the state factorizes for all times. (This happens in particular when the reservoir has an in nite temperature, i.e. = 0.) We can still have a subdynamics as an approximation involving assumptions on the time scale and on the relaxation properties of the reservoir. These assumptions are weaker than those needed to make the dynamics Markovian, but they are of a similar type.
In this paper we have not tried to compare the formalism with the Langevin equation approach. However, it seems fairly clear that using colored noise in a quantum Langevin equation (as one should in order to stay consistent with thermodynamics) will give a covariance function which is not of the type which is reducible to a subdynamics. It was noted that the solutions will not give Markov processes even if the Langevin equation itself has no memory term. 46 Finally we note that the present model is an exceptional one in that there are methods of nding exact solutions. 25, 47, 48 This allows a solution for the covariance function, which is su cient to de ne the dynamics of the whole system S + R even when no subdynamics exists.
