We introduce a microscopic model of software bug dynamics where users, programmers and maintainers interact through a given program. When the program is written from scratch, the first phase of development is characterized by a fast decline of the number of bugs, followed by a slow phase where most bugs have been fixed, hence, are hard to find. Releasing immediately bug fixes speeds up the debugging process, which substantiates bazaar open-source methodology. Finally, we apply our model to Linux history and determine qualitative lowers bounds to quality of its programmers.
as often as possible, while cathedral projects release new versions at a much lower pace; in that respect cathedral projects are similar closed source projects, hence, cathedral open-source projects and closed-source projects have the same dynamics in our model, thus we shall refer to them as closed source, and to bazaar projects as open source.
II. DEFINITION OF THE MODEL
Our model studies the interaction between a program and its users and programmers. More precisely:
1) The program is split into L parts i = 1, · · · , L; a part can be seen as a basic functionality such as file loading. Each part has M subparts. The total number of subparts is denoted by S = LM, and will be refered to as the size of the project. Subpart j of part i (j = 1, · · · , M) is either bug free, which is denoted by s i,j = 0, or buggy (s i,j = 1). At time t, subpart i has b i (t) = j s i,j (t) bugs, and the total number of bugs is B(t) = i b i (t). Finally, the number of defective parts, i.e., those having at least one bug is D(t) = i Θ(b i (t)) where Θ(x) = 1 if x > 0 and 0 else, is the Heaviside function 2) There are N u users. Each user is assumed to use one part chosen at random at each time step, and to report a buggy behavior with probability equal to
that is, to the fraction of bugs in part i multiplied by a factor that takes into account the average number of subparts used at each time step by the user and her propensity to report bugs. P u should be proportional to b i : when one loads a file, one never clicks on all the buttons of the file dialogs, nor use all the features of the file dialog, nor all the file formats at the same time. Note that a feature request can be considered as a bug.
3) Each bug report only consists of the number of the buggy part, because if file loading fails, the user cannot describe in more details where the program is faulty. The bug list is hence a table indicating which parts are reported buggy. The number of reportedly buggy parts is R(t).
4)
There are N p programmers. In addition to hunting bugs according to Eq. (1), each of them tries to correct one bug chosen at random from the list and reviews all the subparts of a given part. This process is assumed to fix a buggy subpart with probability φ and to break February 29, 2008 DRAFT a working subpart with probability Mathematically,
Note that β. φ and β encode the programmers' abilities.Once a programmer has modified the code, she submits a patch to the maintainer.
5) The role of the maintainer (who can be the programmer herself) is to determine whether a patch improves the code or not. Here we assume that the maintainer measures the number of bugs in the current code d(s i ) and in the proposed new version d(s
The measure is made as follows: if subpart j of feature i is buggy, the maintainer detects it with probability ν and is able to correctly classify a working part with probability ω. Finally, the maintainer accepts the patch if she thinks that it contains less bugs that the current
, and removes it from the bug list. Our model differs from earlier work in two major features: i) the program is split into parts that each contains subparts, which is responsible for the slow decrease of the number of bugs R(t) when M is too large. ii) The feed-back from the fraction of bugs to the rate of bug discovery (Eq (1)) is one of the central assumptions of our model; it is responsible for the possibility of convergence to the bug-free state even with imperfect programmers and maintainer.
In closed-source projects, the programmers are faced with a dilemma when a part is reported buggy by a user after it has been already fixed since the last release. Indeed, the users report bugs on the last release, whereas the programmers work on the next one, both diverging with time. The programmers can either ignore bug reports on an already modified part, or modify again the current code. In the latter case, the modification can be systematic, or after verification that the part in the current code is also buggy (according to Eq. 1). Without verification, D(t) is not a monotonically decreasing quantity, as a bug-free part can be partly broken by this process.
III. RESULTS ignoring bug reports on already modified code is the best option for closed source projects;
this even outperforms open source at short time scales, because the programmers only work on fully buggy parts, hence the bug fixing rate is higher (right panel of Fig 1) . Verification is generally a bad idea when bugs are becoming sparse, because the probability that both a user and a programmer agree that a part is buggy is small, hence verification slows down the process.
The global temporal evolution can be characterized by the time to completion, i.e., the time needed to obtain a bug-free project, denoted by t c . We shall investigate in particular its average t c over several runs. For the sake of speed, we stop the simulations when there is only one bug left.
In how many parts a program should be divided? Suppose that the project size S is known in advance and fixed to S = LM. What L and M are optimal? Fig. 2 plots t c as a function of M at fixed S = LM for open and closed source. It turns out that there is always an optimal value of M for any set of parameters or project type, whose position depends on all the parameters.
Having better programmers decreases t c , while the abilities of the maintainer has much less a dramatic influence. This is because the abilities of the programmers determine the typical fraction of bugs in a given part that they can fix in one pass, whereas the abilities of the maintainer act as a noise term damped by the bug detection feed-back of Eq. (1).
The average time to completion increases roughly linearly with T (Fig 4) , hence, closed source projects are always slower to reach a perfect state all other parameters being equal. The reason why increasing T penalizes the performance of the project is simple and obvious from Fig 3: after each releases, the number of relevant bug reports coming from the users falls rapidly to zero, and the programmers are left on their own; as a consequence, the fast and slow regimes alternate. with α ∼ 1: the rate of improvement is slow as N u increases; even worse, it reaches a plateau c 1 whose value depends on the number of programmers N p and their abilities; the exponent α also depends on the programmers abilities, but not on their number. Similarly, adding more programmers decreases t c . In this case, the exponent α depends on the number of users, but not on the programmers abilities. In other words, hiring more programmers or having more users is an inefficient way of improving the speed of debugging when N u or N p is large enough. 
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free state, all other parameters being equal, which is precisely the argument of Ref. open-source project programmers does not need to be as high as those of closed-source projects in order to achieve the same rate of convergence to the bug-free state. Finally, our model suggests that closed-source projects should try to minimize T so as to accelerate their convergence rate.
IV. DYNAMICS OF LINUX
In most real-life projects, the number of users, of programmers, the size of the program evolve in time. Time-dependent parameters are easily included into our model. Instead of assuming some that cannot be determined directly from Linux are obviously the qualities of the programmers and the maintainers (δ, β, φ, ω and ν), and M. In an attempt to be pessimistic, we considered a random maintainer, that is, ω = ν = 1/2, and sub-optimal M = 20; δ is fixed to 1. The new parts of Linux are assumed to be first completely buggy. Figure 6 shows a transition between two very different behaviors depending on the choice of φ and β: if the programmers abilities are high enough, Linux converges fast to the slow regime, which is stable with respect to sudden increases of the system size (see Fig 6) , and where the number of bug per part decreases in time (e.g. φ = 0.8 and β = 0.05); if the quality of the programmers is too low, Linux falls into the region where the number of bugs makes large excursions (e.g. φ = 0.8, β = 0.15), resulting in a dramatic decrease of reliability. Therefore, rapid software growth can indeed lead to high quality software, even in adverse conditions, provided that the programmers' quality is high enough. On the other hand, since Linux is known to be stable, this shows that the quality of Linux programmers has a lower bound. The picture obtained here can be generalized to any 
V. CONCLUSION
Our model is designed to be simple and generic so as to provides a framework in which the existing assumptions can be easily expanded and refined. For instance, a user may upgrade only once she has found a bug. This will slow down the convergence rate. Also, all the parts do not have the same size in programs, and should therefore be drawn from a suitable distribution. This is however not likely to affect dramatically the dynamics of the model, as, in a given part, the number of bugs fixed in a single pass is proportional to the number of bugs. One could also impose a restriction on the number of subparts a programmer is able to review in one time-step.
The most important assumption is that the parts are assumed to be independent, whereas they are linked through a scale-free network [14] , [15] that is highly asymmetric [15] , hence, bugs can propagate on this graph and affect other parts [15] , making debugging harder. The next step is therefore to study this model on scale-free networks; it may be possible that the decay of the number of bugs will not be exponential anymore, but follow power-law, as assumed in some reliability growth models [16] , [3] . Power-laws are also found in the frequency of use a given a part, as shown by program profiling. Finally, all the programmers do not have the same importance: the number of modifications per programmer is a truncated power-law in Linux, (see Fig 7) , as is the number of bugs assigned and corrected per programmer in Mozilla (Fig. 8) .
All these broad distributions may change the dynamics obtained in this paper, for instance the decay may follow power laws, that is, may be much slower. Finally, assigning a higher or lower bug fixing priority to the parts that have more bug reports may interact with the emergence of power-laws in the decrease of the number of bugs. All these modifications are likely to reveal many subtleties of bug dynamics.
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