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Abstract
In this note we consider linear maps on the complex n × n matrix algebraMn preserving products of
either two positive matrices, a positive matrix and a Hermitian matrix, or two Hermitian matrices. We give
characterizations of all those injections.
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1. Introduction
In recent years, many authors have considered linear preserver problems which concern the
characterization of linear maps on spaces of matrices or operators that leave certain functions,
subsets, relations, etc., invariant. For example, there are many research works on linear maps
which preserve spectra (cf. [5,6,14]), rank (cf. [4]), nilpotency (cf. [1,13]) and similarity (cf.
[3,7–10]) and so on. Many useful techniques have been developed (cf. [2,11]). In this paper, we
consider linear maps on the complex n × n matrix algebra preserving some subsets invariant.
 This research was supported by the National Natural Science Foundation of China (No. 10571114) and the Natural
Science Basic Research Plan in Shaanxi Province of China (Program No. 2005A1).
∗ Corresponding author.
E-mail address: gxji@snnu.edu.cn (G. Ji).
0024-3795/$ - see front matter ( 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2006.06.001
602 L. Fang, G. Ji / Linear Algebra and its Applications 419 (2006) 601–611
We denote by Cn the n-dimensional complex Euclidian space. For x, y ∈ Cn, (x, y) is the
inner product of x and y. ‖x‖ = (x, x)1/2 is the norm of x. LetMn be the algebra of all complex
n × n matrices and let I be the identity inMn. It is known that a matrix may regard as a linear
transformation on Cn. For a matrix A ∈Mn, ker A, σ(A), A∗, At and tr(A) denote the kernel,
the set of eigenvalues, the adjoint, the transpose and the normalized trace of A, respectively. We
denote by ‖A‖ the norm of a matrix A defined by sup{‖Ax‖ : x ∈ Cn, ‖x‖ = 1}. We say that A is
positive if (Ax, x)  0 for any x ∈ Cn, and we denote byA  0. IfA is a positive invertible matrix,
we denote by A > 0. Suppose that A = (ajk)n×n is a n × n matrix with entry ajk in the (j, k)
position. Then, tr(A) = 1
n
∑n
j=1 ajj and At = (bjk)n×n = (akj )n×n. We use diag(a1, a2, . . . , an)
to represent a diagonal matrix with diagonal {a1, a2, . . . , an}. LetM0 = {X ∈Mn : tr(X) = 0}.
Then we know thatM0 is spanned by all nilpotent matrices. By {Ejk : 1  j, k  n}we denote the
canonical basis ofMn, where Ejk is the matrix with 1 in the (j, k) position and zeros elsewhere.
It is well known that matrices Ejk and Ejj − Ekk for k /= j spanM0. For A,B ∈Mn, we say
that A is similar to B if there is an invertible matrix S ∈Mn such that A = SBS−1, and say A is
self-similar if A is similar to its adjoint A∗.
By ,  and  we denote {AB : A,B ∈Mn and A,B  0}, {AB : A,B ∈Mn, A  0 and
B = B∗} and {AB : A,B ∈Mn, A = A∗ andB = B∗} respectively. It is known that those subsets
are invariant under the similarity. We will consider linear maps on Mn which preserve those
subsets invariant. We will find that this is equivalent to consider those linear maps which preserve
similarity of some special matrices by the following well known result in [12,15].
Proposition 1.1. Let T ∈Mn. Then the following statements hold:
(i) T is a product of two positive matrices if and only if T is similar to a positive matrix.
(ii) T is a product of a positive matrix and a Hermitian matrix if and only if T is similar to a
Hermitian matrix.
(iii) T is a product of two Hermitian matrices if and only if it is self-similar.
In Section 2, we consider linear maps ϕ onMn with ϕ() ⊆ . By ϕ() ⊆ , we mean that
ϕ(X) is a product of two positive matrices whenever X is. By Proposition 1.1, it is equivalent
to say that ϕ preserves the similarity orbit of positive matrices, that is, ϕ(X) is similar to a
positive matrix whenever X is. In Section 3, the structure of injective linear maps ϕ onMn with
ϕ() ⊆  is classified. ϕ() ⊆  is equivalent to say that ϕ preserves the similarity orbit of
Hermitian matrices by the same proposition. Linear maps ϕ onMn with ϕ() ⊆  are studied
in Section 4, and by Proposition 1.1, we see that these linear maps preserves self-similarity, that
is, ϕ(X) is self-similar whenever X is.
2. Linear maps preserving products of two positive matrices
According to Proposition 1.1, we have  = {AB : A,B ∈Mn and A,B  0} = {SPS−1 :
S is invertible and P  0}. So,  is similarity orbit of positive matrices. Let ϕ be a linear map
on Mn preserving products of two positive matrices, that is, ϕ() ⊆ . Then ϕ preserves the
similarity orbit of positive matrices.
Proposition 2.1. Letϕ be a linear map onMn. Thenϕ preserves products of two positive matrices
if and only if ϕ preserves the similarity orbit of positive matrices.
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Lemma 2.2. Let ϕ be a linear map onMn preserving products of two positive matrices. Then
ϕ(N) is a nilpotent matrix whenever N is.
Proof. Let N be a nilpotent matrix in Mn. Then N is unitarily equivalent to a strictly upper
triangle matrix. Without loss of generality, we assume that
N =


0 N12 · · · N1(n−1) N1n
0 0 · · · N2(n−1) N2n
...
...
.
.
.
...
...
0 0 · · · 0 N(n−1)n
0 0 · · · 0 0


.
LetD = diag(d1, d2, . . . , dn)be a diagonal matrix withdi /= dj (i /= j) anddi > 0 (i = 1, 2, . . . ,
n). It is trivial that D > 0 and D + zN is similar to D for all z ∈ C. Then ϕ(D + zN) = ϕ(D) +
zϕ(N) ∈  for all z ∈ C. So, for each z ∈ C, ϕ(D) + zϕ(N) is similar to a positive matrix. It
follows that tr(ϕ(N)) = 0. On the other hand, α ⊆  for every positive number α, so 1
k
ϕ(D) +
ϕ(N) ∈  for all positive integers k. By letting k → +∞, we have that ϕ(N) ∈  where 
denotes the closure of the set . Hence, σ(ϕ(N)) ⊆ [0,+∞) by the upper semi-continuity of
eigenvalues of matrices. Therefore σ(ϕ(N)) = {0}, that is, ϕ(N) is a nilpotent matrix. The proof
is completed. 
It is well known thatM0 is spanned by all nilpotent matrices. We then easily have the following
proposition.
Proposition 2.3. Let ϕ be a linear map onMn preserving products of two positive matrices. Then
ϕ(M0) ⊆M0.
In order to prove our main theorem, we need the following result.
Lemma 2.4 (Main Theorem in [1]). Let ϕ be a non-singular linear map defined on M0 which
preserves nilpotent matrices. Then there is a non-zero complex number β and an invertible matrix
S such that either ϕ(X) = βST S−1 or ϕ(X) = βSXtS−1 for all X ∈M0.
Theorem 2.5. Let ϕ be an injective linear map onMn. Then ϕ preserves products of two positive
matrices if and only if there exist an invertible matrix S, a non-negative constant α and a non-zero
constant β with β  − 1
n
α such that either ϕ(X) = αtr(X)I + βSXS−1 or ϕ(X) = αtr(X)I +
βSXtS−1 for all X ∈Mn.
Proof. (⇐) For an invertible matrix S, we define ψ(X) = S−1ϕ(X)S, X ∈Mn. Then ψ pre-
serves products of two positive matrices. Thus without loss of generality we may assume that S =
I . If X = T PT −1 for a positive matrix P , then either ϕ(X) = αtr(X)I + βX = T (αtr(P )I +
βP )T −1 = TQT −1 or ϕ(X) = αtr(X)I + βXt = (T t)−1(αtr(P )I + βP t)T t = (T t)−1QtT t ,
where Q = αtr(P )I + βP . Since α  0, β /= 0 and β  − 1
n
α, it follows that Q (respectively
Qt) is a positive matrix. By Proposition 2.1, ϕ preserves products of two positive matrices.
(⇒) Since ϕ is an injective linear map on Mn, ϕ(M0) =M0 from Proposition 2.3. By
Lemma 2.4, there exist a non-zero complex constant β and an invertible matrix S such that either
ϕ(X) = βSXS−1 or ϕ(X) = βSXtS−1 for all X ∈M0.
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Let us first consider the case ϕ(X) = βSXS−1 for all X ∈M0. For any X ∈Mn, we see
thatX = tr(X)I + (X − tr(X)I)whereX − tr(X)I ∈M0.Then,ϕ(X) = tr(X)ϕ(I) + βS(X −
tr(X)I)S−1 = tr(X)(ϕ(I ) − βI) + βSXS−1 for all X ∈Mn. Noting that ϕ(I) is similar to a
positive matrix, we may assume that ϕ(I) itself is positive.
We now prove that ϕ(I) = aI for some a > 0. Indeed, if this does not hold, we observe that
there exist at least two distinct real numbers a1 and a2 such that {a1, a2} ⊆ σ(ϕ(I) − βI). Replac-
ing ϕ(I) − βI by U(ϕ(I) − βI)U∗ with a unitary matrix U , if necessary, we may assume that
ϕ(I) − βI = diag(a1, a2, . . . , an) is a diagonal matrix where ak ∈ R (k = 1, 2, . . . , n). More-
over, consider a non-zero positive diagonal matrix P = diag(p1, p2, . . . , pn) such that tr(P )a1 +
βp1 = tr(P )a2 + βp2, we get that p1 /= p2 since a1 /= a2. Thus, tr(P )(ϕ(I ) − βI) + βP =
diag(tr(P )a1 + βp1, tr(P )a2 + βp2, . . . , tr(P )an + βpn). According to the fact that P + E12
is similar to P and let T = S−1(P + E12)S, we arrive at that T is similar to P and
ϕ(T ) = diag(tr(P )a1 + βp1, tr(P )a2 + βp2, . . . , tr(P )an + βpn) + βE12.
Since tr(P )a1 + βp1 = tr(P )a2 + βp2 and β /= 0, it follows that(
tr(P )a1 + βp1 β
0 tr(P )a2 + βp2
)
cannot be similar to a 2 × 2 positive matrix, which implies that ϕ(T ) cannot be similar to a positive
matrix while T is. Then, a contradiction appears. Thus, ϕ(I) = aI for a positive constant a.
Now we achieve that ϕ(X) = (a − β)tr(X)I + βSXS−1 = S(αtr(X)I + βX)S−1 for all X ∈
Mn where α = a − β. Hence, αtr(X)I + βX is similar to a positive matrix whenever X is. On the
other hand, αtr(P )I + βP is a normal matrix for any positive matrix P . Evidently, αtr(P )I + βP
itself is a positive matrix since ϕ(P ) = S(αtr(P )I + βP )S−1 and P is positive. We then have
that α  0 and 1
n
α + β  0 by choosing P = diag(1, 0, . . . , 0). Moreover, the injectivity of ϕ
implies that β /= 0.
For another case that ϕ(X) = bSXtS−1 for all X ∈M0, by the similar way we have that
ϕ(X) = αtr(X)I + βSXtS−1 for all X ∈M with α  0, 1
n
α + β  0 and β /= 0. The proof is
completed. 
It is natural to consider the kernel of ϕ if ϕ is not an injective linear map onMn preserving
the products of two positive matrices.
Lemma 2.6. Let ϕ be a linear map on Mn preserving products of two positive matrices. If
ϕ(I) = 0, then ϕ = 0.
Proof. For any positive matrix P ∈Mn, we know that ‖P ‖I − P  0. By hypothesis, it follows
that ϕ(‖P ‖I − P) = −ϕ(P ) ∈ . Thus, ϕ(P ) = 0 for all positive matrix P ∈Mn. Since any
matrix can be written as a linear combination of four positive matrices, we can achieve that ϕ = 0.
This completes the proof. 
Proposition 2.7. Let ϕ be a non-zero linear map on Mn preserving products of two positive
matrices. Then ker ϕ ⊆M0.
Proof. Suppose that ϕ is a non-zero linear map with ϕ() ⊆ . Then, ϕ(I) ∈  and tr(ϕ(I )) > 0
by Lemma 2.6. Moreover,X − tr(X)I ∈M0 for anyX ∈Mn. Using Proposition 2.3, we have that
ϕ(X) − tr(X)ϕ(I) ∈M0 for all X ∈Mn. Taking X ∈ ker ϕ, we arrive at that −tr(X)tr(ϕ(I )) =
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0. From the fact that tr(ϕ(I )) > 0, we can achieve that tr(X) = 0 which implies that X ∈M0.
The proof is completed. 
Now, we give an example to show that there exists a linear map ϕ onMn preserving products
of two positive matrices such that ker ϕM0.
Example 2.8. Let 1  j0  n and let fjk be linear functionals onMn for all 1  j, k  n such
that fjk = 0 for all j  k or j > j0. For any X ∈Mn, we define ψ(X) = (fjk(X))n×n. It is
obvious that ψ(X) ∈M0 is a strictly upper triangular matrix. Taking a diagonal positive matrix
D = diag(d1, d2, . . . , dn) with dj /= dk for all 1  j, k  n, we define ϕ(X) = tr(X)D + ψ(X)
for allX ∈Mn. By validation, ifX is similar to a non-zero positive matrixP , then tr(X)D + ψ(X)
is similar to tr(X)D  0 since tr(X) = tr(P ) > 0. So, ϕ preserves products of two positive
matrices from Proposition 2.1 and ker ϕ = ∩{ker fjk : 1  j  j0, j < k  n} ∩M0.
We know that ϕ(I) does not need to be a scalar multiple of I from this example. However, ϕ is
either injective or ker ϕ =M0 if ϕ(I) = αI for a positive constant α. In order to show this result,
the following lemma is needed. We note a subset ofMn is said to be self-adjoint if it contains the
adjoint of each of its members.
Lemma 2.9. Let ϕ be a linear map on Mn preserving products of two positive matrices and
ϕ(I) = αI for some constant α > 0. Then ker ϕ is a self-adjoint subspace ofM0.
Proof. By hypothesis that ϕ(I) = αI for some α > 0, without loss of generality we can assume
that ϕ(I) = I . For a Hermitian matrix H ∈Mn, it is clear that ‖H‖I + H is a positive matrix. So,
there exists an invertible matrix S such that S(‖H‖I + ϕ(H))S−1 = ‖H‖I + Sϕ(H)S−1  0.
Thus, ϕ(H) is similar to a Hermitian matrix. Let T ∈ ker ϕ be given and T = H + iK where
H and K are Hermitian matrices. Then, both ϕ(H) and ϕ(K) are similar to Hermitian matrices
respectively. On the foundation that ϕ(T ) = ϕ(H) + iϕ(K) = 0, we have that ϕ(H) = −iϕ(K)
which implies that ϕ(H) = ϕ(K) = 0, since both σ(ϕ(H)) and σ(ϕ(K)) are subsets of real
numbers R. Thus, T ∗ ∈ ker ϕ. Therefore, ker ϕ is a self-adjoint subspace of M0. The proof is
completed. 
Theorem 2.10. Let ϕ be a linear map onMn preserving products of two positive matrices such
that ϕ(I) = αI for some constant α > 0. Then ker ϕ is either {0} orM0.
Proof. We may assume that ϕ(I) = I and ker ϕ /= {0}. It is enough to show that ker ϕ =M0.
According to Lemma 2.9, there exists a non-zero Hermitian matrix H such that ϕ(H) = 0. So,
σ(H) contains at least two distinct real numbers α1 and α2. Without loss of generality, we assume
that H is a diagonal Hermitian matrix and H = diag(α1, α2, . . . , αn).
Claim. All matrices {Ejk : j /= k} and {Ejj − Ekk : j /= k} are in ker ϕ.
Noting that H + E1k is similar to H for all 2  k  n, we have that ‖H‖I + H + E1k is
similar to ‖H‖I + H and ‖H‖I + H is positive. Then, ϕ(‖H‖I + H + E1k) = ‖H‖I + ϕ(E1k)
is similar to a positive matrix. By Lemma 2.2, ϕ(E1k) is nilpotent. Thus, ϕ(E1k) = 0 and E1k ∈
ker ϕ (k = 2, 3, . . . , n). Hence, Ek1 ∈ ker ϕ (k = 2, 3, . . . , n) according to Lemma 2.9. From
now on, we prove that E11 − Ekk ∈ ker ϕ (k = 2, 3, . . . , n). Taking Pk = 12 (E11 + Ekk + E1k +
Ek1), Qk = 12 (E11 + Ekk − E1k − Ek1) and Nk = 12 (E11 − Ekk − E1k + Ek1) for all k  2, we
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can get that Pk − Qk = E1k + Ek1 ∈ ker ϕ. It is evident that Pk − Qk + Nk is similar to Pk −
Qk , which implies that I + Pk − Qk + Nk is similar to I + Pk − Qk . Since I + Pk − Qk  0,
we have that ϕ(Nk) = 0 and E11 − Ekk ∈ ker ϕ (k = 2, 3, . . . , n). It now easily follows that
Ejj − Ekk ∈ ker ϕ (1  j, k  n). On the other hand, I + Ejj − Ekk + Ejk is similar to I +
Ejj − Ekk (j /= k). We then have that Ejk ∈ ker ϕ (j /= k).
Moreover, all matrices of Ekj and Ejj − Ekk for all k /= j spanM0. Thus, ker ϕ =M0 and
we conclude the proof. 
3. Linear maps preserving products of a positive matrix and a Hermitian matrix
By Proposition 1.1,  = {AB : A,B ∈Mn, A  0 and B = B∗} = {SHS−1 : S ∈Mn is
invertible and H = H ∗}. In this section, we consider a linear map ϕ onMn preserving products
of a positive matrix and a Hermitian matrix, that is, ϕ() ⊆ . In this case,  is the similarity
orbit of Hermitian matrices and the following proposition holds.
Proposition 3.1. Let ϕ be a non-zero linear map onMn. Then ϕ preserves products of a positive
matrix and a Hermitian matrix if and only if ϕ preserves the similarity orbit of Hermitian matrices.
Lemma 3.2. Let A ∈Mn be Hermitian and B ∈Mn. If A + zB ∈  for all z ∈ C, then B is
nilpotent.
Proof. Let P(z, λ) = det(λI − (A + zB)) be the characteristic polynomial of A + zB. Then,
P(z, λ) = P0(z) + P1(z)λ + · · · + pn−1(z)λn−1 + λn wherePk(z) (k = 0, 1, . . . , n − 1) are for-
mal polynomials in z. Since A + zB ∈ , we have that the roots of P(z, λ) are real numbers
for any fixed z ∈ C. According to the relationship between roots and coefficients of a polyno-
mial, we can get that Pk(z) ∈ R for all z ∈ C (k = 0, 1, . . . , n − 1). It follows that Pk(z) =
pk for some constants pk (k = 0, 1, . . . , n − 1), which implies that A + zB and A have the
same minimal characteristic polynomials for all z ∈ C. Thus, σ(A + zB) = σ(A) and A + zB
is similar to A for all z ∈ C from the fact that A + zB ∈ . Consequently, ‖A‖I + A + zB is
similar to ‖A‖I + A for all z ∈ C. Hence, σ(‖A‖I + A + zB) ⊆ [0,+∞) since ‖A‖I + A is
positive.
Clearly, kσ
( ‖A‖I+A
k
+ B
)
⊆ [0,+∞) and σ
( ‖A‖I+A
k
+ B
)
⊆ [0,+∞). Letting k → +∞,
we have that σ(B) ⊆ [0,+∞) by the upper semi-continuity of eigenvalues of matrices. Moreover,
tr(‖A‖I + A + zB) = tr(‖A‖I + A) + ztr(B)  0 for all z ∈ C. Then, tr(B) = 0. Therefore,
σ(B) = {0} and B is nilpotent. The proof is completed. 
Lemma 3.3. Let ϕ be a linear map onMn preserving products of a positive matrix and a Her-
mitian matrix. Then ϕ(N) is nilpotent whenever N is.
Proof. Suppose that N is nilpotent. Then there exists a Hermitian matrix D such that D + zN is
similar to D for all z ∈ C. Thus, ϕ(D) + zϕ(N) ∈  for all z ∈ C. By Lemma 3.2, we can get
that ϕ(N) is nilpotent. The proof is completed. 
Combining Lemma 3.3 and the fact thatM0 is spanned by all nilpotent matrices, we have the
following proposition.
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Proposition 3.4. Let ϕ be a linear map on Mn preserving products of a positive matrix and a
Hermitian matrix. Then ϕ(M0) ⊆M0.
Imitating proofs of Lemma 2.9 and Theorem 2.10, we now determine the kernel of ϕ.
Lemma 3.5. Let ϕ be a linear map onMn preserving products of a positive matrix and a Her-
mitian matrix. Then ker ϕ is a self-adjoint subspace ofMn.
Proof. For any T ∈ ker ϕ, T = H + iK where H and K are Hermitian matrices. Then, ϕ(H) and
ϕ(K) are similar to Hermitian matrices respectively. However ϕ(T ) = ϕ(H) + iϕ(K) = 0. It fol-
lows that ϕ(H) = −iϕ(K). So, we have that ϕ(H) = ϕ(K) = 0, which implies that ϕ(T ∗) = 0.
Therefore, T ∗ ∈ ker ϕ and ker ϕ is a self-adjoint subspace ofMn. The proof is completed. 
Proposition 3.6. Let ϕ be a non-zero linear map onMn preserving products of a positive matrix
and a Hermitian matrix. Then ker ϕ is either {0}, CI orM0.
Proof. From Lemma 3.5, we have that ker ϕ is a self-adjoint subspace inMn. Suppose that ϕ is
not injective. If for any Hermitian matrix H ∈ ker ϕ, H = λI for some λ ∈ R, then ker ϕ = CI . In
fact, for any X ∈ ker ϕ, we have X∗ ∈ ker ϕ. It follows that both Hermitian matrices 12 (X + X∗)
and 12i (X − X∗) are in ker ϕ. Therefore we have that 12 (X + X∗) = aI and 12i (X − X∗) = bI for
some constants a, b ∈ R, which implies that X = (a + ib)I . So from now on, suppose that there
exists a Hermitian matrix H ∈ ker ϕ such that H ∈ CI . Thus, σ(H) contains at least two distinct
real numbers α1 and α2. Imitating the proof of Theorem 2.10, we can get thatM0 ⊆ ker ϕ. Since
ϕ is non-zero, we have that ker ϕ =M0. The proof is completed. 
Now we are in a position to give all forms of non-zero linear maps preserving products of a
positive and a Hermitian matrices.
Theorem 3.7. Let ϕ be a non-zero linear map onMn. Then ϕ preserves products of a positive
matrix and a Hermitian matrix if and only if one of the following holds:
(1) There exists a non-zero matrix A ∈  such that ϕ(X) = tr(X)A for all X ∈Mn.
(2) There are real constants α and β with β /= 0 and an invertible matrix S such that either
ϕ(X) = αtr(X)I + βSXS−1 or ϕ(X) = αtr(X)I + βSXtS−1 for all X ∈Mn.
Proof. The sufficiency is evident, so we need only to check the necessity. Suppose that ϕ is a
non-zero linear map on Mn preserving products of a positive matrix and a Hermitian matrix.
Then the proof is divided into two cases.
Case 1. ker ϕ =M0. Since ϕ(X) = tr(X)ϕ(I) + ϕ(X − tr(X)I) and X − tr(X)I ∈ ker ϕ
for any X ∈Mn. Putting A = ϕ(I) ∈ , we have that A /= 0 and ϕ(X) = tr(X)A for all X ∈
Mn.
Case 2. ϕ is non-zero onM0. In this case, ϕ is injective onM0 by Proposition 3.6. By Lemmas
3.3 and 2.4, there are a non-zero constant β and an invertible matrix S such that either ϕ(X) =
βSXS−1 or ϕ(X) = βSXtS−1 for all X ∈M0. Clearly, β is a non-zero real number. If ϕ(I) = 0,
then the conclusion follows by putting α = −β. Otherwise, we can obtain that ϕ(I) = aI for
some non-zero real number a using the similar method in the proof of Theorem 2.5. Thus, taking
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α = a − β, we have that ϕ(X) = αtr(X)I + βSXS−1 or ϕ(X) = αtr(X)I + βSXtS−1 for all
X ∈Mn. The proof is completed. 
4. Linear maps preserving products of two Hermitian matrices
On account of Proposition 1.1,  = {AB : A,B ∈Mn, A = A∗ and B = B∗} = {T ∈Mn :
T is similar to T ∗}. Clearly, is a similarity-invariant subset inMn. Let ϕ be a linear map onMn.
We say that ϕ preserves the self-similarity of matrices if ϕ(X) is similar to its adjoint whenever
X is. As Propositions 2.1 and 3.1, we have the following auxiliary proposition.
Proposition 4.1. Let ϕ be a linear map on Mn. Then ϕ preserves products of two Hermitian
matrices if and only if ϕ preserves the self-similarity of matrices.
From now on, we continue with the characterizations of linear maps on Mn preserving the
self-similarity of matrices.
Lemma 4.2. Let ϕ be a linear map onMn preserving products of two Hermitian matrices. Then
ϕ(N) is nilpotent whenever N is.
Proof. Suppose that N is a nilpotent matrix. Then zN is similar to (zN)∗ for all z ∈ C − {0}. It
follows that zϕ(N) is similar to z¯(ϕ(N))∗ for all z ∈ C − {0}, which implies that there exists an
invertible matrix Sz such that Sz(zϕ(N))S−1z = z¯(ϕ(N))∗ for every z ∈ C − {0}. Let z = |z|eiθ
where θ ∈ [0, 2π). Then, z¯ = |z|e−iθ and Szϕ(N)S−1z = e−2iθ (ϕ(N))∗ for some θ ∈ [0, 2π).
Thus, σ(ϕ(N)) = e−2iθσ ((ϕ(N))∗) for all θ ∈ [0, 2π). Hence, σ(ϕ(N)) = {0} since σ(ϕ(N)) is
a finite subset of C. Therefore, ϕ(N) is nilpotent. The proof is completed. 
Proposition 4.3. Let ϕ be a linear map onMn preserving products of two Hermitian matrices.
Then ϕ(M0) ⊆M0.
Proof. The result is direct from Lemma 4.2 and the fact that M0 is spanned by all nilpotent
matrices inMn. 
For the sake of completing the main result in this section, we give the following lemma. Let A0
be a non-zero matrix with a standard Jordan form. That is, there are integers nj (j = 1, 2, . . . , k)
with
∑k
j=1 nj = n and standard nilpotent matrices Nj(j = 1, 2, . . . , k) with rank nj − 1 or
Nj = 0 such that A0 =⊕kj=1(aj Inj + Nj), where aj ∈ σ(A0) (j = 1, 2, . . . , k).
Lemma 4.4. Let ϕ(X) = tr(X)A0 + X for all X ∈Mn. If ϕ preserves products of two Hermitian
matrices, then A0 = aI for a real constant a.
Proof. Obviously, A0 is similar to its adjoint since ϕ(I) = A0 + I is self-similar. Then, σ(A0) =
σ(A0), where σ(A0) denotes the set {λ : λ ∈ σ(A0)}. We prove that Nj = 0 and aj = al for all
1  j, l  k.
Firstly, we claim Nj = 0 for all j . Suppose that Nj0 /= 0 for some 1  j0  k. Then nj0  2.
By assumption,
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Nj0 =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
0 0 0 · · · 0 0
...
...
...
.
.
.
...
...
0 0 0 · · · 0 1
0 0 0 · · · 0 0


.
Taking a large positive constant ξ and
Hj0 =


1 ξi 0 · · · 0 0
−ξi 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
.
.
.
...
...
0 0 0 · · · 1 0
0 0 0 · · · 0 1


,
we have that Hj0 is Hermitian and aj0Inj0 + Nj0 + Hj0 is not similar to its adjoint (aj0Inj0 +
Nj0 + Hj0)∗ by a direct calculation, where Ij is the identity in Mj . Putting Hj = Inj for all
j /= j0, we achieve that Hj (j = 1, 2, . . . , k) are Hermitian and so is H =∑kj=1 ⊕Hj . Note
that tr(H) = 1 and ϕ(H) = A + H =∑kj=1 ⊕(aj Inj + Nj + Hj). It follows that ϕ(H) is not
similar to its adjoint, which is a contradiction. Thus Nj = 0 for all 1  j  k.
We note that A0 is a diagonal matrix. By contrary, A0 has an non-real eigenvalue al0 . Then
al0 is also an eigenvalue of A0, that is, al0 = ar0 for some r0. Moreover, nl0 = nr0 since A0 is
similar to its adjoint. TakingHj = Inj (j /= l0, r0),Hl0 = 13Il0 ,Hr0 = 23Ir0 andH =
∑k
j=1 ⊕Hj ,
we have that H is Hermitian and tr(H) = 1. However, ϕ(H) is not similar to its adjoint since
aj0 + 13 /= aj0 + 23 . This leads to a contradiction. Thus, A0 is a Hermitian diagonal matrix. Hence,
A0 = diag(d1, d2, . . . , dn) with each eigenvalue repeated as often as its multiplicity. Suppose that
there are two distinct eigenvalues such as d1 and d2, then we can choose a diagonal matrix H1
which is similar to its adjoint butϕ(H1) is not. Indeed, selectingH1 = diag(1 + i, 1 − i, 1, . . . , 1),
we can achieve that H1 is similar to its adjoint and ϕ(H1) = A + H1 = diag(d1 + 1 + i, d2 +
1 − i, d3 + 1, . . . , dn + 1). It is easy to see that A0 + H1 is not similar to its adjoint A0 + H ∗1 .
This is a contradiction. Therefore, A0 = aI for a real constant a. The proof is completed. 
Theorem 4.5. Let ϕ be an injective linear map onMn. Then ϕ preserves products of two Hermi-
tian matrices if and only if there exist an invertible matrix S and two real constants α, β with β /= 0
andα + β /= 0 such that eitherϕ(X) = αtr(X)I + βSXS−1 orϕ(X) = αtr(X)I + βSXtS−1 for
all X ∈Mn.
Proof. The sufficiency is evident, so we only prove the necessity. Suppose that ϕ is an injective
linear map onMn preserving products of two Hermitian matrices.
Since ϕ is injective onMn, it is clear that ϕ(M0) =M0 by Proposition 4.3. So, Lemma 2.4
implies that there exist an invertible matrix S and a non-zero complex constant β such that either
ϕ(X) = βSXS−1 or ϕ(X) = βSXtS−1 for all X ∈M0. Taking a non-zero Hermitian matrix
H ∈M0, we have that either ϕ(H) = βSHS−1 or ϕ(H) = βSH tS−1. By Proposition 4.1, we
get either βSHS−1 and β¯(SHS−1)∗ are similar or βSH tS−1 and β¯(SH tS−1)∗ are similar. It
follows that βσ(H) = β¯σ (H), which implies that β is a non-zero real constant. In order to
continue our proof, we first show the following assertion.
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Claim. ϕ(I) = aI for a real constant a.
Suppose thatϕ(X) = βSXS−1 for allX ∈M0.For anyX ∈Mn,X = tr(X)I + (X − tr(X)I)
and X − tr(X)I ∈M0. It is clear that
ϕ(X) = tr(X)ϕ(I) + βS(X − tr(X)I)S−1 = tr(X)(ϕ(I ) − βI) + βSXS−1
= S(tr(X)(S−1ϕ(I)S − βI) + βX)S−1.
Putting B = β−1S−1ϕ(I)S − I , we have that B is self-similar as ϕ(I) is self-similar. Defining
ψ(X) = β−1S−1ϕ(X)S for all X ∈Mn, we get that ψ preserves products of two Hermitian
matrices. Furthermore, ψ(X) = tr(X)B + X for all X ∈Mn. Let A be the standard Jordan form
of B. Then, there is an invertible matrix T such that A = T BT −1. Defining
ρ(X) = T ψ(T −1XT )T −1 = tr(X)A + X (X ∈Mn),
we achieve that ρ preserves products of two Hermitian matrices. By Lemma 4.4, A = λI for a
real constant λ which implies that ϕ(I) = aI , where a = λβ + β. Using a similar argument, we
can show that ϕ(I) = aI for a real constant a if ϕ(X) = βSXtS−1 for all X ∈M0.
Hence, ϕ(I) − βI = αI for a real constant α. Therefore, ϕ(X) = αtr(X)I + βSXS−1 (X ∈
Mn). Moreover, α + β /= 0 since ϕ is injective. The proof is completed. 
Next example shows that the kernel of a linear map preserving products of two Hermitian
matrices may be any subspace ofMn with co-dimension 1.
Example 4.6. Let f be a non-zero linear functional on Mn and let N be a non-zero nilpotent
matrix. For any X ∈Mn, we define ϕ(X) = f (X)N . Then ϕ preserves products of two Hermitian
matrices with ker ϕ = ker f .
On the other hand, the example given in Example 2.8 preserves products of two Hermitian
matrices and the kernel of such linear map is a proper subspace ofM0. It may be interesting to
determine kernels of all linear maps preserving products of two Hermitian matrices. We have the
following simple result.
Proposition 4.7. Let ϕ be a linear map onMn preserving products of two Hermitian matrices.
If ϕ(I) = αI for a non-zero constant α, then ker ϕ ⊆M0.
Proof. It is clear that α is real. For T ∈ ker ϕ, we have that tr(T ) = 0 by Proposition 4.3 since
tr(T )I − T ∈M0. The proof is completed. 
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