Abstract. We prove a local T b theorem for paraproducts acting on vector valued functions, with matrix weighted averaging operators. The condition on the weight is that its square is in the L 2 associated matrix A ∞ class. We also introduce and use a new matrix reverse Hölder class. This result generalizes the previously known case of scalar weights from the proof of the Kato square root problem, as well as the case of diagonal weights, recently used in the study of boundary value problems for degenerate elliptic equations.
Introduction
Paraproducts first appeared in the work of J.-M. Bony [5] on paradifferential operators. They are closely related to Carleson measures, see [8] and [9] for the original formulations, and are fundamental in harmonic analysis, in particular in the study of singular integral operators and square functions. One way to introduce paraproducts is by examining a multiplication operator f (x) → b(x)f (x) in a wavelet basis. For this introduction, consider the standard Haar basis {h Q } Q∈D for L 2 (R), where Q runs through the dyadic intervals D. Then we have the L 2 identity
where ∆ Q g := (g, h Q )h Q and E Q g denotes the average of g on Q. The identity follows by splitting the double sum into the three cases Q R, Q R and Q = R, and using the relation R Q ∆ R = E Q on Q for the first two terms. The first term represents a Haar multiplier π This operator enjoys the sharper bound
as seen by applying Carleson's embedding theorem and R⊂Q |(b, h Q )| 2 = Q |f (x)− E Q f | 2 dx. Here BMO(R) is the John-Nirenberg space of functions of bounded mean oscillation. Before continuing, we also mention that the third term in (1) turns out to be the adjoint paraproduct (π See Auscher, Hofmann, Muscalu, Tao and Thiele [2] and Auscher and Yang [4] . Here the Haar multiplier is controlled by a weak boundedness hypothesis on T and the L 2 norm of the remainder term R can be estimated using a Hörmander regularity condition on the kernel. What remains for L 2 boundedness of T is the famous T (1) condition: The functions T (1) and T * (1) should belong to BMO(R). Also at the cross roads of operator theory and harmonic analysis, paraproducts are fundamental. At the core of the proof of the Kato square root estimate
for uniformly elliptic operators, proved by Auscher, Hofmann, Lacey, McIntosh and Tchamitchian [1] , there is a paraproduct, or Carleson, estimate
similar to (2) . We have here passed to a continuous setting, and E t denotes some standard mollifier at scale t. More importantly, for the Kato square root estimate one needs to work with vector-valued functions f : R n → C N , on which E t act componentwise, and the Carleson multiplier γ t (x) is matrix valued. To establish such a paraproduct estimate, one needs to prove that |γ t (x)| 2 dxdt/t is a Carleson measure. This is proved by a local T (b) argument, a technique pioneered by Christ [10] , motivated by applications to analytic capacity. The basic idea in such local T (b) arguments is that we suppose given a family of test functions b Q , one for each dyadic cube, adapted to the object γ(t, x) that we seek to estimate. More concretely, one aims to establish the Carleson bound of γ(t, x) by reducing it to an estimate of γ(t, x)E t b Q (x), assuming only a lower bound on the mean of b Q and not a pointwise lower bound. In the vector-valued situation, an even more refined localisation is needed: A test function b v Q for each cube Q and each unit vector v is required such that the mean of b v Q on Q is in the direction specified by v. More recently, the need arose for a generalization to the weighted setting of the local T (b) theorem for (3), in connection with work on boundary value problems for degenerate elliptic equations by Auscher, Rosén and Rule [3] . The case of scalar weights is a straightforward generalization of the methods from [1] . The argument in [3] required certain diagonal matrix-valued weights, which was a non-trivial extension of [1] . The following main result in this paper concerns the full matrix weighted situation, which is a non-trivial extension of the diagonal case from [3] . Theorem 1.1. Fix positive integers n, N, M ≥ 1. Let dµ = µ(x)dx be a doubling measure on R n , say µ(2Q) ≤ C 1 µ(Q) for all cubes Q ⊂ R n with concentric double 2Q, C 1 < ∞, and consider the function space
is a positive definite matrix for almost every x ∈ R n , and satisfies the estimate
for some constant C 2 < ∞, uniformly for all cubes Q ⊂ R n . Define the dyadic weighted averaging/expectation operator E t f (x) := E Q f , where E Q f denotes the matrix weighted average 
provided the following holds. There should exist a family of test functions b v Q ∈ L 2 (µ), one for each dyadic cube Q and for each unit vector v ∈ R N , such that
for some C 3 , C 4 < ∞.
We note that it suffices to prove the theorem for M = 1 since the hypothesis give estimates for each row in γ(t, x), but we shall not need to make this reduction. Also, in the two estimates involving γ(t, x), it is clear from the proof that we can replace |γ(t, x)| 2 by some more general non-negative radial function φ(|γ(t, x)|), assuming estimates of φ(|γ(t, x)E t b v Q (x)|). We also remark that the proof is purely real-variable, and the result applies directly to complex valued functions, simply by writing C N = R 2N . Note that unless the operators are assumed to be complex linear, we need here, even in the case
Previously known special cases of Theorem 1.1 are the following.
(i) The unweighted case W = I and dµ = dx is the core part of the proof of the Kato square root estimate by Auscher, Hofmann, Lacey, McIntosh and Tchamitchian [1] .
(ii) The diagonal matrix weighted case N = 1 + n and W = 1 0 0 µ −1 I was needed and proved by the author jointly with Auscher and Rule in [3] as mentioned above. A straightforward generalization of (ii) is that of diagonal matrix weights
In this case, the estimate (4) See Coifman and Fefferman [11] and Buckley [7, Prop. 3.10] . In the case (ii) this amounts to the Muckenhoupt condition µ ∈ A 2 (dx).
Turning to the meaning of (4) in the general matrix case, we have a sequence of estimates [18] , where this appears as the A 2,∞ condition.
, uniformly for Q, amounts to a matrix A N 2 (dµ) condition. See Treil and Volberg [17] , where this matrix Muckenhoupt A 2 condition appears.
We note that (4) amounts to assuming both the matrix B The above conditions on matrix weights used in this paper are all related to L 2 (dµ). It is known, see [18] , that conditions on matrix weights for L p estimates, p = 2, cannot be formulated in terms of some L q averages of weights and their determinants. Instead the appropriate point of view is to consider norm-valued weights, rather than matrix-valued weights.
The proof of Theorem 1.1 is in Section 4. Similar to [3] it combines two parallel stopping time arguments, one for the test functions and one for the weight. The one for the test functions, Proposition 4.3, follows [1] , but just like in [3] , a factor depending on the weight remains to be controlled. The stopping time argument used to control the weight in [3] , uses in an essential way the scalar nature of the weight. In this paper we find in Proposition 4.4 a stopping time argument for the weight that is simpler than that in [3] , and which also generalize to matrix weights. Proposition 4.4 for full matrix weights seems to be impossible to derive from properties of scalar weights. An interesting reverse reverse triangle inequality, originating from a failed such attempt, is included in Section 5, since it seems interesting in its own right. A reason why such reduction to scalar weights does not work, is that it seems to require infinitely many parallel stopping time arguments as in Lemma 2.1. The argument in [3] used that the logarithm of a Muckenhoupt weight is of bounded mean oscillation. Although a matrix version of this holds true, see Bownik [6, Sec. 6] , it seems impossible to prove Proposition 4.4 following [3] , since the values of a matrix weight do not commute.
Going back to [1] , the proof of Theorem 1.1 also requires a compactness argument to handle the matrix valued multipliers γ t (x). To this end, it is standard to decompose the space of matrices L(R N ) into small cones. This argument would work in this paper as well, but we choose to make use of a somewhat sharper argument, Proposition 4.2, which instead use a conical decomposition of R N itself. Independently, this argument has earlier been found by Hytönen [15] .
In Section 3, we discuss the new matrix reverse Hölder classes B N 2 (dµ) and the matrix A N ∞ (dµ) class from [18] . In particular we note a matrix martingale square function estimate for B 
Stopping criteria and sawtooths
We denote cubes in R n by Q, R, S. In particular we shall consider the standard dyadic cubes D = t>0 D t , where D t denotes the set of dyadic cubes of sidelength ℓ(Q) = 2 −k , where k ∈ Z, 2 −k−1 < t ≤ 2 −k . Throughout this paper, µ denotes a fixed doubling measure on R n . We write 2Q for the cube concentric with Q and having twice the sidelength: ℓ(2Q) = 2ℓ(Q). We write µ(Q) := Q dµ for the µ-measure of Q. For a function W , possibly matrix valued, we write
W dµ, for the µ-average of W over Q. In this section we consider the main technique used in this paper: stopping time arguments. The structure of these arguments is as follows. We have a stopping criterion (S) which selects, for a given dyadic cube Q ∈ D, a set B 1 (Q) of disjoint dyadic subcubes R ∈ D of Q. By applying (S) to each of these subcubes R, we obtain the set of second generation stopping cubes B 2 (Q) := R∈B 1 (Q) B 1 (R) under Q. Proceeding recursively, we define the k'th generation stopping cubes
In this way we obtain from (S) a partition
We allow us some abuse of notation: Sometimes we also consider the Carleson boxes as sets of dyadic cubes Q = {R ∈ D ; R ⊂ Q}, in which case the sawtooth regions G(S) also are viewed as sets of dyadic cubes. This is possible due to the one-toone correspondence between dyadic cubes Q ⊂ R n and dyadic Whitney regions
For a given collection of dyadic cubes D ⊂ D, for example D = B * (Q), we denote by R * the stopping parent of R ∈ D, that is the smallest cube R * ∈ D such that R * ⊃ R.
Two basic techniques are the following.
Lemma 2.1. Consider a finite number of stopping criteria, producing stopping cubes B 1 * (Q), . . . , B k * (Q). Assume that we have packing conditions
for any given measureable function f (t, x) ≥ 0 on R 1+n + . Proof. Consider the iterated decomposition into sawtooth regions
. . .
Use the given estimate and then sum, using the given k packing conditions. This proves the Carleson estimate.
For some types of stopping criteria, one can verify the packing condition in Lemma 2.1 as follows.
Proof. For some c < 1 and all S ∈ D, we have R∈B 1 (S) µ(R) ≤ cµ(S). Summing over S ∈ B k (Q), we obtain
Finally we can sum over k, since the geometric series converges.
Matrix and scalar weights
In this section we collect the estimates that we need for matrix weights, that is functions W : R n → L(R N ) for which W (x) is a positive definite matrix for almost all x ∈ R n . We also recall some needed well known results for scalar weights, that is in the case N = 1.
Proposition 3.1. For a given matrix weight W and cube Q ⊂ R n , consider the following estimates.
If one of these estimates holds, then the other three also hold. The four estimates ≥ always hold with constant 1.
The proof below is analogous to the corresponding proof for matrix Proof. We note that
and |A| 2 = |A * A|, where
From this the equivalence of (i)-(iii) is clear. The inequality ≥ is clear for (i), and since A and A * A are inverses of contractions, the inequality ≥ follows for (ii) and (iii). Again noting that |A −1 | ≤ 1, the equivalence with estimate (iv) is clear.
Proposition 3.2. For a given matrix weight W and cube Q ⊂ R n , consider the following estimates.
If one of these estimates holds, then the other also holds. The two estimates ≥ always hold with constant 1. This is proved in [18, Sec. 2]. For completeness we sketch the proof.
Proof. To prove ≥ in (i), by duality it suffices to prove an upper bound on |W respectively, we obtain
be a matrix function, that is a measurable function for which W (x) is a positive definite matrix for almost every x ∈ R n . We write W ∈ B N 2 (dµ) if the four equivalent estimates in Proposition 3.1 hold, uniformly for all (possibly non-dyadic) cubes Q.
We write W ∈ A N ∞ (dµ) if the two equivalent estimates in Proposition 3.2 hold, uniformly for all (possibly non-dyadic) cubes Q.
In the case of scalar weights, N = 1, we write B 2 (dµ) := B 
Proof. Consider a dyadic cube Q. Let v ∈ R N be a unit vector such that |E Q f | = (E Q f, v). Using the matrix reverse Hölder inequality from Proposition 3.1, we obtain
Summing over Q ∈ D t gives the stated estimate.
The following two propositions contain the main estimates for matrix weights that we need. The first is a martingale square function estimate, which is a stopped and matrix-valued version of [14, VIII, Lem. 6.4]. Proposition 3.5. Let B * (Q) denote the generations of stopping cubes under Q ∈ D obtained from some stopping criterion, and let W be a matrix weight with W ∈ L 2 (Q; L(R N )). Then, as positive matrices, we have the estimate
We note the integral identities
This gives the telescoping sum
Consider the stopping criterion that selects the maximal dyadic subcubes R of Q for which
Then for the first generation stopping cubes we have the packing condition
for λ large enough.
The analogous result for
The following proof for W 2 is a straightforward modification, but we give it for completeness.
Proof. By combining Propositions 3.2 and 3.1, we obtain
Fix a unit vector a and write B a (Q) for the sets of maximal dyadic subcubes R of Q for which |W
With estimates similar to the proof of Proposition 3.2, this gives
This completes the proof since
We also need the following classical result for scalar weights.
Proposition 3.7. Assume that dµ is a doubling measure on R n . Consider a scalar weight w on R n and define the measure dσ := wdµ. Then the following are equivalent.
(i) There exists p > 1 so that uniformly for all cubes Q, we have the
.
(ii) Uniformly for all cubes Q, we have the A ∞ estimate Q wdµ exp Q ln wdµ .
(iii) There exists α, β ∈ (0, 1) so that uniformly for all cubes Q and all subsets E ⊂ Q, we have σ(E) ≤ ασ(Q) whenever µ(E) ≤ βµ(Q). (iv) There exists δ > 0 so that uniformly for all cubes Q and all subsets E ⊂ Q, we have
(v) There exists q > 1 so that uniformly for all cubes Q, we have the B q estimate
For completeness, we sketch the proof.
Proof. The implications (v) ⇒ (iv) ⇒ (iii) are straightforward, the former using Hölder's inequality. Similarly (i) ⇒ (ii) is straightforward, using the geometricarithmetic mean inequality. To prove (ii) ⇒ (iii), one can first establish an estimate µ({x ∈ Q ; w(x) ≤ ǫ 1 w Q }) ≤ ǫ 2 µ(Q) via Chebyshev's inequality applied to ln(1 + 1/w(x)), for small ǫ i , and ǫ 1 depending on ǫ 2 . From such estimate (iii), with the dµ and dσ swapped, follows. But (iii) is symmetric with respect to dµ and dσ, as is readily seen from replacing E by Q \ E.
In particular we note that if any of the conditions (i) − (v) hold, then also dσ is a doubling measure. The deeper implications (iii) ⇒ (i) and (iii) ⇒ (v) can be proved using Calderón-Zygmund decompositions as in [13, IV.2, Lem. 2.5]. For (iii) ⇒ (v), replace dx and w by dµ and w. For (iii) ⇒ (i), replace dx and w by dσ and 1/w. We end this section by noting the relations between the classes of weights, which are most important to us. Corollary 3.8. Let W be a matrix weight and let a ∈ R n \ {0} be a non-zero vector. Define the scalar weight w(x) := |W (x)a|. Then
Proof. The first equivalence is clear from the determinant characterisations of A N ∞ (dµ) and B N 2 (dµ). The implication follows from Proposition 3.1(i) and the triangle inequality. The last equivalence follows from Proposition 3.7.
Note in particular concerning the last equivalence in Corollary 3.8 that for scalar weights B 2 (dµ) ⊂ A ∞ (dµ). See Buckley [7, Prop. 3.10] . We do not know if this is true for matrix weights, N ≥ 2. Note also that it is essential to work with non-dyadic cubes here. For example dyadic B 2 (dµ) is not contained in dyadic A ∞ (dµ).
Compactness and stopping times
In this section we prove Theorem 1.1, using two stopping time arguments, one on the test functions and one on the matrix weight. Proof. For any c > 0 we calculate
The result follows by setting c := |A|/(2(|A| − |Ax|)).
The following proposition roughly says that we can find an ǫ-net of unit vectors such that any matrix has lower bounds on a compact approximation of the half-space determined by one of these unit vectors. Independently, this argument has earlier been found by Hytönen [15] . 
where
Proof. Let (t, x) ∈ R 1+n + and consider the operator γ := γ t (x). Let v 1 be a unit vector such that |γ| = |γv 1 |. The first stopping time argument used in the proof of Theorem 1.1, following [1] , is the following. 
Then the first generation stopping cubes, denoted B b 1 (Q), satisfies the packing condition
for some δ > 0 depending on ǫ 2 , if ǫ 2 is small enough.
Proof. Let B ′ (Q) denote the stopping cubes for which |E R b
We have used that x → |W (x)(µ(Q)W Q ) −1 v 0 | 2 is an A ∞ (dµ) weight by Corollary 3.8, with Q fixed. Therefore
and we see that it suffices to choose ǫ 2 small as claimed.
Next we set up a stopping time argument to control the oscillations of the averages of W . 
Then the generations of stopping cubes, denoted B W * (Q), satisfy the packing condition
Proof. Clearly it suffices to prove
Fix Q 0 ∈ D. Throughout this proof R * denotes the stopping parent relative to B W * (Q 0 ). We claim that
with the implicit constant independent of Q 0 . To prove this we use the stopping criterion that selects the maximal dyadic subcubes R of Q, for which R ∈ B W * (Q 0 ) and |W −1 R W Q | > λ, for some fixed parameter λ. Use superscript Q 0 to denote the so obtained stopping cubes and sawtooths. By Proposition 3.6, Lemma 2.2 and Lemma 2.1, choosing λ large, it suffices to prove
for all S ∈ B Q 0 * (Q 0 ), since the above stopping criterion is at least as strict as that in Proposition 3.6. From Proposition 3.5, we obtain
Since Tr (A * A) ≈ |A * A| = |A| 2 for any matrix, this reads
which completes the proof.
Proof of Theorem 1.1. By Proposition 4.2, we have
where for a fixed ǫ 1 -net M, the sum is finite. By Lemmas 2.1 and 2.2 and Propositions 4.3 and Proposition 4.4, it suffices to prove the estimate
for S 1 ⊃ S 2 . By Proposition 4.2, we have 
Since R ∈ G W (S 1 ), from Proposition 4.4 we get the estimate
Moreover, we may assume G W (S 1 ) ∩ G b (S 2 ) = ∅, so S 2 ∈ G W (S 1 ) and therefore
It follows that |W .
We now fix the values of ǫ 1 , ǫ 2 and ǫ 3 as follows, depending on the values C 1 , C 2 , C 3 , C 4 , n and N in the statement of Theorem 1.1. First choose ǫ 2 small enough to satisfy the hypothesis in Propositions 4.3. Then choose ǫ 3 small enough so that
Finally choose ǫ 1 small enough so that E R b
. We obtain the estimate
A reverse reverse triangle inequality
As an appendix, we include here a result in linear algebra, which was found in a failed attempt to prove Proposition 4.4 by reduction to scalar weights, but which should have independent interest. We remark that the more precise dependence of δ on m as well as on ǫ remains to be found. Note that in dimension one the result is trivial, and also that the converse implication is true in any dimension, since |Ax| − |Bx| ≤ |Ax − Bx| by the reverse triangle inequality.
Proof. The proof is by induction on dimension m, the details of which we return to towards the end of the proof. Consider dimension 1 + m and split R 1+m = R ⊕ R m and the matrix A as
where 0 < a ∈ R, b ∈ R m and D is a positive m×m matrix. By the spectral theorem we may, and will, assume that B is a diagonal matrix. Its block decomposition we write B = e 0 0 F , where without loss of generality we assume that e > 0 is less or equal to the smallest of the diagonal elements in the diagonal matrix F . The positivity of A shows that ax 2 + 2x(b, y) + (Dy, y) ≥ 0 for all x ∈ R and y ∈ R m , or equivalently 
