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Abstract Let X be an RD-space with µ(X ) = ∞, which means that X is a space of
homogeneous type in the sense of Coifman and Weiss and its measure has the reverse
doubling property. In this paper, we characterize the atomic Hardy spaces Hpat(X ) of
Coifman and Weiss for p ∈ (n/(n + 1), 1] via the radial maximal function, where n is the
“dimension” of X , and the range of index p is the best possible. This completely answers
the question proposed by Ronald R. Coifman and Guido Weiss in 1977 in this setting, and
improves on a deep result of Uchiyama in 1980 on an Ahlfors 1-regular space and a recent
result of Loukas Grafakos et al in this setting. Moreover, we obtain a maximal function
theory of localized Hardy spaces in the sense of Goldberg on RD-spaces by generalizing
the above result to localized Hardy spaces and establishing the links between Hardy spaces
and localized Hardy spaces. These results have a wide range of applications. In particular,
we characterize the Hardy spaces Hpat(M) via the radial maximal function generated by
the heat kernel of the Laplace-Beltrami operator ∆ on complete noncompact connected
manifolds M having a doubling property and supporting a scaled Poincare´ inequality for
all p ∈ (n/(n + α), 1], where α represents the regularity of the heat kernel. This extends
some recent results of Russ and Auscher-McIntosh-Russ.
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2 D. Yang, Y. Zhou
1 Introduction
The theory of Hardy spaces on the Euclidean space Rn plays an important role in various
fields of analysis and partial differential equations; see, for examples, [33, 8, 5, 32, 9]. It
is well-known that the following spaces of homogeneous type of Coifman and Weiss [6, 7]
form a natural setting for the study of function spaces and singular integrals.
Definition 1.1 Let (X , d) be a metric space with a Borel regular measure µ such that all
balls defined by d have finite and positive measure. For any x ∈ X and r > 0, set the ball
B(x, r) ≡ {y ∈ X : d(x, y) < r}. The triple (X , d, µ) is called a space of homogeneous
type if there exists a constant C1 ≥ 1 such that for all x ∈ X , λ ≥ 1 and r > 0,
µ(B(x, λr)) ≤ C1λnµ(B(x, r)). (1.1)
Here n, if chosen minimal, measures the “dimension” of the space X in some sense.
Let X be a space of homogeneous type as in Definition 1.1. In 1977, Coifman and Weiss
[7] introduced the atomic Hardy spaces Hpat(X ) for p ∈ (0, 1] and obtained their molecular
characterizations. Moreover, under certain additional geometric condition, Coifman and
Weiss obtained the radial maximal function characterization of H1at(X ). Then they further
asked the following question; see [7, pp. 641-642] or [34, p. 580].
Question 1: Is it possible to characterize Hpat(X ) for p ∈ (0, 1] in terms of a radial
maximal function?
Recall that an Ahlfors n-regular metric measure space is a space of homogeneous type
as in Definition 1.1 satisfying that for all x ∈ X and r ∈ (0, 2 diam (X )), µ(B(x, r)) ∼ rn,
where diam (X ) ≡ supx, y∈X d(x, y). When X is an Ahlfors 1-regular metric measure
space, in 1980, Uchiyama [34] partially answered this question by proving the deep result
that for p ∈ (p0, 1] and functions in L1(X ), the Lp(X ) quasi-norms of their grand maximal
functions (as in [21]) are equivalent to the Lp(X ) quasi-norms of their radial maximal
functions defined via some kernels in [7]. However, here p0 > 1/2; see [11] for the explicit
value of p0. Also in this setting, when p ∈ (1/2, 1], Mac´ıas and Segovia [21] characterized
Hpat(X ) via a grand maximal function. Observe that when X is an Ahlfors 1-regular metric
measure space and p ≤ 1/2, it is impossible to characterize Hpat(X ) via the radial maximal
function since atoms of Hpat(X ) have only 0-order vanishing moment.
Recently, the following RD-spaces were introduced in [18], which are modeled on Eu-
clidean spaces with Muckenhoupt weights, Ahlfors n-regular metric measure spaces (see,
for example, [16]), Lie groups of polynomial growth (see, for example, [1, 38, 39]) and
Carnot-Carathe´odory spaces with doubling measures (see, for example, [25, 23, 32]).
Definition 1.2 The triple (X , d, µ) is called an RD-space if it is a space of homogeneous
type as in Definition 1.1 and there exist constants C2 > 1 and C3 > 1 such that for all
x ∈ X and r ∈ (0, diam (X )),
µ(B(x,C2r)) ≥ C3µ(B(x, r)). (1.2)
We point out that the condition (1.2) can be replaced by the following geometric con-
dition: there exists a constant a0 > 1 such that for all x ∈ X and 0 < r < diam (X )/a0,
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B(x, a0r) \ B(x, r) 6= ∅; see [18, Remark 1] and also [37] for some other equivalent char-
acterizations of RD-spaces. In particular, a connected space of homogeneous type is an
RD-space.
Throughout the whole paper, we always assume that X is an RD-space and µ(X ) =∞.
Recently, by extending Uchiyama’s idea in [34], it was proved in [11] that there exists
a p0 close to 1 such that when p ∈ (p0, 1], Hpat(X ) is characterized by a certain radial
maximal function. However, here p0 > n/(n+1). This partially and affirmatively answers
Question 1 when X is an RD-space. Moreover, a Littlewood-Paley theory for Hpat(X )
when p ∈ (n/(n + 1), 1] was established in [17, 18] via Caldero´n reproducing formulae.
Also, via inhomogeneous Caldero´n reproducing formulae, the grand, the nontangential
and the dyadic maximal function characterizations of Hpat(X ) for p ∈ (n/(n + 1), 1] were
also obtained in [10].
On the other hand, let M be a noncompact manifold having the doubling property and
supporting a scaled Poincare´ inequality and ∆ the Laplace-Beltrami operator. There is
an increasing interest in the study of the Hardy spaces and the Riesz transforms on such
noncompact manifolds; see, for example, [2, 3, 26] and the references therein. In particular,
let Hp∆(M) be the Hardy space defined by the radial maximal function generated by the
heat kernel. Based on Uchiyama’s result [34], Russ [26] stated the equivalence of Hp∆(M)
and Hpat(M) for p ∈ (p0, 1] without a proof, where p0 is not far from 1; see also Theorem
8.2 of [3] for p = 1. Then the following question naturally appears.
Question 2: What is the best possible range of p ≤ 1 which guarantees the equivalence
between Hpat(M) and H
p
∆(M).
This paper is devoted to Questions 1 and 2 above, and extensions of these results to
localized Hardy spaces in the sense of Goldberg ([12]). Throughout the whole paper, we
always assume that X is an RD-space and µ(X ) =∞. (We leave the case when µ(X ) <∞
to another forthcoming paper, because of the need to overcome some additional subtle
technical difficulties.)
First, for p ∈ (n/(n+1), 1], we characterize Hpat(X ) via a certain radial maximal func-
tion; see Theorem 3.1 and Corollary 3.1 below. This completely and affirmatively answers
Question 1 of Coifman and Weiss in the case when X is an RD-space and µ(X ) =∞. Ob-
serve that when p ∈ (0, n/(n+1)], the radial maximal function cannot characterize Hpat(X )
since its atoms have only 0-order vanishing moment. Thus, the range p ∈ (n/(n+1), 1] in
Theorem 3.1 and Corollary 3.1 is the best possible. Obviously, Theorem 3.1 and Corollary
3.1 generalize the result of Uchiyama [34] to RD-spaces and, moreover, improve the corre-
sponding results in [34] and [11] by widening the range of the index p to the best possible.
Let {Sℓ}ℓ∈Z be any approximation of the identity (see Definition 2.1 below). The proof of
Theorem 3.1 is based on the following two key observations: (i) Any inhomogeneous test
function φ can be decomposed into aℓ,φSℓ + bℓ,φϕ, where ϕ is a homogeneous test func-
tion, aℓ,φ and bℓ,φ are constants satisfying certain uniform estimates in ℓ and φ; (ii) Any
inhomogeneous distribution uniquely induces a homogeneous distribution, which enables
us to use the homogeneous Caldero´n reproducing formula instead of the inhomogeneous
one as in [10]. This combined with (i) overcomes the difficulty caused by the average term
appearing in the inhomogeneous Caldero´n reproducing formula. Then by some simple
calculations, we control the grand maximal function via the Hardy-Littlewood maximal
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function of a certain power of the radial maximal function. This procedure further im-
plies Theorem 3.1, which is much simpler than and totally different from those used by
Fefferman-Stein in [8], Uchiyama in [34] and Grafakos-Liu-Yang in [11].
Secondly, via a grand maximal function and a variant of the radial maximal function,
we characterize the localized Hardy space Hpℓ, at(X ) in the sense of Goldberg with p ∈
(n/(n + 1), 1] and ℓ ∈ Z; see Theorems 3.2 and 3.4 below. We point out that the range
of the index p ∈ (n/(n + 1), 1] here is also the best possible by a reason similar to the
above and that constants appeared in Theorems 3.2 through 3.4 are uniform in ℓ ∈ Z.
In fact, let Hpℓ (X ) be the localized Hardy space defined by the localized grand maximal
function. In Theorem 3.2 (i), for p ∈ (n/(n+1), 1], we characterize Hpℓ (X ) via a variant of
the localized radial maximal function, and for an element in Hpℓ (X ), in Theorem 3.2 (ii),
we further establish the equivalence between its Hpℓ (X )-norm and the Lp(X )-norm of its
localized radial maximal function. The proof of Theorem 3.2 (i) is also based on the key
observation (i) used in the proof of Theorem 3.1 and an application of the inhomogeneous
Caldero´n reproducing formula. Due to the inhomogeneity of such Caldero´n reproducing
formula, we only obtain a variant of the localized radial maximal function characterization
for the localized Hardy spaces; see the extra condition (3.1) in Theorem 3.2. But this is
quite reasonable as the same phenomena happens in [18] for the localized Littlewood-Paley
characterization of localized Hardy spaces. The proof of Theorem 3.2 (ii) requires another
key observation, namely, the size of dyadic cubes {Qℓ, ντ }τ, ν appearing in the average
term of the inhomogeneous Caldero´n reproducing formula (see Theorem 5.2 below) can
be sufficiently small, which allows us to obtain sufficiently small decay factor determined
by j in the estimate of J1. This plays a key role in the proof of Theorem 3.2 (ii). In
Theorem 3.4, we establish the equivalence between the localized Hardy space defined by
the grand maximal function and the one by atoms. To prove this, we link Hpℓ (X ) and
Hp(X ) in Theorem 3.3 by using some ideas from [12] and [18] and the Caldero´n reproducing
formula.
Finally, applying Theorems 3.1 through 3.4 to a noncompact manifold satisfying the
doubling property and supporting a scaled Poincare´ inequality, we obtain, in Proposition
4.1, an explicit range p ∈ (n/(n + α), 1] for Question 2, where α ∈ (0, 1] is the order of
the regularity of the heat kernel. This range is the best one which can be obtained by
the current approach, but it is not clear if it is optimal. However, this already extends
Theorem 8.2 of Auscher, McIntosh and Russ [3] and the result stated by Russ in [26]. We
also apply Theorems 3.1 through 3.4 to the Euclidean space Rm endowed with the measure
w(x) dx, where w ∈ A2(Rm) (the class of Muckenhoupt weights), and to the boundary of
an unbounded model polynomial domain in C2 introduced by Nagel and Stein [24] (see
also [23]); see Propositions 4.2 and 4.3 below. We point out that Theorems 3.1 through
3.4 are also valid for Lie groups of polynomial growth. On the other hand, in this setting,
Saloff-Coste has already obtained certain grand and radial maximal functions and atomic
characterizations of Hardy spaces; see [27, 28, 29, 30] for more details.
The paper is organized as follows. We recall, in Section 2, some notation and definitions;
state, in Section 3, the main results of this paper, Theorems 3.1 through 3.4; give, in
Section 4, some applications; and finally, in Section 5, prove Theorems 3.1 through 3.4
by employing Caldero´n reproducing formulae (see Theorems 5.1 and 5.2) established in
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[18, 11].
We finally make some conventions. Throughout this paper, we always use C to denote
a positive constant which is independent of the main parameters involved but whose value
may differ from line to line. Constants with subscripts do not change throughout the
whole paper. Set a ∧ b ≡ min{a, b} for a, b ∈ R.
2 Preliminaries
The following notion of approximations of the identity on RD-spaces were first introduced
in [18]. In what follows, we set Vr(x) ≡ µ(B(x, r)) and V (x, y) ≡ µ(B(x, d(x, y))) for
x, y ∈ X and r ∈ (0, ∞).
Definition 2.1 Let ǫ1 ∈ (0, 1], ǫ2 > 0 and ǫ3 > 0. A sequence {Sk}k∈Z of bounded linear
integral operators on L2(X ) is called an approximation of the identity of order (ǫ1, ǫ2, ǫ3)
(for short, (ǫ1, ǫ2, ǫ3)-AOTI), if there exists a positive constant C4 such that for all k ∈ Z
and x, x′, y, y′ ∈ X , Sk(x, y), the integral kernel of Sk, is a measurable function from
X × X into C satisfying
(i) |Sk(x, y)| ≤ C4 1V
2−k
(x)+V (x, y) [
2−k
2−k+d(x, y)
]ǫ2 ;
(ii) |Sk(x, y) − Sk(x′, y)| ≤ C4[ d(x, x
′)
2−k+d(x, y)
]ǫ1 1V
2−k
(x)+V (x, y) [
2−k
2−k+d(x, y)
]ǫ2 for d(x, x′) ≤
[2−k + d(x, y)]/2;
(iii) Property (ii) also holds with x and y interchanged;
(iv) |[Sk(x, y) − Sk(x, y′)]− [Sk(x′, y)− Sk(x′, y′)]| ≤ C4[ d(x, x
′)
2−k+d(x, y)
]ǫ1 [ d(y, y
′)
2−k+d(x, y)
]ǫ1
× 1V
2−k
(x)+V (x, y) [
2−k
2−k+d(x, y)
]ǫ3 for d(x, x′) ≤ [2−k + d(x, y)]/3 and d(y, y′) ≤ [2−k +
d(x, y)]/3;
(v)
∫
X Sk(x, z) dµ(z) = 1 =
∫
X Sk(z, y) dµ(z) for all x, y ∈ X .
Remark 2.1 (i) In [18], for any N > 0, it was proved that there exists a (1, N, N)-AOTI
{Sk}k∈Z with bounded support in the sense that Sk(x, y) = 0 when d(x, y) > C2−k, where
C is a fixed positive constant independent of k. In this case, {Sk}k∈Z is called a 1-AOTI
with bounded support; see [18].
(ii) If a sequence {S˜t}t>0 of bounded linear integral operators on L2(X ) satisfies (i)
through (v) of Definition 2.1 with 2−k replaced by t, then we call {S˜t}t>0 a continuous
approximation of the identity of order (ǫ1, ǫ2, ǫ3) (for short, continuous (ǫ1, ǫ2, ǫ3)-AOTI).
For example, if {Sk}k∈Z is an (ǫ1, ǫ2, ǫ3)-AOTI and if we set S˜t(x, y) ≡ Sk(x, y) for
t ∈ (2−k−1, 2−k] with k ∈ Z, then {S˜t}t>0 is a continuous (ǫ1, ǫ2, ǫ3)-AOTI.
(iii) If Sk (resp. S˜t) satisfies (i), (ii), (iii) and (v) of Definition 2.1, then SkSk (resp.
S˜tS˜t) satisfies the conditions (i) through (v) of Definition 2.1; see [18].
(iv) For any RD-space (X , d, µ), if we relax d to be a quasi-metric, then there exist
constants θ ∈ (0, 1) and C > 0 and quasi-metric d˜ which is equivalent to d such that
|d˜(x, y)− d˜(z, y)| ≤ C[d˜(z, x)]θ [d˜(x, y) + d˜(z, y)] for all x, y, z ∈ X ; see [20]. By this and
an argument similar to that used in [18], we know the existence of the approximation of
the identity (θ, N, N)-AOTI with bounded support, where N > 0.
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The following spaces of test functions play an important role in the theory of function
spaces on spaces of homogeneous type; see [17, 18].
Definition 2.2 Let x ∈ X , r > 0, β ∈ (0, 1] and γ > 0. A function f on X is said to
belong to the space of test functions, G(x, r, β, γ), if there exists a nonnegative constant
C such that
(i) |f(y)| ≤ C 1Vr(x)+V (x, y)
(
r
r+d(x, y)
)γ
for all y ∈ X ;
(ii) |f(z)−f(y)| ≤ C
(
d(y, z)
r+d(x, y)
)β
1
Vr(x)+V (x, y)
(
r
r+d(x, y)
)γ
for all y, z ∈ X satisfying that
d(y, z) ≤ [r + d(x, y)]/2.
Moreover, for any f ∈ G(x, r, β, γ), we define its norm by
‖f‖G(x, r, β, γ) ≡ inf {C : (i) and (ii) hold} .
The space G˚(x, r, β, γ) is defined to be the set of all functions f ∈ G(x, r, β, γ) satis-
fying that
∫
X f(y) dµ(y) = 0. Moreover, we endow the space G˚(x, r, β, γ) with the same
norm as the space G(x, r, β, γ).
It is easy to see that G(x, r, β, γ) is a Banach space. Let ǫ ∈ (0, 1] and β, γ ∈ (0, ǫ].
For applications, we further define the space Gǫ0(x, r, β, γ) to be the completion of the set
G(x, r, ǫ, ǫ) in G(x, r, β, γ). For f ∈ Gǫ0(x, r, β, γ), define ‖f‖Gǫ0(x, r, β, γ) ≡ ‖f‖G(x, r, β, γ).
Let (Gǫ0(x, r, β, γ))′ be the set of all continuous linear functionals on Gǫ0(x, r, β, γ), and
as usual, endow (Gǫ0(x, r, β, γ))′ with the weak∗ topology. Throughout the whole paper,
we fix x1 ∈ X and write G(β, γ) = G(x1, 1, β, γ), and (Gǫ0(β, γ))′ ≡ (Gǫ0(x1, 1, β, γ))′.
Observe that for any x ∈ X and r > 0, Gǫ0(x, r, β, γ) = Gǫ0(β, γ) with equivalent norms.
Similarly, define the space G˚ǫ0(x, r, β, γ) to be the completion of the set G˚(x, r, ǫ, ǫ)
in G˚(x, r, β, γ). For f ∈ G˚ǫ0(x, r, β, γ), define ‖f‖G˚ǫ0(x, r, β, γ) ≡ ‖f‖G˚(x, r, β, γ). Denote by
(G˚ǫ0(x, r, β, γ))′ the set of all continuous linear functionals from G˚ǫ0(x, r, β, γ) to C, and
endow (G˚ǫ0(x, r, β, γ))′ with the weak∗ topology. Write G˚ǫ0(β, γ) ≡ G˚(x1, 1, β, γ). For any
x ∈ X and r > 0, we also have G˚ǫ0(x, r, β, γ) = G˚ǫ0(β, γ) with equivalent norms.
Now we recall the following maximal functions.
Definition 2.3 (i) Let ǫ ∈ (0, 1], β, γ ∈ (0, ǫ) and ℓ ∈ Z. For any f ∈ (Gǫ0(β, γ))′, the
grand maximal function G(ǫ, β, γ)(f) is defined by setting, for all x ∈ X ,
G(ǫ, β, γ)(f)(x) ≡ sup{〈f, ϕ〉 : ϕ ∈ Gǫ0(β, γ), ‖ϕ‖G(x, r, β, γ) ≤ 1 for some r > 0} ,
and the localized grand maximal function G
(ǫ, β, γ)
ℓ (f) by setting, for all x ∈ X ,
G
(ǫ, β, γ)
ℓ (f)(x) ≡ sup
{
〈f, ϕ〉 : ϕ ∈ Gǫ0(β, γ), ‖ϕ‖G(x, r, β, γ) ≤ 1 for some r ∈ (0, 2−ℓ]
}
.
(ii) Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-AOTI. Let
ℓ ∈ Z. For any β, γ ∈ (0, ǫ) and f ∈ (Gǫ0(β, γ))′, the radial maximal function S+(f) is
defined by setting, for all x ∈ X ,
S+(f)(x) ≡ sup
k∈Z
|Sk(f)(x)|,
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and the localized radial maximal function S+ℓ (f) by setting, for all x ∈ X ,
S+ℓ (f)(x) ≡ sup
k≥ℓ
|Sk(f)(x)|.
When there exists no ambiguity, we write G(ǫ, β, γ)(f) and G
(ǫ, β, γ)
ℓ (f) simply by G(f)
and Gℓ(f), respectively. It is easy to see that for all x ∈ X , S+(f)(x) ≤ G(f)(x),
S+ℓ (f)(x) ≤ Gℓ(f)(x) and for any ℓ ≥ k, Gℓ(f)(x) ≤ Gk(f)(x) ≤ CGℓ(f)(x), where C is a
positive constant depending on k and ℓ, but not on f and x.
Definition 2.4 Let p ∈ (n/(n + 1), 1] and n(1/p − 1) < β, γ < ǫ < 1.
(i) The Hardy space Hp(X ) is defined by
Hp(X ) ≡ {f ∈ (Gǫ0(β, γ))′ : ‖f‖Hp(X ) ≡ ‖G(f)‖Lp(X ) <∞} .
(ii) Let ℓ ∈ Z. The localized Hardy space Hpℓ (X ) is defined by
Hpℓ (X ) ≡
{
f ∈ (Gǫ0(β, γ))′ : ‖f‖Hp
ℓ
(X ) ≡ ‖Gℓ(f)‖Lp(X ) <∞
}
.
It was proved in [10] that if p ∈ (n/(n+1), 1], then the definition of Hp(X ) is indepen-
dent of the choices of ǫ ∈ (n(1/p − 1), 1) and β, γ ∈ (n(1/p − 1), ǫ). This also holds for
Hpℓ (X ) by a similar argument. Here we omit the details.
Now we recall the notion of the atomic Hardy space of Coifman and Weiss [7].
Definition 2.5 Let p ∈ (0, 1], q ∈ [1, ∞] ∩ (p, ∞] and ℓ ∈ Z.
(i) A measurable function a is called a (p, q)-atom associated to the ball B(x, r) if
(A1) supp a ⊂ B(x, r) for certain x ∈ X and r > 0,
(A2) ‖a‖Lq(X ) ≤ [µ(B(x, r))]1/q−1/p,
(A3)
∫
X a(x) dµ(x) = 0.
(ii) A measurable function a is called a (p, q)ℓ-atom associated to the ball B(x, r) if r ≤ 2−ℓ
and a satisfies (A1) and (A2), and when r < 2−ℓ, a also satisfies (A3).
Definition 2.6 Let p ∈ (0, 1].
(i) The space Lip (1/p−1, X ) is defined to be the collection of all functions f satisfying
‖f‖Lip (1/p−1,X ) ≡ sup
x, y∈X , B∋x, y
[µ(B)]1−1/p|f(x)− f(y)| <∞,
where the supremum is taken over all x, y ∈ X and all balls containing x and y.
(ii) The space Lip ℓ(1/p−1, X ) is defined to be the collection of all functions f satisfying
‖f‖Lip ℓ(1/p−1,X ) ≡ sup
x, y∈X , B∈Iℓ(x, y)
|f(x)− f(y)|
[µ(B)]1/p−1
+ sup
B, rB>2−ℓ
1
µ(B)
∫
B
|f(z)| dµ(z) <∞,
where Iℓ(x, y) denotes all balls containing x and y with radius no more than 2
−ℓ, the
second supremum is taken over all balls with radius more than 2−ℓ.
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Definition 2.7 Let p ∈ (0, 1] and q ∈ [1, ∞] ∩ (p, ∞].
(i) The space Hp, q(X ) is defined to be the set of all f = ∑j∈N λjaj in ( Lip (1/p −
1, X ))′ when p < 1 and in L1(X ) when p = 1, where {aj}j∈N are (p, q)-atoms and
{λj}j∈N ⊂ C such that
∑
j∈N |λj |p < ∞. For any f ∈ Hp, q(X ), define ‖f‖Hp, q(X ) ≡
inf{(∑j∈N |λj |p)1/p}, where the infimum is taken over all the above decompositions of f .
(ii) The space Hp, qℓ (X ) is defined as in (i) with (p, q)-atoms replaced by (p, q)ℓ-atoms
and (Lip (1/p − 1, X ))′ replaced by (Lip ℓ(1/p − 1, X ))′.
Since Hp, q(X ) = Hp,∞(X ) and Hp, qℓ (X ) = Hp,∞ℓ (X ) (see [7] and also [35]), we always
write Hp, q(X ) and Hp, qℓ (X ) as Hpat(X ) and Hpℓ, at(X ), respectively. Moreover, the dual
spaces of Hpat(X ) and Hpℓ,at(X ) are, respectively, Lip (1/p − 1, X ) and Lip ℓ(1/p − 1, X )
when p < 1, and BMO(X ) and BMOℓ(X ) when p = 1; see [7] and also [35] for the details.
3 Main results
The first result is on the characterization of the radial maximal function of the Hardy
space Hp(X ).
Theorem 3.1 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Let p ∈ (n/(n + ǫ), 1] and β, γ ∈ (n(1/p − 1), ǫ). Then for any f ∈ (Gǫ0(β, γ))′,
f ∈ Hp(X ) if and only if ‖S+(f)‖Lp(X ) < ∞; moreover, for all f ∈ Hp(X ), ‖f‖Hp(X ) ∼
‖S+(f)‖Lp(X ).
The proof of Theorem 3.1 is given in Section 5. Moreover, by Theorem 4.16 in [10] and
Theorem 3.1, we have the following result.
Corollary 3.1 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Let p ∈ (n/(n + ǫ), 1] and β, γ ∈ (n(1/p − 1), ǫ). Then f ∈ Hp(X ) if and only
if f ∈ Hpat(X ) or if and only if f ∈ (Gǫ0(β, γ))′ and S+(f) ∈ Lp(X ); moreover, for all
f ∈ Hpat(X ), ‖S+(f)‖Lp(X ) ∼ ‖f‖Hp(X ) ∼ ‖f‖Hpat(X ).
Remark 3.1 (i) If {Sk}k∈Z is replaced by a continuous (ǫ1, ǫ2, ǫ3)-AOTI as in Remark
2.1 (ii), then Theorem 3.1 and Corollary 3.1 still hold for all p ∈ (n/(n+ ǫ1), 1].
(ii) If we relax d to be a quasi-metric, then Theorem 3.1 and Corollary 3.1 still hold by
replacing p ∈ (n/(n+1), 1] with p ∈ (n/(n+ θ), 1] for any (θ, 1, 1)-AOTI {Sk}k∈Z, where
θ ∈ (0, 1) is the same as in Remark 2.1 (iv).
(iii) Corollary 3.1 tells us that for p ∈ (n/(n + 1), 1], Hpat(X ) is characterized by the
radial maximal function in Definition 2.3 (ii), which completely answers Question 1 when
µ(X ) =∞ asked by Coifman and Weiss. We also remark that Theorem 3.1 and Corollary
3.1 improve the deep result of Uchiyama [34] and that of [11] to the best range p ∈
(n/(n + 1), 1].
(iv) Notice that atoms of Hpat(X ) have only 0-order vanishing moment for p ∈ (0, n/(n+
1)] here. It is easy to see that the Poisson kernel is just a (1, 1, 1)-AOTI as in Definition 2.1,
and the radial Poisson maximal function characterizes certain atomic Hardy spaces on Rn,
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which asks the vanishing moment of atoms no less than 1-order, when p ∈ (0, n/(n+ 1)];
see, for example, [32, pp. 91, 107, 133]. This atomic Hardy space is essentially different
from Hpat(X ) considered here. So it is impossible to use the Poisson maximal function to
characterize Hpat(X ) when p ∈ (0, n/(n+1)] here. In this sense, the range p ∈ (n/(n+1), 1]
is the best possible for which Hpat(X ) can be characterized by the radial maximal function.
Now we turn to the localized Hardy spaces.
Theorem 3.2 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Let ℓ ∈ Z, p ∈ (n/(n+ ǫ), 1] and β, γ ∈ (n(1/p − 1), ǫ).
(i) Then f ∈ Hpℓ (X ) if and only if f ∈ (Gǫ0(β, γ))′, S+k+1(f) ∈ Lp(X ), and for any k ∈ Z
and a > 0,
S
(a)
k (f)(x) ≡
1
Va2−k(x)
∫
B(x, a2−k)
|Sk(f)(y)| dµ(y) ∈ Lp(X ), (3.1)
where x ∈ X . Moreover, for any a > 0, there exists a positive constant C depending on a
such that for all ℓ ∈ Z and f ∈ (Gǫ0(β, γ))′,
C−1‖f‖Hp
ℓ
(X ) ≤ ‖S+ℓ+1(f)‖Lp(X ) + ‖S(a)ℓ (f)‖Lp(X ) ≤ C‖f‖Hpℓ (X ).
(ii) If f ∈ (Gǫ0(β, γ))′ and (3.1) holds for any k ∈ Z, then f ∈ Hpℓ (X ) if and only if
S+ℓ (f) ∈ Lp(X ); moreover, there exists a positive constant C, independent of k and ℓ, such
that for all f ∈ Hpℓ (X ), C−1‖f‖Hpℓ (X ) ≤ ‖S
+
ℓ (f)‖Lp(X ) ≤ C‖f‖Hpℓ (X ).
The basic idea of the proof of Theorem 3.2 (i) is similar to that used in the proof of
Theorem 3.1. To prove Theorem 3.2 (ii), observe that (3.1) and S+k (f) ∈ Lp(X ) imply that
Gℓ(f) ∈ Lp(X ) by Theorem 3.2 (i). Based on the observation that the constants appearing
in Caldero´n reproducing formulae are uniform in j, where j measures the size of dyadic
cubes {Qk, ντ }τ, ν appearing in the average term of the inhomogeneous Caldero´n reproducing
formula (see Theorem 5.2 below). Then we prove that for certain r ∈ (n/(n+ ǫ1), p), and
all j large enough and x ∈ X ,
Gℓ(f)(x) ≤ C2jn(1/r−1)[HL([S+ℓ (f)]r)(x)]1/r + C2j(ǫ1+n−n/r)[HL([Gℓ(f)]r)(x)]1/r,
where C is a positive constant independent of j, f and x and HL denotes the Hardy-
Littlewood maximal function. Taking j such that C2j(ǫ1+n−n/r) ≤ 1/2, we then obtain
Theorem 3.2 (ii).
By first establishing a connection between Hp(X ) and Hpℓ (X ), we then obtain the
equivalence between Hpℓ (X ) and Hpℓ,at(X ) via Corollary 3.1.
Theorem 3.3 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Let p ∈ (n/(n + ǫ), 1] and β, γ ∈ (n(1/p − 1), ǫ). Then there exists a positive
constant C such that for all ℓ ∈ Z and f ∈ (Gǫ0(β, γ))′, ‖f−Sℓ(f)‖Hp(X ) ≤ C‖Gℓ(f)‖Lp(X ).
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Theorem 3.4 Let ǫ ∈ (0, 1], p ∈ (n/(n + ǫ), 1] and β, γ ∈ (n(1/p − 1), ǫ). Then for
each ℓ ∈ Z, f ∈ Hpℓ,at(X ) if and only if f ∈ (Gǫ0(β, γ))′ and ‖Gℓ(f)‖Lp(X ) < ∞; more-
over, there exists a positive constant C, independent of ℓ, such that for all f ∈ Hpat(X ),
C−1‖f‖Hp
ℓ, at(X ) ≤ ‖Gℓ(f)‖Lp(X ) ≤ C‖f‖Hpℓ, at(X ).
Remark 3.2 (i) If p = 1, then Theorem 3.2 (i) gives the radial maximal function char-
acterization of Hpℓ (X ) since (3.1) is just Sℓ(f) ∈ L1(X ). This result when p = 1 was also
obtained in [36]. When p < 1, it is still unclear if one can remove the extra assumption
(3.1). But this is quite reasonable since we use the inhomogeneous Caldero´n reproducing
formula and the same phenomena happens in the Littlewood-Paley characterization of the
localized Hardy space established in [18]. We also notice that when X is an RD-space and
µ(X ) <∞, Theorem 3.2 also holds; moreover, in this setting, (3.1) holds automatically.
(ii) Combining Theorems 3.2 with 3.4, we characterize Hpℓ, at(X ) with p ∈ (n/(n+1), 1]
via the radial maximal function and the grand maximal function. By a reason similar to
that of Remark 3.1, the range p ∈ (n/(n + 1), 1] is the best possible for which Hpℓ, at(X )
can be characterized by the radial maximal function.
(iii) If we relax d to be a quasi-metric, then Theorems 3.2 through 3.4 still hold by
replacing p ∈ (n/(n + 1), 1] with p ∈ (n/(n + θ), 1] for any (θ, 1, 1) − AOTI {Sk}k∈Z,
where θ ∈ (0, 1) is the same as in Remark 2.1 (iv).
(iv) Theorems 3.2 through 3.4 are also true if we replace the discrete approximation of
the identity by the continuous one as in Remark 2.1 (ii).
4 Applications to some differential operators
Beyond the Ahlfors n-regular metric measure space and Lie groups of polynomial growth,
we list several other specific settings where Theorems 3.1 through 3.4 work.
(I) Hardy spaces associated to a certain Laplace-Beltrami operator
Let M be a complete noncompact connected Riemannian manifold, d the geodesic
distance, µ the Riemannian measure and ∇ the Riemannian gradient. Denote by | · |
the length in the tangent space. One defines ∆, the Laplace-Beltrami operator, as the
self-adjoint positive operator on L2(M) by the formal integration by parts 〈∆f, f〉 =
‖|∇f |‖2L2(M) for all f ∈ C∞0 (M). Denote by Tt(x, y) with t > 0 and x, y ∈ M the heat
kernel of M , namely, the kernel of the heat semigroup {e−t∆}t>0. One says Tt satisfies
the Li-Yau type estimates if there exist some positive constants C5, C˜5 and C such that
C−1
1
V√t(x)
exp
{
−d(x, y)
2
C˜5t
}
≤ Tt(x, y) ≤ C 1
V√t(x)
exp
{
−d(x, y)
2
C5t
}
(4.1)
for all x, y ∈ M and t > 0. It is well-known [19] that such estimates hold on manifolds
with non-negative Ricci curvature. Later it has been proved in [31] that the Li-Yau type
estimates are equivalent to the conjunction of the doubling property (1.1) and the scaled
Poincare´ inequality that for every ball B ≡ B(x, r) and every f with f, ∇f ∈ L2loc (M),∫
B
|f(y)− fB|2 dµ(y) ≤ Cr2
∫
B
|∇f(y)|2 dµ(y), (4.2)
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where fB denotes the average of f on B, namely, fB =
1
µ(B)
∫
B f(x) dµ(x).
Assume that M satisfies the doubling property (1.1) and supports a scaled Poincare´
inequality (4.2). Then (M, d, µ) is a connected space of homogeneous type and hence,
an RD-space. Observe that the Li-Yau type estimates do already imply some regularity
estimates for the heat kernel: there exist positive constants C and α ∈ (0, 1) such that
|Tt(x, y)− Tt(z, y)| ≤
(
d(x, z)√
t
)α C
V√t(y)
(4.3)
for all x, y, z ∈M and t > 0; see, for example, [31, 13]. See also [2] for more discussions on
the regularity of the heat kernels and connections with the boundedness of Riesz transforms
in this setting.
Notice that e−t∆1 = 1; see [14]. From this, (4.1), (4.3), the semigroup property and
Remark 2.1, it follows that {Tt2}t>0 is just a continuous (α′, N, N)-AOTI for each N ∈ N
and α′ ∈ (0, α) as in Definition 2.1. Define the semigroup maximal function and the
localized one by T+(f)(x) ≡ supt>0 |e−t∆(f)(x)| and
T+
2−ℓ
(f)(x) ≡ sup
0<t<2−ℓ
|e−t∆(f)(x)|+ 1
V2−ℓ(x)
∫
B(x, 2−ℓ)
|T2−ℓ(f)(y)| dµ(y)
for all ℓ ∈ Z, suitable distributions f and x ∈ X .
Let n be the same as in (1.1). For p ∈ (n/(n+α), 1], the Hardy space Hp∆(M) and the
localized one Hpℓ,∆(M) with ℓ ∈ Z on M associated to the Laplace-Beltrami operator ∆
are defined, respectively, by
Hp∆(M) ≡
{
f ∈ (Gǫ0(β, γ))′ : ‖f‖Hp∆(M) = ‖T
+(f)‖Lp(X ) <∞
}
, (4.4)
and
Hpℓ,∆(M) ≡
{
f ∈ (Gǫ0(β, γ))′ : ‖f‖Hp
ℓ,∆(M)
= ‖T+
2−ℓ
(f)‖Lp(X ) <∞
}
, (4.5)
where ǫ ∈ (n(1/p− 1), α) and β, γ ∈ (n(1/p− 1), ǫ). Applying Theorems 3.1, 3.2 and 3.4,
we have the following result.
Proposition 4.1 Let p ∈ (n/(n + α), 1] and ℓ ∈ Z.
(i) Then Hp∆(M) = H
p
at(M) with equivalent norms.
(ii) Then Hpℓ,∆(M) = H
p
ℓ,at(M) with equivalent norms uniformly in ℓ.
Remark 4.1 (i) Proposition 4.1 also implies that the definition of the (localized) Hardy
spaces are independent of the choices of ǫ ∈ (n(1/p − 1), α) and β, γ ∈ (n(1/p − 1), ǫ).
(ii) Proposition 4.1 improves the result stated by Russ [26] and Theorem 8.2 of Auscher,
McIntosh and Russ [3].
(iii) According to the approach here, the range p ∈ (n/(n+α), 1] is the best possible to
define Hp∆(X ) and Hpℓ,∆(M), and to establish their equivalences with the corresponding
atomic Hardy spaces, respectively.
12 D. Yang, Y. Zhou
(II) Hardy spaces for the degenerate Laplace on Rm
Let m ≥ 3 and Rm be the m-dimensional Euclidean space endowed with the Euclidean
norm | · | and the Lebesgue measure dx. Recall that a nonnegative locally integrable
function w is called an A2(R
m) weight in the sense of Muckenhoupt if
sup
B
{
1
|B|
∫
B
w(x) dx
}{
1
|B|
∫
B
[w(x)]−1 dx
}
<∞,
where the supremum is taken over all the balls in Rm. Observe that if we set w(E) ≡∫
E w(x)dx for any measurable set E, then there exist positive constants C, n and κ such
that for all x ∈ Rm, λ > 1 and r > 0,
C−1λκw(B(x, r)) ≤ w(B(x, λr)) ≤ Cλnw(B(x, r)),
namely, the measure w(x) dx satisfies (1.1) and (1.2). Thus (Rm, | · |, w(x) dx) is an
RD-space.
Let w ∈ A2(Rm) and {ai, j}1≤i, j≤m be a real symmetric matrix function satisfying that
for all x, ξ ∈ Rm,
C−1w(x)|ξ|2 ≤
∑
1≤i, j≤m
ai, j(x)ξiξj ≤ Cw(x)|ξ|2.
Then the (possibly) degenerate elliptic operator L0 is defined by
L0f(x) ≡ − 1
w(x)
∑
1≤i, j≤m
∂i(ai, j(·)∂jf)(x),
where x ∈ Rm. Denote by {Tt}t>0 ≡ {e−tL0}t>0 the semigroup generated by L0. We also
denote the kernel of Tt by Tt(x, y) for all x, y ∈ Rm and t > 0. Then it is known that there
exist positive constants C, C6, C˜6 and α ∈ (0, 1] such that for all t > 0 and x, y ∈ Rm,
C−1
1
V√t(x)
exp
{
−|x− y|
2
C˜6t
}
≤ Tt(x, y) ≤ C 1
V√t(x)
exp
{
−|x− y|
2
C6t
}
;
that for all t > 0 and x, y, y′ ∈ Rm with |y − y′| < |x− y|/4,
|Tt(x, y)− Tt(x, y′)| ≤ C 1
V√t(x)
( |y − y′|√
t
)α
exp
{
−|x− y|
2
C6t
}
;
and, moreover, that for all t > 0 and x, y ∈ Rn, ∫
Rm
Tt(x, y)w(y) dy = 1; see, for example,
Theorems 2.1, 2.3, 2.4 and 2.7, and Corollary 3.4 of [15]. This together with the symmetry
of the heat kernel and Remark 2.1 implies that {Tt}t>0 is a continuous (α, N, N)-AOTI
for any N ∈ N. Thus, Theorems 3.1 through 3.4 in Section 3 also work here for p ∈
(n/(n + α), 1]. Define the Hardy spaces HpL0(R
m, w) and the localized one Hpℓ,L0(R
m, w)
with ℓ ∈ Z associated to the (possibly) degenerate Laplace as in (4.4) and (4.5) of (I). We
then have the following conclusions.
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Proposition 4.2 Let p ∈ (n/(n + α), 1] and ℓ ∈ Z.
(i) Then HpL0(R
m, w) = Hpat(R
m, w) with equivalent norms.
(ii) Then Hpℓ,L0(R
m, w) = Hpℓ, at(R
m, w) with equivalent norms uniformly in ℓ.
(III) Hardy spaces associated to a certain sub-Laplace operator
The following example deals with the differential operators on the noncompact C∞-
manifold M arising as the boundary of an unbounded model polynomial domain in C2
introduced by Nagel and Stein [24] (see also [23]).
Let Ω ≡ {(z, w) ∈ C2 : Im[w] > P (z)}, where P is a real, subharmonic polynomial of
degree m. Then M ≡ ∂Ω can be identified with C × R ≡ {(z, t) : z ∈ C, t ∈ R}. The
basic (0, 1) Levi vector field is then Z = ∂∂z¯ − i∂P∂z¯ ∂∂t , and rewrite as Z = X1 + iX2. The
real vector fields {X1, X2} and their commutators of orders ≤ m span the tangent space
at each point of M . Thus M is of finite type m.
We denote by d the control distance in M generated by X1 and X2; see [25] for the
definition of the control distance. Let µ be the Lebesgue measure on M . Then, Nagel
and Stein showed that there exist positive constants Q ≥ 4 and C such that for all s ≥ 1,
x ∈ X and r > 0,
C−1s4V (x, r) ≤ V (x, sr) ≤ CsQV (x, r),
which implies that (M, d, µ) is an RD-space; see [23, 24].
Moreover, denote by X∗j the formal adjoint of Xj , namely, 〈X∗j ϕ, ψ〉 = 〈ϕ, Xjψ〉 for
ϕ, ψ ∈ C∞c (M), where 〈ϕ, ψ〉 =
∫
M ϕ(x)ψ(x) dx. In general, X
∗
j = −Xj + aj , where
aj ∈ C∞(M). The sub-Laplacian L on M is formally given by L ≡ X∗1X1 + X∗2X2. Set
the heat operator Tt ≡ e−tL for t > 0.
Nagel and Stein further established the non-Gaussian upper bound estimate and reg-
ularity of {Tt}t>0; see [23, 22]. These properties further imply that {Tt}t>0 forms a
continuous (1, 1, 1)-AOTI as in Definition 2.1. Thus Theorems 3.1 through 3.4 in Section
3 also work here. In particular, we define the Hardy space HpL(M) and the localized one
Hpℓ,L(M) with ℓ ∈ Z associated to the sub-Laplace as in (4.4) and (4.5) of (I). We then
have the following conclusions.
Proposition 4.3 Let p ∈ (n/(n + 1), 1] and ℓ ∈ Z.
(i) Then HpL(M) = H
p
at(M) with equivalent norms.
(ii) Then Hpℓ,L(M) = H
p
ℓ, at(M) with equivalent norms uniformly in ℓ.
5 Proofs of main theorems
We need the Caldero´n reproducing formula to prove Theorems 3.1 through 3.4. First we
recall the dyadic cubes on spaces of homogeneous type constructed by Christ [4].
Lemma 5.1 Let X be a space of homogeneous type. Then there exists a collection {Qkα ⊂
X : k ∈ Z, α ∈ Ik} of open subsets, where Ik is certain index set, and positive constants
δ ∈ (0, 1), C7 and C8 such that
(i) µ(X \ ∪αQkα) = 0 for each fixed k and Qkα ∩Qkβ = ∅ if α 6= β;
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(ii) for any α, β, k, ℓ with ℓ ≥ k, either Qℓβ ⊂ Qkα or Qℓβ ∩Qkα = ∅;
(iii) for each (k, α) and ℓ < k, there exists a unique β such that Qkα ⊂ Qℓβ;
(iv) diam (Qkα) ≤ C7δk;
(v) each Qkα contains certain ball B(z
k
α, C8δ
k), where zkα ∈ X .
In fact, we can think of Qkα as being a dyadic cube with diameter roughly δ
k and
centered at zkα. In what follows, for simplicity, we may assume that δ = 1/2; see [18, p. 25]
as to how to remove this restriction.
Fix j0 ∈ N such that 2−j0C7 < 1/3. For any given j ≥ j0, and for any k ∈ Z and τ ∈ Ik,
we denote by Qk, ντ , ν = 1, 2, · · · , N(k, τ), the set of all cubes Qk+jτ ′ ⊂ Qkτ . Denote by
zk, ντ the center of Q
k, ν
τ and let y
k, ν
τ be a point in Q
k, ν
τ .
For any given ℓ ∈ Z∪ {−∞} and j ≥ j0, we pick a point yk, ντ in the cube Qk, ντ for each
integer k ≥ ℓ when ℓ ∈ Z or k ∈ Z when ℓ = −∞, τ ∈ Ik and ν = 1, · · · , N(k, τ), and
denote by D(ℓ, j) the set of all these points; namely, D(−∞, j) ≡ {yk, ντ : k ∈ Z, τ ∈
Ik, ν = 1, · · · , N(k, τ)} and D(ℓ, j) ≡ {yk, ντ : k = ℓ, · · · , τ ∈ Ik, ν = 1, · · · , N(k, τ)}.
The following Caldero´n reproducing formula was established in Theorem 4.1 of [18].
Theorem 5.1 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Set Dk ≡ Sk−Sk−1 for k ∈ Z. Then there exists j > j0 such that for any choice of
D(−∞, j), there exists a sequence of operators {D˜k}k∈Z such that for all f ∈ (G˚ǫ0(β, γ))′
with β, γ ∈ (0, ǫ), and x ∈ X ,
f(x) =
∞∑
k=−∞
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )D˜k(x, y
k, ν
τ )Dk(f)(y
k, ν
τ ),
where the series converge in (G˚ǫ0(β, γ))′. Moreover, for any ǫ′ ∈ [ǫ, ǫ1 ∧ ǫ2), there exists a
positive constant C depending on ǫ′, but not on j and D(−∞, j), such that {D˜k(x, y)}k∈Z,
the kernels of {D˜k}k∈Z, satisfy (i) and (ii) of Definition 2.1 with ǫ1 and ǫ2 replaced by ǫ′
and the constant C4 replaced by C, and
∫
X D˜k(x, y) dµ(x) = 0 =
∫
X D˜k(x, y) dµ(y).
The following inhomogeneous Caldero´n reproducing formula was established in [18] and
[11]. For a measurable set E, we set mE(f) ≡ 1µ(E)
∫
E f(y) dµ(y).
Theorem 5.2 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Set Dk ≡ Sk − Sk−1 for k ∈ Z. Then there exist N ∈ N and j1 > j0 such that for
all j > j1, ℓ ∈ Z and D(ℓ + N + 1, j), there exist operators {D˜k(x, y)}∞k=ℓ such that for
any f ∈ (Gǫ0(β, γ))′ with β, γ ∈ (0, ǫ), and all x ∈ X ,
f(x) =
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
∫
Qℓ, ντ
D˜ℓ(x, y)dµ(y)mQℓ, ντ
(Sℓ(f))
+
ℓ+N∑
k=ℓ+1
∑
τ∈Ik
N(k, τ)∑
ν=1
∫
Qk, ντ
D˜k(x, y)dµ(y)mQk, ντ
(Dk(f))
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+
∞∑
k=ℓ+N+1
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )D˜k(x, y
k, ν
τ )Dk(f)(y
k, ν
τ ),
where the series converge in (Gǫ0(β, γ))′. Moreover, for any ǫ′ ∈ [ǫ, ǫ1 ∧ ǫ2), there exists
a positive constant C depending on N and ǫ′, but not on ℓ, j and D(ℓ + N + 1, j), such
that D˜k for k ≥ ℓ satisfies (i) and (ii) of Definition 2.1 with ǫ1 and ǫ2 replaced by ǫ′
and the constant C4 replaced by C, and
∫
X D˜k(x, y) dµ(x) =
∫
X D˜k(x, y) dµ(y) = 1 when
ℓ ≤ k ≤ ℓ+N ; = 0 when k ≥ ℓ+N + 1.
Remark 5.1 (i) We remark that by checking the proofs of Theorem 4.1 and Theorem 4.3
in [18], it is easy to see that the constants C in Theorems 5.1 and 5.2 are independent of
j. This observation plays a key role in the proof of Theorem 3.2 (ii).
(ii) For simplicity, in Theorem 5.2, we always assume that N = 0 in what follows.
The following technical lemma is also used; see [18] for its proof.
Lemma 5.2 Let ǫ ∈ (0, 1], r ∈ (n/(n + ǫ), 1] and j ≥ j0. Then there exists a positive
constant C independent of j such that for all k, k′ ∈ Z, ak, ντ ∈ C, yk, ντ ∈ Qk, ντ with τ ∈ Ik
and ν = 1, · · · , N(k, τ) and x ∈ X ,
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )
|ak, ντ |
V2−(k′∧k)(x) + V (x, y
k, ν
τ )
[
2−(k′∧k)
2−(k′∧k) + d(x, yk, ντ )
]ǫ
≤ C2jn(1/r−1)2[(k′∧k)−k]n(1−1/r)
HL
∑
τ∈Ik
N(k, τ)∑
ν=1
|ak, ντ |rχQk, ντ
 (x)

1/r
.
Now we prove Theorem 3.1 by using the homogeneous Caldero´n formula given in The-
orem 5.1.
Proof of Theorem 3.1 To prove Theorem 3.1, it suffices to prove that for any fixed β, γ ∈
(n(1/p − 1), ǫ) , there exist positive constants r ∈ (n/(n+ β ∧ γ), p) and C such that for
all f ∈ (Gǫ0(β, γ))′ and x ∈ X ,
G(f)(x) ≤ C {HL([S+(f)]r)(x)}1/r . (5.1)
To this end, it suffices to prove that for any ϕ ∈ G˚ǫ0(β, γ) with ‖ϕ‖Gǫ0(x, 2−ℓ, β, γ) ≤ 1,
|〈f, ϕ〉| ≤ C {HL([S+(f)]r)(x)}1/r . (5.2)
Assume that (5.2) holds for the moment. Then for any φ ∈ Gǫ0(β, γ) with
‖φ‖Gǫ0(x, 2−ℓ, β, γ) ≤ 1
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and σ ≡ ∫X φ(y) dµ(y), we have
|σ| ≤
∫
X
1
V2−ℓ(x) + V (x, y)
(
2−ℓ
2−ℓ + d(x, y)
)γ
dµ(y) . 1.
Set ϕ(y) ≡ 11+|σ|C3 [φ(y) − σSℓ(x, y)]. Then
∫
X ϕ(y) dµ(y) = 0 and hence, ϕ ∈ G˚ǫ0(β, γ)
with ‖ϕ‖Gǫ0(x, 2−ℓ, β, γ) ≤ 1. Since
|〈f, φ〉| ≤ |σ||Sℓ(f)(x)| + (1 + |σ|C3)|〈f, ϕ〉|,
by (5.2) and taking the supremum over all ℓ ∈ Z and φ ∈ Gǫ0(β, γ) with ‖φ‖Gǫ0(x, 2−ℓ, β, γ) ≤
1, we further obtain that for all x ∈ X ,
G(f)(x) ≤ |σ|S+(f)(x) + C(1 + σC3)
{
HL([S+(f)]r)(x)
}1/r
,
which yields (5.1).
To prove (5.2), for each Qk, ντ , we pick a point y
k, ν
τ ∈ Qk, ντ such that
|Dk(f)(yk, ντ )| ≤ 2 inf
z∈Qk, ντ
|Dk(f)(z)|,
which further implies that
|Dk(f)(yk, ντ )| ≤ 2 inf
z∈Qk, ντ
(|Sk(f)(z)| + |Sk−1(f)(z)|) ≤ 4 inf
z∈Qk, ντ
S+(f)(z).
Denote by D(−∞, j) the collection of all such points yk, ντ . Observe that G˚ǫ0(β, γ) is a
subspace of Gǫ0(β, γ) and for any ϕ ∈ G˚ǫ0(β, γ), ‖ϕ‖G˚ǫ0(β, γ) = ‖ϕ‖Gǫ0(β, γ). So for any
f ∈ (Gǫ0(β, γ))′, we know that f uniquely induces a bounded linear functional g on
G˚ǫ0(β, γ), namely, g ∈ (G˚ǫ0(β, γ))′; moreover, ‖g‖(G˚ǫ0(β, γ))′ ≤ ‖f‖(Gǫ0(β, γ))′ . By ϕ ∈ G˚
ǫ
0(β, γ),
Dk(y, ·) ∈ G˚ǫ0(β, γ) for all y ∈ X and Theorem 5.1, we have
〈f, ϕ〉 ≡ 〈g, ϕ〉 =
∞∑
k=−∞
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )D˜
∗
k(ϕ)(y
k, ν
τ )Dk(g)(y
k, ν
τ )
=
∞∑
k=−∞
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )D˜
∗
k(ϕ)(y
k, ν
τ )Dk(f)(y
k, ν
τ ),
where and in what follows, for all y ∈ X ,
D˜∗k(ϕ)(y) =
∫
X
D˜k(z, y)ϕ(z) dµ(z).
We recall that there exist positive constants β′ ∈ (n(1/p − 1), β) and C such that for
all y ∈ X ,
|D˜∗k(ϕ)(y)| ≤ C2−|k−ℓ|β
′ 1
V2−(ℓ∧k)(x) + V (x, y)
(
2−(ℓ∧k)
2−(ℓ∧k) + d(x, y)
)γ
; (5.3)
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see the proof of Proposition 5.7 of [18] for the details. Recall that ℓ ∧ k ≡ min{ℓ, k}. We
point out that, to obtain the decay factor 2−|k−ℓ|β′ in (5.3), we need to use the fact that∫
X ϕ(z) dµ(z) = 0 and
∫
X D˜k(z, y) dµ(z) = 0 for all y ∈ X .
Then by Lemma 5.2 with r ∈ (n/(n+ β′ ∧ γ), p), we have
|〈f, ϕ〉| .
∞∑
k=−∞
2−|k−ℓ|β
′
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ ) inf
z∈Qk, ντ
S+(f)(z)
× 1
V2−(ℓ∧k)(x) + V (x, y
k, ν
τ )
(
2−(ℓ∧k)
2−(ℓ∧k) + d(x, yk, ντ )
)γ
.
∞∑
k=−∞
2−|k−ℓ|β
′
2[(ℓ∧k)−k]n(1−1/r)
×
HL
∑
τ∈Ik
N(k, τ)∑
ν=1
∣∣∣∣∣ infz∈Qk, ντ S+(f)(z)
∣∣∣∣∣
r
χ
Qk, ντ
 (x)

1/r
.
(
ℓ∑
k=−∞
2−(ℓ−k)β
′
+
∞∑
k=ℓ+1
2−(k−ℓ)[β
′−n(1/r−1)]
){
HL
(
[S+(f)]r
)
(x)
}1/r
.
{
HL
(
[S+(f)]r
)
(x)
}1/r
,
which gives (5.2). This finishes the proof of Theorem 3.1.
To prove Theorem 3.2, we first introduce a variant of the localized radial maximal
function.
Definition 5.1 Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 > 0, ǫ ∈ (0, ǫ1 ∧ ǫ2) and {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-
AOTI. Let p ∈ (n/(n + ǫ), 1] and β, γ ∈ (n(1/p − 1), ǫ). For j ≥ j0 and f ∈ (Gǫ0(β, γ))′,
define
S+, jℓ (f) ≡ S+ℓ (f) +
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
[m
Qℓ, ντ
(|Sℓ(f)|)]pχQℓ, ντ

1/p
,
where {Qℓ, ντ }N(ℓ, τ)ν=1 is the collection of all dyadic cubes Qℓ+jτ ′ contained in Qℓτ .
Proof of Theorem 3.2 To prove (i), we first claim that for p ∈ (n/(n+ ǫ), 1], all ℓ ∈ Z and
f ∈ (G0ǫ (β, γ))′,
‖S(a)ℓ (f)‖pLp(X ) ∼
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
[m
Qℓ, ντ
(|Sℓ(f)|)]pµ(Qℓ, ντ ), (5.4)
where the constants depend on j, p and a, but not on ℓ and f .
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To see this, we observe that for each given j ≥ 0, there exists a positive constant C(j)
depending on j such that for all ℓ ∈ Z and τ ∈ Iℓ, N(ℓ, τ) ≤ C(j). In fact, by Lemma 5.1,
(1.1) and (1.2), we have
µ(Qℓτ ) =
N(ℓ, τ)∑
ν=1
µ(Qℓ, ντ ) ≥
N(ℓ, τ)∑
ν=1
VC82−ℓ−j(z
ℓ, ν
τ ) &
N(ℓ, τ)∑
ν=1
V2C72−ℓ(z
ℓ, ν
τ ) & N(ℓ, τ)µ(Q
ℓ
τ ),
which implies our claim. Then it is easy to see that for all j ≥ 0,
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
[m
Qℓ, ντ
(|Sℓ(f)|)]pµ(Qℓ, ντ ) ∼
∑
τ∈Iℓ
[mQℓτ (|Sℓ(f)|)]pµ(Qℓτ ), (5.5)
where the equivalent constants are independent of f and ℓ. For any given a > 0, let j be
large enough such that a > C72
−ℓ−j ≥ diam (Qℓ, ντ ). Since for any x ∈ Qℓ, ντ ,
m
Qℓ, ντ
(|Sℓ(f)|) ≤ Va2−ℓ(x)
µ(Qℓ, ντ )
S
(a)
ℓ (f)(x) .
Va2−ℓ+1(z
ℓ, ν
τ )
VC82−ℓ(z
ℓ, ν
τ )
S
(a)
ℓ (f)(x) . S
(a)
ℓ (f)(x),
we know that the left hand side of (5.4) controls its right hand side for this j and thus for
all j ≥ 0 by (5.5). For a ≥ 0 and each Qℓτ , by (1.2) and a similar argument, we have∫
Qℓτ
[S
(a)
ℓ (f)(x)]
p dµ(x) . [µ(Qℓτ )]
1−p
{∫
B(xℓτ , (a+C7)2
−ℓ)
Sℓ(f)(y) dµ(y)
}p
.
∑
Qℓ
τ ′
∩B(xℓτ , (a+C7)2−ℓ)6=∅
[mQℓ
τ ′
(|Sℓ(f)|)]pµ(Qℓτ ′).
Similarly to above, using Lemma 5.5, (1.1) and (1.2), we have that ♯{τ ′ : Qℓτ ′ ∩B(xℓτ , (a+
C5)2
−ℓ) 6= ∅} is bounded uniformly in ℓ and τ , from which it follows that the right hand
side of (5.4) controls its left hand side for j = 0 and thus for all j by (5.5). Here, ♯E
denotes the cardinality of the set E.
By Lemma 5.1 and the Ho¨lder inequality, we have
‖Sℓ(f)‖pLp(X ) =
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
m
Qℓ, ντ
(|Sℓ(f)|p)µ(Qℓ, ντ ) ≤
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
[m
Qℓ, ντ
(|Sℓ(f)|)]pµ(Qℓ, ντ ),
which together with (5.4) leads to
‖S+,jℓ (f)‖Lp(X ) ∼ ‖S+ℓ+1(f)‖Lp(X ) + ‖S(a)ℓ (f)‖Lp(X )
with constants independent of ℓ and f . Then the proof of Theorem 3.2 (i) is reduced to
showing that
C−1‖S+,jℓ (f)‖Lp(X ) ≤ ‖Gℓ(f)‖Lp(X ) ≤ C2jn(1/p−1)‖S+,jℓ (f)‖Lp(X ), (5.6)
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where C is a positive constant independent of j, ℓ and f .
Observe that for all x, y ∈ Qk, ντ and k ≥ ℓ, Sℓ(f)(x) . Gℓ(f)(y), which implies the first
inequality in (5.6). To prove the second inequality in (5.6), it suffices to prove that for
any fixed β, γ ∈ (n(1/p − 1), ǫ), there exist positive constants r ∈ (n/(n + β ∧ γ), p) and
C such that for all j ≥ j0, ℓ ∈ Z, f ∈ (Gǫ0(β, γ))′ and x ∈ X ,
Gℓ(f)(x) ≤ C2jn(1/p−1)
{
HL([S+, jℓ (f)]
r)(x)
}1/r
. (5.7)
To prove (5.7), we only need to prove that for all k′ ≥ ℓ and ϕ ∈ G˚ǫ0(β, γ) with
‖ϕ‖Gǫ0(x, 2−k′ , β, γ) ≤ 1,
|〈f, ϕ〉| ≤ C2jn(1/p−1)
{
HL([S+, jℓ (f)]
r)(x)
}1/r
. (5.8)
In fact, assume that φ ∈ Gǫ0(β, γ) with ‖φ‖Gǫ0(x, 2−k′ , β, γ) ≤ 1 for certain k ≥ ℓ. Set
σ ≡ ∫X φ(y) dµ(y) and ϕ(y) = 11+|σ|C3 [φ(y)−σSk′(x, y)]. Then we have ∫X ϕ(y) dµ(y) = 0
and hence, ϕ ∈ G˚ǫ0(β, γ) with ‖ϕ‖Gǫ0(x, 2−k′ , β, γ) ≤ 1. Moreover, we have
|〈f, φ〉| ≤ |σ||Sk′(f)(x)| + (1 + |σ|C3)|〈f, ϕ〉|.
By taking the supremum over all k′ ≥ ℓ and φ ∈ Gǫ0(β, γ) with ‖φ‖Gǫ0(x, 2−k′ , β, γ) ≤ 1
together with (5.8), we have
Gℓ(f)(x) ≤ σS+, jℓ (f)(x) + C(1 + σC3)2jn(1/p−1)
{
HL([S+, jℓ (f)]
r)(x)
}1/r
,
which combined with the uniform boundedness of σ yields (5.7).
To prove (5.8), for each Qk, ντ with k ≥ ℓ+ 1, we choose a point yk, ντ ∈ Qk, ντ such that
|Dk(f)(yk, ντ )| ≤ 2 inf
z∈Qk, ντ
|Dk(f)(z)| ≤ 4 inf
z∈Qk, ντ
S+, jℓ (f)(z)
and denote by D(ℓ+1, j) the collection of all such points yk, ντ . Then by Theorem 5.2, we
write
〈f, ϕ〉 =
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
∫
Qk, ντ
D˜∗ℓ (ϕ)(z) dµ(z)mQℓ, ντ (Sℓ(f))
+
∞∑
k=ℓ+1
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )D˜
∗
k(ϕ)(y
k, ν
τ )Dk(f)(y
k, ν
τ ).
Similarly to the proof of (5.3), there exist positive constants β′ ∈ (n(1/p − 1), β) and
C, independent of j, ℓ and D(ℓ+ 1, j), such that for all k ∈ Z and y ∈ X ,
|D˜∗k(ϕ)(y)| ≤ C2−|k−k
′|β′ 1
V2−(k′∧k)(x) + V (x, y)
(
2−(k′∧k)
2−(k′∧k) + d(x, y)
)γ
.
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Then by Lemma 5.2 with r ∈ (n/(n+ β′ ∧ γ), p), we have
|〈f, ϕ〉| .
∞∑
k=ℓ
2−|k−k
′|β′ ∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ ) inf
z∈Qk, ντ
S+, jℓ (f)(z)
× 1
V2−(k′∧k)(x) + V (x, y
k, ν
τ )
(
2−(k′∧k)
2−(k′∧k) + d(x, yk, ντ )
)γ
.
∞∑
k=ℓ
2−|k−k
′|β′2[(k
′∧k)−k]n(1−1/r)2jn(1/r−1)
×
HL
∑
τ∈Ik
N(k, τ)∑
ν=1
∣∣∣∣∣ infz∈Qk, ντ S+, jℓ (f)(z)
∣∣∣∣∣
r
χ
Qk, ντ
 (x)

1/r
. 2jn(1/r−1)
{
HL
(
[S+, jℓ (f)]
r
)
(x)
}1/r
.
Thus (5.8) holds, which gives (i).
To prove (ii), by the fact that S+ℓ (f)(y) ≤ Gℓ(f)(y) for all y ∈ X , we only need to prove
that for any β, γ ∈ (n(1/p − 1), ǫ), there exist r ∈ (n/(n + ǫ), p) and a positive constant
C such that for all ℓ ∈ Z, j > j0 and f ∈ (Gǫ0(β, γ))′,
Gℓ(f) ≤ C2jn(1/r−1)
{
HL([S+ℓ (f)]
r)
}1/r
+ C2−j(ǫ1+n−n/r) {HL([Gℓ(f)]r)}1/r . (5.9)
Assume that (5.9) holds for the moment. Then, by the Lp/r(X )-boundedness of HL,
we have
‖Gℓ(f)‖Lp(X ) ≤ C2jn(1/r−1)‖S+ℓ (f)‖Lp(X ) + C2−j(ǫ1+n−n/r)‖Gℓ(f)‖Lp(X ).
Notice that from the assumption (3.1) and Theorem 3.2 (i), we deduce that ‖Gℓ(f)‖Lp(X ) <
∞. Thus, choosing j large enough such that C2−j(ǫ1+n−n/r) ≤ 1/2, we obtain
‖Gℓ(f)‖Lp(X ) ≤ C2jn(1/r−1)‖S+ℓ (f)‖Lp(X ).
To prove (5.9), for each Qk, ντ with k ≥ ℓ, we pick a point yk, ντ ∈ Qk, ντ such that
|Sℓ(f)(yℓ, ντ )| ≤ 2 inf
z∈Qℓ, ντ
S+ℓ (f)(z)
and for k ≥ ℓ+ 1,
|Dk(f)(yk, ντ )| ≤ 2 inf
z∈Qk, ντ
|Dk(f)(z)| ≤ 4 inf
z∈Qk, ντ
S+ℓ (f)(z).
Denote byD(ℓ, j) the collection of all such points yk, ντ . For any k′ ≥ ℓ and any ϕ ∈ G˚ǫ0(β, γ)
with ‖ϕ‖G˚ǫ0(x, 2−k′ , β, γ) ≤ 1, by Theorem 5.2, we have
〈f, ϕ〉 =
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
∫
Qℓ, ντ
D∗ℓ (ϕ)(y) dµ(y)[mQℓ, ντ (Sℓ(f))− Sℓ(f)(y
ℓ, ν
τ )]
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+
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
∫
Qℓ, ντ
D∗ℓ (ϕ)(y) dµ(y)Sℓ(f)(y
ℓ, ν
τ )
+
∞∑
k=ℓ+1
∑
τ∈Ik
N(k, τ)∑
ν=1
µ(Qk, ντ )D˜
∗
k(ϕ)(y
k, ν
τ )Dk(f)(y
k, ν
τ ) ≡ J1 + J2 + J3.
Similarly to the proofs of (5.8) and (5.2), we have
|J2|+ |J3| . 2jn(1/r−1)
{
HL
(
[S+ℓ (f)]
r
)
(x)
}1/r
.
To estimate J1, observe that there exists a positive constant C, independent of j and
ℓ, such that for all y, z, yℓ, ντ ∈ Qℓ, ντ ,
‖Sℓ(y, ·)− Sℓ(yℓ, ντ , ·)‖Gǫ0(z, 2−ℓ, β, γ) . 2
−jǫ1 ,
which implies that
|m
Qℓ, ντ
(Sℓ(f))− Sℓ(f)(yℓ, ντ )| . 2−jǫ1 inf
z∈Qℓ, ντ
Gℓ(f)(z).
Therefore, by Lemma 5.2 and the fact that 2−ℓ + d(x, y) ∼ 2−ℓ + d(x, yℓ, τν ) for all
y ∈ Qℓ, ντ , we have
J1 . 2
−jǫ1
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
µ(Qℓ, ντ ) inf
z∈Qℓ, ντ
Gℓ(f)(z)
× 1
V2−ℓ(x) + V (x, y
ℓ, τ
ν )
(
2−ℓ
2−ℓ + d(x, yℓ, τν )
)γ
. 2−j(ǫ1+n−n/r)
×
HL
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
[
inf
z∈Qℓ, ντ
Gℓ(f)(z)
]r
χ
Qℓ, ντ
 (x)

1/r
. 2−j(ǫ1+n−n/r) {HL ([Gℓ(f)]r) (x)}1/r .
This gives (5.9) and hence, finishes the proof of Theorem 3.2.
Now we give the proof of Theorem 3.3.
Proof of Theorem 3.3 Assume that ‖Gℓ(f)‖Lp(X ) < ∞ and {Sk}k∈Z is an (ǫ1, ǫ2, ǫ3)-
AOTI. By Theorem 3.1, it suffices to prove that
‖S+(f − Sℓ(f))‖Lp(X ) . ‖Gℓ(f)‖Lp(X )
with a constant independent of f and ℓ. Write
‖S+(f − Sℓ(f))‖Lp(X ) ∼ ‖S+ℓ (f)‖Lp(X ) +
∥∥∥∥∥ supk≥ℓ+1 |SkSℓ(f)|
∥∥∥∥∥
Lp(X )
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+
∥∥∥∥∥supk≤ℓ |Sk(f − Sℓ(f))|
∥∥∥∥∥
Lp(X )
≡ I1 + I2 + I3.
Obviously, I1 . ‖Gℓ(f)‖Lp(X ). Write SkSℓ(y, z) for the kernel of SkSℓ. Let ǫ ∈ (0, ǫ1∧ ǫ2)
and β, γ ∈ (n(1/p − 1), ǫ). Then for any x ∈ X and k ≥ ℓ + 1, by [18, Lemma 3.8], we
have that SkSℓ(x, ·) ∈ Gǫ0(β, γ) and
‖SkSℓ(x, ·)‖G(x, 2−ℓ−1, ǫ, ǫ) . 1
with a constant independent of ℓ, k and f . From this, it follows that I2 . ‖Gℓ(f)‖Lp(X ).
To estimate I3, using Theorem 5.2, for k ≤ ℓ, we have
Sk(I − Sℓ)f(x)
=
∑
τ∈Iℓ
N(ℓ, τ)∑
ν=1
∫
Qℓ, ντ
[Sk(I − Sℓ)D˜ℓ](x, u)dµ(u)mQℓ, ντ (Sℓ(f))
+
∞∑
k′=ℓ+1
∑
τ∈Ik′
N(k′, τ)∑
ν=1
µ(Qk
′, ν
τ )[Sk(I − Sℓ)D˜k′ ](x, yk
′, ν
τ )Dk′(f)(y
k′, ν
τ ).
For any yℓ, ντ ∈ Qℓ, ντ , since |Sℓ(f)(z)| . Gℓ(f)(yℓ, ντ ) for any z ∈ Qℓ, ντ , we further obtain
|m
Qℓ, ντ
(Sℓ(f))| . Gℓ(f)(yℓ, ντ ).
Moreover, for any k′ ≥ ℓ ≥ k and yk′, ντ ∈ Qk
′, ν
τ , by an argument similar to that used in
Case 1 of the proof of [17, Proposition 5.11], we have
|[Sk(I − Sℓ)D˜k′ ](x, yk′, ντ )| . 2−(k
′−k)ǫ 1
V2−k(x) + V (x, y
k′, ν
τ )
(
2−k
2−k + d(x, yk
′, ν
τ )
)ǫ
.
We omit the details here. Thus, for any r ∈ (n/(n+ ǫ), p), we have
|Sk(I − Sℓ)f(x)|
.
∞∑
k′=ℓ
∑
τ∈Ik′
N(k′, τ)∑
ν=1
µ(Qk
′, ν
τ )2
−(k′−k)ǫ 1
V2−k(x) + V (x, y
k′, ν
τ )
×
(
2−k
2−k + d(x, yk
′, ν
τ )
)ǫ
inf
z∈Qk′, ντ
Gℓ(f)(z)
.
∞∑
k′=ℓ
2−(k
′−k)(ǫ+n−n/r)
HL
∑
τ∈Ik′
N(k′, τ)∑
ν=1
[Gℓ(f)]
rχ
Qk
′, ν
τ
 (x)

1/r
.
∞∑
k′=ℓ
2−(k
′−ℓ)(ǫ+n−n/r) {HL ([Gℓ(f)]r) (x)}1/r . {HL ([Gℓ(f)]r) (x)}1/r .
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This implies that
I3 .
∥∥∥{HL ([Gℓ(f)]r)}1/r∥∥∥
Lp(X )
. ‖Gℓ(f)‖Lp(X ),
which completes the proof of Theorem 3.3.
Now we turn to the proof of Theorem 3.4.
Proof of Theorem 3.4 Let ℓ ∈ Z. Then it is quite standard (see, for example, the proof
of [17, Theorem 2.21]) to prove that for any f ∈ Hp,∞ℓ (X ),
‖Gℓ(f)‖Lp(X ) . ‖f‖Hp,∞
ℓ
(X )
with a constant independent of ℓ and f . Observe that if f ∈ ( Lip ℓ(1/p − 1,X ))′, then
f ∈ (Gǫ0(β, γ))′ for ǫ ∈ (n(1/p − 1), 1] and β, γ ∈ (n(1/p − 1), ǫ). Then by Corollary 3.1,
we have Hp,∞ℓ (X ) ⊂ Hpℓ (X ). We omit the details.
On the other hand, if f ∈ (Gǫ0(β, γ))′ and ‖Gℓ(f)‖Lp(X ) <∞, then by Theorem 3.3, we
have f − Sℓf ∈ Hp,∞(X ) and
‖f − Sℓf‖Hp,∞(X ) ∼ ‖S+(f − Sℓ)‖Lp(X ) . ‖Gℓ(f)‖Lp(X ).
Write
Sℓ(f) =
∑
τ∈Iℓ
N(ℓ, ν)∑
ν=1
Sℓ(f)χQℓ, ντ
=
∑
τ∈Iℓ
N(ℓ, ν)∑
ν=1
λℓ, ντ a
ℓ, ν
τ ,
where λℓ, ντ ≡ [µ(Qℓ, ντ )]1/p‖Sℓ(f)‖L∞(Qℓ, ντ ) and a
ℓ, ν
τ ≡ (λℓ, ντ )−1Sℓ(f)χQℓ, ντ . It is easy to see
that {aℓ, ντ }τ∈Iℓ, ν=1, ··· , N(ℓ, ν) are (p, ∞)ℓ-atoms. Since for any z ∈ Qℓ, ντ ,
‖Sℓ(f)‖L∞(Qℓ, ντ ) . Gℓ(f)(z),
we have (
λℓ, ντ
)p
.
∫
Qℓ, ντ
|Gℓ(f)(z)|p dµ(z),
which implies that
∑
τ∈Iℓ
N(ℓ, ν)∑
ν=1
(
λℓ, ντ
)p
.
∑
τ∈Iℓ
N(ℓ, ν)∑
ν=1
∫
Qℓ, ντ
|Gℓ(f)(z)|p dµ(z) . ‖Gℓ(f)‖pLp(X ).
Thus S+ℓ f ∈ Hpℓ (X ) and ‖S+ℓ f‖ . ‖Gℓ(f)‖Lp(X ), which implies that f ∈ Hp,∞ℓ (X ) and
‖f‖Hp,∞
ℓ
(X ) . ‖Gℓ(f)‖Lp(X ). This finishes the proof of Theorem 3.4.
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