We restrict our response to pointing out the main physical, logical and historical errors in the Comment of Schneider et al. [1] . The claims by Schneider et al. contradict exact results obtained by Gibbs [2], Hertz [3, 4] and Khinchin [5], rendering the criticism in Ref.
For completeness, we still address the main errors in the arguments listed under (i)-(vi) in the Comment.
(i) Schneider et al. claim that "The entropy S G is unphysical in the sense that it cannot be computed from the density matrix alone. It furthermore depends on states that are energetically inaccessible to the system." This statement is incorrect because the entropy S G = ln Ω can be computed by simply integrating the normalization constant ω of the microcanonical density operator, ρ = δ(E − H)/ω(E), over the energy to obtain the integrated DoS Ω. Knowledge of Ω is equivalent to knowledge ω. It is simply a matter of personal preference whether one considers cumulative distribution functions (Ω) or densities (ω) as primary objects. The exact results summarized in Ref. [9] further prove that only S G satisfies the zeroth, first and second law simultaneously for the majority of physical systems. The fact that Ω accounts for states with energy < E is key to proving [9] that S G generally satisfies Planck's second law (in contrast to the Boltzmann entropy S B = ln ǫω adopted in Ref. [6] ).
(ii) Schneider et al. claim that "S G cannot be connected to foundational concepts of modern statistical physics based on information theory." This statement is meaningless as it remains unclear what exactly they mean by "foundational concepts of modern statistical physics based on information theory". It seems advisable to focus on arguments that are, at least in principle, falsifiable. Thermodynamics is a physical theory that aims to describe physical systems, which are governed by certain microscopic laws (Hamilton equations, Schrödinger equations, etc.), in terms of conserved charges and symmetry-breaking parameters [10] . A well-posed question is whether or not a certain thermostatistical formalism complies with both the microscopic dynamics and the laws of thermodynamics. This was the motivation for the work of Gibbs [2] and Hertz [3, 4] , who both found that S G achieves exactly this for isolated systems described by the microcanonical ensemble. In some cases, thermodynamic entropies can be identified with popular information measures, and it may be theoretically pleasing when this happens, but there is no conceptual necessity for such an identification. Moreover, one could simply add S G to the long list of information measures [11, 12] , which merely corroborates that item (ii) in Ref. [1] is devoid of substance.
(iii) Schneider et al. state that "In inverted situations the thermodynamic limit of the approach of Dunkel and Hilbert is completely ill defined", citing Ref. [13] in this context. This as well as other statements in Ref. [13] are incorrect [see also item (v) below]. The thermodynamic limit (TDL) of the Gibbs entropy S G is certainly well-defined, it just so happens that the temperature, which is merely one of the many secondary state variables in a microcanonical system diverges in certain energy ranges for certain systems. In the context of inverted systems, this divergence just signals that, on macroscopic scales, population inversion cannot be created by ordinary thermal heating. At the same time, it should be kept in mind that TDLs are artificial mathematical constructs that is useful in the analysis of phase transitions -but any real system is finite and, therefore, characterized by a finite positive Gibbs temperature.
(iv) Schneider et al. state that "S G violates the second law of thermodynamics in the formulation that entropy cannot decrease in an isolated system". This statement is false in several regards, as already discussed in the Supplementary Information of our paper [7] : The thermodynamic entropy S of any isolated system is a function of the energy E and additional control parameters Z (external magnetic fields, etc.). Thus, for any isolated system, which by definition has constant E and Z, the entropy S(E, Z) is constant, implying that the formulation of the second law given by Schneider et al. is wrong. Furthermore, it is not difficult to verify that the Gibbs entropy satisfies Planck's [14] second law for arbitrary continuous DoS, whereas the Boltzmann entropy does not (see Sec. V in Ref. [9] for a detailed discussion).
The 'Gedankenexperiment' narrated by Schneider et al. merely describes a situation in which an otherwise isolated system is allowed to interact temporarily with parts of its environment, whereby the system loses energy to the environment and lowers both its internal energy and its entropy, as correctly predicted by the Gibbs entropy. This process is perfectly consistent with the second law, since the transfer of energy to the environment is accompanied by an entropy transfer (and possibly entropy creation) that increases the entropy of the environment accordingly.
(v) Schneider et al. state that "T G violates that heat should always flow from the hotter (smaller 1/T ) into the colder (larger 1/T ) system." This erroneous heat flow argument repeats similarly incorrect objections in Refs. [13, 15] . It is often naively assumed that temperature tells us in which direction heat will flow when two initially isolated bodies are placed in thermal contact. This heuristic rule-of-thumb works well in the case of 'normal' systems that possess a monotonically increasing DoS ω. But it is not difficult to show that, in general, neither the Gibbs temperature nor the Boltzmann temperature nor any of the other suggested alternatives are capable of specifying uniquely the direction of heat flow when two isolated systems become coupled. One obvious reason is that the microcanonical temperature is not one of the primary thermodynamic state variables of an isolated and, therefore, does not always uniquely characterize the state of an isolated system before it is coupled to another. To illustrate this explicitly, consider as a simple generic example a system with integrated DoS
where ǫ is some energy scale. The associated DoS is non-negative and non-monotonic, ω ≡ ∂Ω/∂E ≥ 0 for all E ≥ 0. As evident from Fig. 1 in Ref. [9] , neither Gibbs nor Boltzmann temperature provide a unique thermodynamic characterization in this case, as the same temperature value T G or T B can correspond to vastly different energy values. When coupling such a system to a second system, the direction of heat flow can be different for different initial energies of the first system even if the corresponding initial temperatures of the first system may be the equal. It is not difficult to see that qualitatively similar results are obtained for all continuous functions ω ≥ 0 that exhibit at least one local maximum and one local minimum on (E, ∞). This ambiguity reflects the fact that the essential control parameter (thermodynamic state variable) of an isolated system is the energy E and not the temperature -this well-known fact [10] appears to have been overlooked in Ref. [1, 13, 15] .
More generally, this means that microcanonical temperatures do not specify the heat flow between two initially isolated systems and, therefore, naive temperature-based heat-flow arguments [1, 13, 15] cannot be used to judge the Gibbs entropy or the Boltzmann entropy or any other entropy. To identify the most appropriate candidate, one must analyze whether or not the different definitions respect the laws of thermodynamics. Such an analysis is presented in Ref. [9] and confirms the conclusions in our paper [7] .
(vi) Schneider et al. claim "T G is inconsistent with T defined for canonical ensembles." As evident from this statement, Schneider et al. implicitly assume an equivalence of microcanonical and canonical ensembles, ignoring the fact that it is well-established through a number of rigorous results that these two ensembles are, in general, not equivalent as they refer to completely different physical situations (isolated systems with conserved energy vs. non-isolated systems with fluctuating energy due to coupling to an infinite bath). The fact that, in a certain energy range, the reduced density matrix takes an approximately exponential form with some parameter β does not imply that 1/β is equal to the thermodynamic temperature of the whole isolated system. The physically and logically correct approach to the thermodynamics of isolated systems is to start from the microcanonical density operator and use an entropy that is consistent with the laws of thermodynamics [2, 9] .
Schneider et al. close their comment by stating that "negative absolute temperatures are a well-established concept, which is not only consistent with thermodynamics, but unavoidable for a consistent description of the thermal equilibrium of inverted populations." The above remarks, combined with the exact results in [2, 5, 9] show, that this statement is incorrect as it is based on several logical errors and false assumptions.
