Abstract-In this paper, we consider a framework for semi-supervised learning using spectral decomposition-based unsupervised kernel design. We relate this approach to previously proposed semi-supervised learning methods on graphs. We examine various theoretical properties of such methods. In particular, we present learning bounds and derive optimal kernel representation by minimizing the bound. Based on the theoretical analysis, we are able to demonstrate why spectral kernel design based methods can improve the predictive performance. Empirical examples are included to illustrate the main consequences of our analysis.
general view of spectral kernel design. Similar spectral kernel design ideas also appeared in [5] , [19] . However, they did not present a graph-based learning formulation (Theorem 3.1 in this paper); nor did they study the theoretical properties of such methods. We focus on two issues for graph kernel learning formulations based on Theorem 3.1. First, we establish the convergence of graph-based semi-supervised learning (when the number of unlabeled data points increases). Second, we obtain a learning bound, which can be used to compare the performance of different kernels. This analysis gives insight into what are good kernels, and why graph-based spectral kernel design is often helpful in various applications. Empirical examples are given to justify the theoretical analysis.
The paper is organized as follows. In Section II we briefly introduce supervised kernel learning formulations. In Section III, we establish a new equivalent formulation of supervised kernel learning on data graphs. This formulation forms the basis of our analysis presented in this paper. Based on this formulation, we show that one can formulate graph-based semi-supervised learning as kernel-design on graphs. The resulting algorithms will be investigated in the subsequent sections. Section IV develops the feature formulation of the graph-based semi-supervised learning algorithm, which we use to show that the algorithm converges when the number of graph nodes goes to infinity. Section V develops a transductive bound for graph-based learning, which we will use later to analyze the effect of spectral kernel design. Section VI presents a model for which spectral kernel design method introduced in the paper is effective. Finally, in Section VII, empirical results are used to validate various aspects of our theoretical results.
II. SUPERVISED KERNEL METHODS
Consider the problem of predicting a real-valued output based on its corresponding input vector . In machine learning, our goal is to estimate a functional relationship from a set of training examples. Usually the quality of a predictor can be measured by a loss function . In the standard machine learning formulation, we assume that the data are drawn from an unknown underlying distribution . Our goal is to find so that the expected true loss of given below is as small as possible where we use to denote the expectation with respect to the true (but unknown) underlying distribution . Typically, one needs to restrict the hypothesis function family size so that a stable estimate within the function family can be obtained from a finite number of samples. Let the training samples be 0018-9448/$25.00 © 2008 IEEE . We assume that the hypothesis function family that predicts based on can be specified with the following kernel method: (1) where is a parameter vector that needs to be estimated from the data, and is a symmetric positive kernel. That is,
, and the Gram matrix is always positive semi-definite.
Definition 2.1: Let
. is an inner product space with norm defined as
Let be the closure of under the norm , which forms a Hilbert space, called the reproducing kernel Hilbert space (RKHS) of . We denote the corresponding norm as . It is well-known and not difficult to check that the norm in Definition 2.1 is well-defined, and it defines an inner product. Further information on reproducing Hilbert spaces can be found in [14] . Definition 2.1 implies that :
where we use to denote the inner product in . Given training data , we can train a predictor by minimizing the empirical loss. However, since the reproducing kernel Hilbert space can be large, it is often necessary to consider a regularized method in order to avoid overfitting (3) where is an appropriately chosen regularization parameter.
Although the minimization is in a Hilbert space , it is wellknown that the solution of (3) can be represented as , and hence, (3) is equivalent to (4) This method changes the possibly infinite dimensional problem (3) into an equivalent finite dimensional problem in terms of the -dimensional vector . Therefore we can solve the problem efficiently. In the literature, is often solved through a different formulation (so-called dual formulation) which can be obtained using convex duality. The formulation is not important for our purpose since we only need to use (4) to define the estimator .
III. SEMI-SUPERVISED LEARNING ON GRAPHS
In this section, we present an equivalence of supervised kernel learning to a specific semi-supervised formulation. Although this representation is implicit in the Gaussian process literature (for example, see [10] ), to the best of the authors' knowledge, the general form of this representation is not well known in the machine learning community. In particular, this equivalence has not been explicitly stated in the previous studies on graph-based semi-supervised learning, although similar observations were made and discussed implicitly ( [4, p. 8] , [20, Sec. II] , and [1] ). As we shall see later, the representation is critical for the purpose of obtaining a better understanding of graph-based semi-supervised learning. Therefore, in spite of its simple proof and its close relationship to the more well-known representer theorem, we shall formally state it here as an independent theorem for future reference.
In our framework, the data graph consists of nodes that are the data points . The edge connecting two nodes and is weighted by , where the kernel function is defined over the graph nodes. The theorem essentially implies that a formulation of graph-based semi-supervised learning is equivalent to the supervised learning method which employs the same kernel. It establishes the transductive graph kernel learning formulation we will study in this paper. As a consequence, we can extend the graph (and the kernel matrix) by including extra points without changing the results on the existing points.
Theorem 3.1 (Graph Kernel Learning):
Consider labeled data and unlabeled data ( ). Consider real-valued vectors , and the following semi-supervised learning method: (5) where is an matrix with . Let be the RKHS of , and be the solution of (3), then Proof: At the optimal solution of (5), we have the following first-order optimality equation (for example, see [12] ):
where denotes a subgradient of with respect to the first component, and denotes the th component of the -dimensional vector . Now we can let for , and for . Substituting the representation into the first-order condition, we obtain a representation of as Using this representation in (5), we obtain the following equivalent optimization problem:
It is easy to check that this optimization problem is equivalent to (4) with . It is worth mentioning that in the theorem, while the kernel function is typically defined everywhere on the input space, the Gram matrix only needs to be defined on the graph. Note that is always positive semidefinite. However, there are two scenarios that require special interpretation.
• is not full rank (singular): the correct interpretation of is where is the identity matrix. If we start with a given kernel and let , then a semi-supervised learning method of the form (5) is equivalent to the supervised method (3).
• is not full rank: in this case, we need an extension of (5), where we replace by with the null-space of , and take to be the pseudo-inverse of . In this case, the component is unregularized. Similarly we should include an unregularized component in (3) and (4) . For simplicity, we will not consider this case here. Observe that if we start with a given kernel and let , then the semi-supervised learning method in the form of (5) is equivalent to the supervised method (3). It follows that for a formulation like (5), one should utilize the unlabeled data to replace by a kernel in (5), or by in (4) . There are various ways to achieve this. For example, one may use unlabeled data to derive better generalization performance bounds, which can then be used to select a kernel from a set of kernels to optimize the bound.
The effect of semi-supervised learning can also be achieved with the following two stage procedure:
• Use unlabeled data to design a kernel .
• Replace by in the supervised formula (4). In other words, the benefit of unlabeled data in this setting is to construct a good kernel based on unlabeled data. At first, this seems strange as it is not clear why one has to design a kernel based on the unlabeled data. However, we will later show that under some assumptions, this is a sensible thing to do.
Some of the previous graph-based semi-supervised learning studies employ the same formulation (5) with replaced by the graph Laplacian operator . We only consider the normalized version here where ( ), and . The transform is to normalize the kernel such that the eigenvalues are in [0, 1]. The parameter is used to ensure that the Laplacian kernel is positive definite (see [17] ).
The equivalence of the graph Laplacian formulation and supervised kernel learning (with kernel matrix ) was not explicitly discussed in the earlier studies. We will show that this equivalence is important for good theoretical understanding because it clarifies the role of unlabeled data and simplifies the analysis (as we will see later in the paper). Based on this formulation, our focus is to understand the behavior of different kernels, and why one kernel is preferred to another. Moreover, by treating graph-based supervised learning as unsupervised kernel-design (see Fig. 1 ), we essentially consider a setting more general than graph Laplacian based methods.
Based on the above discussion, we shall focus on the following unsupervised kernel design-based semi-supervised learning. Although some of the previously proposed graph methods are variants of this algorithm, our analysis still provides useful insights.
In Fig. 1 , we consider a general formulation of semi-supervised learning on data graphs through spectral kernel design. As a special case, we can let in Fig. 1 , where is a rational function, and then . In this special case, we do not have to compute the eigen-decomposition of . Therefore we obtain a simpler algorithm with the in Fig. 1 replaced by (6) The algorithm is described in Fig. 2 . The function can be regarded as a filter function which modifies the spectral of the kernel.
As mentioned earlier, the idea of using spectral kernel design has appeared in [5] although they did not base their method on the graph formulation (5). In [19] , the spectrum of a graph Laplacian was modified to maximize kernel alignment. Although the idea is related, the procedure proposed there is not directly comparable to ours. The semi-supervised learning methods described in Fig. 1 or Fig. 2 are effective only when is a better predictor than in Theorem 3.1; in other words, when the new kernel is better than . In order to gain a good understanding of the behavior of the algorithms, we are interested in the case . Therefore in the next few sections, we investigate the following issues:
• The limiting behavior of in the algorithms as ; that is, whether converges for each .
• Generalization performance of (5).
• Optimal kernel design by minimizing generalization error, and its implications.
• Statistical models under which spectral kernel design-based semi-supervised learning is effective.
IV. FEATURE-SPACE FORMULATIONS
We want to show that as , the semi-supervised algorithm in Fig. 1 is well-behaved. That is, converges as . This is one of the most fundamental issues concerning the semi-supervised learning algorithm proposed in Section III. For example, related issues for the graph Laplacian have been investigated recently in [3] , [6] - [8] . Their results depend on geometric properties of the graph Laplacian, and require the existence of a continuous Laplacian on a well-defined manifold, from which the data are drawn. Due to the more specific assumptions employed, their results cannot be applied to our problem. The analysis presented here relies only on some basic algebraic properties of graph learning. Therefore it applies to situations more general than the graph Laplacian studied earlier. However, our analysis cannot provide any geometric meaning for the limiting solution that the semi-supervised algorithm converges to.
Technically, the behavior at large is easier to understand when we consider the feature space representation, which we shall introduce below. Note that this representation is given here only for the sake of analysis and not for computational purposes. It is well-known that kernel classifiers are equivalent to linear classifiers with data embedded into a high dimensional space (possibly infinite dimensional), which we call feature space. There is a feature representation associated with each data point such that , where we use the standard linear algebra notation on the feature space, and consider features in to be column vectors. In this setting, each function can be regarded as a linear classifier on with weight vector , such that for all , and . It is not difficult to show that the condition implies other properties described above. Therefore, for reference, we shall introduce the following definition of feature space.
Definition 4.1:
A feature space for is a vector representation such that each function corresponds to a weight vector and . For each data point , we define its feature representation as . It is not hard to see that such a feature space exists. Let be a complete orthonormal basis for , then for each , its coordinate with respect to forms a feature vector. One may also loosely regard itself as the feature space. However, it is convenient to distinguish from so that we can work with standard linear algebra notation.
Using the feature space representation, (3) is equivalent to (7) In this setting, a change of kernel can be regarded as a change of feature space. In particular, let be a positive semidefinite matrix on . We may consider the following estimation method: (8) which changes the feature vectors from to . It is easy to see that this method is equivalent to a change of kernel from to . Our goal is to construct so that (8) is equivalent to the graph-based semi-supervised learning methods in Section III. The reformulation is useful since it is more convenient to study the asymptotic behavior of the operator when under the feature space representation (instead of the graph representation). This is because the graphs in Section III grow when increases, while the feature space remains the same.
The analysis given in this section is closely related to kernel principal component analysis. We still consider data for . let . Using this notation, the kernel matrix on ( ) can be represented as . We shall design the matrix in (8) Fig. 4 . This is consistent with the definition of in Fig. 2 .
Therefore we only need to prove the second part. Based on the discussion after (8), we know that the solution of Fig. 3 is equivalent to the solution of (4) with the kernel replaced by
. By Theorem 3.1, on the datagraph, the solution is given by (5) with the kernel Gram matrix replaced by which is consistent with the definition in Fig. 1 . This proves the second part of the theorem. From the reformulation of Fig. 2 as Fig. 4 (and Fig. 1 as Fig. 3 ), we can easily understand the asymptotic behavior of these algorithms when . In this case, we just replace by . The spectral decomposition of corresponds to the feature space PCA. It is clear that if converges, then the feature space algorithm Fig. 4 also converges, which immediately implies the convergence of the solution of Fig. 2 . We state the following result, which is self-evident. It shows that under mild conditions, the semi-supervised learning methods in Fig. 4 and in Fig. 2 are well behaved when .
Theorem 4.2:
Consider a sequence of data drawn from a distribution, with only the first points labeled. Assume when , converges to almost surely, and is a continuous function in the spectral range of . Then the following claims hold for Fig. 4 :
• converges almost surely to . • converges almost surely to .
• converges almost surely.
• With kernel in Fig. 2 , converges almost surely. The theorem says that in the limit, the semi-supervised learning procedure is well-behaved in that the solution converges to a well-defined solution in (8) with a well-defined . However, the geometric meaning of the operator is not examined here. The assumption that converges to almost surely is rather mild. It is essentially a consequence of the strong law of large numbers on vector spaces. Note also that statements similar to those of Theorem 4.2 hold for Figs. 3 and 1 as well. In this case, converges if the eigenvectors converge and the shrinkage factors are bounded.
V. GENERALIZATION ANALYSIS ON GRAPHS
In this section, we study the generalization behavior of the graph-based semi-supervised learning algorithm (5) , and use it to compare different kernels. We will then use this bound to justify the kernel design method given in Section III.
To measure the sample complexity, we consider points for
. We randomly pick distinct integers from uniformly (sample without replacement), and regard it as the labeled training data. We obtain predictive values on the graph using the semi-supervised learning method (5) with the labeled data, and test it on the remaining data (that are not included in the training data). We are interested in the average predictive performance over all random draws.
For clarity, we use a simple complexity analysis and compare expected generalization behavior. We focus on revealing the right quantities that determine the learning complexity, instead of trying to obtain the tightest and most general bound. The proof is given in the Appendix .
Theorem
5.1: Consider for . Assume that we randomly pick distinct integers from uniformly (sample without replacement), and denote it by . Let be the semi-supervised learning method (5) using training data in
If
, and is convex with respect to , then we have
The complexity term in Theorem 5.1 relies on the quantity , which has appeared previously in the literature on related problems (for example, [9] ). We should note that the bound in Theorem 5.1 is not necessarily optimal. For example, for the least squares method or logistic regression, a more refined quantity was suggested in [16] . It is shown that for many problems, the refined quantity leads to the optimal rate of convergence. However, the bound in Theorem 5.1 is simpler and easier to work with. We are mainly interested in whether we can use it to explain the effectiveness of kernel design methods, and what are the implications of the bound. As we shall show in Section VII, the bound leads to observable consequences in practical applications. Therefore the analysis given here is adequate for our purpose (although refinements are possible).
The bound in Theorem 5.1 depends on the regularization parameter in addition to the kernel . In order to compare different kernels, we shall compare bounds with the optimal for each . That is, in addition to minimizing , we also minimize over on the right hand of the bound. Note that in practice, it is often possible to find a near-optimal through cross validation when the amount of training data is not too small. This implies that assuming the optimal in the bound is reasonable for many practical problems. With optimal , we obtain: Corollary 5.1: Under the conditions of Theorem 5.1, assume that we are given the optimal . Then where is the complexity of with respect to kernel .
If we define as in Fig. 1 , then the complexity of a function with respect to is given by
If we believe that a good approximate target function can be expressed as with for some known , then based on this belief, the optimal choice (according to the bound) of the shrinkage factor becomes . That is, we use a kernel where are normalized eigenvectors of . In this case, we have . The eigenvalues of the optimal kernel is thus independent of , but depends only on the spectral coefficient's range of the approximate target function. Since there is no reason to believe that the eigenvalues of the original kernel are proportional to the target spectral coefficient range, if we have some guess of the spectral coefficients of the target, then one may use this knowledge to obtain a better kernel. This justifies why spectral kernel design-based algorithms can be potentially helpful (when we have some information on the target spectral coefficients). In practice, it is usually difficult to have a precise guess of . However, for many applications, we observe in practice that the eigenvalues of kernel decays slower than that of the target spectral coefficients. In this case, our analysis implies that we should use an alternative kernel with faster eigenvalue decay: for example, using instead of . This has a dimension reduction effect. That is, we effectively project the data into the principal components of data. The intuition why this helps is also quite clear: if the dimension of the target function is small (spectral coefficient decays fast), then we should project data to those dimensions by reducing the remaining noisy dimensions (corresponding to fast kernel eigenvalue decay).
In the next section, we use a statistical model to illustrate why in practical problems, the spectral coefficients of the target function often decay faster than the eigenvalues of a natural kernel . In essence, this is due to the fact that the input vector is often corrupted with small amounts of noise. Such noise does not significantly affect the target spectral coefficients, but will flattens the eigenvalues of .
VI. SPECTRAL ANALYSIS
We provide a justification of why spectral coefficients of the target function often decay faster than the eigenvalues of a natural kernel . In essence, this is due to the fact that an input vector is often corrupted with noise. Together with results in the previous section, we know that in order to achieve optimal performance, we may use a kernel with faster eigenvalue decay.
In this section we consider the feature space representation. We show that when the input feature is corrupted with small amounts of random noise, then the eigenvalues of will become flatter, while the spectral coefficients of a reasonable target function will be less affected.
A. Input Noise Model
We consider a statistical model using the feature space notation in Section IV. For simplicity, we assume that . The model we consider here assumes that noise is added to the feature vector . It is worth mentioning that although this model is justifiable for the linear kernel , it may not be the most appropriate model for nonlinear kernels. However, we believe the analysis still provides useful insights for such kernels, although a more complete analysis requires further investigation.
We consider a two-class classification problem in (with the standard -norm inner-product), where the label . We first start with a noise free model, where the data can be partitioned into clusters. Each cluster is composed of a single center point (having zero variance) with label . In this model, assume that the centers are well separated so that there is a weight vector such that and . Without loss of generality, we may assume that and belong to a -dimensional subspace . Let be its orthogonal complement.
Assume now that the observed input data are corrupted with noise. We first generate a center index , and then noise (which may depend on ). The observed input data is the corrupted data , and the observed output is . In this model, let be the center corresponding to , the observation can be decomposed as:
, and . Given noise , we decompose it as where is the orthogonal projection of in , and is the orthogonal projection of in . We assume that is a small noise component; the component can be large but has small variance in every direction.
B. Analysis
Under the model in Section VI-A, we have the following result.
Theorem 6.1:
Consider the data generation model in Section VI-A, with observation and . Assume that is conditionally zero-mean given :
. Let be the spectral decomposition with decreasing eigenvalues ( ). Then the following claims are valid.
• Using the following equations:
we obtain the third claim. In order to relate the above theorem to kernel design methods on graphs, we may use the following simple result. • is a good approximate target when is small. In particular, if , then this function always gives the correct class label.
• The spectral coefficients of decays as That is, on average, target coefficients decay at least as fast as the -th power of the eigenvalues of , if is bounded. Therefore decays faster than (on average) if .
• The eigenvalue can decay slowly when the noise spectral decays slowly:
. This slow decay is caused by noise in the feature vectors. In summary, our analysis implies that if the clean data is well behaved, in the sense that we can find a target weight vector such that is bounded for some , then when the observed data are corrupted with noise, we can find a good approximate target function with spectral coefficients decaying faster than the eigenvalues of the kernel matrix. 
C. Spectral Kernel Design
We showed that if the input data is corrupted with noise, then the spectral coefficient of the target function is likely to decay faster than that of the original kernel. It is thus helpful to use a kernel with faster spectral decay. For example, instead of using , we may use . However, it is may not be easy to estimate the exact decay rate of the target spectral coefficients. In practice, one may use cross validation to optimize the kernel. Another approach is to optimize a learning bound (e.g., Theorem 5.1), which may lead to semi-definite programming formulations [9] .
A kernel with fast spectral decay projects the data into the most prominent principal components. Therefore in this paper, we are interested in designing kernels which can achieve a dimension reduction effect. Although one may use direct eigenvalue computation, an alternative is to use a filter function , as in Fig. 2 . For example, we may consider normalized kernel such that where . A standard normalization method is to use , where is the diagonal matrix with each entry corresponding to the row sums of .
It follows that . We are interested in a function such that when for some , and when (where is close to 1). One such function is to let . This is the function used in various graph Laplacian formulations with normalized Gaussian kernel as the initial kernel . For example, see [17] . The function is plotted against in Fig. 5 (with ). Our analysis suggests that it is the dimension reduction effect of this function that is important, rather than the connection to the graph Laplacian. As we shall see in the empirical examples, other kernels such as , which achieve similar dimension reduction effect (but have nothing to do with the graph Laplacian), also improve performance.
VII. EXPERIMENTS
This section uses empirical examples to demonstrate some consequences of our theoretical analysis. We shall use the MNIST data set and the 20 newsgroup data set, both of which are commonly used by graph-based semi-supervised learning researchers.
A. Data
The MNIST data set 1 consists of hand-written digit image data (representing 10 classes, from digit "0" to "9"). The 20 newsgroup data set consists of documents from 20 newsgroups (representing 20 classes ranging over a variety of topics -computer hardware, sports, and so on). In pre-processing, we removed the header lines (subjects, newsgroup names, senders, and so forth) and common stop words. We use the standard TFIDF term weighting to represent data points. On both data sets, we randomly draw samples, and then regard of them as labeled data, and the remaining as unlabeled test data. 
B. Tested Methods
For simplicity, we use the squared loss throughout the experiments since the resulting formulation has a closed form solution. The method can be handled by a refined version of Theorem 5.1, which leads to the same conclusions as those of Section VI.
We study the performance of various kernel design methods by changing the spectral coefficients of the initial Gram matrix , as in Fig. 1 . Below we write for the new spectral coefficient of the new Gram matrix : i.e., . We study the following kernel design methods (also see [5] ), with a dimension cut off parameter , so that when .
• : sets the first coefficients to 1 and the rest to zero:
if otherwise This was used in spectral clustering [11] .
• Truncated :
if otherwise This method is essentially kernel principal component analysis which keeps the most significant principal components of . • : sets the coefficients to the th power of the initial coefficients:
if otherwise
We set . This accelerates the decay of eigenvalues of .
• Inverse: if otherwise is a constant close to 1 (we used 0.999). When the kernel is normalized by , this is essentially graph Laplacian based semi-supervised learning (e.g., see [17] ).
However, the unnormalized graph Laplacian regularization, corresponding to unnormalized kernels, is typically defined as . It does not correspond to the inverse transformation of defined here. Also note that the graph Laplacian formulation sometimes sets .
• :
if otherwise This is the oracle kernel that optimizes our generalization bound. The purpose of testing this oracle method is to validate our analysis by checking whether a good kernel in our theory actually produces good classification performance on real data. Note that in the figures of spectral coefficients we show averaged over all the classes.
C. Results
Fig . 6 shows the spectral coefficients of the above mentioned kernel design methods and the corresponding classification performance on the MNIST data set. The initial kernel is normalized 25-NN, which is defined as (see previous section), where for two nodes , if either the th example is one of the 25 nearest neighbors of the th example or vice versa; and , otherwise. Note that has nonnegative eigenvalues. As expected, the results demonstrate that the target spectral coefficients " " decay faster than that of the original kernel . Therefore it is useful to use kernel design methods that accelerate the eigenvalue decay. The accuracy plot on the right is consistent with our theory. The oracle kernel " " performs well especially when the dimension cutoff is large. With appropriate dimension , all methods perform better than the supervised base-line (original ) which is below 65%. With appropriate dimension cut-off, all methods perform similarly (over 80%). However, with ( ) is less sensitive to the cutoff dimension than the kernel principal component dimension reduction method . Moreover, the hard threshold method in spectral clustering ( ) is not stable.
Similar behavior can also be observed with other initial kernels. Fig. 7 shows the classification accuracy with the standard Gaussian kernel as the initial kernel , both with and without normalization, on MNIST. We also used different bandwidth to illustrate that the behavior of different methods are similar with different (in a reasonable range). However, we did not try to optimize . Although for unnormalized kernels, "inverse" is not Laplacian, we include it for completeness. We also observe that "inverse" is more sensitive to the bandwidth (and more generally, the initial kernel) than other methods. This is because it requires many eigenvalues of the initial kernel to be close to the largest eigenvalue to achieve good eigenvalue decay behavior. Again, we observe that the oracle method performs extremely well. The spectral clustering kernel is sensitive to the cutoff dimension, while with are quite stable. The standard kernel principal component dimension reduction (method ) performs very well with appropriately chosen dimension cutoff. The unnormalized 25-NN kernel results (Fig. 10 ) also show the similar trend. The experiments are consistent with our theoretical analysis.
Essentially similar results can also be observed on the 20newsgroup data set using various initial kernels. In Figs. 11 and 12, the initial kernels are unnormalized and normalized linear kernel, respectively, which are often used for text categorization. The initial kernels in Figs. 13 and 14 are unnormalized and normalized 5-NN, respectively.
The right half of Fig. 8 plots the spectral coefficients for the input data contaminated by random noise. The noise was generated by randomly choosing and swapping approximately 10% of pixels. Compared with the case without noise (the left half of the same figure), we observe that the random noise "flattens" the eigenvalue curve (method ) while it does not affect the target coefficients " " much. This is in line with our analysis in Section VI-B. In this case, again, it is useful to use kernel design methods that accelerate the eigenvalue decay. As shown in Fig. 9 , the noise degrades the performance of the initial (horizontal line) by 19.1%. The performance of spectral kernel methods is also degraded by noise, but the degradation is as small as 10%.
VIII. CONCLUSION
We investigated a class of graph-based semi-supervised learning methods. By establishing a graph formulation of kernel learning, we showed that this class of semi-supervised learning methods is equivalent to supervised kernel learning with unsupervised kernel design (explored in [5] ). Our formulation is closely related to previously proposed graph learning methods and covers some of them as special cases.
Based on this equivalence formulation, we then studied various theoretical issues for the proposed methods. Firstly, we studied the convergence behavior of the algorithms when the size of unlabeled data set increases. We showed that the methods are well-behaved in the limit under appropriate conditions. We then obtained a generalization bound for graph learning, which we used to analyze the effect of different kernels. In our analysis (which is not necessarily tight), the eigenvalues of the optimal kernel (by minimizing the bound) should decay at the same rate as the target spectral coefficients. In addition, we showed that noise added to the input features can cause the target spectral coefficients to decay faster than the kernel spectral coefficients. Combined with the generalization error bound, our analysis implies that it is helpful to use a kernel with faster spectral decay (than the initial kernel). In conclusion, our analysis explains why it is often helpful to modify the original kernel eigenvalues to achieve a dimension reduction effect.
Finally, we point out that the analysis itself does not provide any data-dependent generalization bound useful for selecting or optimizing kernels (such as what was done in [9] ). It only suggests methods to design kernels with fast eigenvalue decay, but does not indicate which method is better. How to derive a tight bound for directly optimizing eigenvalue decay would be an interesting research direction. Another simpler method, which may be employed in practice when the number of labeled data is not too small, is to select from a set of kernels (such as those suggested in the paper) using cross-validation.
APPENDIX
We prove Theorem 5.1. We shall use the following notation: let be an integer randomly drawn from , and let . Let be the semi-supervised learning method (5) using training data in :
We employ a stability result from [15] , which can be stated in our terminology as
This implies that
It follows that that is not random:
