Abstract-The motion of a car has a vast impact on the relative measurements of all environmental sensors. Consequently, the precise knowledge of the ego-motion of a sensor equipped car is important for higher level signal processing like mapping or the estimation of the target parameters. This can be achieved by multiple simple radar sensors with a single measurement. The range and the velocity measurements conducted by multiple sensors that are observing a common field of view are jointly processed and filtered for stationary targets. This dataset is used to determine the velocity and the yaw rate of the vehicle in the x-and y-plane. An advantage of the proposed approach is the simplicity of the sensors which do not need the capability of angle estimation in the azimuth plane, while still providing comparable results. In addition, this approach works with a minimum number of two sensors.
I. INTRODUCTION
The knowledge of the actual ego-motion of a car is an indispensable presupposition for future advanced driver assistance systems as well as for automated driving. In particular, applications that depend on multiple measurements of an environmental sensor (mm-wave or optical) during the movement or deal with moving targets require the knowledge of the ego-motion. Examples of such applications are grid-mapping, target-tracking, and estimation of the actual target movement (e.g. direction and velocity). Recent trends show a growing number of radar sensors surrounding a car for various tasks. Due to the rapid progress in the integration of radar sensors, cost efficient simple sensors are feasible. For the approach discussed in this publication, radar sensors with only one receive channel are sufficient what allows a very small form factor. This simplifies the placement on a car contour and increases the robustness of the system with respect to sensor failures. In comparison to state-of-the-art radar sensors which utilize angle of arrival estimation techniques to determine the position of a target, the information of the simple sensors is reduced to the range-Doppler domain. The measurements of all sensors with a common field of view are triggered at the same time. After extraction of the range and velocity information of all targets, a joint processing results in the actual motion parameters.
II. SENSOR SETUP AND MAIN EQUATION
The sensors are distributed around the vehicle with at least two sensors on each side to be able to calculate the angles at which the targets are located as shown in Fig. 1 . These angles are needed to relate the radial velocities measured from the targets to the full 2D-motion of the car. In a linear motion case where the car is not exhibiting any rotations, all points on the car contour have the same velocity profile. However, as the car starts rotating, different points on the car have distinct velocity profiles depending on the distance to the pivot of rotation. Therefore, the full 2D-motion of the car is described by the movement of the rear axle midpoint, where v represents the linear motion of the car in m/s and ω represents the car yaw rate in deg/s.
The main equation relating the measured radial velocity from a stationary target to the full 2D-motion of the car is
where i=1, 2, . . . , N j refers to a certain target per sensor and j=1, 2, . . . , M points to the sensor number [2] . The sensor positions are described by (x s , y s ). The measured radial velocity and the calculated azimuth angle are denoted by V r j,i and θ j,i , respectively. It can be seen from (1) that the mounting location of the sensor must be accurately determined to correctly calculate the angles at which the targets are located and also to correctly determine the value of ω if a rotation is exhibited. If the target is moving, the measured radial velocity cannot be used to calculate the ego-motion as it does not only represent the motion of the sensors but also the target movement.
III. EGO-MOTION ESTIMATION
The flowchart shown in Fig. 2 gives an overview about the algorithm used for ego-motion estimation. Each step is detailed in the following subsections. Sensor 1 A. Finding intersection points 
A. Finding Intersection Points
The first step in the algorithm has to be the calculation of the angle at which a target is located. This angle information that is needed to estimate the ego-motion is not provided by a single radar sensor. This is done by first finding the target locations through a bilateration process, in which range data is used to find intersection points. If the range measurements taken from two different sensors belong to the same target, the resulting target intersection point correctly represents a real position. However, if the range data used in the bilateration process belong to two different targets, the resulting intersection point does not represent any real target. This intersection point is referred to as a false point. After finding an intersection point, the angle between this point and the sensor is calculated, and the corresponding measured radial velocity is assigned.
B. Calculating Angles
Since two sensors are involved in finding an intersection point, each intersection point gives two sets of data. Each data set includes the sensor location, the angle between the intersection point and the sensor, and the radial velocity corresponding to the range information used in finding the intersection point. By inserting this data set in (1), the only unknowns remaining are ω, v x , v y , which represent the velocity profile of the car. At least three equations are needed to be able to estimate the full 2D-motion of the car.
As mentioned before, not all equations will result in estimating the correct velocity profile. This is due to false points which have incorrect angles as they do not point to real targets in the scene and due to intersection points related to moving targets as their measured radial velocities do not represent the cars motion. For this reason, data filtering needs to take place before the ego-motion can be estimated. Here, this is done by using the RANdom SAmple Consensus (RANSAC) algorithm [3] . This algorithm has the advantage of extracting the largest number of points that follow a linear model without the need of any information about the number of valid points and their behaviors. Therefore, in any scene an assumption is made, that the points belonging to stationary targets are the largest number of points which have the same behaviors.
C. Data Filtering
To emphasize the importance of the data filtering on the estimated ego-motion, a simulation is done where a car is moving with a forward speed of 10 m/s. By directly calculating the velocity profile parameters given all data points, the result is ω=−44.3 deg/s, v x =−7.91 m/s, v y =-0.22 m/s. As observed, the result is far from the ground truth with a significant margin, rendering this method to estimate the egomotion useless. By applying the RANSAC algorithm, the egomotion is calculated based on only the inlier points, which are shown in Fig. 4 . This results in the estimated velocity profile being equal to ω=1.3 deg/s, v x =10.02 m/s, v y =0.006 m/s, which is very close to the ground truth. This proves that the RANSAC algorithm is necessary for a correct estimation of the model parameters within an acceptable margin as it removes intersection points of moving and false points that affect the estimation of the ego-motion of the car. The algorithm is used to find the best fit for a set of data with outliers. It is based on two main steps. First, the outliers are removed, and afterwards the best fit is calculated only for the inliers. The algorithm iterates taking the minimum number of data points required to calculate the model parameters. Then it checks the number of inliers based on the proposed model. A data point is counted as an inlier if it falls within a specified threshold from the model. To understand how the RANSAC algorithm works and why some set of points were chosen as inliers, the behavior of the data points needs to be observed. Some data points follow the ground truth, within a certain error threshold, while others have entirely different behaviors. The task is now to extract the data points that follow the ground truth without having any prior knowledge about the ground truth behavior. RANSAC does that by first randomly choosing the minimum number of points needed to build a model, then the number of data points that agree with this model, within a certain error threshold, are counted. The error threshold must be chosen large enough to accommodate the error in the inlier data points, but if chosen too large some points that not represent the model are considered and will result in an incorrect best-fit calculation. This process is repeated N times, where in each iteration a new set of points is chosen and again a model is built and the number of points agreeing with this model are counted. In the end, the largest number of data points that agree with the same model are chosen.
To ensure the success of the algorithm, the number of iterations N should be chosen high enough to guarantee that with a probability p at least one of the random sets chosen does not include an outlier. If the probability of selecting an inlier in the data set is u and the number of data points chosen in each iteration is m, with
the minimum number of iteration N to ensure success with a probability p can be calculated as
D. Calculating the Velocity Profile
After filtering the dataset, the car ego-motion is calculated based on only the inliers chosen by the RANSAC algorithm.
The model parameters are fit using the Least SQuare (LSQ) estimation. The LSQ regression is optimum to use for the application discussed in this paper as the dataset is usually much larger than the number of model parameters [4] . Although there are better algorithms that give more accurate results, the LSQ still performs very well with a much lower complexity, making it suitable for real time applications. The main disadvantage of LSQ regression is its sensitivity to outliers, however, this is not a problem in the presented algorithm as the RANSAC applied in the previous step ensures the removal of all outliers.
The function of the data that can be fit using a LSQ regression should have the form
By comparing (4) to (1), it is observed that the model parameters are β 0 =0, β 1 =ω, β 2 =v x , β 3 =v y , and the independent variables x i are x 1 =−y . . .
(5) Combining all M sensors, the system of equations relating the measured radial velocities of targets V r from all sensors to the velocity profile parameters Vp at the reference point is expressed as
. . .
Calculating a model fit with the LSQ assumes that the error is only contained in the measured variable, and thus calculates a fit that minimizes the error with respect to the measured variable. This is however not true in the presented case, as the variable θ j,i is also calculated from the measured target ranges which contain errors. Here, the Orthogonal Distance Regression (ODR) estimator might lead to better results at higher computation time.
IV. SIMULATIONS RESULTS
The performance of the algorithm is tested by simulating a car once with two sensors on each side separated by a distance of 2 meters, and again by three sensors on each side separated by a distance of 1 meter. The effect of two parameters on the performance is tested. First, the bandwidth is varied from 1 GHz to 2 GHz while the observation time is kept at 12.8 ms, then the observation time is varied from 0.8 ms to 25.6 ms while the bandwidth is kept at 2 GHz. In both simulations two different velocity profiles are tested. In case A, the simulation is run with v x =10 m/s, v y =0 m/s and ω=0 deg/s. In case B, the simulation is carried out with v x =10 m/s, v y =0.1 m/s and ω=5 deg/s. The results of both tests are presented in the Tables I and II in terms of the Root Mean Square Error (RMSE) of v x and ω. As expected the performance for both sensor settings with different vehicle motions improves significantly with the increase in the observation time and bandwidth. This is due to the fact that by increasing the observation time, the radial velocity resolution is improved. Similarly, by increasing the bandwidth the range resolution is improved. This simulation does not regard the fact that an increasing observation time might lead to a slightly worse performance due to range cell migration errors than what is shown in Table I . A second observation is that an addition of a rotation and a side slip have a negligible influence on the results. The reason for this is the estimator used in the algorithm, that has 3 Degrees Of Freedom (DOF).
V. COMPARISON TO MEASUREMENTS The function of the algorithm is tested with measurement data that was captured during a linear motion.
The measurement is conducted utilizing three 77 GHz radar sensors that are mounted at a height over ground of 60 cm on the right side of a car. The distance between the middle sensor and the rear sensor is 0.87 m, while the front sensor is detached by 1.87 m. The sensors are operated with a chirpsequence modulation covering a bandwidth of 1 GHz and 24.3 ms observation time. All sensors are pointing to the side, while the car is moving linearly with a velocity of 5.03 m/s, estimated by a GNSS+IMU system. Overall 10 radar targets are distributed over an area of 4 m times 6 m. All targets that are detected by a OS-CFAR algorithm are processed. VI. CONCLUSION The proposed algorithm utilizes simple single-channel radar sensors to estimate the ego-motion of the car. The algorithm is able to extract valid points out of all range intersection points of a measurement. A setup with just 3 sensors and low velocity and range resolutions gives a good 2 DOF estimation of the movement. Future measurements will examine the 3 DOF estimation utilizing more sensors on both sides of the car to minimize the estimation error.
