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Abstract
A notion of constrained least energy is dened for functions mapping a subset of Euclidean space to the circle. Under
appropriate hypotheses, existence of such constrained least energy functions is proved. Finally, an integral bound is proved
for functions nearly minimizing the constrained energy. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 49Q20; 49Q05; 58E12; 35A150
1. Introduction
Let 
Rn be a closed set with nonempty interior 
 and with Ln(
n 
)=0. A function u :
! R
with
R

 jDuj dLn <1 is said to be of least gradient ifZ


jDuj dLn6
Z


jDvj dLn
holds whenever v :
 ! R is equal to u outside of some compact subset of 
. A key fact about
functions of least gradient is that the boundaries of their superlevel sets and their sublevel sets are
area minimizing hypersurfaces (see [2]). This connection between functions of least gradient and
area minimizing hypersurfaces can be exploited in both directions. For example, in [11,13], facts
known about area minimizing hypersurfaces were used to obtain results concerning functions of least
gradient. Conversely in [6,7], numerical approximation of functions of least gradient was used to
approximate area minimizing hypersurfaces. (The papers [6,7] present the theory. Implementation of
the method appeared in [8].)
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Both [6,7] required that the given boundary | for which an area minimizing surface was sought
| must lie on the boundary of a convex set. This restriction is often not met. Unfortunately, the
Dirichlet problem for functions of least gradient on nonconvex domains may fail to have a solution.
For example when n=3, boundary curves of hypersurfaces may even be knotted or linked (cf. [10]),
and the least-gradient method of Parks [6,7] is not applicable for boundary curves that do not lie on
the boundary of a convex set. While various alternative methods are available for application in this
situation (n=3) | the extremely general covering space approach of Brakke [3], the duality approach
in the thesis of Sullivan [12], and the modication of the least gradient method in our previous work
[9,10] | none of these alternative methods provides the strong approximation properties of Parks
[6,7].
As a possible means around this restriction, Almgren et al. [1] suggested that functions u :
! S1
be considered, where S1 = R2 \ fx: jxj = 1g. The integral to be minimized remains R
 jDuj dLn,
but is termed an energy integral to be consistent with [1] and to distinguish it from the previously
considered gradient integral. A function that minimizes the energy integral is said to be of least
energy.
In this paper, we will prove two theorems that should be important in generalizing [6,7] along
the lines suggested in [1]. It must be noted that the powerful aproximation results in [6,7] relied
on the existence of a Lipschitz function 2 of the least gradient. The results of Almgren et al. [1]
might lead one to consider least energy functions on the complement of the given boundary, but
since such functions are necessarily singular, we believe it will be more fruitful to consider least
energy functions on 
 where 
 is the complement of a tubular neighborhood of the given boundary.
Further, we will seek a function that is of least energy subject to the constraint that its Lipschitz
bound not exceed a xed number M .
Our rst main result is an existence theorem for such constrained minimizers. We use the direct
method in the calculus of variations. It should also be possible to give an alternative proof using
the methods of Sternberg et al. [14]. Our second main result is the analogue for such constrained
least energy functions of the crucial estimate Theorem 11 of Parks [6].
2. Notation
2.1. The domain
We assume 
Rn, n>3, is a closed set having a nonempty interior 
. Additionally, we assume
(1) 
n 
 is bounded,
(2) Ln(
n 
) = 0.
Remark 2.1. The anticipated applications of our results are to the problem of approximating an area
minimizing surface spanning a given (n−2)-dimensional boundary B. In this case, 
 would be taken
to be the complement of a tubular neighborhood of B. More precisely, if B is an (n−2)-dimensional
2 We will always mean Lipschitz of order one.
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integral current [i.e., B 2 In−2(Rn)] with @B= 0, then

 = Rn \ fx: dist(x; spt B)>g
for some > 0.
2.2. The circle group S
2.2.1. The group S and distance function dS
We will denote R=Z by S. Topologically S is equivalent to the circle
S1 = R2 \ fx: jxj= 1g:
For all x 2 R, the equivalence class of x in S will be denoted by x^. Thus we have
x^ = fx + k: k 2 Zg:
The mapping sending x to x^ will be denoted by S.
We dene a distance function dS :S S! R by setting
dS(x^; y^) = inffjx0 − y0j: x0 2 x^; y0 2 y^g
= inffjx − y − kj: k 2 Zg:
Remark 2.2. Of course, S forms a group under addition and is a ring over the integers. Multiplica-
tion of elements of S by arbitrary real numbers is not well dened. The important integral estimate
of Section 4 depends on averaging two functions with values in S. The average is well dened, in
that instance, only because the two functions being averaged are homotopic.
2.3. Energy
2.3.1. S-valued functions
For an open subset U Rn, by using the distance function dS, it makes sense to say that f :U !
S is a Lipschitz function or a locally Lipschitz function.
2.3.2. Derivatives
For an open set U Rn and a locally Lipschitz function f :U ! S, we dene Df(x) 2 Rn for
Ln-almost all x 2 U as follows: By [4, III.4.2], for any open ball V U , there exists a continuous
function g :V ! R such that
fjV =S  g: (1)
In fact, g is a locally Lipschitz function, so Dg exists Ln-almost everywhere in V . For x 2 V such
that Dg(x) exists, we set Df(x) =Dg(x). Since (1) determines g up to a constant, we see that Df
is well-dened.
2.3.3. Energy of a function
Given a locally Lipschitz function f :U ! S, the energy of f, denoted by E(f), is dened by
E(f) =
Z
U
jDf(x)j dLnx: (2)
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This is essentially the energy E1(f) of Almgren et al. [1]. The only dierence is a factor of 2 that
arises in [1] because those authors consider maps into S1 instead of maps into S= R=Z.
2.4. Lipschitz functions
2.4.1. The distance function d

We will use a special distance function which is dened by
d
(p; q) = inffH1():  is an arc in 
 from p to qg: (3)
This agrees with the distance function used in [14].
2.4.2. Lipschitz constants
Let C be a closed subset of 
. For f :C ! S, we set
LipC(f) = inffM : dS[f(p); f(q)]6Md
(p; q) holds for all p; q 2 Cg: (4)
2.4.3. The Lipschitz function class L(M;K; f)
Given M>K > 0 and f :
! S such that Lip
(f)6K , we dene
L(M;K; f)
to be the class of all functions u :
! S such uj@
 = fj@
, u is homotopic to f, and Lip
(u)6M .
3. Solution of the constrained least energy problem
3.1. The (M;K; f) constrained least energy problem
We x M>K > 0 and f :
 ! S with Lip
(f)6K . The (M;K; f) constrained least energy
problem is to nd a function u 2 L(M;K; f) such that E(u) = inffE(v): v 2 L(M;K; f)g. Note
that the constraint is the Lipschitz condition. The constrained least energy problem is similar to the
constrained least gradient problem considered by Sternberg et al. in [14].
Lemma 3.1. There exists u 2L(M;K; f) with E(u)<1.
Proof. Choose R1> 0 so that 
n 
fx: jxj<R1g. Dene  :Sn−1 ! S by setting (x) = f(R1x),
where Sn−1 =Rn\fx: jxj=1g. By Bredon [4, III.4.3],  is homotopic to a constant, so we can nd
an s0 2 S and a continuous H : [0; 1]Sn−1 ! S such that H (0; x) =(x) and H (1; x) = s0, for all
x 2 Sn−1.
Dene 1 :Rnnf0g ! S by setting
1(x) =
8<
:
H (0; x=jxj) if 0< jxj61;
H (jxj − 1; x=jxj) if 16jxj62;
H (1; x=jxj) if 26jxj:
Using a dieomorphism between S and S1R2, one can dene a process of smoothing and thus
obtain a Lipschitz function 2 :Rn \ fx: jxj> 12g ! S with dS[1(x); 2(x)]< 12 for all x 2 Rn \fx: jxj> 12g and with 2(x) = s0 for all x 2 Rn \ fx: jxj> 32g.
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Let  :Rn ! R be a smooth function such that 06(x)61 for all x, (x) = 1 if jxj6 12 , (x) = 0
if jxj>1. We dene 3 :Rn \ fx: jxj> 12g ! S as follows: Given x with jxj> 12 , let s; t 2 R be such
that s^ = 1(x), t^ = 2(x), and js − tj = dS[1(x); 2(x)]. Then set 3(x) = [(x)s + (1 − (x))t]^.
Because dS[1(x); 2(x)]< 12 , 3(x) is well dened. Note that 3 is a Lipschitz function (using
the standard Euclidean distance on Rn \ fx: jxj> 12g), 3(x) = f(2R1x) if jxj= 12 , and 3(x) = s0 ifjxj> 32 . Let L denote the Lipschitz constant of 3.
For R>R1, dene uR :
! S, by setting
uR(x) =
8<
:
f(x) if jxj6R1;
f(R1x=jxj) if R16jxj6R;
3(x=(2R)) if R6jxj:
Since Lip
(uR)6maxfLip
(f); L=Rg, we can choose R large enough that u = uR 2 L(M;K; f).
Since u is constant outside a compact set, we have E(u)<1.
Denition 3.2. For F :
  [0; 1]! R dene F :
! R as follows:
For each p 2 
; let p : [0; 1]! R be continuous and such that
S  p(t) = F(p; t);
where, as in Section 2.2.1, S is the canonical projection. By Bredon [4, III.4.2], such a map p
exists and, in fact, is uniquely determined by the choice of p(0). We set
F(p) = p(1)− p(0): (5)
Because any two choices of p dier by an integer constant, the value of F is well dened.
Lemma 3.3. If F :
  [0; 1] ! R is locally lipschitzian; then F is locally lipschitzian. More
precisely; if @
U(0; r);
 =maxfLip
\B(0;r)F(; 0); Lip
\B(0;r)F(; 1)g
and V 
 \ B(0; r) is arcwise connected and has d
-diameter less than 1=(2); then
jF(p2)− F(p1)j62d
(p2; p1) (6)
holds for p1; p2 2 V .
Proof. Let V be arc connected and assume the diameter of V is less than 1=(2). Let p1; p2 2 V
be arbitrary.
Let  : [0; 1] ! V be an arc connecting p1 to p2 in V . Denote the image of  by  . Apply the
Lifting Theorem of Bredon [4, III.4.2] to F restricted to   [0; 1] to obtain p(t) that is continuous
as a function of (p; t) 2    [0; 1].
We have
F(p1) = p1 (1)− p1 (0)
and
F(p2) = p2 (1)− p2 (0)
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and thus
F(p2)− F(p1) = (p2 (1)− p1 (1))− (p2 (0)− p1 (0)):
Note that
dS[F((s); 1); F(p1; 1)]6d
((s); p1)< 1=2 for all s 2 [0; 1]:
It follows that
j(s)(1)− p1 (1)j= dS[F((s); 1); F(p1; 1)] for all s 2 [0; 1]:
Thus we have
jp2 (1)− p1 (1)j= dS[F(p2; 1); F(p1; 1)]6d
(p2; p1):
Similarly, we see that
jp2 (0)− p1 (0)j= dS[F(p2; 0); F(p1; 0)]6d
(p2; p1)
holds. Consequently, we have
jF(p2)− F(p1)j6 jp2 (1)− p1 (1)j+ jp2 (0)− p1 (0)j
6 2d
(p2; p1):
Theorem 3.4 (Closure under uniform convergence). Let M>K > 0 and f :
 ! S be such that
Lip
(f)6K . If fuig is a sequence of functions in L(M;K; f) which converges uniformly to u :
!
S; then u 2L(M;K; f).
Proof. It is trivial that uj@
=fj@
 and Lip
(u)6M . It remains to show closure of L(M;K; f) under
homotopy. For each i, let Fi :
  [0; 1]! S be such that
Fi(p; 0) = f(p);
Fi(p; 1) = ui(p)
hold for all p 2 
.
For each i, dene Gi :
  [0; 1]! S by setting
Gi(p; t) = Fi(p; 0) +S  Fi(p)
for each (p; t) 2 
 [0; 1]. By Lemma 3.3, the functions Gi have a common Lipshitz bound on any
compact subset of 
. Thus we may use a diagonal argument to pass to a subsequence that converges
to a function G :
  [0; 1]! S that is a homotopy between f and u.
Theorem 3.5 (Lower semicontinuity of energy). Let M>K > 0 and f :
 ! S be such that
Lip
(f)6K . If fuig is a sequence of functions in L(M;K; f) which converges uniformly to u 2
L(M;K; f); then
E(u)6 lim inf
i!1
E(ui):
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Proof. It suces to show that for all suciently large r,Z
U(0;r)\

jDuj dLn6 lim inf
i!1
Z
U(0;r)\

jDuij dLn:
Fixing an r so that @
U(0; r), we observe thatZ
U(0;r)\

jDuj dLn = lim
#0
Z
U(0;r)\

q
2 + jDuj2 dLn
and for all > 0Z
U(0;r)\

q
2 + jDuij2 dLn6L[U(0; r)] +
Z
U(0;r)\

jDuijLn:
Thus it will suce to show thatZ
U(0;r)\

F(Du) dLn6 lim inf
i!1
Z
U(0;r)\

F(Dui) dLn:
where F :Rn ! R is a positive, smooth convex function.
Following the method of proof of Miranda [5, Theorem 4.1], convexity of F gives us
F(Dui)−F(Du)>
nX
j=1
DjF(Du)Dj(ui − u);
so it suces to show
lim inf
i!1
Z
U(0;r)\

nX
j=1
DjF(Du)Dj(ui − u) dLn>0:
To do this, we x > 0 and let 1; 2; : : : ; n be smooth real-valued functions supported in U(0; r)\

 such thatZ
U(0;r)\

nX
j=1
jj − DjF(Du)j dLn6:
Then we haveZ
U(0;r)\

nX
j=1
DjF(Du)Dj(ui − u) dLn
>
Z
U(0;r)\

nX
j=1
j Dj(ui − u) dLn − 2M:
Departing now from Miranda [5], we write Dj(ui − u) =Dj(Fi), where Fi is a homotopy from u
to ui. We apply Green's Formula to obtainZ
U(0;r)\

nX
j=1
j Dj(ui − u) dLn=
Z
U(0;r)\

nX
j=1
j Dj(Fi) dLn
=−
Z
U(0;r)\

Fi
nX
j=1
Djj dLn:
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Because ui converges uniformly to u, we see thatZ
U(0;r)\

nX
j=1
Dj(ui − u)j dLn >− 
holds for all suciently large i. Thus we have
Z
U(0;r)\

nX
j=1
DjF(Du)Dj(ui − u) dLn>− (2M + 1):
Since > 0 was arbitrary, the result follows.
Theorem 3.6 (Existence of constrained minimizer). Let M>K > 0 and f :
 ! S be such that
Lip
(f)6K . Then there exists a a function u 2 L(M;K; f) such that E(u) = inffE(v): v 2
L(M;K; f)g; i.e.; u is a solution to the the (M;K; f) constrained least energy problem.
Proof. It is clear from the equicontinuity of the functions in L(M;K; f) and the fact that the
boundary data is xed that any sequence of functions in L(M;K; f) will have a subsequence that
is uniformly convergent. The conclusion of the theorem then follows from the direct method in the
calculus of variations using Theorems 3.4 and 3.5.
4. Integral bounds
One of the key facts of Parks [6,7] was the integral bound given in Theorem 11 of Parks [6]. An
essential ingredient in the proof is the averaging of two functions. In the context of functions with
values in S, such averaging is generally not possible. Nonetheless, we show in the next subsection
that a pair of homotopic functions can be averaged. In the subsection thereafter, we obtain the
generalization of Parks [6, Theorem 11].
Denition 4.1. If f; g :
! S are homotopic, then the average of f and g, denoted avg(f; g), is a
function from 
 to S dened as follows: Let F :
  [0; 1]! S be continuous and such that
F(p; 0) = f(p) for p 2 
;
F(p; 1) = g(p) for p 2 
:
For any p 2 
; let p : [0; 1]! R be continuous and such that
S  p(t) = F(p; t);
where, as in Section 2.2.1, S is the canonical projection. By Bredon [4, III.4.2], such a map p
exists and, in fact, is uniquely determined by the choice of p(0). We set
avg(f; g)(p) =S

p(0) + p(1)
2

: (7)
Because any two choices of p dier by an integer, the value of avg(f; g) is well dened.
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Remark 4.2. (1) Note also that it is clear that avg(f; g) is also homotopic to f (and to g), as can
be seen by considering avg(f; F(; t)).
(2) Under reasonable assumptions on 
, if f and g are both locally Lipschitz with constant M ,
then so is avg(f; g).
(3) If f :
!S is locally Lipschitz with constant M , then Lip
(f)6M . This is seen by considering
arcs connecting points in 
.
Lemma 4.3. If f; g :
! S are homotopic and
maxfLip
(f);Lip
(g)g6M;
then
Lip
(avg(f; g))6M:
Proof. The result follows immediately from Remark 4.2(2) and (3).
Theorem 4.4 (Integral bounds). Let M>K > 0 and f :
 ! S be such that Lip
(f)6K; and let
u 2 L(M;K; f) be a solution of the (M;K; f) constrained least energy problem. For each > 0;
if v 2L(M;K; f) with
E(v)6E(u) + ;
then Z


jDuj jDvj − Du  Dv dLn62M:
Proof. Let w = avg(u; v). By the above, we know w 2L(M;K; f), so
E(u)6E(w):
Setting
= 2−1(jDuj+ jDvj);
 = jDwj;
we have
2 − 2 = 2−1(jDuj jDvj − Du  Dv):
BecauseZ


2 − 2 dLn6sup(+ )
Z


−  dLn;
we obtain
(4M)−1
Z


jDujjDvj − Du  Dv dLn6
Z


[2−1(jDuj+ jDvj)− jDwj] dLn
6 2−1(E(u) + E(v))− E(w)
6 2−1((E(u) + (E(u) + ))− E(u)
= 2−1:
The result follows.
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