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Abstract
Peng (2006) initiated a new kind of central limit theorem under sub-
linear expectations. Song (2017) gave an estimate of the rate of convergence
of Peng’s central limit theorem. Based on these results, we establish a new
kind of almost sure central limit theorem under sub-linear expectations
in this paper, which is a quasi sure convergence version of Peng’s central
limit theorem. Moreover, this result is a natural extension of the classical
almost sure central limit theorem to the case where the probability is no
longer additive. Meanwhile, we prove a new kind of strong law of large
numbers for non-additive probabilities without the independent identically
distributed assumption.
Keywords: Central limit theorem, law of large numbers, non-additive
probability, sub-linear expectation.
1 Introduction
In recent years many interesting extensions of classical probability limit theorems
involving log average and log density have been obtained. The basic result and
starting point of these investigations is the almost sure central limit theorem es-
tablished by Brosamler [8] and Schatte [25]. Let δ(x)(·) denote the Dirac measure
for x ∈ R and N(0, 1)(·) denote the standard normal distribution on R. Then
the following result is the Theorem 1.2 in [8]:
Let {Xn}∞n=1 be a sequence of independent identically distributed random variables
on a probability space (Ω,F , P ) with EX1 = 0, EX21 = 1 and E|X1|2+2α <∞ for
some α > 0, then P -a.s.
lim
n→∞
1
log n
n∑
k=1
1
k
δ
(
Sk√
k
)
= N(0, 1), (1)
1
where Sk =
∑k
i=1Xi and the convergence is weak convergence of measures on R.
Because of∫
fd
(
1
log n
n∑
k=1
1
k
δ
(
Sk√
k
))
=
1
log n
n∑
k=1
1
k
f
(
Sk√
k
)
,
by Portmanteau Theorem (see Theorem 2.1 in [7]), (1) is equivalent to that for
any bounded and continuous function f , we have
lim
n→∞
1
logn
n∑
k=1
1
k
f
(
Sk√
k
)
=
∫
fdN(0, 1). (2)
Combining above equivalent relation, it follows from Theorem 11.3.3 in [13] that
(1) is equivalent to (2) holds for all bounded and Lipschitz continuous functions.
Later, Lacey and Philipp [18] proved the almost sure central limit theorem
only assume that {Xn}∞n=1 are independent identically distributed with EX1 = 0,
EX21 = 1. The use of the logarithmic mean looks perhaps peculiar, but it is
essentially the only summation method that works (see Remark (d) in [18]). For
example, arithmetic means are not suitable for making the sequence
{
δ
(
Sn√
n
)}∞
n=1
weakly convergent to the standard normal distribution almost surely (see Theo-
rem 1 in [25]). Berkes and Dehling [6] revealed that if {Xn}∞n=1 are independent
identically distributed, then the almost sure central limit theorem is equivalent
to the corresponding ordinary central limit theorem. However, it is different for
some general situations, see Berkes [3], Berkes and Csa´ki [4], Berkes and Dehling
[5], [6]. These papers showed that every weak limit theorem (not only the central
limit theorem) for independent random variables has an analogous almost sure
version.
The key of these classical results are the theory of weak convergence and the
additivity of the probabilities and expectations. However, such additivity as-
sumption is not reasonable in many areas of applications, especially in economy
and finance, because many uncertain phenomena can not be well modeled us-
ing additive probabilities or additive expectations, see for example, Artzner et
al. [1], Avellaneda et al. [2], El Karoui et al. [14], Gilboa [15] and Lyons [19].
There are several different theories to deal with the uncertainty, such as imprecise
probability (see [26]), capacity theory (see [16]), possibility theory (see [12]) and
fuzzy measure theory (see [27]). In this paper, we use the framework of sub-
linear expectation introduced by Peng [20]-[24]. Motivated by the risk measures,
superhedge pricing and modelling uncertainty in finance, Peng initiated a lot of
studies of independent identically distributed random variables, G-normal dis-
tribution and G-Brownian motion under sub-linear expectations (see [20]-[24]).
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These notions may be far-reaching in the sense that it is not based on a classical
probability space given a priori.
One of the most important results given by Peng is the following central limit
theorem under the sub-linear expectation which is a simplified version of Theorem
3.5 (the moment condition due to Remark 3.8) in Chapter II of [24]:
Let {Xn}∞n=1 be a sequence of independent identically distributed random variables
under sub-linear expectation E, with E[X1] = E[−X1] = 0 and E[|X31 |] <∞. Set
Sn =
∑n
i=1Xi. Then for all bounded and Lipschitz continuous function f : R →
R,
lim
n→∞
E
[
f
(
Sn√
n
)]
= E˜ [f(ξ)] ,
where ξ is a G-normal distributed random variable under sub-linear expectation
E˜ with G(a) = 1
2
E[aX21 ], a ∈ R.
Peng proved it by using the unique viscosity solution of a non-linear parabolic
partial differential equation as the distribution of G-normal random variables.
Recently, Song [28] gave an estimate of the rate of convergence of Peng’s cen-
tral limit theorem for an independent but not necessarily identically distributed
sequence of random variables under sub-linear expectation.
Hence, it is natural to think whether it is possible to have an analogous almost
sure version of Peng’s central limit theorem? In this paper, we will find function
f such that (3) holds
ν
(
lim
n→∞
1
log n
∑
k≤n
1
k
f
(
Sk√
k
)
= E˜ [f(ξ)]
)
= 1, (3)
where ν is the lower probability generated by the sub-linear expectation E.
Motivated by Lacey and Philipp [18], we will prove (3) through the following
strong law of large numbers,
ν
(
lim sup
N→∞
1
N
N∑
l=1
Zl ≤ 0
)
= 1, (4)
where Zl :=
∑
4l−1≤k<4l
ξk
k
, ξk := f(
Sk√
k
) − Ef( Sk√
k
). Chen [9] established a strong
law of large numbers
ν
(
µ ≤ lim inf
n→∞
∑n
l=1 Zl
n
≤ lim sup
n→∞
∑n
l=1 Zl
n
≤ µ
)
= 1, (5)
when {Zl}∞l=1 are independent identically distributed under E with E[Z1] = µ
and −E[−Z1] = µ. Chen et al. [10] established an extension strong law of large
numbers under exponential independence. Unfortunately, the {Zl}∞l=1 in (4) are
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neither independent nor exponential independent under E, thus we give a strong
law of large numbers without independence but with some moment conditions
in section 3. This strong law of large numbers drives us to verify whether the
{Zl}∞l=1 in (4) satisfy the moment conditions. So, we restrict the test functions f
in (3) to be elements in linear space H = {f ∈ Cb,Lip(R) : E˜[f(ξ)] = −E˜[−f(ξ)]]}.
Hu [17] considered different moment conditions to prove the law of large numbers
in sub-linear expectation spaces.
This paper is organized as follows. In section 2, we introduce some basic
concepts and lemmas in the sub-linear expectation theory which will be used
in the sequel. In section 3, we give a new kind of strong law of large numbers
for non-additive probabilities under some moment conditions. In section 4, we
investigate the almost sure central limit theorem in sub-linear expectation spaces.
2 Preliminaries
We adopt the framework and notations in Peng [23] and [24]. Let (Ω,F) be
a given measurable space and H be a linear space of real measurable functions
defined on (Ω,F) such that ifX1, . . . , Xn ∈ H then f(X1, . . . , Xn) ∈ H , for each
f ∈ Cb,Lip(Rn), where Cb,Lip(Rn) denotes the space of all bounded and Lipschitz
continuous functions on Rn.
Definition 2.1 A sub-linear expectation E on H is a functional E : H → R
satisfying the following properties: for all X, Y ∈ H , we have
(a) Monotonicity: E[X ] ≥ E[Y ], if X ≥ Y ;
(b) Constant preserving: E[c] = c, for c ∈ R;
(c) Sub-additivity: E[X + Y ] ≤ E[X ] + E[Y ];
(d) Positive homogeneity: E[λX ] = λE[X ], for λ ≥ 0.
The triple (Ω,H ,E) is called a sub-linear expectation space.
By Lemma 2.4 in Peng [23], a functional E defined on (Ω,H ) is a sub-linear
expectation if and only if there exists a family of linear expectations (finite addi-
tive) {Eθ : θ ∈ Θ} such that E[X ] = supθ∈ΘEθ[X ], for all X ∈ H . In the sequel,
we will consider each Eθ is generated by a σ-additive probability measure, that
is
E[X ] = sup
P∈P
EP [X ], for all X ∈ H ,
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where P is a set of σ-additive probability measures and EP is the expectation
with respect to P . Then, we define the upper probability V and lower probability
ν by
V(A) = sup
P∈P
P (A), ν(A) = inf
P∈P
P (A), for all A ∈ F .
It is easy to check that V is continuous from below and ν is continuous from
above, in other words, V(An) ↑ V(A) if An ↑ A, and ν(An) ↓ ν(A) if An ↓ A,
where An, A ∈ F , n ≥ 1.
Definition 2.2 A set A is a polar set if V(A) = 0 and a property holds quasi-
surely if it holds outside a polar set.
Definition 2.3 (i) Let X1 and X2 be two n-dimensional random vectors defined
respectively in sub-linear expectation spaces (Ω1,H1,E1) and (Ω2,H2,E2). They
are called identically distributed, denoted by X1
d
= X2 if
E1[f(X1)] = E2[f(X2)], for all f ∈ Cb,Lip(Rn).
(ii) In a sub-linear expectation space (Ω,H ,E), a random vector Y ∈ H n is
said to be independent to a random vector X ∈ H m under E if for each test
function f ∈ Cb,Lip(Rm+n) we have
E[f(X,Y )] = E
[
E[f(x,Y )]
∣∣
x=X
]
,
whenever f(x) := E [|f(x,Y )|] <∞ for all x and E [|f(X)|] <∞.
(iii) A sequence of random variables {Xn}∞n=1 is said to be independent, if
Xn+1 is independent to (X1, . . . , Xn) for each n ≥ 1.
Next, we recall four lemmas which will be used in the following two sections.
Lemma 2.1 (Rosenthal’s inequality) (Lemma 3.1 in Zhang [29]). Let {X1, . . . , Xn}
be a sequence of independent random variables in (Ω,H ,E). If E[Xk] = E[−Xk] =
0, k = 1, · · · , n, then for p ≥ 2, we have
E
[
max
k≤n
|Sk|p
]
≤ Cp
2

n∑
k=1
E[|Xk|p] +
(
n∑
k=1
E[|Xk|2]
)p/2 ,
where Cp is a positive constant depending only on p.
Lemma 2.2 (Chebyshev’s inequality) (Proposition 2.1(2) in Chen et al. [11]).
Let g(x) > 0 be any given even function on R and nondecreasing on (0,∞). Then
for any x > 0,
V(|X| ≥ x) ≤ E[g(X)]
g(x)
.
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Lemma 2.3 (Borel-Cantelli lemma) (Lemma 2.2 in Chen et al. [11]). If∑∞
n=1V(An) <∞, then
V
( ∞⋂
k=1
∞⋃
n=k
An
)
= 0.
Lemma 2.4 (Ho¨lder’s inequality) (Proposition 2.1(1) in Chen et al. [11]).
For p, q > 1 with 1
p
+ 1
q
= 1, we have
E|XY | ≤ (E|X|p) 1p (E|Y |q) 1q .
3 Strong law of large numbers for non-additive
probabilities
In order to distinguish the basic sequence {Xn}∞n=1 in the almost sure central limit
theorem, we let {Zl}∞l=1 denote a sequence of random variables in the sub-linear
expectation (Ω,H ,E). Set Tn :=
∑n
l=1 Zl, for n ≥ 1. We have the following law
of large numbers under some general moment conditions.
Theorem 3.1 For all n ≥ 1 and n1 ≤ n2, if
E[Tn] ≤ 0,
E[T 2n ] ≤M0 · n + [ETn]2, (or E[T 2n ] ≤ M0 · n),∑n2
l=n1
E(Z2l ) ≤ M1 · (n2 − n1 + 1),
where M0 and M1 are positive constants, then
ν
(
lim sup
n→∞
Tn
n
≤ 0
)
= 1.
Proof. Since E[Tn] ≤ 0 and E[T 2n ] ≤ M0 · n + [ETn]2, by the sub-additivity
and positive homogeneity of E, we have
E
[
(Tn − E[Tn])2
]
= E
[
T 2n + (ETn)
2 − 2TnE[Tn]
]
≤ E[T 2n ] + (ETn)2 − 2E[Tn]E[Tn]
= E[T 2n ]− (ETn)2
≤M0 · n.
By Chebyshev’s inequality (Lemma 2.2), for any ǫ > 0, we have
V
(∣∣∣∣Tn − ETnn
∣∣∣∣ > ǫ) ≤ E[(Tn − ETn)2]n2ǫ2 ≤ M0nǫ2 .
6
Hence, for the subsequence {n2}∞n=1,
∞∑
n=1
V
(∣∣∣∣Tn2 − ETn2n2
∣∣∣∣ > ǫ) ≤ ∞∑
n=1
M0
n2ǫ2
<∞.
Due to Borel-Cantelli Lemma (Lemma 2.3), we have
V
( ∞⋂
k=1
∞⋃
n=k
{∣∣∣∣Tn2 − ETn2n2
∣∣∣∣ > ǫ}
)
= 0.
Since V is continuous from below, we have
V
(
lim sup
n→∞
Tn2 − ETn2
n2
> 0
)
≤ V
(⋃
ǫ>0
∞⋂
k=1
∞⋃
n=k
{∣∣∣∣Tn2 − ETn2n2
∣∣∣∣ > ǫ}
)
= lim
ǫ↓0
V
( ∞⋂
k=1
∞⋃
n=k
{∣∣∣∣Tn2 − ETn2n2
∣∣∣∣ > ǫ}
)
= 0.
Because of E[Tn2 ] ≤ 0, we have{
lim sup
n→∞
Tn2
n2
> 0
}
⊆
{
lim sup
n→∞
Tn2 − ETn2
n2
> 0
}
.
Thus by the monotonicity of V, we have
V
(
lim sup
n→∞
Tn2
n2
> 0
)
= 0. (6)
Define Dn := maxn2≤k<(n+1)2 |Tk − Tn2 |, then
E[D2n] = E
[(
max
n2≤k<(n+1)2
|Tk − Tn2 |
)2]
= E
 max
n2<k<(n+1)2
∣∣∣∣∣
k∑
l=n2+1
Zl
∣∣∣∣∣
2

≤ E
[
max
n2<k<(n+1)2
(k − n2)
k∑
l=n2+1
Z2l
]
≤ (2n+ 1)E
 (n+1)2∑
l=n2+1
Z2l

≤ (2n+ 1)
(n+1)2∑
l=n2+1
E[Z2l ] ≤M1(2n+ 1)(2n+ 1) ≤M2 · n2,
where M2 is a positive constant. By Chebyshev’s inequality (Lemma 2.2), we
have
V(Dn > n
2ǫ) ≤ E[D
2
n]
n4ǫ2
≤ M2
n2ǫ2
.
7
Hence,
∞∑
n=1
V(Dn > n
2ǫ) ≤
∞∑
n=1
M2
n2ǫ2
<∞.
By Borel-Cantelli Lemma (Lemma 2.3), we have
V
( ∞⋂
k=1
∞⋃
n=k
{
Dn
n2
> ǫ
})
= 0.
It follows from the continuity from below and monotonicity of V that
V
(
lim sup
n→∞
Dn
n2
> 0
)
= V
(⋃
ǫ>0
{
lim sup
n→∞
Dn
n2
> ǫ
})
= lim
ǫ↓0
V
(
lim sup
n→∞
Dn
n2
> ǫ
)
≤ lim
ǫ↓0
V
( ∞⋂
k=1
∞⋃
n=k
{
Dn
n2
> ǫ
})
= 0.
That is
V
(
lim sup
n→∞
Dn
n2
> 0
)
= 0. (7)
For n2 ≤ k < (n + 1)2,
Tk
k
≤ Tn2
n2
+
Dn
n2
.
We deduce from (6) and (7) that
V
(
lim sup
n→∞
Tn
n
> 0
)
≤ V
(
lim sup
n→∞
Tn2
n2
> 0
)
+ V
(
lim sup
n→∞
Dn
n2
> 0
)
= 0,
thus
ν
(
lim sup
n→∞
Tn
n
≤ 0
)
= 1.
Therefore, the proof of Theorem 3.1 is completed. ✷
4 Almost sure central limit theorem in sub-linear
expectation space
In this section, we consider the almost sure central limit theorem for an in-
dependent but not necessarily identically distributed sequence of random vari-
ables. For a random variable X in a sub-linear expectation space (Ω,H ,E) with
8
E[X ] = E[−X ] = 0, set β :=
√
E[X2]√
−E[−X2] and σ :=
√
E[X2]+
√
−E[−X2]
2
to character-
ize the variances of a random variable X under a sublinear expectation space.
Throughout this section, the random variable sequence is supposed to satisfy the
following two assumptions:
Assumption 1 The sub-linear expectation spaces (Ω,H ,E) and (Ω˜, H˜ , E˜) con-
sidered in this section satisfy that for all X ∈ H (or H˜ ) and fn ∈ Cb,Lip(R),
fn ↓ 0 we have E(or E˜)[fn(X)] ↓ 0.
Assumption 2 Fixed the ratio β ≥ 1 of variances as a constant, the sequence
{Xi}∞i=1 is a sequence of independent random variables in any fixed sub-linear
expectation space (Ω,H ,E) with E[Xi] = E[−Xi] = 0, σi =
√
E[X2i ] and σi =√
−E[−X2i ], for i ≥ 1, and 0 < inf
i≥1
σ2i ≤ sup
i≥1
σ2i <∞. For n ≥ 1, denote S0 = 0,
Sn =
n∑
i=1
Xi and σn :=
σn+σn
2
, βn :=
σn
σn
≡ β, Bn :=
√
n∑
i=1
σ2i , Wn :=
Sn
Bn
.
A Random variable ξ isG-normal distributed (denoted by ξ ∼ N(0, [σ2, σ2]))
under a sub-linear expectation E˜, if and only if for any f ∈ Cb,Lip(R), the function
u(t, x) = E˜
[
f
(
x+
√
tξ
)]
(x ∈ R, t ≥ 0) is the unique viscosity solution of the
following G-heat equation{
∂tu−G (∂2xxu) = 0, (x, t) ∈ R× (0,∞),
u(0, x) = f(x),
where G(a) = 1
2
E˜[aξ2], a ∈ R, is determined by the variances σ¯2 := E˜[ξ2] and
σ2 := −E˜[−ξ2]. If σ¯2 = σ2, then G-normal distribution is just the classical normal
distribution N(0, σ¯2).
Let
H := {f ∈ Cb,Lip(R) : E˜[f(ξ)] = −E˜[−f(ξ)]},
where ξ is G-normal distribution under the sub-linear expectation E˜. It is easy
to check that H is a linear space, that is, if f1, f2 ∈ H, then af1 + bf2 ∈ H, for
all a, b ∈ R. In particular, if f ∈ H, then af + b ∈ H, for all a, b ∈ R.
Lemma 4.1 (Theorem 5.1 in Song [28]). Let {Xi}∞i=1 satisfy Assumption 1 and
2, then there exist a constant α ∈ (0, 1) depending on β, and a constant Cα,β > 0
depending on α, β such that for any n ≥ 1,
sup
|f |Lip≤1
∣∣∣∣E [f (Wn)]− E˜ [f(ξ)] ∣∣∣∣ ≤ Cα,β sup
1≤i≤n
{
E[|Xi|2+α]
σ2+αi
(
σi
Bn
)α}
,
9
where ξ is G-normal distribution under E˜ with the fixed β and
√
E˜[ξ2] = 2β
1+β
,√
−E˜[−ξ2] = 2
1+β
.
Theorem 4.1 Under Assumption 1 and 2, for the α in Lemma 4.1, if sup
i≥1
E[|Xi|2+α] <
∞, then for any f ∈ H, we have
ν
(
lim
n→∞
1
log n
∑
k≤n
1
k
f (Wk) = E˜ [f(ξ)]
)
= 1, (8)
where ξ is G-normal distribution under E˜ with the fixed β and
√
E˜[ξ2] = 2β
1+β
,√
−E˜[−ξ2] = 2
1+β
.
We leave the proof of Theorem 4.1 at the end of this section. The following
theorem is the main result of this paper.
Theorem 4.2 (Almost Sure Central Limit Theorem) Under Assumption 1
and 2, for the α in Lemma 4.1, if sup
i≥1
E[|Xi|2+α] <∞, we have
ν
(
lim
n→∞
1
logn
∑
k≤n
1
k
f (Wk) = E˜ [f(ξ)] , for any f ∈ H
)
= 1, (9)
where ξ is G-normal distribution under E˜ with the fixed β and
√
E˜[ξ2] = 2β
1+β
,√
−E˜[−ξ2] = 2
1+β
.
Proof. Let {fm}∞m=1 be a countable dense subset of H under ‖ · ‖∞. For any
f ∈ H, there exists a subsequence of {fm}∞m=1, denoted by {fmi}∞i=1, such that
fmi → f under ‖ · ‖∞ as i→∞. Therefore, for any ǫ > 0, there exists an integer
i1(ǫ) ≥ 1 such that for all i > i1(ǫ), we have
sup
x∈R
|fmi(x)− f(x)| < ǫ.
Define
Am :=
{
ω : lim
n→∞
1
log n
∑
k≤n
1
k
fm(Wk(ω)) = E˜[fm(ξ)]
}c
and A :=
∞⋃
m=1
Am.
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According to Theorem 4.1, we have V(Am) = 0, then V(A) ≤
∑
m≥1V(Am) = 0,
that is
ν(Ac) = ν
( ∞⋂
m=1
{
ω : lim
n→∞
1
log n
∑
k≤n
1
k
fm (Wk(ω)) = E˜ [fm(ξ)]
})
= 1.
Fix any ω ∈ Ac, for all m ≥ 1, we have
lim
n→∞
1
logn
∑
k≤n
1
k
fm (Wk(ω)) = E˜ [fm(ξ)] .
Hence, for i > i1(ǫ), by the sub-additivity of E˜, we have
lim sup
n→∞
∣∣∣∣∣ 1log n∑
k≤n
1
k
f(Wk(ω))− E˜[f(ξ)]
∣∣∣∣∣
≤ lim sup
n→∞
∣∣∣∣∣ 1log n∑
k≤n
1
k
f(Wk(ω))− 1
log n
∑
k≤n
1
k
fmi(Wk(ω))
∣∣∣∣∣
+ lim sup
n→∞
∣∣∣∣∣ 1logn∑
k≤n
1
k
fmi(Wk(ω))− E˜[fmi(ξ)]
∣∣∣∣∣+ ∣∣∣E˜[fmi(ξ)]− E˜[f(ξ)]∣∣∣
≤ lim sup
n→∞
1
log n
∑
k≤n
1
k
|f(Wk(ω))− fmi(Wk(ω))|+ E˜ [|fmi(ξ)]− f(ξ)|]
≤ 2ǫ.
Due to the arbitrariness of ǫ, we have
lim
n→∞
1
log n
∑
k≤n
1
k
f(Wk(ω)) = E˜[f(ξ)].
Notice that f is an arbitrary function in H, so
Ac ⊆
{
ω : lim
n→∞
1
logn
∑
k≤n
1
k
f (Wk(ω)) = E˜ [f(ξ)] , for any f ∈ H
}
.
Therefore, equality (9) is directly deduced from the monotonicity of ν and ν(Ac) =
1. The proof of Theorem 4.2 is completed. ✷
From Theorem 4.2, we can easily get the following corollary which is a version
of almost sure central limit theorem in Peng’s sense.
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Corollary 4.1 Under Assumption 1, let {Xi}∞i=1 be a sequence of independent
and identically distributed random variables under a sub-linear expectation E with
E[X1] = E[−X1] = 0, σ¯ =
√
E[X21 ] ≥
√
−E[−X21 ] = σ > 0 and E[|X1|3] < ∞.
For k ≥ 1, setting Sk =
k∑
i=1
Xi, then
ν
(
lim
n→∞
1
log n
∑
k≤n
1
k
f
(
Sk√
k
)
= E˜ [f(ξ)] , for any f ∈ H
)
= 1,
where ξ is G-normal distribution under E˜ with G(a) = 1
2
(σ2a+ − σ2a−).
Remark 4.1 If the expectation E in Theorem 4.2 is the classical linear expec-
tation, that is P = {P} is a singleton set, then we have H = Cb,Lip(R) and
ν = P . It means that Theorem 4.2 is a fairly neat extension of classical almost
sure central limit theorem in [8].
We will prove Theorem 4.1 by using the strong law of large numbers (Theorem
3.1). So we firstly give the following four lemmas. For all k, l, n ≥ 1, let ξk :=
f(Wk)− Ef(Wk), Zl :=
∑
4l−1≤i<4l
ξi
i
and Tn :=
∑n
l=1 Zl.
Lemma 4.2 For all f ∈ H, there exist two positive constants M3,M4 such that
E[ξjξk] ≤ M3 ·
(
j
k
) 1
2
+M4 ·
(
1
k
)α
2
,
where j ≤ k and α is the constant in Lemma 4.1.
Proof. For j ≤ k, let rkj := Sk−SjBk . By Ho¨lder’s inequality (Lemma 2.4) and
Rosenthal’s inequality (Lemma 2.1), we have
Bk · E
[∣∣∣∣SkBk − rkj
∣∣∣∣] = E [|Sj |] ≤√E [|Sj|2] ≤√C2j · sup
i≥1
σ2i ,
where C2 is the constant in Lemma 2.1. Then for all f ∈ Cb,Lip(R), j ≤ k, by the
definition of Bk, we have
E
∣∣∣∣f (Wk)− f(rkj )∣∣∣∣ ≤ ‖f‖LE [∣∣∣∣SkBk − rkj
∣∣∣∣] ≤ ‖f‖L( jk
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
, (10)
where ‖f‖L is the Lipschitz constant of f . By the sub-additivity of E, we have∣∣∣∣E[f(rkj )]− E [f (Wk)] ∣∣∣∣ ≤ E∣∣∣∣f(rkj )− f (Wk) ∣∣∣∣. (11)
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Since f is bounded, there exists a positive constant Mf such that |f | ≤ Mf .
Due to (10) and (11), for all j ≤ k, we have
E[ξjξk]
= E {[f (Wj)− Ef (Wj)] [f (Wk)− Ef (Wk)]}
= E
{
[f (Wj)− Ef (Wj)]
[
f (Wk)− Ef (Wk)− [f(rkj )− Ef(rkj )] + [f(rkj )− Ef(rkj )]
]}
≤ E{[f (Wj)− Ef (Wj)] [f (Wk)− f(rkj )]}
+E
{
[f (Wj)− Ef (Wj)]
[
Ef(rkj )− Ef (Wk)
]}
+E
{
[f (Wj)− Ef (Wj)] [f(rkj )− Ef(rkj )]
}
≤ 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ E
{
[f (Wj)− Ef (Wj)] [f(rkj )− Ef(rkj )]
}
≤ 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ E
{
[f (Wj)− Ef (Wj)]+ E[f(rkj )− Ef(rkj )]
+ [f (Wj)− Ef (Wj)]− E[−f(rkj ) + Ef(rkj )]
}
= 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ E
{
[f (Wj)− Ef (Wj)]− E[−f(rkj ) + Ef(rkj )]
}
≤ 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ 2Mf [E[f(r
k
j )] + E[−f(rkj )]]
where the penultimate inequality is deduced from f(rkj ) being independent of
13
f (Wj) under E. It follows from (11) that
E[ξjξk] ≤ 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ 2Mf
{
E[f(rkj )]− E [f (Wk)]
+ E [f (Wk)] + E [−f (Wk)]− E [−f (Wk)] + E[−f(rkj )]
}
≤ 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ 2Mf
{
E
[|f(rkj )− f (Wk) |]
+ E [f (Wk)] + E [−f (Wk)] + E
[|f (Wk)− f(rkj )|]}.
Moreover, by (10) and E˜ [f(ξ)] = −E˜ [−f(ξ)], we have
E[ξjξk]
≤ 4Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+2Mf
2‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ E [f (Wk)] + E [−f (Wk)]

≤ 8Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+2Mf
{
E [f (Wk)]− E˜ [f(ξ)] + E˜ [f(ξ)]− E˜ [−f(ξ)] + E˜ [−f(ξ)] + E [−f (Wk)]
}
≤ 8Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ 4MfCα,β sup
1≤i≤k
E[|Xi|2+α]
σ2+αi
(√∑k
i=1 σ
2
i
σi
)α
≤ 8Mf‖f‖L
(
j
k
) 1
2
√√√√√C2 supi≥1 σ2i
inf
i≥1
σ2i
+ 4MfCα,β
(
1
k
)α
2 supi≥1 E[|Xi|2+α]
(inf i≥1 σ2i )
α
2
+1
:= M3 ·
(
j
k
) 1
2
+M4 ·
(
1
k
)α
2
,
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where the penultimate inequality is deduced from Lemma 4.1. Therefore, the
proof of this lemma is completed. ✷
Lemma 4.3 For all f ∈ H, there exist two positive constants M3,M4 such that
EZlZm ≤ 9M3 · 2l−m + 9M4 · 2α(1−m),
where l < m, α, M3 and M4 are the constants in Lemma 4.2.
Proof. For l < m, it follows from Lemma 4.2 that
EZlZm = E
 ∑
4l−1≤i<4l
ξi
i
∑
4m−1≤j<4m
ξj
j

≤
∑
i,j
E[ξiξj]
ij
≤M3
∑
i,j
(
i
j
) 1
2
ij
+M4
∑
i,j
(
1
j
)α
2
ij
= M3
∑
i,j
1
i
1
2 j
3
2
+M4
∑
i,j
1
ij1+
α
2
≤ 9M3 4
l−14m−1
2l−123(m−1)
+ 9M4
4m−1
4(m−1)(1+
α
2
)
= 9M32
l−m + 9M42α(1−m).
Thus, we complete the proof of Lemma 4.3. ✷
Lemma 4.4 For any n1 ≤ n2, there exists a positive constant M5 such that
n2∑
l=n1
E[Z2l ] ≤M5 · (n2 − n1 + 1).
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Proof. By Lemma 4.2 we have
n2∑
l=n1
E[Z2l ] =
n2∑
l=n1
E
 ∑
4l−1≤i<4l
ξi
i
2 = n2∑
l=n1
E
 ∑
4l−1≤i<4l
ξ2i
i2
+ 2
∑
4l−1≤i<j<4l
ξiξj
ij

≤
4n2−1∑
j=4n1−1
E
ξ2j
j2
+ 2
n2∑
l=n1
∑
4l−1≤i<j<4l
M3(
i
j
)
1
2 +M4 ·
(
1
j
)α
2
ij
≤
4n2−1∑
j=4n1−1
4M2f
j2
+ 2M3
n2∑
l=n1
∑
4l−1≤i<j<4l
1
i
1
2 j
3
2
+ 2M4
n2∑
l=n1
∑
4l−1≤i<j<4l
1
ij1+
α
2
≤
∞∑
j=1
4M2f
j2
+ 2M3
n2∑
l=n1
9 + 2M4
n2∑
l=n1
9 · 2α(1−l)
≤
∞∑
j=1
4M2f
j2
+ 4(M3 +M4)
n2∑
l=n1
9
≤M5 · (n2 − n1 + 1).
Hence, the proof of Lemma 4.4 is completed. ✷
Lemma 4.5 For all n ≥ 1, there exists a positive constant M6 such that
E[T 2n ] ≤ M6 · n.
Proof. According to Lemma 4.3 and Lemma 4.4, we have
E[T 2n ] = E
[
n∑
l=1
Z2l + 2
∑
1≤l<m≤n
ZlZm
]
≤
n∑
l=1
EZ2l + 2
∑
1≤l<m≤n
E[ZlZm]
≤M5n+ 18M3
∑
1≤l<m≤n
2l−m + 18M4
∑
1≤l<m≤n
2α(1−m)
≤M5n+ 18M3(n− 1)
n−1∑
m=1
1
2m
+ 18M4(n− 1)2α
n∑
m=1
1
2αm
≤M5n+ 18M3(n− 1)
∞∑
m=1
1
2m
+ 18M4(n− 1)2α
∞∑
m=1
1
2αm
=M6n.
This completes the proof of Lemma 4.5. ✷
Now, we turn to the proof of Theorem 4.1.
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Proof. [Proof of Theorem 4.1] For each f ∈ H, if the following equality holds
ν
(
lim sup
n→∞
1
log n
∑
k≤n
1
k
f (Wk) ≤ E˜ [f(ξ)]
)
= 1, (12)
then
ν
(
lim inf
n→∞
1
log n
∑
k≤n
1
k
f (Wk) ≥ −E˜ [−f(ξ)]
)
= 1,
since −f ∈ H. Therefore (8) holds, that is
ν
(
lim
n→∞
1
logn
∑
k≤n
1
k
f (Wk) = E˜[f(ξ)]
)
= 1.
So we only need to prove (12).
By Lemma 4.1, we have
lim
k→∞
E [f (Wk)] = E˜[f(ξ)].
Hence, for any ǫ > 0, there exists K > 0, such that for all k > K,
E˜[f(ξ)]− ǫ ≤ E [f (Wk)] ≤ E˜f(ξ) + ǫ,
and
1
logn
∑
K≤k≤n
1
k
(E˜[f(ξ)]−ǫ) ≤ 1
log n
∑
K≤k≤n
1
k
E [f (Wk)] ≤ 1
logn
∑
K≤k≤n
1
k
(E˜[f(ξ)]+ǫ).
Note that
lim
n→∞
1
log n
∑
K≤k≤n
1
k
= 1,
we have
lim
n→∞
1
log n
∑
K≤k≤n
1
k
E [f (Wk)] = E˜f(ξ),
and
lim
n→∞
1
log n
∑
k≤n
1
k
Ef (Wk) = lim
n→∞
1
log n
∑
k≤K
1
k
Ef (Wk)+ lim
n→∞
1
logn
∑
K≤k≤n
1
k
Ef (Wk) = E˜f(ξ).
Therefore, (12) is equivalent to
ν
(
lim sup
n→∞
1
log n
∑
k≤n
1
k
f (Wk) ≤ lim
n→∞
1
logn
∑
k≤n
1
k
Ef (Wk)
)
= 1,
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which is equivalent to
ν
(
lim sup
n→∞
1
logn
∑
k≤n
1
k
(f (Wk)− E [f (Wk)]) ≤ 0
)
= 1.
Let ξk := f (Wk)− Ef (Wk), then (12) is equivalent to
ν
(
lim sup
n→∞
1
logn
∑
k≤n
1
k
ξk ≤ 0
)
= 1,
which is equivalent to
ν
(
lim sup
n→∞
1
log4 n
∑
k≤n
1
k
ξk ≤ 0
)
= 1.
Let N := log4 n, then (12) is equivalent to
ν
(
lim sup
N→∞
1
N
N∑
l=1
Zl ≤ 0
)
= 1,
where Zl :=
∑
4l−1≤k<4l
ξk
k
, for all l ≥ 1. For all n ≥ 1, let Tn :=
∑n
l=1 Zl, then
(12) is equivalent to
ν
(
lim sup
n→∞
Tn
n
≤ 0
)
= 1.
It is easy to check that
E[Tn] ≤
n∑
l=1
E[Zl] ≤
n∑
l=1
∑
4l−1≤k<4l
E[ξk]
k
=
n∑
l=1
∑
4l−1≤k<4l
E[f(Wk)− Ef(Wk)]
k
= 0.
By Lemma 4.4 and Lemma 4.5, we have
∑n2
l=n1
E(Z2l ) ≤ M5 · (n2 − n1 + 1) and
E[T 2n ] ≤ M6 · n, for all n2 ≥ n1 and n ≥ 1. Therefore, equality (12) can be
deduced from Theorem 3.1. The proof of Theorem 4.1 is completed. ✷
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