One of the most relevant problems in artificial intelligence is allowing a synthetic device to perform inductive reasoning, i.e. to infer a set of rules consistent with a collection of data pertaining to a given real world problem. A variety of approaches, arising in different research areas such as statistics, machine learning, neural networks, etc., have been proposed during the last 50 years to deal with the problem of realizing inductive reasoning.
techniques in the area of Inductive Logic Programming (Boytcheva, 2002; Quinlan & Cameron-Jones, 1995) .
A novel methodology, adopting proper algorithms for logic synthesis to generate the set of rules pertaining to a given collection of data (Hong, 1997; Boros et al., 1997; Boros et al., 2000; Sanchez et al., 2002; Muselli & Liberati, 2000) , has been recently proposed and forms the subject of the present chapter. In particular, the general procedure followed by this class of methods will be outlined in the following sections, analyzing in detail the specific implementation followed by one of these techniques, Hamming Clustering (Muselli & Liberati, 2002) , to better comprehend the peculiarities of the rule generation process.
BACKGROUND
Any logical combination of simple conditions can always be written as a Disjunctive Normal Form (DNF) of binary variables, each of which takes into account the fulfillment of a particular condition. Thus, if the inductive reasoning to be performed amounts to making a binary decision, the optimal set of if-then rules can be associated with a Boolean function f that assigns the most probable output to every case.
Since the goal of methods for logic synthesis is exactly the determination of the DNF for a Boolean function f, starting from a portion of its truth table, they can be directly used to generate a set of rules for any pattern recognition problem by examining a finite collection of examples, usually called training set. To allow the generalization of the information contained in the sample at hand, a proper logic synthesis technique, called Hamming Clustering (HC) (Muselli & Liberati, 2000; Muselli & Liberati, 2002) , has been developed. It proceeds by grouping together binary strings with the same output value, which are close among them according to the Hamming distance.
Theoretical results (Muselli & Liberati, 2000) ensure that HC has a polynomial computational cost O(n 2 cs+nc 2 ), where n is the number of input variables, s is the size of the given training set, and c is the total number of AND ports in the resulting digital circuit. A similar, more computationally intensive, methodology has been proposed by Boros et al. (2000) .
Every method based on logic synthesis shows the two following advantages:
• It generates artificial devices that can be directly implemented on a physical support, since they are not affected by problems connected with the precision used when numbers are stored.
• It determines automatically the significant inputs for the problem at hand (feature selection).
MAIN THRUST OF THE CHAPTER
A typical situation, where inductive reasoning has to be performed, is given by Henceforth, only threshold conditions of the kind x j < c, being c a real number, will be considered for inclusion in the if part of a rule, when x j is a continuous or a discrete variable. On the other hand, a nominal variable x j ∈ {1,2,…,k} will participate in g only through membership conditions, like x j ∈ {1,3,4}. Separate conditions are composed only by means of AND operations, whereas different rules are applied as if they were linked by an OR operator.
As an example, consider the problem of analyzing the characteristics of clients buying a certain product: the average weekly expense x 1 is a continuous variable assuming values in the interval [0,10000], whereas the age of the client x 2 is better described by a discrete variable in the range [0, 120] . His/her activity x 3 gives an example of nominal variable; suppose to consider only four categories: farmer, worker, employee, and manager, coded by integers 1, 2, 3, and 4, respectively. A final binary variable x 4 is associated with the gender of the client (0 = male, 1 = female). With this notation, two rules for the problem at hand can assume the following form:
if x 1 > 300 AND x 3 ∈{1,2} then y = 1 (he/she buy the product) if x 2 < 20 AND x 4 = 0 then y = 0 (he does not buy the product)
Note that x 3 ∈{1,2} refers to the possibility that the client is a farmer or a worker, whereas x 4 = 0 (equivalent to x 4 ∈{0}) means that the patient must be a male to verify the conditions of the second rule.
The general approach followed by techniques relying on logic synthesis is sketched in Fig. 1 .
Coding the training set in binary format
At the first step the entire pattern recognition problem has to be rewritten in terms of Boolean variables; since the output is already binary, we have to translate only the input vector x in the desired form. To this aim, we consider for every component x j a proper binary coding that preserves the basic properties of ordering and distance. However, as the number of bits employed in the coding depends on the range of values assumed by the component x j , it is often necessary to perform a preliminary discretization step to reduce the length of the resulting binary string.
Given a specific training set, several techniques (Dougherty et al., 1995; Liu & Setiono, 1997; Boros et al., 2000) are available in the literature to perform the discretization step while minimizing the loss of information involved in this task.
Suppose that in our example, concerning a marketing problem, the range for input Note that after discretization any input variable can be either discrete (ordered) or nominal; continuous variables no more occurs. Thus, the mapping required at Step 1 of 1. The input vector x is mapped into a binary string z by using a proper coding ß(x) that preserves the basic properties (ordering and distance) of every component x j .
2.
The AND-OR expression of a Boolean function f(z) is retrieved starting from the available examples (x i ,y i ) (coded in binary form as (z i ,y i ), being z i = ß(x i )).
Each logical product in the AND-OR expression of f(z) is directly translated into an intelligible rule underlying the problem at hand. This amounts to write the target function g(x) as f(ß(x)).
Figure 1: General procedure followed by logic synthesis techniques to perform inductive reasoning in a pattern recognition problem. 1. thermometer code (for discrete variables): it adopts a number of bits equal to the number of values assumed by the variable minus one and set to 1 the leftmost k-1 bits to code the value k. For example, the component x 1 , which can assume five different values, will be mapped into a string of four bits; in particular, the value x 1 = 3 is associated with the binary string 1100.
2. only-one code (for nominal variables): it adopts a number of bits equal to the number of values assumed by the variable and set to 1 only the kth bit to code the value k. For example, the component x 3 , which can assume four different values, will be mapped into a string of four bits; in particular the value x 3 = 3 is associated with the binary string 0010.
Binary variables do not need any code, but are left unchanged by the mapping process.
It can be shown that these codings maintain the properties of ordering and distance, if the Hamming distance (given by the number of different bits) is employed in the set of binary strings.
Then, given any input vector x, the binary string z = ß(x), required at Step 1 of Fig. 1, can be obtained by applying the proper coding to each of its components and by taking the concatenation of the binary strings obtained. As an example, a 28 years old female employee with an average weekly expense of 350 dollars is described (after discretization) by a vector x = (3,2,3,1) and coded by the binary string z = 1100|100|0010|1 (the symbol '|' has only the aim of subdividing the contribution of 1. Choose at random an example (z i ,y i ) in the training set.
2.
Build a cluster of points including z i and associate that cluster with the class y i .
3.
Remove the example (z i ,y i ) from the training set. If the construction is not complete, go to Step 1.
4.
Simplify the set of clusters generated and build the AND-OR expression of the corresponding Boolean function f(z). (1000,10000] for the first input x 1 . Thus, the sequence 11** can be translated into the threshold condition x 1 > 300. Similarly, the sequence **00 covers the admissible binary strings 1000 and 0100 (according to the only-one code) and corresponds therefore to the membership condition x 3 ∈{1,2}. Hence, the resulting rule is if x 1 > 300 AND x 3 ∈{1,2} then y = 1
FUTURE TRENDS
Note that in the approach followed by HC several clusters can lead to the same rule;
for instance, both the implicants 11**|***|**00|* and *1**|***|**00|* yield the condition x 1 > 300 AND x 3 ∈{1,2}. On the other side, there are clusters that do not correspond to any rule, such as 01**|***|11**|*. Even if these last implicants were not generated by the logic synthesis technique, they would increase the complexity of reconstructing a Boolean function that generalizes well.
To overcome this drawback, a new approach is currently under examination: it considers the possibility of removing the NOT operator from the resulting digital circuits, which is equivalent to employing the class of monotone Boolean functions for the construction of the desired set of rules. In fact, it can be shown that such an approach leads to a unique bi-directional correspondence between clusters and rules, thus reducing the computational cost needed to perform inductive reasoning, while maintaining a good generalization ability.
CONCLUSION
Inductive reasoning is a crucial task when exploring a collection of data to retrieve some kind of intelligible information. The realization of an artificial device or of an automatic procedure performing inductive reasoning is a basic challenge that involves researchers working in different scientific areas, such as statistics, machine learning, data mining, fuzzy logic, etc.
A possible way of attaining this target is offered by the employment of a particular kind of techniques for logic synthesis. They are able to generate a set of understandable rules underlying a real-world problem starting from a finite collection of examples. In most cases the accuracy achieved is comparable or superior to that of best machine learning methods, which are however unable to produce intelligible information.
