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Abstract
Recent advances in one-shot learning have produced models that can learn from
a handful of labeled examples, for passive classification and regression tasks.
This paper combines reinforcement learning with one-shot learning, allowing the
model to decide, during classification, which examples are worth labeling. We
introduce a classification task in which a stream of images are presented and, on
each time step, a decision must be made to either predict a label or pay to receive
the correct label. We present a recurrent neural network based action-value func-
tion, and demonstrate its ability to learn how and when to request labels. Through
the choice of reward function, the model can achieve a higher prediction accuracy
than a similar model on a purely supervised task, or trade prediction accuracy for
fewer label requests.
1 Introduction
Active learning, a special case of semi-supervised learning, is an approach for reducing the amount
of supervision needed for performing a task, by having the model select which datapoints should
be labeled. Active learning is particularly useful in domains where there is some large cost associ-
ated with making a mistake and another, typically smaller, cost associated with requesting a label.
Applications have included domains where human or computer safety is at risk, such as cancer clas-
sification [1], malware detection [2], and autonomous driving [3, 4]. Methods for active learning
involve strategies such as selecting the data points for which the model is the most uncertain, or
picking examples which are expected to be the most informative. However, these methods often
use heuristics for handling the computational complexity of approximating the risk associated with
selection. Can we instead replace these heuristics with learning?
In this work, we combine meta-learning with reinforcement learning to learn an active learner. In
particular, we consider the online setting of active learning, where an agent is presented with exam-
ples in a sequence, and must choose whether to label the example or request the true label. Extending
the recently proposed one-shot learning approach by Santoro et al. [5], we develop a method for train-
ing a deep recurrent model to make labeling decisions. Unlike prior one-shot learning approaches
which use supervised learning, we treat the model as a policy with actions that include labeling and
requesting a label, and train the policy with reinforcement learning. As a result, our trained model
can make effective decisions with only a few labeled examples.
Our primary contribution is to present a method for learning an active learner using deep reinforce-
ment learning. We evaluate our method on an Omniglot image classification task. Our preliminary
results show that our proposed model can learn from only a handful of requested labels and can ef-
fectively trade off prediction accuracy with reduced label requests via the choice of reward function.
To the best of our knowledge, our model is the first application of reinforcement learning with deep
recurrent models to the task of active learning.
NIPS 2016, Deep Reinforcement Learning Workshop, Barcelona, Spain.
2 Related Work
Active learning deals with the problem of choosing an example, or examples, to be labeled from a set
of unlabeled examples [6]. We consider the setting of single pass active learning, in which a decision
must be made on examples as they are pulled from a stream. Generally, methods for doing so have
relied on heuristics such as similarity metrics between the current example and examples seen so
far [7], or uncertainty measures in the label prediction [7, 8]. The premise of active learning is that
there are costs associated with labeling and with making an incorrect prediction. Reinforcement
learning allows for the explicit specification of those costs, and directly finds a labelling policy
to optimize those costs. Thus, we believe that reinforcement learning is a natural fit for active
learning. We use a deep recurrent neural network function approximator for representing the action-
value function. While there have been numerous applications of deep neural networks to the related
problem of semi-supervised learning [9, 10], the application of deep learning to active learning
problems has been limited [11].
Our model is very closely related to recent approaches to meta-learning and one-shot learning. Meta-
learning has been successfully applied to supervised learning tasks [5, 12], with key insights being
training on short episodes with few class examples and randomizing the labels and classes in the
episode. We propose to combine such approaches for one-shot learning with reinforcement learning,
to learn an agent that can make labelling decisions online. The task and model we propose is most
similar to the model proposed by Santoro et al. [5], in which the model must predict the label for a
new image at each time step, with the true label received, as input, one time step later. We extend
their task to the active learning domain by withholding the true label, unless the model requests it,
and training the model with reinforcement learning, rewarding accurate predictions and penalizing
incorrect predictions and label requests. Thus, the model must learn to consider its own uncertainty
before making a prediction or requesting the true label.
3 Preliminaries
We will now briefly review reinforcement learning as a means of introducing notation. Reinforce-
ment learning aims to learn a policy that maximizes the expected sum of discounted future rewards.
Let π(st) be a policy which takes a state, st, and outputs an action, at at time t. One way to rep-
resent the optimal policy, π∗(st), is as the action that maximizes the optimal action-value function,
Q∗(st, at), which specifies the expected sum of discounted future rewards for taking action at in
state st and acting optimally from then on:
at = π
∗(st) = argmax
at
Q∗(st, at). (1)
The following Bellman equation, for action-value functions, holds for the optimalQ∗(st, at):
Q∗(st, at) = Est+1 [rt + γmax
at+1
Q∗(st+1, at+1)], (2)
where rt is the reward received after taking action at in state st, and γ is the discount factor for
future rewards.
Many reinforcement learning algorithms use a function approximator for representingQ(st, at) and
optimize its parameters by minimizing the Bellman error, which can be derived from Equation 2 as
the following:
L(Θ) :=
∑
t
[QΘ(ot, at)− (rt + γmax
at+1
QΘ(ot+1, at+1))]
2, (3)
where Θ are the parameters of the function approximator, and the algorithm receives observations
ot, such as images, rather than states st. This is the equation that we optimize in the experiments
below. We use a neural network to represent Q, which we optimize via stochastic gradient descent.
Note that in the experiments we do not use a separate target network as in Mnih et al. [13].
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Figure 1: Task structure. (a) An Omniglot image, xt, is presented at each step of the episode. The
model outputs a one-hot vector of length c + 1, where c is the number of classes per episode. (b)
The model can request the label for xt by setting the final bit of the output vector. The reward, rt,
is −0.05 for a label request. The true label, yt, for xt is then provided at the next time step along
with xt+1. (c) Alternatively, the model can make a prediction by setting one of the first c bits of the
output vector, designated yˆt. rt is +1 if the prediction is correct or−1 if not. If a prediction is made
at time t, then no information about yt is supplied at time t+ 1. (a) For each episode, the classes to
be presented, their labels, and the specific samples are all shuffled.
4 Task Methodology
Similar to recent work on one-shot learning [5, 12], we train with short episodes and a few examples
per class, varying classes and randomizing labels between episodes. The intuition is that we want to
delegate episode specific details to activations and fit the model weights to the general meta-task of
learning to label.
Figure 1 describes the meta-learning task addressed in this paper. The model receives an image, xt,
at each time step of the episode and may either predict the label of that image or request the label
for that image. If the label is requested then the true label, yt, is included along with the next image
xt+1 in the next observation ot+1. The action, at, is a one-hot vector consisting of the optionally
predicted label, yˆt, followed by a bit for requesting the label. Since only one bit can be set, the
model can either make a label prediction or request the label. If a prediction is made, and thus no
label is requested, a zero-vector,~0, is included in the next observation instead of the true label.
On each time step, one of three rewards is given: Rreq , for requesting the label, Rcor, for correctly
predicting the a label, or Rinc, for incorrectly predicting the label.
rt =


Rreq, if a label is requested
Rcor, if predicting and yˆt = yt
Rinc, if predicting and yˆt 6= yt
(4)
The objective is to maximize the sum of rewards received during the episode.
The optimal strategy involves maintaining a set of class representations and their corresponding
labels, in memory. Then, upon receiving a new image xt, the optimal strategy is to compare the
representation for xt to the existing class representations, weighing the uncertainty of a match along
with the cost of being incorrect, correct, or requesting a label, and either retrieving and outputting
the stored label or requesting a new label. If the model believes xt to be an instance of a new class,
then a class representation must be stored, the label must be requested, and the response must be
stored and associated with the class representation.
5 Reinforcement Learning Model
Our action-value function, Q(ot, at), is a long short-term memory (LSTM) [14], connected to a
linear output layer. Q(ot) outputs a vector, where each element corresponds to an action, similar to
the DQN model [13]:
3
Q(ot, at) = Q(ot) · at (5)
Q(ot) = W
hqht + b
q (6)
where ht is the output from the LSTM, W
hq are the weights mapping from the LSTM output to
action-values, and bq is the action-value bias. We use a basic LSTM with equations:
gˆf , gˆi, gˆo, cˆt = W
oot +W
hht−1 + b (7)
gf = σ(gˆf ) (8)
gi = σ(gˆi) (9)
go = σ(gˆo) (10)
ct = g
f⊙ ct−1 + g
i⊙ tanh(cˆt) (11)
ht = g
o⊙ tanh(ct) (12)
where gˆf , gˆi, gˆo are the forget gates, input gates, and output gates respectively, cˆt is the candidate
cell state, and ct is the new LSTM cell state. W
o and Wh are the weights mapping from the
observation and hidden state, respectively, to the gates and candidate cell state, and b is the bias
vector. ⊙ represents element-wise multiplication. σ(·) and tanh(·) are the sigmoid and hyperbolic
tangent functions respectively.
6 Experimental Results
We evaluate our proposed one-shot learning model in an active-learning set-up for image classifica-
tion. Our goal with the following experiments is to determine 1) whether or not the proposed model
can learn, through reinforcement, how to label examples and when to instead request a label, and 2)
whether or not the model is effectively reasoning about uncertainty when making its predictions.
6.1 Setup
We used the Omniglot dataset in all experiments [15]. Omniglot contains 1,623 classes of characters
from 50 different alphabets, with 20 hand drawn examples per class, giving 32,460 total examples.
We randomly split the classes into 1,200 training classes, and 423 test classes. Images were normal-
ized to a pixel value between 0.0 and 1.0 and resized to 28x28 pixels.
Each episode consisted of 30 Omniglot images sampled randomly from 3 randomly sampled classes,
without replacement. Note that the number of samples from each class may not have been equal. For
each class in the episode, a random rotation in {0◦, 90◦, 180◦, 270◦} was selected and applied to all
samples from that class. The images were then flattened to 784 dimensional vectors, giving xt. Each
of the three sampled classes in the episode was randomly assigned a slot in a one-hot vector of length
three, giving yt. Each training step consisted of a batch of 50 episodes.
Unless otherwise specified, the rewards were: Rcor = +1,Rinc = −1, andRreq = −0.05. Epsilon-
greedy exploration was used for actions selection during training, with ǫ = 0.05. If exploring, either
the correct label, a random incorrect label, or the “request label” action was chosen, each with
probability 1/3. The discount factor, γ, was set to 0.5. We used an LSTM with 200 hidden units to
representQ. The weights of the model were trained using Adam with the default parameters [16].
6.2 Results
We now present the results of our method. During training, for each episode within a training batch,
the time steps containing the 1st, 2nd, 5th, and 10th instances of all classes are identified. Figure 2a
shows the percentage of label requests for each of these steps, as training progressed; whereas Fig-
ure 2b shows the percentage of actions corresponding to correct label predictions. Thus, we treat
label requests as incorrect label predictions in this analysis. As seen in the plot, the model learns to
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(a) Label requests
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Figure 2: Label requests (a) and accuracies (b) per episode batch for the 1st, 2nd, 5th, and 10th
instances of all classes. The model requests fewer labels and has a higher accuracy on later instances
of a class. At 100,000 episode batches, the training stops and the data switches to the test set.
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(b) Switch classes after 10
Figure 3: The trained model was further evaluated on a second task. For each episode, two random
test classes were selected. (a) 5 examples from the first class are presented, followed by 1 example
from the second class. (b) 10 examples from the first class are presented, followed by 1 example
from the second class. The percentage of episodes in which a label request is made for each time step
is shown. The difference in the percentage of label requests at time step 6, along with the similarity
between the percentage of label requests when an instance of the second class is presented, suggests
that the model is computing uncertainty and acting on it.
make more label requests for early instances of a class, and fewer for later instances. Correspond-
ingly, the model is more accurate on later instances of a class. After the 100,000th episode batch,
training is ceased and the model is no longer updated. After 100,000 episode batches, 10,000 more
episode batches were run on held-out classes from the test set.
One naive strategy that the model could use to attempt this task would be to learn a fixed time step,
where it would switch from requesting labels to predicting labels. In comparison, an optimal policy
would consider the model’s uncertainty of the label when deciding to request a label. To explore
whether the model was using a naive strategy or effectively reasoning about its own uncertainty, we
performed a second experiment using the trained model (from batch 100,000). In this experiment,
two classes were selected at random and the model was presented with either 5 examples of the
first class followed by 1 example of the second class, or 10 examples of the first class followed
by 1 example of the second class. In both cases, we ran 1,000 episodes. For each time step, the
percentage of episodes in which the model requested a label were recorded. If the model is using its
uncertainty effectively, we should see high percentages of label requests on the first time step and on
time-step when the first instance of the second class is seen. Alternatively, if uncertainty is not being
used, we should see something simple such as high percentages of label requests on the first 3 time
steps, followed by low percentages of label requests. As shown in Figure 3, the percentage of label
requests is high on time step 1 and it is high and, notably, equal on the 6th or 11th time across the
scenarios. These results are consistent with the model making use of its uncertainty. The differences
in label request frequency at step 6 between Fig. 3a and Fig. 3b show that the model is not following
an episode independent label request schedule. The gradual increase in label requests before the 2nd
class instance could suggest that the model is losing faith in its belief of the distribution of samples
within a class, since a sequence of 5 or 10 images of the same class was rare at training time; further
experiments are needed to confirm this.
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Table 1: Test set classification accuracies and percentage of label requests per episode. Higher ac-
curacy requires more labels. Reinforcement learning provides a principled approach to making that
trade-off, here by specifying the reward for an incorrect answer, Rinc. With the correct choice of
rewards, RL can achieve a higher prediction accuracy than supervised learning with fewer labels
(Rinc = −20). The accuracy for “RL” includes incorrect labels for label requests. “RL Prediction
. . . ” only considers the accuracy when predictions were made. The model for “RL” and “RL Predic-
tion” is the same model used in figure 2 from step 100,000 on and in figure 3, with Rinc = −1.
Accuracy (%) Requests (%)
Supervised 91.0 100.0
RL 75.9 7.2
RL Prediction 81.8 7.2
RL Prediction (Rinc = −5) 86.4 31.8
RL Prediction (Rinc = −10) 89.3 45.6
RL Prediction (Rinc = −20) 92.8 60.6
Finally, through the choice of rewards, we should be able to make trade-offs between high prediction
accuracy with many label requests and few label requests but lower prediction accuracy. To explore
this we trained several models on the task in figure 1 using different values of Rinc, the reward
for an incorrect prediction. We trained 100,000 episode batches and then evaluated the models on
episodes containing classes from the test set. For consistency of convergence, Rinc = −10 and
Rinc = −20 were trained with a batch size of 100. Table 1 shows the results and confirms that the
proposed model can smoothly make this trade-off. A supervised learning model was also evaluated,
as introduced in Santoro et al. [5], where the loss is the cross entropy between the predicted and true
label, and the true label is always presented on the following time step. For consistency, we used our
same LSTM model for this supervised task, with the modifications of a softmax on the output and
not outputting the extra bit for the “request label” action. With the RL model we are able to achieve
a higher prediction accuracy than the overall accuracy for the supervised task, while using 60.6% of
the labels at test time; the supervised task effectively requests labels 100% of the time.
7 Discussion & Future Work
We presented a method for learning an active learner via reinforcement learning. Our results demon-
strate that the model can learn from only a handful of requested labels and can effectively trade off
accuracy for reduced label requests, via the choice of reward. Additionally, our results suggest that
the model learns to effectively reason about its uncertainty when making its decision.
An important direction for future work is to expand the experiments by increasing the complexity of
the task. Natural extensions include increasing the number of classes per episode and experimenting
with more complex datasets such as ImageNet [17]. Note that the reinforcement learning method
used in our experiments was quite simplistic. By using more powerful RL strategies such as better
exploration [18], a separate target network [13], or decomposing the action-value function [19],
we expect our model to scale to more complex tasks. A more expressive model such as memory
augmentation could also help [20]; though, we found that a neural turing machine with the “least
recently used” addressing module [5] overfit to this task much more than an LSTM. Existing and
future results should, where possible, be compared with prior methods for active learning.
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