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1. Introduction 
If F is a complex-valued function on the real line, and if h is a real 
number, then 1hF will denote the function given by 
ihF(x) =F(x+h) -F(x), (x real). 
A function His said to be additive if H(x+y)=H(x)+H(y) for all x, y. 
Erdos has conjectured: if, for each real h, LhF is a measurable function, 
then F admits a decomposition. 
(1.1) 
where G is measurable, H is additive, and S has the property that, for each h, 
LlhS(x) = 0 for almost all x. This problem is apparently still open. 
All these remarks were reported in a paper of DE BRUIJN [1]. In con-
nection with the conjecture, he proved that if, instead of the class of 
measurable functions, the class of functions of period 1 which belong to 
L2 [0, 1] were considered, then a decomposition (1.1) exists. In this paper 
the theorem will be proved for LP[O, 1] with 1 <,p<,oo. In Section 4, 
a different proof, using Fourier series, is indicated for the result [1] that 
the set of continuous functions of period 1 has a simpler difference property. 
We make free use of de Bruijn's methods. 
In what follows, we shall regard F as a function defined on the additive 
group K of real numbers (mod 1). 
Theorem 1. Let p, l<,p<,oo, be an extended real number. If, for 
each h in K, LlhF is in LP(K), then F admits a decomposition (l.l), with 
G in LP(K), H additive, and S having each of its differences equal to zero 
almost everywhere. 
It will be clear from the proof that the theorem holds also for LP( F) 
for any monothetic compact group, i.e., for any compact group r 
containing a dense homomorphic image of the additive group of integers. 
For each h, LlhF has a Fourier series 
00 
(1.2) LlhF(x) ,-...,; L a(h, n) e2nin:r:. 
n=-oo 
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The identity L1n' L1nF=L1nL1n·F implies 
(1.3) a(h, n) (e2mnh' -1) = a(h', n) (e2"i""-l), 
for all integers n and all h, h' in K. In particular, if h is any irrational 
and if 
(1.4) bn = a(h, n)f(e2ninli_1) (n = ± 1, ± 2, ... ), 
then it is clear than bn is defined independently of the choice of (irrational) 
h. The proof of the theorem depends on showing that the formal series 
(1.5) 
is the Fourier series for an LP function G. For if so, and if His defined by 
1 
(1.6) H(h) = a(h, 0) = J L1nF(x) dx, (hE K), 
- 0 
clearly an additive function, we have, for each h, that the Fourier series 
of L1n(F-G-H) is 0. 
2. The case 1..;;;p<oo. 
Let II llv denote the usual norm in LP(K). 
Lemma 1. If 1 ..;;;p<oo, and if F satisfies the hypothesis of the 
theorem, then there is a positive number M snch that 
(2.1) for all h, k in K. 
Proof. For n= 1, 2, ... , let 
An= n {hE K : IIL1n L1kFIIv < n}. 
kEK 
Each An is closed, from the continuity of IIL1nL1kFIIv as a function of h 
for each fixed k [9, p. 3]. Now K = UnAn so that, by the Baire Category 
Theorem, there is an integer N such that AN contains a neighborhood 
ho+ V of some point ho. Let ho+ V, h1 + V, ... , hr+ V cover K, and let 
L =max {IIL1hi-ho Fllv : l < i..;;; r}. 
If h and k are arbitrary elements of K, then h is in h, + V for some i, 
and we have 
with v in V. It is then easy to check that 
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Corollary: IfF satisfies the hypothesis of the theorem with p=oo, 
then M can be chosen so that (2.I) holds independently of p, (I<;p<oo). 
Indeed, the proof of Lemma I proves the corollary as well, provided 
that An and L are defined by 
An= n n {hE K: IILlh LlkFiiP < n} 
1,;;;;p<oo keK 
L =max {IIL1h1-hoFIIoo : I<; i <; r}. 
For a fixed hE K, let H'(h) denote the LP function (whose existence 
is guaranteed by the mean ergodic theorem [4, p. 667]) given by 
n-1 
H'(h) = lim (I/n) L (Llvh +I) (LlhF) 
n-+00 V=O 
= lim (I/n) LlnhF. 
n---*oo 
For s and j positive integers, we have 
s-1 
IILlsihF-sLlihFiiP = IILlih L LlvihFiiP < sM, 
v~o 
from (2.I). Dividing by s, and taking the limit as s becomes large, we 
obtain 
(2.2) lijH'(h)-LlihFiiP <; M (j=O,I, ... ). 
We now define a sequence of functions {Gm} in LP(K): 
m-1 
(2.3) Gm = ( -I/m) L {LlihF -jH'(h)}. (m = l, 2, ... ). 
i~O 
It follows from (2.2) and (2.3) that iiGmllp<:M for all m. For p> I, (resp., 
for p= I), we use the well-known result that theM-ball in LP(K), (resp., 
in the space of finite measures on K) is weak* compact. Hence the 
sequence {Gm} has a weak* cluster point G=Gh, which is an LP function 
if p> I, a finite measure if p= I, [9, pp. 258, 267, 268]. 
We next remark: if his irrational, then G has (1.5) as its Fourier series. 
For in this case, H'(h) is the constant function equal to H(h) [4, p. 668], 
so that, from (2.3) we obtain, for n # 0, 
1 f Gm(x) e- 2"in"' dx = ( -1/m) L a(jh, n) = 
0 
m-1 
= ( -I/m) L bn (e2"'nJ,' -l) = bn(I + O(I/m)). 
i~O 
This proves the theorem for the case I <p<oo. 
For the case p = l, we shall denote by f1, the measure whose Fourier 
series is (1.5). There exist a function G in Ll(K) and a measure .,, singular 
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with respect to Lebesgue measure, such that for every measurable set A 
,u(A) = f G(x) dx + f dv(x). 
A A 
The hypothesis of the theorem then implies that, for every set A of 
Lebesgue measure zero and every h in K, the equation 
(2.4) v(A +h)= v(A) 
holds. We shall show that v _ 0, which will complete the proof of the 
theorem for p = 1. We may assume that v is real, v = v+- v-, with v+ 
and v- positive measures. There are sets A 1 and A 2 of Lebesgue measure 
0 such that, for each measurable set B, 
[6, p. 122]. Suppose there were a set B and an element h such that 
(2.5) v+(B) > v+(B+h). 
Taking A= B n A1, we obtain 
v(A+h) < v+(A+h) < v+(B+h) < v+(B) = v(A). 
This cont-radicts (2.4). Hence (2.5) fails, and there follows 
v+(B) = v+(B+h), v-(B) = v-(B+h) 
for all measurable B and all elements h. Hence v+ and v- are multiples 
of Lebesgue measure; since v is singular, v _ 0. 
3. The case p = oo. 
The following simple proof for the p = oo case was suggested by a 
comment of Professor de Bruijn. 
If 1hF is in L 00(K) for each h, then, for each finite p> 1, (1.5) is the 
Fourier series of a function Gp of LP(K). Now (1.5) does not depend on p, 
so that Gp is essentially independent of p : Gp = G (a.e.), where G E LP(K) 
for each finite p. 
Moreover, the corollary to Lemma 1 shows that M can be chosen so 
that (2.1) holds for all finite p> 1. This implies, (confer the proof in 
Section 3), that 
(3.1) IIGIIP<M (1 <P < oo). 
But if IG(x)l were larger than M + 1, say, on a set E of positive measure, 
then 
lim {f iG(x)iP dx}liP > lim (M + 1) [m(E)]l!p = M + 1, 
p_,..OO p~OO 
contradicting (3.1). Thus G is in L 00(K). 
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4. The continuous case. 
Theorem 2. Let F be a function on K such that, for each h in K, 
L1nF is continuous. Then F admits a decomposition 
F=G1+H, 
with G1 continuous and H additive. 
Our proof uses the notation of Section 1, but is independent of Sections 
2 and 3. Two different proofs of this theorem may be found in [1], [2]; 
various extensions are in [3], [8]. 
As before, the additive function H is defined by (1.6). Let {Sk} be the 
sequence of trigonometric polynomials given by 
Sk(Y) = .± (1- klnll) bn e2".,.11, (y E K, k = 0, 1, ... ). 
n--k + 
Lemma 3. The sequence {Sk(O)} converges. 
This lemma may be proved by a straightforward modification of p, 
proof given in [7, p. 366] of the result that if 1cn (cos nh- 1) is convergent 
for all h in an interval, then 1cn is convergent. We omit the details. 
LetG(O) =limk Sk(O). For each fixedx, L1x(F -H) is a continuous function 
on K and hence is the uniform limit of the (0, 1) means of its Fourier 
series. But these are precisely the polynomials ,1 xB k, as may be seen 
from considering (1.2) and (1.4). In particular, lim L1x Sk(O) exists; 
let a function G be defined by k-->oo 
G(x) = lim L1xSk(O) +G(O) = lim Sk(x), (x E K). 
k---+00 k---+00 
Now G is the pointwise limit of the sequence {Sk} of continuous functions, 
hence is continuous at some point x0 [5, p. 109]. Moreover, for each h, 
G(x+h)- G(x) = lim L1n Sk(x), (x E K), 
k-+00 
so that L1nG is the uniform limit of the (0, 1) means of the Fourier series 
for L1n(F -H). Therefore G is also continuous at x0 +h for each h, i.e., G is 
continuous on K. Finally, for each h, L1n(F-G-H) is a continuous 
function all of whose Fourier coefficients are zero, so that F =G+H +0, 
0 a constant. 
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