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-^‘‘- $\mathrm{X}=$ $(X_{1}, \cdots , X_{m}).\text{ }$ , $Y$ , $\ovalbox{\tt\small REJECT}$
$\theta$ , $\mathrm{Y}$ $\mathcal{Y}$ . , $\theta$
$\Theta$ . , $\alpha(0<\alpha<1)$ X $S_{\mathrm{X}}(\subset y)$
$P_{\theta}\{Y\in s_{\mathrm{x}^{\}}}\geq 1-\alpha$ , $\forall_{\theta\in \mathrm{O}-}$ (1)
, $S_{\mathrm{X}}$ $Y$ $1-\alpha$ , $\mathcal{Y}\subset \mathrm{R}^{1}$ $S\mathrm{x}$ $[a(\mathrm{X}), b(\mathrm{X})]$
, $S\mathrm{x}$ $Y$ $1-\alpha$ ( 1 ). , X
$x=(x_{1}, \cdots, x_{m})$ , $[a(x), b(x)]$ $\mathrm{Y}$ $100(1$ –\alpha $)$%
. , (1) , $S\mathrm{x}$ (similar) .
3.
, $X_{1},$ $\cdots$ , $X_{m},$ $\mathrm{Y}_{1,n}\ldots,$$Y$
$f(x;\theta)=c(\theta)h(X)\mathrm{e}\mathrm{x}^{\mathrm{p}}.\{\eta(\theta)t(x)\}$ $(x=0,1,2, \cdots)$
1 . $\theta\in=\mathrm{R}^{1}$ $c(\theta),$ $h(x)$
, $\eta(\theta),$ $t(x)$ . , $X_{1},$ $\cdots,$ $X_{m}$ , $Y_{1}$ , $\cdot$ . . , $Y_{n}$
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1: $X$ $Y$ $S_{X}$
$f_{x_{1},\cdots,x}m’ Y1,\cdots,Y_{n}(X1, \cdots, x_{m}, y1, \cdots, yn;\theta)$ $=$ $c^{m+n}( \theta)\prod_{1i=}mh(x_{i})\prod_{j=1}h(yjn)$
. $\exp\{\eta(\theta)(\sum_{i=1}^{m}t(xi)+\sum^{n}t(yj))j=1\}$
, $T:= \sum_{i}m_{1}=t(x_{i})+\sum_{j}nt(=1Yj)$ $\theta$ + . , $T$
, $T=t$ $(X_{1}, \cdots ; X_{m}, Y_{1}, \cdots, Y_{n})$
$\theta$ . , $T$ $Y:= \sum_{j=}^{n}1t(Yj)$
, $\theta$ . ,
$(\mathrm{i})\sim(\mathrm{i}\mathrm{i}\mathrm{i})$
$\mathrm{Y}$ .
(i) $T=t$ $Y$ $f_{y|T}(\cdot|t)$ , $\theta$
, $T=t$ $Y$ $\mu_{t}:=E[Y|\tau=t]$ ,
$\sigma_{t}^{2}:=\mathrm{v}_{\mathrm{a}}\mathrm{r}(Y|\tau=t)$ , 3 $*=$ $\kappa_{3,\iota}:=\kappa_{3}(Y|\tau=t)=E[(Y-\mu t)3|.T=t]$
.
(ii) $\alpha(0<\alpha<1)$ , $t$
$P\{\underline{y}(t)\leq Y\leq\overline{y}(t)|T=t\}=1-\alpha$ (2)
$\underline{y}(t),\overline{y}(t)$ , (i) $\mu t’\sigma_{t}^{2},$ $\kappa_{3,t}$ ( ) .
(iii) (2) , $\theta\in$
$P_{\theta}\{\underline{y}(\tau)\leq \mathrm{Y}\leq\overline{y}(\tau)\}=1-\alpha$
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, + $T$ $\sum_{i=1}^{m}t(Xi)+\sum_{j=1}^{n}t(\mathrm{Y}_{j})=\sum^{m}i=1t(Xi)+\mathrm{Y}$
$P_{\theta}\{a(\mathrm{x})\leq Y\leq b(\mathrm{X}.)\}=1-\alpha$
$a(\cdot)$ , $b(\cdot)$ ( ) . , $[a(\mathrm{X}), b(\mathrm{X})]$ , $Y$
$1-\alpha$ ( ) .
3.1. 2
$X$ , $\mathrm{Y}$ , $X$ $Y$ ,
$X$ 2 $B(m,p),$ $\mathrm{Y}$ 2 $B(n,p)$ . , $m,$ $n$ ,
, $P$ $0<p<1$ . , $X$ $\mathrm{Y}$ .
, $X,$ $Y$
$f_{X,Y}(_{X}, y;p)=p^{x+y()}q^{m+}n-x+y$
$(_{X=0,1}, . , ., m;y=0,1, \ldots, n;0<p<1, q=1-p)$
, $T:=X+\mathrm{Y}$ $P$ , $T$ $B(m+n,p)$
. , $T=t$ $Y$
$f_{Y|} \tau(y|t)=\frac{(\begin{array}{l}ny\end{array})(\begin{array}{ll}m t- y\end{array})}{(\begin{array}{l}m+nt\end{array})}$ $( \max(\mathrm{o},t-m)\leq y\leq\min(t,n))$
, $P$ . , $T$ $Y$
$P$ . ,
$H(t, n, m+n)$ . , $T=t$ $\mathrm{Y}$ $\mu_{t}$ ,
$\sigma_{t}^{2}$ , 3 $*_{i\mathrm{Z}}$ $\kappa_{3,t}$ .
$\mu_{t}$ $:=$ $E[ \mathrm{Y}|\tau=t]=\frac{tn}{m+n}$ ,
$\sigma_{t}^{2}$ $:=$ $\mathrm{V}\mathrm{a}\mathrm{r}(Y|\tau=t)=\frac{tmn(m+n-t)}{(m+n)^{2}(m+n-1)}$,
$\kappa_{3,t}$ $:=$ $\kappa_{3}(\mathrm{Y}|\tau=t)=,$ $\frac{tmn(m-n)(m+n-t)(m+n-2t)}{(m+n)3(m+n-1)(m+n-2)}$ .
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, $m,$ $n$
$P \{\min(t, n)-y_{\alpha/}2(t)\leq Y\leq y_{\alpha/2}(t)|T=t\}=1-\alpha$ (3)
$H(t, n, m+n)$ 100(\alpha /2)% $y_{\alpha/}2(t)$ .
, Cornish-Fisher
$\frac{y_{\alpha/2}(t)-\mu_{t}}{\sigma_{t}}=u_{\alpha/2}+\frac{\kappa_{3,t}}{6\sigma_{t}^{3}}u^{2}\alpha/2+\cdots$
$y_{\alpha/}2(t)$ $=$ $\mu_{t}+\sigma tu\alpha/2+\frac{\kappa_{3,t}}{6\sigma_{t}^{2}}u^{2}/2+\alpha\ldots$
$=$ $\frac{tn}{m+n}+u_{\alpha/2}\sqrt{t(1-\frac{t}{m+n})\frac{mn}{(m+n)(m+n-1)}}$
$+ \frac{m-n}{6(m+n-2)}(1-\frac{2t}{m+n})u+2\alpha/2\ldots$ (4)
. , $u_{\alpha/2}$ $N(\mathrm{O}, 1)$ $100(\alpha j2)\%$ . , (4)
, $y=y_{\alpha/}2(t)$ , $a:=n/(m+n),$ $b:=mn/\{(m+n)(m+n-1)\},$ $c$ $:=$
$(m-n)/(m+n-2),$ $u=u_{\alpha/2}$ , $t=x+y$ , (4)
$y=$. $a(x+y)+u \sqrt{(x+y)(1-\frac{x+y}{m+n})b}+\frac{c}{6}(1-\frac{2(x+y)}{m+n})u^{2}$ (5)
. , (5) 2























. , (3) , $P(0\leq p<1)$
$P_{p}\{a(X)\leq \mathrm{Y}\leq b(X)\}=$. $1-\alpha$
$Y$ $[a(X), b(X)]$ . ,
. , $Y$ ( $\mathrm{Y}$ ) $Y=a(X),$ $Y=b(X)$
2, 3 .
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2: $m=n=25$ $Y$ $Y=a(X),$ $Y=b(x)$
99%; ——– 95%; 90%
3: $m=30,$ $n=50$ $Y$ $Y=a(X),$ $Y=b(X)$
99%; ——– 95%; 90%
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3.2.
$X$ , $\mathrm{Y}$ , $X$ $Y$ ,
$X$ $Po(m\lambda),$ $\mathrm{Y}$ $Po(n\lambda)$ . , $m,$ $n$
, $\lambda$ . , $X$ $Y$ . ,
$X,Y$
$f_{X,Y}(x, y; \lambda)=\frac{e^{-(m+n)\lambda y}m^{x}n\lambda^{x}+v}{x!y!}$
$(x=0,1,2, \ldots ; y=0,1,2, \ldots ; m, n=1,2, \ldots ; \lambda>0)$
, $T:=X+Y$ $\lambda$ , $T$ $Po((m+n)\lambda)$
. , $T=t$ $Y$ 2 $B(t, n/(m+n))$
, $\lambda$ . , $T$ $Y$
$\lambda$ . , $T=t$
$\mathrm{Y}$
$\mu_{t}$ , $\sigma_{t}^{2}$ , 3 $*\iota$ $\kappa_{3,t}$
.
$\mu_{t}$ $:=$ $E[Y|T=t]= \frac{tn}{m+n}$ ,
$\sigma_{t}^{2}$ $:=$ $\mathrm{V}\mathrm{a}\mathrm{r}(Y|T=t)=\frac{tmn}{(m+n)^{2}}$ ,
,.
$\kappa_{3,t}$ $:=$ $\kappa_{3}(Y|T=t)=\frac{tmn(m-n)}{(m+n)^{3}}$ .
, $m,$ $n$ , (3)
$P\{t-y_{\alpha/2}(t)\leq Y\leq y_{\alpha/2}(t)|T=t\}=1-\alpha$ (7)








. , $u_{\alpha/2}$ $N(\mathrm{O}, 1)$ 100(\alpha /2)% . , (8)
| , $y=y\alpha/2(t)$ . , $a:=n/(m+n),$ $b:=mn/(m.+n)^{2},$ $c:=(m-n)/\{6(m+n)\}$ ,
$u=u_{\alpha/2}$ , $t=x+y$ , (8)
$y.=$. $a(x+y)+u\sqrt{b(x+y)}+Cu2^{\cdot}$ (9)
. , (9) 2
$\{y-a(_{X+y)}-Cu^{2}\}^{2}.=$. $b(_{X+}y)u2$
,
$(1-a)22y$ $+$ 2 $\{(a^{2}-a)x+aCu^{2}-Cu2-\frac{1}{2}bu^{2\}y}$
$+$ $a^{2}x^{2}+2(acu^{2}- \frac{1}{2}bu^{2})x+c24=u0$ (10)
. , $A:=(1-a)^{2},$ $B_{:=a-}a^{2},$ $C:=a^{2},$ $D:=-\{acu^{2}-Cu^{2}-(bu^{2}/2)\}$ ,
$E:=acu^{2}-(bu^{2}/2),$ $F:=c^{2}u^{4}$ , (10)
$Ay^{2}-2(B_{X}+D)y+Cx^{2}+2Ex+F=0$
, $y$
. , (7) , $\lambda>0$
$P_{\lambda}\{a(x)\leq \mathrm{Y}\leq b(X)\}.=$. $1-\alpha$
$Y$ $[a(X), b(X)]$ . ,
$a(X)= \frac{1}{A}\{Bx+D-\sqrt{(Bx+D)2-A(Cx^{2}+2Ex+F)}\}$ ,
$b(X)= \frac{1}{A}\{Bx+D+\sqrt{(B_{X}+D)2-A(cX+22Ex+F)}\}$
. , $Y$ $\mathrm{Y}=a(X),$ $Y=b(X)$ 4, 5 .
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4: $m=n=25$ $\mathrm{Y}$ $\mathrm{Y}=a(X),$ $Y=b(X)$
99%; ——– 95%; 90%
5: $m=30,$ $n=50$ $Y$ $Y=a(X),$ $\mathrm{Y}=b(X)$






$P_{\theta}\{a(\mathrm{x})\leq \mathrm{Y}\leq b(\mathrm{X})\}\geq 1-\alpha$ (11)
$a(\cdot)$ , $b(\cdot)$ , $[a(\mathrm{X}), b(\mathrm{X})]$ $Y$ $1-\alpha$
. , $\phi$
$\phi(x, y)=\{$
. 1 $(a(x, y)\leq y\leq b(_{X,y}))$ ,
$0$ $(y<a(x, y),$ $y>b(x, y))$
, (11) , $\theta$
$E_{\theta}[\phi(\mathrm{X}, Y)]\geq 1-\alpha$ (12)
.
, , $x,$ $y$ $0\leq\phi(x, y)\leq 1$ , $\theta$ (12)
$\phi$ $1-\alpha$ $\mathrm{Y}$ . , $\phi$
, $x$ , $y^{*}(x)$ , $0\leq y\leq y^{*}(x)$ $\phi(x, y)$ $y$
, $y^{*}(x)\leq y$ $\phi(x, y)$ $y$ .
, $x$ , $u(0\leq u\leq 1)$ , $\{y|\phi(X, y)\geq u\}$
$[c(X, u), d(X, u)]$ . , $U$ $[0,1]$ –
, $\theta$
$P_{\theta}\{c(\mathrm{X}, U)\leq \mathrm{Y}\leq d(\mathrm{X}, U)\}=E_{\theta[\emptyset}(\mathrm{x}, \mathrm{Y})]$
,
$E_{\theta}[\phi(\mathrm{X}^{\wedge}, Y)]\equiv 1-\alpha$ (13)
$\phi$ , $1-\alpha$ , X
$\{\mathrm{Y}|\phi(\mathrm{x}, Y)\geq U\}=[C(\mathrm{x}, U), d(\mathrm{x}, U)]$
. , $\theta$ $\theta$
$T$ , (13)
53
$E[\phi(\mathrm{X}, Y)|\tau \mathrm{i}=1-\alpha$ (14)
.
, 21 2 .
$X$ , $Y$ , $X$ $Y$ $X$ 2 $B(m,p)$ ,
$Y$ 2 $B(n,p)$ . $m,$ $n$ , $P$ $0<p<1$
. $T:=X+Y$ $P$ , $T$ $B(m+n,p)$
. , $t=0,1,$ $\cdots,$ $m+n$ , $y_{0}(t),$ $y_{1}(t)(0\leq.y_{0}(t)\leq y_{1}(t)\leq n)$
$0\leq\gamma_{0}(t)<1,0<\gamma_{1}(t)\leq 1$ $\gamma_{0}(t),$ $\gamma_{1}(t)$
$\phi_{t}(y)=$
$\phi_{t}(y)$ , (14) . ,
\mbox{\boldmath $\phi$}t( -- .
$P \{Y<y\mathrm{o}(t)|\tau=t\}+(1-\gamma_{0}(t))P\{Y=y_{0}(t)|T=t\}=\frac{\alpha}{2}$ ,
$P \{Y>y_{1}(t)|T=t\}+(1-\gamma_{1}(t))P\{Y=y_{1}(t)|T=t\}=\frac{\alpha}{2}$
$y_{0}(t),$ $y_{1}(t),$ $\gamma_{0}(t),$ $\gamma_{1}(t)$ .
, $m=n=20$ $\alpha=0.05,$ $\mathrm{o}.10$ . , $T=t$ $Y$
$m$ $n,$ $x$ $20-X,$ $y$ $20-y$ , $0\leq t\leq 20$
. , $\gamma_{0}(t)\equiv\gamma_{1}(t)$ , $y_{0}(t),$ $y_{1}(t),$ $\gamma_{0}(t)$
1, 2 . , 1, 2 ,
$[0,1]$ – $U$ , $X$




1: $\alpha=0.05$ $\phi_{t}(y)$ $y_{0}(t),$ $y_{1}(t),$ $\gamma_{0}(t)$




2: $\alpha=0.10$ $\phi_{t}(y)$ $y_{0}(t),$ $y_{1}(t),$ $\gamma_{0}(t)$




, , $m$ $X$ , $n$
$Y$ 2 . ,
$X$
$\mathrm{Y}$ .
1 ( $\square \text{ }$).
(1998 9 10 ) , $*\cdot$ 3 6
. ? , ,
. $m$ $X$ , $n$
$Y$ 2 , $Y$
100(1–\alpha )% ( 3\sim 4, 8\sim 13 ).
3: 1998 $\mathrm{F}9$ 10 3
, 100(1–\alpha )% .
4:
, 3.1 2 .
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8: $Y$
99%; 95%; $—–$ 90%
80%; $——–$ 70%; 60%
– $–$ - 50%
9: $Y$
99%; 95%; — $–$ - 90%




99%; 95% $–$ —- $-$ 9O%










, 1998 7 21 \not\subset . )$|-ff^{\backslash }$ 3
.








99%; 95%; — $–$ - 90%
80%; $——–$ 70%; 60%
– $–$ $-$ 50%
15: $Y$
99%; 95%; $-$ – $—$ 90%




99%; 95%; ——– 90%
80%; $——–$ 7O%; 6O%
– $—$ 50%
2( ).
, 1998 9 8 , 144 61 , ‘ $-$
58 . ,
$X$ . 19 .
$Y$ , 100(1-\alpha )%







99%; 95%; ——– 90%
80%; $——–$ 70%; 60%




, 116 46 ,
47 , 118 44 ,
45 . 100(1–\alpha )%




99%; 95%; $—–$ 90%




99%; 95%; $–$ —- $-$ 90%
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