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Abstrack 
The purpose of this study was to determine the quality of outdoor temperatures that are good for con-
ducting activities. One of the factors that cause the body's healthy or not human temperature, either 
indoors or outdoors. The data used is the BMKG weather dataset. BMKG is Indonesian meteorologi-
cal and geophysical agency. BMKG weather dataset is a type of quantitative data because it is numer-
ic or nominal and can be calculated. At each day, BMKG also provides information about the temper-
ature according to the state of each area. It is starting from the minimum temperature, maximum, av-
erage humidity, to the maximum wind speed. The method used is clustering using the k-means clus-
tering with centroid value. This research resulted in outdoor temperature clustering, which is good, 
INTERMEDIATE, and bad quality. In the range of values 124.7 indicate good temperature, range 
values 133.1 indicate moderate temperature, range of values 146.8 indicate bad temperature. Based 
on research in 32 days produced 28 days of moderate temperature quality, two days of good tempera-
ture quality, and two days of poor quality. 
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Introduction  
 Temperature change is a phenomenon that 
is experienced and can be felt directly by the 
changes and their impact on society. (Kotta, 
2008) In conducting outdoor activities, it is nec-
essary to pay attention to the quality of good 
outdoor temperature for an excellent perfor-
mance. Likewise, unsuitable temperatures can 
endanger health, so people must know and un-
derstand the importance of good outdoor tem-
perature quality for safe activities. BMKG also 
urges people to limit outdoor activities by being 
aware of outdoor temperatures that are too high 
or too low. Outdoor temperature is essential to 
understand so that people can determine what 
activities are suitable for outdoor temperature 
levels at that time. The public can also be on the 
lookout for things to look out for with outdoor 
temperature levels. In determining the outside 
temperature group, there needs to be a clusteri-
zation of data of minimum temperature, maxi-
mum temperature, average humidity, and maxi-
mum wind speed. The determination of outdoor 
temperature quality will be divided into three 
groups, namely are good, intermediate, and bad. 
The determination of the quality of outdoor tem-
perature is expected to help the community in 
carrying out activities according to the appropri-
ate outdoor temperature. 
 Data clustering can be done through sever-
al methods. Two types of data clustering are of-
ten used in the process of grouping data, namely 
Hierarchical and Non-Hierarchical. In this study, 
we use the non-hierarchical K-Means data clus-
tering method in clustering data. The reason for 
choosing K-Means compared to other methods 
is that the K-Means method can group large ob-
jects very quickly and thus speed up the group-
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ing process. Besides, K-Means also has ad-
vantages that are reasons for choosing a method, 
the time needed to do learning is relatively fast-
er, very flexible, easy to do, is very common to 
use and use simple principles. (Postrel, n.d.) 
 Researchers used references from previ-
ous research, namely the application of data 
mining on the eligibility of students in receiving 
Bidikmisi scholarships according to the speci-
fied criteria. (Rahayu, 2019), the grouping of 
products that sell well and not sell for ease in 
analyzing the grouping of product sales to self-
service (Muningsih & Kiswati, 2015) and 
grouping levels of drug use for managing drug 
availability at hospital pharmacies  (Taslim & 
Fajrizal, 2016). So the researchers conducted a 
study using the K-Means method on the BMKG 
dataset to determine the quality of the outdoor 
temperature at the Karangkates Geophysical 
Station, Kab. Malang. 
 
Material and Methods 
Data Collection 
 The type of data used is quantitative data 
that is the type of data that can be calculated in 
the form of numbers or nominal. BMKG weath-
er data sets are a type of quantitative data be-
cause they are numeric or nominal and can be 
calculated. More specifically, the data used is 
matrix data, which is the type of data that has 
objects and attributes. The data source used in 
the study is secondary data that is data sources 
obtained indirectly through an official website 
"BMKG Database Online Data Center," which 
can be accessed through http://
dataonline.bmkg.go.id/akses_data, which is ob-
tained and recorded by a Non-Departmental 
Government Institution (LPND), headed by a 
Head of Agency. The secondary data is basically 
in the form of published historical evidence or 
reports, which are then used to support the for-
mation of research. Based on the data source 
used in this final project research, the data col-
lection method that the author uses is to search, 
read and collect documents as references, such 
as articles and literature relating to data mining 
using the k-means clustering method. 
 
Data Process / Normalization 
Data normalization is a technique in the 
logical design of a relational database that 
groups the attributes of a relationship to form a 
good relationship structure (without redundan-
cy). In database science, normalization is used 
to avoid various data anomalies and data incon-
sistencies. In determining outdoor weather, the 
data set used is the BMKG weather data set. The 
reason for using the BMKG weather data set is 
that a straightforward and flexible data set is 
needed. Besides that, this data set has a relatively 
good and reliable level of accuracy because in 
carrying out its duties and functions, the BMKG 
is coordinated by the Minister responsible for 
transportation. 
The parameters used in BMKG weather 
data sets have been through the normalization 
process before the data testing process is carried 
out. The parameters used in the official BMKG 
online data website are minimum temperature, 
maximum temperature, average humidity, and 
average wind speed. These parameters are used 
as the main parameters in determining the class 
of good, bad, and being in a free place. Other pa-
rameters such as maximum wind direction and 
most wind direction are not included because this 
parameter does not significantly affect the results 
in class determination. 
 
K-Means 
 Some of the simplest and most commonly 
used clustering techniques are K-means cluster-
ing. In detail, this technique uses a measure of 
dissimilarity to group objects, the degree of dis-
similarity is the determinant in the division of 
data groups. (Metisen & Sari, 2015) The discrep-
ancy can be translated into the concept of dis-
tance. Two objects are said to be similar if the 
distance of the two objects is close. The higher 
the distance value, the higher the dissimilarity 
value. K-Means can group large amounts of data 
with relatively fast and efficient computing time. 
(Handoko, 2016) However, K-Means has a weak-
ness caused by determining the initial center of 
the cluster. The results of clusters formed from 
the K-Means method are highly dependent on the 
initiation of the initial center value of the cluster 
provided. (Sibuea & Safta, 2017) The steps of the 
K-Means method are as follows: 
1. Determine the number of clusters to be 
formed. 
2. Determine the centroid (cluster center 
point). 
3. Calculate the distance of each data to each 
centroid using the correlation formula be-
tween two objects (Euclidean Distance) us-
ing Equation 1. 
 (1) 
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4. Grouping each data based on the closest 
distance between the data and the cen-
troid.  
5. Determine the position of the new cen-
troid (Cb) by calculating the average val-
ue of existing data on the same centroid, 
using Equation 2.  
 (2) 
Where Kn is the sum of all BMKG weath-
er data set values that are members of the 
cluster and n is the total number of cluster 
members. 
6. Return to step 3 if the new centroid posi-
tion with the old centroid is not the same. 
 
Results and Discussion  
In Table 1, this research experiment data 
is based on original data from an online data-
base center data object, the BMKG weather data 
set. The weather data set was recorded within 
32 days, which was used as a reference in class 
determination. Attributes made as objects con-
sist of the date, minimum temperature (Tn), 
maximum temperature (Tx), average humidity 
(RH_avg), and average wind speed (ff_avg). 
 
Table 1. BMKG Weather Dataset 
 
 
 
 
 
 
 
    
 
 Next do the grouping of data using the K 
means algorithm, the following steps for its com-
pletion. Determine the number of clusters, the 
number of clusters is the number of groups that 
will be generated. In this study, the number of 
clusters to be used. It is as many as 3 clusters, 
namely BAD (C1), INTERMEDIATE (C2), and 
GOOD (C3). Determine the initial centroid, in 
determining the initial centroid (the center of the 
first cluster), is determined by finding the drink-
ing value from the sum of each row of objects 
with the minimum value obtained is 124.7 as a 
GOOD cluster (C3), finding the maximum value 
of the results the sum of each row of objects with 
the maximum value obtained is 146.8 as a BAD 
cluster (C1), and looking for a value that ap-
proaches the average value of the sum of each 
row of objects with the average. value obtained is 
133.1 as an INTERMEDIATE cluster ( C2). The 
initial centroids obtained are: 
C1 = (02-11-2019; 23.4; 28.4; 91; 4) 
C2 = (11-17-2019; 23.1; 35.4; 73; 2) 
C3 = (21-21-2019; 22.9; 34.8; 62; 5) 
Calculate the distance of each existing data to 
each cluster center, using the Euclidean Distance 
Space equation: 
Equation 3 shows the distance between the data 
on 18-10-2019 and the center of the BAD cluster 
(C1). 
 (3) 
 
Equation 4 shows the distance between the data 
on 18-10-2019 and the center of the INTERME-
DIATE cluster (C2). 
(4) 
 
Equation 5 shows the distance between 18-10-
2019 and the center of the GOOD cluster (C3). 
(5) 
 
With the results of calculations from all data for 
each first cluster center presented in Table 2. 
 
 After calculating the data distance on the 
centroid, the next step is to group the data. Data 
grouping is done by finding the minimum value 
from the results of calculating the distance of 
each existing data against each cluster center. 
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 The calculation is done manually using 
Microsoft Excel. BAD (C1) indicates cluster 
areas that have bad outdoor temperatures, IN-
TERMEDIATE (C2) indicates cluster areas that 
have moderate outdoor temperatures, GOOD 
(C3) indicates cluster areas that have right out-
door temperatures. After all the data has been 
successfully grouped into the closest cluster, 
then begin to recalculate the new cluster center 
based on the average of members in the same 
centroid. By adding up the values of all-weather 
datasets that are members of the cluster then 
divided by the total number of cluster members: 
Equation 6 shows the new centroid value in the 
BAD cluster (C1) in the minimum part tempera-
ture value (Tn). 
(6) 
Equation 7 shows the new centroid value in the 
BAD cluster (C1) in the maximum part temper-
ature value (Tx). 
(7) 
Equation 8 shows the new centroid value in the 
BAD cluster (C1) in the average humidity part 
value (RH_avg). 
 
 
(8) 
Equation 9 shows the new centroid value in the 
BAD cluster (C1) in the average wind speed sec-
tion value (ff_avg). 
(9) 
The results of the calculation from the whole are 
presented in Table 4. 
 
 Table 4. New Centroids. 
 
 
 After obtaining a new centroid 
(CENTROID 2) from each cluster, then begin by 
recalculating the data with the new cluster center, 
repeating step 3 until a final pattern is obtained 
where the cluster is no longer moving. In this 
study, the data was recalculated until the second 
iteration, where each cluster did not change 
again, and no more data moved from one cluster 
to another. The results can be seen in Table 5. 
Journal of Development Research, 4 (1), May 2020, Page 12-17 
Copyright © 2020, JDR, E ISSN 2579-9347 P ISSN 2579-9290                                                                15                                                                                                                  
Table 2. Results of Calculation of Weather Dataset 
Distance for Each Centroid. 
Table 3. Results of Grouping Data. 
 
 
Based on the iteration one and iteration two pro-
cesses, it appears that the center of the cluster 
that is being processed remains the same, and 
no more data is moved from one cluster to an-
other. So the final results of the weather dataset 
that have been successfully grouped are: 
1. In the BAD cluster (C1), there are two 
days. 
2. In the INTERMEDIATE cluster (C2), 
there are 28 days. 
3. In the GOOD cluster (C3), there are two 
days. 
Figure 1.  Centroid range. 
 
 A result is obtained where the quality of 
the outdoor temperature in the INTERMEDI-
ATE cluster (C2) is more dominant than other 
clusters. This can occur because the INTERME-
DIATE(C2) centroid is at the midpoint centroid 
and has two ranges of distance, namely the dis-
tance between the GOOD(C3) centroid and the 
INTERMEDIATE(C2) centroid and the sparse 
range between the BAD(C1) centroid and the 
INTERMEDIATE(C2) centroid as in Figure 1. 
 
Conclusion 
Based on the results of the study, the clus-
terization of room temperature based on repeti-
tion stops at iteration two which shows that the 
cluster area that has an outdoor temperature that 
is INTERMEDIATE (C2) is more dominant than 
the other clusters, from 32 days produces 28 days 
of moderate temperature quality, two days right 
quality temperature, and two days of poor quality. 
This means that the Karang Kates Geophysics 
location in Malang Regency shows the state of 
the quality of the outdoor temperature being 
moderate or the condition of relatively average 
temperature to carry out activities, both indoors 
and outdoors. 
 
Suggestion 
In this study, which has reached the results con-
cluded, then this study can be used as a reference 
for parties related to the location of the dataset to 
make decisions in anticipating weather based on 
conditions and conditions. It is recommended that 
further research be carried out using methods and 
adding dataset attributes, as well as a broader 
range of regions so that in future studies, it will 
be more accurate and more thorough, and also the 
better data sets taken are the latest data. 
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