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ON THE SECOND EIGENVALUE OF RANDOM BIPARTITE BIREGULAR GRAPHS
YIZHE ZHU
Abstract. In this paper, we consider the spectral gap of a uniformly chosen random (d1, d2)-biregular
bipartite graph G with |V1| = n, |V2| = m, where d1, d2 could possibly grow with n and m. Let A be the
adjacency matrix ofG. Under the assumption that d1 ≥ d2 and d2 = O(n2/3), we show that λ2(A) = O(
√
d1)
with high probability. As a corollary, combining the results from [46], we confirm a conjecture in [14] that
the second singular value of a uniform d-regular digraph is O(
√
d) for 1 ≤ d ≤ n/2 with high probability.
Assuming d2 = O(1) and d1 = O(n2), we further prove that for a random (d1, d2)-biregular bipartite graph,
|λ2i (A)− d1| = O(
√
d1(d2 − 1)) for all 2 ≤ i ≤ n+m− 1 with high probability.
The proofs of the two results are based on the size biased coupling method introduced in [13] for random
d-regular graphs and several new switching operations we defined for random bipartite biregular graphs.
1. Introduction
An expander graph is a sparse graph that has strong connectivity properties and exhibits rapid mixing.
Expander graphs play an important role in computer science including sampling, complexity theory, and
the design of error-correcting codes (see [27]). When a graph is d-regular, i.e., each vertex has degree d,
quantification of expansion is possible based on the eigenvalues of the adjacency matrix. Let A be the
adjacency matrix of a d-regular graph. The first eigenvalue λ1(A) is always d. The second eigenvalue in
absolute value λ(A) = max{λ2(A),−λn(A)} is of particular interest, since the difference between d and λ,
also known as the spectral gap, provides an estimate on the expansion property of the graph.
The study of the spectral gap in d-regular graphs with fixed d had the first breakthrough in the Alon-
Boppana bound. Alon and Boppana in [1, 43] showed that for d-regular graph λ(A) ≥ 2√d− 1 − o(1).
Regular graphs with λ(A) ≤ 2√d− 1 are called Ramanujan. In [22], Friedman proved Alon’s conjecture in
[1] that for any fixed d ≥ 3 and ε > 0, λ(A) ≤ 2√d− 1 + ε asymptotically almost surely. The result implies
almost all random regular graphs are nearly Ramanujan. Recently, Bordenave [7] gave a simpler proof that
λ(A) ≤ 2√d1 + εn for a sequence εn → 0 asymptotically almost surely.
A generalization of Alon’s question is to consider the spectral gap of random d-regular graphs when d grows
with n. In [9] the authors showed that for d = o(n), a uniformly distributed random d-regular graph satisfies
λ(A) = O(
√
d) with high probability. The authors work with random regular multigraphs drawn from the
configuration model and translate the result for the uniform model by the contiguity argument, which hits
a barrier at d = o(n1/2). The range of d for the bound λ(A) = O(
√
d) was extended to d = O(n2/3) in [13]
by proving concentration results directly for the uniform model. In [46] it is proved that the O(
√
d) bound
holds for nε ≤ d ≤ n/2 for any ε ∈ (0, 1). Vu in [49, 50] conjectured that λ(A) = (2 + o(1))√d(1− d/n)
with high probability when d ≤ n/2 and d tends to infinity with n. The combination of the results in [13]
and [46] confirms Vu’s conjecture up to a multiplicative constant. Very recently, the authors in [4] showed
that for nε ≤ d ≤ n2/3−ε for any ε > 0, λ(A) = (2 + o(1))√d− 1 with high probability, which proves Vu’s
conjecture in this regime with the exact multiplicative constant.
1.1. Random bipartite biregular graphs. In many applications, one would like to construct bipartite
expander graphs with two unbalanced disjoint vertex sets, among which bipartite biregular graphs are of
particular interest. An (n,m, d1, d2)-bipartite biregular graph is a bipartite graph G = (V1, V2, E) where
|V1| = n, |V2| = m and every vertex in V1 has degree d1 and every vertex in V2 has degree d2. Note that we
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must have nd1 = md2 = |E|. When the number of vertices is clear, we call it a (d1, d2)-biregular bipartite
graph for simplicity.
Let X ∈ {0, 1}n×m be a matrix indexed by V1 × V2 such that Xij = 1 if and only if (i, j) ∈ E. The
adjacency matrix of a (d1, d2)-biregular bipartite graph with V1 = [n], V2 = [m] can be written as
A =
[
0 X
X> 0
]
.(1.1)
All eigenvalues of A come in pair as {−λ, λ}, where |λ| is a singular value of X along with at least |n−m|
zero eigenvalues. It’s easy to see λ1(A) = −λn+m(A) =
√
d1d2. The difference between
√
d1d2 and λ2(A) is
called the spectral gap for the bipartite biregular graph. The spectral gap of bipartite biregular graphs has
found applications in error correcting codes, matrix completion and community detection, see for example
[45, 44, 25, 8, 10].
Previous works of [21, 33] showed an analog of Alon-Boppana bound for bipartite biregular graph: for
any sequence of (d1, d2)-biregular bipartite graphs with fixed d1 and d2, as the number of vertices tends to
infinity,
lim inf
n→∞ λ2 ≥
√
d1 − 1 +
√
d2 − 1− ε
for any ε > 0. In [21], a (d1, d2)-biregular bipartite graph is defined to be Ramanujan if λ2 ≤
√
d1 − 1 +√
d2 − 1. Marcus, Spielman and Srivastava in [39] obtained a breakthrough showing that there exist infinite
families of (d1, d2)-biregular bipartite Ramanujan graphs for every d1, d2 ≥ 3. Very recently, for fixed d1 and
d2, [8] showed that almost all (d1, d2)-biregular bipartite graphs are almost Ramanujan in the sense that
λ2 ≤
√
d1 − 1 +
√
d2 − 1 + εn(1.2)
for a sequence εn → 0 asymptotically almost surely.
1.2. Main results. In this paper, we consider the spectral gap of a uniformly chosen random (d1, d2)-
biregular bipartite graph with V1 = [n], V2 = [m], where d1, d2 can possibly grow with n and m. Without
loss of generality, we assume d1 ≥ d2. Let X ∈ Rn×m be the biadjacency matrix of a bipartite biregular graph
with |V1| = n, |V2| = m. Namely, Xuv = 1 if (u, v) ∈ E, u ∈ V1 and v ∈ V2. Let 1m = (1, . . . , 1)> ∈ Rm. Since
X>X1m = d1d21m, the largest singular value satisfies σ1(X) =
√
d1d2. Moreover, the second eigenvalue of
A in (1.1) is equal to σ2(X). Define
Sm−1 : = {v ∈ Rm, ‖v‖2 ≤ 1}, Sm−10 :=
{
v ∈ Sm−1,
m∑
i=1
vi = 0
}
.
Then the second singular value of X can be written as
σ2(X) = sup
y∈Sm−10
‖Xy‖2 = sup
x∈Sn−1,y∈Sm−10
〈x,Xy〉.(1.3)
To show the spectral gap of the adjacency matrix for a random bipartite biregular graph, we will work with
the biadjacency matrix X and control its singular values using the formula (1.3). Our first result is about
the second eigenvalue bound for the random bipartite biregular graph. This is an analog of the results in
[13] for the spectral gap of random bipartite biregular graphs.
Theorem 1.1. Let A be the adjacency matrix of a uniform random (n,m, d1, d2)−bipartite biregular graph
with d1 ≥ d2. For any constants C0,K > 0, if d2 ≤ min
{
C0n
2/3, n2
}
, then there exists a constant α > 0
depending only on C0,K such that
P
(
λ2(A) ≤ α
√
d1
)
≥ 1−m−K − e−m.(1.4)
Remark 1.2. The result (1.4) also implies λ2(A) ≤ α(
√
d1+
√
d2) with high probability, which is an extension
of (1.2) to the case where d1, d2 can possibly grow with n,m.
A d-regular directed graph on n vertices is a digraph with each vertex having d in-neighbors and d out-
neighbors. We can interpret the biadjacency matrix X of a random (d, d, n, n)-bipartite biregular graph as
the adjacency matrix of a random d-regular digraph. Therefore the following corollary holds.
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Corollary 1.3. Let A be the adjacency matrix of a uniform random d-regular digraph on n vertices. For
any constants C0,K > 0, if d ≤ min{C0n2/3, n/2}, then there exists a constant α > 0 depending only on
C0,K such that
P
(
σ2(A) ≤ α
√
d
)
≥ 1− n−K − e−n.(1.5)
In [46] the authors showed σ2(A) = O(
√
d) with high probability when nε ≤ d ≤ n2 . Combining Corollary
1.3 and their result, we confirm a conjecture in [14] that a uniform d-regular digraph has σ2(A) = O(
√
d) for
1 ≤ d ≤ n/2 with high probability. It is also shown in [16] that for random d-regular digraph, the eigenvalue
of A satisfies |λ2(A)| ≤
√
d + ε with high probability for any ε > 0. Note that for a d-regular digraph,
λ1(A) = σ1(A) = d with a unit first eigenvector v1 =
1√
n
(1, . . . , 1)>. Let v2 be a unit second eigenvector of
A, we then have from (1.3) and the PerronFrobenius theorem,
σ2(A) = sup
y∈Sn−10
‖Ay‖2 ≥ ‖Av2‖ = |λ2(A)|.
Therefore Corollary 1.3 and the result in [46] also imply the second eigenvalue for random d-regular digraph
is O(
√
d) with high probability for 1 ≤ d ≤ n/2.
Now we assume d2 is a bounded constant and d1 could possibly grow with n, we refine our estimate in
Theorem 1.1 as follows. Recall λ1(A) = −λ(A)n+m =
√
d1d2.
Theorem 1.4. Let A be the adjacency matrix of a random (n,m, d1, d2)-bipartite biregular graph. For any
K > 0, C1 > 1, C2 > 0, if d2 ≤ min
{
C1,
n
4
}
and d1 ≤ C2n2, there exists α > 0 depending only on C1, C2,K
such that
P
(
max
2≤i≤m+n−1
|λ2i (A)− d1| ≤ α
√
d1(d2 − 1)
)
≥ 1− n−K − e−n.(1.6)
Our proof for Theorem 1.1 is based on the following linear algebra relation. For an (n,m, d1, d2)-bipartite
biregular graph with biadjacency matrix X, let M = XX> − d1I. It’s easy to check λ1(M) = d1(d2 − 1).
Define λ(M) = max{λ1(M),−λn(M)}. We obtain
max
2≤i≤m+n−1
|λ2i (A)− d1| = max
2≤i≤n
|σ2i (X)− d1| = λ(M).
Therefore to prove (1.6), it is equivalent to prove with probability at least 1 − n−K − e−n, λ(M) ≤
α
√
d1(d2 − 1). The matrix M can also be interpreted as the adjacency matrix of a corresponding uniform
regular hypergraph through a bijection, see [21, 19] for more details.
We see from (1.6) that the absolute values of all nontrivial eigenvalues of A are concentrated around
√
d1,
which is an improved estimate compared to Theorem 1.1 when d2 is a constant and d1 grows with n. We
believe the condition that d2 = O(1) is only a technical assumption due to the limitation of the method we
used (see further discussion in Remark 8.6). It’s possible that by other methods one can extend the range
of d1, d2 such that (1.6) still holds.
Remark 1.5. Theorem 1.1 and Theorem 1.4 can be interpreted as parallel results of the following theorems
known as Theorem 4.4.5 and Theorem 4.6.1 in [48] for sub-gaussian random matrices. Let A be an m × n
random matrix whose entries Aij are independent, mean zero, sub-gaussian random variables. Then σ1(A) =
O(
√
m+
√
n) with high probability. When m n, one can also have a refined estimate that for all 1 ≤ i ≤ n,
|σi(A) −
√
m| = O(√n) with high probability, which suggests that singular values of A are concentrated
around
√
m. In addition, the MarchenkoPastur law for random bipartite biregular graphs was proved in
[17, 47, 53], which also suggests that the spectra of random bipartite biregular graphs have similar behavior
to the spectra of sample covariance matrices.
Organization of the paper. In Section 2 we provide some definitions and results for size biased coupling and
explain the general strategy on how to use size biased coupling to prove Theorem 1.1 and 1.4.
Sections 3 to 5 are devoted to the proof of Theorem 1.1. In Section 3 we define the the switching for
bipartite biregular graphs and construct a size biased coupling for the biadjacency matrix X of a uniform
random bipartite biregular graph. Then we use the size biased coupling in Section 3 to prove concentration
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inequalities for linear functions of X in Section 4. In Section 5 we finish the proof of Theorem 1.1 by the
Kahn-Szemere´di argument.
The proof of Theorem 1.4 has the same steps as the proof of Theorem 1.1. In Section 6 we introduce
three new types of switchings for bipartite biregular graphs involving more vertices than the first switching
we defined in Section 3. Using the new switchings, we prove a concentration inequality for linear functions
of M = XX> − d1I in Section 7. Finally we apply the Kahn-Szemere´di argument in Section 8 to finish the
proof of Theorem 1.4.
2. Size biased coupling
A key ingredient to the proof of our main results on spectral gaps is to show the concentration of linear
functions for a random matrix. In this section, we collect some useful results on size biased coupling and give
a general idea of the strategy. For more background on size biased coupling, see the survey [2] and Section
3 in [13].
Definition 2.1 (size biased coupling). Let X be a nonnegative random variable with µ = EX > 0. We say
Xs has the X-size biased distribution if
E[Xf(X)] = µE[f(Xs)](2.1)
for all functions f such that the left hand side above exists. We say a pair of random variable (X,Xs) defined
on a common probability space is a size biased coupling for X when Xs has the X-size biased distribution.
The following theorem provides concentration inequalities from the construction of size biased couplings.
For x ∈ R, define (x)+ := max{x, 0}.
Theorem 2.2 (Theorem 3.4. in [13]). Let (X,Xs) be a size biased coupling with EX = µ and let B be an
event on which Xs −X ≤ c. Let D = (Xs −X)+ and suppose E[D1B | X] ≤ τ2/µ almost surely. Define
h(x) = (1 + x) log(1 + x)− x, x ≥ −1.(2.2)
Then the following holds:
(1) If P[B | Xs] ≥ p almost surely, then for x ≥ 0,
P
(
X − µ
p
≥ x
)
≤ exp
(
− τ
2
pc2
h
(pcx
τ2
))
.(2.3)
(2) If P[B | X] ≥ p almost surely, then for x ≥ 0,
P(X − pµ ≤ −x) ≤ exp
(
−τ
2
c2
h
(cx
τ2
))
.(2.4)
We would like to construct a size biased coupling for a sum of random variables X =
∑n
i=1Xi. In
particular, the following lemma for the sum of indicator random variables will be convenient in our setting.
Lemma 2.3. Let Xi = aiFi where Fi is a non-constant random variable taking values in {0, 1} and ai ≥ 0.
Let X =
∑n
i=1Xi. Let (X
(i)
1 , . . . , X
(i)
n ) be random variables such that X
(i)
i = ai and (X
(i)
j )j 6=i are distributed
as (X
(i)
j )j 6=i conditioned on Fi = 1. Independent of everything else, choose an random index I such that
P(I = i) = EXi/EX for 1 ≤ i ≤ n. Then Xs =
∑n
i=1X
(I)
i has the size biased distribution of X.
Proof. Consider each Xi = aiFi. Since Fi is a indicator random variable, for any well-defined function f , it
satisfies
E[Xif(Xi)] = P(Fi = 1)aif(ai) = E[Xi]f(ai).(2.5)
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We see from (2.5), the constant ai has the Xi-size biased distribution. Let (X
(i)
1 , . . . , X
(i)
n ) be random
variables such that X
(i)
i = ai and (X
(i)
j )j 6=i are distributed as (X
(i)
j )j 6=i conditioned on Fi = 1. This implies
E[Xf(X)] =
n∑
i=1
E[Xif(X)] =
n∑
i=1
E[Xif(X) | Xi = ai]P(Xi = ai) +
n∑
i=1
E[Xif(X) | Xi = 0]P(Xi = 0)
=
n∑
i=1
E[Xi]E[f(X) | Xi = ai].
By our construction of X
(i)
j ,
E[f(X) | Xi = ai] = E
f
 n∑
j=1
X
(i)
j
 .
Hence from our definitions of the random variables I and Xs,
E[Xf(X)] = E[X]
n∑
i=1
E[Xi]
E[X]
E
f
 n∑
j=1
X
(i)
j
 = E[X]E[f ( n∑
i=1
X
(I)
i
)]
= E[X]E[f(Xs)].
Therefore according to (2.5), Xs has the size biased distribution of X. 
Theorem 2.2 developed in [13] together with the switching argument has been used to prove spectral
gap results for random regular graphs. In this paper, we apply the same strategy with different switching
operations suitable for random bipartite biregular graphs. Below we summarize the main idea of how to
apply size biased coupling for our proofs and how it connects to switchings.
To prove Theorem 1.1, it suffices to show the concentration for the second singular value of the biadjacency
matrix X. From the variation formula of σ2(X) in (1.3), a key step in the proof is to provide a concentration
inequality for linear functions of X written as
fQ(X) =
∑
u∈[n],v∈[m]
QuvXuv
for any given n×m matrix Q. We see that fQ(X) is a combination of indicator random variables Xuv. To
apply the inequalities in Theorem 2.2 for fQ(X), we need to create a size biased coupling for fQ(X). The
size biased coupling is obtained by creating a coupling for X and X(uv), where X(uv) is distributed as X
conditioned on Xuv = 1, and applying Lemma 2.3. Finally, the coupling of (X,X
(uv)) is done by using the
switching technique analyzed in Section 3.
The proof of Theorem 1.4 is in the same spirit but is more involved. To show the concentration of the
second eigenvalue for M = XX>−d1I, we prove a concentration inequality for linear functions of M , which
can be written as
fQ(M) =
∑
u1 6=u2
Qu1u2Mu1u2 =
∑
u1 6=u2
∑
v∈[m]
Qu1u2Xu1vXu2v.
Here fQ(M) is a combination of indicator random variables Xu1vXu2v. Similarly, we will first create a
coupling for X and X(u1u2v), where X(u1u2v) is distributed as X conditioned on Xu1vXu2v = 1, then apply
Lemma 2.3 to obtain a size biased coupling for fQ(M). In Section 6, the analysis of coupling of (X,X
(u1u2v))
is more technical, and new types of switchings are introduced.
3. Switching for bipartite biregular graphs
The method of switchings, developed by McKay and Wormald [40, 51], has been used to approximately
enumerate regular graphs, counting subgraphs in random regular graphs and analyzing properties of random
regular graphs, see for example [41, 42, 30, 31]. In recent years, combining with other random matrix
techniques, switching has become a useful tool to study the spectra of random regular graphs [28, 13, 6, 3, 5,
4]. It was also applied to spectral analysis of other random graph models including random regular digraphs
[14, 15, 12, 35, 36, 37, 34] and random bipartite biregular graphs [53, 52].
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In this section we introduce the switching operations on bipartite biregular graphs, which are different
from [53] and it involves more vertices. Our definition of switchings is an analog of the “double switchings”
defined for regular graphs in Section 4 of [13], and is suitable for bipartite biregular graphs. The switchings
will be used to construct a coupling between X and X(u1v1), where X is the biadjacency matrix of a random
bipartite biregular graph and X(u1v1) is the distribution of X conditioned on Xu1v1 = 1. Then according to
the construction of size biased coupling given in Lemma 2.3, we can construct the size biased coupling for
linear functions of X in Section 4.
Definition 3.1 (valid switchings for bipartite biregular graphs). Let X be the biadjacency matrix of a
bipartite biregular graph G. Assume Xu1v2 = Xu2v1 = Xu3v3 = 1 and Xu1v1 = Xu2v3 = Xu3v2 = 0. We
define (u1, u2, u3, v1, v2, v3) to be a valid forward switching for X. After switching in the graph G, the edges
u1v1, u2v3, u3v2 are added and the edges u1v2, u2v1, u3v3 are removed.
In a similar way, suppose for a graph G with biadjacency matrix X, we have Xu1v2 = Xu2v1 = Xu3v3 = 0
and Xu1v1 = Xu2v3 = Xu3v2 = 1. We define (u1, u2, u3, v1, v2, v3) to be a valid backward switching for
X. After switching in the graph G, the edges u1v2, u2v1, u3v3 are added and the edges u1v1, u2v3, u3v2
are removed. In both of the forward and backward switchings, we assume u1, u2, u3, v1, v2, v3 are distinct
vertices.
See Figure 1 for an example for a valid forward switching. By reversing the arrow in Figure 1 we obtain
a valid backward switching from the right to the left. From Definition 3.1, a valid forward or backward
switching will keep the degree of each vertex in the bipartite graph. The following lemma estimates the
number of valid forward and backward switchings for a given bipartite biregular graph.
v1
v3
v2
v1
v3
v2
u1
u2
u3
u1
u2
u3
Figure 1. a valid forward switching
Lemma 3.2. Consider an (n,m, d1, d2)-bipartite biregular graph G. Let su1v1(G) be the number of valid
forward switching of the form (u1, ·, ·, v1, ·, ·) and tu1u1(G) be the number of valid backward switchings of the
form (u1, ·, ·, v1, ·, ·). The following inequalities hold:
(1) If Xu1v1 = 0,
d21d2(n− 2d2) ≤ su1v1(G) ≤ d21d2(n− d2).(3.1)
(2) If Xu1v1 = 1,
d21(n− d2)(n− 2d2) ≤ tu1v1(G) ≤ d21(n− d2)2.(3.2)
Proof. Let N (v) be the set of neighborhood of a vertex v in the graph G. Define N (v) = V2 \N (v) if v ∈ V1,
and N (v) = V1 \ N (v) if v ∈ V2.
Fix u1, v1 and assume Xu1v1 = 0. By choosing u2 ∈ N (v1), v2 ∈ N (u1), u3 ∈ N (v2), v3 ∈ N (u3), we
have d21d2(n − d2) many tuples, which gives the upper bound on su1v1(G). Among those d21d2(n − d2)
many tuples, a tuple is a valid forward switching if and only if v3 ∈ N (u2). Let K be the number of
tuples that are not valid among all d21d2(n − d2) tuples. Then su1v1(G) = d21d2(n − d2) −K. By choosing
u2 ∈ N (v1), v2 ∈ N (u1), v3 ∈ N (u2), u3 ∈ N (v3), we have at most d21d22 many tuples that are not valid
forward switchings, which implies K ≤ d21d22. Therefore
su1v1(G) ≥ d21d2(n− d2)− d21d22 = d21d2(n− 2d2).
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This completes the proof for (3.1).
Now assume Xu1v1 = 1 and we consider tu1v1(G). By choosing u2 ∈ N (v1), v3 ∈ N (u2), u3 ∈ N (v3), v2 ∈
N (u3), we have d21(n − d2)2 many tuples, giving the upper bound of tu1v1(G). Among those d22(n − d2)2
tuples, a tuple is not a valid backward switching if and only if v2 ∈ N (u1). Let L be the number of
tuples among them that are not valid. Then tu1v1(G) = d
2
1(n − d2)2 − L. We can bound L by choosing
v2 ∈ N (u1), u2 ∈ N (v1), v3 ∈ N (u2), u3 ∈ N (v2). Then L ≤ d21d2(n− d2) and it implies the lower bound on
tu1v1(G). Therefore (3.2) holds. 
For given parameters (n,m, d1, d2), let G be the collection of the biadjacency matrices of all (n,m, d1, d2)-
bipartite biregular graphs. For fixed u1 ∈ [n], v1 ∈ [m], let Gu1v1 be the subset of G such that Xu1v1 = 1 .
We construct a weighted bipartite graph G0 with weighted edges on two vertex class G and Gu1v1 as follows:
• If X ∈ G with Xu1v1 = 0, form an edge of weight 1 between X and every element of Gu1v1 that is a
result of a valid forward switching from X.
• If X ∈ G with Xu1v1 = 1, form an edge of weight d21d2(n− d2) between X and its identical copy in
Gu1v1 .
We define a weighted bipartite graph with two disjoint vertex sets V1, V2 to be a (w1, w2)-biregular graph
if the degree (sum of weights from adjacent edges) of each vertex in V1 is w1 and the degree of each vertex
in V2 is w2. The following lemma shows we can embed G0 into a weighted bipartite biregular graph.
Lemma 3.3. In G0, the following holds:
(1) Every vertex in G has degree between d21d2(n− 2d2) and d21d2(n− d2).
(2) Every vertex in Gu1v1 has degree between d21(n− d2)2 and d21n(n− d2).
(3) G0 can be embedded into a weighted bipartite biregular graph G on the same vertex sets, with vertices
in G having degree d21d2(n− d2) and vertices in Gu1v1 having degree d21n(n− d2).
Proof. Claim (1) follows from our construction of G0 and (3.1). Every X in Gu1,v1 with the corresponding
graph G is connected to tu1v1(G) many vertices in G, with each edge of weight 1. It is also connected to its
identical copy in G with edge weight d21d2(n− d2). Then Claim (2) follows from (3.2).
To construct G, we start with G0 and add edges as follows. Go through the vertices of G and for each
vertex with degree less than d21d2(n−d2), we arbitrarily make edges from the vertex to vertices in Gu1v1 with
degree less than d21n(n− d2). Continue this procedure until either all vertices in G have degree d31d2(n− d2)
or all vertices in Gu1,v1 have degree d21n(n− d2). We claim now G is bipartite biregular.
From the distribution of uniform random bipartite biregular graphs, the probability of a bipartite biregular
graph containing any edge u1v1 is
d2
n , we have
|Gu1v1 |
|G| =
d2
n
.(3.3)
If all degrees in G are d21d2(n− d2), and all degrees in Gu1,u2,v1 are at most d21n(n− d2), then from (3.3),
|G|d21d2(n− d2) ≤ |Gu1v1 |d21n(n− d2) = |G|d21d2(n− d2).
So all vertices in Gu1v1 must have degree exactly d21n(n − d2). In the same way, if all the degrees in Gu1v1
are d21n(n− d2), then the degrees in G are exactly d21d2(n− d2). Therefore we can embed G0 into a weighted
biregular bipartite graph G. 
In the graph G, we uniformly choose a random biadjacency matrix X in G and consider X(u1v1) to be the
element in Gu1v1 given by walking from X along an edge with probability proportionate to its weight, i.e.,
we do one step of simple random walk starting from a uniformly chosen vertex in G. Since G0 is bipartite
biregular, X(u1v1) is uniformly distributed in the vertex set Gu1v1 (see Lemma 4.1 in [13]). Lemma 3.3 yields
a coupling of X and X(u1v1) that satisfies
P
(
X,X(u1v1) are identical or differ by a switching | X(u1v1)
)
≥ 1− d2
n
= 1− d1
m
,(3.4)
P
(
X,X(u1v1) are identical or differ by a switching | X
)
≥ 1− d2
n− d2 = 1−
d1
m− d1 .(3.5)
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4. Concentration for linear functions of X
Let Q be a n ×m matrix and X be the biadjacency matrix of a uniform random (n,m, d1, d2)-bipartite
biregular graph. Define a linear function for entries of X as
fQ(X) : =
∑
u∈[n],v∈[m]
QuvXuv.(4.1)
In this section, we will use the coupling we constructed in Section 3 together with Lemma 2.3 to construct a
size biased coupling of the linear function fQ(X). Then from the concentration inequalities in Theorem 2.2,
we can prove concentration results for fQ(X), which are the key ingredients for the proof of Theorem 1.1 in
Section 5.
From the distribution of X, we have EXuv = d1m for any u ∈ [n], v ∈ [m]. We define the following two
parameters:
µ := EfQ(X) =
d1
m
∑
u∈[n],v∈[m]
Quv,(4.2)
σ˜2 := EfQ◦Q(X) =
d1
m
∑
u∈[n],v∈[m]
Q2uv.(4.3)
Our goal in this section is to prove the following concentration results. Recall the function h(x) is defined
in (2.2).
Theorem 4.1. Let X be the biadjacency matrix of a uniform random (n,m, d1, d2)-bipartite biregular graph.
Let Q be a n×m matrix with all entries in [0, a]. Let p = 1− d1m and p′ = 1− d1m−d1 . Then for all t ≥ 0,
P
(
fQ(X)− µ
p
≥ t
)
≤ exp
(
− σ˜
2
3pa2
h
(
pat
σ˜2
))
,(4.4)
P (fQ(X)− p′µ ≤ −t) ≤ exp
(
− σ˜
2
3a2
h
(
at
σ˜2
))
.(4.5)
Proof. We construct a size biased coupling based the analysis of switchings in Section 3. Choose a vertex
X ∈ G uniformly at random and walk through an edge adjacent to the vertex with probability proportional
to its weight. We then obtain a uniform random element X(u1v1) in Gu1v1 . The matrix X(u1v1) is distributed
as X conditioned on the event Xu1v1 = 1. Independently of X, we choose a random variable (U1, V1) such
that for all u ∈ [n], v ∈ [m],
P(U1 = u, V1 = v) =
Quv∑
u∈[n],v∈[m]Quv
.(4.6)
Define X ′ = X(U1,V1). Since Xuv is an indicator random variable for all u ∈ [n], v ∈ [m], by Lemma 2.3, the
pair (fQ(X), fQ(X
′)) is a size biased coupling.
Let S(X,u1, v1) be the set of all tuples (u2, u3, v2, v3) such that (u1, u2, u3, v1, v2, v3) is a valid forward
switching for X. Let X(u1, u2, u3, v1, v2, v3) be the matrix obtained from X by a valid forward switching
(u1, u2, u3, v1, v2, v3). Then for any (u2, u3, v2, v3) ∈ S(X,U1, V1), assuming XU1,V1 = 0 and conditioned
on X,U1 and V1, the element X
′ ∈ GU1,V1 is equally likely to be X(U1, u2, u3, V1, v2, v3) for any tuple
(u2, u3, v2, v3) ∈ S(X,U1, V1). Recall from Lemma 6.4, each vertex in G has degree d21d2(n−d2) in the graph
G. By our construction of the coupling (X,X ′), we have for any tuple (u2, u3, v2, v3) ∈ S(X,U1, V1),
P(X ′ = X(U1, u2, u3, V1, v2, v3) | U1, V1, X,XU1,V1 = 0) =
1
d21d2(n− d2)
.(4.7)
As can be seen from Figure 1, we have for any valid forward switching (u1, u2, u3, v1, v2, v3),
fQ(X(u1, u2, u3, v1, v2, v3))− fQ(X) = Qu1v1 +Qu2v3 +Qu3v2 −Qu1v2 −Qu2v1 −Qu3v3
≤ Qu1v1 +Qu2v3 +Qu3v2 ≤ 3a.
Let B be the event that the edge chosen in the random walk on G from X to X ′ belongs to the subgraph
G0. By (6.8) and (6.9), P(B | X ′) ≥ p and P(B | X) ≥ p′. Therefore fQ(X ′)− fQ(X) ≤ 3a on the event B.
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Let S(X,u1, v1) be the set of tuples (u2, u3, v2, v3) such that u2 ∈ N (v1), v2 ∈ N (u1), u3 ∈ N (v2), v3 ∈
N (u3). Then the set S(X,u1, v1) has size d21d2(n− d2) and S(X,U1, V1) ⊂ S(X,u1, v1). Let D = (fQ(X ′)−
fQ(X))+. Then from (4.7),
E[D1B | X,U1, V1]
=
1
d21d2(n− d2)
∑
(u2,u3,v2,v3)∈S(X,U1,V1)
(fQ(X(U1, u2, u3, V1, v2, v3)− fQ(X))+
≤ 1
d21d2(n− d2)
∑
(u2,u3,v2,v3)∈S(X,U1,V1)
(QU1V1 +Qu2v3 +Qu3v2).
Recall (4.2) and (4.3). Taking the expectation over U1, V1, from (7.6), we have
E[D1B | X]
≤
∑
u1∈[n],v1∈[m]
Qu1u2∑
u∈[n],v∈[m]Quv
 1
d21d2(n− d2)
∑
(u2,u3,v2,v3)∈S(X,u1,v1)
(Qu1v1 +Qu2v3 +Qu3v2)

=
1
d21(n− d2)nµ
∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
(Q2u1v1 +Qu1v1Qu2v3 +Qu1v1Qu3v2)(4.8)
The first term in the sum (4.8) satisfies∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
Q2u1v1 =
∑
u1∈[n],v1∈[m]
d21d2(n− d2)Q2u1u2 = d21n(n− d2)σ˜2.
For the second term in (4.8), by Cauchy inequality,
∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
Qu1v1Qu2v3 ≤
 ∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
Q2u1v1

1/2 ∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
Q2u2v3

1/2
.
(4.9)
For a given (u2, v3), there are d
2
1d2(n−d2) many tuples (u1, u3, v1, v2) such that (u2, u3, v2, v3) ∈ S(X,u1, v1).
Hence ∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
Q2u2v3 = d
2
1d2(n− d2)
∑
u2∈[n],v3∈[m]
Q2u2v3 = d
2
1n(n− d2)σ˜2.(4.10)
Therefore the left hand side of (4.9) is bounded by d21n(n− d2)σ˜2. By the same argument,∑
u1∈[n],v1∈[m]
(u2,u3,v2,v3)∈S(X,u1,v1)
Qu1v1Qu3v2 ≤ d21n(n− d2)σ˜2.
Altogether we have (4.8) satisfies
E[D1B | X] ≤ 3
d21(n− d2)nµ
· d21n(n− d2)σ˜2 =
3σ˜2
µ
.
(4.4) and (4.5) then follow from Theorem 2.2 by taking τ2 = 3σ˜2, c = 3a. 
Theorem 4.1 will be the key tool to show concentration of light and heavy pairs in the Kahn-Szemere´di
argument. For our convenience in the next section, we will include the following corollary from Theorem 4.1.
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Corollary 4.2. Let X be the biadjacency matrix of a uniform random (n,m, d1, d2)-bipartite biregular
graph. Let Q be a real n×m matrix with all entries in [0, a]. Let c0 = 13 (1− d1m ), γ0 = d1m−d1 . Then for all
t ≥ 0, we have
P(fQ(X)− µ ≥ γ0µ+ t) ≤ exp
(
−c0 σ˜
2
a2
h
(
at
σ˜2
))
,(4.11)
and
P(|fQ(X)− µ| ≥ γ0µ+ t) ≤ 2 exp
(
− c0t
2
2(σ˜2 + at/3)
)
.(4.12)
Proof. Recall p = 1− d1m , p′ = 1− d1m−d1 from Theorem 4.1. We have c0 =
p
3 and γ0 =
1
p − 1. It is shown in
the proof of Proposition 2.3 (c) in [13] that for any p ∈ [0, 1] and x ≥ 0,
p−1h(px) ≥ ph(x).(4.13)
Then from (4.4), for all t ≥ 0,
P(fQ(X)− µ ≥ γ0µ+ t) = P
(
fQ(X)− µ
p
≥ t
)
≤ exp
(
− σ˜
2
3pa2
h
(
pat
σ˜2
))
≤ exp
(
−c0 σ˜
2
a2
h
(
at
σ˜2
))
.
(4.14)
Therefore (4.11) holds. Note that γ0 − 1 + p′ = 11−d1/m − 1− d1m−d1 = 0. Then from (4.5),
P(fQ(X)− µ ≤ −γ0µ− t) = P(fQ(A)− p′µ ≤ −(γ0 − 1 + p′)µ− t)
= P(fQ(X)− p′µ ≤ −t)
≤ exp
(
− σ˜
2
3a2
h
(
at
σ˜2
))
≤ exp
(
−c0 σ˜
2
a2
h
(
at
σ˜2
))
.(4.15)
From (4.14) and (4.15) with the inequality h(x) ≥ x22(1+x/3) for x ≥ 0, we obtain
P(|fQ(X)− µ| ≥ γ0µ+ t) ≤2 exp
(
−c0 σ˜
2
a2
h
(
at
σ˜2
))
≤ 2 exp
(
− c0t
2
2(σ˜2 + at/3)
)
.(4.16)
(4.12) then follows. 
5. The Kahn-Szemere´di argument
The Kahn-Szemere´di argument was first introduced in [23] to prove the second eigenvalue of a random
d-regular graph is O(
√
d) with high probability. Later on, it has been applied to a wide range of random
graph models to provide the upper bound on top eigenvalues (see for example [24, 9, 20, 11, 29, 38, 18, 32,
13, 46, 26, 54]). The standard Kahn-Szemere´di argument is applied to the adjacency matrices of random
graphs or digraphs, which are square matrices. Here we apply the argument for the biadjacency matrix of
dimension n ×m. The proof still works with some adaptation. We will use the concentration inequalities
from Section 4 and the Kahn-Szemere´di argument to prove the upper bound on σ2(X), which directly implies
the bound for λ(A) in Theorem 1.1.
Recall 1m = (1, . . . , 1)
> ∈ Rm and X>X1m = d1d21m. We have σ1(X) =
√
d1d2. By the mini-max
principle for singular values,
σ2(X) = sup
y∈Sm−10
‖Xy‖2 = sup
x∈Sn−1,y∈Sm−10
〈x,Xy〉.
For fixed x ∈ Sn−1, y ∈ Sm−10 , we have
〈x,Xy〉 =
∑
u∈[n],v∈[m]
Xuvxuyv.(5.1)
We first split the above sum into two parts depending on the indices (u, v). Define the set of light couples as
L(x, y) = {u ∈ [n], v ∈ [m] : |xuyv| ≤
√
d1/m}.
10
Similarly, define the set of heavy couples as
H(x, y) = {u ∈ [n], v ∈ [m] : |xuyv| >
√
d1/m}.
The Kahn-Szemere´di argument treats the contribution from light and heavy couples to (5.1) in different
ways. By taking Q = xy> we can decompose the linear form fQ(X) as
fxy>(A) = 〈x,Xy〉 = fL(x,y)(X) + fH(x,y)(X),
where
fL(x,y)(X) =
∑
(u,v)∈L(x,y)
xuyvXuv,(5.2)
fH(x,y)(X) =
∑
(u,v)∈H(x,y)
xuyvXuv.(5.3)
For the rest of this section, we will bound (5.2) and (5.3) using different arguments based on our con-
centration inequalities from Corollary 4.2. In both cases, the contribution is of order O(
√
d1) with high
probability. Finally, using the standard ε-net argument, we finish our proof for Theorem 1.1 in Section 5.3.
5.1. Light couples. To apply the concentration inequality, we first estimate the mean of the light part
defined in (5.2).
Lemma 5.1. Let X be the biadjacency matrix of a uniform random (n,m, d1, d2)-bipartite biregular graph
and d1 ≥ d2. For any fixed x ∈ Sn−1, y ∈ Sm−10 , we have |EfL(x,y)(X)| ≤
√
d1.
Proof. Since EXuv = d1m for any u ∈ [n], v ∈ [m],
|EfL(x,y)(X)| = d1
m
∣∣∣∣∣∣
∑
(u,v)∈L(x,y)
xuyv
∣∣∣∣∣∣ ≤ d1m
∑
u∈[n]
∣∣∣∣∣∣
∑
v:(u,v)∈L(x,y)
xuyv
∣∣∣∣∣∣ .
For any y ∈ Sm−10 , we have
∑
v∈[m] yv = 0 and it implies for fixed u ∈ [n],∑
v:(u,v)∈L(x,y)
xuyv = −
∑
v:(u,v)∈H(x,y)
xuyv.
Then
|EfL(x,y)(X)| ≤ d1
m
∑
u∈[n]
∣∣∣∣∣∣
∑
v:(u,v)∈H(x,y)
xuyv
∣∣∣∣∣∣ ≤ d1m
∑
(u,v)∈H(x,y)
|xuyv|2√
d1/m
≤
√
d1.

We further split L(x, y) into two parts as L(x, y) = L+(x, y) ∪ L−(x, y) where
L+(x, y) = {u ∈ [n], v ∈ [m] : 0 ≤ xuyv ≤
√
d1/m}, L−(x, y) = L \ L+(x, y).
Denote
fL+(x,y)(X) =
∑
(u,v)∈L+(x,y)
xuyvXuv, fL−(x,y)(X) =
∑
(u,v)∈L−(x,y)
xuyvXuv.
Then
|fL(x,y)(X)− EfL(x,y)(X)| ≤|fL+(x,y)(X)− EfL+(x,y)(X)|+ |fL−(x,y)(X)− EfL−(x,y)(X)|.(5.4)
We can apply (4.12) from Corollary 4.2 to the two parts on the right hand side of (5.4) to prove the
following lemma.
Lemma 5.2. Let c0 =
1
3 (1− d1m ), γ0 = d1m−d1 . For any fixed (x, y) ∈ Sn−1 × S
m−1
0 , and β ≥ 2γ0
√
d2,
P
(
|fL(x,y)(X)| ≥ (β + 1)
√
d1
)
≤ 4 exp
(
−3c0β
2m
24 + 4β
)
.(5.5)
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Proof. Consider the first term on the right hand side of (5.4). We have by Cauchy inequality,
µ :=EfL+(x,y)(X) ≤
d1
m
∑
u∈[n],v∈[m]
|xuyv| ≤ d1
m
√
nm
 ∑
u∈[n],v∈[m]
|xuyv|2
1/2 = d1√n/m.(5.6)
And
σ˜2 :=
∑
(u,v)∈L+(x,y)
|xuyv|2EXuv ≤ d1
m
∑
u∈[n],v∈[m]
|xuyv|2 = d1
m
.
For any β ≥ 2γ0
√
d2, from (5.6) we have (β/2)
√
d1 ≥ γ0d1
√
n/m ≥ γ0µ. Then by (4.12),
P
(
|fL+(x,y)(X)− EfL+(x,y)(X)| ≥ (β/2)
√
d1
)
=P
(
|fL+(x,y)(X)− EfL+(x,y)(X)| ≥ γ0µ+ (β/2)
√
d1 − γ0µ
)
≤2 exp
(
− c0(
β
2
√
d1 − γ0µ)2
2d1
m +
2
3
√
d1
m (
β
2
√
d1 − γ0µ)
)
≤2 exp
(
− c0(
β
2
√
d1)
2
2d1
m +
2
3
√
d1
m (
β
2
√
d1)
)
= 2 exp
(
−3c0β
2m
24 + 4β
)
,(5.7)
where in the last inequality we use the fact that t 7→ t2a+bt with a, b > 0 is increasing for t ≥ 0. By the same
argument, the same inequality holds for the second term on the right hand side of (5.4). Therefore
P
(
|fL(x,y)(X)− EfL(x,y)(X)| ≥ β
√
d1
)
≤ 4 exp
(
−3c0β
2m
24 + 4β
)
.
Then from Lemma 5.1, (5.5) holds. 
5.2. Heavy couples. We now consider the heavy part (5.3). The main idea is to show a random bipartite
biregular graph satisfies a discrepancy property with high probability. Then conditioned on the event that
the discrepancy property holds, we can show that deterministically fH(x,y)(X) = O(
√
d1) for all (x, y) ∈
Sn−1 × Sm−10 .
We will follow the notations used in Section 6 of [13] and begin with the definition of the discrepancy
property for X.
Definition 5.3 (discrepancy property for X). Let X be the biadjacency matrix of a (n,m, d1, d2)-bipartite
biregular graph. For any S ⊂ [n] and T ⊂ [m], define
e(S, T ) :=
∑
u∈S,v∈T
Xuv.
We say A satisfies the discrepancy property with parameters δ ∈ (0, 1), κ1 < 1 and κ2 ≥ 0, denoted by
DP(δ, κ1, κ2), if for all non-empty subsets S ⊂ [n], T ⊂ [m], at least one of the following holds:
(1) e(S, T ) ≤ κ1δ|S||T |,
(2) e(S, T ) log
(
e(S,T )
δ|S||T |
)
≤ κ2(|S| ∨ |T |) log
(
em
|S|∨|T |
)
.
Lemma 5.4. Let X be the biadjacency matrix of a random (n,m, d1, d2)-bipartite biregular graph. For any
K > 0, with probability at least 1 −m−K , the discrepancy property DP(δ, κ1, κ2) holds for X with δ = d1m ,
κ1 = e
2(1 + γ0)
2, and κ2 =
2
c0
(1 + γ0)(K + 4).
Proof. We will follow the proof from Lemma 6.4 in [13] with some modification for our model. Let Q = 1S1
>
T ,
where 1S ∈ {0, 1}n and 1T ∈ {0, 1}m are the indicator vectors of the set S and T , respectively. We have
fQ(X) =
∑
u∈[n],v∈[m]
(1S)u(1T )vXuv = e(S, T ).
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Denote
µ(S, T ) := Ee(S, T ) =
d1
m
|S||T | = δ|S||T |.
Recall γ0 =
d1
m−d1 . For fixed K > 0, let γ1 = e
2(1 + γ0)
2 − 1 and γ = γ(S, T,m) = max(γ∗, γ1), where γ∗ is
the unique x such that
c0h(x− γ0)µ(S, T ) = (K + 4)(|S| ∨ |T |) log
(
em
|S| ∨ |T |
)
.(5.8)
Note that we have γ ≥ γ1 ≥ γ0. Taking a = 1 and
σ˜2 =
d1
m
∑
u∈[n],v∈[m]
Q2uv =
d1
m
|S||T | = µ(S, T )
in (4.11), we obtain
P(e(S, T ) ≥ (1 + γ)µ(S, T )) =P(fQ(X) ≥ (1 + γ)EfQ(X))
≤ exp
(
−c0σ˜2h
(
(γ − γ0)µ(S, T )
σ˜2
))
= exp (−c0µ(S, T )h (γ − γ0)) .
Then
P(∃S ⊂ [n], T ⊂ [m], |S| = s, |T | = t, e(S, T ) ≥ (1 + γ)µ(S, T ))
≤
∑
S⊂[n],|S|=s
∑
T⊂[m],|T |=t
exp(−c0h(γ − γ0)µ(S, T ))
≤
∑
S⊂[n],|S|=s
∑
T⊂[m],|T |=t
exp(−c0h(γ∗ − γ0)µ(S, T ))
=
(
n
s
)(
m
t
)
exp
(
−(K + 4)(s ∨ t) log
( em
s ∨ t
))
≤
(ne
s
)s (me
t
)t
exp
(
−(K + 4)(s ∨ t) log
( em
s ∨ t
))
≤ exp
(
−(K + 2)(s ∨ t) log
( em
s ∨ t
))
≤ exp(−(K + 2) log(em)),
where in the third line we use the fact that h(x) is increasing for x ≥ 0, and in the last line we use the fact
that x 7→ x log(e/x) is increasing on [0, 1]. Taking a union bound over all s ∈ [n], t ∈ [m], we have
P(∃S ∈ [n], T ∈ [m], e(S, T ) ≥ (1 + γ)µ(S, T )) ≤ nm exp(−(K + 2) log(em)) ≤ m−K .(5.9)
If the subsets S, T satisfy γ(S, T,m) = γ1, then from (5.9) with probability at least 1−m−K ,
e(S, T ) ≤ (1 + γ1)µ(S, T ) = e2(1 + γ0)2δ|S||T |.
Hence Case 1 holds with κ1 = e
2(1 + γ0)
2. Now assume the subsets S, T satisfy γ(S, T,m) = γ∗. From (5.9),
with probability at least 1−m−K , e(S, T ) ≤ (1 + γ∗)µ(S, T ). Therefore from (5.8),
c0
1 + γ∗
h(γ∗ − γ0)e(S, T ) ≤ (K + 4)(|S| ∨ |T |) log
(
em
|S| ∨ |T |
)
.(5.10)
It is shown in the proof of Lemma 6.4 in [13] that
h(γ∗ − γ0)
1 + γ∗
≥ 1
2(1 + γ0)
log
e(S, T )
µ(S, T )
=
1
2(1 + γ0)
log
e(S, T )
δ|S||T | .
Together with (8.9), it implies that when γ∗ ≥ γ1,
e(S, T ) log
e(S, T )
δ|S||T |) ≤
2
c0
(1 + γ0)(K + 4)(|S| ∨ |T |) log em|S| ∨ |T | .
Then Case 2 follows with κ2 =
2
c0
(1 + γ0)(K + 4). This completes the proof. 
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Assuming the discrepancy property holds for X, the following lemma implies that the contribution from
heavy tuples is O(
√
d1). Since in our model X is not symmetric and is not a square matrix, we will make
some modifications to the proof of Lemma 6.6 in [13]. For completeness, we include the proof here.
Lemma 5.5. Let X be the biadjacency matrix of a (n,m, d1, d2)-bipartite biregular graph. Suppose X has
the discrepancy property DP(δ, κ1, κ2) with δ, κ1, κ2 given in Lemma 8.3. Then for any (x, y) ∈ Sn−1×Sm−10 ,
we have
fH(x,y)(X) ≤ α0
√
d1
with α0 = 48 + 32κ1 + 64κ2
(
1 + 1κ1 log κ1
)
.
Proof. Fix (x, y) ∈ Sn−1 × Sm−10 . For 1 ≤ i ≤ log2(
√
m), define
Si =
{
u ∈ [m] : |xu| ∈ 1√
m
[2i−1, 2i)
}
, Ti =
{
v ∈ [n] : |yv| ∈ 1√
m
[2i−1, 2i)
}
.
Then for any (u, v) ∈ H(x, y) ∩ (Si × Tj), we have
√
d1
m
≤ |xuyv| ≤ 2
i+j
m
.
Then
|fH(x,y)(X)| ≤
∑
(u,v)∈H(x,y)
|xuyv|Xuv =
∑
(i,j):2i+j>
√
d1
∑
(u,v)∈H(x,y)∩(Si×Tj)
|xuyv|Xuv(5.11)
≤
∑
(i,j):2i+j≥√d1
2i+j
m
e(Si, Tj).
Recall δ = d1m . Define the following parameters:
rij =
e(Si, Tj)
δ|Si||Tj | , sij =
√
d1
2i+j
rij ,
αi =
22i
m
|Si|, βj = 2
2j
m
|Tj |.
Let
I = {(i, j) : 2i+j ≥
√
d1, |Si| ≥ |Tj | > 0},
I = {(i, j) : 2i+j ≥
√
d1, |Tj | > |Si| > 0},
be the ordered index sets. Then from (5.11), the contribution of heavy tuples satisfies
|fH(x,y)(X)| ≤
∑
(i,j):2i+j≥√d1
2i+j
m
δ|Si||Tj |rij =
√
d1
 ∑
(i,j)∈I
αiβjsij +
∑
(i,j)∈I
αiβjsij
 .(5.12)
In the following proof we will only consider the contribution from I, and the contribution from I can be
analyzed in the same way. For all (i, j) ∈ I, we have
sij =
√
d1
2i+j
≤ rij(5.13)
and ∑
i≥1
αi = 4
∑
i≥1
|Si|2
2i−2
m
≤ 4
∑
i≥1
∑
u∈Si
|xu|2 ≤ 4,(5.14)
∑
j≥1
βj = 4
∑
j≥1
|Tj |2
2j−2
m
≤ 4
∑
j≥1
∑
v∈Tj
|yv|2 ≤ 4.(5.15)
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Moreover, it is easy to check the following estimates hold:
e(Si, Tj) ≤ d2|Tj | ≤ d1|Tj |,
rij ≤ d1|Tj |d1
m |Si||Tj |
=
m
|Si| =
22i
αi
.(5.16)
Since X satisfies the discrepancy property DP(δ, κ1, κ2), for all i, j ≥ 1, we have either rij ≤ κ1 or
rij log rij ≤ κ2
δ
1
|Tj | log
em
|Si| ≤
κ2
δm
22j
βj
log
22i+2
αi
.(5.17)
Now we consider the following partition of I into 5 subsets:
I1 = {(i, j) ∈ I : sij ≤ κ1}, I2 =
{
(i, j) ∈ I : 2i−j ≤ 1√
d1
}
\ I1,
I3 =
{
(i, j) ∈ I : rij ≥ 2
(i+1)/2
α
1/4
i
}
\ (I1 ∪ I2),
I4 =
{
(i, j) ∈ I : α−1i ≤ 22(i+1)
}
\ (I1 ∪ I2 ∪ I3),
I5 = I \ (I1 ∪ I2 ∪ I3 ∪ I4).
For 1 ≤ k ≤ 5, denote gk(X) =
∑
(i,j)∈Ik αiβjsij . For the rest of this prove, we will estimate gk(X) for
1 ≤ k ≤ 5 separately.
(1) From (5.14) and (5.15), we have
g1(X) ≤ κ1
∑
(i,j)∈I1
αiβj ≤ 16κ1.
(2) From (5.16),
g2(X) =
∑
(i,j)∈I2
αiβj
√
d1
2i+j
rij ≤
∑
(i,j)∈I2
βj2
i−j√d1 = ∑
j≥1
βj
∑
i:(i,j)∈I2
2i−j
√
d1 ≤ 2
∑
j≥1
βj ≤ 8.
(3) For any (i, j) ∈ I \ I1, we have from (5.13),
rij ≥ sij > κ1.(5.18)
Then from (5.17),
rij ≤ κ2
δm
22j
βj
log
(
22i+2
αi
)
1
log rij
.(5.19)
Therefore for (i, j) ∈ I3, we now have
βjsij =
√
d12
−i−jβjrij ≤ κ2
√
d1
2j−i
δm
log
(
22i+2
αi
)
1
log rij
≤ 4κ2 2
j−i
√
d1
.
Then since (i, j) 6∈ I2,
g3(X) ≤
∑
(i,j)∈I3
4κ2
2j−i√
d1
αi ≤ 4κ2
∑
i≥1
αi2
−i ∑
j:(i,j) 6∈I2
2j√
d1
≤ 4κ2
∑
i≥1
2αi = 32κ2.
(4) For (i, j) ∈ I4, log
(
22i+2
αi
)
≤ log(24i+4). Since (i, j) 6∈ I1, from (5.19) and (5.18) and the bound i+1 ≤ 2i,
βjsij ≤ κ2
√
d1
2j−i
δm
log
(
22i+2
αi
)
1
log rij
≤ κ2 2
j−i
√
d1
log(24i+4)
1
log κ1
≤ κ2
log κ1
log(16)
2j√
d1
.(5.20)
From the fact that (i, j) 6∈ I3 and our constraint on I4,
2j√
d1
=
2i+j+1√
d1
1
2i+1
≤ 2
i+j+1
√
d1
( αi
22(i+1)
)1/4
≤ rij 2
i+j+1
√
d1
=
2
sij
≤ 2
κ1
.(5.21)
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Therefore from (5.20) and (5.21),
g4(X) ≤ 2 log(16) κ2
κ1 log κ1
∑
(i,j)∈I4
αi ≤ 32κ2
κ1 log κ1
.
(5) For (i, j) ∈ I5, since (i, j) 6∈ I4,
αisij = αi
√
d1
2i+j
rij ≤ αi
√
d1
2i+j
2(i+1)/2
α
1/4
i
= α
1/2
i
√
d1
2i+j
(αi2
2(i+1))1/4 ≤
√
d1
2i+j−1
.
Hence
g5(X) ≤ 2
∑
j≥1
βj
∑
i:(i,j)∈I5
√
d1
2i+j
≤ 4
∑
j≥1
βj ≤ 16.
From the bounds for gk(X), 1 ≤ k ≤ 5, we obtain∑
(i,j)∈I
αiβjsij ≤ 16κ1 + 24 + 32κ2
(
1 +
1
κ1 log κ1
)
.
By the same argument, the upper bound also holds for the index set I. Therefore from (5.12),
|fH(x,y)(X)| ≤ α0
√
d1,
where α0 = 32κ1 + 48 + 64κ2
(
1 + 1κ1 log κ1
)
. 
5.3. The ε-net argument. In this section we will finish the prove of Theorem 1.1 with the ε-net argument.
For a given subset E ⊂ Rn, an ε-net for E is a finite subset Nε of E such that for each point x ∈ E, there is
a point y ∈ Nε with ‖x− y‖2 ≤ ε. The following lemma provides a upper bound on σ2(X) using the ε-net.
Lemma 5.6. For ε ∈ (0, 1/2), let Nε be an ε-net of Sn−1 and N 0ε be an ε-net of Sm−10 . Let X be the
biadjacency matrix of a (n,m, d1, d2)-bipartite biregular graph. Then
σ2(X) = sup
x∈Sn−1,y∈Sm−10
〈x,Xy〉 ≤ 1
1− 2ε supx∈Nε,y∈N 0ε
|〈x,Xy〉|.(5.22)
Proof. Let (x0, y0) ∈ Sn−1 × Sm−10 be the point such that
〈x0, Xy0〉 = sup
x∈Sn−1,y∈Sm−10
〈x,Xy〉.
Let (x′0, y
′
0) ∈ Nε ×N 0ε be the point such that ‖x0 − x′0‖2 ≤ ε, ‖y0 − y′0‖2 ≤ ε. Then
σ2(X) = 〈x0, Xy0〉 = 〈x0 − x′0, Xy0〉+ 〈x′0, X(y0 − y′0)〉+ 〈x′0, Xy′0〉
= ‖x− x0‖2
〈
x0 − x′0
‖x− x0‖2 , Xy0
〉
+ ‖y0 − y′0‖2
〈
x′0, X
y0 − y′0
‖y0 − y′0‖2
〉
+ 〈x′0, Xy′0〉
≤ σ2(X)‖x0 − x′0‖2 + σ2(X)‖y0 − y′0‖2 + sup
x∈Nε,y∈N 0ε
|〈x,Xy〉|
≤ 2εσ2(X) + sup
x∈Nε,y∈N 0ε
|〈x,Xy〉|,
where the first inequality follows from the fact that
x0−x′0
‖x−x0‖2 ∈ Sn−1 and
y0−y′0
‖y−y0‖2 ∈ S
m−1
0 . Therefore (5.22)
holds. 
Now we are ready to finish the proof of Theorem 1.1.
Proof of Theorem 1.1. Fix K > 0. By Lemma 8.3, with probability at least 1 −m−K , X has DP(δ, κ1, κ2)
property. Let D be the event that this property holds. Take ε = 1/4 in (5.22). Then
σ2(X) ≤ 2 sup
x∈Nε,y∈N 0ε
|〈x,Xy〉|.
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By taking the union bound over Nε ×N 0ε , we have for any α > 0,
P
(
D ∩
{
σ2(X) ≥ α
√
d1
})
≤
∑
x∈Nε,y∈N 0ε
P
(
D ∩
{
|〈x,Xy〉| ≥ α/2
√
d1
})
.(5.23)
For any fixed (x, y) ∈ Sn−1 × Sm−10 and any α > 2α0 with α0 given in Lemma 5.5, from our analysis of the
heavy couples, we have
P
(
D ∩
{
|〈x,Xy〉| ≥ α/2
√
d1
})
≤ P
(
D ∩
{
|fL(x,y)(X)| ≥ α/2
√
d1 − |fH(x,y)(X)|
})
≤ P
(
D ∩
{
|fL(x,y)(X)| ≥ (α/2− α0)
√
d1
})
≤ P
(
|fL(x,y)(X)| ≥ (α/2− α0)
√
d1
)
.
Take β = α/2− α0 − 1. When β > 2γ0
√
d2, from (5.5), we have
P
(
|fL(x,y)(X)| ≥ (α/2− α0)
√
d1
)
≤ 4 exp
(
−3c0β
2m
24 + 4β
)
.
By the standard volume argument, when ε = 1/4, there exist ε-nets Nε and N 0ε such that |Nε| ≤ 9n and
|N 0ε | ≤ 9m. Then from (5.23),
P
(
D ∩
{
σ2(A) ≥ α
√
d1
})
≤ 4 · 9n+m exp
(
−3c0β
2m
24 + 4β
)
≤ 92m+1 exp
(
−3c0β
2m
24 + 4β
)
.(5.24)
Recall
c0 =
1
3
(
1− d1
m
)
=
1
3
(
1− d2
n
)
, γ0 =
d1
m− d1 =
d2
n− d2 ,
and our assumption in Theorem 1.1 that d2 ≤ min
{
C0n
2/3, n2
}
. Then
c0 ≥ 1
6
, 2γ0
√
d2 =
2d2
√
d2
n− d2 ≤
4d2
√
d2
n
≤ 4C3/20 .
Also recall κ1 = e
2(1 + γ0)
2, κ2 =
2
c0
(1 + γ0)(K + 4). We have
e2 ≤ κ1 ≤ 4e2, κ2 ≤ 24(K + 4).
Then α0 = 32κ1 + 48 + 64κ2
(
1 + 1κ1 log κ1
)
is a bounded constant depending on C0 and K. Note that
α = 2β + 2α0 + 2. Take β > 4C
3/2
0 ≥ 2γ0
√
d2 to be a sufficiently large constant independent of m such that
92m+1 exp
(
−3c0β
2m
24 + 4β
)
≤ 92m+1 exp
(
−
1
2β
2m
24 + 4β
)
≤ e−m.
Then after β is chosen, α is a constant depending only on C0,K. From (5.24),
P
(
σ2(X) ≥ α
√
d1
)
≤ P(Dc) + P
(
D ∩
{
σ2(X) ≥ α
√
d1
})
≤ m−K + e−m.
This completes the proof of Theorem 1.1. 
6. Higher order switching
Now we move on to the proof of Theorem 1.4. Recall X is the biadjacency matrix of a uniform random
bipartite biregular graph and M = XX> − d1I. From the discussion below the statement of Theorem 1.4,
to show a bound on max2≤i≤n |σ2i (X)− d1|, it is equivalent to control λ(M). For a given n× n symmetric
matrix Q, the linear function fQ(M) can be written as
fQ(M) =
∑
u1,u2∈[n]
Qu1u2Mu1u2 =
∑
u1 6=u2
Qu1u2
∑
v∈[m]
Xu1vXu2v
=
∑
u1 6=u2,v1∈[m]
Qu1u2Xu1vXu2v.
17
We see that fQ(M) is a linear combination of n(n−1)m many indicator random variables Xu1vXu2v. Then
to construct a size biased coupling for fQ(M), according to Lemma 2.3, in the first step, we need to construct
a coupling (X,X(u1u2v1)) where X(u1u2v1) is distributed as X conditioned on the event Xu1v1Xu2v1 = 1.
However, our construction of size biased coupling in Section 2 does not have this property. To create a size
biased coupling with the desired property, we introduce three types of switchings involving more vertices.
For any given X and fixed u1, u2, v1, if Xu1v1Xu2v1 = 0, after applying those switchings, we hope to obtain
a new biadjacency matrix with Xu1v1Xu2v1 = 1. The event Xu1v1Xu2v1 = 0 can be divided into 3 cases:
(1) Xu1v1 = 1, Xu2v1 = 0,
(2) Xu1v1 = 0, Xu2v1 = 1,
(3) Xu1v1 = Xu2v1 = 0.
To handle these three different cases, we define the following three types of switchings.
Definition 6.1 (valid Type 1 and Type 2 switchings). Assume
Xu1v1 = Xu2v2 = Xu3v1 = Xu4v3 = 1, Xu2v1 = Xu3v3 = Xu4v2 = 0.
We define (u1, u2, u3, u4, v1, v2, v3) to be a valid Type 1 forward switching. After the switching, the edges
u2v1, u3v3, u4v2 are added and the edges u2v2, u3v1, u4v3 are removed. Similarly, suppose
Xu1v1 = Xu2v1 = Xu3v3 = Xu4v2 = 1, Xu2v2 = Xu3v1 = Xu4v3 = 0.
We define (u1, u2, u3, u4, v1, v2, v3) to be a valid Type 1 backward switching for X. After switching in the
graph G, the edges u2v2, u3v1, u4v3 are added and the edges u2v1, u3v3, u4v2 are removed. For valid Type 1
switchings, the appearance of the edge u1v1 is not changed.
Assume
Xu1v2 = Xu2v2 = Xu3v1 = Xu4v3 = 1, Xu1v1 = Xu3v3 = Xu4v2 = 0.
We define (u1, u2, u3, u4, v1, v2, v3) to be a valid Type 2 forward switching. After the switching, the edges
u1v1, u3v3, u4v2 are added and the edges u2v1, u3v1, u4v3 are removed. Similarly, suppose
Xu2v1 = Xu2v1 = Xu3v3 = Xu4v2 = 1, Xu2v2 = Xu3v1 = Xu4v3 = 0.
We define (u1, u2, u3, u4, v1, v2, v3) to be a valid Type 2 backward switching forX. For valid Type 2 switchings,
the appearance of the edge u2v1 is not changed.
u1
u2
u3
u4
v1
v3
v2
u1
u2
u3
u4
v1
v3
v2
u1
u2
u3
u4
v1
v3
v2
u1
u2
u3
u4
v1
v3
v2
Figure 2. valid Type 1 and Type 2 forward switchings for fixed u1, u2, v1
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See Figure 2 for an example of Definition 6.1. Our definitions of valid Type 1 and Type 2 switchings are
similar to the valid switching defined in Definition 3.1 with the extra assumption that u1v1 = 1 or u2v1 = 1,
respectively. After applying a valid Type 1 or Type 2 switching, we have Xu1v1Xu2v1 = 1, while before the
switching we have Xu1v1 = 1, Xu2v1 = 0 or Xu1v1 = 0, Xu2v1 = 1, respectively.
In addition, we define the following valid Type 3 switching.
Definition 6.2 (valid Type 3 switchings). Assume
Xu1v4 = Xu2v2 = Xu3v1 = Xu4v3 = Xu5v1 = Xu6v5 = 1
and
Xu1v1 = Xu2v1 = Xu3v3 = Xu4v2 = Xu5v5 = Xu6v4 = 0.
we define (u1, u2, u3, u4, u5, u6, v1, v2, v3, v4, v5) to be a valid Type 3 forward switching. After the switching,
the edges u1v1, u2v1, u3v3, u4v2, u5v5, u6v4 are added and the edges u2v1, u3v1, u4v3 are removed. In the
similar way, suppose
Xu1v4 = Xu2v2 = Xu3v1 = Xu4v3 = Xu5v1 = Xu6v5 = 0
and
Xu1v1 = Xu2v1 = Xu3v3 = Xu4v2 = Xu5v5 = Xu6v4 = 1.
We define (u1, u2, u3, u4, u5, u6, v1, v2, v3, v4, v5) to be a valid Type 3 backward switching for X.
u1
u2
u3
u4
v1
v3
v2
u5
u6
v4
v5
u1
u2
u3
u4
v1
v3
v2
u5
u6
v4
v5
Figure 3. a valid Type 3 forward switching for fixed u1, u2, v1
See Figure 3 for an example of Definition 6.2. Before applying the switching, we have Xu1v1 = Xu2v1 = 0
and after the switching, Xu1v1 = Xu2v1 = 1.
Following the steps in Section 3, we first estimate the number of all types of switchings for a given bipartite
biregular graph. The argument is similar to the proof of Lemma 3.2.
Lemma 6.3. Consider an (n,m, d1, d2)-bipartite biregular graph G. Let s
(i)
u1u2v1(G), 1 ≤ i ≤ 3 be the number
of valid Type i forward switchings of the form
(u1, u2, ·, ·, v1, ·, ·), (u1, u2, ·, ·, v1, ·, ·), (u1, u2, ·, ·, ·, ·, v1, ·, ·, ·, ·),
respectively. Let t
(i)
u1u2v1(G) be the number of the corresponding valid Type i backward switchings for i = 1, 2, 3.
Then the following inequalities hold:
(1) If Xu1v1 = 1, Xu2v1 = 0,
d21(d2 − 1)(n− 2d2) ≤ s(1)u1u2v1 ≤ d21(d2 − 1)(n− d2).(6.1)
(2) If Xu1v1 = 0, Xu2v1 = 1,
d21(d2 − 1)(n− 2d2) ≤ s(2)u1u2v1 ≤ d21(d2 − 1)(n− d2).(6.2)
(3) If Xu1v1 = 0 = Xu2v1 = 0,
d41d2(d2 − 1)(n− d2)(n− 3d2) ≤ s(3)u1u2v1 ≤ d41d2(d2 − 1)(n− d2)2.(6.3)
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(4) If Xu1v1 = Xu2v1 = 1,
d21(n− d2)(n− 2d2) ≤t(1)u1u2v1 ≤ d21(n− d2)2,(6.4)
d21(n− d2)(n− 2d2) ≤t(2)u1u2v1 ≤ d21(n− d2)2,(6.5)
and
d41(n− d2)2(n− d2 − 1)(n− 3d2) ≤t(3)u1u2v1 ≤ d41(n− d2)3(n− d2 − 1).(6.6)
Proof. For fixed u1, u2, v1, assume Xu1v1 = 1, Xu2v1 = 0. We first consider s
(1)
u1u2v1 . We bound the number
of all possible Type 1 forward switching by choosing u3 ∈ N (v1) with u3 6= u1, v2 ∈ N (u2), u4 ∈ N (v2), and
v3 ∈ N (u4). Here we require u3 6= u1 because after the switching, u3, v1 are not connected but u1, v1 are
connected (see Figure 2). There are d21(d2 − 1)(n − d2) many choices in total. This gives the upper bound
on s
(1)
u1u2v1 .
For the lower bound, we consider the number of tuples that do not allow a valid Type 1 forward switching
among the d21(d2 − 1)(n− d2) many choices, and we denote it by K. Then
s(1)u1u2v1 = d
2
1(d2 − 1)(n− d2)−K.
Any tuple chosen as above is not a valid switching if and only if v3 ∈ N (u3). We upper bound K by choosing
v2 ∈ N (u2), u3 ∈ N (v1) with u3 6= u1, v3 ∈ N (u3) and u4 ∈ N (v3), making at most d21d2(d2 − 1) many
choices in total. Hence K ≤ d21d2(d2 − 1) and
s(1)u1u2v1 ≥ d21(d2 − 1)(n− 2d2).
The estimate of Type 2 forward switchings follows from the symmetry of u1 and u2. Therefore (6.1) and
(6.2) hold.
Now assume Xu1v1 = Xu2v1 = 1. For fixed (u1, u2, v1), by choosing u3 ∈ N (v1), v3 ∈ N (u3), u4 ∈ N (v3)
and v2 ∈ N (u4), there are at most d21(n − d2)2 many choices. Among those tuples, the switching will
fail if and only if v2 ∈ N (u2). Let t(1)u1u2v1 = d21(n − d2)2 − L, where L is the number of invalid Type
1 backward switchings among the d21(n − d2)2 many choices above. We can then bound L by choosing
u3 ∈ N (v1), v2 ∈ N (u2), v3 ∈ N (u3) and u4 ∈ N (v2), which has at most d21d2(n− d2) many choices. Hence
d21(n− d2)(n− 2d2) ≤ t(1)u1u2v1 ≤ d21(n− d2)2.
The estimate of t
(2)
u1u2v1 follows in the same way. Then (6.4) and (6.5) hold.
It remains to show (6.3) and (6.6). Assume Xu1v1 = Xu2v1 = 0. By choosing u3 ∈ N (v1), v2 ∈ N (u2), u4 ∈
N (v2), v3 ∈ N (u4), u5 ∈ N (v1) with u5 6= u3, v4 ∈ N (u1), u6 ∈ N (v4) and v5 ∈ N(u6), we have a total
number of d21d2(d2 − 1)(n− d2)2 tuples. Therefore
s(3)u1u2v1 ≤ d41d2(d2 − 1)(n− d2)2.
Among those tuples, a tuple is not valid Type 3 forward switching if and only if one of the two cases happens:
(i) v3 ∈ N (u3) or (ii) v5 ∈ N (u5).
Let s
(3)
u1u2v1 = d
4
1d2(d2 − 1)(n − d2)2 − K. For the first case, by choosing u3 ∈ N (v1), v2 ∈ N (u2), v3 ∈
N (u3), u4 ∈ N (v3), u5 ∈ N (v1) with u5 6= u3, v4 ∈ N (v1), u6 ∈ N (v4) and v5 ∈ N (u5) there are at most
d41d
2
2(d2 − 1)(n− d2) many tuples that are not valid.
For the second case, by choosing u3 ∈ N (v1), v2 ∈ N (u2), u4 ∈ N (v2), v3 ∈ N (u4), u5 ∈ N (v1) with
u5 6= u3, v4 ∈ N (u1), v5 ∈ N (u5) and u6 ∈ N (v5) there are at most d41d22(d2 − 1)(n− d2) many tuples that
are not valid. From those two cases, we have K ≤ 2d41d22(d2 − 1)(n− d2) and
s(3)u1u2v1 ≥ d41d2(d2 − 1)(n− d2)(n− 3d2).
This implies (6.3).
Now assume Xu1v1 = Xu2v1 = 1. For the upper bound on t
(3)
u1u2v1 , we choose u3 ∈ N (v1), v3 ∈ N (u3), u4 ∈
N (v3), v2 ∈ N (u4), u5 ∈ N (v1) with u5 6= u3, v5 ∈ N (u5), u6 ∈ N (v5) and v4 ∈ N (u6). This gives a total
number of d41(n − d2)3(n − d2 − 1) choices. Among those choices, a tuple is not a valid Type 3 backward
switching if and only if (i) v2 ∈ N (u2) or (ii) u4 ∈ N (u1). Let
t(3)u1u2v1 = d
4
1(n− d2)3(n− d2 − 1)− L.
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For the first case, we have at most d41d2(n−d2)2(n−d2−1) choices by choosing u3 ∈ N (v1), v2 ∈ N (u2), v3 ∈
N (u3), u4 ∈ N (v2), u5 ∈ N (v1), u5 6= u3, v5 ∈ N (u5), u6 ∈ N (v5) and v4 ∈ N (u6). By a similar argument,
there are at most d41d2(n−d2)2(n−d2−1) choices for the second case. Hence L ≤ 2d41d2(n−d2)2(n−d2−1)
and
t(3)u1u2v1 ≥ d41(n− d2)2(n− d2 − 1)(n− 3d2).
Therefore (6.6) holds. 
Let G be the collection of the biadjacency matrices of all (n,m, d1, d2)-bipartite biregular graphs and
Gu1u2v1 be the subset of G such that Xu1v1 = Xu2v1 = 1. Fix u1, u2 ∈ [n] with u1 6= u2 and v1 ∈ [m]. We
construct a bipartite graph G0 with weighted edges on two vertex class G and Gu1u2v1 as follows:
• If X ∈ G with Xu1v1 = 0, Xu2v1 = 1, then form an edge of weight d21d2(n− d2) between X and every
element of Gu1u2v1 that is a result of a valid Type 1 forward switching from X.
• If X ∈ G with Xu1v1 = 1, Xu2v1 = 0, then form an edge of weight d21d2(n− d2) between X and every
element of Gu1u2v1 that is a result of a valid Type 2 forward switching from X.
• If X ∈ G with Xu1v1 = Xu2v1 = 0, then form an edge of weight 1 between X and every element of
Gu1u2v1 that is a result of a valid Type 3 forward switching from X.
• If X ∈ G with Xu1v1 = Xu2v1 = 1, then form an edge of weight d41d2(d2 − 1)(n − d2)2 between X
and its identical copy in Gu1u2v1 .
By our construction of G0, the following lemma holds.
Lemma 6.4. In G0, the following holds:
(1) Every element in G has degree between d41d2(d2 − 1)(n− d2)(n− 3d2) and d41d2(d2 − 1)(n− d2)2.
(2) Every element in Gu1u2v1 has degree between d41(n− d2)2(n− 2d2)(n− 1) and d41(n− d2)2n(n− 1).
(3) G0 can be embedded into a weighted bipartite biregular graph G on the same vertex sets, with vertices
in G having degree d41d2(d2 − 1)(n− d2)2 and vertices in Gu1u2v1 having degree d41(n− d2)2n(n− 1).
Proof. From Lemma 6.3, with the weight we assign to each edge, we have the following:
• If Xu1,v1 = 0, Xu2,v2 = 1 or Xu1,v1 = 1, Xu2,v2 = 0, then the degree of X in G0 is between
d41d2(d2 − 1)(n− d2)(n− 2d2) and d41d2(d2 − 1)(n− d2)2.
• If Xu1,v1 = Xu2,v2 = 0, from (6.3), the degree of X in G0 is between d41d2(d2 − 1)(n− d2)(n− 3d2)
and d41d2(d2 − 1)(n− d2)2.
• If Xu1,v1 = Xu2,v2 = 1, then the degree of X in G0 is exactly d41d2(d2 − 1)(n− d2)2.
Therefore the first claim of Lemma 6.4 holds. Now we turn to elements in Gu1u2v1 . For any X ∈ Gu1u2v1 , X
can be adjacent to elements X ′ such that
• X ′ is a result of a valid Type 1 or Type 2 backward switching from X, with edge weight d21d2(n−d2).
• X ′ is a result of a valid Type 3 backward switching from X, with edge weight 1.
• X ′ is an identical copy of X in G, with edge weight d41d2(d2 − 1)(n− d2)2.
Then for each X ∈ Gu1u2v1 , combining all the weighted edges from valid Type 1,2,3 backward switchings
and the weighted edge from its identical copy, from (6.4), (6.5) and (6.6), the degree is at most
2d21d2(n− d2) · d21(n− d2)2 + d41(n− d2)3(n− d2 − 1) + d41d2(d2 − 1)(n− d2)2
=d41(n− d2)2n(n− 1).
And its degree is at least
2d21d2(n− d2) · d21(n− d2)(n− 2d2) + d41(n− d2)2(n− d2 − 1)(n− 3d2) + d41d2(d2 − 1)(n− d2)2
=d41(n− d2)2(n− 2d2)(n− 1).
Then the second claim in Lemma 6.4 holds.
It remains to prove the third claim. Since X is uniformly distributed, we have
P(Xu1v1 = Xu2v1 = 1) =
nd1(d2 − 1)
n(n− 1)m =
d2(d2 − 1)
n(n− 1)
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and
|Gu1u2v1 |
|G| =
d2(d2 − 1)
n(n− 1) .(6.7)
To construct G, we start with G0 and add edges as follows. Go through the vertices in G and for each
vertex with degree less than d41d2(d2 − 1)(n − d2)2, arbitrarily make edges from the vertex to vertices in
Gu1,u2,v1 with degree less than d41(n − d2)2n(n − 1). Continue this procedure until either all vertices in G
have degree d41d2(d2 − 1)(n− d2)2 or all vertices in Gu1,u2,v1 have degree d41(n− d2)2n(n− 1). We claim now
G is bipartite biregular. If all degrees in G are d41d2(d2 − 1)(n− d1)2, and all degrees in Gu1u2v1 are at most
d41(n− d2)2n(n− 1), then from (6.7),
|G|d41d2(d2 − 1)(n− d2)2 ≤ |Gu1,u2,v1 |d41(n− d2)2n(n− 1) = |G|d41d2(d2 − 1)(n− d2)2.
So each vertex in Gu1,u2,v1 must have degree exactly d41(n− d2)2n(n− 1). In the same way, if all the degrees
in Gu1u2v1 are d41(n − d2)2n(n − 1), then the degrees in G are exactly d41d2(d2 − 1)(n − d1)2. Therefore we
have embedded G0 into a weighted bipartite biregular graph G. 
Now we are able to construct a coupling with the desired property mentioned at the beginning of Section 6.
In the graph G, Choose a uniform element X in G and consider X(u1u2v1) to be the element in Gu1u2v1 given
by walking from X along an edge with probability proportional to its weight. Then X(u1u2v1) is uniformly
distributed in the vertex set Gu1u2v1 . Lemma 6.4 yields a coupling of (X,X(u1u2v1)) that satisfies
P(X,X(u1u2v1) are identical or differ by a switching | X(u1u2v1)) ≥ 1− 2d2
n
.(6.8)
P(X,X(u1u2v1) are identical or differ by a switching | X) ≥ 1− 2d2
n− d2 .(6.9)
7. Concentration for linear functions of XX> − d1I
Recall X is the biadjacency matrix of a random (n,m, d1, d2)-bipartite biregular graph and M = XX
>−
d1I. For a given n× n symmetric matrix Q, we define the following linear function for X:
gQ(X) :=
∑
u1,u2∈[n]
Qu1u2Mu1u2 =
∑
u1,u2∈[n]
Qu1u2(XX
> − d1I)u1u2
=
∑
u1,u2∈[n]
u1 6=u2
∑
v1∈[m]
Qu1u2(Xu1v1Xu2v1).(7.1)
As in the proof of Theorem 1.1, gQ(X) is the key quantity to control for proving the bound on λ(M). In
this section, we will analyze gQ(X) by the size biased coupling and the switching operations we introduced
in Section 6. To quantify the change of gQ(X) after a valid forward switching, we first introduce the notion
of codegrees.
Definition 7.1 (codgeree). Let G be a bipartite graph with vertex sets V1 = [n], V2 = [m] and biadjacency
matrix X. Define the codegree of two vertices i, j ∈ [n] in G as
codeg(X, i, j) = |{v ∈ [m] : (i, v) ∈ E(G) and (j, v) ∈ E(G)}|.
Equivalently, we have codeg(X, i, j) =
∑
v∈[m]XivXjv.
From Definition 7.1, Equation (7.1) can also be written as
gQ(X) =
∑
u1,u2∈[n]
u1 6=u2
Qu1u2codeg(X,u1, u2).(7.2)
For any u1, u2 ∈ [n], u1 6= u2, v1 ∈ [m], since X is uniformly distributed, we have EXu1v1Xu2v1 = d1(d2−1)n−1 .
Denote
µ : = EgQ(X) =
d1(d2 − 1)
n− 1
∑
u1 6=u2
Qu1u2 , σ˜
2 :=
d1(d2 − 1)
n− 1
∑
u1 6=u2
Q2u1u2 .(7.3)
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In this section we prove a concentration inequality for gQ(X) using size biased coupling. The analysis is
more involved compared to Theorem 4.1 since we now have to deal with 3 types of switchings.
Theorem 7.2. Let X be the biadjacency matrix of a uniform random (n,m, d1, d2)-bipartite biregular graph
and M = XX> − d1I. Let Q be an n × n symmetric matrix with all entries in [0, a], and σ˜2, µ be the
parameters defined in (7.3). Let p = 1− 2d2n , p′ = 1− 2d2n−d2 . Then for all t ≥ 0,
P
(
gQ(X)− µ
p
≥ t
)
≤ exp
(
− σ˜
2
6d2pa2
h
(
pat
2σ˜2
))
,(7.4)
and
P (gQ(X)− p′µ ≤ −t) ≤ exp
(
− σ˜
2
6d2a2
h
(
at
2σ˜2
))
.(7.5)
Proof. From the definition of gQ(X) in (7.2), without loss of generality we can assume Quu = 0 for all
u ∈ [n]. We now construct a size biased coupling for gQ(X) based the analysis of switchings in Section 6.
Choose X ∈ G uniformly and walk through an edge with probability proportional to its weight. We then
obtain a uniform random element X(u1u2v1) in Gu1u2v1 . The matrix X(u1u2v1) is distributed as X conditioned
on Xu1v1 = Xu2v1 = 1. Independently of X, we choose (U1, U2) = (u1, u2) with probability
P(U1 = u1, U2 = u2) =
Qu1u2∑
u6=v Quv
(7.6)
for all u1 6= u2, and independently of everything choose V1 ∈ [m] uniformly. Set X ′ = X(U1,U2,V1). By
Lemma 2.3, and (7.1), the pair (gQ(X), gQ(X
′)) is a size biased coupling.
Let Si(X,u1, u2, v1) be the set of all tuples (u2, u3, u4, v2, v3) such that (u1, u2, u3, u4, v1, v2, v3) is a valid
Type i forward switching for i = 1, 2 and let S3(X,u1, u2, v1) be the set of all tuples (u2, . . . , u6, v2, . . . , v5)
such that (u1, . . . , u6, v1, . . . , v5) is a valid Type 3 forward switching. Let X
(i)(u1, . . . , u4, v1, v2, v3) be the
matrix obtained from X by a valid forward Type i switching (u1, . . . , u4, v1, v2, v3) for i = 1, 2. Simi-
larly, let X(3)(u1, . . . , u6, v1, . . . , v5) be the matrix obtained from X by a valid forward Type 3 switching
(u1, . . . , u6, v1, . . . , v5). From Lemma 6.4, the coupling of (X,X
′) can be described as follows.
Assuming the product XU1V1XU2V1 = 0 and conditioned on X,U1, U2, V1, there is exactly one non-
empty set among {Si(X,U1, U2, V1)}1≤i≤3. The matrix X ′ takes the value X(i)(u1, u2, u3, u4, v1, v2, v3) with
probability
d21d2(n− d2)
d41d2(d2 − 1)(n− d2)2
=
1
d21(d2 − 1)(n− d2)
for each (u1, . . . , u4, v1, v2, v3) ∈ Si(X,U1, U2, V1) and i = 1, 2. And it takes the valueX(3)(u1, . . . , u6, v1, . . . , v5)
with probability
1
d31d2(d2 − 1)(n− d2)2
for each (u1, . . . , u6, v1, . . . , v5) ∈ S3(X,U1, U2, V1).
For any valid Type 1 forward switching (u1, . . . , u4, v1, v2, v3), denote X˜ := X
(1)(u1, . . . , u4, v1, v2, v3).
From (7.2), we have
gQ(X
(1)(u1, . . . , u4, v1, v2, v3))− gQ(X)(7.7)
=
∑
i 6=j,i,j∈[n]
Qij
(
codeg(X˜, i, j)− codeg(X, i, j)
)
≤
∑
i 6=j,i,j∈[n]
Qij
(
codeg(X˜, i, j)− codeg(X, i, j)
)
+
.(7.8)
Then to have an upper bound on gQ(X˜)−gQ(X), it suffices to count the number of pairs (i, j) with increased
codegrees after applying the switching. From Figure 2, the only new edges created in the valid Type 1 forward
switching (u1, u2, u3, u4, v1, v2, v3) are u2v1, u3v3 and u4v2. When the edge u2v1 is added, for any u ∈ N (v1),
the codegree of u and u2 is increased by 1. Similarly, when the edge u3v3 is added, for any u ∈ N (v2), the
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codegree of u and u4 is increased by 1. When the edge u4v2 is added, for any u ∈ N (v3), the codegree of u
and u3 is increased by 1. Therefore (7.8) is bounded by
2
∑
u∈N (v1)
Quu2 + 2
∑
u∈N (v2)
Quu4 + 2
∑
u∈N (v3)
Quu3 ≤ 6d2a,(7.9)
where the factor 2 comes from the symmetry of indices i, j in (7.8). Using the same argument, for any valid
Type 2 forward switching (u1, . . . , u4, v1, v2, v3),
gQ(X
(2)(u1, . . . , u4, v1, v2, v3))− gQ(X)
≤2
∑
u∈N (v1)
Quu1 + 2
∑
u∈N (v2)
Quu4 + 2
∑
u∈N (v3)
Quu3 ≤ 6d2a.(7.10)
As can be seen from Figure 3, there are 6 new edges created in a valid Type 3 forward switching. We also
have for any valid Type 3 forward switching (u1, . . . , u6, v1, . . . , v5),
gQ(X
(3)(u1, . . . , u6, v1, . . . , v5))− gQ(X)
≤2
 ∑
u∈N (v1)
Quu1 +
∑
u∈N (v1)
Quu2 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3 +
∑
u∈N (v4)
Quu6 +
∑
u∈N (v5)
Quu5

≤12d2a.(7.11)
Let B be the event that the edge chosen in the random walk on G from X to X ′ belongs to the subgraph
G0. By (6.8) and (6.9), P(B | X ′) ≥ p and P(B | X) ≥ p′. On the event B, from (7.9),(7.10) and (7.11), we
have
gQ(X
′)− gQ(X) ≤ 12d2a.(7.12)
Next we define the following sets of tuples:
• If Xu1v1 = 1, Xu2v1 = 0, let S1(X,u1, u2, v1) be the set of tuples (u3, u4, v2, v3) such that v2 ∈ N (u2),
u3 ∈ N (v1) with u3 6= u1, u4 ∈ N (v2), and v3 ∈ N (u4). From the proof of Lemma 6.3, there are
d21(d2 − 1)(n− d2) many choices in total, hence
|S1(X,u1, u2, v1)| = d21(d2 − 1)(n− d2)
and we have S1(X,u1, u2, v1) ⊂ S1(X,u1, u2, v1). If the condition Xu1v1 = 1, Xu2v1 = 0 does not
hold, set S1(X,u1, u2, v1) = ∅.
• If Xu1v1 = 0, Xu2v1 = 1, define S2(X,u1, u2, v1) to be the set of tuples (u3, u4, v2, v3) such that
v2 ∈ N (u1), u3 ∈ N (v1) with u3 6= u1, u4 ∈ N (v2), and v3 ∈ N (u4). We have
|S2(X,u1, u2, v1)| = d21(d2 − 1)(n− d2)
and S2(X,u1, u2, v1) ⊂ S2(X,u1, u2, v1). If the condition Xu1v1 = 0, Xu2v1 = 1 does not hold, set
S2(X,u1, u2, v1) = ∅.
• If Xu1v1 = Xu2v1 = 0, let S3(X,u1, u2, v1) be the set of tuples (u3, u4, u5, u6, v2, v3, v4) such that
v2 ∈ N (u2), u3 ∈ N (v1) with u3 6= u1, u4 ∈ N (v2), v3 ∈ N (u4), u6 ∈ N (v4), v5 ∈ N (u6). It satisfies
|S3(X,u1, u2, v1)| = d41d2(d2 − 1)(n− d2)2
and S3(X,u1, u2, v1) ⊂ S3(X,u1, u2, v1). If the condition Xu1v1 = Xu2v1 = 0 does not hold, set
S3(X,u1, u2, v1) = ∅.
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Denote D := (gQ(X
′)− gQ(X))+. We have
E[D1B | X,U1, U2, V1]
(7.13)
=
1
d21(d2 − 1)(n− d2)
∑
(u3,u4,v2,v3)∈S1(X,U1,U2,V1)
(gQ(X
(1)(U1, U2, . . . , V1, v2, v3))− gQ(X))+
+
1
d21(d2 − 1)(n− d2)
∑
(u3,u4,v2,v3)∈S2(X,U1,U2,V1)
(gQ(X
(2)(U1, U2, . . . , V1, v2, v3))− gQ(X))+
+
1
d41d2(d2 − 1)(n− d2)2
∑
(u3,...,u6,v2,v3,v4)∈S3(X,U1,U2,V1)
(gQ(X
(3)(U1, U2, . . . , V1, . . . , v5))− gQ(X))+.
Inequalities (7.9), (7.10) and (7.11) imply that (7.13) is bounded by
2
d21(d2 − 1)(n− d2)
∑
(u3,u4,v2,v3)∈S1(X,U1,U2,V1)
 ∑
u∈N (V1)
QuU2 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3

+
2
d21(d2 − 1)(n− d2)
∑
(u3,u4,v2,v3)∈S2(X,U1,U2,V1)
 ∑
u∈N (V1)
QuU1 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3

+
2
d41d2(d2 − 1)(n− d2)2
∑
(u3,...,u6,v2,v3,v4)∈S3(X,U1,U2,V1) ∑
u∈N (V1)
QuU1 +
∑
u∈N (V1)
QuU2 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3 +
∑
u∈N (v4)
Quu6 +
∑
u∈N (v5)
Quu5
 .
Recall the distribution of U1, U2, V1 in (7.6), and µ =
d1(d2−1)
n−1
∑
u1 6=u2 Qu1u2 . Taking expectation over
U1, U2, V1, E[D1B | X] is then upper bounded by
2d2
µd21n(n− 1)(n− d2)
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
Qu1u2
 ∑
u∈N (v1)
Quu2 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3

(7.14)
+
2d2
µd21n(n− 1)(n− d2)
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S2(X,u1,u2,v1)
Qu1u2
 ∑
u∈N (v1)
Quu1 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3

(7.15)
+
2
µd41n(n− 1)(n− d2)2
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
Qu1u2×
(7.16)
 ∑
u∈N (v1)
Quu1 +
∑
u∈N (v1)
Quu2 +
∑
u∈N (v2)
Quu4 +
∑
u∈N (v3)
Quu3 +
∑
u∈N (v4)
Quu6 +
∑
u∈N (v5)
Quu5
 .
In the following proof, we estimate the three terms (7.14), (7.15) and (7.16) separately.
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We first bound the contribution from (7.14). Write (7.14) as
2d2
µd21n(n− 1)(n− d2)
×
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
 ∑
u∈N (v1)
Qu1u2Quu2 +
∑
u∈N (v2)
Qu1u2Quu4 +
∑
u∈N (v3)
Qu1u2Quu3
 .
(7.17)
By Cauchy inequality, the first term in (7.17) satisfies∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v1)
Qu1u2Quu2
≤

∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v1)
Q2u1u2

1/2
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v1)
Q2uu2

1/2
.
(7.18)
Since |S1(X,u1, u2, v1)| = d21(d2 − 1)(n− d2) and σ˜2 = d1(d2−1)n−1
∑
u1 6=u2 Q
2
u1u2 , we have∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v1)
Q2u1u2 = d
2
1d2(d2 − 1)(n− d2)
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
Q2u1u2 .(7.19)
Since ∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
Q2u1u2 ≤
∑
u1,u2∈[n],v1∈N (u1)
Q2u1u2 = d1
∑
u1 6=u2
Q2u1u2 ,
(7.19) is then bounded by
d31d2(d2 − 1)(n− d2)
∑
u1 6=u2
Q2u1u2 = d
2
1d2(n− 1)(n− d2)σ˜2.(7.20)
We also have ∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
u∈N (v1)
Q2uu2 ≤
∑
u2∈[n]
∑
u1∈[n]
v1∈N (u1)
∑
u∈N (v1)
Q2uu2 ≤ d1d2
∑
u6=u2
Q2uu2 =
d2(n− 1)σ˜2
d2 − 1 ,
where the second inequality comes from the fact that each u ∈ [n] is counted d1d2 times in the sum. Then∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v1)
Q2uu2 ≤ d21(d2 − 1)(n− d2) ·
d2(n− 1)σ˜2
d2 − 1
= d21d2(n− 1)(n− d2)σ˜2.(7.21)
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From (7.18), (7.20) and (7.21), we have
2d2
µd21n(n− 1)(n− d2)
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v1)
Qu1u2Quu2
≤ 2d2
µd21n(n− 1)(n− d2)
· d21d2(n− 1)(n− d2)σ˜2 =
2σ˜2
µ
· d
2
2
n
.(7.22)
Similarly, by Cauchy inequality, the second term in (7.17) satisfies∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v2)
Qu1u2Quu4
≤[d21d2(n− 1)(n− d2)σ˜2]1/2 ×

∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v2)
Q2uu4

1/2
.
For a given (v2, u4), by taking v3 ∈ N (u4), u2 ∈ N (v2), v1 ∈ N (u2), u1 ∈ N (v1), u3 ∈ N (v1), u3 6= u1,
there are at most (m−d1)d1d22(d2−1) many tuples (u1, u2, u3, u4, v1, v3) such that (u1, u2, u3, u4, v1, v2, v3) ∈
S1(X,u1, u2, v1). Hence∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v2)
Q2uu4 ≤ (m− d1)d1d22(d2 − 1)
∑
v2∈[m]
∑
u4∈[n]
∑
u∈N (v2)
Q2uu4
≤(m− d1)d21d22(d2 − 1)
∑
u6=u4
Q2uu4 = (m− d1)(n− 1)d1d22σ˜2 = d21d2(n− 1)(n− d2)σ˜2.
Then
2d2
µd21n(n− 1)(n− d2)
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v2)
u 6=u3
Qu1u2Quu4 ≤
2σ˜2
µ
· d
2
2
n
.(7.23)
For the third term in (7.17), we have∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v3)
Qu1u2Quu3
≤[d21(d2 − 1)(n− 1)(n− d2)σ˜2]1/2 ×

∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v3)
Q2uu3

1/2
.
For fixed v3, u3, by choosing v1 ∈ N (u3), u1 ∈ N (v1), u1 6= u3, u2 ∈ N (v1), v2 ∈ N (u2), u4 ∈ N (u3), there
are at most d21d2(d2 − 1)(n − d2) many tuples (u1, u2, u3, u4, v1, v2, v3) such that (u1, u2, u3, u4, v1, v2, v3) ∈
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S1(X,u1, u2, v1). Therefore by the same argument, we have∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v3)
Q2uu3 ≤ d21d2(n− d2)(n− 1)σ˜2,
and
2d2
µd21n(n− 1)(n− d2)
∑
u1∈[n]
v1∈N (u1)
u2∈N (v1)
∑
(u3,u4,v2,v3)∈S1(X,u1,u2,v1)
∑
u∈N (v3)
u 6=u3
Qu1u2Quu3 ≤
2σ˜2
µ
· d
2
2
n
.(7.24)
From (7.22), (7.23) and (7.24), the term (7.14) is bounded by
6σ˜22d
2
2
µn
. The bound on (7.14) also holds for
(7.15) by the symmetric role of the two vertices u1, u2.
Now it remains to estimate (7.16). (7.16) can be written as
2
µd41n(n− 1)(n− d2)2
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1) ∑
u∈N (v1)
Qu1u2Quu1 +
∑
u∈N (v1)
Qu1u2Quu2 +
∑
u∈N (v2)
Qu1u2Quu4 +
∑
u∈N (v3)
Qu1u2Quu3
+
∑
u∈N (v4)
Qu1u2Quu6 +
∑
u∈N (v5)
Qu1u2Quu5
 .
Recall |S3(X,u1, u2, v1)| = d41d2(d2 − 1)(n − d2)2. By Cauchy inequality, the first term in the sum above
satisfies
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
Qu1u2Quu1
(7.25)
≤
 ∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
Q2u1u2

1/2 ∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
Q2uu1

1/2
=[d41d2(n− d2)2n(n− 1)σ˜2]1/2
 ∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
Q2uu1

1/2
.
For fixed v1, u1, by taking u2 ∈ N (v1), u3 ∈ N (v1), v2 ∈ N (u2), u4 ∈ N (v2), v3 ∈ N (u4), u5 ∈ N (v1), u5 6=
u3, v4 ∈ N (u1), u6 ∈ N (v4) and v5 ∈ N (u6), there are at least d41d2(d2 − 1)(n − d2)3 many choices of
(u2, u3, u4, u5, u6, v2, v3, v4, v5) such that
(u3, u4, u5, u6, v2, v3, v4, v5) ∈ S3(X,u1, u2, v1).
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Then ∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
Q2uu1 ≤ d41d2(d2 − 1)(n− d2)3
∑
u1∈[n],v1∈[m]
∑
u∈N (v1)
Q2uu1
=d51d2(d2 − 1)(n− d2)3
∑
u6=u1
Q2uu1 = d
4
1d2(n− d2)3(n− 1)σ˜2.(7.26)
Hence from (7.25) and (7.26),
2
µd41n(n− 1)(n− d2)2
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
u6=u3,u5
Qu1u2Quu1
≤ 2
µd41n(n− 1)(n− d2)2
· [d41d2(n− d2)2n(n− 1)σ˜2]1/2 · [d41d2(n− d2)3(n− 1)σ˜2]1/2
=
2σ˜2
µ
d2
√
n− d2√
n
≤ 2σ˜
2d2
µ
.(7.27)
Similarly, by the symmetry of u1 and u2, we obtain
2
µd41n(n− 1)(n− d2)2
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v1)
Qu1u2Quu2 ≤
2σ˜2d2
µ
.
Using the similar argument for the proof of (7.26), we have∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v2)
Q2uu4 ≤ d41d2(n− d2)3(n− 1)σ˜2,
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v3)
Q2uu3 ≤ d41d2(n− d2)3(n− 1)σ˜2,
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v4)
Q2uu6 ≤ d41d2(n− d2)3(n− 1)σ˜2,
∑
u1 6=u2∈[n]
v1∈[m]
∑
(u3,...,v4)∈S3(X,u1,u2,v1)
∑
u∈N (v5)
Q2uu5 ≤ d41d2(n− d2)3(n− 1)σ˜2.
Then the upper bound in (7.27) holds for all other 4 terms in (7.16) as well. Therefore (7.16) is bounded by
12σ˜2d2
µ
.
Combining the estimates for (7.14), (7.15) and (7.16), since d2 ≤ n, we then obtain
E[D1B | X] ≤ 12σ˜
2d22
µn
+
12σ˜2d2
µ
≤ 24σ˜
2d2
µ
.(7.28)
By taking τ2 = 24σ˜2d2, c = 12d2a in Theorem 2.2, the result follows. 
Corollary 7.3. Let γ0 =
1
p − 1 = 2d2n−2d2 , c0 =
p
6 =
1
6 (1− 2d2n ). We have
P(gQ(X) ≥ (1 + γ0)µ+ t) ≤ exp
(
−c0 σ˜
2
d2a2
h
(
at
2σ˜2
))
,(7.29)
Moreover,
P(|gQ(X)− µ| ≥ γ0µ+ t) ≤ 2 exp
(
− c0t
2
8d2(σ˜2 +
1
6at)
)
.(7.30)
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Proof. Recall from (4.13), for any p ∈ [0, 1] and x ≥ 0, we have p−1h(px) ≥ ph(x). From (7.4), For all t ≥ 0,
P(gQ(X)− µ ≥ γ0µ+ t) = P
(
gQ(X)− µ
p
≥ t
)
≤ exp
(
− σ˜
2
6d2pa2
h
(
pat
2σ˜2
))
≤ exp
(
−c0 σ˜
2
d2a2
h
(
at
2σ˜2
))
.
Similarly, from (7.5), since γ0 − 1 + p′ = 0, we have
P(gQ(X)− µ ≤ −γ0µ− t) =P(gQ(X)− p′µ ≤ −t) ≤ exp
(
− σ˜
2
6d2a2
h
(
at
σ˜2
))
≤ exp
(
−c0 σ˜
2
d2a2
h
(
at
2σ˜2
))
.
With the two inequalities we just obtained and the bound that h(x) ≥ x22(1+x/3) for x ≥ 0, (7.30) follows. 
8. Proof of Theorem 1.4
We will use the concentration inequalities from Corollary 7.3 to continue the proof of Theorem 1.4. The
remaining analysis is similar to what we did in Section 5 for the proof of Theorem 1.1. We will only address
the main differences. For convenience we now write (7.1) as
gQ(X) = fQ(M) =
∑
u1,u2∈[n]
Qu1u2Mu1u2 .
Recall
λ(M) = sup
x∈Sn−10
|〈x,Mx〉|.
For fixed x ∈ Sn−10 , we split the sum into light and heavy parts. Define light and heavy couples by
L(x) = {u, v ∈ [n] : |xuxv| ≤
√
d1(d2 − 1)/n},
and
H(x) = {u, v ∈ [n] : |xuxv| >
√
d1(d2 − 1)/n}.
We can decompose the linear form fQ(M) as
fxx>(M) = 〈x,Mx〉 = fL(x)(M) + fH(x)(M),
where
fL(x)(M) =
∑
(u,v)∈L(x)
xuxvMuv, fH(x)(M) =
∑
(u,v)∈H(x)
xuxvMuv.(8.1)
Then we treat the contribution from light and heavy couples in different ways.
8.0.1. Light couples.
Lemma 8.1. For any fixed x ∈ Sn−10 , β ≥ 4γ0
√
d1(d2 − 1), and n ≥ 2,
P
(
|fL(x)(M)| ≥ (β + 3)
√
d1(d2 − 1)
)
≤ 4 exp
(
− 3c0β
2n
8d2(24 + β)
)
.(8.2)
Proof. Recall for u 6= v, EMuv = d1(d2−1)n−1 . For any fixed x ∈ Sn−10 ,
|EfL(x)(M)| ≤ |E〈x,Mx〉|+ |EfH(x)(M)|
≤
∣∣∣∣x>(EM − d1(d2 − 1)n 1n1>n
)
x
∣∣∣∣+ d1(d2 − 1)n− 1 ∑
(u,v)∈H(x)
|xuxv|
≤
∥∥∥∥EM − d1(d2 − 1)n 1n1>n
∥∥∥∥
F
+
d1(d2 − 1)
n− 1
∑
(u,v)∈H(x)
|xuxv|2√
d1(d2 − 1)/n
≤ d1(d2 − 1)√
n− 1 +
√
d1(d2 − 1) n
n− 1 ≤ 3
√
d1(d2 − 1).
We split the set L(x) into two parts as L(x) = L+(x) ∪ L−(x) where
L+(x) = {u, v ∈ [n] : 0 ≤ xuxv ≤
√
d1(d2 − 1)/n}, L−(x) = L \ L+(x).
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Then
|fL(x)(M)− EfL(x)(M)| ≤|fL+(x)(M)− EfL+(x)(M)|+ |fL−(x)(M)− EfL−(x)(M)|.(8.3)
Consider the first term in the right hand side of (8.3). By Cauchy inequality,
µ = EfL+(x)(M) ≤
d1(d2 − 1)
n− 1
∑
uv
|xuxv| ≤ d1(d2 − 1) n
n− 1 ≤ 2d1(d2 − 1).
Also we have
σ˜2 =
∑
uv∈L+(x)
|xuxv|2EMuv ≤ d1(d2 − 1)
n− 1 .
Then by (7.30) with a =
√
d1(d2−1)
n , for any β > 4γ0
√
d1(d2 − 1), similar to the inequalities in (5.7), we have
P
(
|fL+(x)(M)| − EfL+(x)(M)| ≥ (β/2)
√
d1(d2 − 1)
)
=P
(
|fL+(x)(M)| − EfL+(x)(M)| ≥ γ0µ+ (β/2)
√
d1(d2 − 1)− γ0µ
)
≤2 exp
− c0((β/2)√d1(d2 − 1)− γ0µ)2
8d1d2(d2 − 1)/(n− 1) + 43d2
√
d1(d2−1)
n ((β/2)
√
d1(d2 − 1)− γ0µ)

≤2 exp
− c0((β/2)√d1(d2 − 1))2
8d1d2(d2 − 1)/(n− 1) + 43d2
√
d1(d2−1)
n ((β/2)
√
d1(d2 − 1))

≤2 exp
(
− 3c0β
2n
96d2n
n−1 + 8d2β
)
≤ 2 exp
(
− 3c0β
2n
8d2(24 + β)
)
.
The same bound holds for the second term in (8.3). Then with probability at least 1− 4 exp
(
− 3c0β2n8d2(24+β)
)
,
|fL(x)(M)| ≤ |EfL(x)(M)|+ |fL(x)(M)− EfL(x)(M)|
≤ 3
√
d1(d2 − 1) + β
√
d1(d2 − 1) = (3 + β)
√
d1(d2 − 1).
This completes the proof. 
8.0.2. Heavy couples. We define the discrepancy property for any n× n symmetric matrix M as follows.
Definition 8.2 (discrepancy property for M). For S, T ⊂ [n], define
e(S, T ) :=
∑
u∈S,v∈T
Muv.
We say M satisfies the discrepancy property with parameters δ ∈ (0, 1), κ1 < 1, κ2 ≥ 0 denoted by
DP(δ, κ1, κ2), if for any two non-empty subsets S, T ∈ [n], at least one of the following holds:
(1) e(S, T ) ≤ κ1δ|S||T |,
(2) e(S, T ) log
(
e(S,T )
δ|S||T |
)
≤ κ2(|S| ∨ |T |) log
(
en
|S|∨|T |
)
.
Similar to Lemma 5.5, the following lemma shows that the discrepancy property for M = XX> − d1I
holds for a random bipartite biregular graph with high probability.
Lemma 8.3. Let M = XX> − d1I where X is the biadjacency matrix of a uniform random (n,m, d1, d2)-
bipartite biregular graph. For any K ≥ 0, With probability at least 1− n−K , DP (δ, κ1, κ2) holds for M with
δ = d1(d2−1)n−1 , κ1 = e
2(1 + γ0)
2,and κ2 =
8d2
c0
(1 + γ0)(K + 4).
Proof. Denote µ(S, T ) = Ee(S, T ). We have
µ(S, T ) =
∑
u∈S,v∈T
EMuv ≤ δ|S||T |.
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Let Q = 12
(
1S1
>
T + 1T1
>
S
)
. Then
fQ(M) =
∑
u,v
QuvMuv = e(S, T ), EfQ(M) = µ(S, T ).
Fix K. Let γ1 = e
2(1 + γ0)
2 − 1. and γ = γ(S, T, n) = max(γ∗, γ1), where γ∗ is the unique x such that
c0
d2
h
(
x− γ0
2
)
µ(S, T ) = (K + 4)(|S| ∨ |T |) log
(
en
|S| ∨ |T |
)
.(8.4)
Then for any γ > γ0, by taking a = 1 and σ˜
2 = d1(d2−1)n−1
∑
u6=v Q
2
uv = µ(S, T ) in (7.29), we obtain
P(e(S, T ) ≥ (1 + γ)µ(S, T )) = P(fQ(M) ≥ (1 + γ)EfQ(M)) ≤ exp
(
−c0 σ˜
2
d2
h
(
(γ − γ0)
2σ˜2
µ(S, T )
))
≤ exp
(
− c0
d2
µ(S, T )h
(
γ − γ0
2
))
.
Then
P(∃S, T ⊂ [n], |S| = s, |T | = t, e(S, T ) ≥ (1 + γ)µ(S, T ))
≤
∑
S⊂[n],|S|=s
∑
T⊂[n],|T |=t
exp
(
− c0
d2
h((γ − γ0)/2)µ(S, T )
)
≤
(
n
s
)(
n
t
)
exp
(
−(K + 4)(s ∨ t) log
( en
s ∨ t
))
≤ exp
(
−(K + 2)(s ∨ t) log
( en
s ∨ t
))
.
Since x 7→ x log(e/x) is increasing on [0, 1], we have
(s ∨ t)
n
log
( en
s ∨ t
)
≥ 1
n
log(en).
Taking a union bound over s ∈ [n], t ∈ [n], we obtain
P(∃S, T ⊂ [n], e(S, T ) ≥ (1 + γ)µ(S, T )) ≤ n2 exp(−(K + 2) log(en)) ≤ n−K .(8.5)
If the subsets S, T satisfies γ(S, T, n) = γ1, then from (8.5) with probability at least 1− n−K ,
e(S, T ) ≤ (1 + γ1)µ(S, T ) = (e2(1 + γ0)2 − 1)d1(d2 − 1)
n− 1 |S||T |.
Hence case 1 holds with κ1 = e
2(1 + γ0)
2, δ = d1(d2−1)n−1 . If the subset S, T satisfies γ(S, T, n) = γ
∗, then with
probability at least 1− n−K ,
e(S, T ) ≤ (1 + γ∗)µ(S, T ).(8.6)
From (8.4) and (8.6), we have
c0
d2
h((γ∗ − γ0)/2)
1 + γ∗
e(S, T ) ≤ c0
d2
h((γ∗ − γ0)/2)µ(S, T ) = (K + 4)(|S| ∨ |T |) log
(
en
|S| ∨ |T |
)
.(8.7)
Since γ∗ ≥ γ1 = e2(1 + γ0)2 − 1,
log(1 + γ∗) ≥ 2 + 2 log(1 + γ0).(8.8)
Note that γ∗ ≥ γ1 ≥ γ0. Recall from (4.13), for any p ∈ [0, 1] and x ≥ 0, p−1h(px) ≥ ph(x). We then have
h((γ∗ − γ0)/2) ≥ 1
4
h(γ∗ − γ0).
Therefore
h((γ∗ − γ0)/2)
1 + γ∗
≥ 1
4(1 + γ∗)
h(γ∗ − γ0) ≥ 1
8(1 + γ0)
log(1 + γ∗) ≥ 1
8(1 + γ0)
log
e(S, T )
µ(S, T )
,(8.9)
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where the second inequality is given in the proof of Lemma 6.4 in [13] and the last inequality is from (8.6).
(8.7) and (8.9) imply that when γ∗ ≥ γ1,
e(S, T ) log
e(S, T )
µ(S, T )
≤ 8d2
c0
(1 + γ0)(K + 4)(|S| ∨ |T |) log en|S| ∨ |T | .(8.10)
Then case 2 follows with κ2 =
8d2
c0
(1 + γ0)(K + 4). This completes the proof. 
Assuming the discrepancy property holds for M , the following lemma implies that the contribution from
heavy tuples is O(
√
d1(d2 − 1)) deterministically.
Lemma 8.4. Let M = XX> − d1I where X is the biadjacency matrix of a (n,m, d1, d2)-bipartite biregular
graph. Suppose M has DP(δ, κ1, κ2) with δ, κ1, κ2 given in Lemma 8.3. Then there exists a constant α0
depending on κ1, κ2 such that
fH(x)(M) ≤ α0
√
d1(d2 − 1),
where α0 = 16 + 64(κ1 + 1) + 64κ2
(
1 + 2κ1 log κ1
)
.
Proof. Note that δ = d1(d2−1)n−1 ≤ 2d1(d2−1)n for n ≥ 2. The proof follows verbatim from the proof of Lemma
6.6 in [13]. 
8.0.3. The ε-net argument. Now we are ready to prove Theorem 1.4 using the ε-net argument.
Lemma 8.5. For ε ∈ (0, 1/2), let N 0ε be an ε-net of Sn−10 . Let X be the biadjacency matrix of a (n,m, d1, d2)-
bipartite biregular graph and M = XX> − d1I. Then
λ(M) ≤ 1
1− 2ε supx∈N 0ε
|〈x,Mx〉|.(8.11)
Proof. Let x0 ∈ Sn−10 such that λ(M) = |〈x0,Mx0〉|. Let x′0 ∈ N 0ε such that ‖x′0 − x0‖2 ≤ ε. Then for
ε ∈ (0, 1/2),
λ(M) = |〈x0,Mx0〉| ≤|〈x0 − x′0,Mx0〉|+ |〈x′0,M(x0 − x′0)〉|+ |〈x′0,Mx′0〉|
=2‖x0 − x′0‖2
∣∣∣∣〈 x0 − x′0‖x0 − x′0‖2 ,Mx0
〉∣∣∣∣+ |〈x′0,Mx′0〉|
≤2ελ(M) + sup
x∈N 0ε
|〈x,Mx〉|.
(8.11) then follows. 
Proof of Theorem 1.4. Fix K > 0. By Lemma 8.3, with probability at least 1 − n−K , M has DP(δ, κ1, κ2)
property where the parameters δ, κ1, κ2 are given in Lemma 8.3. Let D be the event that this property holds.
Then it suffices to show
P
(
D ∩
{
λ(M) ≥ α
√
d1(d2 − 1)
})
≤ e−n.
Take ε = 1/4 in (8.11). Then λ(M) ≤ 2 supx∈N 0ε |〈x,Mx〉|. We obtain
P
(
D ∩
{
λ(M) ≥ α
√
d1(d2 − 1)
})
≤
∑
x∈N 0ε
P
(
D ∩
{
|〈x,Mx〉| ≥ (α/2)
√
d1(d1 − 1)
})
.(8.12)
For any fixed x ∈ Nε,
P
(
D ∩
{
|〈x,Mx〉| ≥ (α/2)
√
d1(d2 − 1)
})
≤ P
(
D ∩
{
|fL(x)(M)| ≥ (α/2)
√
d1(d2 − 1)− |fH(x)(M)|
})
≤ P
(
D ∩
{
|fL(x)(M)| ≥ (α/2− α0)
√
d1(d2 − 1)
})
≤ P
(
|fL(x)(M)| ≥ (α/2− α0)
√
d1(d2 − 1)
)
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Take β = 12α− α0 − 3. When β > 4γ0
√
d2(d1 − 1), from (8.2), we have
P
(
D ∩
{
|〈x,Mx〉| ≥ (α/2)
√
d1(d2 − 1)
})
≤ 2 exp
(
− 3c0β
2n
8d2(24 + β)
)
.(8.13)
Recall γ0 =
2d2
n−2d2 , c0 =
1
6 (1 − 2d2n ) in Corollary 7.3. In the assumption of Theorem 1.4 we also have
d2 ≤ min
{
C1,
n
4
}
and d1 ≤ C2n2. Then it follows that c0 ≥ 112 , γ0 ≤ 1 and
4γ0
√
d1(d2 − 1) = 8d2
√
d1(d2 − 1)
n− 2d2 ≤
8C1
√
C2(C1 − 1)n
n− 2d2 ≤ 16C1
√
(C1 − 1)C2.
Also recall κ1 = e
2(1 + γ0)
2, κ2 =
8d2
c0
(1 + γ0)(K + 4) from Lemma 8.3. We have
e2 ≤ κ1 ≤ 4e2, κ2 ≤ 192C1(K + 4).
Then α0 given in Lemma 8.4 is a bounded constant depending on C1 and K. Since |N 01/4| ≤ 9n, from (8.12)
we have
P
(
D ∩
{
λ(M) ≥ α
√
d1(d2 − 1)
})
≤ 2 · 9n exp
(
− 3c0β
2n
8d2(24 + β)
)
(8.14)
≤ 2 · 9n exp
(
−
1
4β
2n
8C1(24 + β)
)
.(8.15)
Taking β > 16C1
√
(C1 − 1)C2 to be a large enough constant depending only on C1, C2 and independent of
n, then the condition β > 4γ0
√
d2(d2 − 1) for (8.13) holds. We obtain from (8.15) that
P
(
D ∩
{
λ(M) ≥ α
√
d1(d2 − 1)
})
≤ 2 · 9n exp
(
−
1
4β
2n
8C1(24 + β)
)
≤ e−n,
where α = 2(β + α0 + 3). After the constant β is chosen, α is a constant only depending on C1, C2 and K.
Finally we have
P
(
λ(M) ≥ α
√
d1(d2 − 1)
)
≤ n−K + e−n.
This completes the proof. 
Remark 8.6. In (8.14), we see that if d2 is not a bounded constant, the probability bound cannot be o(1),
since the union bound there is taken over exponentially many points. This is a limitation of the method
we use. In (7.11), the change of gQ(X) after applying higher order switchings is bounded by 12d2a, which
depends on d2. It is possible that by different switching operations one can relax the assumption on d2 in
Theorem 1.4.
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