Abstract. Time-dependent natural phenomena and artificial processes can often be quantitatively expressed as multivariate time series (MTS). As in any other process of knowledge extraction from data, the analyst can benefit from the exploration of the characteristics of MTS through data visualization. This visualization often becomes difficult to interpret when MTS are modelled using nonlinear techniques. Despite their flexibility, nonlinear models can be rendered useless if such interpretability is lacking. In this brief paper, we model MTS using Variational Bayesian Generative Topographic Mapping Through Time (VB-GTM-TT), a variational Bayesian variant of a constrained hidden Markov model of the manifold learning family defined for MTS visualization. We aim to increase its interpretability by taking advantage of two results of the probabilistic definition of the model: the explicit estimation of probabilities of transition between states described in the visualization space and the quantification of the nonlinear mapping distortion.
Introduction
Most applied analysis of MTS involves, in one way or another, problems with specific targets such as prediction, forecasting, or anomaly detection. A less explored avenue of research is the exploratory analysis of MTS using machine learning and computational intelligence methods [1] .
Data exploration may be a key stage in knowledge extraction from MTS using complex nonlinear methods, as it opens the door to their interpretability [2] . As in any other process of knowledge extraction from data, the analyst could benefit from the exploration of the characteristics of MTS consisting of a high number of individual series through their visualization [3] . The direct visualization of such high-dimensional data, though, can easily be beyond the interpretation capabilities of human experts. Therefore, the exploration of MTS can be assisted by dimensionality reduction (DR) methods. In particular, the visualization of MTS using nonlinear DR (NLDR) methods [4] can provide the expert with inductive reasoning tools as a means to hypothesis generation [3, 5] . Visualization can thus facilitate interpretation, which is paramount given that NLDR methods can be rendered useless in practice if interpretability is lacking.
In this brief paper, we merge two strands of previous research on data visualization. The first one involves the visualization of MTS using Statistical Machine Learning (SML) NLDR methods [6] . The second tackles one of the main interpretability bottlenecks of NLDR techniques: the difficulty of expressing the nonlinear mapping distortion they introduce in the data visualization space in an intuitive manner. Specifically, we attempt to increase the interpretability of the Variational Bayesian Generative Topographic Mapping Through Time (VB-GTM-TT), a variational Bayesian variant of a constrained hidden Markov model (HMM) [7] of the manifold learning family, defined for MTS visualisation [8] . For this, we use two results of the probabilistic definition of the model: the explicit estimation of probabilities of transition between states described in the visualization space and the quantification of the distortion introduced by the nonlinear mapping of the MTS in the form of Magnification Factors (MF).
Note that this paper does not address the assessment of the quality of the mapping as such. In fact, the proposed visualization strategies are meant to be independent from it. Although VB-GTM-TT is used here for illustration (as a method that, even if prone to limitations such as local minima, has been shown to perform robustly in the presence of noise), the proposed approach could be extended to alternative MTS DR models for which distortion and probability of state transition (or some approximations to them) were quantifiable.
Methods

Variational Bayesian GTM Through Time
The Generative Topographic Mapping (GTM: [9] ) is a NLDR latent variable model of the manifold learning family. It can be seen as a mixture of distributions whose centres are constrained to lay on an intrinsically low-dimensional space. Given that the generative model specifies a mapping from latent space to observed data space, such latent space can be used for data visualization when its dimensionality is 1 or 2. Unless regularization is included, the GTM is prone to overfitting. Adaptive regularization for GTM was proposed in [10] .
The GTM was redefined as a constrained HMM in [6] . The resulting GTM Through Time (GTM-TT) can be considered as a GTM model in which the latent states are linked by transition probabilities, in a similar fashion to HMM. This model, even if useful for MTS clustering and visualization, did not implement any regularization process.
