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Abstract
This thesis aims to provide a methodology and paradigm to aid emerging research
studying and manipulating dierent mechanical properties (like topography, etc) of
material. This material research is immensely enhanced by dierent probe based mi-
croscopy enabling design and discovery at the atomic scale. The Atomic Force Micro-
scope (AFM) is one of the foremost technique for such interrogation of material. AFM
is a micro-cantilever based device capable of achieving sub Angstrom resolution. Re-
cently, probe researchers have shifted the focus to interrogate physical properties other
than topography, namely stiness and dissipation. Current AFM methods to determine
these properties are not suitable for soft samples. Thus there is a scarcity of real-time
techniques to quantify the mechanical properties of soft-matter, that include polymers
and bio-matter.
A method is reported (REEP algorithm) which is able to provide estimates of sample
stiness and dissipation during intermittent contact mode operation of AFM. A systems
approach is rst applied to relate the material properties to the parameters of a time-
varying linear system. Then a RLS algorithm is used to estimate these paramters.
The method is veried using the averaging theory and shown to accurately provide
the dissipation estimates when applied on dierent polymer samples. A FPGA based
hardware implementing the REEP algorithm is developed to make use of the real-
time capability of the algorithm. The REEP module is then used to study stiness and
dissipation properties of PBMA-PLMA polymer blend. A magnetic excitation hardware
is also built to accurately resonate the cantilever in liquid. A clean ac response of the
cantilever is thus achieved. REEP module is then used to delineate material properties
of microtubules in buer solution. It is shown that REEP module is able to accurately
estimate the stiness and dissipation properties of the bio-sample during under liquid
operation of AFM.
Higher eigenmodes of cantilever dynamics often come into play when AFM is op-
erated in liquid (low Q operation). To obtain better estimation of the contribution of
these modes, a receding horizon Kalman Filter is reported. Estimates are shown to have
an order of magnitude improvement compared to current methods. A high bandwidth
iv
detection algorithm is also reported which is useful if just the presence of the higher
modes is to be detected. Finally, a a new mode of imaging using the equivalent parame-
ters of the time-varying system as a feedback is proposed. Simulation and experimental
results show higher resolution for low Q operation.
This thesis separately explores a new hypothesis to understand directed transport
in cells. Motor proteins which are the work-horse of intracellular transport, walk on
microtubules (tubulin polymers) to transfer cellular cargo from one place to another
inside a cell. Almost absolute directed transport is achieved while transport takes place
over a random arrangement of microtubules. It is shown via simulation and analytical
results that if the motors have an ability to switch between dierent microtubules, a little
bias in the microtubule network can lead to directed transport. This renders useless
any kind of recognition factor to be needed for motors to know which microtubule is
target ended.
v
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Chapter 1
Introduction
Emergent functionality and novel properties of material can result from the physical
proximity and geometric arrangement of atoms/molecules enabled by control of matter
at the atomic scale. Current needs of emerging elds, such as massive data storage and
energy storage, include light weight and exible materials with durability and stiness
that can be met with the design of material at the nanoscale. Such eorts of materials
design and discovery at the atomic scale have to be accompanied by interrogation meth-
ods which have high spatial and temporal resolution to determine material properties
at the nanoscale.
An important means of interrogating material at the nanoscale is based on the
principles of Atomic Force Microscopy. Ever since the invention of the probe based
method of atomic force microscopes (AFMs) by Binnig et. al. in 1986 [2], cantilever
beams with a sharp tip at one end have been used to interrogate various material
properties such as topography, mechanical, electrical, thermal and optical.
The main idea of atomic force microscopy is to use a micro-cantilever with a sharp
tip at its one end similar to the operation of a gramophone stylus. The tip interacts with
the sample and is raster scanned over a sample.Tip-sample interaction causes deection
in the cantilever which is recorded through an optical beam-bounce method and serves
as a measure of sample topography (see Figure 1.1). In the beam-bounce method, a
laser beam is focused at the back of the cantilever tip, which reects it into a split
photodiode. The ratio of the intensity of light in the two halves indicates the motion
of the cantilever tip. A typical cantilever is 100  200m long, 5  10m wide and the
1
2Figure 1.1: Atomic Force Microscope (AFM): The main probe in an AFM is a micro-cantilever with
a sharp tip that forms a force sensor. The deection of the cantilever is registered by a laser incident
on the cantilever that reects onto a split photodiode. In most setups, a piezo scanner positions the
sample relative to the sample in the lateral and the vertical direction.
diameter of the tip is around 5nm. Most of the cantilever are fabricated from silicon,
silicon oxide or silicon nitride. The typical vertical resolution of the detection hardware
is of the order of 1Ao.
The cantilever can be modeled as a spring with a spring constant k. Thus F = kp,
where F is the spring force on the cantilever, k is the spring constant and p is the
measured cantilever deection. This relation is used to infer the force from the measured
deection. This equation also indicates that for achieving large deection for small
interaction force, one would require softer cantilevers. A controller is used to regulate
the cantilever deection by moving the sample up and down thus maintaining constant
force on the sample (see Figure 1.1). A piezoelectric transducer is used for positioning
the sample stage. This mode of operation of AFM is called contact mode operation.
The tip-sample interaction forces can be modeled as the gradient of Lennard Jones
interaction potential where the long range Van Der-Waals forces act in addition to the
short range chemical forces to result in a interaction potential as shown in Figure 1.2.
In the contact mode operation, the tip traverses a very small part of this non-linear
interaction force thus we are able to make linear approximations. These approximations
make the analysis of contact mode easier but there are some drawbacks of contact mode
operation. This mode is harsh on both the tip and the sample because of high lateral
and frictional forces and leads to faster wear and tear of both tip and sample. This
3Figure 1.2: Nonlinear Tip-Sample interaction force modeled as gradient of Lennard
Jones potential. This has contributions from long range Van Der-Waals forces and short
range chemical forces. Positive gradient implying attractive force has blue color where
as negative gradient implying repulsive force had red color.
mode also suers from low signal to noise ratio since the sample information is located
near the DC in the spectrum which is eected by the 1/f measurement noise.
The other mode of operation of AFM is called dynamic mode imaging, rst proposed
in 1987 [3]. In this mode, a piezoelectric transducer is used to excite the cantilever at or
near its resonant frequency. Here, cantilever can be modeled as a xed-free beam whose
solution is given by a superposition of innite modes [4]. Each mode is a second order
spring-mass-damper system. Typically, a rst mode approximation of the cantilever
beam suces to predict the deection trajectories. Dynamic mode is further divided
into two dierent modes, namely non-contact mode and intermittent contact mode.
In non-contact (NC) mode, the cantilever is oscillated with a very small amplitude
(typically less that 5nm) close to the sample, in the attractive regime (see Figure 1.2)
of the tip-sample interaction. Here, the dynamics of the cantilever-sample system is
given by,
mp+ c _p+ kp = g(t) + ﬃ(p; _p) (1.1)
where p(t) is the instantaneous cantilever position,m is the mass, k is the spring constant
and c is the damping coecient of the rst modal approximation of cantilever; g(t) is
the external sinusoidal excitation and ﬃ(p; _p) is the force due to nonlinear tip-sample
interaction. Also the quality factor (Q) of the cantilever is dened as Q =
p
km
c :
4In the NC mode, the amplitude of cantilever oscillation is small, so we can linearize
ﬃ(p; _p) about a nominal operating point. Let the cantilever deection be p = p + ~p
where p is some nominal position and ~p is the deection around that nominal position.
Then _p = _~p and the force ﬃ(p; _p) can be approximated by,
ﬃ(p; _p) = ﬃ(p; 0) +
@ﬃ(p; _p)
@p

p
~p+
@ﬃ(p; _p)
@ _p

0
_~p: (1.2)
Then the dynamics of the cantilever around the nominal position is given by,
m~p+ ce _~p+ ke~p = g(t) (1.3)
where ke = k   @ﬃ(p; _p)@p

p
and ce = c  @ﬃ(p; _p)@ _p

0
: Thus the equivalent stiness (ke) and
equivalent damping (ce) of the cantilever change due to interaction with the sample. The
sample stiness ks and damping cs are dene as ks =   @ﬃ(p; _p)@p

p
and cs =   @ﬃ(p; _p)@ _p

0
:
Since @ﬃ(p; _p)@p

p
> 0 for an attractive force (see Figure 1.2), ke < k, so the equivalent
stiness decreases. Similarly as @ﬃ(p; _p)@p

p
< 0 for a repulsive force, ke > k, so the
equivalent stiness increases. Also since !2 = km for a spring-mass damper system, the
equivalent resonant frequency (!2e =
ke
m ) of the rst mode of the cantilever will increase
for a repulsive force and decrease for an attractive force. Here, it can be seen that the
change in stiness is caused due to the conservative part of the force whereas change in
damping is caused due to the dissipative part of the interaction force.
In this mode, instead of regulating the deection of the cantilever, the instantaneous
resonant frequency (!e) of the cantilever is regulated across a setpoint. This mode is
also called Frequency Modulation AFM (FM-AFM) as the frequency is modulated.
As the change in equivalent resonant frequency ips sign depending on the integrated
interaction gradient (attractive or repulsive, integrated over the tip-sample interaction
surface), feedback can only work if the deection of the cantilever is restricted to one
part of the interaction curve (Figure 1.2), namely attraction regime (as it extends to
the innite separation). To stabilize the tip in the attractive regime, cantilever with
high stiness are used to overcome the attraction. Also, the operation is sometimes
performed in very low temperatures (few Kelvins) to reduce the thermal noise. In this
mode, the information is around the resonance of the rst mode of the cantilever and
is away from DC, thus leading to a better SNR compared to contact mode. Here,
51=f measurement noise is negligible and the operation is thermal noise limited. The
minimum shift detectable in the resonant frequency decreases as the quality factor
of the cantilever increases. Thus for achieving phenomenal resolution of 1Ao, very
high Q (typically 10000-15000) of cantilever is required. Also the environment and the
temperature needs to be controlled precisely to stabilize the tip in the attractive regime
of the tip-sample force. That is why, this mode is predominantly used in low temperature
and ultra high vacuum conditions. Thermal vibrations are reduced in low temperature
thus increasing the stability as well as the SNR. Also the quality factor of the cantilever
is further increased in ultra high vacuum conditions. FM-AFM mode, though capable of
true atomic resolution is not easily stabilizable for under-uid operations. Since there
is a large spectrum of samples that require to be imaged in their native conditions
viz. biological species in their native buers, this mode is rendered useless for such
applications. Here, FM-AFM is mostly limited to force-spectroscopy apart from recent
imaging results by Sader and Jarvis [5].
Figure 1.3: In the dynamic mode AFM, the cantilever is externally excited at the rst
resonant frequency of the cantilever exure. The amplitude and phase at the forcing
frequency (a and  in the gure) are monitored to infer sample topography. A controller
can be used to position the cantilever tip with respect to the sample in the z direction
to regulate a setpoint amplitude a0 in which case the control signal provides the image.
The intermittent contact mode (also known as Tapping Mode) is a prevalent means
of investigating properties of soft-matter. In the intermittent contact mode operation
of AFM, the cantilever is oscillated with large amplitudes by a sinusoidal dither forcing
at the base of the cantilever. Typical operational amplitudes can vary from few nm to
6100 nm.Here the cantilever-tip interacts with the sample intermittently every oscillation
cycle thus exerting extremely low lateral and frictional forces on the sample. The inter-
mittent contact mode is gentler and less invasive but it poses new challenges. Fig 1.2,
highlights how interaction forces felt by the cantilever dier in the intermittent and non
contact modes. In this mode, linearization of tip-sample interaction is not applicable as
the tip traverses the entire non-linear interaction curve (Fig 1.2). Nevertheless, the no-
tion of net attractive and net repulsive interaction force can be introduced. It can thus
be argued that net aect of the interaction force can either decrease (net attractive) or
increase (net repulsive) the equivalent stiness of the cantilever-sample system depend-
ing on the relative strength of attractive and repulsive forces [6]. Here, as the sample is
raster-scanned in relation to the oscillatory cantilever, the amplitude and the phase of
the rst harmonic component (of the forcing frequency) of the cantilever trajectory are
used to probe properties of the sample (see Figure 1.3) including the topography. In
existing studies, the phase of the rst harmonic component of cantilever oscillation with
respect to the dither forcing is heavily relied upon to gauge material properties partic-
ularly the dissipation properties of the material. However, it is known that the phase
can lead to ambiguous interpretations of the dissipation properties of material [7, 8].
Thus during the intermittent contact mode operation, there is a need for developing
observable quantities that are a direct measure of sample properties. In this thesis, we
report a method for simultaneously determining the topography, stiness and dissipative
properties of materials at the nanoscale in a probe based dynamic mode operation. The
method provides recursive estimates of equivalent parameters (REEP) which are shown
to relate to the stiness and dissipation properties of the material. The method is par-
ticularly suited for investigating soft matter such as polymers and bio-matter. We use
perturbation analysis tools for mapping dissipative and stiness properties of material,
into parameters of an equivalent linear-time-invariant model. It is also shown that this
model can be extended to the case when multiple modes of the cantilever participate in
the nonlinear interaction with the sample forces. Parameters of the equivalent model
are adaptively estimated, where, for robust estimation a multi frequency excitation of
the probe is introduced. We demonstrate that the reported method of simultaneously
determining multiple material properties can be implemented in real-time on existing
probe based instruments. We further demonstrate the eectiveness of the method by
7investigating properties of a polymer blend.
The intermittent mode of AFM operation is very well suited to image biological
samples in there native buer. To achieve a clean resonance of cantilever in liquid,
a solenoid based magnetic excitation hardware is developed. We have applied REEP
method to image the mechanical properties of bio samples in liquid. This is the rst
time that a real-time study of material properties in liquid is reported.
Most of the analysis of the dynamic mode operation is based on the single-mode
approximation of the cantilever beam. However, recently, newer modalities of opera-
tion are employing higher modes of the cantilever exure beam [9] and are also using
novel means of excitation [10, 11]. Moreover a number of soft-matter investigations are
conducted in a uid environment where the quality factors of various modes of can-
tilever's deection are signicantly lower. The lowered quality factors can enhance [12]
the participation of the higher modes in forming the cantilever deection. In this thesis,
a comprehensive framework based on a modied Kalman Filter, to extract the contri-
bution of dierent modes is also developed. It is shown that it can be implemented to
provide the estimates of these contribution in real-time. A paradigm to further provide
a high-bandwidth method to detect only the presence of higher modes is also studied.
1.1 Materials and Methods
1.1.1 Numerical Simulation
All equations and models were simulated using custom codes in MATLAB. Standard
ordinary dierential equation (ODE) solvers of MATLAB were used. All the o-line data
was captured through National Instrument's (NI) data acquisition card using LabView.
1.1.2 Sample
Two polymer systems were primarily used; a blend of poly(butyl methacrylate) and
poly(lauryl methacrylate) (PBMA-PLMA) and a triblock copolymer of poly(styrene-
block-isobutylene-block-styrene) (PS-PIB-PS or SIBS). For PBMA-PLMA case, the
solution was 15mg/mL of total polymers in tetrahydrofuran. The relative polymer
concentration was 75-25 for PBMA-PLMA. The polymer was spin-coated onto a silicon
8wafer from the solution, under ambient conditions, to produce a lm thickness of 1m,
followed by ambient drying. The relative polymer concentration for SIBS was 17:83 for
PS:PIB with Mw=103,000. The polymer was again spun under ambient condition onto
silicon wafer from 20% toluene solution, to produce a lm thickness of  1m, and dried
in vacuum at 110C for 2 hours. The SIBS lm was additionally annealed overnight
in the solvent vapor (small beaker of solvent under inverted larger beaker) to produce
more pronounced phase segregation into cylindrical PS domains that lie predominantly
parallel or perpendicular to the surface.
Microtubule sample for all the bio experiments is provided by Dr Melissa's lab (MCB
department).
1.1.3 Atomic Force Microscopy
All experiments were performed on commercially available AFM, MFP-3D from Asy-
lum Research. Two Olympus cantilevers, AC240 (typical spring constant of 2 N/m and
resonant frequency of 70kHZ) and AC160 (typical spring constant of 42 N/m and res-
onant frequency of 300kHZ) were used. Both cantilevers were rectangular shaped, had
silicon tetrahedral tip with typical radius of 7nm and aluminum coating on the reex
side. For imaging, a close loop x-y nano-positioning system was used to raster scan
the sample. A z-piezo was used to position the cantilever tip vertically with respect to
the sample to regulate a set-point amplitude. Same z-piezo was also used to generate
`approach-retract cycle' [6] curves where cantilever was rst moved closer to sample in
the approach phase and then away from sample in the retract phase.
Magnetic cantilevers from Agilent are used for magnetic excitation experiments.
MAC lever Type I and Type II (typical spring constant of 2.8 N/m and resonant fre-
quency of 75kHZ) are used specically. Type I chip had three levers with typical spring
constants of 0.95 N/m, 1.75 N/m and 0.6 N/m and typical resonant frequencies of
110kHz, 90kHz and 130kHz respectively.
An outline of the thesis is provided next.
91.2 Organization of the Thesis
This thesis used various systems concepts to develop a paradigm for interrogation of
dierent material properties. A separate work on explaining Intracellular transport on
Microtubules is also presented.
 Chapter 2 introduces the concept of equivalent cantilever model in dynamic mode
operation. A recursive least square algorithm is veried which is able to estimate
the parameters of this equivalent cantilever model by exciting the cantilever with
a sum of three sinusoids. Averaging theory is then used to rigorously establish the
equivalent cantilever concept for this richer excitation of cantilever. An approach
to obtain the equivalent cantilever model for higher eigenmodes is also presented.
Approach-retract curves on a polymer sample were performed and stiness and
dissipation properties were obtained.
 Chapter 3 presents a real-time implementation for the above mentioned algorithm
using a FPGA based hardware. Developed hardware is used to obtain real-time
images of stiness and dissipation properties of a polymer blend during the inter-
mittent contact mode operation of the AFM.
 Chapter 4 introduces a new framework to quantify the contribution of dierent
exure modes of the cantilever in dynamic mode operation of the AFM using
a receding horizon Kalman lter. Simulation and experimental results are pre-
sented that support an order of improvement over current techniques. Further, a
detection method is also developed to provide high-bandwidth detection of higher
modes in the case when only presence of higher mode is to be detected.
 In Chapter 5, REEP algorithm is extended to the under uid operation of dynamic
mode AFM. A magnetic actuation hardware is developed to obtain clean resonance
of cantilever under liquid. The developed hardware is then used to quantify the
mechanical properties of microtubules in their native buer.
 Chapter 6 introduces a new mode of topography imaging based on equivalent fre-
quency regulation. It is shown that for low quality factor operations (like in uid),
equivalent frequency is much more sensitive to changes in topography then the
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amplitude. Simulations using feedback based on maintaining a setpoint equivalent
resonant frequency shows the higher sensitivity of the mode.
 In Chapter 7, a separate work on studying the directed transport of Motor Proteins
over random networks on Microtubules is presented. Analytical and Monte Carlo
simulation results are obtained for a 1D model of transport with a little bias in the
directionality of the tracks. Results suggest that almost 100% directed transport
is achieved if the motor has the ability to switch tracks over the intersections.
Monte Carlo simulations for a 2D model further corroborates the hypothesis.
 Chapter 8 summarizes the work accomplished during the course of the thesis.
Chapter 2
Equivalent Cantilever Concept:
Averaging Theory
2.1 Introduction
A recent focus of probe researchers has been the quantitative imaging of material prop-
erties, particularly of properties other than topography, such as the stiness and dissi-
pation attributes at the nanoscale. This focus has the potential to substantially further
the impact of probe based methods on science and technology. Of particular importance
is the design and interrogation of soft-matter, that include polymers and bio-matter,
which are increasingly being used in novel applications such as drug delivery, exible
electronics and as energy harvesting and storage material.
Current AFM methods [13, 14] to determine material properties are predominantly
continuous contact methods, where the cantilever is continuously interacting with the
sample. In the continuous contact mode, the deection remains small and the net
tip-sample interaction is either attractive or repulsive (see Fig 2.1(a)). Under the as-
sumption of small cantilever deection, the sample behavior can be linearized. Here,
the combined cantilever-sample system can be visualized as an equivalent spring-mass-
damper (equivalent cantilever) with an equivalent stiness and equivalent damping (see
Fig 2.1(b) and Equation 1.3). There is an open question on the simplest excitation
of the cantilever that can lead to a real time estimation of the equivalent cantilever
parameters.
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Figure 2.1: (a) Lennard Jones model for the non-linear tip-sample interaction showing
tip trajectories for continuous contact (small deections) and intermittent contact mode
(large deections). (b) Model of the cantilever-sample when deections of cantilever are
small and non-linear interaction can be linearized. (c) Model of cantilever-sample system
with the piece-wise linear model of non-linear cantilever-sample interaction force.
Recently, a continuous contact method called Band Excitation (BE) was reported to
determine material properties at the nanoscale. The BE method has found widespread
application [15, 16]. Here, the cantilever is excited with a continuous band of frequencies
near resonance, while keeping the cantilever deection small. A second order model is
t to the measured response which provides the parameters of the equivalent cantilever
that represent the cantilever-sample system. The spatial resolution is dictated by the
size and the distance between the pixels while the temporal resolution is limited by the
large time spent at each pixel. In this method, the cantilever response to the input
excitation has large amplitude variation which makes it dicult to obtain equivalent
cantilever model parameters at one particular interaction level which can be required
to characterize the parameters with respect to the extent of interaction. Another recent
continuous contact method [14] which oers substantial improvement in terms of band-
width over BE uses dual AC tracking (DART [17]) to estimate the equivalent parameters
in the contact resonance mode of AFM. In this method, tip-sample contact is excited
simultaneously at two frequencies on either side of the contact resonance (resonance in
the case of small amplitude cantilever oscillation). These methods being contact mode
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are relatively harsh on sample and are not ideally suited for soft-matter investigation.
To date there are no methods which provide real-time simultaneous estimates of dissi-
pation and stiness of material and are amenable to the intermittent contact (dynamic)
mode operation of AFM [11].
Among various methods of material property interrogation using probe based tech-
niques, there is a paucity of high bandwidth methods for soft-matter investigation. In
this chapter, we report a method that simultaneously obtains estimates of stiness of
the material and the energy lost to the sample in the intermittent contact mode oper-
ation of AFM, which is among the least invasive mode of probe based interrogation.
The temporal resolution of the method is better than that of typical imaging speeds
of dynamic mode AFM and therefore, the estimates of the sample properties can be
considered real-time.
Systems based principles have resulted in unparalleled results for the advancements
in Atomic Force Microscopy [18, 19, 20, 21]. In this chapter, these principles are used
to develop a method for determining dissipation losses to the sample and stiness of
the material. This chapter builds on the recent work (see [10]), where a method called
recursive estimation of equivalent parameters (REEP) was reported. In [10], the can-
tilever with a single sinusoid excitation (with large amplitude oscillation in the range
24-200nm) under the nonlinear interaction with the sample is modeled as an equivalent
cantilever (see [22, 23]). However, the equivalent cantilever parameters are estimated
using a multi-tone excitation employing a recursive least square method. The sensi-
tivity of the equivalent parameters to topography was the main focus of that study.
Here we demonstrate that the equivalent parameter model under a multi-tone excita-
tion remains valid. Toward this goal, we extend existing knowhow on averaging theory
for periodically forced cantilever, in a dynamic mode AFM operation, to a multi-tone
excitation where the forcing is no longer periodic and thus periodic averaging theory
is no longer applicable. Furthermore, we demonstrate that the estimates of the sam-
ple stiness and dissipation can be obtained in real-time. A framework to extend the
equivalent cantilever model for higher modes of the cantilever is also presented.
Before proceeding further, we note that the dissipation determined using above
methods, including the one to be presented here, can not be taken as a direct measure
of the intensive dissipation property of the material. Even if the viscoelastic dissipation
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properties (rate-dependent mechanical response) do not dier much between two sam-
ples, non-mechanical dierences like, molecular freedom at the surface and Hamaker
constant of tip-sample interaction (which relates to the mutual polarizability of pairs of
interacting atoms), can aect the total dissipation, which also contribute to adhesion
hysteresis [6]. Thus probe based methods determine total dissipation occurring due to
overall tip-sample interaction, having both internal and interfacial sources of dissipation.
2.2 Theoretical Considerations
2.2.1 Arriving at the Equivalent Cantilever model
A rst mode approximation of the cantilever dynamics results in a spring-mass-damper
model of the cantilever where the sample forces are felt by the mass. For small deection
of the mass, the sample's inuence can be modeled as a spring (with stiness ks) and
a damper (with damping cs), where the stiness of the spring is given by the local
slope of the curve that relates the interaction force and the cantilever-sample separation
(see Figure 2.1(b)). Here the cantilever-sample system can be envisioned to be an
equivalent cantilever (another spring-mass-damper system) with changed parameters,
such as stiness changing from k to k+ks (see Equation 1.3).
In the case where the cantilever oscillations are large, the cantilever tip explores a
considerable portion of the tip-sample non-linearity that does not allow for a linearized
approximation of the tip-sample interaction. However, under sinusoidal forcing it is still
possible to arrive at an equivalent cantilever model of the combined cantilever-sample
system by appealing to averaging theory (see Figure 2.2 and [7]). Here, the second order
dynamics of the cantilever-sample system is given by
mp+ ~c _p+ kp = ~ﬃ(p; _p) +m~g(t) (2.1)
where p(t) is the instantaneous cantilever position,m is the mass, k is the spring constant
and ~c is the damping coecient of the rst modal approximation of cantilever; ~g(t) is
the dither excitation and ~ﬃ(p; _p) is the force due to nonlinear tip-sample interaction.
Let !2 := k=m be the resonant frequency. Assuming that the damping ~c; forcing ~g; and
the tip-sample interaction ~ﬃ are small we dene ~c = c; ~g = g, and ~ﬃ = ﬃ; where,  is
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Figure 2.2: Figure shows that using averaging theory, the cantilever being forced by
~g(t) and the tip-sample separation dependent force ~ﬃ with the tip deection p(t) can
be viewed as an equivalent cantilever with changed resonant frequency fe and quality
factor Qe being forced by ~g(t) resulting in the deection p(t) (with no sample force ~ﬃ:)
a small parameter. It follows from Eq.2.1 that
p+ !2p = (=m)ﬃ(p; _p) + (=m)g(t)  (=m)c _p (2.2)
Dening a change of coordinates from (p; _p)! (a; ) via
p = a cos(!t+ ); _p =  a! sin(!t+ ); (2.3)
and dierentiating the relations in Eq.2.3 with respect to time, the dynamics in the
changed coordinates is given by
_a =   
!m
[ﬃ(a cos(!t+ ); a! sin(!t+ ))+
c(a! sin(!t+ )) + g(t)] sin(!t+ )
_ =   
!m
[ﬃ(a cos(!t+ ); a! sin(!t+ ))
+c(a! sin(!t+ )) + g(t)] cos(!t+ ):
(2.4)
Evidently dynamics in Eq.2.4 is time varying and nonlinear.
In the case of single frequency excitation (~g(t) = E sin!t), the dynamics of Eq.2.4
is periodic with period (2=!) : The rst order periodic averaging [24] theorem states
that
Theorem 2.2.1 (First order periodic averaging). Consider
_x = f(t; x); x(0) = x0; and
_xav = fav(xav); xav(0) = x0
(2.5)
where f(t; x) is T periodic function in the variable t and fav(x) :=
1
T
R T
0 f(ﬁ; x)dﬁ: Then
with mild assumptions on f , there exist constants L and M such that supt2[0;L

]jx(t) 
xav(t)j M:
16
Application of Theorem 2.2.1 to the nonlinear time varying dynamics of Eq.2.4
results in the averaged time-invariant dynamics as described below (where with some
abuse of notation the averaged amplitude and phase are also represented by a and ):
_a =  ce(a)
2m
a  
2m!
E sin ;
_ = !e(a)  !   
2ma!
E cos ;
(2.6)
where
!2e(a) = !
2   2
am
c;
ce(a)
2m
=
~c
2m
+
1
am!
d;
(2.7)
with
c = (1=2)
R 2
0
~ﬃ(a cos ; a! sin ) cos d 
d = (1=2)
R 2
0
~ﬃ(a cos ; a! sin ) sin d :
(2.8)
By reverting the averaged dynamics (Eq.2.6) in the (a; ) coordinates to the original
(p; _p) coordinates, the following equation can be shown to hold
p+
ce(a)
m
_p+ !e(a)
2p =
1
m
~g(t): (2.9)
The above dynamics describes an equivalent cantilever with changed resonant frequency
!e and damping ce (depending on the slowly varying parameter a) with no nonlinear
tip-sample interaction (Figure 2.2). The equivalent stiness is dened as ke := m!
2
e
and equivalent quality factor as Qe :=
 p
kem=ce

: It follows from Eq.2.7, that the
change in the stiness and damping coecient are given by   (2=a) c and (2=a!) d
respectively.
To verify the equivalent cantilever model (Eq.2.9), simulations using a piece-wise
linear model[23, 25] of tip-sample interaction and cantilever modeled as a second order
system with f0 = 70kHz and Q = 200 were performed. The model of the intermittent
contact mode dynamics with the piece-wise linear model is described in Figure 2.1(c).
The negative spring accounts for the long range attractive forces and the positive spring
accounts for the short range repulsive forces. The dampers account for the energy
dissipation in the sample and the variable l characterizes the tip-sample separation. It
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Figure 2.3: Shows the amplitude of the rst harmonic. In the approach phase (from
time 0.04 to 0.05) the amplitude reduces from 21.5nm to 20.2nm and in the retract
phase the amplitude recovers to 21.5nm. The amplitude as obtained by the averaged
dynamics closely follows the original amplitude shown; the inset shows the error to be
within 0.1nm
can be summarized as,
~ﬃ(p; _p) =
8>><
>>:
0 if p   (l   d)
 !2a(p+ l   d) + ca _p if   l  p <  (l   d)
!2b (p+ l)  !2a(p+ l   d) + ca _p+ cb _p if p <  l:
(2.10)
For these simulations, free air amplitude (amplitude of the cantilever deection when
cantilever is not interacting with the sample) was chosen to be 24nm, and the mean
tip-sample separation (l) was varied from 24nm to 20nm (approach phase) and back to
24nm (retract phase) linearly with time. Such measurement of the dierent aspects of
the cantilever trajectory while linearly decreasing and then increasing the tip-sample
separation is called a `force curve' or `approach-retract cycle'. Figure 2.3 shows simu-
lation results that provide strong corroboration that the amplitude trajectories of the
averaged dynamics (Eq.2.6) provide a good approximation to that of the original dy-
namics of Eq.2.4.
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2.2.2 Deriving Sample Properties from Equivalent Cantilever Param-
eters
It is evident that from the knowledge of the nominal parameters (k; ~c and !), the equiv-
alent cantilever parameters (ke and ce), and the amplitude a; it is possible to determine
c and d (see Eq.2.7). As d characterizes the dierence between the equivalent damp-
ing and nominal damping (where sample is absent) and c characterizes the dierence
between the equivalent resonant frequency and nominal resonant frequency (which re-
lates to the stiness), we can view d and c as characterizing the dissipative and
conservative properties of the sample respectively. As d is the dissipation force per
cycle, D := a!d is the energy dissipation per cycle. Furthermore, it can be shown
that within an order 
  1
T
Z T
0
ﬃ(p; _p) _pdt =
1
T
Z T
0
(ce   ~c) _p2dt = a!d (2.11)
where   (1=T ) R T0 ﬃ(p; _p) _pdt denotes the average power per period dissipated by the
sample whereas (1=T )
R T
0 (ce ~c) _p2dt denotes the average power lost by a viscous damper
in a spring-mass-damper system with damping coecient (ce   ~c): Thus the average
power lost to the sample is equal to the average power lost by an equivalent viscous
damper with coecient (ce   ~c) which is also equal to D: This further bolsters the
equivalent cantilever description. It immediately follows from this discussion that if the
sample is conservative then d = 0: A similar interpretation hold for c (see [26]) where
the notion of reactive power in electrical circuits is generalized to mechanical systems
and it can be shown that c represents the average reactive power.
2.2.3 Formulation of Equivalent Cantilever parameters estimation as
system identication
To determine c and d from Eq.2.7, it is essential to determine the equivalent resonant
frequency !e and damping ce. We see that the equivalent cantilever parameters (Eq.2.7)
depend on slowly varying amplitude a: It follows that if the estimation scheme is fast
compared to the evolution of the amplitude dynamics, then the dynamics described by
Eq.2.9 is a linear and time-invariant system in the estimation time scale. Thus the
problem of estimating equivalent cantilever parameters is transformed to identication
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of a linear time-invariant system (Eq.2.9) with the caveat that the estimation time
scale should be shorter than the time scale of amplitude dynamics. In [10], authors
have reported a method (the REEP algorithm) for recursively estimating the param-
eters of a second order system (Eq.2.9). It was observed experimentally and through
simulations[10] that with mono-frequency excitation ~g(t) = E sin!t it was not possi-
ble to estimate the parameters of the second order system (Eq.2.9) within the desired
time scale. It was concluded that multi-frequency forcing will make the estimation
process more robust and faster and thus the excitation signal was chosen of the form,
~g(t) = A sin t + B1 sin(   )t + B2 sin( + )t. The magnitudes B1 and B2 and the
sideband frequencies (  ) are chosen to ensure that the trajectory of the cantilever
is minimally altered when compared to the single frequency excitation while facilitating
robustness in parameter estimation. It was shown in [10] that this is indeed possible
and thus the entire operation maintains a dynamic mode behavior.
The need for ~g to be richer than a single sinusoid implies that it is dicult to have
~g to be periodic and thus rst order periodic averaging (Theorem 2.2.1) is no longer
applicable. Thus, the validity of the equivalent cantilever approximation has to be
analyzed under the new excitation that has multitones. We now analyze how much
multitone excitation eect the equivalent cantilever model.
2.2.4 Multitone Excitation
By using tools from [24], we derive equivalent cantilever concept for multitone excitation.
The result is summarized in the following theorem.
Theorem 2.2.2. Consider the dynamic system given by Eq.2.2 with forcing ~g(t) =
A sin t+B1 sin(   )t+B2 sin( + )t where  is such that
 = 2   !2
with  = O(). Then the system can be approximated by that of a linear system
with equivalent damping coecient ce(a) and equivalent resonant frequency !e(a) (as
in Eq.2.9) forced by a input of the form ~g(t) with error of O() on the time scale 1=.
Proof. Equation 2.2 can be written as
p+ !2p = f(p; _p) + E(t) (2.12)
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where
f(p; _p) =
 c _p+ ﬃ(p; _p)
m
; E(t) = g(t)=m (2.13)
Change of coordinates, as in Eq.2.3 gives
_a =    [a cos(t+ ) + f(p; _p) + E(t)] sin(t+ )
_ =   a [a cos(t+ ) + f(p; _p) + E(t)] cos(t+ )
(2.14)
Here f(p; _p) = f(a cos(t+); a sin(t+)) is periodic with period 2=. Equation
2.14 is exact, that is there are no approximation, and the vector eld is sum of nite
periodic elds, that is:
 
_a
_
!
=  F (a; ; t) =:
 
F1(a; ; t)
F2(a; ; t)
!
(2.15)
where F is sum of nite periodic vector elds. Thus averaging applies. Now,
g(t) sin(t+ ) = [A sin t+B1 sin(   )t+B2 sin( + )t] sin(t+ )
which gives
g(t) sin(t+ ) =
cos 
2
[A+ cost(B1 +B2)] +
sin  sint
2
(B2  B1) 
cos(2t+ )
2
[A+ cost(B1 +B2)] +
sin(2t+ ) sint
2
(B2  B1)
=: f1(t; t; )
(2.16)
Similarly,
g(t) cos(t+ ) =  sin 
2
[A+ cost(B1 +B2)] +
cos  sint
2
(B2  B1)
+
sin(2t+ )
2
[A+ cost(B1 +B2)] +
cos(2t+ ) cost
2
(B2  B1)
=: f2(t; t; )
(2.17)
This gives
F1(a; ; t) =
1

[a cos(t+ ) + f(p; _p)] sin(t+ ) +
1

f1(t; t; )
F2(a; ; t) =
1
a
[a cos(t+ ) + f(p; _p)] cos(t+ ) +
1
a
f2(t; t; )
(2.18)
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So equation 2.15 can be written as
 
_a
_
!
=  F (a; ; t; t) (2.19)
Let us introduce the new independent variable ﬁ = t, then the system can be
written as
 
_a
_
!
=  F (a; ; t; ﬁ)
_ﬁ = 
(2.20)
with appropriate initial conditions. As F is periodic over 2= , we can average the
system over t keeping ﬁ constant, which gives the averaged equations 
_aav
_av
!
=  F 0(aav; av; t; ﬁav)
_ﬁav = 
(2.21)
or  
_aav
_av
!
=  F 0(aav; av; t; t) (2.22)
where F 0() = (=2)
2=R
0
F () dt
Then from [24], we have aav(t)   a(t) = O() , and av(t)   (t) = O() on the
time scale 1=: After averaging F over the period 2=, and making the approximation
2   + !, we nally get
_a =  ce(a)a
2m
  1


cos 
2
(A+ (B1 +B2) cost) +
sin  sint
2
(B2  B1)

_ = !e(a)  ! + 1
a

sin 
2
(A+ (B1 +B2) cost)  cos  sint
2
(B2  B1)
 (2.23)
where, the equivalent damping coecient ce and resonant frequency !e are again given
by Equation 2.7.
Comparing Eq.2.23 to Eq.2.6, eect of multiple sine excitation is clear in terms
of extra terms in the (a; ) dynamics. As in the case of single sinusoid excitation,
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Figure 2.4: Simulation results for dierence in steady state trajectories of actual simula-
tion with monotone averaged equations and averaged equations with multitone excita-
tion for a step input of 1nm. Clearly multitone averaging is able to better approximate
the trajectories
by reverting the dynamics of Eq.2.23 in the (a; ) coordinates to the original (p; _p)
coordinates, Eq.2.9 can be recovered. Thus the solution is equivalent to that of a linear
system with damping coecient ce and resonant frequency !e forced by a input of form
g(t), thus further bolstering the equivalent cantilever concept for multitone excitation
and consequentially the validity of the REEP algorithm. Even with the multitone input,
we see that the relationship between the equivalent parameters (!e and ce) and sample
properties (through d and c) remain unchanged.
Further simulations were done to validate these result using the piece-wise linear
model of Eq.2.10. Free air amplitude was again chosen to be 24nm, and square pulses
of 1nm to the tip-sample interaction length was given as sample. Equations 2.6 and
2.23 were solved simultaneously and dierence in trajectories determined via averaged
equations and the results of a comprehensive non-linear simulation are described in
Figure 2.4. It is seen that the steady state rms error of multitone averaging equations
is lesser (60% less) when compared to the monofrequency averaging equations.
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2.3 Multimode Approximations
We saw that under the one-mode approximation, the approach for determining equiva-
lent cantilever parameters necessitates the use of multi-frequency input. It is crucial to
determine what is the eect of the input on additional modes and/or means of ascertain-
ing extent of participation of the higher modes. There are attempts in the literature to
address these operation modalities (see [27, 28] and the book [29]), however, as asserted
in [29], the understanding on local material properties is scant. Also, to the best of the
author's knowledge existing research has not leveraged averaging theory for facilitating
determination of material properties in real-time particularly when multiple modes are
involved. Taking the cue from the one-mode case, we develop an enabling paradigm
that can elucidate the physics by evaluating whether an equivalent linear time-invariant
system can be reached when multiple modes and multifrequency inputs are involved.
We next present the challenges and approach toward this goal.
2.3.1 Challenges and Approach
Figure 2.5: An Euler-Bernoulli beam
In the dynamic mode, the cantilever tip interacts with the sample only intermittently.
Thus it is intuitive that the mode shapes are mostly dictated by the xed-free boundary
conditions. The unforced Euler-Bernoulli beam (see Fig. 2.5) with one end xed (at
x = 0) and another end free (at x = L) is described by
EI
@4w(x; t)
@x4
+ A
@2w(x; t)
@t2
= 0 (2.24)
w(0; t) = 0; @w(0;t)@x = 0;
EI @
2w(L;t)
@2x
= 0; EI @
3w(L;t)
@3x
= 0
where w(x; t) is the deformation at x and time t, with E; I; ; A representing appro-
priate cantilever properties.
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We will assume that the natural mode shapes are described by  j(x):We will further
assume that the external excitation to the cantilever is provided as a forcing ~g = g(t)
at xexc (point where the external forcing is applied on the beam) and the tip sample
interaction forcing is given by ~(p; _p) at x = L where p(t) := w(L; t): Assuming an N
mode approximation, it can be shown using variational principles (see [4]) that w(x; t) =PN
i=1  j(x)qj(t) where qj(t) satises
mj qj + ~cj _qj + kjqj = ~gj(t) + ~j(p; _p) (2.25)
with ~gj(t) =  j(xexc)~g(t) and ~j(t) =  j(L)~(p; _p): Let gj(t) =  j(xexc)g(t) and
j(t) =  j(L)(p; _p), then
qj + !
2
j qj =

mj
(gj(t) + j(p; _p)  cj _qj) (2.26)
where !j =
p
kj=mj : Taking inspiration from the one-mode case we introduce new
variables aj and j via
qj = aj cos(!jt+ j); _qj =  aj!j sin(!jt+ j): (2.27)
The (aj ; j) dynamics is given by
d
dt
 
aj
j
!
= 
0
BB@  
fj
mj!j
sin(!jt+ j)
  fj
mjaj!j
cos(!jt+ j)
1
CCA
=: 
 
hja
hj
!
=: hj(a;; t)
(2.28)
where fj = [gj(t)+cjaj!j sin(!jt+j)+j(
P1
j=1 aj cos(!jt+j);
P1
j=1 aj!j sin(!jt+
j))] =: fj(a;; t) with a := (a1; : : : ; aN ) and  = (1; : : : ; N )
0: It is thus evident from
(2.28), that the jth amplitude aj and phase j dynamics are O(). However, due to
the presence of multiple modal frequencies, even if the excitation ~g(t) is chosen to be
periodic, h := (h1;h2; : : : ;hN )
0 will not be periodic in time t and thus the averaging
theorem (Theorem 2.2.1) cannot be applied. We will employ the notion of generalized
average ho of h dened via
h
o(a;) = (ho1;h
o
2; : : : ;h
o
N )
0; with
h
o
j(a;) = limT!1
1
T
R T
0 hj(a;; t)dt:
(2.29)
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It will also be important to determine how much the generalized average ho diers from
the time dependent h on a time scale 1 . Here, we will use the measure
() := sup
(a;)2D
sup
t2[0;Lt=]

Z t
0
[h(a;; ﬁ)  ho(a;)]dﬁ (2.30)
whereD is some domain where we can determine that the amplitudes and phases remain
in and Lt can be any strictly positive constant. With these denitions the following
theorem holds [24].
Theorem 2.3.1 (General First order averaging). Consider
d
dt
 
aj
j
!
= 
 
hja(a;; t)
hj(a;; t)
!
and
d
dt
 
aj
j
!
av
= 
 
hoja(aav;av)
hoj(aav;av)
!
with the same initial conditions. Then on a time scale 1 the corresponding solutions
dier at most by O(()):
The above result forms the analogue of Theorem 2.2.1 for the time periodic case
with the added onus of estimating the order of () (for the periodic case () = O()):
Averaged equations for aj and j are obtained by evaluating h
o which results in (we
have dropped the av subscript):
_aj =  cjeq(a;)aj
2mj
  1
mj!j
lim
T!1

T
Z T
0
gj(t) sin(!jt+ j)dt
_j = !jeq(a;)  !j
  1
mjaj!j
lim
T!1

T
Z T
0
gj(t) cos(!jt+ j)dt
(2.31)
where
cjeq(a;)
2mj
=
~cj
2mj
+
1
ajmj!j
~jd and
!jeq(a;)
2 = !2j  
2
ajmj
~jc; with
(2.32)
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~jd := lim
T!1
1
T
Z T
0
~j(
NX
j=1
aj cos(!jt+ j)
PN
j=1 aj!j sin(!jt+ j)) sin(!jt+ j)dt
~jc := lim
T!1
1
T
Z T
0
~j(
NX
j=1
aj cos(!jt+ j)
PN
j=1 aj!j sin(!jt+ j)) cos(!jt+ j)dt
The multi-mode averaged dynamics thus mirror the dynamics of the one mode case
with ~jd = ~jd(a;) and ~jc = ~jc(a;) dependent on N amplitudes aj and phase j :
2.3.2 Energy Dissipation in each mode
Similar to the one mode case, it can be shown that the contribution to the sample dis-
sipation power due to the deformation caused by the jth mode of the cantilever, given
by limT!1  1T
R T
0
~ _qjdt, is equal to limT!1 1T
R T
0 (cjeq  ~cj) _q2jdt . Thus as was the case
with the one mode approximation under the sample's inuence the damping coecient
in the jth mode can be considered as cjeq; with the damping change caused by the sample
in the jth mode given by cjeq ~cj : Again as in the one mode case if the sample is conserva-
tive, it can be shown that the total energy dissipation limT!1 
PN
j=1
1
T
R T
0
~ _qjdt = 0:
In a similar manner the jth resonant frequency due to sample interaction changes to
!jeq: Thus the j
th mode dynamics are governed by mj qj + cjeq _qj + kjeqqj = ~gj and with
the transfer function 1
mjs2+cjeqs+kjeq
. Noting that p(t) =  (L; t) =
PN
j=1	j(L)qj(t) it
follows that
p^(s) =
NX
i=1
 j(L)~^gj
mjs2 + cjeqs+ kjeq
(2.33)
With the above development, assuming that the variables aj and j evolve on a slow
time scale, the task is to identify a linear time invariant system of the form (2.33)
from noisy measurement y = p + v: If the equivalent parameters kjeq and cjeq are
determined, sample properties ~jd and ~jc can be evaluated. Summarizing the strategy
for the multimode case consists of (a) arriving at an equivalent linear system (2.33)
(b) estimating the coecients of the linear system (2.33) via REEP (c) Obtaining the
dissipative and the reactive power of the sample in the jth mode (the weighted sum will
provide the net dissipative and conservative (reactive) power).
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2.3.3 Tool to analyze Resonance Conditions:
Crucial for the validity of the assertions in the above discussion is the order of ();
this estimate can also serve as a means to analyze resonance conditions. Resonance
conditions can easily render () to be, for example, O(1): We illustrate with a sim-
ple argument. Consider the case when only one mode is involved, with a forcing
g1(t) = E sin(!1 + )t where !1 is the rst modal frequency. The generalized aver-
age ro of r(t) := g1(t) cos(!1t+ 1) which appears in averaged equation (2.31), is given
by limT!1 1T
R T
0 g1(t) cos(!1t+ 1)dt = limT!1
1
T
R T
0 [E sin( 1t+ 1) + E sin(2!1t+
t+1)]dt = 0 (as the generalized average of periodic functions is zero). However, if  is
O() then with t being O(1 ),
R t
0 [E sin( 1t+ 1)dt is O(1 ) and thus () is O(1): Thus
a near-resonance condition where the forcing frequency is close to the modal frequency
will lead to generalized averaging, not yielding the desired result. We remark that it
is possible to arrive at an averaged dynamics when the forcing is near resonance and
the behavior is closer to the resonance condition given by the averaged dynamics (2.6).
Furthermore the above discussion also indicates that () forms an eective tool for
determining resonances.
Figure 2.6: Simulation results for the two-mode approximation of the cantilever dynam-
ics compared with the averaged equations. (a) shows the amplitudes of the resonant
frequency of the rst mode, and (b) shows the amplitudes of the resonant frequency of
the second mode.
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2.3.4 Simulation results and Conclusion
Simulations were performed in MATLAB on the piece-wise linear model of tip-sample
interaction (Equation 2.10) and a two mode model of the AFM cantilever was considered.
First mode has a resonant frequency f01 = 70kHz with quality factor Q1 = 200 and the
second mode has a resonant frequency f02 = 6:3  f01 with quality factor Q2 = 1000
(these are the typical parameters of the Olympus AC240TS cantilever). Cantilever
was excited with a sum of two sinusoids (the rst and second modal frequencies) such
that with no sample interaction, the magnitude of the cantilever deection at the rst
modal frequency (termed as the amplitude at the rst mode) was 24nm. Similarly the
amplitude at the second mode was 0:5nm. Amplitudes for both modes were calculated
by demodulating the cantilever trajectory of the non-autonomous system of (2.25) at the
two resonant frequencies. Averaging equation (2.31) for the two modes was considered
and solved in MATLAB. Innite integral in (2.31) was suitably approximated with a
nite T during the simulation. Amplitudes calculated for both modes were compared
to the ones calculated via solving the actual dynamical equations. Figure 2.6 shows the
simulation results where the sample is slowly raised (2nm) towards the cantilever tip (in
the approach phase) till 0.03 seconds and then retracted away from the sample (in the
retract phase). The amplitudes at the rst mode and second mode are then compared
with the averaged equations. We see that the averaged dynamics do indeed match the
actual amplitudes . This provides evidence that averaging theory based results can be
used and thus directs the future research to the determination of equivalent parameters
and subsequently the sample dissipation and reactive power at higher modes.
We have extended the equivalent cantilever paradigm to the multi-mode model of the
cantilever and showed simulation results supporting the model in the case of two-mode
approximation. The paradigm laid out is quite general with a potential for wide appli-
cability. Pertinent questions include, what kind of materials is it benecial to involve
higher modes and multi-frequency excitation; when do the estimates on dissipation and
stiness remain meaningful; are there alternate forms of representing averaged dynam-
ics under which the error from the original remain small. We have provided directions
based on averaging theory to address such questions.
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2.4 Recursive Estimation of Equivalent Parameters
In the section 2.2.4, the concept of equivalent cantilever was corroborated for the multi
frequency excitation which is required for estimation of equivalent parameters. Now,
we present the details of the REEP algorithm. A general schematic of REEP [10] setup
is shown in Figure 2.7. The cantilever is excited with a sum of three sinusoids via
dither piezo. Apart from central frequency of excitation (which is at or close to the rst
modal resonant frequency of the cantilever), two side frequencies are chosen to provide
enough frequency content to the deection signal ascertaining the fast convergence of
recursive algorithm. Amplitudes of these side bands are set such that the orbit of the
cantilever deection does not dier much from nominal dynamic mode operation. A
general discretized second order dynamics that represents the equivalent cantilever can
be written as,
e(n) = #(n) + b1#(n  1) + b0#(n  2)
u(n) = a2g(n) + a1g(n  1) + a0g(n  2)
p(n) + b1p(n  1) + b0p(n  2) = u(n) + e(n);
(2.34)
where p(n) and g(n) denote the cantilever deection and dither forcing at sampled time
t = nTs where Ts is the sampling interval, ai's and bi's are respectively the numerator
and denominator of the second order discrete model of the equivalent cantilever and
#(n) is zero mean white measurement noise with variance ﬀ2#.
Figure 2.7: Schematic of REEP setup using a sum of three sinusoids as the drive signal
to the cantilever. Two side frequencies are chosen such that the orbit of the cantilever
deection does not dier much from the tapping mode operation.
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On identication of equivalent cantilever (plant) at dierent levels of tip-sample in-
teraction, via frequency sweep, it was observed that the coecients a2, a1 and a0, which
capture the delays in the system, do not change much and contribute to the response
of system at frequencies considerably away from the cantilever resonance. Subsequently
the values of a2, a1 and a0 are xed to the sample-free model values and b1, b0 are the
remaining parameters to be estimated. Eq.2.34 can be written as
z(n) = [b1 b0]| {z }

"
 p(n  1)
 p(n  2)
#
| {z }
ﬃ(n)
+e(n)
(2.35)
where  represents the vector of unknown parameters and z(n) = p(n) a2g(n) a1g(n 
1)  a0g(n  2). At any time instant t = nTs, past data z(k) and ﬃ(k) for k = 0; 1; :::n
are available. In [10], an estimate ^LS of  was determined recursively by solving an
exponentially weighted least square problem,
min^LS(n)
Pn
k=0 
n k(z(k)  ^LS(n)ﬃ(k))2: (2.36)
Here e(n) is correlated and it depends on #(n), #(n 1) and #(n 2), which results
Figure 2.8: Modeling cantilever-sample interaction in tapping mode operation as a
G  interconnection where G(i!) is the second order cantilever beam model and  is
the nonlinear tip-sample force. g(t), z(t), # and p(t) are the dither forcing, the sample
height prole, the measurement noise and measured cantilever deection respectively.
BCEWRLS algorithm takes g(t) and p(t) as input and provides the estimates of the
equivalent resonant frequency, fe, and quality factor, Qe (which can be used to calculate
ke and ce directly), of the cantilever in real time.
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in the estimate ^LS(n) converging to  within a bias. This generated a need to derive
suitable bias correction term for the estimation. A Bias compensated exponentially
weighted recursive least squares (BCEWRLS) method was developed as a handle on
convergence rate of the parameter estimates is also required. Block diagram of the REEP
algorithm is presented in Figure 2.8. The entire REEP algorithm can be summarized
by following equations:
^LS(n) = ^LS(n  1) + P (n)ﬃ(n)l(n)
l(n) =
h
z(n)  ﬃ0(n)^LS(n  1)
i
P (n) =
1


P (n  1)  P (n  1)ﬃ(n)ﬃ
0(n)P (n  1)
+ ﬃ0(n)P (n  1)ﬃ(n)

J(n) = 
2
64J(n  1) +

z(n)  ﬃ0(n)^LS(n  1)
2
+ ﬃ0(n)P (n  1)ﬃ(n)
3
75
^C(n) =
ﬀ^2(n)
1  nP (n)^C(n  1)
ﬀ^2(n) =
((1  )=n)J(n)
1 + ^0C(n  1)^LS(n)
(2.37)
where  is the exponential forgetting factor, ^LS(n) is the biased parameter estimate of
 at time instant t = nTs and ^C(n) is the bias compensated ^LS(n). P (n) represents
the variance of the error in the parameter estimates (   ^LS(n)) and J(n) represents
the least square error in equation 2.36 that is being minimized. ﬀ^2(n) is an estimate of
the variance of noise e(n) at any instance. !e and Qe can be calculated from estimated
b1 and b0 values in closed form via
p =
 1
2Ts
log (b0)
q =
1
Ts
acos(
b1
 2e pTs )
fe =
1
2
p
p2 + q2
Qe =
fe
p
(2.38)
2.5 O-line Experimental Results
Here a silicon cantilever, AC240TS, from Olympus with resonance frequency 78.837
kHz and spring constant 2 N/m (calculated using equi-partition method after taking
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Figure 2.9: (Experimental Data; oine) (a) Comparison of power dissipated as deter-
mined by D from REEP and via an analytical method described in [1] for two polymers
PLMA and PBMA at two dierent locations for each polymer. It is known that PBMA
is less dissipative than PLMA as conrmed with results shown. (b) the phase image (c)
c image (d) d image of a SIBS block copolymer. The image size is  0:05  1,
stretched in y-axis by a factor of 2 to increase clarity. Note that high contrast that
dierentiates the domains of styrene (about 10nm in width) on isobutylene is high in
the phase image. The contrast in c image that characterizes the conservative (reactive)
power is high; however, the contrast is minimal in the dissipative power characterized by
d: Thus isobutylene and styrene have similar dissipative characteristics but dierent
stiness.
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a thermal response) was used to evaluate the ecacy of the method. Experiments
were performed on dierent polymer samples and the dither and deection signals were
sampled at 500 kHz simultaneously. The sampled data was used to obtain estimates of
ke and ce o-line on MATLAB. Eq.2.7 was used to calculate d and c. The sampled
deection signal was demodulated in MATLAB and the instantaneous amplitude was
used to determine D. Figure 2.9(a) plots D vs amplitude during an approach-retract
cycle for two dierent polymers, PBMA and PLMA. It shows the agreement between the
power dissipated as estimated by REEP and via analytical means[1] for experimental
data obtained for both polymers. The data conrms that the REEP method does indeed
provide good estimates of the power dissipated.
The real utility of REEP algorithm is the simultaneous determination of the local
stiness of the sample and the local dissipation which is evident in the ~c and ~d images
of a SIBS (see materials section) block copolymer (see Figure 2.9(c) and (d)), where
the data was collected o-line and the equivalent parameters estimated o-line. ~c
and ~d were determined from the equivalent parameters. The net power dissipated
due to interaction with the sample depends on the extent of the sample deformation
caused by the intermittent contact with the tip; more compliant samples will lead to
large deformation where as stier samples will lead to smaller deformation. Thus the
contrast in the phase image is a combination of the intensive dissipativity and the
compliance of the material. The experimental data in Figure 2.9 indicates that the
contrast in the phase image is dominated by the dierent stiness of styrene and iso-
butylene and only weakly aected by changes in intensive dissipative properties. These
results indicate that, simultaneous determination of local stiness and damping, will
enable new capabilities toward understanding material properties. This study of a
block copolymer also indicates the superior lateral resolution of the imaging method
where nanometer sized domains are discernible.
2.5.1 Conclusion
We demonstrate that averaging/perturbation analysis can be fruitfully employed to
envision, the possible complex system of probe interacting with the sample as a linear
and time-invariant (LTI) system with parameters that are governed by the dissipation
and stiness of the material. Such a model holds in a time scale smaller than that of
34
the amplitude dynamics. Furthermore we have demonstrated that a real-time adaptive
estimation of the parameters of the model can be realized within the time-scale in which
the LTI assumption holds. The equivalent LTI model and the time-scale of its validity
might also allow for determination of material properties such as electrical and thermal
properties.
As mentioned earlier, rate of convergence of estimates of the equivalent parameters
is faster than the rate of evolution of amplitude dynamics, this facilitates real-time
estimation of these properties. Now when we have establish the validity of averaging
theory and also the ecacy of REEP algorithm, a great need arises for the development
of relevant hardware which can run the REEP algorithm in real-time. To study the
change in mechanical properties due to change in various environmental or biological
factors, a real-time implementation is a must. Next chapter will probe various dierent
solutions available for such implementation and then describe the design implementation
using the most appropriate one.
Chapter 3
Real-time Hardware
Implementation of REEP Module
Over the course of multiple experiments cantilever dynamics change and often the can-
tilever has to be changed. It is desirable to have the ability of changing the module
parameters conveniently to assess the ensuing eect on the performance of a given
methodology. Having this ability allows for a realistic comparisons between alternate
strategies as the experimental conditions, like the sample condition and cantilever, for
the various strategies can be maintained same and associated variability can be fac-
tored out when determining which strategy performs better. DSP based solutions oer
sleek implementation solutions in sense that all the major analog signals are sampled
synchronized to a hardware clock and then the algorithm is essentially a C code which
is extremely handy to change and write. Essential parameters of the algorithm can be
changed during the test and thus there is considerable exibility. DSP based solutions
are severely crippled because of the limited closed loop bandwidth that they can oer.
Best DSP solutions available are limited to MHz closed loop bandwidth not to mention
that those boards are extremely expensive.
ASIC (application-specic integrated circuit) design is another alternative. However,
exorbitant cost of design and fabrication, limited debugging capabilities and extremely
long design cycle are considerable disadvantages of this methodology. FPGA (eld-
programmable gate array) based solution oers the best alternative. Cost involved is a
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one time cost of the FPGA board. Hardware is re-congurable which means that if one
needs to change the design or debug the design it can be done without any additional
costs. Design reuse can be done. Once the blocks are designed, tested and stabilized,
the same Intellectual Properties(IPs) can be used in future designs which reduces the
design cycle considerably. The design parameters can be changed during the course
of experiment from a PC. All the above reasons motivated the implementation of the
REEP module on Xilinx Virtex 2-Pro30 board from Avnet Inc.
Figure 3.1: Digital Design Cycle
3.1 Digital Design Cycle
Digital Design Cycle for any digital block consists of a number of steps that take the
design from specications to eventual bit steam to be burned on an FPGA. This section
will briey discuss the various stages in digital design cycle and nuances of each stage.
Any digital design start with specications. This includes description of functional
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specications detailing what function this block is supposed to perform. This can be
in the form of an equation, a nite state machine or a detailed algorithm. Top level
specications also include limits on required speed, area, power, noise, available clocks
and the number of input/output pads. Specications stage is followed by functional
modeling stage. In this stage, tools like MATLAB, C etc are used to model top level
functional architecture. This stage has nothing do to with clocks, speed, area etc. Entire
algorithm or equation is divided into top level functional blocks and simulated to see if
the design performs the task as desired. Once functional designing is done and tested to
satisfaction, the design moves into architectural modeling stage. Each top level block is
taken up one by one and it's input and output interface signals and formats are derived
from top level specications. Each block's operating clock frequency is decided. This
stage deals with dening the architecture of the block and detailing what hardware will
be used by the block. Architectural design has to take into care the specications for
area, power, speed, clocks and hardware constraints.
After the architectural code has been tested to satisfy all the functional constraints,
this code is fed to digital synthesis tool. This tool has library information for all the
basic digital design blocks. It has timing models, behavioral models and other company
specic models for all the basic cells. This tool then interprets the RTL code based
on standard syntax and maps the code to actual hardware units. This tool takes in
clock descriptions and does a static timing analysis, at each optimization step, using
the timing models that it has, to report any timing, area or power violations.
Next step is to do a top level oor planing. After that, the placement of cells is
done in the remaining area depending on the interacting clock domains and domains
interfacing with input and output cells. Completion of placement is followed by routing
for all the wires. All these activities are taken care by automation tool with minimal
user involvement. After a successful completion of all the steps, the design is ready to
be converted into a bit stream. FPGA design cycle involves a second parallel activity.
Xilinx FPGAs have an on chip processor (PowerPC) which can be used to communicate
with external PC. The idea is to embed the above designed IP as a hard IP onto one
of the buses of this processor and assign a unique address space to this IP. The CPU
recognizes the memory blocks of this IP as registers on it's bus. These memory units can
then be accessed from a C code running on embedded processor. The same code also
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Figure 3.2: Top Level Block Diagram of the architecture
interfaces with PC via RS-232 serial port and thus can read or write on the memory
units of the IP. Dierent parameters to be changed during the course of experiment
can be assigned to these memory units so that they are accessible through a PC. The
compiled code is output as a bit stream as well. The two bit streams are then merged
and a nal bit stream is prepared to be burnt onto the FPGA.
3.2 Individual Blocks
 REEP Block This is the main block running the recursive algorithm.
 Biquad Filters For input conditioning (see Figure 3.2), two high pass lters are
needed. Mostly to remove Drift term and/or any DC bias in the inputs (deection
and dither). Also, two low pass lters to remove high frequency content of esti-
mated b0 and b1. Total of 4 biquad lters (based on Sallen-key architecture) were
implemented. Clippers were also needed so that estimated values always lie in the
range of arguments of various functions to be used in !e and Qe calculation.
 !e-Qe block: This block implements equation of converting discrete parameters,
b0 and b1, to continuous time estimates of equivalent resonant frequency !e and
equivalent quality factor Qe.
 ADC, DAC blocks: Analog-to-Digital Converters (ADC) and Digital-to-Analog
Converters (DAC) were used to interface digital hardware with analog signals of
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AFM.
 Conguration Block: As parameters of cantilever or operating conditions can
change in real time. Need to congure certain signals in real time. These so called
congurable signals include
{ Coecients of the numerator of the plant transfer function,
{ Coecients of the Biquads,
{ Various gains, biases and clipping limits,
{ And routing signals for debugging purpose.
A Simulink model of the algorithm, which includes RLS scheme of REEP, biquad
structures and !e & Qe calculation from b0 and b1 is built to determine the required
precision representation of numbers. Due to the need of high precision and large numbers
to operate with around the whole design, xed point representation is ruled out. Next
task is to nd a suitable precision for oating point representation. First cut precision is
chosen depending on the largest number to be used in the arithmetic (for exponent) and
the appropriate error bounds (for mantissa). Comparing the simulation of the simulink
model with above chosen precision is done with the model running at double precision.
This process is reiterated till we get solution within required error bounds. Finally, by
trial and error, precision of 8.29 for REEP and !e-Qe block, and 10.34 for Biquads was
set. The oating point arithmetic units like adder, multiplier, divider and square-root
blocks as obtained from the open source oating point library FPLibrary-v0.94. They
were modied to suit our purpose. The transcendental functions arctanh and arctan ae
obtained from the Cordic library of the ISE Corgen. Note that, they operate only on
xed points. So the oating-to-xed and xed-to-oating point units were taken from
the oating point library of the ISE Coregen. All the units were synthesized to have
an area estimate and delay estimate which were then used to have a rst-cut area and
delay estimate of the individual blocks (like REEP, Biquads etc).
3.2.1 Building the Individual Modules
At this stage, various design steps are taken to implement the individual blocks. They
are
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 Deciding the Architecture
At rst step, complete algorithm is drawn in terms of the fundamental units.
 Scheduling
Deciding the usage time period of fundamental units. Suppose we need 3 adders
in a module, but none of them is used simultaneously. So we may decide to use
just one adder unit and re-use it by deciding a suitable control logic, which will
decide that which inputs it will take at a particular clock cycle. The Modules may
not be sequential as described above. Then we have to trade-o between area
(using more units) and delay (keeping an operation in wait) and do the scheduling
accordingly. At any point during scheduling, one should make sure that no wait is
introduced in the critical path as it will delay the entire operation. Sometimes we
may share resources between modules and then we have to do a global scheduling
(One divider is shared among REEP and !e-Qe block). A suitable control logic for
each fundamental unit is obtained which decides the inputs he unit will take at a
particular clock cycle. Once we have veried the scheduling logic, we implement it
using MUXes (i.e., which signals to be chosen for a particular unit at a particular
clock cycle).
 Synthesis
Each module is synthesized to note the dierence between the actual area and
the estimated one. Generally, the area increases from the estimated one because
the MUXes used in control logic takes up considerable amount of area depending
upon the bit width. If the dierence is too large, we may have to go back and
redo all the design steps. Here, we had to go back to make the modules share
resources globally to meet the area requirements.
 Testing
Finally, each individual block was extensively tested to ensure it perform as in-
tended. All the testings were done on dierent approach-retract curve data.
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3.2.2 Top Level Integration
Once all the individual modules are ready and tested, they are integrated to form
the complete module. The area estimated from individual blocks may increase further
owing to the wiring used in integration. If the increase is unacceptable, we may have
to go back to rst step and re-do the whole process. Hence, it is better to have safety
margins at each previous stages. However, too conservative safety margins will hamper
the performance of the module. The entire top level design was then thoroughly tested
over experimental data sets to ensure proper functionality. Then as mentioned earlier,
back-end activities like oor planing, placement and routing were performed. Finally
all the constraints were met and module was ready to test on experiments.
3.2.3 Experiments and Results
Enabled by the new real-time capability of simultaneously imaging stiness and dissipa-
tion in addition to the topography, we provide new insights on properties of a polymer
blend. Experiments were performed on PBMA-PLMA polymer blend. An Olympus
cantilever (AC160TS) with resonance frequency 334.7 kHz, spring constant 36 N/m
(determined using the thermal response of the cantilever) and Quality factor of 491
was used on a MFP-3D, AFM. The FPGA module with a closed-loop bandwidth of
1.5 MHz was able to estimate the parameters of the equivalent cantilever accurately.
Figures 3.3(a) and (b) show a comparison of the parameters as estimated oine using
MATLAB and as estimated by the FPGA based real-time module. The results show
a good match on the estimation of the equivalent resonant frequency fe(= !e=2) and
equivalent quality factor Qe determined while performing an approach-retract cycle on
the PLMA polymer. Here, the dither excitation signal consisting a sum of 3 sinusoids
was generated externally and fed to both the AFM and the FPGA. The deection signal
from AFM was buered and supplied to the FPGA.
For imaging purposes, internal data acquisition channels of MFP-3D were used to
save the two estimated parameters along with the height, amplitude and phase image.
Figure 3.4 further veries the real-time module where the equivalent parameters during
a line scan are plotted. Figure 3.4 (a) compares the fe estimated using the real-time
FPGA module with the o-line estimates of MATLAB, while Figure 3.4 (b) compares
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Figure 3.3: Figure shows a) equivalent resonant frequency and b) equivalent Qual-
ity factor vs amplitude 'approach-retract' curve on PLMA polymer as calculated from
Matlab (O-line, green curve) and FPGA module (real-time, blue curve). Both curves
match each other verifying the estimates determined by real-time module.
(a)
(b)
Figure 3.4: Figure compares the estimates of a) equivalent resonant frequency and b)
equivalent quality factor obtained via the real-time module with the o-line estimates
of MATLAB during a line scan of imaging a 20m  20m image of a PBMA-PLMA
polymer blend. The small dierence in the estimates is due to the analog noise present
in the analog FPGA signal.
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the estimated Qe. The real-time estimates of FPGA are available as analog signals
which are then sampled using data acquisition systems. So they are more prone to
analog noise and thus there is around 2% dierence in the two estimates. In future,
the developed module will be integrated with the MFP-3D such that there is a digital
transfer of the estimates thus eliminating the analog noise.
Figure 3.5: Figures (a) and (b) shows 20m  20m images of equivalent resonant
frequency (fe) and equivalent Quality factor (Qe) of PBMA/PLMA polymer blend re-
spectively. fe, Qe and amplitude image (shown in Figure 3.7 (b)) were used to determine
c (in N) and D (in Joules). They are depicted in the gure (c) and (d) respectively.
Once the imaging was done, c and D images were directly obtained from fe,
Qe and amplitude images using simple arithmetic of Eq.2.7. Figure 3.5 illustrates the
results of a 20m  20m scan of a PBMA-PLMA polymer blend, where, Figures 3.5
(a), (b), (c) and (d) show images of fe, Qe, c (-c was plotted as the conservative force
is negative) and D respectively. Similar to the reporting in [30], three dierent types
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Figure 3.6: Figure shows mean a)  c and b) D of PBMA and PLMA polymers.
1st data point is for PBMA domains and 2nd and 3rd data points are for intermediate
size and large size PLMA domains respectively. It is clear that both types of PLMA
domains have lower stiness and higher dissipation as compared to the smaller PBMA
domains
of domains are observed. The small circular domains approximately 200nm in diameter
are formed by the polymer PBMA. The intermediate circular domains (with diameter
 500nm) and the large circular domains (with diameter in the range 1m to 4m) are
formed by the polymer PLMA.
For the three polymer domains, an estimate of the average stiness and dissipation
values was determined from the c and d values at ten dierent locations of each
domain. Figure 3.6 (a) and (b) plots the mean together with the standard deviation of
c and d respectively for each of the three domains. Both types of PLMA domains
showed higher dissipation than PBMA as seen from Figure 3.6(b), which is consistent
with the observation in [30]. As evident from Figure 3.6(a), PLMA domains showed
relatively lower contact stiness compared to PBMA, which is expected as PLMA is
rubbery at room temperature whereas PBMA is glassy. Unexpectedly, intermediate size
PLMA domains show relatively higher stiness. We speculate that the higher stiness of
the intermediate sized PLMA domains is due to sub-surface PBMA. We will investigate
reasons for the unexpected higher stiness of intermediate sized PLMA domains by using
the real-time module to estimate stiness for dierent levels of tip-sample interaction
(dierent depths of tip-sample interaction can be achieved by altering the set-point
amplitudes).
From these experiments, it is established that the developed module is able to provide
real-time simultaneous estimates of stiness and dissipation properties of the sample.
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We remark that the traditional images of height, phase and amplitude can be simultane-
ously obtained together (shown in Figure 3.7) with the stiness and dissipation images.
Such a capability provides a rich source for researchers to interpret and discern material
properties and to discern sources that lead to these properties.
Figure 3.7: Figure shows a) Height (in nm) b) Amplitude (in nm) and c) Phase (in
degrees) images of 20m  20m scan of PBMA/PLMA polymer blend respectively.
These images were obtained simultaneously with the equivalent resonant frequency and
equivalent quality factor images.
3.3 Conclusion
Recent capabilities of controlling matter at the nanoscale have led to new possibili-
ties of achieving functionality of material with hitherto unparalleled specicity. Such a
quest for designing material at nanoscale has provided renewed urgency for real-time
methods for determining material properties at the nanoscale. Probe based instruments
have the spatial resolution that is well-suited for nanoscale interrogation. However, cur-
rently there is a lack of methods for soft-matter investigation with temporal resolution
compatible with real-time needs. In this chapter, we have reported a method for simul-
taneously determining elasticity, lossiness, and topography of material at the nanoscale
in real-time in a dynamic mode operation of Atomic Force Microscopy, which renders it
suitable for soft matter investigation. We have demonstrated the ecacy of the method
which is implemented on a FPGA based hardware module for imaging a polymer blend.
The preliminary study of the polymer blend illustrates the new found capabilities for
soft-matter research made possible by the methods developed here. Moreover, recently
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multiple mode of the cantilever exure are being employed for nanoscale investigation.
In the next chapter, we provide a framework (by determining contribution of dierent
modes of the cantilever) for generalizing the methods developed here for such extension.
Chapter 4
On contribution and detection of
higher eigenmodes during
dynamic Atomic Force
Microscopy
Dynamic mode operation of Atomic Force Microscopes relies on demodulation schemes
to get information from dierent exure modes of the cantilever while imaging a sam-
ple. In this chapter, we demonstrate that the conventional approach of discerning higher
mode participation via amplitude and phase demodulation is not suitable for high band-
width applications. Furthermore, we provide a method where the higher mode partic-
ipation is reconstructed with high delity, and present a scheme for high bandwidth
detection of higher modes when their participation becomes signicant. These meth-
ods are shown to outperform the traditional amplitude-phase demodulation schemes in
terms of speed, resolution and delity. The framework developed is tested on simulations
and the method's utility for rst two modes is demonstrated experimentally.
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4.1 Introduction
In existing methods for quantifying the contribution of higher modes the cantilever de-
ection is demodulated at each mode's resonant frequency and the resulting amplitude
and phase are used to quantify the contribution of modes. These methods extract the
frequency content at or near modal frequency of higher modes and ignore the content
of the cantilever deection at frequencies away from the modal frequencies. Also, as
amplitude and phase are slowly varying signals (when compared to the modal reso-
nant frequencies), it can be particularly dicult to capture eect of higher modes in
the transient and possibly short lived eects of sample on the cantilever deection. In
this chapter we show that the cantilever deection can have appreciable content at fre-
quencies away from the immediate vicinity of modal resonant frequencies and build a
framework to extract such content in real-time. Apart from estimating the participation
of higher modes in the cantilever deection, we provide a high bandwidth method that
detects when the higher mode participation is appreciable. Such a detection method is
particularly suited for detecting short-lived and transient eects of higher mode partic-
ipation. Methods built are shown to detect and quantify the contribution of rst two
modes experimentally.
In intermittent-contact mode, it is reasonable to assume that the mode shapes are
dictated by the xed-free boundary conditions. Here we assume the cantilever to be
an unforced Euler-Bernoulli beam with one end xed (at x = 0) and another end free
(at x = L). We also assume that external excitation to the cantilever is provided as
a forcing g(t) and the tip sample interaction forcing is given by (p; _p) at x = L (tip
position) where p(t) := w(L; t): Assuming an N mode approximation, with the jth
mode shape being  j(x), it can be shown using variational principles[4] that w(x; t) =PN
j=1  j(x)qj(t) with each qj(t) satisfying
qj
!2j
+
_qj
!jQj
+ qj =
gj(t) + j(t)
kj
+
j(p; _p)
kj
(4.1)
where gj(t) =  j(L)g(t), j(p; _p) =  j(L)(p; _p), j(t) is the forcing on the jth mode
due to thermal noise; and !j , kj and Qj are jth mode's resonant frequency, spring
constant and quality factor respectively. Each instance of Eq.4.1 is a second order
ordinary dierential equation with external forcing, fj :=  j(L)(g(t)+(p; _p)), and can
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be recast as,
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where state x1j and state x2j denotes the cantilever's jth-mode position and velocity
respectively; and yj =  j(L)qj is the contribution of the jth-mode to the cantilever tip
deection p, where p =
PN
j=1 yj . Let B
L
j = Bj j(L), then Eq.4.2 can be written as
_xj = Ajxj +B
L
j (g(t) + (p; _p)) +Bjj(t)
yj = Cjxj
(4.3)
where xj =
h
x1j x2j
i0
: The model in Eq.4.3 can be identied via frequency sweep
methods or using thermal noise response near each mode's resonance. This model can
be discretized and represented as
xj(k + 1) = Fjxj(k) +G
L
j (g(k) + (p; _p)) +Gjj(k)
yj(k) = Hjxj(k):
(4.4)
With x(k) :=
h
x1(k) x2(k) : : : xN (k)
i0
, Eq.4.4 for each value of j = 1; 2; : : : ; N
can be combined and written as,
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50
Here, all j 's are independent and Gaussian. Let the covariance matrix of the ther-
mal noise vector  be given by E() = S. Also  characterizes the measurement
(photodiode) noise with covariance E() = R:
The multi-mode model of the cantilever described above in Eq.4.5 was used to study
the rst two exure modes of an Olympus AC240 (Product Id# OMCL- AC240TS)
cantilever. The multi-mode cantilever dynamics was identied experimentally using
the frequency sweep method where the rst mode resonant frequency was determined
to be at 75:8 kHz and second mode resonant frequency at 457:6 kHz. The cantilever
and its interaction with sample was simulated, where, a piece-wise linear model [25]
of the tip-sample interaction was assumed. Here the cantilever was excited at its rst
resonance frequency, with a free-air (when there is no sample) amplitude of 200nm. Each
mode's contribution (yj) to the cantilever deection was analyzed. Figure 4.1 compares
the power spectrum of the second mode signal y2 when the cantilever is interacting
with the sample of height 30nm to when it oscillating freely (free-air). It is evident
from Figure 4.1 that in the absence of the sample, only the modal frequencies have
appreciable impact on the cantilever deection. Here, the rst peak in the spectrum of
the deection measurement is caused primarily by the forcing whereas the second peak
is a result of the thermal noise. In the presence of the sample, the nonlinear interaction
spreads the energy being injected at the rst resonant frequency into many harmonics
of the forcing. Moreover, the sixth harmonic resonates with the second modal frequency
of the cantilever resulting in an appreciable peak near the second modal frequency. We
remark that apart from the sixth harmonic of the forcing frequency, other harmonics
also get a boost due to the way the entire frequency response of the two-mode model
of the cantilever amplies the harmonics. In a typical schemed based on demodulation
near modal frequencies these other harmonics get ignored where possibly important
information is lost. Furthermore, here the role played by the second and the rst modes
cannot be clearly delineated.
Indeed, it is worth mentioning here that for a higher mode extension of the multi-
frequency excitation (like such used by Agarwal et al. [10]), it is essential to obtain the
entire trajectory of each mode. As alluded to earlier, all modes contribute to the total
gain for each harmonics and thus a simple demodulation scheme at each of the harmonic
can not be used to separate the cantilever deection signal into each mode's contribution.
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Figure 4.1: Simulation results showing cantilever 2nd-mode power spectrum before and
after interaction with a sample of height 30nm. Free-air curve is shifted right by 5kHz
to highlight the dierence in peaks.
Amplitude-phase demodulation schemes thus fall short for such operations. In the next
section, an observer based framework is presented to address these challenges.
4.2 Multimode Observer
In a typical multimode operation of the dynamic mode, lock-in ampliers are used to
extract the amplitude of each mode from the measured tip deection. We propose
observer based state-detection scheme that has the capability of incorporating eects
away from the modal frequency. We subsequently develop a fast detection method
of higher mode participation in the measured deection signal. The proposed scheme
relies on the construction of a dynamic Kalman observer for linear system of Eq.4.5
that provides an estimate, x^(k+1) of the state x of the cantilever, depending on all the
observations till time step k, and is given by,
x^(k + 1) = Fx^(k) +
Lkz }| {
FPkH
0(HPkH
0 +R) 1
[y(k)  y^(k)] +GLg(k)
y^(k) = Hx^(k)
Pk+1 = F [I   PkH 0 (HPkH 0 +R) 1H]
PkF
0 +GSG0
(4.6)
52
with x^(0) = 0 and the error covariance Pk := Cov(x(k)   x^(k)) initialized by a large
number P0, depending on actual state values. The observer (Eq.4.6) mimics the dynam-
ics of the cantilever (Eq.4.5) and utilizes a correcting term Lke where Lk is the observer
gain and e := H~x := H(x   x^) is called the error innovation (dierence between esti-
mated and actual output). The error dynamics in absence of tip-sample interaction is
given by,
~x(k + 1) = (F   LkH)~x(k) +G(k)  Lk(k): (4.7)
Due to low measurement noise, it is possible to choose Lk[31], such that the real
part of the eigenvalues of (F   LkH) can have large negative value and thus ~x goes to
zero fast in absence of noise. Also the estimate of the contribution of the j-th mode ,
y^j can be obtained via
y^j(k) =
h
0 : : : Hj : : : 0
i
| {z }
only j-th element non-zero
x^(k):
(4.8)
With further analysis of the observer, it was found that the error covariance Pk
reaches a constant value fast (depending on the noise covariances). Here the dynamic
Kalman observer behaves as a steady-state observer where the cantilever behavior in the
past over a long time horizon has undue inuence on the estimation of the current state
of the cantilever. During dynamic AFM operation, when tip-sample interaction length
changes suddenly there is a signicant error in estimation if the steady-state Kalman
gain is used. This suggests that lter gains should be suitably altered for fast tracking.
To address the above issue, we employ a receding horizon Kalman[32] (RHK) observer
which provides an estimate x^rh(k) of the state x(k) based on the past M photodiode
measurements and ignoring the rest of the measurement history. The value of M is
suitably chosen to balance the eect of noise and the responsiveness of the estimation
to fast changes in the state. Dynamics of the RHK observer is given by Eq.4.6, but for
each time-instant k, x^rh(k) is estimated by following the dynamics of Eq.4.6 initialized
at (k M)th instance as x^rh(k M) = 0 and Pk M = P0. The designed RHK observer
results in observer gains that adapt to sudden tip-sample interactions and is thus able
to track changes in the state of the cantilever faster than the steady-state observer.
To demonstrate the utility of the observer, simulations were performed using the
setup given in the previous section. Cantilever model was excited at its rst resonance
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Figure 4.2: Simulation results showing cantilever 2nd-mode response for a step change
in sample height. (a) Rms of error between Actual and estimated 2nd-mode trajectories,
by both amplitude-phase demodulation using lock-in amp (green) and RHK observer
(blue). Sample height is changed from no-interaction (shown with negative value) to
an interaction of 30nm at the time instant of 5s. The RHK observer is able to track
the 2nd-mode trajectory in less than 0:01ms after every tip-sample interaction, and thus
has a tracking bandwidth of more than 100kHz. (b) 2nd-mode amplitude demodulated
from y2 (without any measurement noise, blue), RHK observer estimate y^2 (red) and
y (combined cantilever deection, green). Amplitude demodulated from RHK observer
overlaps with the actual contribution. Rise time of actual amplitude is 0:12ms whereas
the rise time of lock-in amplitude is  0:18ms. (c) Power spectrum for the noisy
measurement of the 2nd-mode contribution and its estimate.
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frequency, with a free-air amplitude of 200nm and a step of 30nm was given to the sample
height. Trajectories of the second mode were reconstructed using both amplitude-phase
demodulation of the cantilever deection (using lock-in amplier) and via two types
of observers; steady-state and the RHK observer. M was chosen to be 10 for this
simulation. The RHK observer performed better than the steady-state observer and thus
only results obtained using the RHK observer are presented here. Figure 4.2(a) plots
the root-mean-square (rms) error between actual trajectory y2 of the cantilever and with
those reconstructed via RHK observer (RHK) and via amplitude-phase demodulation
(Lock-In). It is evident that after each tip-sample interaction (one cycle of excitation
frequency), error in trajectory estimated via observer reduces to zero fast (within a
couple of cycles of second mode resonant frequency) whereas the trajectory constructed
using Lock-in is not able to capture the transients and results in an increasing error
till transients die out. We remark that often[12], the eect on the second mode can be
limited to the transient part of the response and thus it is possible in such cases that
the entire signature of the sample's inuence on the second mode cannot be accurately
tracked using demodulation based schemes. It is also evident that the demodulation
scheme is not able to capture the actual 2nd mode trajectory with high delity as
there is no tracking for the time the appreciable second mode contribution is present.
Figure 4.2(c) shows the power spectrum of (y2 + ) and the estimate y^2: The observer
is able to lter the noise with more than 20 dB per decade attenuation before 600
kHz, while keeping the peaks at the 1st and 2nd modal frequencies intact. Peaks at the
harmonics of the excitation frequency are also present but slightly attenuated. These
peaks are ignored and lost when using demodulation. As the noise in the estimated y^2 is
signicantly reduced, demodulation of y^2 at the second modal frequency can have much
higher bandwidth which is not possible for direct demodulation of the measured noisy
cantilever deection. Figure 4.2(b) shows the 2nd-mode demodulated amplitudes where
the one estimated from RHK observer (termed as RHK amplitude) is overlapping the
actual 2nd-mode amplitude. It is clear from these simulations that the RHK observer
is able to track the 2nd mode contribution within 2-3 cycles of second mode resonant
frequency, which can be translated into a tracking bandwidth of more than 100 kHz.
This is an order of magnitude improvement compared to amplitude-phase demodulation
based methods (typical bandwidth of no more than 10kHz).
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Figure 4.3: Experimental result for a 10 nm step change in sample height. (a) 2nd mode
trajectory estimated via Kalman observer compared with that evaluated by Lock-In am-
pliers. (b) 2nd mode amplitudes demodulated from trajectory estimated via Kalman
observer (RHK) compared with that evaluated by demodulation of the cantilever de-
ection (Lock-in). Rise time of RHK amplitude is  0:05ms whereas the rise time of
lock-in amplitude is  0:1ms which is of similar order to as observe in simulation.
The advantages of observer based reconstruction of second mode trajectories are fur-
ther demonstrated by experiments using an Olympus AC240 cantilever for the dynamic
mode imaging on Mica. Here the setpoint amplitude was 203nm with free-air amplitude
being 240nm. Parameters of the cantilever, characterized for the rst two modes are:
 k1 =1:72 N/m, !1 =151:6 rad/s, Q1 =168, !2 =915:2 rad/s and Q2 =478.
Freshly cleaved Mica sample was attached to a small piezoscanner and square pulses of
various amplitude and frequencies were applied to the piezoscanner. Each pulse applied
to the piezo moved the mica sample up and down and generated a square sample prole
of height 10nm. A feedback loop on z-axis with very low controller gains was used to
cancel any drift. Deection and dither forcing signals were captured and sampled at 2:5
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MHz and were analyzed oine. Trajectory of 2nd  mode was estimated using the RHK
observer (shown in Fig 4.3(a)) and the demodulated amplitude is plotted in Figure 4.3
(b) along with the direct demodulation of the measured deection signal. Here the
actual 2nd mode trajectory is not known and thus rms error plot of Figure 4.2(a)
can not be plotted. However similar to the simulation result from Figure 4.2(b), the
amplitude demodulated from the estimated y^2 has a faster response, with a rise time
approximately half of the Lock-in based amplitude.
4.3 Faster Detection of higher modes
In the previous section we have provided a method that reconstructs the relative modal
participation of an AFM cantilever using observers and have demonstrated that signif-
icant gains can be accrued in the delity and bandwidth of higher model participation.
Further gains can result if the purpose is to simply detect if higher mode participation
is signicant or not without emphasizing its magnitude. To enable faster detection of
higher modes, we model the tip-sample interaction as a force that possibly appears ev-
ery cycle of the cantilever oscillation. The interaction is short-lived, and is appreciable
only when the cantilever is near the sample-surface. Assuming an impulsive force as a
model for the short-lived force (which is valid when compared to the entire trajectory
of the cantilevers orbit), we can model the dynamics as given by[33, 34],
x(k + 1) = Fx(k) +G1g(k) +G(k) + ;k+1ﬂ (4.9)
where l;k denotes the dirac delta function,  is the time-instance of the impact (a hit)
and ﬂ = [ﬂ1 : : : ﬂN ]
0 is the magnitude of impact, measured in the amount of change in
the state of each respective mode. In this case, error e for steady state observer with
gain L = [L1 : : : LN ]
0 is given by,
e(k) =
NX
j=1
 j(; k)ﬂj + e0(k) (4.10)
where
 j(; k) = [Hj(Fj   LjHj) : : : Hj(Fj   LjHj)k ]0: (4.11)
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Figure 4.4: Experimental result for higher mode detection. A square pulse of 20nm
and 1kHz frequency was given to the sample height. (a) shows sample height overlaid
on the 1st mode amplitude (blue) and the detected `hits'. Green curve peaks are the
local maxima of ﬂ1 identifying the time of impact and also quantifying the eect of
impact on the 1st-mode. (b) shows the local maxima of ﬂ2 with second mode amplitude
overlaid.
Assuming each dynamic prole  j can be approximated by M1 samples with  j =
 j(k M1; k), e(k) = [e(k); : : : ; e(k M1  1)], and e0(k) = [e0(k); : : : ; e0(k M1  1)],
Eq.4.10 can be written as
e(k) = [ 1 : : : N ]| {z }
 eq
2
664
ﬂ1
...
ﬂN
3
775+ e0(k): (4.12)
For Kalman observer, as e0(k) is white noise [35], the impact of tip-sample interaction
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ﬂ can be estimated by a linear unbiased estimator[36] given by,2
664
ﬂ1
...
ﬂN
3
775 =   0eq eq 1  0eqe(k): (4.13)
Experiments were performed on the experimental setup of previous section where a
sample with a square prole of 20nm was imaged. The Kalman observer was used to
obtain the innovation signal and the ﬂ1 and ﬂ2 were found using Eq.4.13. Figure 4.4
(a) and (b) plots the time of impact for 1st two modes and there normalized value
along with the respective amplitudes and the sample height. Both modes are detected
within two to three cycles of exciting frequency. As excitation is near the rst mode,
the detection bandwidth of detector is from half to third of the rst modal frequency
translating into a detection bandwidth of  20kHz. The natural bandwidth of j th
mode of the cantilever is bounded by j := (!j=Qj) which is considerably small for rst
few modes (1  350Hz and 2  955Hz for the used cantilever). Thus the detection
method developed here is able to improve speed of detection of rst two modes by  20
times.
Chapter 5
Real-time study of
mechanical/physical properties of
soft-matter in liquid environment
under dynamic mode AFM
5.1 Introduction
REEP algorithm has the potential to quantify the mechanical properties of the soft-
samples in liquid operation. In order to study dierent material properties like elasticity
and dissipation using dynamic AFM, it is important to obtain a well characterized ac
response of the cantilever. In air, acoustic excitation of cantilever using a piezoelectric
transducer and then doing frequency sweep of the input is able to provide accurate
measurement of the ac response of the cantilever. But in the under liquid operation of
the dynamic AFM, acoustic excitation results in unnecessary excitation of the surround-
ing liquid layers. This results in a `forest of peak' phenomenon where the mechanical
response of the uid structure superimpose the actual ac response of the cantilever.
To overcome this limitation, various methods have been proposed and adopted. Most
widely used method involve coating the cantilever with a magnetic material and then
using time varying magnetic eld to apply force directly to the cantilever thus not
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disturbing the surrounding liquid. Another method which was reported recently, pho-
tothermal excitation, uses an intensity-modulated laser for exciting the cantilever. This
method is also able to eliminate the undue disturbances of the surrounding liquid but it
is dicult to characterize the frequency response as the thermal expansion and heating
can have complex frequency dependence. Thus for application of REEP algorithm, we
chose magnetic excitation as our source of cantilever forcing.
Figure 5.1: Schematic showing the solenoid and the operational ampliers. HV opamp amplier has
a gain of 10, where as the rst amplier is a summer circuit with appropriate gains.
5.2 Methods
The force F and torque ﬁ exerted on a magnetic dipole m in presence of a magnetic
eld of strength B is given by F = r(B:m) and ﬁ = B  m respectively. Deection
of the cantilever is caused by a combined eect of both the force and the torque. We
use a solenoid with a Ferrite core to create the modulating magnetic eld required.
The diameter of the core is chosen to be small (1.5mm) to reduce the inductive load, as
inductance is proportional to the area of the core. Length of the core is 15mm. A copper
wire of diameter 0.51mm is wound around the core with 40 turns. The inductance of the
solenoid is 20H: For excitation frequency range of 20 KHz to 100 kHz, the impedance of
the solenoid varies from 2.5
 to 12.5
. A high voltage/high current operation amplier
(OPA 547 from Texas Instrument) is used to drive the electromagnet as large current
is required for substantial deection of the cantilever (tens of nm). Figure 5.1 shows
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the block diagram of the conguration and we can see that the excitation is a weighted
sum of three sinusoids which is required for the application of the REEP algorithm. A
capacitor is included in series with the solenoid for the ac coupling. Second amplier in
the circuit has a gain of 10, such that the output voltage swing is around 10 V.
Force on the cantilever is directly proportional to the strength of the magnetic eld
and magnetic eld generated by solenoid is directly proportional to the current owing
through the coil. From Figure 5.1, we can see that the current through the solenoid is
given by, i = Vi=RL. So to characterize the cantilever frequency response, it suces to
estimate the transfer function from Vi to the deection of the cantilever. We use a 18

resistor for RL. Thus the total load impedance varies from 20.5
 to 30.5
. This relates
to the maximum current amplitude to be 500 mA which is well below the current rating
of the wire used for the solenoid.
As the strength of magnetic eld of a solenoid decreases drastically with the distance
from the core, solenoid is placed right below the sample so that cantilever can be as
close to the solenoid as possible (Figure 5.2 (a)). A laminate plate is used as a sample
holder with solenoid glued at the center. For portability, plate is held tight to the x-y
piezoscanner by using magnets and can be removed or attached conveniently. Further,
plate is laterally moved in x-y direction to nd the position of the maximum magnetic
force, that is where maximum amplitude of the cantilever deection is. Once the spot
is found, magnets keep the plate in position. Figure 5.2 (b) depicts the entire setup
where the developed hardware is integrated with a commercial AFM (Asylum Research
MFP-3D). Magnetic cantilevers from Agilent are used for all the experiments. These
are silicon cantilevers having silicon tips with a thin magnetic coating on the back side.
5.3 Frequency Response
To demonstrate the ecacy of the developed hardware, it was used to obtain the fre-
quency response of the magnetic cantilevers. First experiment was performed in air
where the cantilever was excited with both magnetic and acoustic excitation. Agilent
MAClever of Type I is used for this experiment. There are three dierent rectangular
AFM cantilevers on each TYPE I chip with nominal resonant frequency (in air) of 105,
155 and 75 kHz and the nominal spring constants of 0.95, 1.75 and 0.6 N/m respectively.
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(a) (b)
Figure 5.2: (a) shows a diagram of solenoid plate with the sample and cantilever on top of it. As
magnetic eld is inversely proportional to the square of the distance between cantilever and solenoid,
solenoid is placed directly below to maximize the magnetic force. (b) is an actual image of the developed
hardware. Left is the power opamp with proper heat sinking and left is the upside down sample plate
with the solenoid in the middle.
Magnetic cantilever used has a resonant frequency of 82.3 kHz, quality factor of 100 and
spring constant of 1.14 N/m when measured in air. Figure 5.3 (a) shows the normalized
amplitude of the magnetic and acoustic excitation compared with a simple harmonic
oscillator (SHO) t to the thermal response of the cantilever. It is clear that the three
match well for this case. Figure 5.3 (b) plots the phase of the acoustic and magnetic
excitation. Here, the phase of acoustic excitation varies from  22 to 183, whereas the
phase of the magnetic excitation varies from 11 to 168 which is closer to the SHO t
(0 to 180). Thus even in air, magnetic excitation is closer to the actual AC response
of the cantilever.
Second set of experiment is done in distilled water. A catenoid like surface of water
is formed between the cantilever holder and a mica disk, using the surface tension of
the water, completely submerging the cantilever. Again cantilever is excited with both
magnetic and acoustic excitation. Figure 5.3 (c) shows the normalized amplitude of the
magnetic and acoustic excitation compared with a simple harmonic oscillator (SHO)
t to the thermal response of the cantilever in distilled water. In this case, acoustic
excitation is completely erratic and consists of various dierent components and not at
all reects the actual ac response of the cantilever (which follows the thermal response of
the cantilever). Magnetic excitation is able to much better approximate the ac response
and thus provides a tool to correctly characterize the ac response of the cantilever in
liquid. Figure 5.3 (d) plots the phase of the acoustic and magnetic excitation. Here also
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(a) (c)
(b) (d)
Figure 5.3: (a) plots the normalized amplitude for both magnetic and acoustic excitation compared
with the normalized SHO t to the thermal response of the cantilever in air. (c) plots the same for the
case of in water operation. These are all o-sample. (b) and (d) plots the phase for two excitations
(acoustic and magnetic) in both cases, in air and in water operations.
the phase is close to the phase of the SHO t (0 to 180).
5.4 Parameter Estimation
Once we have established accurate ac excitation of cantilever, we implement the REEP
algorithm. Cantilever is excited with a sum of three sinusoids. Magnetic excitation is
rst used for REEP imaging in air. Magnetic cantilever is characterized o-sample and
approach-retract curves are performed on a Mica sample. The observed deection is
sampled along with the voltage Vi across the resistor RL (as discussed earlier, this is
the forcing). REEP algorithm is run o-line over the data and the estimated equivalent
resonant frequency and equivalent quality factor (fe and Qe) versus the instantaneous
64
amplitude is plotted in Figure 5.4 (a) and (b) respectively. It can be seen that the o-
sample equivalent resonant frequency and equivalent quality factor estimated by REEP
algorithm (values at the maximum amplitude in the Figure 5.4 (a) and (b)) matches well
with the values obtained from ac characterization. Deection signal was demodulated to
obtain instantaneous amplitude and phase at the central frequency of excitation, which
were used, along with the estimated parameters, to calculate the energy dissipated using
REEP as well as via analytical means([1]) which matches well as seen from the Figure 5.4
(c).
(a) (b) (c)
Figure 5.4: Figure shows the (a) equivalent resonant frequency and (b) equivalent quality factor during
an approach retract cycle of dynamic AFM on a Mica sample in air. (c) plots the energy dissipated
calculated using both REEP and the analytical means. For both approach and retract, REEP estimates
are able to accurately measure the energy dissipated.
The real utility of REEP in the under liquid operation is the ability to actually
quantify the physical properties of biological sample in there native environment. To
demonstrate this, we study the physical properties of a Microtubule sample in a buer
solution. Microtubules (MT) are formed by polymerization of tubulin dimers and are
directed linear lattices responsible for intracellular transport. A stable MT sample was
prepped and 10ml of the sample was put on a freshly cleaved Mica and left for 5 mins.
Next, REEP experiments are performed on this sample. Here, as mentioned earlier, a
catenoid surface is formed and cantilever is slowly brought closer to the Mica surface for
imaging. Again, magnetic cantilever is characterized o-sample and approach-retract
curves are performed with the deection and forcing sampled. The cantilever param-
eters obtained from ac characterization are resonant frequency of 27.32 kHz, quality
factor of 3.1. In liquid, as the quality factor of a cantilever is signicantly reduced, the
amplitude of the side band sinusoids is chosen to be very low so to keep the amplitude
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Figure 5.5: Figure shows the (a) equivalent resonant frequency and (b) equivalent quality factor
during an approach retract cycle on a MT sample in buer solution. (c) plots the energy dissipated
calculated using both REEP and the analytical means. Even under liquid operation, REEP estimates
are able to accurately measure the energy dissipated.
modulation to a minimum along with the robust estimation. The estimated equivalent
resonant frequency and equivalent quality factor are plotted in Figure 5.5 (a) and (b)
respectively. Again, the o-sample equivalent resonant frequency and equivalent qual-
ity factor estimated by REEP algorithm matches well with the values obtained from
ac characterization. The estimated power dissipated obtained using REEP as well as
analytical means([1]) is plotted in Figure 5.5 (c). It is clearly visible that parameters
estimated using REEP in liquid are able to accurately quantify the dissipated power
even under liquid operation.
5.5 REEP Imaging
Experiments were performed on the MT sample with MFP-3D. The FPGA module
developed for the REEP algorithm to estimate the equivalent parameters in real-time
was used to provide the images of local stiness and local dissipation of the sample.
The data acquisition channels of MFP-3D were used to save the two real-time estimated
parameters along with instantaneous height, amplitude and phase. The stiness and
dissipation images were obtained from the estimated equivalent resonant frequency,
quality factor and the amplitude of the central harmonic. Figure 5.6 plots the result
of a 3m  3m scan of the MT sample. Microtubules were seen to be as long as 10
microns in length. Figure 5.6 (a) and (b) plots the estimated equivalent parameters,
while (c) and (d) plot  ﬃc and ﬃD to characterize the stiness and dissipation properties
66
(a) (b)
(c) (d)
Figure 5.6: Results of a 3m3m scan of the MT sample (a) plots the equivalent resonant frequency
in Hz and (b) plots the equivalent quality factor. (c) plots the stiness (-ﬃc) estimate of the sample
while (d) plots the energy dissipated by the tip-sample interaction.
of the MTs. The small particles visible on the images are depolymerized MTs. MTs
have a diameter of about 25nm but the width of the MTs is seen here to be 50  60nm
and a very low height of around 5nm. This is because of the forces exerted by the
cantilever. As the cantilever presses on the MTs, they are attened out. It is clear from
Figure 5.6 (c) and (d) that MTs have higher stiness and lower dissipation compared
to the Mica. The stiness of the MTs have been shown to be dependent on dierent
conditions that aect the stability of MTs against depolymerization[37]. Further study
of dierent mutants of MTs with changing condition will give insights into the variability
of stiness caused by these conditions.
From these experiments, it is demonstrated that the developed hardware is able
to accurately resonate the cantilever under liquid. These experiments also verify the
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applicability of REEP algorithm under liquid operation.
5.6 Conclusion and Discussion
There is a scarcity of real-time methods to quantify the mechanical properties of soft-
sample (like bio molecules) in there native environment. In this chapter, we have re-
ported a method to simultaneously characterize the stiness and dissipation properties
of samples under liquid environment during dynamic mode AFM. A solenoid based
hardware module is developed to magnetically excite the cantilever without exciting the
surrounding liquid layers. This is also required to accurately measure the ac response
of the cantilever. Then the REEP algorithm is applied during the dynamic mode AFM
to estimate the equivalent parameters which relate to the mechanical properties of the
sample. The ecacy of the developed method is shown by imaging a microtubule sam-
ple in brb80 buer solution. The preliminary study is able to measure the quantitative
stiness and dissipative properties of the MT sample. Further studies are planned to
study how the dierent factors which aect the stability of the microtubules correlate
to the stiness of MTs.
Chapter 6
Topography Imaging Based on
Equivalent Frequency Regulation
In this chapter, it is shown that equivalent resonant frequency of the cantilever provides
higher imaging sensitivity to sample height as compared to cantilever amplitude or phase
during dynamic mode operation. This sensitivity improves with reduction in quality
factor of the cantilever which is in contrast to the sensitivity trends in amplitude and
phase of the cantilever. Such an approach can be useful for imaging non-compliant
surfaces, under uid operations or integrated sensing-actuation applications.
6.1 Introduction
In intermittent contact mode operation, the amplitude or phase of the oscillating tip,
which interacts with the sample intermittently, are used to maintain a constant tip-
sample interaction amplitude and image the sample topography. One can increase the
amplitude based sensitivity and decrease the forces on the sample by increasing the
quality factor of the cantilever [38, 39]. There is an upper bound of unity on amplitude
sensitivity [39] with respect to sample topography. This sensitivity drops below unity
for non compliant surfaces and low quality factor cantilevers [40, 41]. Similar trends in
imaging sensitivity with respect to the quality factor of the cantilever is seen in phase
signal as well [40].
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Several biological samples need to be imaged in buers which are their native envi-
ronment. Under uid, tapping mode results in low quality factor operation [38] caused
by the additional viscous damping of the surrounding uid. Furthermore, in applica-
tions where the actuator and the sensor are integrated on same cantilever, the quality
factor [42] is typically low. Reduced quality factor is due to additional viscous damping
of the surrounding uid. In all such operations, conventional tapping mode imaging
suers from reduced sensitivity.
In this chapter, the use of cantilever's equivalent resonant frequency (!e) to image
sample topography during tapping mode operation is proposed. It is shown that !e
sensitivity with respect to the topography increases with reducing quality factor which
is an opposite trend as compared to the amplitude sensitivity. Experimental results are
shown to demonstrate the predictions of the work.
6.2 Amplitude and fe Sensitivities
Van der Waal's interaction forces are modeled in a variety of ways. The piece-wise
linear model (Equation 2.10) of previous section is shown to accurately predict the
bistable behavior in amplitude during tapping mode operation. Using this tip-sample
interaction force model, the integrals of c and d from the Equations 2.8 can be
evaluated analytically as
c =
8>>>>>><
>>>>>>:
0 if a < (l   d)
 1
2
 !2aa(   S1   sin (2S1)=2) + 2!2a(l   d) sin (S1) if l   d  a < l
 1
2
 !2aa(   S1   sin (2S1)=2) + 2!2a(l   d) sin (S1)
+!2ba(   S2   sin (2S2)=2)  2!2b l sin (S2)

if a  l
d =
8>>>>>>><
>>>>>>>:
0 if a < (l   d)
 1
2
caa!(   S1 + sin (2S1)=2) if l   d  a < l
 1
2
[caa!(   S1 + sin (2S1)=2)+
cba!(   S2 + sin (2S2)=2)] if a  l
(6.1)
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Figure 6.1: Sensitivity of steady state amplitude, equivalent resonant frequency and
equivalent damping with respect to Z-Piezo position (sample height) during simulated
approach-retract curves. Amplitude sensitivity is one irrespective of the cantilever's
quality factor. Sensitivity of equivalent resonant frequency and damping increases with
reducing quality factor.
where S1 = cos
 1 ( l+da ) and S2 = cos
 1 ( la ). ` and a can be obtained by performing an
approach-retract cycle and assuming the snap-in point at ` = 0. Equations 6.1 and 2.7
give analytical solutions for equivalent resonant frequency and equivalent quality factor.
Thus variations of fe and e(=
ce
2m) with ` is evaluated and plotted in Figure 6.1.
The equivalent cantilever model in steady state at any instance can be represented by
G(j!) =
!2
0
!2e+j2e! !2 (see 2.9). If the cantilever excitation is g(t) = A0 cos (!t) then the
cantilever amplitude in steady state is given by a =
!2
0
A0p
(!2e !2)2+42e!2
. The sensitivity of
amplitude with the tip-sample interaction is also plotted in Figure 6.1. Approach-retract
curves of equivalent resonant frequency and equivalent damping sensitivity curves show
increasing sensitivity with respect to sample height, with reducing quality factor of the
cantilever whereas the amplitude sensitivity is always below one.
The theory developed is validated through experiments. The force curves were done
on a mica sheet. The quality factor of the o-sample cantilever is varied by active
Q-control circuit from 900 to 38. Amplitude and phase force curves were obtained by
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Figure 6.2: Sensitivity of steady state amplitude, equivalent resonant frequency and
equivalent damping with respect to Z-Piezo position (sample height) during experimen-
tal force curves. Amplitude sensitivity is one irrespective of the cantilever's quality
factor. Sensitivity of equivalent resonant frequency and damping increases with reduc-
ing quality factor similar to simulated trends.
demodulating the cantilever deection signal. Corresponding amplitude and phase sen-
sitivities were obtained by applying the dierence method on the amplitude and phase
approach-retract curve. Equivalent resonant frequency and quality factor approach-
retract curves were obtained by providing the cantilever excitation and cantilever de-
ection to the REEP algorithm. Corresponding sensitivities were obtained by applying
dierence method on these estimated curves.
Experimental results for dierent o-sample quality factor of the cantilever are shown
in Figure 6.2. As expected, the amplitude sensitivity remains constant at 1 with changes
in the o-sample quality factor of the cantilever since these force curves are done on
a mica sheet. It can be seen that the net change in fe and e during force curves
increases with decrease in o-sample cantilever quality factor. Moreover, its sensitivity
also increases with decrease in the quality factor as expected from the analytical plots.
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Figure 6.3: Figure shows simulations results of amplitude and equivalent resonant
frequency SNR when cantilever encounters a step size of 1nm while free air amplitude
is 50nm
6.3 Topography Imaging
Tapping mode is the most stable mode of operation for under-uid imaging. FM-AFM
mode, though capable of true atomic resolution is not easily stabilizable for under-uid
operations. Here, FM-AFM is mostly limited to force-spectroscopy apart from recent
imaging results by Sader and Jarvis. Sader-Jarvis main contribution is to map the
measured frequency shift to the tip-sample force where they derived an analytical equa-
tion relating them. As shown here, the sensitivity of the equivalent resonant frequency
increases with decrease in the quality factor. This is in contrast with the FM-AFM
imaging where the minimum shift detectable in the resonant frequency increases as the
quality factor of the cantilever decreases.
We now present simulation which use realistic noise values to evaluate SNR of the
amplitude and fe sensitivities. For these simulations noise values used are calculated
from actual experimental data. Cantilever model is chosen to be with resonant Fre-
quency 300kHz and the quality factor is varied from 30 to 3. Free air amplitude is
50nm. REEP algorithm is used simultaneously to give estimates of equivalent resonant
frequency. A step of 1nm is given to the sample, and signal power of amplitude and fe
is dened as the square of the dierence between mean values at two levels. Noise is
dene as variance of steady state values when cantilever is interacting with the sample.
Results are plotted in Figure 6.3.
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Figure 6.4: (simulation results) Shows that equivalent frequency (as estimated by the REEP
algorithm) regulated based image a 1 nm variations in topography under high damping condi-
tions is considerably better than the one obtained by regulating amplitude.
Developed REEP module that determines the equivalent parameters such as equiva-
lent resonant frequency !e in real-time provides an interesting alternative to determina-
tion of topography. We propose a new dynamic mode of topography imaging where the
cantilever is forced at or near the rst resonant frequency together with other frequencies
that facilitate estimation of the equivalent resonant frequency via the real-time REEP
module. We can see in the Figure 6.3 that as Q decreases, fe SNR increases very fast.
So for low Quality factor applications, there is a potential to obtain higher resolution
using the equivalent resonant frequency for regulation instead of using amplitude as the
feedback signal to the z-positioning system.
Simulations are performed using a piece-wise linear model of tip-sample interaction
and experiment based model of z-piezo. Model of the cantilever is same as used in
plotting Figure 6.3. Here free air amplitude is kept as 200nm and set-point amplitude
74
is 199nm. This case of very high set-point is sometimes referred as 'tickling mode' as
tip-sample interaction is minimal and cantilever behaves like just tickling the sample.
Here cantilever faces a step change of 1nm.
Figure 6.4 shows the possible advantages of regulating a desired set-point frequency
!1 where the amplitude regulation based dynamic mode method provides unacceptable
results whereas the frequency regulated based imaging scheme provides a faithful es-
timate of the topography. Experimental verication of these results is left for future
work.
Chapter 7
Directed Transport of Motor
Proteins over Random Networks
of Microtubules
7.1 Introduction
Intracellular transport is fundamental to cell functionality, shape and survival. A con-
siderable fraction of the intracellular transport occurs over a network formed by mi-
crotubules that constitute the road and the rail ways of transport of cargo within the
cell. The two major classes of vehicles that transport cargo over microtubules are two
motor proteins; kinesins and dyneins. These motor proteins are crucial for the regula-
tion of physiological processes such as higher brain functions, developmental patterning
and suppression of tumorogenesis [43]. Malfunctions in motor function inuence global
aspects of cell biology including establishment of cell polarity, maintenance of genomic
stability and underlie a growing list of medical maladies including cancer and neurode-
generative diseases [44, 45].
Recently, tools for investigating these systems at the molecular scale have evolved
and have lead to signicant insights into how these motors execute motion [46, 47,
48, 49]. For example, with optical traps [50, 51] it is possible to probe forces with
resolution in the femto Newton scale which enables the study of forces exerted by single
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motor proteins. Studies of detailed mechanisms at the molecular scale are carried out
in-vitro, where better control of factors aecting transport is possible. In-vivo studies
arrive at conclusions observing macro-scale eects of transport that are inuenced by
a conuence of factors [52, 53, 44, 54, 45]. In contrast to in-vitro studies, in-vivo it is
dicult to control the factors. Thus, it is dicult to pinpoint causes for the observed
transport behavior in-vivo. While in-vitro studies facilitate ner probing, these are
currently limited to transport of a few cargo over a microtubule (MT) [48, 55]. There is
thus a relative void of in-vitro studies of global-scale transport mechanisms, that could
discern causes of observed global transport modalities.
This chapter identies one important specic biological objectives related to path-
ways of directed transport that determine the shape of the fruit y.
7.2 Understanding the intracellular transport over biased
random networks
We now present some basic background. Microtubules (MT) are formed by polymer-
ization of tubulin dimers and are directed linear lattices with a plus and a minus end
(see Figure 7.1). The formation of a microtubule begins with the minus end and stops
with the plus end. The motor protein kinesin transports cargo to the plus end whereas
dynein carries the cargo to the minus end. In many scenarios, multiple motors carry
the same cargo. These motors may occasionally detach and re-attach to the same or
other microtubule (MT) as the cargo is carried on. It is also possible to have multiple
dynein and multiple kinesin on the same cargo; the relative number that attach to a
Figure 7.1: Schematic showing dynein and kinesin motor proteins attached to a cargo
walking on microtubule.
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(A) )B)
Figure 7.2: (A) Microtubule distribution at the ring canals leading into the oocyte.
Near the ring canals (arrow), the number and organization of microtubules increases.
Bar, 5 m. (B) Microtubule distribution within the oocyte as revealed with UAS-
-tubulin-GFP. Note the meshwork appearance of the microtubule array indicating a
random nature. A higher concentration of microtubules is present at the anterior cortex,
compared with the posterior cortex. Bar, 10  m.
microtubule (MT) then determines which direction the cargo is transported [56]. The
kinesin and dynein molecules both have two motor domains that form the legs for the
motion on MTs. These motor domains are connected to the domain that carries the
cargo (see Figure 7.1). Kinesin and dynein both convert chemical energy (provided by
ATP) into mechanical motion and force production. The walking mechanism of kinesin
is much better understood than dynein and a widely agreed upon model is summarized
in [57]. Kinesin takes steps in a hand-over-hand motion (in contrast to the inchworm
motion) and consumes one ATP molecule for every 8nm step. Each of these molecules
have dimensions in the hundreds of nanometers. The cargo have dimensions in the
micron range and are much larger than the motors (see Figure 7.1). Dynein too walks
typically with 8 nm steps but variable step sizes are also possible.
The fruit y, drosophila, is a good model system for obtaining insights into human
pathologies [45]. The drosophila embryo has an axis that connects the front (anterior
region where the head is) to the rear (the posterior region). The development of the
anterior and the posterior region of the embryo begins at an early stage of the life of
the y; during the development of the oocyte. In [58], Hays et al. it was shown that
bcd mRNA are transferred to oocyte from the surrounding nurse cells through nurse
canals (see Figure 7.2 (A)). It was also shown in this work that the transfer of bcd
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mRNA was achieved by minus ended transport by dynein on a MT network. This
network of MTs in the nurse canal, was seen to be regular (see Figure 7.2(A)) with
minus ends of the MTs pointing toward the transport direction (i.e into the oocyte).
Once inside the oocyte, bcd mRNA almost exclusively got transported to the anterior
region. It was postulated that a regular network of MTs with minus end toward the
target end, the anterior region, is formed in the oocyte and dynein carry bcd mRNA
on this regular network; very much like the transport inside nurse canals. However, it
was conclusively shown in [54] that there is a fraction of the MTs whose minus ends
are not directed at the anterior region (also see Figure 7.2 (A) and (B) that show a
meshwork nature of MT inside oocyte) . Thus the observed exclusive transport of bcd
mRNA to the anterior region was surprising. In [54] it was also seen that bcd mRNA
recruited another factor, exuperantia from the nurse cells and without this factor bcd
mRNA does get transported to non-anterior regions. It was postulated in [54], without
any conrmation, that exuperantia equips dynein with the capability to discern which
tracks lead to the anterior region. This postulate requires that the MTs that have their
minus ends at the anterior region acquire special factors that dierentiate them from
other MTs that do not have minus ends at the anterior region.
7.3 Directed transport over a random network with bias
achieved by regulation of switching tracks: an alter-
native hypothesis
In this section, we explore another possible means of achieving high percentage of trans-
port toward the anterior region without invoking the capability of extra factors that dif-
ferentiate MT tracks, (those which have their minus ends toward the anterior from MTs
that have minus ends toward non-anterior regions). We hypothesize that exuperantia-
like molecules simply increase the capability of the dynein motor to switch tracks. As
the number of MT oriented toward the target end is higher, there is a greater chance of
a cargo to switch from a non target oriented MT to a target ended MT than otherwise.
Note that the switching is non-specic. Exuperantia-like factors simply increase the
probability of switching tracks at intersections of MTs. Possibility of exclusive ante-
rior based transport is increased (even though there are possible routes to non-anterior
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regions) if phase transition types of scenario exist.
Next, we develop a mathematical model to describe such transport in a simple case
of one dimension by modeling the transport as a biased random walk.
7.4 Mathematical Formulation
We study a simple model of the cargo transport in one dimension. Lets assume that once
the motor starts the motion from the `origin', it encounters intersection after traveling
a distance . A Poisson distribution for  with mean 0 is a good approximation
for the physical network. Moreover let the motor has a xed velocity v and let 
be the probability of switching at each intersection. Let L0 and R0 be the two ends
such that (L0 < 0 < R0), and WLOG let R0 is the target end. We also consider a
bias in the directionality of the tracks, that is ratio of tracks going towards the target
end is p(> 1=2). In this scenario, motor travels with a constant velocity between
two switching. The time taken to switch is assumed to be negligible. In future, by
modeling the waiting time for each switching as a random variable, trac jams and
reversal of transport will be studied. So intersections encountered per second are v=,
and switching rate fSw=v=. Also switching time TSw==v. Now as v and  are
constant, TSw is Poisson distributed with mean 0=v. Then the probability per unit
time that the motor switches to right, towards the target end, is g (=pfSw) and the
probability per unit time that the motor switches to left, towards the non-target end, is
r (=(1 p)fSw). We further assume that the ends are absorbing, that is once the motor
reaches either end it stays there. Here, we are interested in the probability of motor
reaching the target end as well as the average time it takes to reach. This average time
can play an important role for studying the jams.
Distance traveled between two switchings, Sw, is vTSw which is given by =. We
can clearly see that the switching time TSw and the step size Sw are not independent,
in fact both of them depend on just one variable . The quantities of interest in this
framework are the probability of motor reaching R0 before it reaches L0 and the condi-
tional expected time to reach R0 given it reaches R0. We approximate this framework
with a random walk of a xed step size (= E(Sw) = 0=) and the switching rates g
and r where the position of motor at any time instant is same as the value of random
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walk at that instant. Then the problem of nding the probability of motor reaching
R0 before L0 (lets call it R) and the expected time to reach R0 (lets call it ﬁR) is the
rst-passage probability and mean rst-passage time of the underlying random walk.
We further simplify the problem by dening L,R as L = L0= and R = R0= and
consider a random walk of unit step size. Clearly problem then translate to that of
nding the rst-passage probability and mean rst-passage time with the boundaries L
and R of a random walk with unit step size. Here by changing , we can control the
frequency of switching. Increasing  means Sw is getting smaller (on an average) which
in turn means motor is spending lesser time on each track. We are thus controlling the
capability of motor to switch tracks by controlling .
We next solve for rst-passage probability and mean rst-passage time of a general
biased random walk with unit step size.
7.4.1 Biased Random Walk
Consider a general one step process,
_pn = rn+1pn+1 + gn 1pn 1   (rn + gn)pn
where pn(t) is the conditional probability of the particle being at step n at time t
given it was at some step m at time 0 with pn(0) = n;m. The coecient rn is the
probability per unit time that, being at n, a jump occurs to n   1, while gn is the
probability per unit time for a jump to n + 1. Let L,R (such that L < m < R) be the
left and right boundaries and we want to nd the rst passage time for both L and R.
Let R;m be the probability that R is reached before L, after starting fromm. Whenever
L+2  m  R-2 the particle rst has to jump to m+ 1 or to m  1 with probabilities
gm=(gm + rm) and rm=(gm + rm) respectively. This gives the relation
R;m =
gm
gm + rm
R;m+1 +
rm
gm + rm
R;m 1: (7.1)
Thus we have the dierence equation,
gm(R;m+1   R;m) + rm(R;m   R;m 1) = 0: (7.2)
81
It can be easily seen that R;R=1 and and R;L=0. With these two boundary
conditions, we solve the equation 7.2. Let m = R;m+1   R;m, then equation 7.2
becomes
gmm = rmm 1:
This gives
m = ~pmL
where
~pm =
rmrm 1 : : : rL+1
gmgm 1 : : : rL+1
with ~pL=1.
From the boundary condition R;L=0, we have L = R;L+1. Subsequently
R;m =
m 1X
=L
 =
m 1X
=L
~pR;L+1:
From the second boundary condition R;R=1, we determine R;L+1 and nally get
R;m =
Pm 1
=L ~pPR 1
=L ~p
: (7.3)
We now consider the conditional mean rst-passage time ﬁR;m for the subemsemble
of points which reach R. Let at t=0, the particle is at m. Then the probability for a
forward jump in the time t is gmt; for the backward jump is rmt; and remaining
at m is (1  gmt  rmt). Thus by conservation of probability, we have:
(ﬁR;m  t)R;m = gmtﬁR;m+1R;m+1 + rmtﬁR;m 1R;m 1+
(1  gmt  rmt)ﬁR;mR;m:
We dene R;m := ﬁR;mR;m, which gives us a dierence equation for L+1  m 
R-1:
gm(R;m+1   R;m) + rm(R;m 1   R;m) =  R;m: (7.4)
The boundary conditions are: R;R=0 (as ﬁR;R=0) and R;L=0 (as R;L=0). Similar
to the solution for R;m, we dene m = R;m+1   R;m giving:
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gmm   rmm 1 =  R;m:
We solve this to get,
m = ~pmL  
mX
=L+1
~pm
~p
R;
g
where ~pm is as dened earlier.
From the boundary condition R;L=0, we have L = R;L+1. This leads to:
R;m =
m 1X
=L
 =
m 1X
=L
0
@~pR;L+1   X
=L+1
~p
~p
R;
g
1
A :
By using the boundary condition R;R=0, we nd R;L+1 and nally get:
R;m =
 
R 1X
x=L
~px
! 1 m 1X
=L
~p
0
@R 1X
=L
~p
X
=L+1
1
~pg
R;  
R 1X
=L
~p
X
=L+1
1
~pg
R;
1
A :
(7.5)
Once we calculate R;m and R;m from equation 7.3 and equation 7.5, we can directly
get ﬁR;m (as ﬁR;m = R;m=R;m).
For the random walk approximation of our mathematical model, we have gn and rn
constant as g and r. We can nd the rst-passage probability and conditional mean
rst-passage time of this random walk by replacing m by 0 in equations 7.3 and 7.5
respectively, i.e. R = R;0 and ﬁR = ﬁR;0. Thus we have,
~pm =

r
g
m L
R =
P 1
=L

r
g
 L
PR 1
=L

r
g
 L
which can be simplied to,
R =
1  (r=g) L
1  (r=g)R L : (7.6)
Final expression for mean passage time (ﬁR ) is rather lengthy and we have omitted
it here. Next we compare this analytical solution with the Monte Carlo simulations.
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(a) (b)
Figure 7.3: (a) Statistic of motors reaching target end is plotted with the switching
probability on a semilog scale for both Monte Carlo simulations and analytical expres-
sion. Standard deviation is shown as the bars in the Monte Carlo curve, both curves
overlap. Here bias in the MT network is 0.6 towards the target end. Clearly phase
change like behavior is visible at around  = 0:4 with the change in slope. (b) Statistic
for dierent values of bias is plotted. Higher bias leads to directed transport even for
low values of .
7.4.2 Simulation and Results
To simulate this model, a continuous time random walk is simulated. A motor's position
is initialized at origin. As discussed earlier, switching time TSw is taken to be Poisson
distributed with with mean 0=v where the motor travels with constant velocity v
between switchings. Probability of switching to a target ended track is p, where p is
varied from 0:6 to 0:9. Also  is varied to incorporate the eect of Exu, by changing
the ability of motor to switch tracks more or less often. The absorbing boundaries of
the walk are given by L0 and R0 for non-target and target end respectively. The Monte
Carlo simulation is run 100 times with 100 thousand motors each time for all values of p
and . Mean and standard deviation is calculated for the number of particles reaching
the target end.
The results are compared with the analytical expression (Equation 7.6) and plotted
in the Figure 7.3. We can see from the Figure 7.3 (a) that probability of reaching the
target end (R) calculated using both Monte Carlo simulation and analytical expression
match extremely well with curves overlapping. Also it is clear as the switching probabil-
ity increases, almost absolute directed transport is achieved. Tangents on two dierent
part of the curve are sketched to highlight the change in slope. A phase transition in
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(a) (b)
Figure 7.4: (a) Probability of switching () required to achieve at least 95% transport
is plotted with the bias in the MT network. As bias increases,  required decreases
drastically. (b) Average time required to reach the target end is plotted with the
probability of switching for dierent values of the bias (p). Curves are from Monte Carlo
simulation and the x marks are from the analytical expression. Clearly as  increases,
mean time increases thus a trade-o exist between fast transport and directed transport.
the probability of reaching the target is observed as we increase the , as the slope of
the curve on the semilog plot is changed. R vs  for dierent values of bias p is plotted
in Figure 7.3 (b). As bias is increased, motor exclusively reaches the target end with
very low switching probability. We also plot  required for achieving more than 95%
transport with the bias p in Figure 7.4 (a). For systems with small bias, frequency of
switching required for directed transport is very high. This necessitates the presence
of Exu like compounds for directed transport. Figure 7.4 (b) plots the average time
required to reach the target end (ﬁR) with the probability of switching for dierent
values of the bias (p). Again, the time calculated from the Monte Carlo simulation
matches extremely well with that calculated from the analytical expression obtained in
the previous section. Here, it is clear that as the probability of switching increases, av-
erage time also increases which may lead to jams. Thus even though switching ability is
leading to directed transport, it is slowing the transport leading to a trade-o between
faster transport and directed transport. This trade-o needs to be further explored
when doing modeling for jams. These simulations strengthen the hypothesis that the
random network of MTs itself is responsible for polarized transport where Exu is only
increasing the anity of motor proteins to switch tracks. Parameters chosen for the
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simulation are: 0 = 1, L
0 =  20, R0 = 20 and v = 1.
7.5 Transport in two dimension
Even though one dimensional simulation gives important insights into intracellular
transport, it is desirable to obtain and simulate a two dimension model which is more
closer to the actual scenario. In two dimension, complexity of the model increases con-
siderably as a 2D biased random walk model is not directly applicable. To visualize this
scenario, we can think of microtubules (MTs) as lines or curves on a Cartesian plane
where the target and non-target ends can be just x = R and x =  L lines. Then a motor
can walk on a MT and will switch with some probability while facing an intersection.
The motor will keep walking in this fashion till it reaches one of the ends or detaches
from the MT (not considered here). Then according to the hypothesis, if motor faces
enough intersection and has high rate of switching, we will see directed transport. We
next present a simulation model for this scenario.
7.5.1 Simulation Model
Figure 7.5: One instance of network with 40 microtubules, 20 linear and 20 quadratic
with L = R = 100. Here the blue and red thick outline on the left and right half plane
donates the boundaries of the non-target and target end respectively. Intersections are
marked with .
As mentioned earlier, for creating the MT network, we will assume MTs to be just
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lines or quadratic curves on a Cartesian plane. We set boundaries of the plane of interest
(POI) at x = R, x =  L, y =  L and y = R. We further assume the target end to be
the perimeter of the right half of the plane and non-target end to be the perimeter of
the left half (as shown in Figure 7.5). For creating a network of N MTs, we randomly
chose N=2 linear and N=2 quadratic curves, such that they are inside the POI. We
then randomly assign an orientation of +1 or  1 to the MTs with a specied bias.
In this framework, orientation of MT is dene as +1 if a motor attached to the MT
moves toward the right half plane and  1 if the motor moves toward the left half plane.
That is there is a local bias towards one end of the POI. Once the MTS are chosen, all
the intersections are found and stored. Figure 7.5 shows one such instance of random
network created with total 40 MTs.
Figure 7.6: Results of Monte Carlo simulation for two-dimensional transport over
microtubules are plotted here. Number of MTs is on the x-axis, and mean percentage
of the motors reaching the target end is on the y-axis. Bars are standard deviation
across dierent instance of network for same no. of MTs. Its a semilog plot and the
change of slope clearly shows phase-change kind of behavior (at around 500 MTs). Also
as the no. of MTs in increasing, standard deviation is decreasing drastically.
For nding the statistics of the transport, Monte Carlo simulations are run on the
created MT network. Here, we can see as we increase the no. of MTs, density of the
network increases and so the number of intersections per unit time faced by a motor also
increases. If the probability of switching over an intersection is constant, probability of
switching per unit time also increases. That means, N parameter will play a similar role
as  played in the case of 1D simulation. While doing Monte Carlo, N was varied from
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20 to 4000 and for each N , 30 dierent instances of network were created with 60% bias
towards the target end. For each instance of network, motor was started randomly from
the line x = 0 and statistics of motor reaching the target end was obtained. Enough
runs were simulated so that the standard deviation was less than 1%: It was observed
that for low values of N , the mean no. of motors reaching the target varied signicantly
across dierent instances of the network for the same N , but the mean over dierent
instance was more than 60% (see Figure 7.6). As N was increased the transport was
highly directed (mean more than 95%) with variance across dierent instance of network
for same N signicantly reduced. Results of one simulation run, where the probability
of switching over an intersection was 0:5, are plotted in Figure 7.6. Here also, as seen in
the case of one-dimension, a phase change behavior is clearly visible from the semilog
plot thus further strengthening our hypothesis.
Chapter 8
Summary and Discussion
Here, we have provide a methodology and paradigm to aid emerging research studying
and manipulating dierent mechanical properties of material. There is a scarcity of real-
time techniques to quantify the stiness and dissipation properties of soft-matter. Here
we have rst reported a method (REEP algorithm) which is able to provide estimates
of sample stiness and dissipation during intermittent contact mode operation of AFM,
most suitable for imaging soft samples. The method is veried using the averaging the-
ory and shown to accurately provide the dissipation estimates when applied on dierent
polymer samples. A FPGA based hardware implementing the algorithm is developed
to make use of the real-time capability of the algorithm. The REEP module is then
used to study stiness and dissipation properties of PBMA-PLMA polymer blend.
Number of biological samples need to be imaged in there native conditions. In liq-
uid, acoustic excitation of cantilever suers from 'forest of peak' phenomenon where
cantilever resonance is shadowed by liquid layer response. A magnetic excitation hard-
ware is developed to accurately resonate the cantilever in liquid achieving a clean ac
response of the cantilever. A microtubule sample is imaged in a buer solution to
show the applicability of REEP module in liquid. Results verify that the module is
able to accurately characterize the stiness and dissipation properties of the sample.
Under liquid operation, as the quality factor of the cantilever is signicantly reduced,
higher eigenmodes of the cantilever also come into play. For that part, we have used
averaging theory to develop the equivalent cantilever model for a multimode model of
the cantilever. Simulation results for a two-mode model are promising. We have also
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reported a tool to detect resonance condition in which this equivalent model becomes
invalid. The contribution of dierent eigenmodes in forming the cantilever deection is
studied next. A receding horizon Kalman lter is reported which is able to estimate the
contribution of dierent modes of the cantilever, an order of magnitude faster than the
current amplitude demodulation based methods. An impulse-response based detection
architecture is also developed for the case when only the presence of the higher modes
need to be detected.
It was shown in Chapter 6 that fe feedback gives better sensitivity. A new form of
imaging was developed and explored using REEP based fe estimates as a feedback to
z-positioning system. It was shown that for low Q operation, this method has much
higher resolution compared to amplitude based feedback. In future, relevant hardware
will be developed to implement this. This will push the resolution of current AFM
techniques even further without the need of ultra high vacuums.
A new hypothesis for explaining directed intracellular transport was reported in
Chapter 7. It was shown by the help of simulation and analytical model that the directed
intracellular transport on microtubules can be achieved by motors having the ability to
switch on intersections. Simulations were done for both one and two dimensions.
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