Division of focal plane polarimeters are composed of nanometer polarization elements overlaid upon a focal plane array (FPA) sensor. The manufacturing flaws of the polarization grating and each detector in the FPA having a different photo response can introduce non-uniformity errors when reconstructing the polarization image without correction. A new calibration method is proposed to mitigate non-uniformity errors in the visible waveband. We correct non-uniformity in the form of a vector. The correction matrix and offset vector are calculated for the following correction. The performance of the proposed method is compared with state-of-the-art techniques by employing simulated data and real scenes. The experimental results showed that the proposed method can effectively mitigate non-uniformity errors and achieve better visual results.
INTRODUCTION
Compared with conventional imaging systems, a polarization imaging system can record the polarization information in addition to the intensity information. It has increasing applications in the fields of remote sensing [1] , de-hazing of foggy images [2] , and biomedical imaging [3] .
To measure polarization, a polarization imaging sensor is needed to reconstruct the polarization parameters. The current polarization imaging sensors are mainly categorized into division of time [4] , division of amplitude [5] , division of aperture [6] , and division of focal plane (DoFP) [7] . DoFP polarimeters are composed of a collection of 2 × 2 pixels, or super-pixels. Each super-pixel comprises four different orientations: 0°, 45°, 90°, and 135°. DoFP polarimeters have rugged, aligned designs and are inherently temporally synchronized. These advantages make DoFP polarimeters the ideal choice for real-time imaging.
However, DoFP polarimeters have the distinct disadvantage that the Stokes vector is estimated by combining intensity measurements within a small neighborhood of pixels. Each pixel has a different instantaneous field of view (IFOV). Hence, the estimation process will inevitably introduce IFOV errors. Recent research has shown that interpolation-based methods can mitigate these errors [8] [9] [10] . In addition to IFOV errors, another notable disadvantage is non-uniformity (NU), which represents the variations in the optical responses among all pixels to a uniform polarization signal. NU arises due to each detector in the FPA having a different response [11] and the manufacturing flaws of the polarization grating [12, 13] . These NU errors will degrade the imaging quality. Thus, non-uniformity correction (NUC) is necessary to minimize these errors. Powell and Gruev describe two calibration techniques (single-pixel calibrated and super-pixel calibrated) tailored to mitigate variations in the optical response between pixelated-polarization filters across an imaging array [14] . The single-pixel calibrated method is valid under the assumption that all the filter parameters are ideal except for its transmission coefficient. However, this assumption is harsh under a natural scene. The super-pixel calibrated method is implemented using an ideal correction matrix, which will bring over the corrections.
In this paper, we propose a new calibration method to minimize NU errors. First, we calculate the analysis matrix and the offset vector by using a group of uniform incident polarization lights for each super-pixel. Then, we employ the correction matrix and the offset vector to correct each super-pixel. Finally, each single-pixel value is equal to the average of four results produced by using four adjacent super-pixels. The performance of the proposed method is compared with the state-of-the-art techniques by employing simulated data and real scenes. The experimental results showed that the proposed method can minimize non-uniformity errors and achieve better visual results than the single-pixel calibrated method and the superpixel calibrated method.
CORRECTION METHOD A. Mathematic Models
A common description of polarized light is in the form of a Stokes vector [15] . The incident light can be represented by the Stokes vector ⃗ S in ∈ R
4
. The light transmitted by the linear polarizer is represented by the Stokes vector ⃗ S out ∈ R
. ⃗ S out is equal to the product of the linear polarizer's Mueller matrix M lp ∈ R 4×4 and the incident light ⃗ S in , as formulated by Eq. (1):
Here, ⃗ S in S 0 ; S 1 ; S 2 ; 0 T and the Mueller matrix M lp [16] with its transmission axis oriented at angle θ is shown in Eq. (2):
Here, A q r, B q − r, C 2 ffiffiffiffi ffi qr p , D A cos 2 2θ C sin 2 2θ, E A − C sin 2θ cos 2θ, F A C − D, q is the major transmittance, and r is the minor transmittance. Due to manufacturing flaws in the grating wire thickness, width, and pitch, Mueller matrixes whose transmission axes are oriented at the same angle could be different from each other. For an M × N FPA sensor, the output can be modeled by using a common linear model, such as I i; j gi; jL θ i; j bi; j:
Here, L θ i; j is the intensity collected by the detector during the camera integration time, gi; j and bi; j are the detector gain and bias, respectively, for i 1; 2; …; M, and j 1; 2; …; N . L θ i; j is formulated by Eq. (4):
Substituting Eq. (4) into Eq. (3), we can get
For a 2 × 2 super-pixel, the output intensity is described by Eq. (6) 
bi; j bi; j 1
Here, A ∈ R 4×4 is called the analysis matrix, and ⃗ b ∈ R 4 is called the offset vector.
B. Non-Uniformity Correction
The correction technology will transform the non-ideal response into an almost-ideal response. The key to correction is to correct the analysis matrix A and offset vector ⃗ b. For the correction of the analysis matrix, the fundamental idea is to correct the analysis matrix A to the average analysis matrix A ∈ R 4×4 : A 2 6 6 6 6 6 6 6 6 4
Here, A ! θ 1 jΩj P i;j ∈ Ω gi; j ⃗ A θ i; j, jΩj is the number of the set Ω, and Ω fi; j: the polarizer orientation of the ijth pixel is at angle θg.
We can calculate the analysis matrix A and the offset vector ⃗ b by using a group of training data for each super-pixel. Then, we can obtain the average analysis matrix A. With the known analysis matrix and average analysis matrix, the correction matrix C ∈ R 4×4 for a 2 × 2 super-pixel can be formulated by Eq. (8):
represents the pseudo-inverse of A. The corrected super-pixel value can be described as follows: 2
The final corrected single-pixel value is calculated by using the average of four results, as shown in Fig. 1 . Each red rectangle represents a 2 × 2 super-pixel. The ijth pixel is the target pixel. The value of the target pixel is the average of the four results produced by using four adjacent super-pixels.
CORRECTION EVALUATION A. Simulated Data
Here we apply the calibration method to the simulated data in order to evaluate the performance. In this section, we consider that the photo response is uniform. First, we generate DoFP simulated data by using Eq. (4). The major transmittance is a randomly generated number between 0.9 and 1, and the minor transmittance is a randomly generated number between 0 and 0.1 for each pixel. The Stokes vector of the incident light is specified as a fixed value. Then, we calculate the average analysis matrix and the correction matrix according to Eqs. (7) and (8) . Finally, we correct the super-pixel of the test image by using Eq. (9) and complete the correction of each single pixel using the average of four results produced by using four adjacent super-pixels. The test image is defined as spatially varying sinusoids as follows:
Here, f x and f y are the spatial frequency elements in the horizontal and vertical directions in cycles per pixel, respectively [9] . Constant a defines the intensity mean level. The width and height of the test image are both set to 128. According to the Nyquist theory, the signal cannot be reconstructed beyond the spatial frequency of 0.25 cycles per pixel [9] . Thus, we generate Stokes vectors of S 0 i; j S 2 i; j I i; j and S 1 i; j 0 with f x f y 4∕128 and a 1.
The simulated results are presented in Fig. 2 . The first row presents the intensity, and the second row presents the degree of linear polarization (DOLP). The true DOLP should be one, according to its definition [10] . Uncorrected data are presented in the first column, and they contain notable NU errors. Additionally, the values of the DOLP are mostly in the vicinity of 0.5 due to the transmittance non-uniformity. Single-pixel calibration (method 1) data are presented in the second column. The values of DOLP tend to one, but the method cannot mitigate NU errors effectively. Super-pixel calibration (method 2) data are presented in the third column. Even though method 2 can reduce NU errors and the values of DOLP are mostly in the vicinity of one, it results in overcorrection at the edges. The simulated results of the proposed method are presented in the last column. It mitigates NU errors and corrects the value of DOLP to tend to one. It also avoids overcorrection.
B. Real Scenes

Experimental Setup
The experimental apparatus is shown in Fig. 3 . Illumination is provided by four tungsten halogen lamps. All four lamps are calibrated to the National Institute of Standards and Technology traceable color temperature of 2950 25 K. The light passes through a bandpass filter (Thorlabs FB650-10) to generate light with a specified wavelength. Then, the light passes into the integrating sphere (EOI ISV-400, 4″ diameter exit port) to generate nominally uniform unpolarized light. A Newport 10LP-VIS-B linear polarizer is employed to generate the input Stokes vector. It is mounted on a rotation stage (Thorlabs PRM1Z8E). Finally, light passes into our selfdeveloped DOFP polarimeter (752 × 582 pixels, 17.8 mm 2 , extinction ratio: 9.58, transmittance: 71%).
Light intensities were set at 400, 200, and 100 lm. The polarization angles were uniformly distributed every 45°from 0°to 135°. We recorded four groups of data for each light intensity. Each light intensity and each polarization angle were sampled 100 times to reduce the effects of random noise. The correction was carried out with twelve groups of input images. Outdoor scenes were recorded by the same camera to test the performance of the different correction methods.
Experimental Results
The experimental results are presented in Fig. 4 . The first column presents the intensity, the second column presents the DOLP, and the third column presents the angle of polarization (AOP) (defined in [10] ). The first row presents the uncorrected images; they contain many pock marks and notable NU errors. The second row presents single-pixel calibrated images, and this method can partially remove the pock marks. However, it reconstructs a false AOP on the ground. The third row presents super-pixel calibrated images, and this method can remove pock marks and mitigate NU errors. But overcorrection occurs at the edges, such as the edges of the car and the edges of the fence in the DOLP images presented in Fig. 5 . The last row is produced by our proposed method. Our proposed method can remove pock marks and mitigate NU errors effectively. Meanwhile, overcorrection is avoided. The red and green rectangle regions of the DOLP images in Fig. 4 are expanded and presented in Fig. 5 . The first row presents superpixel calibrated images. Overcorrection occurs at the edges of car and the fence in the first row, and these edges are distorted. However, these drawbacks are avoided in the second row image, which is produced using our proposed method.
In order to get a quantitative comparison of the performance of different correction methods, we utilize the root mean square error (RMSE). The formula of RMSE is described by Eq. (11):
Here, DOLP mean is the mean value of DOLP, and M and N represent the height and width of the DOLP image, respectively. The RMSE comparison results of the car and fence Table 1 . The bold number is the best result in each row, which shows that our proposed method outperforms the other two algorithms in terms of quantitative comparison.
CONCLUSION
In this paper, we proposed a new non-uniformity correction method for the division of focal plane polarimeters in the visible waveband. The theoretical framework for the new correction method is presented in the paper. The offset vector and correction matrix are calculated to correct non-uniformity. Simulated data and real scenes are used to evaluate the performances of the different correction methods. The experimental results showed that the proposed method can minimize NU errors and achieve better visual results than the single-pixel calibrated method and the super-pixel calibrated method. 
