Solutions of the reflection equation for the U q ( sl n ) case are obtained by implementing certain realisations of the affine Hecke algebra. The boundary non-local charges associated to nondiagonal solutions of the reflection equation are constructed systematically, and the symmetry of the corresponding open spin chain is investigated. We prove that the symmetry of the open spin chain is essentially a remnant of the U q (gl n ) algebra.
Introduction
One of the great achievements in the domain of quantum integrablility is the formulation of the quantum group approach, a method initiated in [1] - [3] and used for solving a set of algebraic constraints known as the Yang-Baxter equation. Yang-Baxter equation provides the main framework for formulating and solving integrable field theories on the full line [4] and discrete integrable models with periodic (or twisted) boundary conditions [5, 6] . Let R(λ) acting on V ⊗2 , satisfy the Yang-Baxter equation (on V ⊗3 ) [6, 7] R 12 (λ 1 − λ 2 ) R 13 (λ 1 ) R 23 (λ 2 ) = R 23 (λ 2 ) R 13 (λ 1 ) R 12 (λ 1 − λ 2 ), (1.1) then according [1] - [3] the R matrix can be determined by solving a system of linear intertwining relations involving the generators of quantum algebras [2, 3, 8, 9, 10] and R. The fact that these intertwining relations are linear simplifies drastically the computation of solutions of (1.1), making the quantum group approach a powerful scheme for solving the Yang-Baxter equation. However, it was also realised in [2] that the R matrix can be written in terms of generators of the Hecke algebra [11, 12] . An interesting observation within this context is that one can consider the opposite route that is, first acquire solutions of the Yang-Baxter equation by employing appropriate realisations of the Hecke algebra, and then verify the validity of the linear intertwining relations. This is actually the logic that we try to convey in this work. The reasons why we advocate the Hecke algebraic approach are 1) because it provides a universal approach in solving the Yang-Baxter equations as it will become clear in the following section, and 2) more importantly because this method bears a rather richer variety of solutions compared to the quantum group approach (see e.g. [13, 14] ). It should be emphasized however that the intertwining relations are of great importance in any case, mainly because they allow the systematic study of the underlying symmetry of the corresponding integrable system [15] .
An analogous scenario applies in the case of integrable systems with general boundaries. More specifically, in addition to the Yang-Baxter equation one more key equation should be implemented, namely the reflection equation. Let K(λ) acting on V be a solution of the reflection equation (on V ⊗2 ) [16, 17] ,
where R satisfies the Yang-Baxter equation (1.1). It was recently realized that a generalized quantum group approach can be somehow implemented for solving the reflection equation. In particular, boundary non-local charges were constructed for the first time in [18] in the context of the boundary sine-Gordon model in the 'free fermion' point. Similarly, in [19] boundary charges were derived for the affine Toda field theories with certain boundaries conditions, and the corresponding K matrices were attained. Note that the K matrix can be also obtained by solving linear intertwining relations between the K matrix and the 'boundary quantum algebra' generators [19] - [22] .
As proposed in [14] an effective way of finding solutions of the reflection equation (1.2) is by exploiting the existence of certain quotients of the affine Hecke algebra [23] such as e.g. the blob algebra [13, 14, 24, 25] formulating the affine Hecke algebraic method. Note that the boundary analogue of the quantum group approach [18] - [22] is not rigorously establish yet for the U q ( sl n ) case with boundary conditions arising from (1.2) . It is therefore desirable to attain solutions of the reflection equation via other effective means, such as the affine Hecke approach [14, 15] , and then derive systematically the generators of the corresponding boundary quantum algebra. In other words the Hecke algebraic method allows a rigorous construction of representations of boundary quantum algebra generators, a fact that makes this process quite appealing, further justifying our initial choice of this scheme.
In this investigation we focus on a special class of integrable lattice models, the integrable quantum spin chains. In the first part we review how solutions of the YBE arise using certain representations of the Hecke algebra. Then the periodic U q ( sl n ) spin chain 2 is constructed and its asymptotic behavior is examined yielding tensor product representations of U q ( sl n ). In the second part, motivated by earlier works [14, 25] , we present a generalized framework for solving the reflection equation (1.2) for the U q ( sl n ) case. In particular, solutions of the reflection equation are obtained by implementing approporiate realisations of the affine Hecke algebra. The corresponding open spin chain with integrable boundaries is then built, and its asymptotic behavior is examined giving rise to conserved boundary non-local charges. These non-local charges turn out to be representations of the bound ary quantum algebra [15] , [18] - [22] . Furthermore, linear intertwining relations between the solutions of the reflection equation and the elements of the boundary quantum algebra are shown facilitating the study of the underlying symmetry of the open spin chain. Finally, the exact symmetry of the corresponding open spin chain with non-diagonal boundaries is studied, and commutation relations between the non-local charges and the open transfer matrix are attained.
A comment is in order on the derivation of the boundary non-local charges. This is in fact the first time that conserved non-local charges are derived explicitly for the U q ( sl n ) case (see also [20] ) with the so called 'soliton preserving' (SP) boundary conditions [26, 27] emerging from (1.2) . From the physical point of view the SP boundary conditions 'compel' a particle-like excitation carrying a representation of U q (sl n ) to reflect to itself -no multiplet changing occurs. In [19] on the other hand boundary non-local charges were obtained from the field theory point of view, for 'soliton nonpreserving' (SNP) boundary conditions [28] - [31] . These boundary conditions force an excitation to reflect to its 'conjugate', i.e. to reflect to an excitation which carries the conjugate representation. We hope to report on the (SNP) case from the algebraic point of view in a separate work [32] .
The Yang-Baxter equation
In this section the necessary algebraic background is set by reviewing basic definitions regarding the Hecke algebras and the affine quantum algebras. We shall briefly recall how solutions of the YangBaxter equation arise by exploiting the existence of appropriate representations of the Hecke algebra. Also, representations of (affine) quantum algebras will be obtained by constructing the corresponding quantum spin chains with periodic boundary conditions.
The Hecke algebra
It will be convenient to rewrite the Yang-Baxter equation (1.1) in a slightly modified form by introducing the object [ 
where P is the permutation operator acting on V ⊗2 : P(a ⊗ b) = b ⊗ a for any vectors a, b ∈ V. TheŘ matrix satisfies the braid Yang-Baxter equatioň
In what follows we shall recall how solutions to the braid Yang-Baxter equation can be obtained using the Hecke algebra H N (q) of type A N −1 [11, 12] . 
The structural similarity between (2.2) and the second relation of (2.3) (braid relation) is apparent, it is therefore quite natural to seek for representations of the Hecke algebra as candidate solutions of the Yang-Baxter equation. An alternative set of generators of H N (q) can be considered i.e. U i = g i −q, which satisfy the following defining relations
where δ = −(q + q −1 ) and q = e iµ .
Solutions of the Yang-Baxter equation
It is known that tensor product representations of H N (q) ρ : H N (q) → End(V ⊗N ) provide solutions to Yang-Baxter equation [2] , i.e.
(2.5)
In particular, let V = C n and
define also the matrix U on (C n ) ⊗2 of the form [2] :
Then the following representation is obtained ρ :
acting non-trivially on V i ⊗ V i+1 . As discussed in [2] the latter solution (2.7) corresponds to the fundamental representation of the U q (sl n ).
¿From (2.1) and (2.5) it follows that the R matrix in the fundamental representation can be expressed as
(2.9)
The R matrix (2.9) is written in the homogeneous gradation, it can be however also given in the principal gradation by means of a simple gauge transformation (see e.g. [20] ), namely
where
It will be useful for what is described in the subsequent sections to write down explicit expressions for the R matrix in both homogeneous and principal gradations:
It is instructive for what follows to recall the basic definitions regarding the affine quantum algebras. Let
be the Cartan matrix of the affine Lie algebra sl n 3 [33] . Also define:
For the sl 2 case in particular
The quantum affine enveloping algebra U q ( sl n ) = A has the Chevalley-Serre generators [2, 8] 
2 , i ∈ {1, . . . , n} obeying the defining relations:
and the q deformed Serre relations
The generators e i , f i , q ±h i for i ∈ {1, . . . , n − 1} form the U q (sl n ) algebra. Also,
, where the elements q ±ǫ i belong to U q (gl n ). Recall that U q (gl n ) is derived by adding to U q (sl n ) the elements q ±ǫ i i ∈ {1, . . . , n} so that q n i=1 ǫ i belongs to the center (for more details see [2] ). Furthermore, as explained in [2] there exist the elements E ij ∈ U q (gl n ) i = j, with E i i+1 = e i , E i+1 i = f i i ∈ {1, . . . n − 1} and
It is clear that E ij ∈ U q (gl n ) because they can be written solely in terms of the generators e i , f i , i ∈ {1, . . . , n − 1}.
The algebra A is equipped with a coproduct ∆ : A → A ⊗ A such that
Let us also write the N + 1 site coproduct
by cyclically setting the last site to the first site of the coproduct (2.21). In particular, let Π (N ) be the 'shift operator' (see also e.g. [15] )
The important observation is that in expressions (2.21), (2.22 ) ∆ N (y) remains unchanged, furthermore although we essentially deal with a N + 1 site coproduct in (2.21), (2.22) , in fact we treat it as if it is a two site coproduct. More specifically, the first site is occupied by an element of A, whereas the 'second' site is occupied by an element of A ⊗N . Both expressions (2.20), (2.21) are very useful for what is described in the subsequent sections.
Finally by using (2.21) (with N → N − 1) repeatedly we can derive explicit expressions for the N coproduct 5 as:
The opposite coproduct ∆ (N )op (x) can be also derived from
2 . We should note that for general N ∆ (N )op (x) = ∆ ′ (N ) (x), and they only coincide when N = 2. Note that for e i , f i , i ∈ {1, . . . , n − 1} the coproducts are restricted to the non-affine case.
Introducing additional notation
Motivated by the derivation in (2.18) and also for our purposes here we introduce the useful objects E ij ,Ê ij defined by the recurrent relations:
. . , n − 1}, and for |i − j| > 1
(2.26)
5 For simplicity we write ∆ (2) (x) = ∆(x) and ∆ (1) (x) = x, x ∈ A.
Note E ij (Ê ij ) can be also expressed in terms of the generators of the U q (gl n ); representations of the elements E ij (Ê ij ) will arise naturally later from the study of the asymptotic behavior of the periodic (open) spin chain.
Also define
(2.27)
The aforementioned quantities, are endowed with a N coproduct compatible with expressions (2.21) (for a detailed derivation of the coproducts see Appendix A) i.e.,
(we omit ∆(t − ij ) for brevity, and in any case we never really use them here). The coproducts (2.28) are restricted to the non-affine case, whereas for the elements t 0 1n , t 0 n1 , which are related to the affine generators the coproducts read as:
) is also omitted). Accordingly ∆ ′ can be derived by cyclically permuting the last to the fist site via (2.24), and we obtain
and also for the 'affine' elements
The evaluation representation
Consider the evaluation representation [2] (homogeneous gradation) π λ : A → End(C n ) [2] defined as:
Notice that the first line (no λ dependence) in (2.32) together with
provide essentially a representation of U q (gl n ). Also it follows from (2.18), (2.26) and (2.32) that
The evaluation representation in the principle gradation can be obtained by virtue of the gauge transformationπ
where V is given by (2.11). Then we can writeπ λ : A → End(C n ) [2] such that
Note that π 0 =π 0 .
It is well known (see e.g. [2] ) that the R matrix (2.9) (homogeneous gradation) satisfies the following 'commutation' relations
On the other hand for the R matrix in the principal gradation (2.10) similar relations hold. In fact by multiplying (2.37) with V 0 (λ) and V 0 (−λ) from the left and from the right respectively we obtain
As an immediate consequence of (2.26), (2.27) we conclude that relations (2.37) and (2.38) hold also for the elements t ij ,t ij , t 0 1n and t 0 n1 (2.27), a fact that will be used extensively in the following. Relations of the type (2.37) were first introduced in [1] and later used in [2, 3] , formulating the quantum group approach for solving the Yang-Baxter equation. Furthermore, intertwining relations have been extensively used in the context of integrable quantum field theory providing an effective way for determining exact S matrices and studying the underlying symmetry of the theory (see e.g. [34] ).
Finally note [2] that ρ(U i ), and via (2.5) theŘ matrix, commute with the U q (gl n ) generators. Indeed it is straightforward to show for N = 2 that
Then from the form of the coproducts (2.25) and ρ(
As already mentioned in the introduction, here we consider a rather unconventional route. More specifically, the R matrix (2.9) is first derived by exploiting representations of the Hecke algebra, and then the intertwining relations (2.37) are verified. The reason why such an inverted logic is followed here is because later our starting point will be an extended Hecke algebra from which solutions of the reflection equation will be deduced. Once having the solutions of the reflection equation we shall be able to extract the boundary quantum algebra generators along the lines described in [15] , and also derive intertwining relations analogous to (2.37) for the solutions of the reflection equation.
The periodic spin chain
Tensor product representations of the quantum algebra can be now built by constructing the N site periodic spin chain. This construction is achieved by using the Quantum Inverse Scattering Method (QISM) an approach initiated in [5, 6, 35] , providing also one of the main motivations for the formulation and study of quantum groups [2, 8, 9] . We briefly review here the main steps of QISM.
The first step is to introduce the monodromy matrix. Let R(λ) act on V ⊗2 , then the monodromy matrix is an object acting on V ⊗(N +1) and defined as:
The homogeneous monodromy matrix is considered here for simplicity, although we could have added inhomogeneities Θ i at each site of the spin chain (see e.g. [36] ). The monodromy matrix is in fact a solution of the following fundamental relation
We can now derive the transfer matrix of the system, which is simply the trace over the 'auxiliary' space V 0 , i.e.
thus t(λ) acts on V ⊗N . It can be then shown via (2.42) that [5] t(λ), t(λ ′ ) = 0, (2.44) a condition that ensures the integrability of the model.
Generalized intertwining relations can be obtained by induction from (2.37) for the monodromy matrix (2.41) as well (see also [15, 37] 
recall that ∆ is treated as a two site coproduct in such a way that on the first site the representation π λ acts, while on the 'second' site -which is a composite of N sites-the representation π ⊗N 0 acts (see also [15] ). In particular,
The intertwining relations (2.45) yield important commutation relations between the generators of U q ( sl n ) (U q (gl n )) and the entries of the monodromy matrix, enabling the investigation of the symmetry of the transfer matrix [15, 37] , as will become clear later. Note that for the periodic case U q (gl n ) is not an exact symmetry. It is actually the open spin chain -which will be discussed later-with special boundary conditions that enjoys the full U q (gl n ) symmetry [38, 39, 40] . The exact symmetry of the periodic spin chain (or with twisted boundary conditions) has been only derived for the case where q is root of unity [37] , [41] - [43] . In particular, as explained in [37] , [41] - [43] the periodic or twisted U q ( sl n ) (q root of unity) spin chain enjoys the sl n loop algebra symmetry.
We should finally point out that intertwining relations of the type (2.45) for the monodromy matrix in the principal gradation can be attained by acting on (2.45) with the gauge transformation V 0 (λ) and using also (2.10). Indeed it follows that
The asymptotic behavior
The asymptotic behavior of the monodromy matrix will be investigated for both the homogeneous and principal gradation. The reason why such an investigation is of great importance is because it bears, as will become clear, tensor product representations of
Homogeneous gradation: More specifically, the asymptotic behavior of the monodromy matrix in the homogeneous gradation provides tensor product representations of U q (gl n ). The R matrix in the homogeneous gradation (2.12) as λ → ±∞ reduces to an upper (lower) triangular form (recall that q = e iµ , also for the asymptotics we consider µ to be finite)
where indeed the matrices R + (R − ) are upper (lower) triangular matrices 6 , with entries acting on C n and given below:
It is then straightforward from (2.41) and (2.48) to write down the asymptotic behavior of the monodromy matrix as λ → ±∞, i.e.
where ρ(g i ) are representations of the Hecke algebra.
As expected the matrices T ± are upper (lower) triangular with entries acting on (C n ) ⊗N :
where we define
Moreover, for |i − j| > 1:
It is clear from what is described in section 2.2 that the elements E ii , E i i+1 , E i+1 i form a tensor product representation of U q (gl n ) acting on End((C n ) ⊗N ). In fact we can rewrite E ii , E i i+1 , E i+1 i as 7 (see also (2.25), (2.32), (2.53))
Notice also that the objects E ji , |i − j| > 1 (expressed exclusively in terms of E i i±1 ) are clearly representations of the elements E ji defined in (2.18). In particular, it follows that (see Appendix A)
and consequently from (2.27), we obtain (see also Appendix A)
Let us stress that the coproducts appearing in (2.55), (2.56) and (2.57) are restricted to the non-affine case, providing tensor product realisations of U q (gl n ) (2.53).
Principal gradation: The asymptotic behavior of the monodromy matrix in the principal gradation will be examined here as well, yielding this time tensor product representations of U q ( sl n ). The principal R matrix is obtained from the homogeneous one by virtue of the gauge transformation (2.10). 7 to be more accurate we should have associated to each operator an index N i.e. E (N ) ij , T ±(N ) ij but we omit it here for simplicity, and in the text we write instead E ij , T ± ij (see also Appendix A).
Note that in this case we keep in the expansion zero order terms and e ± 2 n λ terms as well [15] . Then the asymptotic behavior of R (2.12) as λ → ±∞ is given by,
The non-zero entries of the D ± , B ± matrices are given below
Consequently, the asymptotics of the monodromy matrix take the form
where the non-zero entries of D ± and B ± are given only
The elements T ± ij are given by (2.52) and E ii , are defined by (2.53), also
It is again clear from the definitions in section 2.2 that the objects (2.55) and also
Also by means of (2.27), (2.61), (2.63) we conclude that
Indeed the asymptotics of the monodromy matrix in both homogeneous and principal gradation gave rise, as expected, to tensor product representations of U q (gl n ) (U q ( sl n )). Our intention is to generalize the process described so far, when open integrable boundaries are implemented.
The reflection equation
After the brief review on the bulk case we can now present the main results regarding the boundary case. In particular, a general scheme for finding solutions of the reflection equation, by means of the affine Hecke algebra [14] will be described. Then the corresponding open spin chain will be constructed and by studying its asymptotic behavior we shall obtain representations of the so called 'boundary quantum algebra'. The approach that is discussed in the following can be thought as the boundary analogue of the bulk case described in the previous sections.
The affine Hecke algebra
As in the case of the Yang-Baxter equation it will be convenient to rewrite the reflection equation (1.2) in a modified form i.e.
The main objective now is the derivation of solutions of (3.1) by employing representations of the affine Hecke algebra [23] . 
Notice again the structural similarity between (3.1) and the first relation of (3.2), which suggests that representations of H 0 N (q, Q) should provide candidate solutions of the reflection equation. However, the affine Hecke algebra is rather 'big' to be physical, and thus it is natural to restrict our attention to quotients of H 0 N (q, Q). (2.3) , (3.2) an extra constraint on g 0 , namely
We can again chose an alternative set of generators of the B-type Hecke algebra U i = g i − q and U 0 = g 0 − Q where U i satisfy relations (2.4) and
Notice that we are free to renormalise U 0 and consequently δ 0 and κ (but still
We shall be mainly interested in representations of a quotient of the B-type Hecke algebra denoted as CB N and defined by relations (2.4), (3.4) and the additional constraint,
Solutions of the reflection equation
It was shown in [14] that any representation of the blob algebra (quotient of the B-type Hecke algebra) provides a solution to the reflection equation. Here we generalize this statement as: Proof: The Proposition can be proved generalizing the process described in [14] . In particular the values of x(λ) and y(λ) can be found by straightforward computation, by substituting the ansatz (3.6) in (3.1) and also using equations (2.4), (3.4) . Also, ζ in (3.7) is an arbitrary constant. We shall hereafter focus on specific representations of CB N . In particular, let U 0 be a n × n matrix given by
Then define the matrix M on End((C n ) ⊗N ):
acting non-trivially on V 1 (V = C n ). (2.8) , and ρ(U 0 ) = M. Proof: It can be proved by direct computation using the propertyê ijêkl = δ jkêil , that the matrices ρ(U i ) (2.7), (2.8) and ρ(U 0 ) (3.8), (3.9) satisfy relations (2.4), (3.4), (3.5), and hence they indeed provide a representation of CB N . Note that in [25] an analogous representation of the blob algebra generators is presented. For the representation of Proposition 3.2 in particular it is convenient to set Q = ie µm then we obtain
Proposition 3.2 There exists a representation
A comment is in order regarding the solutions of the reflection equation (1.2). It is possible to acquire other solutions of the reflection equation (1.2) for the U q ( sl n ) case, using different representations of quotients of the affine Hecke algebra. Such an exhaustive analysis although of great importance is not attempted here, but it will be undertaken in detail elsewhere.
Let us finally write the n × n K matrix using (3.6), Proposition 3.2 and (3.10):
The K matrix (3.11) is written in the homogeneous gradation, however one can easily obtain the K matrix in the principal gradation via the gauge transformation
where recall V(λ) is given in (2.11). Then we can write explicitly (after multyplying with e
with K ij (λ) given by (3.11).
Let us now compare our solution (3.13) with the solution found in [44] for the U q ( sl n ) case in the principal gradation, which reads as:
)θ sinh nθ, j ∈ {2, . . . , n − 1} (3.14)
where the constants appearing in (3.14) satisfy
= λ, and also multiply (3.13) by i, and (3.14) by
(note that we are free to multiply the K matrix by any factor, because it is derived up to an overall multiplication factor anyway). Then the expression for the K matrix in the principal gradation (3.13) coincides with (3.14) provided that the following identifications hold: (see also [15] ):
Note finally that the entries K 11 , K nn , K 1n and K n1 form essentially the two dimensional solution found for the U q ( sl 2 ) case [26, 45] .
The open spin chain
The main motivation for investigating the asymptotics of the open spin chain is because it will bear tensor product representations of the boundary quantum algebra. The open spin chain can be constructed following the generalized QISM, introduced by Sklyanin [17] . In particular, the transfer matrix of the open spin chain has the following form (3.18) and K is given by (3.11). The object T 9 called Sklyanin's operator is also a solution of the reflection equation (1.2) [17] . Notice that we consider here the left boundary to be trivial i.e. M with
Again, it can be proved using the fact that T is a solution of the reflection equation ( [27] , in particular we chose to normalize as:
If R, K are given as in (2.5), (3.6) (homogeneous gradation) and ρ is the representation of CB N derived in Proposition 3.2, then having in mind that R(0) = sinh iµ P, K(0) = x(0) I and also define
we can rewrite the Hamiltonian as
Finally by taking into account that
The operators T in principal and homogeneous gradation are related via the gauge transformation (2.10), (3.13)
(c 0 is a constant depending on n, and U N 0 = U 0N (q → q −1 ) (2.7) see Appendix B) we conclude that the Hamiltonian (3.24) may be written as
where c = −
. What is interesting in expression (3.26) is that it is written in terms of the generators of the CB N in the representation of Proposition 3.2. This will be used later for the study of the open spin chain symmetry.
The asymptotic behavior
The investigation of the asymptotic behavior of Sklyanin's operator T (3.17) once the integrable boundary (3.11) is implemented will be the main objective in this section. As in the bulk case the homogeneous and principal gradation will be examined and consequently representations of the (affine) boundary quantum algebra will be obtained. Note that the boundary non-local charges were derived for the U q ( sl 2 ) case in [15, 18, 19] .
Homogeneous gradation: Recall that as λ → ∞ the asymptotic behavior of the monodromy matrix is given by (2.51)-(2.54). Note that R i0 (λ) = R 0i (λ) t i t 0 , hence R i0 (λ) as λ → ∞ becomes a lower trangular matrix (see also (2.48)). Then from (3.18) it follows that the asymptotics ofT becomeŝ
withT + being a lower triangular matrix
and we also definê
The elementsÊ ji ,T + ij are in fact representations of the objectsÊ ji ,t ij (2.26), (2.27), acting on (C n )
The asymptotic behavior of the K matrix (3.11) is also needed (also here we consider the arbitrary boundary parameter m to be finite)
we write only the non-zero entries of K
We come now to our main aim, which is the formulation of the asymptotics of the operator T (2.43),
where the non-zero entries of T + are given below, The proof of the Proposition 3.3. will be postponed until section 5.
Principal gradation:
We come now to the study of T in the prinipal gradation. The main reason why we study the principal gradation as well is because it will provide in addition to the charges (3.34), an extra 'affine' charge, exactly as in the bulk case. Recall that in the bulk case the representations of the 'affine' generators E 0 1n and E 0 n1 were obtained in addition to the representations of the U q (gl n ) generators. It suffices to focus here on the simplest case i.e. the U q ( sl 3 ), in order to attain the 'affine' boundary charge.
Recall that the asymptotic behavior of T in the principal gradation is given by (2.60), (2.61) whereas the asymptotics ofT for the general U q ( sl n ) case (3.18) is accordingly given bŷ
the non-zero entries of D are given by (2.61) and B + are defined beloŵ We shall also need the asymptotic behavior of the K matrix associated to U q ( sl 3 ) in the principal gradation (3.13) Combining together equations (2.60), (3.36) for n = 3, and (3.39), (3.40) we conclude that T (λ → ∞) behaves as:
Recalling the expressions of D + , B + ,B + , k and f we finally have were attained, the quantities T + ij , |i − j| > 1 were missing. By keeping higher order terms in the expansion (3.41) we could have probably obtained other non-trivial boundary charges, however this case will not be examined here (see e.g. [46, 47] ).
The boundary quantum algebra
The boundary non-local charges obtained from the asymptotics of the open spin chain are expected to be realisations of the boundary quantum algebra associated to the U q ( sl n ) case, which will be defined bellow. Consider the combination of the elements t ij ,t ij , t 0 1n , t 0 n1 ∈ A ∪ {q ǫ i } (2.27)
Consider also all the generators of the U q (gl n−2 ) i.e. e i , f i , i ∈ {2, . . . , n − 2} and q
The elements Q ij are equipped with a coproduct inherited from A. In particular ∆ (N ) (Q ij ) are obtained from (4.1) with t ij ,t ij → ∆ (N ) (t ij ) , ∆ (N ) (t ij ) (2.28). Taking into account the expressions (2.21), we can rewrite the 'boundary' coproducts in a more convenient for what follows form given in Appendix C. The elements Q ij form the affine boundary quantum algebra B = {Q ij } ⊂ A ∪ {q ǫ i } (4.1), note however that the boundary coproducts (C.1) are not elements of B ⊗N .
Also, via (4.1) (t ij ,t ij → ∆ (N ) (t ij ), ∆ (N ) (t ij )), and (2.57), (3.30), we conclude that
so indeed open spin chains providein a quite natural way tensor product representations of the affine boundary quantum algebra [18] - [22] .
From relations (4.1), and by virtue of (2.32) it can be deduced that
n1 + e 2λê 1n ) (4.4) notice also that π λ (Q 1i ) = (π λ (Q i1 )) t . The representations of the generators of U q (gl n−2 ) (4.2) are given by (2.32), (2.33). The latter charges (4.4) are simil ar, but not quite the same, to the ones obtained in [20] for the open U q ( sl n ) case with non-diagonal boundaries. Note that in [20] the charges were in fact conjectured, whereas here they are explicitly derived as representations of the affine boundary quantum algebra (4.1). At this point two important propositions can be stated: Proposition 4.1. The charges π λ (Q ij ) (4.4) and the generators of U q (gl n−2 ) (4.2), (2.32) , (2.33) satisfy linear intertwining relations with the c-number K matrix (3.11) i.e.,
(4.5)
Proof: Recall that B = {Q ij } (4.1). The proof is straightforward, by direct computation using relations (3.11), and (2.32), (2.33), (4.2), (4.4), equations (4.5) can be verified. Remark: Relations analogous to (4.5) can be deduced for the K matrix in the principal gradation (3.13) by multiplying (4.5) with V(λ) from the left and right then by also recalling relations (2.35), (2.36) and (3.12) we have that Proof: Recall that all the boundary charges are expressed in terms of the U q (gl n ) generators (see (2.27 ), (2.57), (3.30), (3.34) ), thus via (2.40) it follows that (4.7) is valid for all l ∈ 1, . . . N − 1. Now we need to prove (4.7) for l = 0.
• N = 1: First it can be directly shown for N = 1 by inspection via (2.32), (3.9), (3.8) and (4.2) that ρ(U 0 ) is U q (gl n−2 ) invariant. Then immediately one deduces that (4.7) is valid for all i, j ∈ {2, . . . n − 1}. Recall that T + ij i, j ∈ {2, . . . n − 1} (3.34) are expressed exclusively in terms of the generators of U q (gl n−2 ) (4.2). It can be also shown by inspection for N = 1 via (3.8), (3.9) (Proposition 3.2) and (4.3), (4.4) that (4.7) holds for the rest of the boundary charges.
• ∀ N: By means of (3.8), (3.9), (4.3) and (C.1) (N + 1 → N) it follows that (4.7) is valid for l = 0 ∀ N. This is consequence of the fact that the elements in the first site of (C.1), are either charges Q ij or elements of U q (gl n−2 ) , the representations of which on End(C n ) commute anyway with (3.8).
Corollary: The open spin chain Hamiltonian (3.26) commutes with the boundary charges (3.34)
This is manifest from the form of H (3.26), which is expressed solely in terms of the representation ρ(U i ) of CB N .
Generalized intertwining relations
Our aim in this section is the derivation of generalized intertwining relations of the type (4.5) for Sklyanin's operator. With the help of these relations the commutation of the transfer matrix with the non-local charges will be shown in the next section. where t 01...N is the total transposition. Then by considering the following relations
and by totally transposing (2.45) we conclude
Note again that the intertwining relations (2.45) and (4.12) hold also for the elements t ij ,t ij , t 0 1n , t 0 n1 (2.27). Having established the fundamental relations (2.45), (4.12) for the monodromy matrices T andT we can now turn to the boundary case and establish similar relations for Sklyanin's operator T .
From equations (2.45), (4.12) and (4.1)
where ∆ (N +1) (y), ∆ ′ (N +1) (y) are derived via (C.1), (C.2). Furthermore, it follows from the form of the coproducts in (C.1) and (4.5) that
(4.14)
Finally, using the equations (4.13), (4.14) combined with (3.17) one immediately obtains (4.9). It can be deduced by means of the transformation (3.19) that relations (4.9) (with π λ →π λ ) hold for T in the principal gradation.
The symmetry
An effective way for studying the underlying symmetry of the open spin chain is by exploiting relations (4.9). Indeed, equations (4.9) are of great importance bearing explicit algebraic relations among the entries of the T matrix and the non-local charges [15] . We shall focus henceforth on the homogeneous gradation and then the results can be easily deduced for the principal gradation. Let
then via (4.4) and (C.2), (4.9) we can prove that:
Proposition 5.1 The open transfer matrix (2.43), (5.1) built with the
Proof: Consider (4.9) for y = e j j = {2, . . . n − 2} then by means of (4.9) and (D.1) we obtain the commutation relations:
Similarly, for y = f j j = {2, . . . n − 2} in (4.9) and by means of (D.2):
Finally, for y = q ǫ j j = {2, . . . n − 1}, and also for y = q
Then from (5.3), (5.4) it follows that
and by virtue of (5.1), (5.5), (5.6) we conclude that
Equations (5.7) show that the transfer matrix commutes with the tensor product representations of the U q (gl n−2 ) generators, and this concludes our proof. In the case where K = I the intertwining relations (4.9) hold for all the generators of U q (gl n ), and therefore in the spirit of Proposition 5.1 it is straightforward to show that the transfer matrix is then U q (gl n ) invariant (see also [40] ).
We shall now prove Proposition 3.3: Proof: The proof relies primarily on the existence of the generalized intertwining relations (4.9). In particular, the commutation of the transfer matrix with the last set T + kl , k, l ∈ {2, . . . , n − 1} of (3.34) is a corollary of Proposition 5.1. Recall that these charges are expressed in terms of the generators of U q (gl n−2 ). Now our aim is to show the commutation of t(λ) with the rest of the charges. To illustrate the method we use the simplest example i.e. the U q ( sl 3 ). We provide in Appendix D explicit expressions for the fundamental objects ∆ ′ (N +1) (Q ij ), then via (4.9) for y = Q 12 , (5.1) (for n = 3) and (D.5) we conclude
Similarly, via (4.9) for y = Q 21 and (5.1), (D.5) the following commutation relations are obtained:
For y = Q 11 we have by means of (4.9), (5.1), (D.5):
The following useful commutation relations are also valid, arising from (4.9) for y = t We could have shown the commutation between t(λ) and T + 21 from the commutation between t(λ) and T + 12 and using the fact that (see also (3.34) , and recall that K t (λ) = K(λ)): 
For the general case as well the commutation between t(λ) and T + i1 follows from the commutation between t(λ) and T + 1i via (5.13). Finally, we can attain commutation relations between the affine generator T + nn (for any n) and the transfer matrix. Indeed it follows from (4.9), (D.4) Notice that the transfer matrix commutes only with the 'non-affine' boundary generators, while it does not commute with the affine generator T + nn . This is also true when trivial boundary conditions are implemented i.e. K = I, in this case as well the affine generators of U q ( sl n ) do not commute with the transfer matrix. In both cases the open spin chain enjoys the symmetry associated to the non-affine algebra. Relations of the type (4.9) can be also used for studying the symmetries discussed in [27] for the special case where K is diagonal.
Similar commutation relations can be obtained for the transfer matrix in the principal gradation by virtue of the gauge transformations (2.10). Recall the transfer matrix in the principal gradation is
where T (p) is given by (3.17) and consequently the transfer matrix becomes (see also (5.1))
All the commutation relations between A j and the charges T ij are given by (5.3)-(5.5), (5.8)-(5.12), by using also (5.19) commutation relations between t (p) and T ij can be immediately deduced. Note that this time neither the boundary charges commute with the transfer matrix nor the transfer matrix is U q (gl n−2 ) invariant.
It is worth remarking on the importance of the method employed here for the investigation of the open transfer matrix symmetry. Usually the study of the symmetry of an open transfer matrix (see e.g. [27, 40] ) is based primarily on the fact that the monodromy matrix T (T ) reduces to upper (lower) triangular matrix as λ → ∞, which facilitates enormously the algebraic manipulations. There exist however cases where the monodromy matrix does not reduce to such a convenient form (see e.g. [48] ). In such cases the most effective way to investigate the corresponding symmetry is the method presented above. More specifically one should derive in some way linear intertwining realtions of the type (4.9), by means of which commutation relations between the transfer matrix and the corresponding non-local charges can be deduced (see e.g. (5.5)-(5.11), (5.14)).
Comments
We would like to comment on some open problems that are worth pursuing in the spirit of the present analysis. The open spin chain (3.17) can be constructed in such a way that at each site a different representation of U q (sl n ) is associated. Naturally, such a construction raises locality issues for the Hamiltonian, however if we set this problem aside, we can express the intertwining relations (4.9) in a more general form, i.e.
where π
0 are various representations of U q (sl n ). Furthermore one can identify 'dynamical' (quantum impurity type) solutions of the reflection equation (see e.g. [14, 49, 50, 51] ), namely
where L is any solution of the fundamental algebraic relation (2.42), i denotes the 'dynamical' space, K(λ) is a c-number solution of the reflection equation (3.11) , and Θ is an arbitrary constant (inhomogeneity) (see also [52] ).
The existence of other representations of quotients of the affine Hecke algebra that provide solutions to the reflection equation is also an interesting direction to be explored. For instance the generalization of the 'twin' representation proposed in [13, 14] is an open and intriguing problem. What makes this representation especially interesting and worth studying is the fact that offers a novel approach on the understanding of boundary phenomena in the context of integrable systems as explained in [14, 48] . Furthermore, such a representation can not be attained in a straightforward manner by means of the quantum group scheme (for more details see e.g. [14, 48] ), an evidence that further supports the Hecke algebraic approach for solving the reflection equation.
Recall that here we considered the left boundary trivial. In the case where the left boundary of the spin chain is also non-trivial (i.e. not M) one needs to introduce an additional generator to the affine Hecke algebra, corresponding to the left boundary, and proceed generalizing the approach described in [53] .
An interesting question raised within this framework is what is the analogue of the affine Hecke algebra in the case of SNP boundary conditions. A possible guess is that it should be a generalization of a Birman-Wenzl-Murakami type algebra [54] including generators that correspond to the boundaries. Furthermore, the symmetry associated to models with SNP boundary conditions should rather be a kind of 'deformed' twisted Yangian [55, 56, 57] , in analogy to the rational case presented in [46] . Hence it is important to derive higher non-local charges, by keeping higher order terms in the asymptotic expansion of T . More generally, whether there exist higher non-trivial conserved charges or not is an intriguing question that needs to be further explored (see e.g. [46, 47] ). In fact, higher order charges should provide a hierarchy of conserved quantities [47] .
Finally, the formulation of a field theory with SP boundary conditions is a problem worth investigating. The known boundary conditions from the field theory point of view are the SNP ones. They were introduced and studied at the classical level in [28] , and the corresponding K matrices were obtained for the first time in [29] . Also in [19] the corresponding boundary non-local charges and K matrices were derived. It is our intention to examine this case and derive directly the quantum non-local charges for the SNP boundary conditions from the spin chain point of view [30, 31] . We hope to address the aforementioned issues in full detail in forthcoming works.
We shall proceed with the proof by induction.
1. The first step is to show (A.1) for i − j = 2, indeed from the definition (2.26) we have that (we use E ij , i > j for the proof, but the process is similar forÊ ij and E ij , i < j)
but the coproduts of E i+i i = f i are given by (2.21) so by substituting expressions from (2.21) in (A.2) and also taking into account relations (2.16) and (2.17) we obtain after some algebra
2. In the second step we assume that (A.1) is true for all i − j < m, m > 2 and 3. we shall prove that (A.1) is valid for i − j = m. The proof is straightforward, from (2.26) by substituting ∆ (N +1) (E kj ) and
then by using (2.16), (2.17) and (i) we conclude
finally by multiplying and dividing the last two terms in the latter expression by (i − l ′ − 1) and (l − j − 1) respectively and by virtue of (2.26), after adding the last three terms in (A.5), we end up to (A.1) for i − j = m. The proof is analogous for ∆ (N +1) (Ê ij ) (A.1).
Now we can show the coproduct expressions for t ij andt ij (2.28). From equation (2.27) it follows for i < j that
and by virtue of (2.27) we conclude
A similar proof holds for ∆ (N ) (t ij ).
(II) Finally we shall show that relations (2.56), (2.57) and (3.30) are valid. We shall illustrate the proof for (2.56), (2.57), i < j. Again we shall use induction: 1. the first step is to prove (2.56), (2.57) for N = 2. Indeed let us denote as T +(N ) ij (E (N ) ij ) the elements of the monodromy matrix with N sites, then (recall also (2.50))
where from (2.26) and (2.34)
are given by (2.55). 2. in the next step we assume that (2.56), (2.57) are true for some N > 2 i.e.
3. The last stage is to show, using the two previous steps, that (2.56), (2.57) are valid for N + 1, indeed (T
ii (E (∆ (N +1) (t ij )), (A.13) and this concludes our proof. Relations (2.57) for E ji , T − ij i > j, and (3.30) can be proved analogously.
B Appendix
We shall compute in this appendix the quantity tr 0 M 0 U N 0 . Recall that U N 0 = U 0N (q → q −1 ) (2.7) then 
C Appendix
In this appendix we present explicit expressions of the representations of the N + 1 boundary coproducts. In particular, taking into account the expression (4.1) (t ij ,t ij → ∆ (N +1) (t ij ), ∆ (N +1) (t ij )), the 
D Appendix
It is instructive to present the elements (π λ ⊗ π 
