The performance of a multidisciplinary system is inevitably affected by various sources of uncertainties, usually categorized as aleatory (e.g. input variability) or epistemic (e.g. model uncertainty) uncertainty. In the framework of design under uncertainty, all sources of uncertainties should be aggregated to assess the uncertainty of system quantities of interest (QOIs). In a multidisciplinary design system, uncertainty propagation refers to the analysis that quantifies the overall uncertainty of system QOIs resulting from all sources of aleatory and epistemic uncertainty originating in the individual disciplines.
INTRODUCTION
With the increasing complexity of engineering systems, multidisciplinary design optimization (MDO) has emerged as an important area of research in the context of design optimization and design under uncertainty. Because a complex system often requires analyses in multiple disciplines and/or involves a number of subsystems and components, taking into account the interconnectivities among multiple disciplines in MDO becomes crucial, which raises challenging research issues pertaining to the complexity in simulation, uncertainty quantification, and decision making under uncertainty. Numerous studies have dealt with the various aspects of multidisciplinary analysis, focusing on the development of computational methods [1, 2] as well as applications of these methods to different types of multi-physics interactions [3, 4] . One primary difficulty of MDO stems from the fact that subsystem disciplines are usually coupled so that they can hardly be simulated by their universal. Sankararaman et al. [33] applied Bayesian networks to analyze the relations between inputs, outputs, and model uncertainty; however, due to the acyclic nature of Bayesian networks, the proposed method cannot deal with feedback couplings or cyclic feed-forward couplings. Allaire et al. [34] specifically considered model bias and interpolation uncertainty using sampling and kernel density estimation for uncertainty assessment; however the sampling-based approach is computationally expensive.
In this paper, we address the aforementioned issues of efficient uncertainty quantification of system QOIs considering both aleatory and epistemic uncertainties.
Building on [28, 30] , we propose a spatial-random-process (SRP) based multidisciplinary uncertainty analysis (MUA) method in conjunction with disciplinary model uncertainty quantification. SRP modeling [8, [35] [36] [37] [38] [39] [40] [41] [42] has been widely used to provide a stochastic representation of model uncertainty that takes into account the difference between computer simulations and physical experiments, as a function of model input variables.
The SRP model can be viewed as an emulator to replace the original simulation model and provide updated model prediction, together with uncertainty quantification. Subsequent to SRP disciplinary model uncertainty quantifications, the proposed SRP-based MUA method incorporates the structure of disciplinary SRP emulators to provide compact analytical formulas for assessing low-order statistical moments of the system QOIs. The proposed method first learns the relationship between variations in the linking variables and the input variables, then assesses the variation in the disciplinary outputs, and finally propagates these variations to the system level analysis.
The remainder of the paper is organized as follows: In Section 2, we briefly review basic concepts in SRP modeling and the standard approach to quantifying disciplinary In this section, we briefly review the spatial-random-process (SRP) modeling technique and its applications in two fundamental types of model uncertainty quantification problems: bias correction, one that estimates the model bias; and model calibration, one that estimates the values of unknown model parameters.
Spatial-Random-Process (SRP) Modeling
An SRP can be viewed as a collection of random variables distributed over (i.e., (1) where x=(x1, …, xp) denotes p-dimensional set of spatial domain variables (i.e., input variables), and m(x) and V(x,x') are the mean function and the covariance function, respectively, of the GP. That is, the responses f(x (1) ), f(x (2) ),…, f(x (n) ) at any finite set of locations x (1) , x (2) ,…, x (n) are a collection of random variables that follow a multivariate normal distribution (1) (1)
SRP models are widely used to emulate various forms of models/functions, especially when original models are too expensive for intensive simulations. The underlying idea is to view the original model/function as a realization of an SRP. The modeling technique follows a three-step procedure. First, a set of data d={xi, f(xi), i=1,2,…} is collected at input settings xi from the original simulation model. Second, the corresponding SRP is constructed based on the collected data d. Constructing a GP is equivalent to estimating its
Chen, Wei MD-14-1779 9 / 44 mean m(x) and covariance V(x,x') functions. Typically, one assumes parametric m(x) and V(x,x') parameterized by a set of hyperparameters , and then estimates  by maximizing the likelihood function p(|d) using some numerical optimization procedure, which is referred to as maximum likelihood estimation (MLE). Common GP parameterizations can be found in [43] . In the last step, predictions can be made at any input settings that have not yet been simulated, by using the existing data and the constructed SRP. A benefit of using an SRP is that it can quantify the interpolation uncertainty at the locations that have not yet been simulated, represented by the 95% prediction interval depicted by the shaded region. Due to its flexibility and ability to capture the nonlinearity of the underlying simulation model, SRP modeling (primarily GP modeling), has emerged as one of the most popular metamodeling approaches and is applicable for a large variety of different models.
The well-known Kriging method [35] is based on GP modeling with linear minimum mean square error (MMSE) prediction, although Bayesian prediction based on GP modeling is also common. In this work, GP modeling technique will be applied to model different functions, such as the experimental responses, simulation response, etc.
Model Bias Correction Based on SRP Modeling
As briefly mentioned earlier, bias correction is the process of estimating the model discrepancy. We adopt the following formulation [8, 42, [44] [45] [46] [47] [48] that involves the simulation model, experiments, and a bias function that represents the difference between simulation and experimental responses:
where y e (x) denotes the experimental response as a function of the p input variables x, y m (x) denotes the simulation model response, (x) is the bias function, and  is a random error accounting for the experimental uncertainty, assumed to be normally, independently distributed as (0,) with unknown variance .
Suppose that a set of M simulation response observations { , ( )} ( = 1, … , ) and a set of N experimental response observations { , ( )} ( = 1, … , )
have been collected, which composes the data set d. We represent the simulation model and bias function via the GP models:
exp .
In [42, 43] for full derivation and discussion)
where ( ) is the prediction conditioned on the observed data d (for notational simplicity we omit the conditioning on d), and 
I denotes an identity matrix. Here, we are using compact notation with h m (x m ) denoting the matrix [ ( ), ( ), … , ( )] , and similarly for the other terms. The corresponding prediction mean square error (MSE) is
Bayesian Model Calibration Based on SRP Modeling
Model calibration is a more comprehensive process that, in addition to considering model bias, also considers the uncertainty associated with unknown model parameters. The following general model uncertainty quantification formulation has been widely adopted in previous work, for example [8, 38, 40, 49, 50] :
where y m is now a function of both the design variables x and an r-dimensional vector  of unknown calibration parameters, whose true values are denoted by   .
Data collection from simulations and experiments are conducted similarly to the previous section, although due to the involvement of , the collected simulation data are a set of M data points { , , ( , )} ( = 1, … , ). Similar to Eq. (4), two GPs can be constructed for the simulation model and the bias function, except that the simulation model is associated with :
With the presence of the calibration parameters , it is often not computationally feasible to estimate all the unknown hyperparameters ={ m , m,  m ,   , ,   } as well as  in a single step. Alternatively, a more computationally tractable modular Bayesian treatment [8, 40] was developed to handle the computational challenges. One first specifies a prior conditioned on a specified value of , can be obtained via:
. 
Notice that Eq. (10) is very similar to Eqs. (5) and (7), aside from the additional dependence on . To calculate the marginal (i.e., unconditional) prediction ( ) of the experimental response, we marginalize the conditional prediction (10) with respect to the posterior distribution ( | , ) of the calibration parameters. Details can be found in [8, 40] , and the final equations will be revisited in Section 3.
The SRP-based approach for model uncertainty quantification, whether bias correction or model calibration, has the merit of providing a prediction variance, in addition to a prediction mean. SRP modeling technique brings together the simulations and experiments and offers a tractable way to evaluate the relationship between them as well as between the spatial locations. The MSE terms in Eqs. (7) and (10) are comprehensive by including these relationships, and provide information on the extent to which the experimental response may differ from their predicted values. Here, the source of the prediction variance is not the variability of the input variables, since only fixed, nonrandom input variables were included in those models. Instead, the sources of uncertainty are the model bias function, the experimental variability, and the unknown calibration parameters. If desired, an expression for the uncertainty in the bias function (x) can also be produced in a similar manner.
In the next section, the SRP-based approach will be applied to quantifying disciplinary model uncertainty in a multidisciplinary system. The method requires a reasonable amount of high-fidelity data at the disciplinary/component level, rather than at the whole system level.
MULTIDISCIPLINARY SYSTEM UNCERTAINTY PROPAGATION WITH ALEATORY AND EPESTEMIC UNCERTAINTIES
A notional multilevel multidisciplinary system is depicted in Figure 2 . A typical MDO system involves individual disciplinary input variables xind={xi, i=1, …, ND} (with ND as the number of disciplines), and shared input variables xs across at least two disciplines. The disciplines are coupled via linking variables uij, which represent the outputs from the ith discipline that also serve as inputs for the jth discipline. If both uij and uji are nonempty, the relation between the ith and jth disciplines is referred to as feedback coupling; otherwise it is feed-forward coupling. The system QOIs ysys are linked to disciplinary responses which builds on the basic idea of the original SUA but derives analytical formulae by incorporating the structure of the SRP models introduced in Section 2.
The SRP-based MUA procedure is shown in Figure 3 . For each individual discipline, model uncertainty quantification is conducted (either model bias correction or model calibration, as described in Section 2) by incorporating disciplinary experimental and simulation data. After that, given a specific input setting (including the mean and covariance of disciplinary and shared input variables), we evaluate the means of all linking variables (uij's) and disciplinary outputs (yind) (Section 3.1), and the covariances of linking variables (Section 3.2) and of disciplinary outputs (Section 3.3), all in the context of the coupled multidisciplinary system. From these, the uncertainty in the system QOIs (ysys) can be calculated. The means and covariances are posterior in the sense that they are conditioned on the collected data (d in Table 1 , below), and they are with respect to aleatory uncertainty in the inputs xind and xs (and any uncertainty that induces in the linking variables) and epistemic uncertainty as quantified in the process of calibration and bias correction of the individual disciplinary emulators. The mean and covariance expressions that we derive are noteworthy, in that they allow the multidisciplinary system level output uncertainty to be conveniently quantified, using only the individual disciplinary emulators. That is, one does not have to conduct the system level simulation, which may be extremely computationally expensive or even impossible. Within the framework of design under uncertainty, the process will be iterative by continuously assigning different input settings and evaluating the mean and covariance of system QOIs.
Evaluation of Means of Linking Variables and Disciplinary Outputs
By inspection of Eqs. (5), (7) and (10), we can write the prediction of experimental responses in the following form (which applies to either the disciplinary outputs or the linking variables):
where ( ) denotes the mean prediction after uncertainty quantification (i.e., the emulator after bias correction and calibration), and Z(x) is defined as the prediction error (11) with Eqs. (3) and (8) (which are the SRP models before model uncertainty quantification), the mean prediction ( ) encompasses the estimation / prediction of the bias function (x) and the unknown parameters , and the random term Z(x) accounts for the uncertainty in the prediction. The equations for calculating ( ) and ( ) are summarized in 
where ui. denotes all linking variables output from the ith discipline, and u.i denotes all linking variables input to the ith discipline. Same as Eq. (11), the superscript "e" refers to the experimental response, and the hat "^" notation refers to the mean prediction of the experimental response. The terms
can be calculated by applying the equations in Table 1 to data from individual disciplines. 
and variation. These assumptions are also required for the covariance calculations later in this section. Solving the equations simultaneously for all disciplines requires only a computationally efficient system level analysis using the individually bias corrected/calibrated emulators from Section 2. It does not require a system level simulation.
Evaluation of (Co)Variance of Linking Variables
denote the vector of all the shared input variables xs and the individual input variables xind, collectively. In order to calculate the covariance matrix of the linking variables (i.e., all u's), we rewrite Eq. (14) by collecting all u terms on the left hand side, i.e.,
where 
In the preceding, X and u denote the mean vectors for X and u e , respectively. Notice that all the entries in the matrices A and B have analytical forms that can be directly calculated from the uncertainty quantification equations in 
where the symbols hui., tui., Vdui., dui., Hui., ui. all denote quantities from the uncertainty quantification in Table 1 . Eq. (18) becomes
A Z (20) from which it follows that the covariance matrix of linking variables is
where u, X and Zu denote the covariance matrices of u e , X, and Zu, respectively. X,Zu denotes the cross-covariance matrix of X and Zu, which, according to the law of iterated expectations, is
Consequently, Eq. (21) becomes
The covariance of the linking variables represented by Eq. (23) 
which, again, can be directly calculated from the uncertainty quantification equations in Table 1 . Note that this is not the same as assuming the linking variables u to be uncorrelated with each other; rather, we are only assuming that the errors (after model uncertainty quantification) in predicting the linking variables are uncorrelated.
Evaluation of (Co)Variance of Disciplinary Outputs
Proceeding as in the previous section, the Taylor series expansion (15) for the subsystem outputs results in the approximation 
Similar to Eq. (22), it can be proved that Zy is uncorrelated with X. Furthermore, assuming
Zy is uncorrelated with Zu (similar to the assumption in Section 3.2 that the elements of Zu are uncorrelated), the covariance matrix of the disciplinary outputs is 
.
It can be seen from Eqs. (23) and (27) that the covariance matrices of both the coupling variables and the disciplinary outputs are decomposed into several terms that quantify the impacts of the input variables X (i.e., xs and xind) and the model uncertainty Zu and Zy, respectively. Zu and Zy quantify the uncertainty in the linking variables and responses due to uncertainty in the calibration parameters and in the model discrepancy, as well as the interpolation uncertainty. In the design under uncertainty paradigm, it is important to include them and consider all sources of uncertainty.
In this section, we derived the means and covariance matrices of coupling variables and disciplinary responses considering both aleatory and epistemic uncertainties. The means and covariance of the system QOIs can be derived similarly, in a straightforward manner. When the system QOI is an analytical function of subsystem responses, e.g. the sum of weights of disciplinary components in a vehicle design, propagating the uncertainty from disciplinary responses to system QOIs is trivial. When system level analyses also involve aleatory uncertainty and/or epistemic uncertainty, it can be treated as a singledisciplinary UP problem, and can be solved using any existing UP method as an add-on to the MUA method.
CASE STUDY: ELECTRONIC PACKAGING
To demonstrate the effectiveness of the proposed SRP-based MUA method, in this section we consider a design problem in electronic packaging [51] , which is a benchmark multidisciplinary problem that has been frequently studied in the literature [28, 30, [52] [53] [54] .
In this test problem, a circuit consisting of two resistors is mounted on a heat sink. It comprises the coupling between electrical and thermal subsystems, as demonstrated in Following the notation in Section 3, we denote x1={x5, x6, x7, x8} T , x2={x1, x2, x3, x4} T , u12={y6, y7} T , u21={y11, y12, y13} T , and y1={y1, y4, y5} T . Table 2 The original design objective is to maximize the watt density for the package subject to several constraints, i.e. 
To test our proposed approach, we modified the original problem as follows. Since the thermal discipline is much more complex than the electrical discipline, and it requires a finite difference strategy to calculate the component temperatures, we assume that the models to evaluate y11, y12, given {x1, x2, x3, x4, y6, y7} in the thermal discipline may be inaccurate and require model uncertainty quantification. We first collected data from simulations and experiments and conducted disciplinary model bias correction (Section 4.1), and then used the updated SRP emulators for system analysis (Section 4.2). We then assessed the uncertainty stemming from input variability and model uncertainty (of y11 and y12) as it propagates to the system QOIs, and we compared the results with conventional MCS. Finally, we applied the proposed approach for achieving a robust design solution and examine the impact of epistemic uncertainty (Section 4.3).
Disciplinary Model Uncertainty Quantification
We first collected data comprised of 40 "experimental" observations. Since the original benchmark problem does not consider epistemic uncertainty, nor does it contain experimental data, we generated a set of hypothetical experimental testing data for y11 and y12 by adding zero-mean random noises to the exact model provided in [51] . The 40 experimental runs were determined via a Latin Hypercube space filling design over the sixdimensional input space for {x1, x2, x3, x4, y6, y7}. We then collected additional data comprised of 60 simulation observations of y11 and y12 from a low-fidelity simulation model that we built by intentionally adding a nonlinear model bias function (x) to the exact model. This bias function was chosen to result in a significant discrepancy between the simulation data and the exact model. The 60 simulation runs were also determined via a (different) Latin Hypercube design, so that the x locations are completely different than those for the experimental runs. Integrating the two sets of data, we applied the SRP-based bias correction approach discussed in Section 2.1 to quantify the model uncertainty and to subsequently obtain an updated emulator for both y11 and y12. To ensure that the emulator we obtain is valid for analysis and design, a validation step was performed for 20 random input settings. The emulator (after incorporating a correction for the estimated bias via the Chen, Wei MD-14-1779 27 / 44 equations in Table 1 ) was compared to the actual response (from [51] ) in Figure 5 for y11, for illustration purposes. 
Evaluation of Mean and (Co)Variance of System QOIs
Here we conduct the UP analysis considering the impact of both input variability (aleatory) and model uncertainty (epistemic) on the system QOIs. (17) . We then analytically construct the A, B, E, F matrices, and finally evaluate the STDs of the y variables using these matrices as we present in Eqs. (23) and (27) . For the purpose of validating our method, we also used a conventional MCS to evaluate the same quantities.
MCS considering aleatory uncertainty is straightforward; however complexity arises when epistemic uncertainty is also included. We adopted a nested two-level MCS: in the outer loop, random samples are generated for input variables; in the inner loop, another sampling is applied to find the distributions of linking variables, under a fixed input setting. The whole process is very computationally challenging.
A comparison between the results of MUA and MCS is shown in Table 3 . We also list the standard deviations of the outputs considering only model uncertainty (i.e., by setting the input standard deviations to zero), to demonstrate the impact of epistemic uncertainty.
The MUA method provides good agreement with the MCS. Regarding computational costs, MCS takes around six hours on a high-end computer, while our MUA method takes only 1~2 seconds, which is a huge saving. Figure 6 illustrates the probability distributions of selected responses y1, y4 via their histograms from the MCS. The distributions are neither highly skewed nor highly kurtic, which implies that for this example evaluating first two moments is sufficient for robust design and reliability-based design. Figure 6 . Histograms of system QOIs: (a) y1 and (b) y4
In this example, it appears that many of the responses are not correlated. We select a few response pairs and calculated their correlation coefficients via both MCS and the MUA method (from Eq. (26)), the results of which are shown in Table 4 . Again the proposed MUA method is in fairly good accordance with MCS. Another interesting observation is that the existence of epistemic uncertainty dramatically alters the correlation between responses, changing some of them (e.g. y6 and y11) from positively correlated to negatively correlated for this example. Figure 7 . Scatter plots of y6 and y11 (a) considering only aleatory uncertainty (for which they are positively correlated), and (b) considering both uncertainties (for which they are negatively correlated)
Examination of Impact of Epistemic Uncertainty on Design Optimization
Having the uncertainties considered, the original deterministic design optimization problem (Eq. (29)) is reformulated as a robust design version (as seen in [30] ), i.e. which aims at achieving a larger expected watt density (− ) that is at the same time less sensitive to the variation in design variables and epistemic model uncertainty. ki (i=0,1,2,3)
are a set of user-selected coefficients that balance the relative importance of minimizing the mean versus variation about the mean; a large value of k0, for example, indicates that a less variant system performance is desired while a lower mean watt density is tolerated. In this subsection we solve the design optimization problem under three different scenarios:
1) deterministic optimization without considering any uncertainty (Eq. (29)); 2) robust design optimization considering aleatory uncertainty only; and 3) robust design optimization considering both aleatory and epistemic uncertainties. The optimum solutions are listed in Table 5 . It is clear that considering uncertainty compromises the system performance (y1 in this case). The expected value of y1 is increasing, corresponding to a decrease of watt density of the electronic package, as we try to achieve a design solution that is robust to more sources of uncertainty. Table 5 , it appears from Table 3 and Figure 8 that, for this example, model uncertainty generally has less impact on the variances of y1-y7, compared to the impact of input variability. This is because we have gathered a sufficient amount of data (40 "experiments" and 60 simulations for six-dimensional models of y11 and y12) in this example for model updating, and hence the uncertainty in the calibrated and bias-corrected model is very small, as is shown in Figure 5(a) . Specifically, at the mean value of the design setting described in Section 4.2, the root MSE of the y11 and y12 predictions (which can be interpreted as the disciplinary model prediction STD) is found to be Zu≡(diag(Zu)) 1/2 =(0.5031, 0.4862), which is roughly only 1% of the mean predictions of y11 and y12. On the other hand, the standard deviations of input variables are roughly 10%
of their nominal values. For this example, the impact of input variability dominates.
However, we do expect a much larger impact of model uncertainty if the model uncertainty is larger. Figure 9 and Figure 10 plot the multiplicative increase in QOI STD and the proportion of system QOI total variance that results from model uncertainty, respectively, versus a multiplicative increase in the model prediction STD Zu. For example, if Zu is increased by a factor of 10 (in which case it is around 10% of the mean prediction and on par with aleatory uncertainty), then the STDs of both y4 and y5 would be more than twice as large as currently in Table 3 , and the impact of model uncertainty accounts for 80% of the total variance of y4 and y5. As a result, we believe that in general engineering applications, model uncertainty is a factor that should not be neglected. The epistemic uncertainty in the original example was fairly small, only because we already collected a sufficiently large data set and corrected the emulators to a satisfactory level. Analyzing the impact of model uncertainty has many potential usages, one of which is for resource allocation to reduce the system level uncertainty by collecting additional simulation and/or experimental data for selected disciplines. For example, in the original electronic packaging problem, y11 and y12 are used for system optimization constraints.
Model uncertainty that is too high may lead to an overly conservative design solution. If the designer is not comfortable with the current amount of model uncertainty, additional data can be collected over the regions where y11 and y12 are most influenced by model uncertainty. Figure 11 illustrates the impact of model uncertainty by plotting the prediction error variances (due to epistemic uncertainty) of y11 and y12 as x1 and x2 varies over the design region. Regions with higher variance are where more data should be collected. Figure 11 . Contour plots of the variances of (a) y11 and (b) y12 induced by model uncertainty over the design region of x1 and x2
CONCLUSIONS
Uncertainty propagation is critically important in multidisciplinary design optimization. Most prior work does not consider epistemic uncertainty, especially model uncertainty, although we have demonstrated that this can have a significant impact on the system level uncertainty. Our approach accounts for disciplinary model uncertainty through decomposition of coupled disciplines, resulting in a fast but accurate assessment, and an efficient SRP-based MUA method was developed to propagate multiple sources of uncertainties from disciplinary inputs and models to the system quantities of interests. Our approach first applies SRP-based modeling to quantify disciplinary model uncertainties and obtain disciplinary SRP emulators, and then estimates the lower-order statistical moments of system QOIs based on a Taylor series expansion. The tractable structure of SRP emulators is fully utilized so that the approach leads to compact analytical formulas.
Compared with traditional uncertainty propagation methods in MDO that consider both aleatory and epistemic uncertainty, our approach yields a significant saving in computational cost; it enables uncertainty propagation for strongly coupled MDO systems while most other methods like MCS are unlikely to be feasible. The computational complexity of the method only resides in the inversion of matrix A [which is a matrix relating the linking variables, as appears in Eq. (27)], and hence it can handle a system with a reasonable number of linking variables as long as the matrix inversion of A is feasible.
Furthermore, the proposed method is applicable to both feed-forward and feedback coupling relationships between different disciplines. We consider it extremely useful in the situation when only the mean and (co)variance of system QOIs are of interest (e.g. in a robust design scenario), in which case the method is independent of the particular form of distribution for the input variables. A benchmark electronic packaging problem was used to show that the proposed MUA method is effective and extremely efficient in evaluating the means and variances of system QOIs.
The limitation of the proposed work is that the 1 st -order Taylor expansion would not be accurate if the model is highly nonlinear over the range of input variation. We plan to improve the proposed method in this aspect as future work. We also plan to incorporate our proposed method as a part of multidisciplinary design optimization framework, including performing multidisciplinary statistical sensitivity analysis to evaluate the relative contributions of aleatory and epistemic uncertainties, developing a rigorous resource allocation scheme to reduce the system level uncertainty, etc. We anticipate that the proposed SRP-based MUA method will significantly accelerate many analyses in multidisciplinary design while maintain good accuracy.
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