Spear phishing and other forms of online scams are having an increasing impact on society. This paper overviews our current work exploring individual differences in susceptibility to malicious influence online from a social science perspective and asks how fusion with adaptive and collaborative system approaches could be harnessed to reduce differential susceptibility across individuals via system design processes.
INTRODUCTION
Clicking on malicious links within phishing e-mails or responding to online scams can have substantial consequences for individuals and organisations, including becoming the victim of financial fraud, losing sensitive information or data, and for organisations, the effect of wider reputational damage (Atkins & Huang, 2013) . The majority of these malicious influence attempts exploit common biases and heuristics in human decision making to persuade people to respond quickly and without thinking (Kahneman, 2011) . They do this through the use of well-documented influence techniques, such as instilling a sense of urgency, exploiting people's tendency to comply with authority figures or to help those in need, and wanting to avoid potential losses (Cialdini, 2007; Stajano & Wilson, 2011) .
This position paper briefly overviews our work on individual differences in susceptibility to influence from a social science perspective. It raises the question as to how fusion with HCI approaches could be harnessed to address differential susceptibilities through system design processes. Fundamentally, we ask how could HCI questions be integrated within our current research approach to reduce individual susceptibility to malicious online influence?
INDIVIDUAL DIFFERENCES IN SUSCEPTIBILITY
Differences in risk-preference, degree of selfcontrol and trust have been suggested to contribute to susceptibility to influence (Roberts & Manolis, 2012; Whittle et al., 2013) . Risk-taking has been linked with impulsive behaviour, sensation-seeking and low self-control (Mishra, 2014) , all of which may increase susceptibility to the visceral rewards commonly used in scams. The ability to control behaviour is a resource-intensive task (Fransen & Fennis, 2014) , which may also lead to individuals with high self-control becoming vulnerable in particular contexts. For instance, depleted cognitive resources as a result of distraction or information overload may reduce an individual's ability to control their behaviour when faced with an influence attempt (Roberts & Manolis, 2012; Welsh, et al., 2014) . This may lead to people focusing attention on the influence techniques used within the message at the expense of potential authenticity cues when making decisions (Vishwanath et al., 2011) .
A number of scams attempt to induce an emotional response, such as excitement at the prospect of a reward, desire for an online romance, or panic regarding the suspension of accounts. This can increase people's focus on short-term goals, leading them to make decisions based on the alleviation of negative emotions or the enhancement of positive ones (Isen & Patrick, 1983) . Online scams may also attempt to target people who are already in particular emotional states, such as those who are likely to be under stress or pressure, have low-self esteem, or are lonely (Whittle et al., 2013 ).
An increased propensity to trust others, a trait commonly found in those high in extraversion and agreeableness, also increases vulnerability to techniques that rely on misplaced trust, such as assuming that a social media contact is who they claim to be. Degree of experience and knowledge of online environments may also lead people to have particular expectations regarding the trustworthiness of certain communications (Levine, 2014) . People have been found to inherently trust information unless they have a particular reason to doubt it (Bond & DePaulo, 2006) . However, certain populations, such as police officers, and certain contexts, such as sales environments, have been linked with a greater degree of suspicion (DePaulo & DePaulo, 1989; Garrido, Masip & Herrero, 2004 ). People's awareness of online risk, their degree of technical understanding and their perception of the potential threat are all likely to impact on trust decisions regarding online communications (Vishwanath, Harrison & Ng, 2016) .
THE RELATIONSHIP WITH CONTEXT
When people respond to a phishing e-mail they are likely to be influenced by a range of factors related to the context they are in. People may be distracted by other tasks or competing stimuli (Zupor & Tormala, 2015) or may be particularly busy and have limited cognitive resources available for message processing (Sweller, 1988) . Their relationship with the wider environment, such as their relative position within an organisation, the norms and routines they commonly encounter online, their different motivations for using different online mediums, and wider organisational or societal values may all impact on behaviour. Within organisations, more powerful individuals have been suggested to be less susceptible to social influence attempts since they are less reliant on social compliance for workplace survival (Pitesa & Thau, 2013) .
Frameworks for understanding differences in susceptibility to influence are currently being developed and expanded (e.g., Vishwanath et al., 2016; Wright & Marrett, 2014) . However, these have focused predominantly on dispositional factors, such as personality, or experiential factors, such as knowledge and habits, and do not currently account for potential interactions with wider context or state-induced factors such as emotional state, cognitive capacity or relative position within wider technical, organisational and social systems.
WHERE COULD SYSTEM DESIGN FIT?
Identifying a means of reducing the impact of stateinduced factors, such as emotional responses and cognitive pressure, on decision-making in influence contexts remains a particular challenge. The primary aim of our work is to develop targeted means of reducing individual susceptibility to malicious influence according to particular vulnerabilities. This involves developing a means to effectively assess current online vulnerabilities and adapt environments accordingly.
Current standards for human-centred design (e.g., ISO 9421-210) highlight a need to explicitly understand users, their tasks and their environments. Malicious online influence presents a difficult problem in this respect, since it is these same tasks and environments that may be exploited. Maximising one may inadvertently maximise opportunities for the other. For instance, trust-inducing mechanisms can be mimicked by fraudulent websites to increase perceived trust in consumers (Grazioli & Jarvenpaa, 2000) .
Adaptive interfaces are one means by which systems may respond to differential needs of users (Jameson, 2009 ). However, this would require a system to identify and respond to the particular vulnerabilities of the user (e.g., clicking without thinking) rather than their primary goals at the time (e.g., to respond to emails as quickly as possible). These vulnerabilities would also have to link with potential solutions, such as collaborative decision tools (Arias et al., 2000) , support and reporting sites or attention-directing mechanisms (Khan et al., 2005) .
As social scientists we ask the following questions of system design experts:
• How can we fuse these approaches with our own models to reduce susceptibility? • What are the design implications and how can they be tested? • How adaptive and flexible could such approaches be across individuals and scenarios? • Can training and awareness campaigns be effectively combined with embedded collaborative processes or design cues across different contexts?
We ask these questions with the goal of building collaborations that fuse expertise and enable us to understand where collaborative opportunities could be effectively located within research conducted at the individual, group and societal level. 
