Abstract
Introduction
The Sensitive Artificial Listener demo is an early version of a system supporting sustained emotionally-coloured machine-human interaction using non-verbal expression, which is currently being developed by the FP7 project SEMAINE. The system aims to engage the user in a dialogue by paying attention to the user's nonverbal expression, and reacting accordingly.
The motivation for the system comes from the observation that existing multimodal dialogue systems usually lack the "soft skills" that humans naturally use to indicate to each other that they are interested in a conversation with each other, that they are listening, that they want the speaker to keep on talking or that they want to start speaking themselves. What humans do without any specific effort however is too difficult for today's interactive technology.
To simplify the challenge somewhat, the SAL system avoids task-oriented dialogue. Instead, it models the type of interaction found at parties: you listen to someone you want to chat with, and without really understanding much of what they are saying, you exhibit all the signs that are needed for them to continue talking to you. Similarly to the Rapport agent [1] , SAL characters show non-verbal listener signals; in addition, they can also speak to engage the user in a simple dialogue.
The approach has been test-run using Wizard of Oz setups at various stages of maturity [2] [3] . This has allowed us to fine-tune the scripts used by the various characters, in order to react to the emotional state of the user in plausible ways despite the lack of verbal knowledge.
The system is being developed in large parts as open source. A first public version of the system has been made publicly available on sourceforge [4] [5] . It provides the SEMAINE API, a re-usable middleware for emotion-oriented systems, as well as elementary system components. The next public version, which will correspond to an enhanced version of the current demo, is scheduled for publication by the end of 2009.
The system is based around standard representation languages for the communication among its modules, thereby promoting interoperability and reuse.
Demonstration setup
The setup is a simple face-to-face setup, with one human user sitting in front of a computer screen showing the face of an Embodied Conversational Agent (ECA). The user is wearing a headset for voice analysis and is recorded by a video camera for facial expression analysis. The ECA is speaking through loudspeakers, and is showing both verbal and non-verbal behaviour.
A second computer screen shows a system monitor, displaying graphically the current information flow in the system, and providing detailed information about the processing times used by components and the data flowing between components.
Technical content of the demonstration
Technically, the demonstrator system is a multimodal interactive system with components integrated across programming languages and operating systems by means of a middleware layer, the SEMAINE API [4] . Components may be running on Windows, Mac OS X or Linux, and are programmed in either C++ or Java. User behaviour is first analysed in terms of low-level feature extractors for speech and face (Figure 1) . The resulting feature vectors are processed by analyser components, in terms of context-free behavioural and mean- A range of interpreter components is used to make context-dependent judgements based on the evidence from the analysers. Here, collected evidence for a certain emotional state becomes the system's "current best guess" of the actual state of the user and the dialogue. Furthermore, interpreters deduce an agent state, such as the agent's interest in talking more with the user given the dialogue history and the current user state.
Drawing on that collected evidence, a set of action proposers produces candidate actions, which can be non-verbal actions such as a smile mimicking the user's smile, backchannels while the user is speaking, or verbal contributions.
An action selection component attempts to prioritise actions where several candidates are produced at the same time.
Some of the actions being represented in terms of their functions, they are mapped onto suitable behaviour by a function-to-behaviour component using a multimodal mapping table, listing the known behaviours in different modalities that can be used to realise a given function.
Behavioural representations are then processed by speech synthesis and a visual behaviour realiser, and rendered by a player.
Details on the technological setup are available in [4] .
Outline of a SAL session
After initial explanations, the user chooses an interaction partner among, Spike, Poppy, Obadiah and Prudence (see Figure 2) .
Each character has its own emotionally coloured scripts, covering among themselves the four quadrants of activation-evaluation space. Poppy is positive-active, i.e. a cheerful character that will insist on seeing the bright side of things. Spike is negative-active, showing aggression unless the user is also in an aggressive mood, in which case he would consent that that is the right attitude. Obadiah is negative-passive, or gloomy, and will basically suggest to the user that there is no way out of the difficulties that the user undoubtedly is in. Finally, Prudence is pragmatic, or positive-passive, and will attempt to positively calm down the user in a way that is oriented towards solutions.
Over the course of a session, the user will first choose to talk to one of the characters. That character will use its script to try and sustain the conversation, until either the user or the agent decides that the user should talk to another character. In the lab, sessions typically last for around 20 minutes; in the demo session, much shorter sessions with changing users are anticipated. 
