Abstract. The existence of at least one solution to a nonlinear second order differential equation in R k on the semi-infinite with the first derivative vanishing at infinity is proved by using topological methods. The second boundary condition is x(0) = 0 or x (0) = 0.
Introduction
Asymptotic boundary value problems for second order ordinary differential equations appear when we look for radial solutions of nonlinear elliptic equations in unbounded domains with prescribed behaviour at infinity. Especially, the Dirichlet problem on the exterior of the ball with a bounded solution was studied by R. Stańczy [12] . Here, we are seeking a solution which has a bounded derivative at infinity and satisfies the Dirichlet or Neumann conditions on the boundary of the ball. It gives the following boundary value problems:
x =f t, x, x , x (0) =0, lim t→∞ x (t) =0, x =f t, x, x , x (0) =0, lim t→∞ x (t) =0.
The first of them is nonresonant -the problem x = 0, x(0) = 0 = lim t→∞ x (t) has no nontrivial solutions. Thus, we can write down an integral operator with fixed points being solutions of the problem (comp. [6] ). The second problem is resonant, since the corresponding homogeneous linear problem: x = 0, x (0) = 0 = lim t→∞ x (t) has nontrivial solutions -constant functions. Hence, there is no equivalent integral equation. The existence of a solutions must be obtained by other topological tools. Similar boundary value problems have been studied by different methods in many papers. We mention only [1, 2, 3, 4, 5, 8, 9, 11] .
In [10] , the asymptotic boundary condition lim t→∞ x (t) = 0 is replaced by x ∈ H 2 (R + ) that is close but not the same as our one. Assumption are of completely different kind.
Although the radial solutions of elliptic equations take values in R, we will consider x ∈ R k . Such problems for ordinary differential equations are of an independent interest.
The choice of the space
In order to apply known topological methods, we need an appropriate Banach space. Let U be a Banach space
with the norm
The convergence of the sequence (x n ) in the space U means: (x n | K ) is uniformly convergent for any compact set K ⊂ [0, ∞) and (x n ) is uniformly convergent.
Observe that U is a space of functions such that:
Proof. Observe that
and the lemma follows.
The following theorem gives a compactness criterion in U. By (1) we also have that |y n (0)| ≤ M . So we can extract a convergent subsequence y n l (0). Moreover, by (3), we get
for t ≥ S. Hence the sequence y n l (t) is uniformly convergent for t ≥ 0. Since y n l (0) is convergent and y n l is uniformly convergent, so we get that (y n l | K ) is uniformly convergent for any compact set K ⊂ [0, ∞). Then the sequence (x n ) ⊂ A has a convergent subsequence. Hence A is relatively compact.
The nonresonant problem
Let us consider an asymptotic BVP
where
The problem is nonresonant, i.e. for f = 0, there is no nontrivial solutions, it follows that the Green function exists and (3.1) is equivalent to the integral equations
We will show that problem (3.1) has at least one solution.
We will need the following assumption:
Now, we consider the nonlinear integral operator
We will show that under assumptions (i) operator T is well defined and continuous. Let
under assumption (i) and (3.3). We have
Observe that T x and (T x) are continuous, which is clear from (3.5), (3.6) and (3.4) . Moreover
Hence T : U → U. Now, observe that operator T is continuous. Let x n ⊂ U and let (x n ) → x. Since T x (0) = 0 for any x ∈ U, we have
Hence we get that operator T is continuous, which is clear from (3.4) and the Lebesgue dominated convergence theorem. Now, we prove that operator T is completely continuous. 
We thus get (1) . Now, we prove condition (2). We show that for any ε > 0 and
Let δ = min {δ 1 , δ 2 , δ 3 }. Hence, from Lemma 2.1, we obtain
It remains to prove condition (3). By assumption (i) for every ε > 0 there exists t 1 , t 2 , t 3 large enough so that
Let S = max {t 1 , t 2 , t 3 }. From Lemma 2.1 and (3.7) for t ≥ S we get
and the proof is complete.
We will need an additional assumption:
and |y| ≥ M .
Theorem 3.1. Let assumptions (i)-(ii) hold. Then problem (3.1) has at least one solution.
Proof. Consider the continuous family of BVPs:
depending on a parameter λ ∈ [0, 1]. Then problem (3.8) is equivalent to an integral equation
By Lemma 3.1 we get that operator λT is completely continuous. Let us
If H (λ, ϕ) = 0 for λ = 0 and ϕ ∈ ∂Ω, then BVP (3.8) has only a trivial solution, which does not lay on the boundary of Ω, a contradiction.
Assume that H (λ, ϕ) = 0 for λ ∈ (0, 1] and ϕ ∈ ∂Ω. Let us consider ψ (t) = |ϕ (t)| 2 . Observe that lim t→∞ ψ (t) = 0. Hence ψ has maximum M 2
Hence homotopy H does not vanish on the boundary of Ω for λ > 0. Finally H (λ, ϕ) = 0 for λ ∈ [0, 1] and ϕ ∈ ∂Ω. Consequently,
Hence T has a fixed point in Ω. We obtain that problem (3.1) has at least one solution.
The resonant problem
Since constant functions are solutions for f = 0, the problem is resonant. We will need the following assumptions: (iii) f (t, x, y) is Lipschitz continuous with respect to x and y;
Now, we consider problem
for fixed c ∈ R k . Observe that (4.2) is equivalent to an initial value problem
Since f is continuous than by assumption (iii) and the Local Existence and Uniqueness Theorem we get that problem (4.3) has a unique local solution. We can write down (4.2) as
By (iv) and (3.3) we get
Now, due to Gronwall's Lemma, we have
Hence, by the theorem on a priori bounds [7] , (4.3) has a unique global solution for t ≥ 0. We obtain that (4.2) has a unique global solution for t ≥ 0. Moreover, by assumption (iv) and (3.3) we have
Hence (4.2) has a unique bounded global solution for t ≥ 0.
In particular, there exists a limit
We conclude that g : R k → R k .
Lemma 4.1. Under assumptions (iii) and (iv) g is continuous.
Proof. Fix c 0 ∈ R k and ε > 0. We choose M > 0 large enough to get
Now, due to the continuous dependence of solution with respect to parameter, we have that there exists δ > 0 such that
We get
which completes the proof.
The solution of the problem (4.1) is obtained, if one can find such c ∈ R k that g(c) = 0. To this end we need Miranda's theorem ( [7] ).
We can now formulate our main result. We shall show that g satisfies assumptions of Miranda's theorem. The function g is continuous by Lemma 4.1.
Let c i = M + 1. We prove that y i (t) ≥ 0 for t ≥ 0. From (4.2) we have y i (0) = 0. Assume that for some t we have y i (t) < 0. Then there exists t * := inf {t | y i (t) < 0} such that, y i (t * ) = 0 and y i (t) ≥ 0 for t < t * . Since y i (t) is continuous there exists t 1 > t * such that 
