I. INTRODUCTION N recent years there has been a considerable increase I in research activities directed towards the development of optoelectronic devices based on quantum-well structures [ 11- [4] . The work and time spent to develop a new device is, however, very high and in order to better understand the physical properties of a device it is important that one can simulate the expected performance on a computer. Scientists working with the processing technique, without expert knowledge in numerical computation, must be able to implement computer models, appropriate to their problem, on their own. Therefore, it is important with simple methods that give useful and accurate results on PC-level computers. Such methods must be both easy to implement and relatively fast. Furthermore, they must be tested on a wide range of structures to ensure that they are well behaved.
In this paper we present a simple, accurate, and fast algorithm for numerically solving the Schrodinger equation in quantum-well structures. The algorithm is based on the transfer matrix method (TMM). The TMM is a general numerical method that can be used for a wide range of problems dealing with second-order differential equations. One example is the calculation of propagation characteristics in planar waveguides, presented by Walpita, [5] and in a modified form by Ghatak et al. [6] . One other example of the TMM is given in [7] , where the Manuscript received February 16, 1990; revised July 12, 1990 . This work was supported by the National Swedish Board for Technical Development (STU).
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spontaneous emission in a DFB-laser is investigated. The TMM is simple to implement and gives accurate results to three or four digits, which is more than sufficient for most applications. In [8] the TMM with Airy-functions is used to calculate the energy levels of a variably spaced superlattice energy filter (VSSEF). To our knowledge this is, however, the first time the transfer matrix method is extensively compared with various other methods for solving the Schrodinger equation in problems related to quantum-well structures. The practical limits and the usefulness of the TMM are reviewed, and our results are compared with results obtained using several other methods. Furthermore, we examine the importance of including the variation of the effective mass with aluminum concentration into the calculations. This variation is, however, often neglected by other authors. Various methods have been presented to solve the Schrodinger equation numerically. Two examples are the WKB approximation [9] and the variational calculations [lo] , [ 1 11. Ghatak et al. [ 121 present a matrix method, for solving the Schrodinger equation in quantum-well structures, which in principle is quite similar to this method.
In [13] the energy levels are found by the stabilization method of quantum chemistry. Furthermore, many methods dealing with these problems are cumbersome to implement. Two such examples are the Monte Carlo method [ 141 and the finite element method (FEM) [ 151, [ 161. To implement algorithms based on these methods expert knowledge in computer science is required. The method described here, the TMM, is simple to implement and gives quick and accurate answers to complex problems. This paper is outlined as follows: in Section 11, we will give a brief explanation of the theory behind the transfer matrix method and its implementation. Section I11 contains several examples of results obtained with our program and a comparison of these results with those of others. This is done both for single quantum-well (SQW) structures and superlattice structures. In addition, we investigate the problem with SQW structures and superlattices in an applied electric field and take the variation of the effective mass with varying aluminum concentration into account. Finally, in Section IV, we discuss some advantages and disadvantages with the transfer matrix method compared to other methods. ( 1 ) where the variables r and t denote space-coordinate and time-coordinate, respectively. The particle mass is denoted m and h is Planck's constant. Furthermore, the electric potential in which the particle is moving is denoted by U ( r, t ) , which indicates that it can be both time and space dependent. The unknown, space and time-dependent, wave function is denoted by U ( r , t ) .
We follow the envelope-function approximation presented by Bastard [17], [18] . In this approximation all rapidly varying phenomena, on the scale of atomic cells, are discarded and the wave function U ( r , t ) can be separated in one time-dependent and one time-independent part. U( r, t ) = 9 ( r ) . e-2TiE"h (2) where 9 ( r ) is the steady-state solution, and E is the energy eigenvalue. If we adopt the effective-mass approximation [16]-1181 and only study steady-state problems in one-dimension, (1) can be expressed as
where the variation in space of the particle's effective mass is expressed by m * ( x ) . In order to discretize the problem, we consider a piecewise constant potential profile, as shown in Fig. 1 where we have a total of N layers, starting with layer No. 0 (for --03 < x 5 x g ) to layer No. N -1 (for x > x N P 2 ) .
In each of these layers both the potential V, and the effective mass mj* are assumed to have a constant value. Our problem is now to solve (3) in each layer for a given potential profile. Within each layer the wave functions can be expressed as exponential functions according to Euler's formulas and we write for the wave function in layer number j If E < VJ then ri is real and negative, otherwise it is complex. Note that, so far, we have said nothing about the actual shape of the wave function except that within each layer it must be possible to write it as a linear combination of complex exponential functions as in (4) .
The boundary conditions for the wave functions at the border between two layers can be written as (according to Fig. 1 the x-coordinate at the boundary between layer j a n d j -1 has the value xi-I ) 9j-l(xj-l) = 9 g X j -I )
It was shown by Bastard [ 171 that for a quantum well the particle current is not conserved, hence, the factor I / m * in (8). As further pointed out by Bastard, the boundary condition in (8) is the only one which ensures stationary eigenstates even if there is a jump in the effective mass at the boundaries. The total wave function for the system 9 is now given by summing the wave functions, !kj in all individual layers together. It should be pointed out here that the process of discretizing (3), with piecewise constant effective mass and potential values, implies that the wave functions in (4) are only valid within each layer and not at the very boundary points. However, this does not in any way restrict the generality of the numerical method presented here.
Applying the boundary conditions in (7) and ( 
where Mi is a 2 x 2 matrix. By repeatedly applying (9), we can find a relation between the A and B coefficients in the outermost layers
We still need one more constraint to be put on the solution. The wave functions should be bound in space, that is, they should be zero in amplitude when x tends to plus or minus infinity. As can be seen in (4), this constraint demands that A. = 0 and B N -, = 0, which is satisfied if the coefficient cy22 equals zero in (10). In other words, we have found a solution to (3) whenever we have an eigenvalue E that fulfills the requirement
Note that cy22r in general, is complex and both the real and imaginary parts should be zero to satisfy the eigenvalue conditions. By dividing the potential into several layers with a constant potential profile within each layer it is now possible to solve the one-dimensional Schrodinger equation for an arbitrary potential profile. We have implemented an algorithm for solving (1 l ) , for an N-layer potential profile. This algorithm is explained in detail in [ 191. The problem has been tested on a microcomputer, based on a Motorola 68010 processor. The average time for calculating four energy levels and the corresponding wave functions is about two minutes for a 40-layer potential profile. Usually the time spent for presenting the output to the user (i.e., plotting curves and diagrams) is in the order of several minutes, and therefore we do not see any reason for optimizing the code with respect to speed at this moment.
The wave functions in an arbitrary piecewise linear potential profile, as shown in Fig. 2 , can be expressed as a linear combination of Airy-functions [8] , [ 131, [20]-[22] . The wave functions in each layer can thus be solved by using (12) , below, instead of (4) Aj A i (~j )
where A i ( x ) and B i ( x ) are Airy-functions; zJ is defined in [22] ; and pJ in (8). The energy values and wave functions can now be solved from (12) in exactly the same way as described above.
For calculations concerning Al, Ga, -, As material we have used the formulas given by Adachi in [23] to calculate the effective mass and potential profile. If an external electric field is applied, the potential profile will be changed according to the equation
where 5 is an applied external electric field, in V/m, and V ( x , 0) is the potential profile without any applied field. The elementary charge is denoted by e and x is the space coordinate. GaAs material. In this section, we give a number of examples and for each example we have compared our results with those of others. In the first part of this paragraph we have calculated the energy levels in SQW structures in Al,Ga, -,As material, without any external electric field. We then continue by investigating the effect of an applied external uniform electric field and finally we examine the location of the energy levels in a VSSEF structure. For convenience parameters used for the calculations of all described structures are given in Table I .
NUMERICAL EXAMPLES

A. A Rectangular Quantum Well in AI, Ga I -.r As Material
We first consider an SQW with parameters according to column A in Table I . As stated in [23] , the effective masses of electrons and holes vary with the concentration of aluminum and should therefore have a different value inside the well than outside the well. We show results obtained both with a varying effective mass approximation (VEM) and by setting the effective mass to a constant value throughout the structure (CEM). In Table 11 , we compare our results obtained with the TMM, with those of Nakamura et al. [ 161, who have used a FEM program. According to the formulas in [23] a percentage of aluminum of x = 30% would give a well depth of V, = 224.4 meV. Since [16] obviously has made calculations on the case V, = 225.0 meV we present our results for this case too. As can be seen in Table 11 , there is an excellent agreement for the VEM case between our results and those of the more complex FEM analysis performed by Nakamura et al. However, there is a substantial difference between the CEM results and those obtained with the VEM approximation. Thus, the variation of the effective mass in the structure can not be neglected if one desires accurate results. Bajema et al. [24] , have experimentally investigated the intersubband transition of photoexcited electrons in SQW structures by Raman spectroscopy. The parameters for their structure are given in columns B and C in Table I . ! or such wide quantum wells as in this example ( L = 264 A ) , the energy levels will be located very close to each other. We have calculated the location of the two lowest energy levels in the quantum well. These calculations have B. An SQW with an Applied Field In Fig. 3 we show the potential profile and ground state wave function for an electric field of 100 and 400 kV/cm, applied to the SQW structure in column D in Table I . These parameters correspond to an Al, Gal --x As material with 38% aluminum (x = 0.38) and a band-splitting ratio of 85 : 15 (Q, = 0.85). Note that a band-splitting offset of 85: 15 would result in a well depth of V, = 402 meV according to [23] , but in order to compare our calculations with those of Ghatak et al. we use the value V, = 400 meV in this example. We have used a 24-layer approximation to describe the quantum well and the region outside the well. The potential is assumed to be-constant from minus infinity to x = 0 and from x = 170 A to plus infinity, as shown in Fig. 3 . The parameters of this SQW are chosen in such a way that only one bound energy level exists. In this example we have tested the TMM algorithm with both a sine-cosine wave function approximation according to (4) and an Airy-function approximation according to (12) . In Table IV , we compare our calculated results with those of Ghatak et al. (see [12] ). It is seen that there is an excellent agreement between our results and those of Ghatak et al. However, if the variation of the effective mass is taken into account, the location of the energy levels are substantially shifted. The difference between 178.3 meV for a constant effective mass approximation and 158.9 meV for a variable effective mass calculation is indeed important. Comparing this result and those in Table 11 , the conclusion is that if we want to make accurate calculations of the location of the bound energy levels in AlGaAs material, it is far more important to take the variation of the effective mass into account than to use the most sophisticated numerical algorithm.
In Appendix B of [25], Miller et al. describe an "exact solution for a particle in an infinite well in the presence of a uniform static field". It would be interesting to compare their analytical solution with this numerical method.
We have therefore made calculations on the same type of For our calculations we used the parameters in colump E of Table I . The well is divided into ten layers of 5 A each and the well depth is set to 1 keV, which approximately gives an infinitely deep well. The effective masses are set to a constant value of 1.0 -rn, throughout the structure. In Fig. 4 Table   V , we show our results obtained with the TMM algorithm and the FEM results read from diagrams in [ 161. For the TMM calculationso the structure was divided into 40 layers (30 !ayers of 10 A each inside the SQW and 5 layers of 20 A on each side). We see that the TMM give just as accurate results as the more complex FEM program. Comparing the CEM and VEM columns we see that the energy levels for constant effective mass are located higher up in the quantum well than those calculated with a variable effective mass, as expected. Once again we show the importance of taking the variation of the effective mass into consideration.
When a strong electric field is applied to an SQW structure the system may not have true bound states. The particles, initially confined in a well, can lower their potential energy by tunneling out of the well. However, it may period of time before they tunnel out. In the case of quasibound states, the eigenvalues (energy levels) may be complex. Following the notation used by Ahn and Chuang [2 11, we define a complex eigenvalue
where E,, is found to be positive. The parameter E,, can be related to the tunneling probability per unit time, which in turn is a measure of the lifetime of the quasi-bound particles. Thus, the lifetime T associated with the particle is given by the relation Tbe location of the energy levels for heavy holes in .a 37 A wide SQW with 100 meV high walls, submitted to an electric field are calculated in [21] . For this narrow well there exists only one energy level. The parameters used for the calculations are shown in column G of Table  I . Our results were obtained with the TMM program by dividing the structure into 29 layers. It is readily seen in Table VI that the results calculated with the TMM agree well with the phase-shift analysis, the stabilization method, and the resonance method described in [21] . Returning to the SQW structure in column D in Table I , we have also used the TMM with constant effective masses and a 24-layer approximation of the potential profile to calculate the lifetimes for the quasi-bound states. In Table  VII , these calculated lifetimes are compared with those predicted in [ 121. As can be seen by comparing the results in Table VI and VI1 there is a great uncertainty in the calculated values of Ei, and 7. This difference is, however, small compared to the change in the location of the energy levels that are imposed by applying the variable effective mass approximation.
C. A VSSEF Structure
Finally, we will calculate the location of energy levels in the VSSEF structure presented in column H of Table I and Fig. 5 . Our results are compared to those obtained by Brennan and Sommers [8] . The structure was divided into 49 layers of unequal size as indicated by the potential profile in Fig. 6 . In Fig. 6 we also show the calculated position of the energy levels in the VSSEF structure for three different applied electric fields. As can be seen from this figure the energy levels in the two smaller quantum wells will align with the second energy level of the 110 A wide quantum well at a field strength of about 55.5 kV/cm. Fig. 7 present plots of the intensity of the wave functions for the two energy levels E: = 90.5 meV and E"' = 91.6 meV, at a field strength of 3 = 55.5 kV/cm. As can be seen in the figure the wave functions arc not fully confined to the quantum wells but can penetrate the barriers. In [8] . Energy levels are expressed according to the refFrence level ( E = 0 ) in the lower left comer of the 110 A wide quantum well (see Fig. 5 ) . The discrepancy of about 10-15 meV between our results and those of [8J is not fully understood. In [8] a well depth of 500 meV was assumed. Changing the well depth from 477 to 500 meV in our calculations results in a shift in the location of the energy levels of only 5 meV. The remaining difference between our results and those of [8] may be due to the use of different effective masses.
IV. DISCUSSION We have compared our TMM program with results from several other methods. In all these cases, no significant differences appear in the location of the energy levels or wave functions. We conclude that it is much more important to use the appropriate parameters for the effective mass and the band-splitting ratio than to use the most numerically accurate algorithm. The advantage with the transfer matrix method has clearly been shown. The algorithm is easy to implement. The program gives fast and accurate answers and it is applicable to almost any type of one-dimensional problems. We have shown that it is easy to take the variation of the effective mass into account and to calculate energy levels for potential profiles with an applied static electric field.
It may be argued that, in numerical terms, the matrix coefficient aZ2 will never be exactly zero, but just close to zero. Explicitly writing out (4) culated value of the matrix coefficient a22 is smaller than some given value. However, this problem with the shape of the wave function is easily avoided, since in all the examples we have studied, no author has plotted the wave function in a range that exceeds ours, and hence, our method is working just as well as any other. When searching for quasi-bound states there is a difficulty in finding the correct complex energy levels. For bound states the energy levels are located along the real axis, but for quasi-bound states the energy levels must be expressed as complex numbers. For all practical potential profiles the corresponding imaginary part of the energy levels Eim is only a small fraction of the magnitude of the real part E,. In Table VI , for example, Elm is in the order of to times smaller than Ere. Therefore, the search algorithm we use is designed for first making a preliminary search along the real axis. When a rought estimate of E is found, the program continues to refine this value by searching in the complex plane around this preliminary value. There is no difference in the used searchmethods depending on whether the energy-values are expected to be bound or quasi-bound. For both cases we execute exactly the same search algorithm. For potential profiles that results in bound states, Eim is found to be identically zero. For potential profiles that gives quasibound states the calculated value of Eim will be not identically zero, but close to zero, as indicated in Table VI . However, this search method only gives accurate results of Eim as long as the location of the root is not to far from the real axis. For large electric fields the program might fail to find a correct complex energy level. This effect can be seen when comparing the calculated lifetimes in Table  VII . For applied fields from zero to 300 kV/cm the calculated lifetimes do decrease with increasing field strength, but for the calculation at 350 kV/cm the TMM predicts a larger lifetime than for 300 kV/cm. When comparing our TMM program with sine and cosine wave functions and the Airy-function method [(12)] we found no significant differences between the calculated values. The implementation of routines for calculating Airy-functions is, however, a tedious task. Even though the number of layers decrease when using the Airy-func- 
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tion algorithm the numerical errors might increase if the Airy-functions are not evaluated properly. The advantage of these Airy-function solutions is that, when working with linearly varying potentials, there is no need to divide the potential profile into several small layers. Thus the numerical errors due to approximations in each layer will decrease. On the other hand, there is a problem in calculating the Airy-functions correctly. This is especially difficult if the slope of the potential profile is close to zero. The conclusion is that the transfer matrix method with sine and cosine wave functions [(4)] in general is more reliable and gives just as accurate results as the Airy-function method.
V. CONCLUSION
A fast and accurate algorithm for solving the one-dimensional time-independent Schrodinger equation for a piecewise-constant potential profile has been presented and compared to other methods. Since any potential profile can be approximated to arbitrary accuracy using a piecewise constant function, the Schrodinger equation can, in principle, be solved for any potential profile. We have showed that this method can easily be used for a large variety of problems. The transfer matrix method involves straightforward multiplication of 2 X 2 matrices and is simple to implement on a computer. The method presented here gives not only the correct complex eigenvalues (energy levels), but also the correct wave functions which makes it a very valuable tool when analyzing quantum-well structures.
We have compared our implemented transfer matrix method with results from several other methods, including the more complex finite element method. The energy values, calculated with the TMM, are correct to an accuracy of at least three digits. In cases where we have had discrepancies between our results and those of others it has been due to the fact that we have used different input parameters, such as the effective masses and the bandsplitting parameter. We show that the use of correct values of m* and Qc, although often neglected, is far more important than the numerical accuracy of the algorithm.
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