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Density of Positive Eigenvalues of the
Generalized Gaussian Unitary Ensemble
Mohamed BOUALI
Abstract
We compute exact asymptotic of the statistical density of random
matrices belonging to the Generalized Gaussian orthogonal, unitary
and symplectic ensembles such that there no eigenvalues in the in-
terval [σ,+∞[. In particular, we show that the probability that all
the eigenvalues of an (n × n) random matrix are positive (negative)
decreases for large n as ∼ exp[−βθ(α)n2] where the Dyson index β
characterizes the ensemble, α is some extra parameter and the expo-
nent θ(α) is a function of α which will be given explicitly. For α = 0,
θ(0) = (log3)/4 = 0.274653... is universal. We compute the probabil-
ity that the eigenvalues lie in the interval [σ,+∞[ with (σ > 0, if α > 0)
and (σ ∈ R, if α = 0). This generalizes the celebrated Wigner semi-
circle law to these restricted ensembles. It is found that the density
of eigenvalues generically exhibits an inverse square-root singularity
at the location of the barriers. These results generalized the case of
Gaussian randommatrices ensemble studied in [4], [7].
Math Subject classification: 15B52, 15B57, 60B10.
Key-words: Random matrices, Probability measures, Logarithmic
potential.
1 Introduction
Random matrix theory has been successfully applied in various branches
of physics and mathematics, including in subjects ranging from nuclear
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physics, quantum chaos, disordered systems, and number theory. Of par-
ticular importance are Generalized Gaussian random matrices with den-
sity is a Gaussian function times a power of the determinant. there are
three classes of matrices distributed with such density: (n×n) real symmet-
ric (Generalized Gaussian Orthogonal Ensemble (GGOE)), (n×n) complex
Hermitian (Generalized Gaussian Unitary Ensemble (GGUE)) and (2n×2n)
self-dual Hermitian matrices (Generalized Gaussian Symplectic Ensemble
(GGSE)). In these models the probability distribution for a matrix X in the
ensemble is given by
pn(X) ∝ |det(X)|βµ exp
(
− β
2
〈
X,X
〉)
.
where
〈
X,X
〉
is the inner product on the space of matrices invariant, under
orthogonal, unitary and symplectic transformations respectively and the
parameter β is the Dyson index. In these three cases the inner products is
defined as follow: 〈
X,X
〉
= tr(X2), β = 1〈
X,X
〉
= tr(X∗X), β = 2〈
X,X
〉
= tr(X⋆X), β = 4.
where .∗ denotes the hermitian conjugate of complex valued matrices and
.⋆ denotes the symplectic conjugate on quaternion valued matrices. A cru-
cial result in the theory of randommatrices is the celebrated Wigner semi-
circle law. It states that for large n and on an average, the n eigenvalues
rescaled by the factor 1√
n
, lie within a finite interval [−√2,√2], often re-
ferred to as the Wigner ’sea’. Within this sea, the statistical density of
eigenvalues has a semi-circular form that vanishes at the two edges −√2,√
2.
ρ(λ) =
1
π
√
2−λ2.
The above result means that, if one looks at the statistical density of eigen-
values of a typical system described by one of the three ensembles above,
for a large enough n, it will resemble closely to theWigner semi-circle law.
From the semi-circle law, we know that on an average half the eigenvalues
are positive and half of them are negative.
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One of the main questions posed in [1] and [7] is: for a n × n Gaus-
sian random matrix, what is the probability Pn that all its eigenvalues are
positive (or negative).
Pn = Prob[λ1 ≥ 0, ...,λn ≥ 0].
This probability has also been studied in the mathematics literature [5]
and one can easily compute Pn for smaller values, n = 1,2,3
P1 =
1
2
, P2 =
1
2
−
√
2
4
, P3 =
1
4
−
√
2
2π
.
The interesting question is how Pn behaves for large n? It was argued in [1]
that for large n, Pn decays as Pn ∼ exp
(
−θ(0)n2
)
where the decay constant
θ(0) was estimated to be≈ 14 numerically and via a heuristic argument. In
[7] the authors shown that for all the three Gaussian ensembles, to leading
order in large n
Pn ∼ exp
(
− βθ(0)n2
)
, where θ(0) =
log3
4
= 0.2764....
In our case we consider the same question in more general setting, where
the ensemble of matrices is the Generalized Gaussian unitary ensemble
equipped with the density pn(X) as in the previous. We will prove that, to
leading order in large n, and for µ := µn ≈ αn, (α ≥ 0)
Pn ∼ exp
(
− βθ(α)n2
)
,
where θ(α) is a function of α which will be given explicitly in proposition
3.5. In the simplest case for α ≈ 0 (α ≤ 0.34),
θ(α) = β
( log3
4
−Cα
)
+ o(α),
where C =
1
2
+
log2
2
− 1
864
(
− 36(−6 +
√
6) + (54 − 161
√
6)log2 + 27(10 +
√
6)log3
)
≈ 0.3482 and o(α) is a small terms in α.
Another important question will be studied in this work, namely what
is the statistical density of the negative (or positive) eigenvalues.
In this paper we will calculate the asymptotic density of eigenvalues in
this conditioned ensemble and we will see that it is quite different to the
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Wigner semi-circle law. We will prove the following result. For a positive
real sequence µn, such that µn ≈ nα, (α ≥ 0) and after scaling the statistical
density of eigenvalues by 1√
n
, it converge as n goes to +∞ to the density
fα,a with support [a,b], such that: for α > 0
fα,a(x) =
1
2π
√
b − x
x − a
(
2x + b − a− 2α
√
a
b
1
x
)
,
where a > 0 and b > a are the unique solutions of the following equations
b + a− 2α√
ab
= 0,
3
4
(b − a)2 + a(b − a) + 2α
√
a√
b
− 2α − 2 = 0.
It will be proved that for given α ≥ 0, the previous equations has a unique
solutions ac > 0 and bc =
2
3
(√
6(α +1)− 2a2c − ac
2
)
.
For α = 0
f0,0(x) =
1
2π
√
b − x
x
(
2x + b
)
,
where a = 0 and b =
2
3
√
6.
More general for α ≥ 0 and σ > 0. We will prove that the statistical
density of eigenvalues such that there are no eigenvalues in the interval
] − ∞,σ] scaled by 1√
n
converge to some density fα,a with support [a,b],
where a > 0 and b > a are the unique solution in the interval [σ,+∞[ of the
following equations
b + a− 2α√
ab
≥ 0, 3
4
(b − a)2 + a(b − a) + 2α
√
a√
b
− 2α − 2 = 0. (1.1)
For α = 0 it is assumed that σ ∈ R.
More precisely for α > 0, if σ ∈ [0,ac], then a = ac and b = bc. If σ > ac,
then a = σ and b is the unique solution of (1.1).
If α = 0, and σ > −√2, then a = σ and b = 23
(√
a2 +6 + a2
)
, if σ ≤ −√2,
then a = −√2 and b =√2.
For example for σ ≤ −√2, one recover’s the famous Wigner semi-circle
law. One can se that for α > 0, σ must be strictly positif. This can be
explain because the singularity at 0 and there no single support of the
density of eigenvalues when α > 0 and σ < 0. This latter case will be
studied by the author in forthcoming paper.
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The paper is organized as follows. In the first section we begin by re-
calling some result about potential theory and equilibrium measure and
we enunciate our fundamental equilibrium measure which is the key of
the work (theorem 2.4). In section 2 we prove the existence of such mea-
sure. Section 3 is dedicated to prove that the measure of theorem 2.4 is an
equilibrium measure and we calculate explicitly the equilibrium energy
of such measure.
In section 4 we defined the ensemble of Generalized Gaussian random
matrices ensemble and we prove the convergence of the statistical density
of eigenvalues to the equilibrium measure of theorem 2.4. In the same
way, we describe the probability of atypical and large fluctuations of λmin
around its mean, say over a wider region of width ∼O(√n). Since
〈
λmin
〉
=
b
√
n, this requires the computation of the probability of an extremely rare
event characterizing a large deviation of ∼ O(√n) to the left of the mean.
Such result has been proved in [?] in the case of Gaussian randommatrices
ensemble and our result follows in the same way.
2 Solution on one single interval
Let Σ be a closed interval, and Q be a lower semi-continuous function on
Σ. If Σ is unbounded we assume that
lim
|x|→+∞
(
Q(x)− log(1 + x2)
)
=∞.
For givenQ and Σ, we wish to compute the equilibrium measure. We start
by some general results.
For any probability measure µ on Σ, we defined the potential of µ by:
for x ∈ Σ \ supp(µ)
Uµ(x) =
∫
Σ
log
1
|x − y|µ(dy),
and the energy by
EQ,Σ(µ) =
∫
Σ
Uµ(x)µ(dx) +
∫
Σ
Q(x)µ(dx).
From the inequality
|x − y| ≤
√
1+ x2
√
1+ y2,
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it can be seen that EQ,Σ(µ) is bounded from below. Let
E∗Q,Σ = inf
µ∈M(Σ)
EQ,Σ(µ),
whereM(Σ) is the set of probability measures on the closed set Σ.
If µ(dx) = f (x)dx, where f is continuous function with compactly sup-
port ⊂ Σ, the potential is a continuous function, and EQ,Σ(µ) <∞.
Proposition 2.1 — There is a unique measure µ∗ ∈M(Σ) such that
E∗Q,Σ = EQ,Σ(µ
∗),
moreover the support of µ∗ is compact.
This measure µ∗ is called the equilibrium measure.
See theorem II.2.3 [6]. The next proposition is a method to find the
equilibrium measure
Proposition 2.2 —Let µ ∈M(Σ)with compact support. Assume the potential
Uµ of µ is continuous and, there is a constant C such that
(i) Uµ(x) + 12Q(x) ≥ C on Σ.
(ii) Uµ(x) + 12Q(x) = C on supp(µ). Then µ is the equilibrium measure µ = µ
∗.
The constant C is called the (modified) Robin constant. Observe that
E∗Q,Σ = C +
1
2
∫
Σ
Q(x)µ∗(dx).
Remark 2.3 — Let Σ′ ⊂ Σ be a closed interval of Σ, if we consider the restric-
tion of the function Q initially defined on Σ to the closed interval Σ′ and if
the equilibrium measure µ associate to (Σ,Q) satisfies supp(µ) ⊂ Σ′. Then the
equilibrium measure for the couple (Σ′,Q) is µ.
We come to our first result. Let α ≥ 0, σ > 0. Consider the closed interval
Σσ = [σ,+∞[ and
Qα(x) = x
2 +2α log
1
x
,
if α = 0, it is assumed that σ ∈ R.
One can observe that Qα is lower semi-continuous on the closed in-
terval Σσ . Moreover lim
x→+∞
(
Qα(x) − log(1 + x2)
)
= +∞, hence the energy is
correctly defined. Let νσα be the equilibrium measure associate to (Σσ ,Qα).
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Theorem 2.4 —
(1) If σ = 0 and α > 0, then there is a unique ac = a(α) > 0 and a unique
bc = b(α) such that bc >
√
α > ac > 0, and the equilibrium measure on Σ0
is given by the measure ν0α with support [ac,bc] and with density
fα,0(x) =
1
π
√
(bc − x)(x − ac)
(
1+
α√
acbc
1
x
)
,
where
bc =
2
3
(√
6(α +1)− 2a2c − ac
2
)
.
(2) If 0 < σ ≤ ac and α > 0, then the equilibrium measure on Σσ still the same
as in (1) (νσα = ν
0
α).
(3) If σ > ac and α > 0, in this case the equilibrium measure ν
σ
α on Σσ is
supported by ]σ,b], and density fα,σ , where b = b(α,σ) is the unique
solution of the following equations
σ + b − 2α√
σb
≥ 0, and 3
4
(b −σ)2 +σ(b −σ) + 2α
√
σ
b
− 2α − 2 = 0,
and
fα,σ (x) =
1
2π
√
b − x
x −σ
(
2x + b −σ − 2α
√
σ
b
1
x
)
.
(4) If α = 0 and σ ∈ R, then two cases are present:
(a) If σ ≥ −√2, the equilibrium measure νσ0 on Σσ has support ]σ,b]
and density f0,σ , where
b = b(0,σ) =
2
3
(√
σ2 +6+
σ
2
)
.
and
f0,σ (x) =
1
2π
√
b − x
x −σ
(
2x + b −σ
)
.
(b) If σ ≤ −√2, the equilibrium measure νσ0 on Σσ is the semicircle law
with density f0(x) =
1
π
√
2− x2, and support [−√2,√2].
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Before proving the theorem let gives same remarks.
One can remark that, if σ = 0 and α = 0, the equilibrium measure is
supported by ]0,b0] and have as density
f0,0(x) =
1
2π
√
b0 − x
x
(
2x + b0
)
,
where
b0 = b(0,0) =
2
3
√
6.
Such density appear in the work ([4], [7]) where the authors studies the
density of positive eigenvalues of the Gaussian random matrices ensem-
ble. It can be deduced from the first step. In fact 0 < ac <
√
α and,
bc = b(ac,α) =
2
3
(√
6(α +1)− 2a2c − ac
2
)
,
hence as α→ 0, we obtain a0 = lim
α→0
ac(α) = 0 and b0 = lim
α→0
bc(α) =
2
3
√
6.
Moreover one can obtained such result from step (4).
The density in Step (4) appear in ([4], [7]) where the authors studies the
density of eigenvalues bigger then σ in the case of the Gaussian random
matrices ensemble. Such density can be obtained from step (3). Letting
α→ 0 one gets,
σ + b ≥ 0 and,
3
4
(b −σ)2 +σ(b −σ)− 2 = 0.
The last equation has a unique solution b with b > σ. Such solution can be
find explicitly, it is given for all σ ≥ 0 by b = 23
(√
σ2 +6+ σ2
)
.
Moreover in this case, it will be seen that the measure νσ0 still an equi-
librium measure for all b ≥ −σ, and when b = −σ which is the limit case,
we obtain b =
√
2, σ = −√2, and νσ0 became the semi-circle law.
Observe that in (4),(b) the equilibrium measure is independent of the
support Σσ . In fact for all σ ≤ −
√
2, the equilibrium measure relatively to
the set Σσ = [σ,+∞[, has semicircle law density.
To prove the theorem we need some preliminary results.
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3 Existence of the probability measure
We will prove in the next proposition that, in each cases of the previous
theorem, νσα defined a probability measure. In section 3 we show that such
measure is an equilibrium measure.
For α > 0, let defined on ]0,+∞[×]0,+∞[,
ϕα(x,a) = x + a−
2α√
ax
,
ψα(x,a) =
3
4
(x − a)2 + a(x − a) + 2α
√
a√
x
− 2α − 2,
and
Eα =
{
a > 0 | ∃x > a, ϕα(x,a) ≥ 0 and ψα(x,a) = 0
}
.
For α = 0, ϕα and ψα, will be defined on R
2 and
E0 =
{
a ∈ R | ∃x > a, ϕ0(x,a) ≥ 0 and ψ0(x,a) = 0
}
.
Proposition 3.1 — Let α ≥ 0, then
(1) Eα is a closed set. Moreover ac = ac(α) := min
a
Eα is correctly defined.
(2) If α > 0, then
(a) for all a > ac, there is a unique b := b(a,α) > a, such that ψα(b,a) =
0. Furthermore a 7→ b(a,α) defined an increasing function and
ϕα(b,a) ≥ 0
(b) For a = ac the unique element bc := b(ac,α) > ac, satisfiesϕα(bc,ac) =
0, ψα(bc,ac) = 0 and it is given explicitly by
bc =
2
3
(√
6(α +1)− 2a2c − ac
2
)
.
Moreover 0 < ac <
√
α < bc.
(3) If α = 0, then ac = −
√
2, moreover,
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(a) if a ≥ −√2, then the unique solution of the equation ψ0(x,a) = 0 in
]a,+∞[ is
b =
2
3
(√
a2 +6+
a
2
)
.
(b) If a ≤ −√2, then b = √2 is the unique solution of the equation
ψ0(x,a) = 0 in ]a,+∞[.
Using mathematica we obtain, for α > 0,
ac =
√
5
3
+
5α
3
− γ
3
− 2
3
√
2+4α − 4α2 +2(1+α)γ,
where γ =
√
1+2α +4α2.
To prove the proposition we need a technical lemma
Lemma 3.2 —Let β be a real number, and h be two times continuous differen-
tiable function on [β,+∞[ such that h(β) < 0, lim
x→+∞h(x) > 0, limx→+∞h
′(x) > 0
and h′′(x) > 0 for all x ≥ β. Then there exist a unique x0 > β such that
h(x0) = 0.
Proof.— The function h′ increase in the interval [β,+∞[.
First case. If h′(β) ≥ 0, then h′(x) ≥ 0, for all x ≥ β. It follows that h in-
crease in [β,+∞[. Since h(β) < 0, and lim
x→+∞h(x) > 0. Then the equation
h(x) = 0 admit a unique solution in the interval ]β,+∞[.
Second case. If h′(β) < 0. Since lim
x→+∞h
′(x) > 0, and h′ is an increasing func-
tion hence there exist a unique δ > β, such that h′(δ) = 0, and by monotony
of the function h′, h′(x) < 0 in [β,δ[, and, h′(x) ≥ 0 in [δ,+∞[. Hence h
decrease in [β,δ[ and increase in [δ,+∞[. It follows that h(x) ≤ h(β) < 0
for all x ∈ [β,δ[. Furthermore lim
x→+∞h(x) > 0. Then there exist a unique
x0 ∈ [δ,+∞[ such that h(x0) = 0. Which complete the proof.
Proof of proposition.—
Step 1): Let α > 0, and an ∈ Eα be a positive real sequence convergent to
some a. Then by definition of Eα there is a sequence xn > an, such that
ϕα(xn,an) ≥ 0, and ψα(xn,an) = 0. (3.2)
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Since ψα(xn,an) =
3
4
(xn − an)2 + an(xn − an) + 2α
√
an√
xn
− 2α − 2, hence
an < xn ≤
2√
3
√
2α +2+ an.
The sequence an converge, it follows that xn is a bounded sequence, and
there is some subsequence xnk convergent to x0, and a ≤ x0. From the
inequality valuable for all n,
ϕα(xn,an) = xn + an −
2α√
anxn
≥ 0,
it follows that lim
n→∞an = a > 0. Using equation(3.2), then when n → +∞,
there is x0 ≥ a > 0, such that
ϕα(x0,a) ≥ 0, and ψα(x0,a) = 0.
Since ψα(a,a) = −2, hence x0 > a. which prove that a ∈ Eα , and Eα is closed.
Existence of ac: Let α > 0. We will prove that
√
α ∈ Eα . Since
ϕα(
√
α,
√
α) = 0.
Furthermore x 7→ ϕα(x,
√
α) is an increasing function hence ϕα(x,
√
α) ≥ 0,
for all x ≥ √α. So it is enough to prove that ψα(x,
√
α) = 0 admit a solution
xα >
√
α. Take the derivative with respect to x, we obtain
∂ψα
∂x
(x,
√
α) =
3
2
(x −√α) +√αx − α
√√
α
x
√
x
.
and
∂2ψα
∂2x
(x,
√
α) =
3
2
+
√
α +
3
2
α
√√
α
x2
√
x
.
Hence
∂2ψα
∂2x
(x,
√
α) > 0, for all x , 0. Furthermore ψα(
√
α,
√
α) = −2,
lim
x→+∞ψα(x,
√
α) = lim
x→+∞
∂ψα
∂x
(x,
√
α) = +∞. Hence By the previous lemma,
with β =
√
α, it follows that for fixed α, the equation ψα(x,
√
α) = 0 admit
a unique solution xα , in ]
√
α,+∞[, which satisfies ϕα(xα ,
√
α) ≥ 0.
This prove that Eα ,∅.
11
For α > 0, Eα is bounded below by 0, and by closeness minEα exist. It
is obvious to see that 0 < Eα because ϕα(x,a) is not defined for a = 0.
For α = 0,
ϕ0(x,a) = x + a, and ψ0(x,a) =
3
4
(x − a)2 + a(x − a)− 2.
Hence for every a ∈ R, the solutions of the equation ψ0(x,a) = 0 are
x1 =
2
3
(√
a2 +6+
a
2
)
, and x2 = −
2
3
(√
a2 +6− a
2
)
.
There is a unique solution x ∈]a,+∞[, such that ϕ0(x,a) ≥ 0. Such solution
exist if a ≥ −√2, and is given by
x =
2
3
(√
a2 +6+
a
2
)
.
It follows that ac =minaEα = −
√
2.
Step(2): Let α > 0. We begin by proving the existence, uniquness and the
growth of a 7→ b(a,α) = x(a).
Case (a): We saw that ac ∈ Eα , hence there exist some bc > ac, such that
ϕα(bc,ac) ≥ 0, and ψα(bc,ac) = 0. (3.3)
For all a > 0, the function x 7→ ψα(x,a) satisfies all the hypotheses of the
previous lemma in the interval [a,+∞[, in fact
∂ψα
∂x
(x,a) =
3
2
(x − a) + ax− α
√
a
x
√
x
,
and
∂2ψα
∂2x
(x,a) =
3
2
+ a+
3
2
α
√
a
x2
√
x
> 0,
ψα(a,a) = −2, lim
x→+∞ψα(x,a) = limx→+∞
∂ψα
∂x
(x,a) = +∞. it follows that,
∃ !x ∈]a,+∞[; ψα
(
x(a),a
)
= 0. (3.4)
By equations (3.3), (3.4) the set
{
x(a) | a > 0
}
where x(a) is a the unique
solution in ]a,+∞[ of the problem
ϕα(x,a) ≥ 0, and ψα(x,a) = 0
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is not empty. By unicity, it follows that a 7→ x(a) defined a function on
]0,+∞[.
Growth of the function a 7→ x(a). Let 0 < a1 < a2, and x(a1) be a solu-
tion of the problem
∃ x > a1 > 0, ϕα
(
x,a1
)
≥ 0, ψα
(
x,a1
)
= 0,
and x(a2) the unique element in the interval ]a2,+∞[, such that
ψα
(
x(a2),a2
)
= 0.
We want to prove x(a1) ≤ x(a2). Assume the contraire. Then
a1 < a2 < x(a2) < x(a1).
Take the derivative of the function a 7→ ψα(x,a), it yields
∂ψα
∂a
(x,a) = −1
2
ϕα(x,a),
and
∂2ψα
∂2a
(x,a) = −1
2
(1+
α
a
√
ax
) < 0.
Hence for all x > 0, the function a 7→ ∂ψα
∂a
(x,a) decreases on ]0,+∞[. Thus
for all a > a1,
∂ψα
∂a
(
x(a1),a
)
≤ ∂ψα
∂a
(
x(a1),a1
)
= −1
2
ϕα
(
x(a1),a1
)
≤ 0,
which mean that the function a 7→ ψα
(
x(a1),a
)
decreases on ]a1,+∞[.
Since a1 < a2, it follows that
ψα
(
x(a1),a2
)
≤ ψα
(
x(a1),a1
)
= 0.
By the assumption a2 < x(a2) < x(a1), and the unicity of the solution of the
equation ψα(x,a2) = 0 in ]a2,+∞[, on gets
ψα
(
x(a1),a2
)
< 0. (3.5)
Now, consider the function x 7→ ψα(x,a2). Such function satisfies for all
x > 0,
∂2ψα
∂2x
(x,a2) > 0,
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then x 7→ ∂ψα
∂x
(x,a2) increases in ]a2,+∞[.
If
∂ψα
∂x
(a2,a2) ≥ 0. Then
∂ψα
∂x
(x,a2) ≥ 0, for all x ≥ a2, and the function
x 7→ ψα(x,a2) increases in ]a2,+∞[. Using the assumption x(a2) < x(a1) and
equation(3.5), one gets
0 = ψα
(
x(a2),a2
)
≤ ψα(x(a1),a2) < 0.
this gives a contradiction.
Assume
∂ψα
∂x
(a2,a2) < 0. The function x 7→
∂ψα
∂x
(x,a2) is strictly increasing
on ]a2,+∞[, and lim
x→+∞
∂ψα
∂x
(x,a2) = +∞, hence there is a unique δ > a2, such
that
∂ψα
∂x
(δ,a2) = 0. It follows that x 7→ ψα(x,a2) decreases on [a2,δ], and
increases on [δ,+∞[. Moreover ψα(a2,a2) = −2, hence x(a2) ∈]δ,+∞[. From
the assumption x(a2) < x(a1), and equation(3.5) we obtains
0 = ψα(x(a2),a2) ≤ ψα(x(a1),a2) < 0.
This gives contradiction. Which is the desired result.
Let σ > ac. From the previous, there is a unique b = b(σ,α) > σ, such
that ψα(b,σ) = 0. Moreover ϕα(bc,ac) ≥ 0 and ψα(bc,ac) = 0, and the func-
tion σ 7→ b(σ,α) increase, hence b = b(σ,α) ≥ bc = b(ac,α). Furthermore
the two functions x 7→ ϕα(x,a), and a 7→ ϕα(x,a) increases. Thus
ϕα(b,σ) ≥ ϕα(bc,σ) ≥ ϕα(bc,ac) ≥ 0.
Which means that b is the unique solution in ]σ,+∞[ of the problem
ϕα(x,σ) ≥ 0, ψα(x,σ) = 0.
(b) Assume σ = ac. We saw that ac > 0, hence there exist n0, such
that for all n ≥ n0, an = ac − 1n > 0. By the definition of ac, for all x ≥ an,
ϕα(x,an) < 0, or ψα(x,an) , 0. Furthermore the equation ψ(x,a) = 0 has a
unique solution in ]a,+∞[, for each a > 0. It follows that for all n ≥ n0,
there is some sequence xn such that xn > an, ψα(xn,an) = 0 and ϕα(xn,an) <
0.
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Since
ϕα(xn,an) = xn + an −
2α√
anxn
< 0,
Hence
an < xn ≤ −an +
2α
an
.
The sequence an converge to ac, it follows that xn is bounded, and there is
some subsequence xnk convergent to x0, and 0 < ac ≤ x0 ≤ −ac +
2α
ac
. Since
ψα(xnk ,ank ) = 0, and ϕα(xnk ,ank ) < 0.
letting k to infinity, we obtain by continuity
ψα(x0,ac) = 0, and ϕα(x0,ac) ≤ 0.
By unicity of the solution of the equation ψα(x,ac) = 0 in the interval
]ac,+∞[, it follows that x0 = bc. Hence ϕα(bc,ac) ≤ 0, and by the defini-
tion of bc, it follows that ϕα(bc,ac) = 0 and ψα(bc,ac) = 0. Which means
that
bc + ac −
2α√
acbc
= 0,
and
3
4
(bc − ac)2 + ac(bc − ac) + 2α
√
ac√
bc
− 2α − 2 = 0,
let put y = bc − ac, it yield from the two previous equations
3
4
y2 +2acy +2a
2
c − 2α − 2 = 0.
By simple computation we obtain
y =
4
3
− ac +
√
3
2
(α +1)− a
2
c
2
.
Observe that y > 0 and the square root is correctly defined. In fact ac < bc,
hence
2ac < ac + bc =
2α√
acbc
<
2α
ac
,
and
2α
bc
<
2α√
acbc
= ac + bc < 2bc
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it yield
0 < ac <
√
α < bc,
and The value of bc is given by
bc =
2
3
(√
6(α +1)− 2a2c − ac
2
)
.
Step 3): Assume α = 0, then
ψα(x,a) =
3
4
(x − a)2 + a(x − a) − 2 = 0 and ϕα(x,a) = x + a. The solutions of
the equation ψα(x,a) = 0 are known explicitly
x1(a) =
2
3
(
− a−
√
a2 +6
)
+ a, x2(a) =
2
3
(
− a+
√
a2 +6
)
+ a,
but the two inequalities ϕα(x,a) ≥ 0, and x > a hold if and only if x =
2
3
(
− a+
√
a2 +6
)
+ a and a ≥ −√2. Then the unique solution in the interval
]a,+∞[ with a ≥ −√2 is
b = b(a) =
2
3
(
√
a2 +6+
a
2
).
This complete the proof.
Graphics
Here we plot the two functions x 7→ ϕα(x,a) and x 7→ ψα(x,a), for the same
value α = 2, and different values of a.
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Figure 1: α = 2, a ≈ ac.
f1(x) = ϕα(x,ac).
f2(x) = ψα(x,ac).
ac ≈ 0.618, bc ≈ 2.562, ϕα(bc,ac) = 0, ψα(bc,ac) = 0.
Figure 2: α = 2, ac < a.
f1(x) = ϕα(x,a).
f2(x) = ψα(x,a).
a = 1 > ac, b = b(a,α) ≈ 2.6 and ϕα(b,a) = 1.11 > 0, ψα(b,a) = 0.
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Figure 3: α = 2, a < ac.
f1(x) = ϕα(x,a).
f2(x) = ψα(x,a).
a = 0.2 < ac, b = b(a,α) ≈ 2.62, ϕα(b,a) ≈ −2.67 < 0 and ψα(b,a) = 0.
4 Proof of theorem1.4
For α ≥ 0, a > 0 and b > a, let νaα be the measure supported by ]a,b] and
with density
fα,a(x) =
1
2π
√
b − x
x − a
(
2x + b − a−α
√
a
b
1
x
)
.
If α = 0, it will be assumed that a ∈ R. In this section we will prove that νσα
is an equilibrium measure.
Lemma 4.1 — For α ≥ 0 the measure νaα , with density fα,a defined a prob-
ability measure on ]a,b] if and only if (a,b) is the unique solution given in
proposition 2.1.
Proof.—Let b > a. Then νaα is a probability if and only if the function fα,a
is positive with integral one over ]a,b]. Since∫ b
a
fα,a(x)dx =
1
π
∫ b
a
x
√
b − x
x − adx+
b − a
2π
∫ b
a
√
b − x
x − adx−
α
π
√
a
b
∫ b
a
√
b − x
x − a
dx
x
,
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performing the change of variable u = x−ab−a for the first and the second
integral, it follows that
I =
∫ b
a
√
b − x
x − adx = (b − a)
∫ 1
0
√
1− x
x
= π
b − a
2
,
and∫ b
a
x
√
b − x
x − adx = aI + (b − a)
2
∫ 1
0
√
(1− u)udu = πa(b − a)
2
+
π
8
(b − a)2.
The last integral can be written as
∫ b
a
√
b − x
x − a
dx
x
=
1
a
(
I −
∫ b
a
√
(b − x)(x − a)dx
x
)
.
Since
∫ b
a
√
(b − x)(x − a)dx
x
=
π
2
(
√
b −√a)2 (see the Appendix), hence
∫ b
a
√
b − x
x − a
dx
x
=
π√
a
(
√
b −√a).
Combining all these results, togethers gives
∫ b
a
fα,a(x)dx =
1
8
(b − a)2 + (b − a)
2
4
+
a(b − a)
2
−α
√
a
b
(
√
b
a
− 1).
Hence νaα is a probability measure, if and only if,
3
4
(b − a)2 + a(b − a) + 2α
√
a√
b
− 2α − 2 = 0 and fα,a(x) ≥ 0, ∀ x ∈]a,b].
Since fα,a(x) ≥ 0 if and only if, for all x ∈]a,b],
h(x) = 2x + b − a− 2α
√
a
b
1
x
≥ 0.
The function h is continuous and increasing. Hence h(x) ≥ 0, for all x ∈
]a,b], if and only if h(a) ≥ 0, which means that
b + a− 2α√
ab
≥ 0.
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Hence νaα is a probability measure if and only if a ≥ ac, and b > a is the
unique solution of
ψα(b,a) = 0 and ϕα(b,a) ≥ 0.
From proposition 2.1, such solution exist and is unique.
This complete the proof.
4.1 Logarithm potential of νaα
For α ≥ 0, let (a,b) be a pair defined as in proposition 2.1. The Cauchy
transform Gνaα of the measure ν
a
α , defined on C \ [a,b] by
Gνaα (z) =
∫ b
a
1
z − xν
a
α(dx),
The function gα,a(ω) =
√
ω − b
ω − a
(
ω +
b − a
2
− α
√
a
b
1
ω
)
, is meromorphic on
C \ [a,b] and the boundary values of gα,a is given by
[gα,a] = 2iπfα,a(x)χ(x) + 2iπαδ0.
where χ is the indicator function of the interval [a,b].
Furthermore as |ω| → +∞,
gα,a(ω) =ω +
c
ω
+O(
1
ω
),
the residues of
1
z −ωgα,a(ω) are: on ω = z is given by −gα,a(z), on 0 is
−α
z
and the residues at infinity is z.
It follows from the Residues and Liouville theorems that
Gνaα (z) = −gα,a(z) + z −
α
z
.
For σ ∈ R, let Q be a continuous function on Σσ = [σ,+∞[. We defined
the potential of a probability measure µ with compact support in Σσ , by
Uµ(x) =
∫ +∞
σ
log
1
|x − t|µ(dt),
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and the energy EQ,σ (µ) by
EQ,σ (µ) =
∫ +∞
σ
Uµ(x)µ(dx) +
∫ +∞
σ
Q(x)µ(dx).
Proposition 4.2 —For all σ ≥ 0, and α ≥ 0, let consider on the interval Σσ ,
the function Qα(x) = x
2 + 2α log
1
x
. Then there exist some constant C, such
that
(i) Uν
a
α (x) + 12Qα(x) = C on ]a,b].
(ii) Uν
a
α (x) + 12Qα(x) ≥ C on [σ,a]∪ [b,+∞[.
It follows from the proposition that, the equilibrium measure which min-
imize the energy is νaα , and the equilibrium energy is given by
E∗α,σ = C +
1
2
∫ b
a
Qα(x)ν
a
α(dx).
Proof—.We saw that
Gνaα (z) = z −
α
z
− gα,a(z).
(1): σ = 0, α > 0, the minimum value of a such that νaα is positive is a = ac
and to obtain a probability measure, b must be b = bc It follows that:
for 0 < x ≤ ac,
ReGνaα (x) = x −
α
x
+ hα,a(x),
for ac ≤ x ≤ bc,
ReGνaα (x) = x −
α
x
,
for x ≥ bc,
ReGνaα (x) = x −
α
x
− hα,a(x).
where
hα,a(x) =
√
(bc − x)(ac − x)
(
1+
α√
acbc
1
x
)
.
Since
d
dx
Uµ(x) = −ReGνaα (x),
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it follows that
Uν
a
α (x) = −
(
1
2
x2 +α log
1
x
)
+C +
∫ ac
x
hα,a(t)dt if 0 < x ≤ ac,
Uν
a
α (x) = −
(
1
2
x2 +α log
1
x
)
+C if ac ≤ x ≤ bc,
Uν
a
α (x) = −
(
1
2
x2 +α log
1
x
)
+C +
∫ x
bc
gα,a(t)dt if x ≥ bc.
Hence
Uν
a
α (x) +
1
2
Qα(x)
 = C on [ac,bc]≥ C on ]σ,ac]∪ [bc,+∞[
(2): 0 < σ ≤ ac, α > 0, here also the unique values such that νaα is a proba-
bility are a = ac, and b = bc, and the result is as in (1). This result can be
derived from remark 1.3
(3) ac < σ, α > 0, in this case for ν
a
α to be a probability with support
⊂ [σ,+∞[, we must have a = σ, for this value of a, there is a unique
b = b(σ,α) as in proposition 2.1. Moreover,
for σ ≤ x ≤ b,
ReGνaα (x) = x −
α
x
,
for x ≥ b,
ReGνaα (x) = x −
α
x
− gα,a(x).
where
gα,σ (x) =
√
x − b
x −σ
(
x +
b −σ
2
−α
√
σ
b
1
x
)
,
Uν
a
α (x) = −
(
1
2
x2 +α log
1
x
)
+C if σ ≤ x ≤ b,
Uν
a
α (x) = −
(
1
2
x2 +α log
1
x
)
+C +
∫ x
b
gα,a(t)dt if x ≥ b.
Since from proposition 2.1, for all x > b,
gα,σ (x) ≥
√
x − b
x −σϕα(b,σ) ≥ 0,
hence
Uν
a
α (x) +
1
2
Qα(x)
 = C on [σ,b]≥ C on [b,+∞[
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(4): α = 0 and σ ∈ R, here if σ ≥ −√2 we put a = σ, and if σ < −√2,
we put a = −√2, hence as in proposition 2.1, b(a) = 2
3
(√
a2 +6 +
a
2
)
, and
b(−√2) =√2. In the two cases νa0 is a probability.
case 1: σ ≥ −√2, hence a = σ and b = 23
(√
a2 +6+ a2
)
. Observe that ϕα(b,a) =
b + a ≥ 0, moreover:
for a ≤ x ≤ b,
ReGνa0(x) = x,
for x ≥ b,
ReGν0(x) = x − g0,a(x),
where
g0,a(x) =
√
x − b
x − a
(
x +
b − a
2
)
,
hence
Uν
a
0(x) = −1
2
x2 +C if a ≤ x ≤ b,
Uν
a
0(x) = −1
2
x2 +C +
∫ x
b
g0,a(t)dt if x ≥ b.
and
Uν
a
0(x) +
1
2
Q0(x)
 = C on [a,b]≥ C on [b,+∞[
case 2: σ < −√2, hence a = −√2, and b = √2:
for σ ≤ x ≤ −√2,
ReGνa0(x) = x +
√
x2 − 2,
for −√2 ≤ x ≤ √2,
ReGνa0(x) = x,
for x ≥ √2,
ReGνa0(x) = x −
√
x2 − 2.
Hence
Uν
a
0(x) = −1
2
x2 +C +
∫ −√2
x
√
t2 − 2dt if σ ≤ x ≤ −
√
2,
Uν
a
0(x) = −1
2
x2 +C if −
√
2 ≤ x ≤
√
2,
Uν
a
0(x) = −1
2
x2 +C +
∫ x
√
2
√
t2 − 2dt if x ≥
√
2.
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and
Uν
a
0(x) +
1
2
Q0(x)
 = C on [−
√
2,
√
2]
≥ C on [σ,−
√
2]∪ [
√
2,+∞[
which complete the proof.
4.2 Computation of the energy E∗α,σ
We saw that
E∗α,σ = C +
1
2
∫ b
a
Qα(x)ν
a
α(dx),
we begin by computing the modified Robin constant.
Proposition 4.3 — The Modified Robin constant is given by
C = − 1
16
(
a2 +6ab + b2 +2(a− b)2 log b − a
4
− 4(a+ b)2 +4(b2 − a2) log b − a
4
)
− α√
ab
(
a+ b
2
− b − a
2
log
b − a
4
− (a+ b)(1
2
+ log2− 1
2
log(b − a)) +
√
ab log
√
b +
√
a√
b −√a
)
where b > a > 0, which are given as in proposition 2.1.
One observe that when α = 0 and σ = 0, hence a = 0 and b2 = 83 moreover
C =
1
2
+
1
2
log2+
1
2
log3.
We recover’s the (modified) Robin constant of Dean-Majumdar distribu-
tion.
Lemma 4.4 — For all 0 < a < b, Let µ be the positive measure defined on
[0,+∞[ by ∫ +∞
0
f (t)µ(dt) =
1
2π
∫ b
a
f (t)
√
(t − a)(b − t)dt
t
.
Then
1
2π
∫ b
a
√
(t − a)(b − t)dt
t
=
1
4
(√
b −√a
)2
.
And
lim
x→+∞U
µ(x) +
1
4
(√
b −√a
)2
logx = 0.
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Moreover the logarithmic potential Uµ is given for all x ≥ b, by
Uµ(x) = −1
2
(x −
√
ab logx) +Cµ +
1
2
∫ x
b
√
(t − a)(t − b)dt
t
,
where Cµ =
1
4
(a+ b)
(
1− log b − a
4
)
−
√
ab
2
log
√
b +
√
a√
b −√a
.
The lemma will be proved in the Appendix.
Proof of proposition 3.3.—To compute the constant C, we will use the
fact that lim
x→+∞U
νaα (x) + logx = 0. Since for x ≥ b,
Uν
a
α (x) = −(1
2
x2 +α log
1
x
) +C +
∫ x
b
gα,a(t)dt (4.6)
Let now compute the integral of gα,a.∫ x
b
gα,a(t)dt =
∫ x
b
√
t − b
t − a
(
t +
b − a
2
−α
√
a
b
1
t
)
dt,
hence,∫ x
b
gα,a(t)dt =
∫ x
b
√
(t − b)(t − a)dt+a+ b
2
∫ x
b
√
t − b
t − adt−α
√
a
b
∫ x
b
√
t − b
t − a
dt
t
.
Since
√
t − b
t − a
1
t
=
1
a
(√
t − b
t − a −
1
t
√
(t − b)(t − a)
)
, it follows that
∫ x
b
gα,a(t)dt =
∫ x
b
√
(t − b)(t − a)dt +
(
a+ b
2
− α√
ab
)∫ x
b
√
t − b
t − adt
+
α√
ab
∫ x
b
√
(t − b)(t − a)dt
t
.
Let
I1(x) =
∫ x
b
√
(t − b)(t − a)dt,
I2(x) =
∫ x
b
√
t − b
t − adt,
I3(x) =
∫ x
b
√
(t − b)(t − a)dt
t
.
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Since
I1(x) =
1
2
x2 − a+ b
2
x − θ
2
8
logx +A1 + o(1), (4.7)
where
A1 =
1
16
(
a2 +6ab + b2 +2(b − a)2 log b − a
4
)
.
Moreover
I2(x) = x −
θ
2
logx +A2 + o(1), (4.8)
where A2 = −
a+ b
2
+
b − a
2
log
b − a
4
. See lemma6.2 in the appendix.
Using the value of I3 in the previous lemma, and equations (4.7),(4.8) we
obtain∫ x
b
gα,a(t)dt =
1
2
x2 +
(
− θ
2
8
− α(a+ b)
2
√
ab
+
αθ
2
√
ab
− θ(a+ b)
4
)
logx +A+ o(
1
x
).
where A = A1 +A2(
a+ b
2
− α√
ab
) +
α√
ab
Cµ. Furthermore, by making use of
proposition 2.1 (ψα(b,a) = 0), one gets
− θ
2
8
− α(a+ b)
2
√
ab
+
αθ
2
√
ab
− θ(a+ b)
4
= −3
8
(b − a)2 − aθ
2
−α
√
a
b
= −1
2
ψα(b,a)−α − 1 = −α − 1
It follows
Uν
a
α (x) + logx = C +A+ o(
1
x
).
Using the fact that
lim
x→+∞U
νaα (x) + logx = 0,
one gets
C = −A = − 1
16
(
a2 +6ab + b2 +2(b − a)2 log b − a
4
)
+
(a+ b)2
4
− b
2 − a2
4
log
b − a
4
+
α√
ab
(
− b + a
2
+
b − a
2
log
b − a
4
−Cµ
)
.
A simple computation gives the result.
Moreover
m2(ν
a
α) =
∫
R
x2νaα(dx) =
b − a
128
(
15a3+27a2b+13ab2+9b3−16α
√
a
b
(
3a+b
))
.
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Hence the energy is given by
E∗α,σ = C +
1
2
m2(ν
a
α)−α
∫
R
logxνaα(dx).
Using mathematica we obtain
Proposition 4.5 —
(1) For α > 0, σ ≥ ac
E∗α,σ = −
1
16
(
a2 +6ab + b2 +2(a− b)2 log b − a
4
− 4(b + a)2 +4(b2 − a2) log b − a
4
)
+
b − a
256
(
15a3 +27a2b +13ab2 +9b3
)
−αϕ(x)−α2ψ(x).
Where x = bb−a , a = σ and b > a is as in proposition 2.1,
ϕ(x) =
(b − a)2
8
(4x − 3)
√
x − 1
x
+
1
2
log
(√
x +
√
x − 1√
x −√x − 1
)
+
1
2
√
x(x − 1)
(3
2
− 3x + (3− 2x) log b − a
4
)
+
1
4
(b − a)
(
2− 2x +2
√
(x − 1)x +2log
(
1+
√
x − 1
x
)
+ logx − (1 + log4)
)
.
ψ(x) =
−2
(
x +
√
x(x − 1)
)
log
(√
x+
√
x−1√
x−√x−1
)
+
√
x(x − 1) log4+ x log(4x(x − 1))
2x
+
(
1
2
− 1
2
√
x − 1
x
)
log(b − a).
(2) For α > 0, and all σ ∈ [0,ac],
E∗α,ac := E
∗
α,σ = −
1
16
(
3a2c +8acbc +3b
2
c − 4acbc log
bc − ac
4
))
+
bc − ac
256
(
15a3c +27a
2
c bc +13acb
2
c +9b
3
c
)
−αϕ(xc)−α2ψ(xc).
where bc =
2
3
(√
6(1+α)− 2a2c − ac
2
)
, xc =
bc
bc − ac
, and
ϕ(xc) =
1
16
(1− 4log2) + (bc − ac)
2
8
(4xc − 3)
√
xc − 1
xc
+
1
2
log
√
xc +
√
xc − 1√
xc −
√
xc − 1
+
1
4
(bc − ac)2
(
1
2
log(bc − ac)− 2xc +2x2c + (1− 2xc)
√
(xc − 1)xc +2log
(√
xc +
√
xc − 1
))
.
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(3) For α = 0,
(a) if σ ≥ −√2, hence a = σ, b = 2
3
(√
σ2 +6+
σ
2
)
, and
E∗0,σ =
1
108
(
81+72σ2−2σ4+(30σ+2σ3)
√
6+σ2−108log
(
1
6
(
−σ+
√
6+σ2
)))
.
Moreover for σ = 0,
E∗0,0 =
3
4
+
1
2
log2+
1
2
log3.
(b) If σ ≤ −√2,
E∗0,σ = E
∗
0,−∞ =
3
4
+
1
2
log2.
E∗0,−∞ it means the energy of the equilibrium measure associate to the
potential Q0(x) = x
2 on ]−∞,+∞[. In such a case the equilibrium measure
is the semicircle law. Observe that E∗0,σ = E
∗
0,−√2, for all σ ≤ −
√
2.
E∗0,−∞ is the energy of the Gaussian unitary ensemble of the eigenvalues on
all the real line.
E∗0,0 can be explained as the energy of the Gaussian unitary ensemble for
which all eigenvalues describe the positive real axis.
5 Density of positive eigenvalues of the general-
ized Gaussian unitary ensemble
We consider the generalized Gaussian unitary ensembles of random ma-
trices with Dyson index β = 1,2,4, corresponding to real, complex, and
quaternion entries, respectively. The probability distribution of the en-
tries is given by
Pn,µ(dX) =
1
Cn
|det(X)|βµ exp
(
−β
2
〈
X,X
〉)
dX.
where Cn is a normalizing constant, µ a postive real number and dX is
the Lebesgue measure on the space Hn =Herm(n,F) of hermitian matrices
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with respectively real, complex or quaternion coefficients F = R, C, or H.
Consequently the joint probability density of eigenvalues is defined on Rn
by
Pn,µ(dλ1, ...,dλn) =
1
Cn
n∏
i=1
|λi |βµe
− β2
n∑
i=1
λ2i |∆(λ)|βdλ1...dλn,
where ∆(λ) =
∏
i<j(λi −λj ) is the Vandermonde determinant.
More generally one can consider this probability with an arbitrary real
number β > 0, but then it is not related to a matrix ensemble.
For µ ≥ 0, σ > 0, consider
Ωn,σ = {x ∈Hn | λmin(x) ≥ σ},
the subset of Hermitian matrices for which all it eigenvalues are bigger
then some positif real number σ. If µ = 0, it will be assumed that σ ∈ R.
We wish to study Pn,µ(Ωn,σ ), the probability for a matrix x ∈Hn, to have
all it eigenvalues in Ωn,σ . It is the probability that all the eigenvalues are
≥ σ.
It can be seen by an easy translation that
Pn,µ(Ωn,σ ) =
∫
[σ,+∞[n
Pn,µ(dλ) =
1
Cn
∫
R
n
+
n∏
i=1
(λi+σ)
βµe
− β2
n∑
i=1
(λi+σ)
2
|∆(λ)|βdλ1...dλn.
Hence
Pn,µ(Ωn,σ ) = P
σ
n,µ(Ωn),
where Ωn is the cone of positive definite hermitian matrices, and P
σ
n,µ is
the probability on Rn+ with density
P
σ
n,µ(dx) =
1
Cn
n∏
i=1
(xi +σ)
βµe
− β2
n∑
i=1
(xi+σ)
2
|∆(x)|βdx1...dxn.
So the question now is to study the probability that a hermitian matrix
have all its eigenvalues positive.
Let νσn,µ be the probability measure defined on R+ by : For all bounded
continuous functions f∫
R+
f (x)νσn,µ(dx) =
∫
R
n
+
1
n
n∑
i=1
f (λi )P
σ
n,µ(dλ1,dλ2, ...,dλn),
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which means that
νσn,µ = E
σ
n,µ
(1
n
n∑
i=1
δλi
)
,
where Eσn,µ is the expectation with respect the measure P
σ
n,µ.
As n goes to infinity we will prove after scaling the measure νσn,µn by
1√
n
, it converge to some probability measure νσα , which is the statistical
density of the eigenvalues bigger then σ where (µn)n is some appropriate
sequence. The means result of this section is the present theorem
Theorem 5.1 —Let µ = (µn) be a positive real sequence, such that
lim
n→∞
µn
n
= α.
Then there exist a unique a = a(σ,α), and b = b(σ,α), such that, after scaling
the measure νσn,µn by
1√
n
, it converge for the tight topology to the probability
measure νσα of theorem 2.4, with support ]a,b], and density fα,σ . This means
for all bounded continuous functions ϕ on R+,
lim
n→∞
∫
R+
ϕ(
x√
n
)νσn,µn(dx) =
∫
R+
ϕ(x)νσα (dx).
Observe that when α = 0, if we put L(a) = b − a, we obtain the following
equation for L(a),
3
4
L(a)2 + aL(a)− 2 = 0,
which gives
L(a) =
2
3
(
√
a2 +6− a),
and the density in the interval [0,L(a)] is given by
f0(x) =
1
2π
√
b − x
x
(2x +L(a) + 2a),
one recover’s Dean-Majumdar theorem, see for instance [7].
Furthermore when α = 0 and a = 0, hence b = 23
√
6, we recover’s the
Dean-Majumdar density [7]: the density of positive eigenvalues of a her-
mitian random matrix.
f (x) =
1
2π
√
b − x
x
(2x + b).
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Note that for α > 0, if we move the barrier σ from the right to the left,
for σ > ac, the density is given as in the theorem, moreover for σ = ac, the
density fα vanished at the end of the support [ac,bc] and it is the optimal
density of the eigenvalues. For 0 < σ ≤ ac the density keep unchanged and
is given by
fα(x) =
1
π
√
(bc − x)(x − ac)
(
1+
α√
acbc
1
x
)
. (5.9)
Which means that the statistical distribution of eigenvalues on all the
positive real line of generalized Gaussian hermitian matrix when the di-
mensional of the matrix is big enough is given by fα. Observe that as
α → 0, since from proposition 2.1 one have, bc(α) + ac(α)
2
=
α√
bc(α)ac(α)
,
and 0 < ac(α) <
√
α, hence ac(α)→ 0, and
lim
α→0
α√
bc(α)ac(α)
=
b(0)
2
=
2
3
√
6.
From equation (5.9), one recover’s the Dean-majumdar density of positive
eigenvalues of Gaussian unitary ensemble.
5.1 Large deviation to the left and right of λmin
5.2 Case of α > 0.
Let
Pn,µn(λmin ≥ t) =
Zn(t)
Zn(0)
,
where
Zn(t) =
∫ +∞
t
· · ·
∫ +∞
t
e−
β
2Fn(λ)dλ1...dλn,
and
Fn(λ) =
n∑
i=1
(
λ2i +2µn log
1
λi
)
+2
∑
i<j
log
1
|λi −λj |
.
From the previous theorem, one can find the asymptotic of the density of
minimal eigenvalues. In fact by the saddle point method one obtain
Pn,µn
(
λmin(n) ≥
√
nσ
)
≈ exp
(
− β
2
n2
(
E∗α,σ −E∗α,ac
))
≈ exp
(
− β
2
n2Φ+(σ)
)
,
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the function Φ+ is called the right rate function.
The saddle point method is not able to capture fluctuations to the left
of λmin. Since we only consider leading terms O(n
2), which capture bulk
properties. the asymptotic density fα,σ sea is a priori not subject to forces
capable of macroscopic rearrangements. Following this physical picture,
the left rate function is determined by the energy cost in pulling the left-
most charge in the external potential of the Coulomb gas Fn(λ) and the
interaction of the charge with the unperturbed fα,σ sea. This energy cost
for λmin = t≪ ac
√
n can be estimated for large n using Fn(λ)
∆En(t) = Fn(t,λ2, ...,λn)− Fn(ac
√
n,λ2, ...,λn).
Hence
∆En(t) = t
2 − 2µn log t − 2
n∑
j=1
log |t −λj |+Cn
= t2 − 2µn log t − 2n
∫
log |t −λ|νσn,µn(dλ) +Cn.
where Cn is given by the condition ∆E(t = ac
√
n) = 0 and 0 < σ < ac.
For n large enough using the fact that µn ∼ αn, and the convergence
of the measure νσn,µn tightly to fα , one gets for the new scaling variable,
t = x
√
n,
∆En(t)
n
∼ ∆Eα(x) = x2 − 2α logx − 2
∫ bc
ac
log |x −λ|fα(λ)dλ+C,
where
fα(λ) =
1
2π
√
(bc −λ)(λ− ac)(1 +
α√
acbc
1
λ
).
Hence
∆Eα(x) = x
2 − 2α log(x) + 2Uνacα (x) +C,
Such expression coincide with the previous one of proposition 3.2. Hence
∆Eα(x) = 2
∫ ac
x
hα,ac(λ)dλ,
where
hα,ac(λ) =
√
(bc −λ)(ac −λ)
(
1+
α√
acbc
1
λ
)
.
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A simple computation gives
∆Eα(x) =
1
4
(ac − bc)2
(
− ξ
√
−1+ ξ2 − log
(
− ξ +
√
−1+ ξ2
))
+
1
2
(a2c − b2c )
(√
−1+ ξ2 − 3
2
√
−1+ r2 log
(
− 1+ r2
)
+ r log
(
− ξ +
√
−1+ ξ2
))
− 1
2
(a2c − b2c )
√
r2 − 1log
(−1− rξ +√(− 1+ r2)(− 1+ ξ2)
(r + ξ)
(
− 1+ r2
)3/2
)
,
where ξ =
2x − bc − ac
bc − ac
, r =
bc + ac
bc − ac
, and x ∈]0,ac[. Moreover for the proba-
bility, one gets
Pn,µn(λmin(n) ≤ x
√
n) ∼ e− nβ2 ∆Eα (x),
Since x ∼ ac, which means that ξ ∼ −1, hence
∆Eα(x) = −
(ac − bc)2
4

4
√
2
3
+
4
(
− 1
2
√
2
+ r
6
√
2
+
(1+r)(−5
√
2+
√
2r)
12(−1+r)
)
α
(bc − ac)
√
acbc
 (−ξ−1)3/2+O[−ξ−1]5/2.
for ξ ≤ −1. Substituting the expression of ξ, and x in the previous formula,
it yields for t−ac
√
n√
n
≪ 1,
Pn,µn
(
λmin(n) ≤ t
)
∼ e
− nβ2 C0
(
ac
√
n−t√
n
) 3
2
,
Pn,µn
(
λmin(n) ≤ t
)
∼ exp
(
−β
2
C0
(
n
1
6 (ac
√
n− t)
) 3
2
)
, (5.10)
where
C0 := C0(α) =
√
bc − ac
(
4
3
+
(
− 1+ r3 + (1+r)(−5+r)3(−1+r)
)
α
(bc − ac)
√
acbc
)
.
Which can be simplified as
C0 =
√
bc − ac
(
4
3
+
r
(
r − 2−√5
)(
r − 2+√5
)
6(r − 1)
)
, r = r(α) =
bc + ac
bc − ac
.
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Such result coincide exactly with the left tail behavior of the Tracy-Widom
limiting distribution. In fact if we put λmin(n) = ac
√
n − 34C
2
3
0 n
− 16χ, the χ
has an n-independent PDF gβ , from the left of ac and
gβ(χ) = exp
(
− 2β
3
χ
3
2
)
for χ→ +∞.
5.3 Case of α = 0
If µn = 0, we are in the case of the Gaussian unitary ensemble which is
treated by Dean-Majumdar [7], where they studies the rate function for
the maximal eigenvalue. Here we assume more general setting where we
suppose that lim
n→+∞
µn
n
= α = 0. we’ll see that the result of Dean-Majumdar
still unchanged. We will gives the rate function for the minimal eigen-
value. In such a case we saw that the limit density of eigenvalues which
are in the interval [σ,+∞[, for all σ ∈ R, is
f0(x) =
1
2π
√
b − x
x −σ
(
2x + b −σ
)
,
for all σ ∈ R, where b = b(σ) = 23
(√
σ2 +6 + σ2
)
. One gets the probability
asymptotic
Pn,µn
(
λmin(n) ≥
√
nσ
)
≈ exp
(
− β
2
n2
(
E∗0,σ −E∗0
))
≈ exp
(
− β
2
n2Φ+(σ)
)
,
Here E∗0 is the full energy in the real line. It is given by
E∗0 = E
∗
0,−∞ = E
∗
0,−√2 =
3
4
+
1
2
log2.
In the same way from proposition 3.5 one has the expression of E∗0,σ ,
E∗0,σ =
1
108
(
81+72σ2−2σ4+
(
30σ+2σ3
)√
6+σ2−108log
(
1
6
(
−σ+
√
6+σ2
)))
.
Hence we obtain
Pn,µn
(
λmin(n) ≥
√
nσ
)
≈ exp
(
− β
2
n2Φ+(σ)
)
,
where
Φ+(σ) =
1
54
(
36σ2−σ4+
(
15σ +σ3
)√
σ2 +6+27
(
log18−2log
(√
σ2 +6−σ
))
.
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For σ → (−√2)+ one gets
Φ+(σ) ∼
√
2
6
(σ +
√
2)3.
Thus for the scaling variable t, t = σ
√
n, and t+
√
2n√
n
≪ 1, t ≥ −√2nwe obtain
Pn,µn
(
λmin(n) ≥ t
)
∼ exp
(
− β
√
2
12
(
n
1
6 (t +
√
2n)
)3)
.
Note that this matches exactly with the right tail behavior of the Tracy-
Widom limiting distribution. The same hold for α > 0, but the expression
of Eα,σ is more complicate.
To see the left rate function, we have for σ ≤ −√2, from the previous
case with (ac = −
√
2,bc =
√
2), that
Φ−(σ) = ∆E0(σ) = log2−σ
√
σ2 − 2− 2log
(
−σ +
√
σ2 − 2
)
.
For σ → (−√2)− one gets
Φ−(σ) ∼
2
11
4
3
(−σ −
√
2)
3
2 .
For σ 7→ −∞
Φ−(σ) ∼ σ2.
Since
Pn,µn
(
λmin(n) ≤ σ
√
n
)
∼ exp
(
− nβ
2
Φ−(σ)
)
,
and This means with the new scale variable t = σ
√
n ≤ −√2n that,
Pn,µn
(
λmin(n) ≤ t
)
∼ exp
(
− β2
7
4
3
(
n
1
6
∣∣∣t +√2n∣∣∣) 32 ).
This matches exactly with the left tail behavior of the Tracy-Widom limit-
ing distribution. Such result can be deduced from equation (5.10). In fact
for α = 0, hence ac(α) = −
√
2, bc(α) =
√
2 and C0(α) =
2
11
4
3 .
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5.4 Proof of theorem 5.1
In the rest of the section we will prove theorem 4.1, for this purpose we
need some preliminary results.
For a positive real sequence µ = (µn)n and σ as in the previous, let K
σ
n
be the function on Rn+, defined by
Kσn (x) =
∑
i,j
log
1
|xi − xj |
+ (n − 1)
n∑
i=1
Qσαn(xi),
where Qσαn(x) = (x +σ)
2 +2αn log
1
x +σ
, αn =
µn
n
, and
kσn (x,y) = log
1
|x − y| +
1
2
Qσαn(x) +
1
2
Qσαn(y).
The function Kσn is bounded from below, moreover limx→+∞Kσn (x) = +∞,
it follows that Kσn attaint it minimum at a point say, x
(n,σ) = (x
(n,σ)
1 , ...,x
(n,σ)
n ).
Let
τσn =
1
n(n − 1) infRn+
Kσn (x),
and
ρσn =
1
n
n∑
i=1
δ
x
(n,σ)
i
.
For a probability measure µ on R+, and δ ≥ 0, one consider the energy
Eδ,σ (µ) =
∫
R
2
+
log
1
|s − t|µ(ds)µ(dt) +
∫
R+
Qσδ (s)µ(ds).
and
E∗δ,σ = infµ Eδ,σ (µ),
where the minimum is taken over all compactly support measures with
support in R+. Moreover, defined the scaled density
P
σ
n,µn
(dx) =
1
Zn
n∏
i=1
(xi +σ)
βµne
−n β2
n∑
i=1
(xi+σ)
2
|∆(x)|βdx1...dxn.
where Zn is a normalizing constant.
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Proposition 5.2 — Let µ = (µn) be a positive real sequence, and σ > 0, such
that
lim
n→∞
µn
n
= α.
If α = 0, it will be assumed that σ ∈ R. Then there exist a = a(σ,α), (a ≥ σ),
and b = b(σ,α), (b > a), such that
(1) lim
n→∞τ
σ
n = E
∗
α,σ = Eα,σ (ν
a
α).
(2) The measure ρσn converge for the tight topology to the equilibrium measure
νaα .
(3) lim
n→∞−
1
n2
logZn =
β
2
E∗α,σ .
Lemma 5.3 For every n ∈ N, let αn =
µn
n
and assume lim
n→+∞αn = α. Then there
exist an ≥ σ, bn > an, such that
(1) E∗αn ,σ = Eαn ,σ (ν
an
αn), limn→∞an = a, and limn→∞bn = b.
(2) lim
n→∞E
∗
αn ,σ
= E∗α,σ .
Proof.—
Step (1). From proposition 1.1 and 3.1, it follows that with Σ = [σ,+∞[,
and Qαn , there is an ≥ σ and bn > an, such that the measure which realize
the minimum of the energy Eαn ,σ is ν
an
αn with support ]an,bn], where an
and bn are the unique solution of the two equations ψαn(bn,an) = 0 and
ϕαn(bn,an) ≥ 0 on [σ,+∞[. Hence
3
4
(bn − a)2 + a(bn − a) + 2αn
√
a√
bn
− 2αn − 2 = 0, an + bn −
2αn√
anbn
≥ 0
it follows
σ ≤ an ≤ bn ≤
4
3
(2αn +2),
Since the sequence αn converge to α, hence an and bn are bounded and
there is some subsequence ank , bnk convergent respectively to a0 and b0
and b0 ≥ a0 ≥ σ. It follows that
3
4
(b0 − a)2 + a(b0 − a) + 2α
√
a√
b0
− 2α − 2 = 0, a0 + b0 −
2α√
a0b0
≥ 0
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which means that
ψα(b0,a0) = 0, and, ϕα(b0,a0) ≥ 0.
Moreover we saw that the solution (x,y) of the equations ψα(y,x) = 0 and
ϕα(y,x) ≥ 0 in the interval [σ,+∞[ is unique the unique pair (a,b). It fol-
lows that a0 = a and b0 = b, and a, b are the unique limits for a subse-
quences of an respectively bn, hence these sequences an and bn converge to
a respectively b.
step (2). We saw that supp(ν
an
αn) ⊂ [σ,+∞[. Hence
E∗α,σ = Eα,σ (ν
a
α) ≤ Eα,σ (νanαn),
furthermore, we have seen in step(1) that E∗αn ,σ = Eαn ,σ (ν
an
αn), hence
Eα,σ (ν
an
αn) = E
∗
αn ,σ
+
∫
R+
(
Qσα(x)−Qσαn(x)
)
ν
an
αn(dx),
By using the dominate convergence theorem and the fact that an, bn con-
verge, we deduce that
lim
n→∞
∫
R+
(
Qσα(x)−Qσαn(x)
)
ν
an
αn(dx) = 0.
and
E∗α,σ ≤ liminfn E
∗
αn ,σ
. (5.11)
Furthermore we know that supp(νaα) ⊂ [σ,+∞[, it follows that
E∗αn ,σ ≤ Eαn ,σ(νaα). (5.12)
Moreover
Eαn ,σ (ν
a
α) = Eα,σ (ν
a
α) +
∫
R
(
Qσαn(x)−Qσα(x)
)
νaα(dx), .
Hence
Eαn ,σ (ν
a
α) = E
∗
α,σ +
∫
R
(
Qσαn(x)−Qσα(x)
)
νaα(dx),
by the dominated convergence theorem, one gets
lim
n→+∞Eαn ,σ (ν
a
α) = E
∗
α,σ ,
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and from (5.12) we obtain
limsup
n
E∗αn ,σ ≤ E∗α,σ . (5.13)
Thus from equations (5.11) and (5.13), it follows that
E∗α,σ ≤ liminfn E
∗
αn ,σ
≤ limsup
n
E∗αn ,σ ≤ E∗α,σ .
Which gives the desired result.
Proof of proposition 5.2.—
Step 1 and 2: For a probability measure µ,∫
R
n
+
Kσn (x)µ(dx1)...µ(dxn) = n(n−1)
∫
R
2
+
log
1
|x − y|µ(dx)µ(dx)+n(n−1)
∫
R+
Qσαn(x)µ(dx),
hence
τσn ≤ Eαn ,σ (µ).
For µ = ν
an
αn ,
τσn ≤ E∗αn ,σ . (5.14)
Moreover
Kσn (x
(n,σ)) =
∑
i,j
kσn
(
x
(n,σ)
i ,x
(n,σ)
j
)
≥ (n − 1)1
2
( n∑
i=1
hσαn
(
x
(n,σ)
i
)
+
n∑
i=1
hσαn
(
x
(n,σ)
i
))
,
where hσαn(x) =Q
σ
αn
(x)− log(1 + x2), Since∫
R+
hσαn(t)ρ
σ
n (dt) =
1
n
n∑
i=1
hαn ,σ
(
x
(n,σ)
i
)
,
it follows that, ∫
R+
hσαn(t)ρ
σ
n (dt) ≤ τσn ≤ E∗αn ,σ .
Moreover, by the convergence of αn to α, there is some constant c such
that for all t
hσαn(t) ≥ hσc (t).
Furthermore from Step(1) of the previous lemma, there is some constant
C, such that ∫
R+
hσc (t)ρ
σ
n (dt) ≤ E∗αn ,σ ≤ C,
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using the fact that limx→+∞hσc (x) = +∞, then by the Prokhorov criterium
there is some subsequence ρnk , which convergent to ρ for the tight topol-
ogy.
For ℓ ≥ 0, let kσ,ℓn (x,y) = inf(kσn (x,y), ℓ), defined
Eℓαn ,σ (µ) =
∫
R
2
+
kσ,ℓn (x,y)µ(dx)µ(dy),
Divide R2+ to four regions,
R1 = {(x,y) ∈ R2+ | x ≤ 1−σ, and y ≤ 1−σ},
R2 = {(x,y) ∈ R2+ | x ≥ 1−σ, and y ≥ 1−σ},
R3 = {(x,y) ∈ R2+ | x ≤ 1−σ, and y ≥ 1−σ},
R4 = {(x,y) ∈ R2+ | x ≥ 1−σ, and y ≤ 1−σ},
Since for every ε > 0, there is n0, such that for all n ≥ n0,
α − ε ≤ αn ≤ α + ε,
it follows that for (x,y) ∈ R1,
kσα−ε(x,y) ≤ kσn (x,y),
for (x,y) ∈ R2,
kσα+ε(x,y) ≤ kσn (x,y),
for (x,y) ∈ R3,
1
2
kσα+ε(x,y) +
1
2
kσα−ε(x,y) ≤ kσn (x,y),
the last result is valid inR4 by symmetry. If we set (θ1,θ2) = (1,0), (0,1), (
1
2 ,
1
2 ),
in respectively for R1, R2 and R3∪R4. It follows that for all (x,y) ∈ R2+,
θ1k
σ
α−ε(x,y) +θ2k
σ
α+ε(x,y) ≤ kσn (x,y).
Take the infimum it yields
θ1k
σ,ℓ
α−ε(x,y) +θ2k
σ,ℓ
α+ε(x,y) ≤ kσ,ℓn (x,y),
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and
θ1E
ℓ
α−ε,σ (ρ
σ
nk
) +θ2E
ℓ
α+ε,σ (ρ
σ
nk
) ≤ Eℓαn ,σ (ρσnk ) ≤ τσn +
ℓ
n
.
Thus from equation (5.14), we have
θ1E
ℓ
α−ε,σ (ρ
σ
nk
) +θ2E
ℓ
α+ε,σ (ρ
σ
nk
) ≤ τσn +
ℓ
n
≤ E∗αn ,σ +
ℓ
n
. (5.15)
The cut kernel kσ,ℓα±ε(x,y) is bounded and continuous, and the probability
measure ρσnk converge tightly to ρ
σ , hence lim
k→+∞
Eα±ε(ρσnk ) = Eα±ε(ρ
σ ). Thus
by the previous lemma one gets
θ1E
ℓ
α−ε,σ (ρ
σ ) +θ2E
ℓ
α+ε,σ (ρ
σ ) ≤ E∗α,σ .
As ℓ goes to +∞, by the monotone convergence theorem one obtains
θ1Eα−ε,σ (ρσ ) +θ2Eα+ε,σ (ρσ ) ≤ E∗α,σ .
thus,
Eα,σ (ρ
σ ) ≤ E∗α,σ .
By the definition of the equilibriummeasure we obtains E∗α,σ = Eα,σ (ρσ ) =
Eα,σ (ν
a
α), it follows by unicity of the equilibrium measure that ρ
σ = νaα .
Thus the only possible limit for a subsequence of ρσn is ν
a
α , hence the se-
quence ρn it self converge to ν
a
α . Moreover from equation (5.15) one gets
lim
n
τn = E
∗
α,σ .
Step 3: We saw for every x ≥ 0, Kσn (x) ≥ n(n − 1)τσn , hence
Zn ≤ e−
β
2n(n−1)τn
(∫ +∞
0
e−
β
2Q
σ
αn (x)dx
)n
,
moreover∫ +∞
0
e−
β
2Q
σ
αn (x)dx =
∫ +∞
0
(x +σ)βαne−
β
2 (x+σ)
2
dx ≤ 1
2
(2
β
) βαn
2
Γ
(βαn
2
+
1
2
)
,
hence
1
n2
logZn ≤ −
n − 1
n
τn +
1
n
log
(
1
2
(2
β
) βαn
2
Γ
(βαn
2
+
1
2
))
.
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Here we used the fact that αn converge. Then
limsup
n
1
n2
logZn ≤ −
β
2
E∗α,σ .
Furthermore
Zn ≥
∫
Rn
e
− β2Kn(x)−
β
2Q
σ
αn (x)−
n∑
i=1
log fα(xi )
n∏
i=1
νaα(dxi),
Applying Jensen’s inequality we obtain
Zn ≥ exp
∫
Rn
(
− β
2
Kn(x)−
β
2
Qσαn(x)−
n∑
i=1
log fα(xi)
) n∏
i=1
νaα(dxi),
hence
Zn ≥ e−
β
2
(
n(n−1)E∗α,σ
)
exp
(
−β
2
n
∫ b
a
Qσαn(x)fα(x)dx
)
exp
(
−n
∫ b
a
fα(x) log fα(x)
)
dx,
since |Qσαn(x)| ≤ b2 + cmax(| logb|, | loga|), where c is some bound for the
sequence αn. Moreover the function x 7→ fα(x) log fα(x) is continuous on
[a,b]. Hence
liminf
n
1
n2
logZn ≥ −
β
2
E∗α,σ ,
and the conclusion hold
−β
2
E∗α,σ ≤ liminfn
1
n2
logZn ≤ limsup
n
1
n2
logZn ≤ −
β
2
E∗α,σ .
Proof of theorem 5.1.—The proof of the theorem follow as the proof in
([6], Faraut, theorem IV.5.1).
Remark 5.4 Let α ≥ 0, and σ < 0. If α = 0, it is assumed that σ ∈ R. we
restrict the probability density Pn,µn to the set Λσ =
{
x ∈ Hn | λmax(x) ≤ σ
}
,
where λmax(x) is the maximal eigenvalues of the hermitian matrix x. Under the
same condition of theorem 4.1, one can prove that the measure νσn,µn rescaled by
1√
n
converge in the tight topology to same probability measure νσα with density
gα and support [a,b[
gα(x) =
1
2π
√
x − a
b − x
(
− 2x + b − a+2α
√
b
a
1
x
)
.
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where b = b(α,σ) ≤ σ and a = a(σ,α) < b is the unique solution of the following
equations
a+ b+
2α√
ba
≤ 0,
3
4
(a− b)2 − b(b − a) + 2α
√
b
a
− 2α − 2 = 0.
6 Computation of the probability of positive eigen-
values
In this section we will compute the asymptotic of the probability pn(α),
for which all the eigenvalues are positive. For σ = 0, we have
pn(µn) =
P0n(Ωn)
Pn(Hn)
,
Hence
pn(µn) =
Z0n
Zn
,
where
Z0n =
∫
R
n
+
n∏
i=1
x
βµn
i e
−n β2
n∑
i=1
x2i |∆(x)|βdx1...dxn.
and
Zn =
∫
Rn
n∏
i=1
x
βµn
i e
−n β2
n∑
i=1
x2i |∆(x)|βdx1...dxn.
It can be seen that
logpn(µn) = logZ
0
n − logZn,
hence
lim
n→+∞
1
n2
logpn(µn) = −
β
2
(
−E∗α +E∗α,ac
)
:= lim
n→+∞
1
n2
logpn(α).
Small value of α: Since
E∗α =
3
4
+
1
2
log2+ (
3
2
+ log2)α +α2 log2α − (α2 +α + 1
4
)log(1 + 2α).
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See for instance [3]. Hence for α small enough
E∗α =
3
4
+
1
2
log2+ (1+ log2)α + o(α),
Moreover expanding for α near zero, the energy Eα,ac , then we obtains,
from proposition 4.5. and theorem 2.4.
Eα,ac =
3
4
+
1
2
log6+Cα + o(α).
whereC =
1
432
(
−36(−6+
√
6)+(54−161
√
6)log2+27(10+
√
6)log3
)
≈ 0.6045
Proposition 6.1 —
(1) For α > 0,
lim
n→∞
1
n2
logpn(α) = −
β
4
log3+
β
2
(1+ log2−C)α + o(α),
where o(α) is a small terms in α.
(2) For α = 0,
lim
n→∞
1
n2
logpn(0) = −
β
4
log3.
Hence pn(α) converge to zero very rapidly as n→ +∞. Moreover for small
values of α > 0, it is like e−(c+o(α))n2 where c = β4 log3 +
β
2 (C − 1 − log2)α.
But for α = 0, c =
β
4 log3. The second step of the proposition is du to
Dean-Majumdar [7].
Example: For example for σ = 0, and α = 0.1, the support of the mea-
sure ν01 is [ac,bc] = [0.00796,1.71004], and
ν00.1(dx) =
1
π
√
(1.71004− x)(x − 0.00796)
(
1+
0.858
x
)
.
Exact value of pn from energy expression:
Eα,ac = 1.869,Eα = 1.23416,
pn(0.1) ≈n→+∞ e−(0.3174)βn
2
Value of pn using the developmental for α near 0, (α = 0.1).
Eα,ac ≈ 1.6246,Eα ≈ 1.2658,
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pn(0.1) ≈n→+∞ e−(0.2202)βn
2
The error is of order 0.0972.
pn(0) ≈n→+∞ e−(0.2746)βn
2
Plotting of the density fα,σ
Figure 4: α = 2.
for a = 2, b = 3, σ = 2. Density of eigenvalues in Σσ = [2,+∞[.
for a = 1, b ≈ 2.58, σ = 1. Density of eigenvalues Σσ = [1,+∞[.
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Figure 5: α = 2, a = ac ≈ 0.618, b = bc ≈ 2.562
Density of eigenvalues in Σσ =]σ,+∞[, for 0 ≤ σ ≤ ac
Figure 6: α = 0
for a = 1, b ≈ 2.09, σ = 1, density of eigenvalues in Σσ = [1,+∞[.
for a = 0, b = 23
√
6 ≈ 1.632, σ = 0, density of eigenvalues in
Σσ = [0,+∞[.
for a = −1, b = 1.43, σ = −1, density of eigenvalues in Σσ = [−1,+∞[.
for a = −√2, b = √2, σ ∈ [−∞,−√2[, density of eigenvalues in
Σσ = [σ,+∞[.
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Figure 7: Small value of α,a, σ = 0
Density of eigenvalue in ]σ,+∞[
for 2α = 0.333., a = ac ≈ 0.02, b = bc ≈ 1.7601 .
for α = 0, a = 0.02, b ≈ 1.639. The Dean-Majumdar density
for α = 0, a = 0, b = 23
√
6 ≈ 1.632 The Dean-Majumdar density.
It can be seen that the discontinuity of the density fα,σ at ac ≈ 0, begin
to appear when a and α are near 0.
Appendix
Proof of lemma 3.4.—
Step 1: Substituting x =
2
b − a (t −
a+ b
2
), it yields
∫ b
a
√
(t − a)(b − t)dt
t
=
1
4
(b − a)2
∫ 1
−1
√
1− x2
a+b
2 +
b−a
2 x
dx.
now use the change x = cosθ, −π ≤ θ ≤ π and r = b − a
b + a
∈]0,1]. It yields
∫ b
a
√
(t − a)(b − t)dt
t
=
r(b − a)
4
∫ π
−π
sin2θ
1+ r cosθ
dθ.
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Moreover
sin2θ =
1
r2
(
1− r2 cos2θ + r2 − 1
)
,
hence
sin2θ
1+ r cosθ
=
1
r2
(
1− r cosθ
)
+
r2 − 1
r2
1
1+ r cosθ
.
Since
1+ r cosθ = (r +1)cos2
θ
2
− (r − 1)sin2 θ
2
,
hence
sin2θ
1+ r cosθ
=
1
r2
(
1− r cosθ
)
+
r − 1
r2
1+ tan2 θ2
1+ 1−rr+1 tan2
θ
2
.
One can remark that the antiderivative of arctan
(√
1− r
1+ r
tan
θ
2
)
is the func-
tion
1
2
√
1− r
1+ r
1+ tan2 θ2
1+ 1−r1+r tan2
θ
2
. One gets
∫ π
−π
sin2θ
1+ r cosθ
dθ =
2π
r2
− 2π
r2
√
1− r2.
Substituting r =
b − a
b + a
, it yields
∫ b
a
√
(t − a)(b − t)dt
t
=
π
2
(
√
b −√a)2.
Step 2: For the second step in lemma, it follows from this remark
Uµ(x) =
∫ +∞
0
log
1
|x − t|µ(dt) = −µ
(
[0,+∞[
)
log(x) +
∫ +∞
0
log
1
|1− tx |
µ(dt),
and we use first step and dominated convergence theorem.
Step 3: We will evaluate the integral ψ(x) =
∫ x
b
√
(u − b)(u − a)du
u
. To do
this, take the change of variable u = b−a2 t +
b+a
2 and r =
b−a
b+a ∈]0,1], by
straightforward computation one gets
ψ(x) =
(b − a)2
4(b + a)
∫ X
1
√
t2 − 1
1+ rt
dt,
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where X = b−a2 x +
b+a
2 . Since
r2
√
t2 − 1
1+ rt
=
1− r2
(1 + rt)
√
t2 − 1
+
rt − 1√
t2 − 1
=
√
1− r2
√
1− r2 − r
√
t2 − 1
(1+ rt)
√
t2 − 1
+
rt − 1√
t2 − 1
+
r
√
1− r2
1+ rt
,
Moreover
ϕ1(x) :=
rt − 1√
t2 − 1
=
rt√
t2 − 1
−
1+ t√
t2−1
t +
√
t2 − 1
, (6.16)
and
(1+ rt)
(√
1− r2 − r
√
t2 − 1
)
= −
(√
t2 − 1− t
√
1− r2
)(
t + r +
√
1− r2
√
t2 − 1
)
,
hence
√
1− r2 − r
√
t2 − 1
(1+ rt)
√
t2 − 1
= −
(√
t2 − 1− t
√
1− r2
)(
t + r +
√
1− r2
√
t2 − 1
)
(1 + rt)2
√
t2 − 1
,
which can be written as
√
1− r2 − r
√
t2 − 1
(1+ rt)
√
t2 − 1
= −
√
t2 − 1− t
√
1− r2
√
t2 − 1
(
t + r −
√
1− r2
√
t2 − 1
) ,
hence
ϕ2(x) :=
√
1− r2
√
1− r2 − r
√
t2 − 1
(1+ rt)
√
t2 − 1
= −
1−
√
1− r2 t√
t2−1
t + r −
√
1− r2
√
t2 − 1
. (6.17)
Thus √
t2 − 1
1+ rt
=
1
r2
(
ϕ1(t) +ϕ2(t) +
r
√
1− r2
1+ rt
)
,
and all the functions can be integrate explicitly and one gets
ψ(x) =
1
r2
(
r
√
X2 − 1−
√
1− r2 log
(
X +
√
X2 − 1
)
−
√
1− r2 log
(
X + r −
√
1− r2
√
X2 − 1
)
+
√
1− r2 log(1 + rX)
)
.
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By performing the change of variable in the reverse order X = b−a2 x +
b+a
2 ,
and expanding near +∞, ψ(x), one gets
ψ(x) = x − 1
2
(b + a) logx +A+ o(
1
x
),
where
A = −a+ b
2
(
1− log b − a
4
)
+
√
ab log
√
b −√a√
b +
√
a
.
Using step 2, one gets Cµ = −A. This complete the proof.
Lemma 6.2 For 0 < a < b and as x goes to +∞, we have
(1) ∫ x
b
√
(b − u)(u − a)du
u
= x−1
2
(b+a) logx−a+ b
2
(
1−log a+ b
4
)
+
√
ab log
√
b −√a√
b +
√
a
+o(1),
(2) ∫ x
b
√
(t − a)(t − b)dt = 1
2
x2−a+ b
2
x−(b − a)
2
8
logx+
1
16
(
a2+6ab+b2+2(b−a)2 log b − a
4
)
+o(1).
(3) ∫ x
b
√
t − b
t − bdt = x −
b − a
2
logx − a+ b
2
+
b − a
2
log
b − a
4
+ o(1).
Proof.—
Step(1): This step is proved in the previous lemma.
Step (2):Take the change of variable u = t−ab−a , hence∫ x
b
√
(t − a)(t − b)dt = (b − a)2
∫ X
1
√
u(u − 1)du,
where X = x−ab−a . Since for all u > 1,√
u(u − 1) = 1
4
(
− 1
2
√−1+u√u
+2
√
(−1+u)u + (−1+2u)
2
2
√
(−1+u)u
)
,
moreover ∫
1
2
√−1+u√u
du = arcsinh(
√
u − 1),
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and ∫ (
2
√
(u − 1)u + (−1+2u)
2
2
√
(u − 1)u
)
du = (2u − 1)
√
u(u − 1).
Hence ∫ X
1
√
u(u − 1)du = 1
4
(
(2X − 1)
√
X(X − 1)− arcsinh(
√
X − 1)
)
.
Substituting the expression of X and as x goes to +∞ one gets∫ x
b
√
(t − a)(t − b)dt = 1
2
x2−a+ b
2
x−θ
2
8
logx+
1
16
(
a2+6ab+b2+2(b−a)2 log b − a
4
)
+o(1).
Step (3): As in the previous by performing the change of variable u = t−ab−a
and X = x−ab−a , one obtains∫ x
b
√
t − b
t − adt = (b − a)
∫ X
1
√
u − 1
u
du.
Since √
u − 1
u
= −
1
2
√−1+u +
1
2
√
u√−1+u +√u
+
−1+2u
2
√
(−1+u)u
,
hence ∫ X
1
√
u − 1
u
du =
√
X(X − 1)− log
(√
X − 1+
√
X
)
.
Substituting the change of X and when x goes to +∞, one gets the desired
result.
Approximation Density. Recall that for limn→+∞
µn
n = α, the density of
positive eigenvalues is fα(x) is given in theorem 2.4.
Let
fn(x) =
1√
n
n−1∑
k=0
ϕ
µn
k (
√
nx)2,
where ϕ
µn
k (x) =
1√
dk,n
H
µn
k (x)x
µne−
x2
2 , and H
µn
k is the truncated orthogonal
Hermite polynomial on the positive real axis, which satisfies∫ +∞
0
H
µn
k (x)H
µn
m (x)x
2µne−x
2
dx = 0, form , k,
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and ∫ +∞
0
(H
µn
k (x))
2x2µne−x
2
dx = dk,n.
It has been proved in theorem 2.4, that as n go to +∞, the density fn con-
verge tightly to the density fα where α = lim
n→∞
µn
n
.
First case: n = 7,µ7 = 0, hence α = 0.
f0(x) =
1
2π
√
2
3
√
6− x
x
(
2x +
2
3
√
6
)
,with support [0,
2
3
√
6]
.
Out[159]=
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0.2
0.4
0.6
0.8
1.0
1.2
1.4
Exact density f0 of positive eigenvalues .
Approximative density f7 of positive eigenvalues.
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Second case: n = 5,µ5 =
5
2 , hence α =
1
2 .
f 1
2
(x) =
1
π
√
(1.9− x)(x − 0.1
(
1+
1
2x
√
0.19
)
,with support [0.1,1.9].
Out[256]=
0.0 0.5 1.0 1.5 2.0 2.5
0.0
0.2
0.4
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0.8
Exact density f 1
2
of positive eigenvalues .
Approximative density f5 of positive eigenvalues.
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