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Using the commutativity of a general variation with the time differentiation we discuss both global
and local (gauge) symmetries of a lagrangian from a unified point of view. The Noether consider-
ations are thereby applicable for both cases. A complete equivalence between the hamiltonian and
lagrangian formulations is established.
An important problem is the study of various symme-
tries of a given action. Thus, for example, global symme-
tries, or gauge invariances of the rst kind are crucial for
condensed matter systems, whereas local symmetries, or
gauge invariances of the second kind pervade the whole
of gauge theories. Symmetry transformations are those
transformations that keep the invariance of the action
without using the equations of motion.The quantum me-
chanical implementation of these symmetry principles is
naturally carried out in the lagrangian formalism since
the equations of motion assume the form of a variational
principle. This is how the global symmetries are usually
studied, leading to conservation laws using Noether’s the-
orem.
Local (gauge) symmetries, on the other hand, are best
understood in the hamiltonian formalism by using the
procedure of Dirac [1] to identify the constraints, which
are a consequence of the gauge freedom of the theory.
The generator is constructed as a linear combination of
these constraints. For this generator to act as a symme-
try of the action, there have to be certain conditions [2{4]
among the parameters entering in the denition of the
generator. Alternatively, there exist purely lagrangian
methods [5{7] of extracting the gauge symmetry, but the
connection with the hamiltonian approach remains ob-
scure, just as the meaning of Noether’s theorem in this
context remains unclear.
In this paper we present a unied approach to the im-
plementation of either global or local symmetries. It is
based on the commutativity of a general variation with
the time dierentiation operation, which was used by us
[3] recently to discuss certain aspects of local symmetries.
An analogue of Noether’s theorem is obtained. A com-
plete equivalence between the lagrangian and hamilto-
nian formalisms is shown. With this in mind we will con-
sider rst order systems since here both the lagrangian
and hamiltonian formalisms can be applied rightaway.
This is not a serious restriction since any second order
lagrangian can always be brought to a rst order form
by a suitable extension of the conguration space.
Consider the following lagrangian,
L = a(q) _q − V (q) (1)
where the rst and second terms denote the kinetic and
potential pieces, respectively. Note that the a(q)(α =
1, ...N) includes the extra variables that might be needed
to recast the lagrangian into a rst order form. Under an
innitesimal variation δq, the lagrangian changes as,
δL =
(











If the above matrix is invertible, then the equations of
motion for all the coordinates can be determined in the





where f is the inverse of f dened as ffγ = δγ.
If the matrix (3) is not invertible, then the equations
of motion cannot be determined for all the coordinates.
In other words the number of equations of motion is less
than the number of variables so that there is a degeneracy
in the Cauchy problem. This corresponds to the case of a
gauge theory where local symmetries play an important
role. The global symmetries can be discussed without
this additional complication and so we turn to the case
where the symplectic matrix is invertible.
Just to show the equivalence between the lagrangian
and hamiltonian formalisms, recall that the basic brack-
ets are given by the inverse of the symplectic matrix,







The equation of motion (4) is now expressed as,
_q = fq, V g (6)
thereby yielding the conventional hamiltonian form of the
equation of motion.
An important step in obtaining (2) from (1) has been
to use the commutativity of the general variation with













This relation is crucial for deriving the lagrange’s equa-
tion. In the hamiltonian context, it leads to nontrivial
consequences. Under a global transformation, the varia-
tion δq is given by,
δq = fq, Gg (8)
Independently computing both sides of (7) by using (6)
and (8), and then exploiting the Jacobi identity yields,
fq, fG, V gg = 0
Since the result is true for all q, we can make the
stronger statement that,
fG, V g = 0 (9)
It is easy to see that this condition leads to the o-shell
invariance of the action, since using (8) in (2), the expres-
sion for δL reduces, modulo a total time derivative, to
fG, V g. The conservation laws following from the global
symmetries require the explicit use of the equations of




thereby reproducing the usual statement of Noether’s
theorem regarding the conservation of the generator.
Let us next discuss the case of local symmetries. As
stated before the symplectic matrix is not invertible and
there are constraints in the system related to these non-
invertible velocities. As shown by Dirac, the action prin-
ciple for a constrained system follows from a lagrangian
with a general structure,
L = ai(q) _qi − λaφa(q) − V (q) (11)
The coordinates qi(i = 1, ...n) constitute the nonsingular
part of the original lagrangian (1) while the constraints
φa(a = 1, ...N−n) are implemented by the lagrange mul-
tipliers λa. For standard (i.e. second order) lagrangians
the momenta corresponding to the noninvertible veloc-
ities are dened to tbe the primary constraints of the
theory. The other (secondary, tertiary , etc) constraints
are obtained from the successive time consistency of these
constraints till the iterative process terminates. This is
the Dirac algorithm in the hamiltonian approach. In
passing to the rst order form the primary constraints
are naturally eliminated and the variables (say λa1) con-
jugate to these constraints impose the secondary con-
straints (φa1 ). All the other constraints (labelled by the
index (a2)) are put in by hand through their correspond-
ing (unknown) lagrange multipliers λa2 . The complete
set of constraints is then labelled by the index a, which
is a sum of a1 and a2.










The symplectic matrix is now invertible and the invari-
ance of the action leads to the following equations of mo-
tion,









φa = 0 (12)
which can also be put in the hamiltonian form by using
the brackets,
_qi = fqi, φagλa + fqi, V g (13)
Since the full set of constraints has been found, consis-
tency with the equations of motion demands that they
satisfy the algebra,
fφa, φbg = Ccabφc
fV, φag = V ba φb (14)
The structure of the above algebra shows that the con-
straints act as the generator in the hamiltonian frame-
work in the sense that the hamiltonian has vanishing
brackets with these constraints. Indeed following Dirac,
the usual form of this generator is taken as,
G = aφa (15)
where a are the corresponding parameters and the in-
nitesimal transformations are given by,
δqi = fqi, φaga (16)
We are now in a position to discuss the local gauge in-
variance of (11). Computing the l.h.s. of (7) from (13)
by using (16), we obtain,
δ _qi = ffqi, φag, φbgbλa + ffqi, V g, φbgb + fqi, φagδλa
(17)
Note that the expression δλa is only formal since in gen-
eral we do not know the lagrange multipliers. Its precise
meaning will be abstracted from the commutativity law
(7). Next, the r.h.s. of (7) is computed independently




δλa − _a + Cacbλcb + V ab b
)
= 0
Since the result is valid for all qi, we get the following
transformation law for the multipliers,
δλa − _a + Cacbλcb + V ab b = 0 (18)
It is simple to show that with this expression, the ac-
tion obtained from (11) remains invariant under the lo-
cal transformation (16). This explicit check has been
discussed earlier in the literature [8].
2
We now illustrate how the fundamental relation (10),
which was derived from general arguments based on the
commutativity property, plays a role for the local sym-
metries. Since the generator is given by (15) it might
appear that we get a trivial relation 0 = 0, which just fol-
lows from the time consistency of the constraints. Such
a conclusion is, however, valid only when we pass to the
constraint shell φa = 0. This is not allowed in the present
context because then the generator itself vanishes. A
proper interpretation of (10) is needed meaning that the
passage to constraint shell is disallowed. This also entails
a slight modication in (13). The usual hamilton equa-
tion following from (11) actually contains an extra term
which drops out once the constraint condition (12) is im-
posed. Since we do not want to impose this condition,
the complete equation of motion is,
_qi = fqi, φagλa + fqi, λagφa + fqi, V g
Putting (15) in (10) and using the above equation of mo-
tion, along with the constraint algebra (14), to evaluate
_φa, we obtain,(
fλa, φbgb − _a + Cacbλcb + V ab b
)
φa = 0
The rst term is just δλa following from the denition
(16), thereby reproducing the condition (18). Both global
and local symmetries may thus be discussed from (10).
Interpreted this way, it is possible to regard (10) as an
analogue of Noether’s theorem for the local case.
After completing the hamiltonian analysis we discuss
a purely lagrangian approach which reveals the equiva-
lence of both methods. The rst step is to identify the
constraints within the lagrangian formalism. There is a
standard method [9] of doing this thing. Going back to
(2) we see that the term in the parentheses must vanish
for the invariance of the action. If there are constraints
there will be zero modes of the symplectic matrix. Com-
puting these zero modes νa and multiplying from the left





where T stands for the transpose and a is the indepen-
dent number of zero modes. These constraints are now
inserted in the lagrangian by means of lagrangian multi-
pliers, so they acquire a form similar to (11),
L = ai(q) _qi + _ηaφa(q)− V (q) (20)
Note however that the constraints have been shifted from
the potential to the kinetic part, implying that _φ = 0 is
being implemented in lieu of φ = 0. This ensures the time
consistency of the constraints. The symplectic matrix










where the rst entry is the invertible two form corre-
sponding to the coordinates qi and has exactly the same
structure as (3). The zero modes of the above symplectic







where A = i(b) for the top(bottom) entry. Multiplica-
tion of (22) with @V@qi to obtain fresh constraints in anal-
ogy with (19) just corresponds to the l.h.s. of (14). If
this turns out to be a combination of the constraints, the
process terminates; else it continues. This is the exact
parallel of the hamiltonian way of extracting the con-
straints. We assume that the process has terminated and
the lagrangian incorporating all the constraints is given
by (20).
The variation of the lagrangian is given by,
δL =
(






δqi + δ _ηaφa
=
(




where F is dened in (21), and the passage to the sec-
ond line from the rst has been done by using the com-
mutativity principle. Let us next discuss the invariance
properties.
As emphasised in this approach [11] the zero modes
generate the innitesimal transformations,
δχA = −a(νaA)T
which, in components, has the form,
δqi = −a ∂φa
∂qj
f ji; δηa = −a (24)









which vanishes only if the structure functions C and V
vanish. For nonvanishing structure functions, however,
the variation of the multipliers η in (24) can be modied
such that the r.h.s. of (25) vanishes. This is possible since
the variation (25) is proportional to the constraints while
the rst line of (23) involves a piece δ _ηaφa. Hence the
complete transformation of _η to achieve the o-constraint
shell invariance of the lagrangian is given by,
δ _ηa = − _a − Cabc _ηbc + V ab b
Making the necessary identications (λ = − _η) this rela-
tion is identical with (18). This completes the demon-
stration of the equivalence between the lagrangian and
hamiltonian approaches.
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It should be stressed that what has been achieved is
the invariance of the lagrangian (11). However this is not
the original lagrangian with which one starts. The latter
contains some variables which appear as lagrange multi-
pliers (say λa1) and implement the constraints φa1 when
written in the rst order form. A typical example is the
A0 eld implementing the Gauss constraint in Maxwell’s
theory. The other multipliers which occur in (11) are put
in by hand to enforce the remaining constraints. There-
fore to get the invariance of the original lagrangian, it
is essential to set the remaining multipliers (say λa2) to
zero. Using (18) this leads to a restriction among the
gauge parameters,
_a2 = Ca2c1bλ
c1b + V a2b 
b (26)
This equation determines only a2 gauge parameters.
Thus the number of independent free gauge parameters
is just a1, namely the number of original multipliers. The
other relation in (18) yields the variation of the multipli-
ers (the cyclic variables) in the original lagrangian,
δλa1 = _a1 − Ca1c1bλc1b − V a1b b (27)
Together with (16) the above relation yields the symme-
try variations on all the variables in the lagrangian.
It might be mentioned that relations connecting gauge
parameters were also obtained by purely hamiltonian
methods [2,3] using Dirac’s classication of constraints.
However the invariance shown there was for the total
action which is the original action modied by the inclu-
sion of the primary constraints; hence those relations in-
volved the undetermined multipliers associated with the
primary constraints. Since these constraints never occur
here the undetermined multipliers also dont occur in our
relations. Also, the invariance shown here is directly with
regard to the original action.













Its rst order form is given by,





where we use a notation to easily identify the canonical
pairs following from the symplectic brackets. The con-
straints, using either the hamiltonian or the lagrangian
version, are found to be: φ1 = p2eq1 ; φ2 = p3e(q1+q2).
Note that the third term in the r.h.s. of (29) is a con-
straint and hence it is dropped when we actually imple-
ment the constraints through the lagrange multipliers.
Moreover since q1 is a cyclic variable, eq1 is absorbed in
the multipliers and the nal lagrangian incorporating the
constraints is expressed as,





It is simple to check that the modied constraints satisfy
the consistency algorithm. The variations of the coordi-
nates are given by, δq2 = 2; δq3 = eq23 where 2 and 3
are the parameters associated with the two constraints.
To get the invariance of the original action, we have to
set η = eq1 and λ = 0. Using (26) this yields a relation
2 = _3 + 3 _q2 connecting the two parameters. Also, the
variation of the cyclic variable q1 can be obtained from
(27). Using all this information, the nal transformations
turn out to be,
δq1 = e−(q1+q2)(λ¨ − _λ _q2); δq2 = e−q2 _λ; δq3 = λ
where we have redened 3eq2 = λ. It is simple to check
that (28) is invariant under these local transformations.
To conclude, based on the principle of commutativity
of a general variation with the time dierentiation op-
eration, it was possible to discuss global and local sym-
metries simultaneously. The Noether result concerning
the time conservation of the generator is therefore ap-
plicable for gauge invariances of either kind. Just as the
variational principle plays a key role in the lagrangian for-
mulation of symmetries, the most natural way of under-
standing the hamiltonian formulation is the commutativ-
ity property mentioned earlier. Since this property is an
essential ingredient in deriving the variational principles,
a direct contact between the lagrangian and hamiltonian
formulations was feasible and a complete equivalence be-
tween the two was established.
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