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In this paper we investigate a linear chain of qubits and determine that it can be configured into a
conditional two-qubit swapping gate, where the first and last qubits of the chain are the swapped
qubits, and the remaining middle ancilla qubits are controlling the state of the gate. The swapping
gate introduces different phases on the final states depending on the initial states. In particular
we focus on a chain of four qubits and show the swapping gate it implements. We simulate the
chain with realistic parameters, and decoherence noise and leakage to higher excited states, and
find an average fidelity of around 0.99. We propose a superconducting circuit which implements
this chain of qubits and present a circuit design of the circuit. We also discuss how to operate the
superconducting circuit such that the state of the gate can be controlled. Lastly, we discuss how the
circuit can be straightforwardly altered and may be used to simulate Hamiltonians with non-trivial
topological properties.
I. INTRODUCTION
A universal set of quantum gates can consist entirely of
two-qubit gates [1]. If a quantum information processor
is to be created, it is therefore desirable to have a number
of two-qubit gates which can be implemented without too
much difficulty. One of the most promising candidates for
the base of such a processor is superconducting qubits,
where single-qubit gate operations are performed with
gate fidelities well above 0.99 [2–8], which is the lower
bound for performing fault-tolerant quantum computing,
using error correction surface codes [9–12]. However, the
fidelity of two-qubit gates are still trailing behind. In
2011, IBM demonstrated a fixed coupling gate with a
fidelity up to 0.81 [13–16], while fidelities up to 0.994
have been reported in 2014 in a controlled phase-gate
[8, 17, 18], and in 2016, IBM achieved a fidelity of 0.991
in the cross-resonance gate [19]. Other notable two-qubit
gates that have performed with a fidelity of above 0.9 are:
The iSWAP and
√
iSWAP gates [7, 20–22], the bSWAP
gate [23], and the resonator induced phase gate [24].
In this paper, we investigate what kind of quantum
mechanical two-qubit gates a linear chain of qubits im-
plements. We further propose a way of implementing
such a chain using superconducting qubits. We show that
such a chain, with an average fidelity around 0.99, swaps
the end qubits which receive a phase depending on the
configuration of the linear chain. The swapping opera-
tion is controlled on the middle qubits, acting as ancilla
qubits. All in all this implements a conditional two-qubit
swapping gate.
This paper is organized as follows: In Sec. II A we intro-
duce the Hamiltonian of the system, and the requirements
to it. This is followed by Sec. II B where we present the
swapping gate which the Hamiltonian implements, and
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perform a numerical investigation of the average fidelity
of the gate when varying the parameters of the system.
Then, in Sec. III A, we present a superconducting circuit
which implements the desired Hamiltonian in the case
of four qubits. We also present a chip design of the cir-
cuit. We discuss the effect of leakage and decoherence
noise in a realistic implemented system via a numerical
simulation, using realistic parameters related to the cir-
cuit, in Sec. III B. In Sec. IV we discuss how to mend the
superconducting circuit into simulating other quantum
systems, thus showing the utility of the circuit. Finally
in Sec. V we summarize and conclude the paper.
II. THE SYSTEM
We claim that by using a linear Heisenberg model we
can implement a two qubit swapping gate. We start
by presenting the Hamiltonian of the system, and then
explains how it yields the gate.
A. The Hamiltonian
The Heisenberg model has many interesting applica-
tions on its own, from the study of quantum phase transi-
tions [25, 26] and magnetism [27] to exploring topological
states such as spin liquid states [28]. It is also closely
related to the Hubbard model. Here we consider a linear
Heisenberg spin chain consisting of N spins (or qubits). In
the Schro¨dinger picture the linear Heisenberg spin model
takes the form
H =− 1
2
N∑
j=1
Ωjσ
z
j (1)
+
N−1∑
j=1
[
Jxj (σ
x
j σ
x
j+1 + σ
y
j σ
y
j+1) + J
z
j σ
z
jσ
z
j+1
]
,
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2where σx,y,zj are the Pauli spin matrices, Ωj denotes the
frequency of qubit j, and the Jx,zj ’s denotes the coupling
between the j’th and (j+1)-th qubit. This means that we
consider only nearest neighbor XXZ interactions. Note
that we use ~ = 2e = 1 throughout this paper.
We now follow Ref. [29] and assume a spatially sym-
metric spin chain, meaning that Ωj = ΩN+1−j and
Jx,zj = J
x,z
N−j . In order to study the role of the inter-
actions we transform into the interaction picture choosing
the noninteracting Hamiltonian as
H0 = −1
2
Ω1
N∑
j=1
σzj , (2)
which yields the interaction Hamiltonian
HI =− 1
2
N−1∑
j=2
∆jσ
z
j (3)
+
N−1∑
j=1
[
Jxj (σ
x
j σ
x
j+1 + σ
y
j σ
y
j+1) + J
z
j σ
z
jσ
z
j+1
]
,
where the detuning is ∆j = Ωj−Ω1 and we have used the
rotating wave approximation to neglect interaction terms
which obtain a time-dependent phase of e±2iΩ1t. This is
justified under the assumption that Ω1  Jj , which we
assume for the rest of the paper.
Although the result of Ref. [29] is valid for any N ≥ 4
we will now focus on the case of N = 4. This is partly
because it simplifies the arguments while the ideas remain
intact, and partly because a physical implementation, as
discussed in Sec. III, is more easily done with fewer qubits.
See the Supplementary Material [30] for a discussion of
the case of five qubits. With only four qubits, we are
left with just one detuning, why we drop the subscript,
∆ ≡ ∆2, and four interaction terms, Jx,z1,2 . The last
requirements for the gate relates these parameters; the
first is ∆ = ∆± ≡ 2(Jz2 ± Jx2 ), in accordance with Ref.
[29], while the second requirement is J1 ≡ Jx1 = Jz1 . For
a derivation of these requirements, see the Supplementary
Material [30]. A schematic model of the system is seen in
Fig. 2(a).
B. The two-qubit swapping gate
We claim that the above Hamiltonian, consisting of four
qubits, implements a two-qubit swapping gate, where the
first and the last qubits are the swapped qubits, while
the middle ancilla qubits control the state of the gate.
We thus have a multi-qubit controlled gate, where the
combined state of the control qubits determine the state
of the gate, effectively working as a single control qubit
[31–33]. The control qubits then constitutes a switch
which can either be in an “open” state, which, in the case
of four qubits, i.e., two control qubits, is |0〉C ≡ |00〉C ,
or a “closed” state, which, in this case is the Bell states
|1±〉C = (|10〉C ± |01〉C)/
√
2, depending on the choice of
∆±. Note that the subscript C denotes the (N − 2)-qubit
state of the control qubits, while we use T for the target,
i.e., first and last, qubits. In the computational basis of
the target qubits, {|00〉T , |01〉T , |10〉T , |11〉T }, the open
gate can be expressed as
Uopen =
1 0 0 00 0 ∓1 00 ∓1 0 0
0 0 0 i
 , (4)
where the choice of ∆± dictates the phase on the swap.
The closed state of the gate is simply the identity Uclosed =
14. The open gate will entangle the input and output
qubits. This can be quantified using the entanglement
power [34], which in our case is 1/9.
In order to quantify the effectiveness of the gate, we
use numerical simulations with realistic gate parameters
for state-of-the-art superconducting circuits. In Fig. 4,
we show simulations of the gate in a circuit with specific
superconducting circuit parameters. We include deco-
herence noise occurring in superconducting circuits by
considering the Lindblad master equation
ρ˙ = −i[H, ρ] + γ
∑
j
[
AlρA
†
l −
1
2
{ρ,A†lAl}
]
, (5)
where ρ is the density matrix, H is the Hamiltonian in
Eq. (3), the curly brackets indicates the anticommutator,
and the sum is taken over the eight collapse operators Al:
σzj inducing dephasing, and σ
−
j inducing photon loss, with
j running over all qubits. We take the decoherence rate,
γ, to be identical on all qubits with a state-of-the-art rate
of γ = 0.01 MHz, giving the qubits a lifetime of 100 µs
[35].
In order to measure the quality of the gate, we consider
the average fidelity [36]
F¯ (t) =
1
5
+
1
80
16∑
j=1
Tr
(
UtargetU
†
jU
†
targetEt(Uj)
)
, (6)
which evaluates how well a quantum map, Et, approxi-
mates the target gate, Utarget, over a uniform distribution
of input quantum states, Uj . The target operator is ei-
ther Uopen or Uclosed depending of the state of the control
qubits, which is encoded in the initial density matrix
ρ(0). By solving the Lindblad master equation, Eq. (5)
we obtain the density matrix at a later time, ρ(t). This
is done using the Python toolbox QuTiP [37]. Having
obtained the full density matrix we can then trace out the
control degrees of freedom, yielding the desired quantum
map Et(ρ(0)) = TrT (ρ(t)). We chose the basis, Uj , of
the average fidelity as all two-qubit Pauli operators on
the form (σx1 )
k(σz1)
l(σxN )
m(σzN )
n for all combinations of
k, l,m, n ∈ {0, 1}.
Thus given a set of model parameters, the average
fidelity can be calculated as a function of time for both
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Figure 1. [(a)-(c)] Gate time as a function of the model parameters J2, 1/J1, and ∆. The blue lines indicates the analytical
result of Eq. (7) and the red lines indicates the point of maximum average fidelity. [(d)-(e)] Average fidelities at the numerical
gate time as a function of the model parameters J2, 1/J1, and ∆, both with (dashed lines) and without (solid lines) decoherence
noise. The yellow lines indicates the fidelity when the gate is in the open configuration, while the purple line indicates that it is
in the closed configuration.
set of gate configurations. In the case of the open gate,
i.e., configuration |0〉C , the average fidelity rises from
some initial value to a maximum (unity for the perfect
gate) at the gate time, which we denote tg. Analytically,
we expect this to be (see Supplementary Material [30] for
a derivation of this)
tg =
pi
|2J1| ; (7)
however, for the simulations we find the best gate time
numerically. In the case of the closed gate, i.e., the
configuration |1〉C , the average fidelity is initially unity
and deviates only from this value due to leakage to the
control qubits or as a result of decoherence noise.
In order to investigate the sensitivity of the parameter
space, we vary the parameters J1, J2, and ∆ and show the
gate time and average fidelities at the gate time in Fig. 1.
The simulation is done both with and without noise. In
Figs. 1(a) and (d), we vary the coupling of the control
qubits, J2 ≡ Jx2 = Jz2 , in the configuration |1+〉C , while
keeping the remaining coupling constants at J1 = 30 MHz.
Setting Jx2 = J
z
2 is merely done for the simplicity of the
numerical investigation and is not a requirement, as we
will exploit later. From this simulation we observe that
the numerical gate time is about 5% faster than the
analytical, and for large J2/J1 we observe almost unity
average fidelity for the closed configuration of the gate,
and between 0.98 and 0.99 for the open configuration.
In Figs. 1(b) and (e), we vary the coupling between
the target qubits and the control qubits, i.e. J1, while
keeping the coupling between the control qubits constant
at J2 = 750 MHz, in the configuration |1+〉C . Again,
we observe a slightly shorter numerical gate time, and
fidelities of close to unity and just between 0.98 and 0.99
for the closed and open configuration respectively. In Figs.
1(c) and (f), we vary Jx2 and keeping J
z
2 = 600 MHz in
the case of the gate being in the configuration |1−〉C in
order to effectively vary ∆ around zero. We observe that
the gate completely fails around zero, as it should, but
we also conclude that we achieve a larger average fidelity
(just above 0.99) for a positive detuning, i.e., Jz2 > J
x
2 ,
rather than a negative detuning. However, for the case of
|1+〉C , we find that the average fidelity is slightly larger
when Jz2 < J
x
2 . From the simulations, we also find that a
different sign on the couplings J1 and J2 yields a slightly
larger average fidelity.
The above mentioned simulations beg the question of
why the average gate fidelities do not approach unity, even
when the requirements mentioned in Sec. II A are fulfilled.
The answer to this question is found together with the
answer as to why the numerical gate time is shorter than
the analytical gate time in Eq. (7). It all comes down to
the fact that even though the state |1〉|0〉C |1〉 is indeed an
eigenstate of the Hamiltonian, it is also degenerate with
the states |1〉|1∓〉C |0〉 and |0〉|1∓〉C |1〉 depending on the
choice of ∆± (note that these states are not the same as
the configurations of the closed gate). This means that
the system will oscillate between these three states, in a
manner similar to how the open gate oscillates between
states with a single excitation. However, the time scale for
the oscillation of the double excitation is less than for the
single excitation, with an oscillation time of about 90%
of the analytical gate time. This means that some time
between 0.9tg and tg we will observe maximum average
fidelity, less unity, depending on the configuration of the
system.
This does, however, not mean that it is impossible to
achieve perfect transfer for some states, in a well config-
ured system. Namely as long as not both the input and
output qubit are in a superposition state, the state is
transfered perfectly, when disregarding decoherence noise.
Note that the resonance of the eigenstates mentioned
above is the same resonance that makes the gate work
to begin with, in that case it is the states |1〉|0〉C |0〉,
4Figure 2. (a) The desired spin model as seen in Eq. (3). (b)
The lumped circuit model for the super conducting circuit used
to implement the above system. The crossed boxes represent
Josephson junctions, the parallel lines are capacitors, and
the curled wires are inductors. (c) Possible circuit design,
consisting of four X-mon-style superconducting islands, all
grounded and with control lines from below. The small green
patches indicate Josephson junctions, while the bent wires
represent inductors. The first and last qubits are connected to
a readout resonator as well. The colors indicates which parts
of the three models correspond to each other.
|0〉|0〉C |1〉, and |0〉|1∓〉C |0〉 that are in resonance.
III. POSSIBLE PHYSICAL REALIZATION
We wish to implement the Hamiltonian in Eq. (3), and
thus the swapping gate, using superconducting circuits.
As in the previous section, we will focus on implementing
the case of N = 4, but the idea is easily expanded to
larger N .
A. Superconducting circuit
The circuit used to implement the system can be seen
in Fig. 2(b). The circuit consists of four Transmon-type
qubits [38], which are all grounded and connected in series
through Josephson junctions, with as small of a parasitic
capacitance as possible. In parallel with the connecting
Josephson junctions is either a capacitor or an inductor,
alternating between these two. Additional qubits are
added to the chain by connecting them through a Joseph-
son junction and either a capacitor or an inductor. It is
important that two connecting capacitances are not next
to each other, since this will induce cross talk between
the nodes. When there is only a capacitor between every
other pair of nodes the capacitance matrix becomes block
diagonal, which means that its inverse will be block diag-
onal as well. However, had there been capacitors between
all nodes the capacitance matrix would have been tridiag-
onal, and its inverse would not necessarily be tridiagonal,
which possibly yields cross talk, i.e., couplings other than
nearest neighbor coupling. In reality, there will always
be a parasitic capacitance between two nodes connected
through a Josephson junction; however, not including
these are equivalent to assuming Ci  Ci,i+1, where Ci
is the shunting capacitance of the ith qubit and Ci,i+1 is
the parasitic capacitance between the ith and (i+ 1)th
node. See Appendix A for a discussion on the emergence
of cross talk due to capacitive couplings.
Instead of transmon qubits one could, in principle, have
used other types of superconducting qubits such as the
C-shunted qubit (or floxmons) [39–43] or fluxonium [44].
For each node in the circuit, we have a related flux
degree of freedom, which we denote φi [45]. Interac-
tions between the qubits are induced by capacitors and
inductors, which induce XX couplings, and Josephson
junctions which induce both XX and ZZ couplings. A
detailed calculation going from the circuit design to the
Hamiltonian in Eq. (3) can be found in the Supplementary
Material [30]. Since Josephson junctions are nonlinear
inductors and thus induce both XX and ZZ couplings
between the qubits, it might seem redundant to include
inductors or capacitors in parallel with these. However,
these are included such that it is possible to tune the XX
coupling without affecting the ZZ coupling significantly.
In order to operate the gate successively, i.e., opening
and closing the gate in an uninterrupted sequence, we need
a scheme for preparing the state of the gate. We would
like to be able to address the control qubits exclusively,
i.e., opening and closing the gate independently of the
target qubits. This is possible when the target qubits
are detuned from the control qubits, i.e., ∆ is sufficiently
large, compared to the couplings between the control
qubits and the target qubits. A large detuning can, in
experiments, be obtained by tuning the external fluxes.
We can achieve control of the gate by driving the middle
nodes. The driving is performed by adding an external
field to the nodes through capacitors. The control lines
are depicted in Fig. 2(c) as the wires left of the ground.
This introduces an extra driving term to the Hamiltonian,
which in the interaction picture takes the form
Hd(t) =
A
2
I(t) [(σy2 + σ
y
3 ) cos δt− (σx2 + σx3 ) sin δt] , (8)
for an in-phase driving, where we have defined δ = ω−Ω1,
ω is the driving frequency, and I(t) is the envelope of the
driving pulse. Like the rest of the Hamiltonian this term
preserves the total spin of the two gate qubits, and hence
it does not mix the singlet and triplet states. We can
therefore ignore the singlet state |1−〉C , when starting
from any of the triplet states shown in Fig. 3.
Rabi oscillations between the closed and open states
are then generated by the driving, provided the driving
5|Ω2 − 2Jz2 + 2Jx2 |
|Ω2 + 2Jz2 − 2Jx2 |
|0〉C = |00〉C
|11〉C
|1+〉C = 1√2 (|01〉C + |10〉C)
Figure 3. Sketch of the state of the control qubits. The states
of the target qubits have not been added since J1  J2, and
the fact that we wish to operate the gate on a timescale where
the target qubits are stationary i.e. irrelevant for the difference
in energy of the gate’s energy levels. One can further detune
the gate from the target qubits by using the flux lines depicted
in Fig. 2, thus effectively eliminating the coupling between the
gate and the target qubits.
frequency matches the energy difference ω = |Ω− 2Jz2 +
2Jx2 | and A Jz2 . A pi pulse would then shift between the
|0〉C and |1+〉C states in a few microseconds depending on
the size of A. The energy difference between the open or
closed states and the last state |11〉C are far enough from
ω such that we do not populate this state by accident.
Thus, using this scheme, we can drive between an open
and closed gate using merely an external microwave drive.
For a detailed calculation of the driving force see the
Supplementary Material [30].
If we were to drive the system for an intermediate
time between zero and one pi pulse, we would obtain a
superposition of the open and closed gate. Suppose that
we drive the Rabi oscillation for half a pi pulse, t = pi/2A:
In this case we would get the superposition
|1+〉C → 1√
2
(|1+〉C + i|0〉C) . (9)
In this case the gate would permit a superposition of
the system being transferred and not. In the same way
that the transferred state accumulates a phase during
the transfer, so does the superposition gate. The phase
obtained by the superposition gate is simply the energy
difference between the open and closed state. Thus, we
must include a phase factor of
e−i(Ω2−2J
z
2+2J
x
2 )t (10)
on the gate when evaluating the state.
A lumped circuit diagram is not enough for a possi-
ble realistic implementation and we therefore propose an
experimental realistic chip design, which can be seen in
Fig. 2(c). The chip consists of four X-mon-like super-
conducting islands [46], each connected to the ground
through a Transmon qubit, and each connected to a con-
trol line. All qubits are connected to its neighbor through
a Josephson junction, and the two middle are close to one
another in order to create a capacitive coupling, while
the outer islands are farther from the middle islands in
order to minimize the capacitive coupling, while being
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Figure 4. Average fidelity of the system with realistic parame-
ters as a function of time. The simulations are done both for
control qubits (solid lines) and qutrits (dashed dotted lines).
The average fidelity is plotted for all possible configurations of
the control qubits and qutrits. The |0±〉C indicates the choice
of detuning ∆± and thus which of the open gates in Eq. (4)
the simulation is done for. The inset shows a zoom of the
peak of the average fidelity in the open configuration |0〉C , i.e.,
around t ∼ tg.
connected through an inductor each. The outer islands
corresponds to the target qubits and are therefore con-
nected to an LC resonator each, in order to be able to
perform measurements on them. The two middle islands
corresponds to the control qubits.
B. Leakage and infidelities
Because that we require a large coupling coefficient
between the two control qubits, J2, the superconducting
circuit is vulnerable to leakage to higher excited states
than the two lowest states. In order to investigate the
amount of leakage in our system we simulate it with
the control qubits being qutrits, i.e., including the three
lowest states of the system. The simulation is done for
realistic parameters which can be found in Table S1 of
the Supplementary Material [30]. The average fidelity is
shown in Fig. 4, together with the results for the system
with purely qubits.
From Fig. 4, we observe that the average fidelity is
not affected significantly in the large picture; however,
if we zoom in on the peak of the average fidelity in the
open state, we observe that the average fidelity has indeed
decreased in both cases of the open gate and the case of
the |1+〉-closed gate, while the fidelity of the |1−〉-closed
case has increased. In general, whether the inclusion
of the second excited state in the gate will increase or
decrease the fidelity is dependent on the parameters of
the gate. However, as long as the anharmonicity remains
large (Ar >∼ 0.1% [38]) the effect will be minimal, not
changing the overall picture.
Besides leakage to higher excited states capacitive cou-
plings beyond nearest neighbor qubits possess the biggest
threat to gate fidelity. We therefore consider the effect of
cross talk on the average gate fidelities as seen in Fig. 5.
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Figure 5. Average fidelities of the control qubits in both states
for increasing strength of coupling beyond nearest neighbor
coupling, Jc. The solid lines is with next-to-nearest couplings
included, and the dash-dotted lines are with up to next-to-
next-to-nearest neighbor coupling.
From the simulation, we see that next-to-nearest cou-
plings have no effect on the gate when it is in its closed
configurations |1±〉C , and have only little effect when it is
in its open configuration |0〉C . In fact, the average fidelity
increases a tiny amount until the next-to-nearest neigh-
bor coupling is ∼ 3% of the nearest neighbor coupling
between the target qubits and the control qubits. This is
consistent with the result of Ref. [47]. Next-to-next-to-
nearest couplings, on the other hand, have a much more
significant influence on the system when the coupling
strength is above 2% of the target-control coupling, and
we conclude that the gate fidelity decreases as the square
of the next-to-next-to-nearest coupling strength. This is
expected since the next-to-next-to-nearest coupling is a
direct coupling of the input and output qubits.
IV. EXTENSIONS AND OUTLOOK
Besides being used for the above mentioned swapping
gate, the superconducting circuit is interesting in many
other settings because it implements the most fundamen-
tal of all spin model structures: the linear spin chain. The
linear chain is the obvious choice for a “quantum wire”
in an implementation of quantum information processing,
especially if configured for perfect state transfer over a
fixed period of time [48]. The superconducting circuit in
Fig. 2 is a possible candidate for this application because
of its straight forward scaling.
Consider the case where we want a model without any
ZZ couplings. One way to achieve this is simply to fine-
tune the system and thus suppress the ZZ couplings.
However, there is an easier way: All the contributions to
the ZZ coupling stem from the Josephson junctions, and
thus removing those will create a purely XX-coupled spin
chain. One could even remove the capacitors and just
couple the qubits through a series of inductors similar
to the chain in Ref. [49] or the one-dimensional tight-
binding lattice for photons mentioned in Ref. [50], but
with superconducting qubits instead of LC resonators in
order to create a spin model and not a boson model. This
circuit could also be used to investigate the Su-Schrieffer-
Heeger (SSH) model [51, 52] defined on the dimerized one-
dimensional lattice with two sites per unit cell, both in
the strong and weak coupling limit in relation the the Zak
phase as considered by Ref. [53]. It should be mentioned
that we were not able to reproduce the lattice in Ref. [53]
using their suggested circuit because of the previously
mentioned fact that the inverse of the capacitance matrix,
with couplings entirely with capacitors, is not tridiagonal,
which induces non-negligible cross talk, especially in the
strong coupling limit. The occurrence of this problem is
illuminated in Appendix A. Our circuit does not introduce
this cross talk, and is therefore more suitable for the
investigation of the SSH model.
The superconducting circuit presented here can also
easily be molded into a box model where each qubit cor-
responds to a corner of the box and each edge a coupling.
This is done simply by connecting the first and last su-
perconducting island of the circuit, i.e., the blue and red
islands in Fig. 2, with a Josephson junction and/or a
capacitor depending on which kind of coupling one wishes
to implement. In a realistic implementation, it might be
necessary to place the X-mon superconducting island in
a square pattern instead of a linear pattern, as seen in
Fig. 2(c). Such a system could be used to engineering
quantum spin liquids and many-body Majorana states
[54].
Lastly, we mention that even though we have tried to
avoid cross talk up until now, it is possible to modify the
circuit into having all-to-all XX couplings by connecting
all superconducting islands with capacitors. The most
effective implementation of this would be in the box shape,
since this avoids the use of 3D integration [55, 56]. For all-
to-all ZZ couplings, one would have to use 3D integration
as all superconducting islands must be connected directly
via Josephson junctions.
V. CONCLUSION
We have investigated a linear chain of qubits and found
that under the right configuration these can operate as a
two-qubit swapping gate with different phases depending
on the initial conditions. In particular we have focused
on the case of four qubits and shown that it can create
a swapping gate with a fidelity around 0.99, even when
including realistic decoherence noise and leakage to higher
excited states.
Furthermore, we have proposed a superconducting cir-
cuit which realizes the four-qubit spin chain. Both a
lumped circuit model and a possible chip design using
X-mon-style qubits have been presented and we have dis-
cussed how to operate this circuit between the different
configurations of a given gate. Finally, we have discussed
how the superconducting circuit can be modified in a
simple manner to realize other models with Hamiltonians
that have attracted considerable interest in recent times.
7This shows that the basic model and layout we propose
may have extended utility in both quantum processing
and quantum simulation research directions.
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Appendix A: Full capacitive couplings
In this appendix, we consider different cases of capac-
itive couplings between qubits. We consider both cases
which yield couplings beyond nearest neighbor couplings
and cases which yields only nearest neighbor couplings,
as is desired in our case.
Consider the circuit in Fig. 6, which is N qubits in series
coupled with capacitors. This circuit yields a Lagrangian
of
L =
N∑
n=1
(
1
2
Ciφ˙
2
i + Ei cosφi
)
, (A1)
which yields a Hamiltonian of
H =4pTK−1p−
N∑
n=1
Ei cosφi. (A2)
Now consider that we want identical couplings between
all of the qubits: We therefore set Ci = C
′
i = C, which
yields the following inverse capacitance matrix here for
the simple case of N = 4:
K−1 =
1
C
 1 0 −1 10 0 1 −1−1 1 0 0
1 −1 0 1
 . (A3)
From this, we see that the desired nearest neighbor cou-
pling simply disappears between some of the qubits, while
couplings beyond nearest neighbor are significant. Increas-
ing the number of qubits does not fix this. In fact, in all
cases where N + 1 is dividable with 3, the matrix is even
singular. One could try to fix this simply by increasing
size of the shunting capacitor C ′i of the qubit compared
to the coupling capacitor Ci. Thus, for C
′
i = 10Ci = 10C,
we get
K−1 ' 1
C
 1 −0.1 0.01 −0.001−0.1 1 −0.1 0.010.01 −0.1 1 −0.1
−0.001 0.01 −0.1 1
 , (A4)
which does indeed seem to fix the problem. Consider now
the case where we want to make a SSH chain, such as in
ni Ci
C ′i
Figure 6. The circuit consists of N qubits connected through
capacitors of size Ci. Each transmon consists of a capacitor
of size C′i and a Josephson junction (usually a SQUID) of size
Ei. The nodes of the circuit are denoted ni.
Ref. [53]. In this case, we alternate the coupling between
the qubits such that in the case of N = 6
K =

C ′1 C 0 0 0 0
C C ′2 2C 0 0 0
0 2C C ′3 C 0 0
0 0 C C ′4 2C 0
0 0 0 2C C ′5 C
0 0 0 0 C C ′6
 . (A5)
For C ′i = C, we obtain a result similar to Eq. (A3) in
the first example where some of the nearest neighbor
couplings disappear, and couplings beyond this become
large. This can be fixed using the approach mentioned
above with C  C ′i. The proposal of Ref. [53] suggests
to take C  C ′i in order to enter the strong-coupling
regime and realize a linear SSH chain. Given the above
analysis, we cannot see how this is feasible without some
other modifications to the circuit.
In order to avoid couplings beyond nearest neighbor
couplings, the superconducting qubits should instead be
connected with inductors or connected with alternating
inductors and capacitors in order to avoid cross talk. How-
ever, if one desires a SSH model, it is still not enough
to alternate between the sizes of the inductors or capac-
itors if the chain is of finite length, due to end-point
irregularities.
If the circuit is constructed with only capacitors on
every other coupling between the qubits the capacitance
matrix becomes block diagonal. Consider a block-diagonal
matrix consisting of invertible matrices Ki
K =

K1 0 0 · · · 0
0 K2 0 · · · 0
0 0 K3 · · · 0
...
...
...
. . . 0
0 0 0 0 KN
 , (A6)
which yields an inverse capacitance matrix of
K−1 =

K−11 0 0 · · · 0
0 K−12 0 · · · 0
0 0 K−13 · · · 0
...
...
...
. . . 0
0 0 0 0 K−1N
 , (A7)
which is block diagonal as well. If the matrices Ki are
2× 2 the capacitance matrix yields only nearest neighbor
8couplings. The lack of couplings between the blocks of
the matrix can be fixed by adding inductors between the
blocks of qubits.
In the specific case of N = 4 qubits discussed in the
main text the capacitance matrix is given as
K =
C1 0 0 00 C2 + C2,3 −C2,3 00 −C2,3 C2 + C2,3 0
0 0 0 C1
 , (A8)
which yields an inverse capacitance matrix of
K−1 =
1/C1 0 0 00 (C2 + C23)/C0 −C2,3/C0 00 −C2,3/C0 (C2 + C2,3)/C0 0
0 0 0 1/C1
 ,
(A9)
where C0 = C
2
2 + 2C2,3C2. This yields only couplings
between the middle two qubits.
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I. THE REQUIREMENTS FOR THE GATE
This section roughly follows the work of Ref. [S1], but uses a different approach in some instances and includes
a derivation of the requirement for perfect state transfer of superposition states. Consider a chain of N spin-1/2
particles described by a Heisenberg XXZ spin model as in Eq. (3) of the main text, with the same spatial symmetry
requirements, i.e. Jx,zi = J
x,z
N−i and ∆i = ∆N−1−i.
A. Deriving the relevant eigenstates
Since the Hamilton in Eq. (3) preserves excitation we can consider the problem in each subspace, Bk of total
excitation, k = 0, . . . , 4. A closed state of a gate allows no dynamics, thus we require the state to be stationary. This
is achieved by the eigenstate of the Hamiltonian. For the sake of completeness consider first the subspaces B0,4 these
consist of only one state, |0000〉 or |1111〉, these are obviously the eigenstate of the system and stationary (since the
Hamiltonian is preserves excitation we already knew this). The eigenenergies of these states are E0,4 = ∓∆ + Jz2 + 2Jz1 ,
minus for E0 and plus for E4.
Consider now the subspaces B1 consisting of the states {|1000〉, |0100〉, |0010〉, |0001〉} (the subspace B3 works in an
identical way just with the excitation of every state exchanged, i.e. exchanging 0↔ 1 in the states). In this basis the
Hamiltonian matrix reads
H1 =
−∆ + J
z
2 2J
x
1 0 0
2Jx1 −Jz2 2Jx2 0
0 2Jx2 −Jz2 2Jx1
0 0 2Jx1 −∆ + Jz2
 . (S1)
Now consider the last and largest subspace B2 consisting of the six states {|0011〉, |0101〉, |0110〉, |1001〉, |1010〉, |1100〉}.
In this basis the Hamiltonian matrix reads
H2 =

2Jz1−Jz2 2Jx2 0 0 0 0
2Jx2 −2Jz1−Jz2 2Jx1 2Jx1 0 0
0 2Jx1 −2Jz1+Jz2−∆ 0 2Jx1 0
0 2Jx1 0 −2Jz1+Jz2+∆ 2Jx1 0
0 0 2Jx1 2J
x
1 −2Jz1−Jz2 2Jx2
0 0 0 0 2Jx2 2J
z
1−Jz2
 . (S2)
Now we wish for the closed state to be a superposition of the the two middle qubits when they have one excitation
combined, thus we require the following the two states to be eigenstates of the Hamiltonian
|ψ1〉 = cos θ|0100〉+ sin θ|0010〉, (S3a)
|ψ2〉 = cos θ|1100〉+ sin θ|1010〉. (S3b)
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2Thus applying the Hamiltonian to the states we obtain
H1|ψ1〉 =
 2J
x
1 cos θ
−Jz2 cos θ + 2Jx2 sin θ
2Jx2 cos θ − Jz2 sin θ
2Jx1 sin θ
 = b1
 0cos θsin θ
0
 ,
H2|ψ2〉 =

(2Jz1 − Jz2 ) cos θ + 2Jx2 sin θ
2Jx2 cos θ − (2Jz1 + Jz2 ) sin θ
2Jx1 sin θ
2Jx1 sin θ
0
0
 = b2

cos θ
sin θ
0
0
0
0
 ,
where the last equality is the eigenstate requirement. For these equations to be satisfied it is evident that J1 must
vanish for both the x and z couplings. However, setting these coefficients to zero would decouple the middle qubits
from the end qubits, and thus removing any dynamics of the system. We therefore settle for requiring J1  J2. From
the remaining equations we see that θ = ±pi/4 (not surprising considering the symmetry of the problem). This yields
b1 = b2 = 2J
x
2 − Jz2 .
Having found two eigenstate for H1 (θ = ±pi/4), we make a unitary transformation to the basis where these are
eigenstates using the transformation matrix
V =

1 0 0 0
0 1√
2
1√
2
0
0 1√
2
− 1√
2
0
0 0 0 1
 , (S4)
which yields
H˜1 = V−1H1V =
−∆+Jz2
√
2Jx1
√
2Jx1 0√
2Jx1 2J
x
2−Jz2 0
√
2Jx1√
2Jx1 0 −2Jx2−Jz2 −
√
2Jx1
0
√
2Jx1 −
√
2Jx1 −∆+Jz2
 , (S5)
from which we realize that the last two eigenstate are the original two states |1000〉 and |0001〉, when J1 is small.
Spin transfer can be obtained if three of the levels are in resonance with each other. This can be obtained if
∆ = ∆± = 2(Jz2 ± Jx2 ).
Now we need to consider the remaining subspace B2 to see if either of the eigenstates here are resonant. Therefore let
|ψ±〉 = 1√
2
(|01〉 ± |10〉) , (S6)
and consider the basis {|0ψ−1〉, |0ψ+1〉, |0110〉, |1001〉, |1ψ−0〉, |1ψ+0〉}, which we transform into using
V =

1√
2
1√
2
0 0 0 0
1√
2
− 1√
2
0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1√
2
1√
2
0 0 0 0 1√
2
− 1√
2
 , (S7)
which yields the Hamiltonian
H˜2 =

2Jx2−Jz2 Jz1
√
2Jx1
√
2Jx1 0 0
Jz1 −Jz2−2Jx2 −
√
2Jx1 −
√
2Jx1 0 0√
2Jx1 −
√
2Jx1 −2Jz1+Jz2−∆ 0
√
2Jx1
√
2Jx1√
2Jx1 −
√
2Jx1 0 −2Jz1+Jz2+∆
√
2Jx1
√
2Jx1
0 0
√
2Jx1
√
2Jx1 2J
x
2−Jz2 Jz1
0 0
√
2Jx1
√
2Jx1 −Jz1 −Jz2−2Jx2
 , (S8)
which is approximately diagonal for J1  J2. Now we need to verify that the desired closed states |1ψ±0〉 is
non-resonant with all the connected other states, and therefore do not evolve. The state has the eigenenergy
E˜1ψ±0 = ±2Jx2 − Jz2 . (S9)
3Now assume ∆ = ∆+, then the states |0110〉 and |1001〉 obtain the eigenenergies
E˜0110 =− 2Jz1 + Jz2 + ∆+ ' 3Jz2 + 2Jx2 , (S10)
E˜1001 =− 2Jz1 + Jz2 −∆+ ' −Jz2 + 2Jx2 , (S11)
which means that |0ψ+1〉 is highly non-resonant with all connected states unless Jz2 = 0. Note that the state |1ψ+0〉
have the same energy, but is not directly connected with |0ψ+1〉. Note, however that the states |0ψ−1〉, |1ψ−0〉, and
|1001〉 are resonant.
A similar argument can be made for ∆−. Assume ∆ = ∆−, then the states |0110〉 and |1001〉 obtain the eigenenergies
E˜0110 =− 2Jz1 + Jz2 + ∆− ' 3Jz2 − 2Jx2 , (S12)
E˜1001 =− 2Jz1 + Jz2 −∆− ' −Jz2 − 2Jx2 , (S13)
which means that |0ψ−1〉 is highly non-resonant with all connected states unless Jz2 = 0. Note that the state |1ψ−0〉
have the same energy, but is not directly connected with |0ψ−1〉. Note, however that the states |0ψ+1〉, |1ψ+0〉, and
|1001〉 are resonant. This means that the system will oscillate between these three states if started in any one of them.
This presents a problem for the state |1001〉, which we would like to stay unchanged. However, it is not a problem
if the period of oscillation between these three state are close to the gate time, since then the system will be in the
desired state at the gate time.
Lastly we must also consider the state |1ψ±1〉, since we would like it to remain stationary. However, due to the
symmetry of the system the subspace which it belongs to, B3 operates identically to the subspace B1, and thus the
state must behave identically to the states |0ψ±0〉, which is indeed stationary as discussed above.
B. Transfer time
In order to verify that perfect transfer is achieved and to find the transfer time, we wish to expand the initial and
final states in the basis of eigenvectors in the original basis. Therefore we find the eigenvalues of Eq. (S1) to be
E1 =− Jx2 −
1
2
∆± −
√
4(Jx1 )
2 +
(
1
2
∆± − Jx2 − Jz2
)2
, (S14a)
E2 =J
x
2 −
1
2
∆± −
√
4(Jx1 )
2 +
(
1
2
∆± + Jx2 − Jz2
)2
, (S14b)
E3 =− Jx2 −
1
2
∆± +
√
4(Jx1 )
2 +
(
1
2
∆± − Jx2 − Jz2
)2
, (S14c)
E4 =J
x
2 −
1
2
∆± +
√
4(Jx1 )
2 +
(
1
2
∆± + Jx2 − Jz2
)2
, (S14d)
and the corresponding non-normalized eigenvectors in the original basis are
|Ψ1〉 =
{
1,
4(Jx1 )
2 − 2Jx2 (2Jz2 − Jz2 + E3)
2Jx1 (J
z
2 + E1)
,
Jz2 − 2Jx2 + E3
−2Jx1
, 1
}
, (S15a)
|Ψ2〉 =
{
1,
4(Jx1 )
2 + 2Jx2 (2J
z
2 + J
z
2 − E4)
2Jx1 (J
z
2 + E2)
,
Jz2 − 2Jx2 + E4
2Jx1
,−1
}
, (S15b)
|Ψ3〉 =
{
1,
4(Jx1 )
2 − 2Jx2 (2Jz2 − Jz2 + E1)
2Jx1 (J
z
2 + E3)
,
Jz2 − 2Jx2 + E1
−2Jx1
, 1
}
, (S15c)
|Ψ4〉 =
{
1,
4(Jx1 )
2 + 2Jx2 (2J
z
2 + J
z
2 − E2)
2Jx1 (J
z
2 + E4)
,
Jz2 − 2Jx2 + E2
2Jx1
,−1
}
. (S15d)
We now expand the final and initial state in the basis of the eigenvectors above
|1000〉 =
4∑
k=1
a
(i)
k |Ψk〉, (S16a)
|0001〉 =
4∑
k=1
a
(f)
k |Ψk〉. (S16b)
4Since the Hamiltonian of Eq. (S1) is a bisymmetric matrix the expansion coefficients are related as a
(i)
k = (−1)ka(f)k
[S2]. We thus apply the time evolution operator U(t) = e−iH1t to the initial state in Eq. (S16a), and by setting it
equal to the final state in Eq. (S16b) we obtain the following condition of perfect state transfer after tf
4∑
k=1
[
e−iEktf − (−1)k] a(i)k |Ψk〉 = 0. (S17)
and thus the conditions for perfect state transfer are
Ektf =
{
(2nk + 1)pi for k = 1, 3,
2nkpi for k = 2, 4,
(S18)
thus we find the sufficient conditions for the state |1000〉 to evolve into the state |0001〉 to be
|Ek+1 − Ek|tf = (2mk + 1)pi, (S19)
where mk is an integer since we assume E1 < E2 < E3 < E4. For ∆+ we find the energy distance between the
equidistant levels to be
|E2 − E1| =
∣∣∣∣2Jx1 + 2Jx2 −√(2Jx1 )2 + (2Jx2 )2∣∣∣∣ ' |2Jx1 |,
|E3 − E2| =
∣∣∣∣2Jx1 − 2Jx2 +√(2Jx1 )2 + (2Jx2 )2∣∣∣∣ ' |2Jx1 |,
|E4 − E3| =
∣∣∣∣−2Jx1 + 2Jx2 +√(2Jx1 )2 + (2Jx2 )2∣∣∣∣ ' |4Jx2 + 2Jx1 |.
For Jx1  Jx2 we see the the three lowest levels are equidistant with the spacing |2Jx1 |, while the highest energy level is
far above the others. Thus we can achieve nearly perfect state transfer for t = pi/|2Jx1 |. A completely similar argument
can be made for ∆−.
Now consider the initial and final states
|i〉 = a|1000〉+ b|0000〉, (S20a)
|f〉 = a|0001〉 − b|0000〉, (S20b)
where |a|2 + |b|2 = 1. The change of sign on the last term is due to the fact that the eigenstate |0000〉 receives a phase
factor of e−ipi = −1 during the transfer, as mentioned in the main text. Once again we expand the states | 1000〉 and
| 0001〉 into the basis of eigenvectors of Eq. (S15)
|i〉 = a
4∑
k=1
a
(i)
k |Ψk〉+ b|0000〉, (S21a)
|f〉 = a
4∑
k=1
a
(f)
k |Ψk〉 − b|0000〉, (S21b)
and once again we time evolve the initial state and set it equal to the final state, yielding the condition for perfect
state transfer after time tf
a
4∑
k=1
[
e−iEktf − (−1)k] a(i)k |Ψk〉+ b [e−iE−tf + 1] |0000〉 = 0, (S22)
where the eigenenergy of the non-excited state is E0 = −∆±+Jz2 +2Jz1 , which for the case of ∆+ is E0 = −Jz2−2Jx2 +2Jz1 .
Thus besides the original requirements in Eq. (S18) we also find the requirement
E0tf = (2n0 + 1)pi, (S23)
where n0 is an integer. Since |0000〉 is completely unexcited and thus the lowest state we find the condition
|E1 − E0|tf = 2m0pi, (S24)
5where m0 is a positive integer. We find the distance between the two energy levels
|E1 − E0| = |2Jx1 + 2Jz1 |. (S25)
Solving for the transfer time in Eq. (S24) and choosing m0 = 1 in order to obtain the fastest transfer time we find
tf =
2pi
|E1 − E0| =
pi
|Jx1 + Jz1 |
. (S26)
From this it is clear that in order to obtain a transfer of the |0000〉 state in the same time as the states of B1 we must
require Jx1 = J
z
1 .
II. THE N = 5 CASE
With five qubits there are still just four interaction coefficients Jx,z1 and J
x,z
2 due to the spatial symmetry, and we
still require Jx,z1  Jx,z2 . However, there are now three different qubit frequencies and thus two different detunings,
∆ ≡ ∆2 = ∆4 and ∆3. According to Ref. [S1], in the basis of {|10000〉, |01000〉, |00100〉, |00010〉, |00001〉} the eigenvalues
of the Hamiltonian is
E1 =∆ +
1
2
∆3 + 2J
z
2 , (S27a)
E+ ≡ E2 =1
2
∆ + Jz1 − Jz2 +
√
8(Jx2 )
2 +
(
1
2
(∆−∆3) + Jz1 − Jz2
)2
, (S27b)
E0 = E3 =
1
2
∆3, (S27c)
E− ≡ E4 =1
2
∆ + Jz1 − Jz2 −
√
8(Jx2 )
2 +
(
1
2
(∆−∆3) + Jz1 − Jz2
)2
, (S27d)
E5 =∆ +
1
2
∆3 + 2J
z
2 , (S27e)
with (non-normalized) corresponding eigenstates
|Ψ1〉 ={1, 0, 0, 0, 0}, (S28a)
|Ψ2〉 ={0, Jx2 ,
1
2
∆3 − E+, Jx2 , 0}, (S28b)
|Ψ3〉 ={0, 1, 0,−1, 0}, (S28c)
|Ψ4〉 ={0, Jx2 ,
1
2
∆3 − E−, Jx2 , 0}, (S28d)
|Ψ5〉 ={0, 0, 0, 0, 1}, (S28e)
(S28f)
In agreement with the main text we define the states of the middle control qubits as |1±〉C = {Jx2 , 12∆3 −E±, Jx2 } and
|10〉C = {1, 0,−1} in the basis of {|100〉, |010〉, |001〉}, and we define |0〉C = {0, 0, 0} as the open configuration.
In order to achieve resonant transfer between the states |10000〉 and |00001〉 we must find values of the detuning
such that on of E±,0 is equal to E1 = E2. For the case of E0 = E1 we find ∆ = 2Jz2 and any ∆3, and the transfer of
excitation goes via the resonant state |0〉|10〉C |0〉. In the case of E1 = E± we find that
∆ = − 2(J
x
2 )
2
1
2∆3 + 2J
z
2
+ Jz2 , (S29)
where the transfer goes via the states |0〉|1±〉C |0〉 depending on the value of 12∆3 + 2Jz2 ; the transfer goes through
|0〉|1+〉C |0〉 for 12∆3 + 2Jz2 < 0 and |0〉|1−〉C |0〉 for 12∆3 + 2Jz2 > 0.
With these requirements the chain of qubits will work as a transistor as described by Ref. [S1], however it does
not guarantee that it will work as a swapping gate in the same manner as for four qubits. This is due to the fact
that the transfer time of the states |10000〉 and |10001〉 have to coincide as was the case with N = 4. In fact we find
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Figure S1. Average fidelity of the system with N = 5 qubits in the open configuration, i.e. |0〉C , with resonant transfer via |10〉C .
Figure S2. The lumped circuit model. Four grounded Transmon qubits are connected through Josephson junctions and
alternating inductors and capacitors.
that only the case of E1 = E0, i.e. resonant transfer via the state |10〉C , creates the negative swapping gate of Eq. (4)
with a fidelity close to 0.99, and operating similar to the case of N = 4. The remaining two possible configurations of
Eq. (S29), does not create any kind of swapping gate with a fidelity over 0.9.
In the closed configuration of |1±〉C , we find that the total excitation remains stationary, as it should, however, we
also observe that in the case of a superposition input we acquire an internal phase, depending on the exact configuration
of the gate. In the closed configuration of |10〉C , i.e. when the gate is configured according to Eq. (S29), we do,
however, not pick up such a phase.
III. IN DEPTH ANALYSIS OF THE CIRCUIT
Here follows an in depth derivation of the spin model resulting from the circuit in Fig. S2 which is equivalent to the
circuit in the main text. The calculations are done for N = 4, but can easily be expanded to larger N , actually it is as
simple as expanding the capacitance matrix in Eq. (S31). Following the procedure of Refs. [S3, S4] we obtain the
following Lagrangian
L =2
N∑
i=1
Ciφ
2
i + 2
N−1∑
i=1
Ci,i+1
(
φ˙i − φ˙i+1
)2
+
N∑
i=1
Ei cosφi
+
N−1∑
i=1
Ei,i+1 cos (φi − φi+1)− 1
2
N−1∑
i=1
(2pi)2
Li,i+1
(φi − φi+1)2 ,
(S30)
7where the first two terms come from the capacitors and are interpreted as the kinetic terms, and the remaining terms
come from the Josephson junctions and inductors and are interpreted as the potential terms. Note that in the present
case C1,2 = C3,4 = 0 and 1/L2,3 = 0. Also note that the driving capacitances from the control lines are not in the
Lagrangian, but since they are in parallel with the shunting capacitances, Ci they can simply be added to those. The
capacitance matrix becomes
K = 8
C1 0 0 00 C2 + C2,3 −C2,3 00 −C2,3 C3 + C2,3 0
0 0 0 C4
 , (S31)
which we note is a block diagonal matrix, hence its inverse matrix must be likewise, which means that the only
couplings due to the capacitances are between node 2 and 3. See Eq. (A9) for the actual inverse capacitance matrix
With the capacitance matrix we can write the Hamiltonian as
H = 4pTK−1p+ U(φ), (S32)
where U(φ) is the potential due to the Josephson junctions and inductors, which we will now focus on.
A. Expansion of the potential
We now do a Taylor expansion of the cosines in the potential around zero. To the desired fourth order we obtain
U(φ) =
N∑
i=1
{
Ei
2
φ2i −
Ei
24
φ4i
}
+
N−1∑
i=1
Ei,i+1
[
1
2
(φi − φi+1)2 − 1
24
(φi − φi+1)4
]
+
N−1∑
i=1
(2pi)2
2Li,i+1
(φi − φi+1)2 . (S33)
Note that since cosine is an even function, no cubic terms appear in the expansion. Expanding the parenthesis yields
U(φ) =
N∑
i=1
{
Ei
2
φ2i −
Ei
24
φ4i
}
+
N−1∑
i=1
(2pi)2
2Li,i+1
(
φ2i + φ
2
i+1 − 2φiφi+1
)
+
N−1∑
i=1
[
Ei,i+1
2
(
φ2i + φ
2
i+1 − 2φiφi+1
)− Ei,i+1
24
(
φ4i + φ
4
i+1 − 4φ3iφi+1 + 6φ2iφ2i+1 − 4φiφ3i+1
)]
.
Collecting terms we arrive at the full Hamiltonian
H =
N∑
i=1
[
4EC,ip
2
i +
1
2
(EL,i + EJ,i)φ
2
i −
EJ,i
24
φ4i
]
+ 8(K−1)(2,3)p2p3
+
N−1∑
i=1
[
−
(
Ei,i+1 +
(2pi)2
Li,i+1
)
φiφi+1 +
1
6
Ei,i+1(φ
3
iφi+1 + φiφ
3
i+1)−
1
4
Ei,i+1φ
2
iφ
2
i+1
]
,
(S34)
where the effective energy of the capacitances, EC,i, are equal to the corresponding diagonal elements of the inverse of
the capacitance matrix. The effective Josephson energies are
EJ,i = Ei + Ei−1,i + Ei,i+1, (S35)
where E0,1 = EN−1,N = 0. Similarly the effective energies of the inductors are
EL,i =
(2pi)2
Li−1,i
+
(2pi)2
Li,i+1
, (S36)
where 1/L0,1 = 1/LN−1,N = 0. Changing into step operators we obtain
H =
N∑
i=1
[
Sib
†
i bi − EJ,iT 4i (b†i + bi)4
]
+ 2(K−1)(1,2)(T2T3)−1(b
†
2 − b2)(b†3 − b3)
+
N−1∑
i=1
[
−
(
Ei,i+1 +
(2pi)2
Li,i+1
)
TiTi+1(b
†
i + bi)(b
†
i+1 + bi+1)−
1
4
Ei,i+1T
2
i T
2
i+1(b
†
i + bi)
2(b†i+1 + bi+1)
2
+
1
6
Ei,i+1
{
T 3i Ti+1(b
†
i + bi)
3(b†i+1 + bi+1) + TiT
3
i+1(b
†
i + bi)(b
†
i+1 + bi+1)
3
}]
,
(S37)
8where we have defined
Tn =
(
2EC,n
EJ,n + EL,n
)1/4
, (S38a)
Sn =4
√
1
2
EC,n (EL,n + EJ,n). (S38b)
B. Truncating to a spin model
We are now ready to truncate the Hamiltonian in Eq. (S34) into a spin model. The Hamiltonian becomes
H =−
N∑
i=1
[
1
2
Si − 1
4
EJ,iT
4
i
]
σzi − 2(K−1)(2,3)(TiTi+1)−1σy2σy3
+
N−1∑
i=1
[
−
(
Ei,i+1 +
(2pi)2
Li,i+1
)
TiTi+1σ
x
i σ
x
i+1 +
1
6
Ei,i+1(T
3
i Ti+1σ
x
i σ
x
i+1 + TiT
3
i+1σ
x
i σ
x
i+1)
− 1
4
Ei,i+1T
2
i T
2
i+1
(
σzi σ
z
i+1 − 2(σzi + σzi+1)
)]
,
(S39)
which can be rewritten more elegantly as
H =− 1
2
N∑
i=1
Ωiσ
z
i + 2J
y
2 σ
y
2σ
y
3 +
N−1∑
i=1
[
2J˜xi,i+1σ
x
i σ
x
i+1 + J
z
i,i+1σ
z
i σ
z
i+1
]
, (S40)
with the spin frequencies defined as
Ωi = Si − 1
2
EJ,iT
4
i − Ei−1,iT 2i−1T 2i − Ei,i+1T 2i T 2i+1, (S41)
where T0 = TN = 0. If we truncate to the three lowest states of the anharmonic oscillator, we find that the energy
difference between the first and second excited state is given as
Ω′i = Ω−
1
2
EJ,iT
4
i . (S42)
Thus the absolute and relative anharmonicity becomes
Ai = Ω′i − Ωi = −
1
2
EJ,iT
4
i , Ari = −
1
2
EJ,iT
4
i
Ωi
. (S43)
The coupling constants are defined as
J˜xi =−
1
2
(
Ei,i+1 +
(2pi)2
Li,i+1
)
TiTi+1 +
1
4
Ei,i+1(T
3
i Ti+1 + TiT
3
i+1), (S44a)
Jyi =− (K−1)(i,i+1)(TiTi+1)−1, (S44b)
Jzi =−
1
4
Ei,i+1(TiTi+1)
2. (S44c)
By transforming into the interaction picture (using Eq. (S2)) and defining Jx2 ≡ J˜x2 + Jy2 we arrive at the Hamiltonian
in Eq. (3) after doing the rotating wave approximation. We have defined the coefficient Jx2 since the swapping terms
σx and σy become equivalent after the rotating wave approximation.
From the definition of the coupling constants it is evident that the Jzi coupling constants are linearly proportional
to the Josephson energy. The same is the case for some of the terms in the Jxi coupling constants, however, the terms
related to the inductors or capacitors are not dependent on the Josephson energy, thus making it possible to vary Jxi ,
without changing Jzi significantly. The reason we say significantly is due to the fact that Tn in Eq. (S38a) depends on
the both the Josephson energy, and the inductive and capacitive energies. This dependence is more intricate than the
linear dependence shown in Eq. (S44), and therefore an investigation of the parameter space become rather complex.
In order to overcome this complexity we employ a numerical algorithm in order to search the parameter space. The
result of such a parameter search can be seen in Table S1 at the end of this document.
9IV. STATE PREPARATION DRIVING SCHEME
In order to operate the gate successively, we need a scheme for preparing the state of the gate. We would like to
be able to address the gate exclusively, i.e. opening and closing the gate independently of the left and right qubits.
This is possible when the outer qubits are detuned from the gate qubits, i.e. ∆ is sufficiently large, compared to the
couplings between the gate qubits and the outer qubits. A large detuning can, in experiments, be obtained by tuning
the external fluxes.
We can achieve control of the gate by driving node 2 and 3. This is done by adding capacitors with capacitance Cd
to the design of the circuit, connecting the nodes φ2 and φ3 to an external field ϕd respectively.
The addition of these additional capacitors generates the following extra term in the Lagrangian
Ld =
Cd
2
(φ˙2 − ϕ˙d)2 + Cd
2
(φ˙3 − ϕ˙d)2. (S45)
We now assume that the external field is given as
ϕd = A˜s(t) sin(ωt+ θ), ϕ˙d = A˜ω cos(ωt+ θ), (S46)
where s(t) is some envelope function, A˜ is the amplitude of the driving, ω is the driving frequency, and θ is the phase.
We rewrite the driving function as
ϕd =A˜s(t) sin(ωt+ θ)
=A˜s(t) (cos θ sinωt+ sin θ cosωt)
=A˜ (I(t) sinωt+Q(t) cosωt) ,
where we have adopted the definitions I(t) = s(t) cos θ for the in-phase component and Q(t) = s(t) sin θ for the
out-of-phase component.
Expanding the parenthesis yields
Ld =
Cd
2
[
φ˙22 + φ˙
2
3 + 2(A˜ω (I(t) cosωt−Q(t) sinωt))2 − 2A˜ω (I(t) cosωt−Q(t) sinωt) (φ˙2 + φ˙3)
]
. (S47)
The first two terms are kinetic terms which can be added to the diagonal of the capacitance matrix, the third term is
some irrelevant offset term, while the last term can be used to drive the system. The conjugated momentum is altered
slightly
p = Kφ˙+ d, (S48)
where dT = 2A˜ω cosωt(0, 1, 1, 0), and thus
φ˙ = K−1(p− d). (S49)
This changes the kinetic part of the Hamiltonian into
Hkin =4(p− d)TK−1(p− d)
=4pTK−1p+ 4dTK−1d− 4pTK−1d− 4dTK−1p,
where the first term is the original kinetic term, the second term is some irrelevant offset while the last two terms are
identical driving terms yielding
Hd = −8ϕ˙
{[
(K−1)(2,2) + (K−1)(3,2)
]
p2 +
[
(K−1)(2,3) + (K−1)(3,3)
]
p3
}
, (S50)
which can easily be truncated to a spin model
Hd =
1
2
A (I(t) cosωt−Q(t) sinωt) (σy2 + σy3 ) , (S51)
where
A = −8A˜ω ((K−1)(2,2) + (K−1)(3,2))T−12 . (S52)
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With this we are now ready to change to the interaction picture using the non-interacting Hamiltonian of Eq. (S2)
(Hd)I =
i
2
A (I(t) cosωt−Q(t) sinωt) [(σ−2 + σ−3 )eiΩ1t − (σ+2 + σ+3 )e−iΩ1t]
=A (I(t) cosωt−Q(t) sinωt) [(σy2 + σy3 ) cos Ω1t− (σx2 + σx3 ) sin Ω1t]
=
A
2
[I(t) (cos δt(σy2 + σ
y
3 )− sin δt(σx2 + σx3 )) +Q(t) (− sin δt(σy2 + σy3 ) + cos δt(σx2 + σx3 ))] ,
where we have introduced the parameter δ = ω − Ω1 and we have thrown away all fast rotating terms i.e. terms with
ω + Ω1. The out-of-phase part of the driving Hamiltonian can be used to minimize leakage to the higher excited states
during the driving when the anharmonicity is small [S5, S6], using the CRAB driving scheme [S7, S8] or the GRAPE
driving scheme [S9–S11].
Like the rest of the Hamiltonian this term preserves the total spin of the two gate qubits, hence it does not mix the
singlet and triplet states (note that the spin projection is not preserved, which is why the gate can be driven between
the different states). We can therefore ignore the singlet state |1−〉C , when starting from any of the triplet states
shown in Fig. 3. The energies difference between the triplet states is found by
〈11|H |11〉C =Ω2 + Jz2 , (S53a)
1
2
(〈10|+ 〈01|)H (|10〉C + |01〉C) =− Jz2 + 2Jx2 , (S53b)
〈00|H |00〉C =− Ω2 + Jz2 , (S53c)
Rabi oscillations between the closed and open states are then generated by the driving provided the driving frequency
matches the energy difference ω = |Ω− 2Jz2 + 2Jx2 | and A Jz2 . A pi-pulse, At = pi, would then shift between the |0〉C
and |1+〉C states in in a few microseconds depending on the size of A. Thus using this scheme we can drive between
an open and closed gate using merely an external microwave drive.
V. INCLUDING THE SECOND EXCITED STATES OF THE GATE
In order to fulfill the requirement of J2  J1 and still keep a short gate time the coupling between the control
qubits, J2, must be rather large. This yields the concern of leakage to higher excited states. We therefore need to
consider when this becomes a problem. To do this we change the control qubits in to qutrits and investigate the chain
in this case. Starting from Eq. (S37) we wish to truncate the middle two qubits into qutrits.
Due to the rather large expression it is advantageous to express part of the Hamiltonian at a time. Starting with
the non-interacting part of the qutrit Hamiltonian in Eq. (S37), i.e. the terms i = 2, 3 in the first sum, we obtain
H0,i ∼
 0 0 −√2EJ,iT 4i /40 Si − EJ,iT 4i /2 0
−√2EJ,iT 4i /4 0 2Si − 3EJ,iT 4i /2
 , (S54)
where we have subtracted some irrelevant offset term. Note that the T coefficients are the same for both i = 2 and 3
due to the symmetry of the circuit. From the matrix representation, we see that there is a coupling between the ground
and second excited state. This coupling is unwanted and will, like every other odd powers of couplings, disappear
during the rotating wave approximation. For convenience we write the Hamiltonian using braket notation, since spin
matrices does not turn out to be a good desirable basis in our case
H0,i =
(
Si − 1
2
EJ,iT
4
i
)
|1〉〈1|+
(
2Si − 3
2
EJ,iT
4
i
)
|2〉〈2|
−
√
2
4
EJ,iT
4
i (|0〉〈2|+ |2〉〈0|) .
(S55)
We skip the rest of the non-interacting Hamiltonian for now, since it turns out that there are contributions to the
energies of the states from the interacting part of the Hamiltonian.
For convenience we start by expressing the step-operators in the three level model in braket notation
b†i ± bi = |1〉〈0|i ± |0〉〈1|i +
√
2 (|2〉〈1|i ± |1〉〈2|i) , (S56a)(
bˆ†i + bˆi
)2
= |0〉〈0|i + 3 |1〉〈1|i + 5 |2〉〈2|i +
√
2 (|2〉〈0|i ± |0〉〈2|i) , (S56b)(
bˆ†i + bˆi
)3
= |1〉〈0|i + |0〉〈1|i +
√
2 (|2〉〈0|i + |0〉〈2|i) . (S56c)
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Thus we are ready to consider the target and control qubit x-interaction with
HxT,C = K
x
T,Cσ
x
T
[
|1〉〈0|C + |0〉〈1|C +
√
2 (|2〉〈1|C + |1〉〈2|C)
]
+MxT,Cσ
x
T
[
|1〉〈0|C + |0〉〈1|C + 2
√
2 (|2〉〈1|C + |1〉〈2|C)
]
,
(S57)
where we use the notation that as a subscript we have either T = 1, 4 and C = 2, 3 in pairs. We have defined
Kxi,j =−
(
Ei,j +
(2pi)2
Li,j
)
TiTj +
1
6
Ei,jT
3
i Tj , (S58a)
Mxi,j =
1
6
Ei,jTiT
3
j . (S58b)
Note that 2J˜x1 = K
x
T,C +M
x
T,C , however, due to the factor of 2 on the last term in Hˆ
x
T,C , we cannot use J˜
x
1 . The next
term we consider is the z-interaction between the target and control qubit
H ′T,C = J
z
1 (21− σzT )
[
|0〉〈0|C + 3 |1〉〈1|C + 5 |2〉〈2|C +
√
2 (|2〉〈0|C + |0〉〈2|C)
]
, (S59)
where Jz1 can be found in Eq. (S44c). From this we realize that we obtain not only z-interactions, but also corrections to
the energies of the qutrits and some terms involving |2〉〈0|, which will disappear during the rotating wave approximation,
if the conditions are right. Therefore we define
HzT,C = J
z
1σ
z
T
[
|0〉〈0|C − |1〉〈1|C − 3 |2〉〈2|C −
√
2 (|2〉〈0|C + |0〉〈2|C)
]
, (S60)
while we add the contribution to the qutrit energy to the non-interacting Hamiltonian.
This leaves only the interaction between the two control qutrits. We start with their y-interaction
Hy2,3 = −2Jy2
3∏
i=2
[
|1〉〈0|i − |0〉〈1|i +
√
2 (|2〉〈1|i − |1〉〈2|i)
]
, (S61)
where Jy2 is defined in Eq. (S44b). Moving on to the x-interaction
Hx2,3 =K
x
2,3
3∏
i=2
[
(|1〉〈0|i + |0〉〈1|i) +
√
2 (|2〉〈1|i + |1〉〈2|i)
]
+Mx2,3
3∏
i=2
[
(|1〉〈0|i + |0〉〈1|i) + 2
√
2 (|2〉〈1|i + |1〉〈2|i)
]
.
(S62)
This leaves the z-interaction
H ′2,3 =J
z
2
3∏
i=2
[
|0〉〈0|i + 3 |1〉〈1|i + 5 |2〉〈2|i +
√
2 (|2〉〈0|i + |0〉〈2|i)
]
=Jz2
3∏
i=2
[
21− |0〉〈0|i + |1〉〈1|i + 3 |2〉〈2|i +
√
2 (|2〉〈0|i + |0〉〈2|i)
]
=− 2Jz2
3∑
i=2
[
|0〉〈0|i − |1〉〈1|i − 3 |2〉〈2|i −
√
2 (|2〉〈0|i + |0〉〈2|i)
]
+ Jz2
3∏
i=2
[
|0〉〈0|i − |1〉〈1|i − 3 |2〉〈2|i −
√
2 (|2〉〈0|i + |0〉〈2|i)
]
,
(S63)
where we have thrown away some irrelevant offset term. Once again we find a contribution to the qutrit energy, and
some terms related to |2〉〈0|, and therefore we only consider the last product as the z-interaction calling it Hz2,3. This
was the last part of the Hamiltonian and thus the last addition to the energy of the qutrits. Now we can write the full
non-interacting Hamiltonian as
H0 =− 1
2
Ω1(σ
z
1 + σ
z
4)−
1
2
Ω2 (|0〉〈0|2 − |1〉〈1|2 + |0〉〈0|3 − |1〉〈1|3) +
1
2
(Ω2 + 2Ω
′
2) (|2〉〈2|2 + |2〉〈2|3) , (S64)
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Ω1
|↑〉
|↓〉
φ1
Input
Ω2 = Ω1 + ∆
Ω′2
|0〉
|2〉
|1〉
φ2
Ω2 = Ω1 + ∆
Ω′2
|0〉
|2〉
|1〉
φ3
Gate
Ω1
|↑〉
|↓〉
φ4
Output
Figure S3. Sketch of the quantum spin gate chain where the third states of the controls have been included, changing the gate
into consisting of two qubits. The energy distance between each state has been included in the drawing. The system is the same
for the pure qubit gate, just with the two highest levels removed.
where Ωi can be found in Eq. (S41). Lastly the energy up to the new state is given in Eq. (S42) and thus in general we
would expect Ω2 6= Ω′2 due to the anharmonicity. A schematic drawing of the system consisting of an input qubit, two
gate qutrits, and an output qubit can be seen in Fig. S3.
Collecting all terms the full Hamiltonian becomes
H =H0 +
3∑
i=1
(Hˆxi,i+1 + Hˆ
z
i,i+1) + Hˆ
y
2,3 + 2
√
2(Jz1 + J
z
2 ) (|2〉〈0|2 + |0〉〈2|2 + |2〉〈0|3 + |0〉〈2|3) . (S65)
We now choose our non-interacting Hamiltonian completely equivalent to previously, but with the addition of the
second excited state
H0 =− 1
2
Ω1(σ
z
1 + σ
z
4)−
1
2
Ω1 (|0〉〈0|2 − |1〉〈1|2 + |0〉〈0|3 − |1〉〈1|3) +
1
2
(Ω2 + 2Ω
′
2) (|2〉〈2|2 + |2〉〈2|3) , (S66)
and we wish to perform the rotating wave approximation. All odd powers of exchange operators disappear, as long as
the energy difference between the two states is large enough. In our case this is always the case and thus the last term
of Eq. (S65) disappears. Consider now the x-interaction HˆxT,C . We write the Pauli x-operator as σ
x
T = |1〉〈0|T + |0〉〈1|T
in order to make the notation more obvious. Thus only permutations of |1〉〈0|T |0〉〈1|C will survive. This is exactly
equivalent to case of the qubits. Similarly permutations of |1〉〈0|T |1〉〈2|C can only survive if Ω′2 ∼ Ω1. This leaves
(HxT,C)I =J
x
1 (|0〉〈1|T |1〉〈0|C + |1〉〈0|T |0〉〈1|C)
+
√
2(KxT,C + 2M
x
T,C)
(
|0〉〈1|T |2〉〈1|C ei(Ω1−Ω
′
2)t + |1〉〈0|T |1〉〈2|C e−i(Ω1−Ω
′
2)t
)
.
(S67)
However, if |Ω1 − Ω′2|  |
√
2(KxT,C + 2M
x
T,C)| the last two terms will rotate away as well. As |
√
2(KxT,C + 2M
x
T,C)| is
usually the close to the size of the coupling Jx1 when we configure the circuit as a the swapping gate these term will
almost always rotate away. We are left with
(HxT,C)I = J
x
1 (|0〉〈1|T |1〉〈0|C + |1〉〈0|T |0〉〈1|C) , (S68)
and the interaction resembles the original interaction for when the chain was entirely qubits.
Turning to HˆzT,C we see that only the last two terms containing |2〉〈0|C and |0〉〈2|C obtain a phase factor of ei(Ω2+Ω
′
2)t,
which makes the terms rotate away, and thus the Hamiltonian becomes
(HzT,C)I = J
z
1σ
z
T (|0〉〈0|C − |1〉〈1|C − 3 |2〉〈2|C) . (S69)
The last part of the Hamiltonian is the interaction between the gate qutrits. Starting from the x- and y-interaction,
which we can deal with together since only a sign differs, we realize that the terms |0〉〈1|i receives a phase of eiΩ2t,
while terms on the form |1〉〈2|i receive a phase of eiΩ
′
2t. Thus taking the products in Eqs. (S61) and (S62) we realize
that all phases with a sum of Ω′2 and/or Ω2 rotate away rapidly, while terms with differences are kept. Thus focusing
on Eq. (S61) we obtain
(Hy2,3)I =2J
y
2
[
|1〉〈0|2 |0〉〈1|3 + |1〉〈0|2 |0〉〈1|3 + 2 (|2〉〈1|2 |1〉〈2|3 + |1〉〈2|2 |2〉〈1|3)
+
√
2
(
{|2〉〈1|2 |0〉〈1|3 + |0〉〈1|2 |2〉〈1|3} ei(Ω2−Ω
′
2)t + {|1〉〈2|2 |1〉〈0|3 + |1〉〈0|2 |1〉〈2|3} e−i(Ω2−Ω
′
2)t
) ]
.
(S70)
The products in Eq. (S62) are handled identically yielding a total x- and y-interaction term
(Hxy2,3)I =2J
x
2 (|1〉〈0|2 |0〉〈1|3 + |1〉〈0|2 |0〉〈1|3) + 4Rx2,3 (|2〉〈1|2 |1〉〈2|3 + |1〉〈2|2 |2〉〈1|3)
+ 2
√
2P x2,3
(
{|2〉〈1|2 |0〉〈1|3 + |0〉〈1|2 |2〉〈1|3} ei(Ω2−Ω
′
2)t + {|1〉〈2|2 |1〉〈0|3 + |1〉〈0|2 |1〉〈2|3} e−i(Ω2−Ω
′
2)t
)
,
(S71)
where we have set Rx2,3 = J
y
2 + K
x
2,3 + 4M
x
2,3 and P
x
2,3 = J
y
2 + K
x
2,3 + 2M
x
2,3. Thus if the anharmonicity is large
enough such that |Ω2 − Ω′2|  2
√
2|Jy2 +Kx2,3 + 2Mx2,3| the last four terms will rotate away and the third level will
be completely decoupled from the two lowest states. However, in our case we require the coupling between the two
control qubits/qutrits to be strong and thus the anharmonicity will not be large enough to rotate these terms away.
However, we do not expect this to be a problem since the swapping is only inside the gate, and a closed gate never
consist of enough excitation to reach any state higher than the first excited state.
Lastly we have the z-interaction between the gate qutrits. This is handled equivalently to Eq. (S69) and after the
fast rotating terms have been removed we obtain
(Hz2,3)I = J
z
2 (|0〉〈0|2 − |1〉〈1|2 − 3 |2〉〈2|2) (|0〉〈0|3 − |1〉〈1|3 − 3 |2〉〈2|3) + 2Jz2 (|2〉〈0|2 |0〉〈2|3 + |0〉〈2|2 |2〉〈0|3) , (S72)
where the second term is a swap-term between a double excitation of the two qutrits, and will probably not make
much difference since our troubles starts when any of the two qutrits become double excited, and thus a swap of the
doubly excited qutrits is irrelevant for us.
Combining the above parts of the full Hamiltonian in the interaction picture we obtain
H =− 1
2
∆ (|0〉〈0|2 − |1〉〈1|2 + |0〉〈0|3 − |1〉〈1|3) + 2Jx1 (|0〉〈1|1 |1〉〈0|2 + |1〉〈0|1 |0〉〈1|2)
+ Jz1 (|0〉〈0|1 − |1〉〈1|1) (|0〉〈0|2 − |1〉〈1|2 − 3 |2〉〈2|2)
+ Jz2 (|0〉〈0|2 − |1〉〈1|2 − 3 |2〉〈2|2) (|0〉〈0|3 − |1〉〈1|3 − 3 |2〉〈2|3)
+ 2Jz2 (|2〉〈0|2 |0〉〈2|3 + |0〉〈2|2 |2〉〈0|3) + 2Jx2 (|0〉〈1|2 |1〉〈0|3 + |1〉〈0|2 |0〉〈1|3)
+ 4Rx2,3 (|2〉〈1|2 |1〉〈2|3 + |1〉〈2|2 |2〉〈1|3)
+ 2
√
2P x2,3
(
{|2〉〈1|2 |0〉〈1|3 + |0〉〈1|2 |2〉〈1|3} ei(Ω2−Ω
′
2)t + {|1〉〈2|2 |1〉〈0|3 + |1〉〈0|2 |1〉〈2|3} e−i(Ω2−Ω
′
2)t
)
+ 2Jx3,4 (|0〉〈1|4 |1〉〈0|3 + |1〉〈0|4 |0〉〈1|3) + Jz3,4 (|0〉〈0|4 − |1〉〈1|4) (|0〉〈0|3 − |1〉〈1|3 − 3 |2〉〈2|3) .
(S73)
Despite this intricate Hamiltonian, we realize that it is still excitation preserving, and we can thus consider each
subspace, Bk, where k = 0, . . . , 6, individually. By comparing the new three state Hamiltonian in Eq. (S73), with the
old spin Hamiltonian in Eq. (3), we see that the systems behaves identically within these subspaces.
The only remaining subspace we need to consider are B2, which is the same as in Section III with the addition of
the two states |0200〉 and |0020〉. Thus we only need to calculate the part of the Hamiltonian concerning these two
states, as the rest is calculated in Eq. (S2). This gives us the block matrix
H2 =
(
H0 W
†
W V
)
, (S74)
where
V =
(
∆/2− 3Jz2 − 3Jz1 2Jz2
2Jz2 ∆/2− 3Jz2 − 3Jz1
)
, (S75a)
W =2
√
2P x2,3e
i(Ω2−Ω′2)t
(
0 0 1 0 0 0
0 0 1 0 0 0
)
, (S75b)
and H0 is given in Eq. (S1). From this we see that the addition of the two new states only interfere with the state
|0110〉, thus we can perform our coordinate transformation of Eq. (S7) to H0 as before, without affecting any of the
new states. The conclusion to this is that the states |0ψ±1〉 and |1ψ±0〉 are still approximate eigenstates and thus
stationary, however, |0110〉 is no longer an eigenstate. Thus we still have a closed gate, as long as the remaining three
eigenstates are not in resonance with the closed state. We do not calculate these eigenstates here, but it is sufficient to
say that they are not in resonance.
Due to inclusion of the third states the resonance between the states |1001〉 and |1ψ∓0〉 and |0ψ∓1〉 only hold
approximately meaning that the oscillation between these three states is slowed down.
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