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Abstract
Let f, g : R → R be integrable functions, f nowhere zero, and
ϕ(u) =
∫
du/f(u) be invertible. An exact solution to the generalized
nonhomogeneous inviscid Burgers’ equation ut + g(u).ux = f(u) is
given, by quadratures.
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1 Introduction
Burgers’ equation is a fundamental partial differential equation from fluid
mechanics (see, [1], [2] and [4]). It occurs in various areas of applied math-
ematics, such as modeling of gas dynamics and traffic flow. It is named for
Johannes Martinus Burgers (1895-1981). For a given velocity u and viscosity
coefficient ν, the general form of Burgers’ equation is: ut + u.ux = ν.uxx.
When ν = 0, Burgers’ equation becomes the inviscid Burgers’ equation:
ut + u.ux = 0, which is a prototype for equations for which the solution can
develop discontinuities (shock waves).
The generalized nonhomogeneous inviscid Burgers’ equation [5] is
Eu,g,f : ut + g(u).ux = f(u).
We solve this equation by quadratures; at two stages depending only on the
function f .
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2 Homogeneous Burgers’ equation
2.1 Theorem. Let g : R → R be an arbitrary function. Then,
u = h(x− t.g(u))
gives the solution to Eu,g,0 : ut+ g(u).ux = 0, where h : R → R is an arbitrary
function.
Proof: Let x˜ = x − t.g(u), t˜ = t and u˜(x˜, t˜) = u are new independent and
dependent variables. Then, x = x˜ + t˜.g(u˜), t = t˜, and u = u˜. Now, ux˜ = u˜x˜
and ux˜ = (u(x, t))x˜ = ux.xx˜ + ut.tx˜ = ux.(1 + t˜.g
′(u˜).u˜x˜). Therefore
ux.(1 + t˜.g
′(u˜).u˜x˜) = u˜x˜. (1)
Similarly, ut˜ = u˜t˜ and ut˜ = (u(x, t))t˜ = ux.xt˜+ut.tt˜ = ux.(g(u˜)+ t˜.g
′(u˜).u˜t˜)+
ut. Therefore
ux.(g(u˜) + t˜.g
′(u˜).u˜t˜) + ut = u˜t˜. (2)
By solving (1) and (2), we have ux = u˜x˜/∆, ut = (u˜t˜ − g(u˜).u˜x˜)/∆, where
∆ = 1 + t˜.g′(u˜).u˜x˜. Thus, the equation ut + g(u).ux = 0 reduced to u˜t˜ = 0.
Therefore, u˜ = h(x˜), and Theorem was proved. ✷
2.2 Example. As an illustration of Theorem 2.1, consider the equation
ut + u.ux = 0. (3)
Then g = u, and by the Theorem 2.1, the solution of this equation is u =
h(x− t.u), where h : R → R is an arbitrary function. We look at a couple of
special cases:
• If h(s) = (a.s + b)/c, where a, b and c 6= 0 are arbitrary constants;
Then
u(x, t) =
a.x+ b
a.t+ c
is a solution to the (3).
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• If h(s) = √a.s+ b+ c, where a, b and c are arbitrary constants; Then
u(x, t) = c− 1
2
.
(
a.t±
√
a2.t2 + 4.a.x− 4.a.c.t + 4.b
)
is a solution to the (3).
• If h(s) = ea−s, where a is an arbitrary constant; Then
u(x, t) = −1
t
.LW (−tea−x)
is a solution to the (3), where LW is the Lambert W−function; i.e. a
function defined by function-equation f(x).ef(x) = x.
3 Nonhomogeneous Burgers’ equation
2.1 Lemma. Let f : R → R be a nowhere zero continuous function, and
v = ϕ(u) =
∫
du/f(u). Then, every Eu,g,f can be transformed into Ev,g◦ϕ−1,1.
Proof: By continuity of f , ϕ is a smooth invertible function, and
vt + (g ◦ ϕ−1)(v).vx = ϕt(u) + g(u).ϕx(u) = 1
f(u)
.
(
ut + g(u).ux
)
= 1.
Therefore, v satisfy in a Ev,g◦ϕ−1,1 equation. ✷
3.2 Lemma. Let g be an integrable function. Then, the solution of Eu,g,1
is x =
∫
g(u) du+ h(t− u), where h : R → R is a arbitrary function.
Proof: Let x˜ = u, t˜ = t − u and u˜(x˜, t˜) = x are new independent and
dependent variables. Then, x = u˜, t = t˜+ x˜, and u = x˜. Now, ux˜ = (x˜)x˜ = 1
and ux˜ = (u(x, t))x˜ = ux.xx˜ + ut.tx˜ = ux.u˜x˜ + ut. Therefore
ux.u˜x˜ + ut = 1. (4)
Similarly, ut˜ = (x˜)t˜ = 0 and ut˜ = (u(x, t))t˜ = ux.xt˜ + ut.tt˜ = ux.u˜t˜ + ut.
Therefore
ux.u˜x˜ + ut = 0. (5)
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By solving (4) and (5), we have ux = 1/(u˜x˜ − u˜t˜), ut = −u˜t˜/(u˜x˜ − u˜t˜), and
equation ut + g(u).ux = 1 reduced to u˜x˜ = g(x˜). Therefore, u˜ =
∫
g(x˜) dx˜+
h(t˜). This proves Lemma. ✷
The proof of following Theorem relies on Lemmas 3.1 and 3.2.
3.3 Theorem. Let f, g : R → R be integrable functions, f nowhere zero,
ϕ(u) =
∫
du/f(u) invertible, and ℓ(u) =
∫
(g ◦ ϕ−1)(u) du. Then,
x = (ℓ ◦ ϕ)(u) + h(t− ϕ(u)),
gives the solution to Eu,g,f , where h : R→ R is an arbitrary smooth function.
3.4 Example. As an illustration of Theorem 3.3, consider the equation
ut + u.ux = e
u. (6)
Then g = u, f = eu, ϕ = −e−u, and ℓ = u.(1 − ln(−u)). Therefore, by the
Theorem 3.3, the solution of equation (6) is x = (u + 1).e−u + h(t + e−u),
where h : R → R is an arbitrary function. For example, for h(s) = s, we have
the solution u(x, t) = −LW(x− t).
3.5 Example. As an another illustration, consider the equation
ut + (u
m)x = u
n, (7)
where m and n are integers. If 1 < n 6= m. Then g = m.um−1, f = un, and
ℓ(u) =


m
m− n.((1− n).u)
(n−m)/(n−1) if 1 < n 6= m,
m
1−m. ln ((1−m).u) if n = m 6= 1,
m
m− 1 . exp ((m− 1).u) if n = 1 and m 6= 1,
eu if n = m = 1,
For example, u(x, t) = x.(1 + e−t)/2 is a solution to ut + (u
2)x = u; and
u(x, t) =
1
6
(
x− 3.t±
√
x2 + 9.t2 − 6.x.t− 36
)
is a solution to ut + (u
3)x = u
2.
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