















Abstract— Convolutional Neural Network (CNN) has 
outperformed many traditional linear and polynomial classifiers 
in various domains. CNN and other deep learning methods have 
gained attention in the Brain-Computer Interface (BCI) domain 
also. Here, we investigate a CNN-based model with two different 
optimizers for reducing error of classification of brain states 
using EEG motor imagery data. Two different optimizers 
namely stochastic gradient descent (SGD) and adaptive 
momentum (Adam) are investigated for increasing classification 
accuracy using the well-known BCI competition IV 2b dataset. 
The study was conducted to investigate the feasibility of a single 
deep learning model for all subjects without compromising on 
information decoding rate for any of the BCI participants. Using 
two different models, mean cross-validation accuracy of 80.32% 
(±2.2) was achieved across participants, which is significantly 
higher (p<0.05) compared to a state-of-the-art deep learning 
approach. 
I. INTRODUCTION 
Accurate pattern recognition in brain-computer interface 
(BCI) systems is crucial to let participants interact with their 
environment effectively [1][2]. Several studies related to 
preprocessing, feature extraction and classification algorithms 
have been conducted towards enhancing motor imagery (MI) 
task detection accuracy [3][20]. Popular methods such as 
common spatial pattern (CSP) [7] [15], principal component 
analysis (PCA) [11], bandpower [12] and independent 
component analysis (ICA) [13] have been used extensively for 
preprocessing and feature extraction. Introduction of deep 
neural networks and their revolutionary impact in the domains 
of image recognition, natural language processing (NLP) and 
speech signal processing have opened up new avenues for the 
neuroscience community dealing with BCIs. However, their 
application in the area of electroencephalography (EEG) and 
magnetoencephalography (MEG) based BCIs is very limited. 
Deep learning, as per convention, does not require tailored 
features to perform optimally in image classification or NLP, 
but this situation is debatable in the case of electromagnetic 
brain signals. In an EEG/MEG-based BCI, the number of trials            
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needed for data collection are high. Also, the non-stationary 
nature of the brain signals leads to inter-trial and inter-session 
inconsistencies. These signals have very low signal-to-noise 
ratio (SNR), due to multitude of noise resulting from different 
muscular or physiological artefacts (such as heart-rate, muscle 
activity, breathing etc.) and background brain activity. SNR in 
single-trial EEG and MEG measurements is typically assumed 
to be < 1 for evoked responses and ≈1 for oscillatory activity, 
which puts these data in stark contrast to those in traditional 
applications of deep learning which are typically related to 
image classification [4].  For a better classification 
performance, noise suppression is highly recommended. Deep 
learning if used efficiently can be of great help in analysing 
EEG and MEG data, as the dimensionality and spatio-temporal 
resolution are very high due to the large amount of sensors 
capable of sampling with millisecond accurate temporal 
resolution.  
Deep learning architecture has been used on EEG data to 
review performance compared to feature-based classification 
using SVM or LDA. Recently, a study by Zubarev et al. [4] 
based on an adaptive neural network showed improvement in 
classification performance. The two different models, i.e. 
latent factor CNN and vector autoregressive CNN, were 
compared with linear SVM, RBF-SVM and shallow FBCSP-
based CNN model. They also compared with the existing 
architecture of EEGNet [6] and VGG19 [14]. They concluded 
that incorporation of prior knowledge about the process 
generating MEG observations helped in reducing the model 
complexity substantially while maintaining high accuracy and 
interpretability. In [5], a short time Fourier transform-based 
CNN method was evaluated along with stacked auto encoders, 
which gave them better classification accuracy on the BCI 
competition IV 2b dataset. The mean classification accuracy 
obtained using 10-fold cross-validation was 74.8% (±2.3%) 
for only CNN-based architecture and after combining with 
stacked auto encoders the mean accuracy across subjects was 
77.6% (±2.1%). However, authors did not explain the concept 
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where in the model encoding and decoding happened. From 
the overview, it looked like more of a feed forward neural 
network. There has been further development of EEGNet [6] 
which has been used for depth-wise and separable 
convolutional layers to construct EEG-specific model for 
classification. 
The architectures discussed so far have mainly been 
generalised for individual subjects and rarely been used for 
cross-subject transfer learning and the performance drops over 
different sessions or on different participants. It is a well-
known fact that hyper parameters and optimisers play a crucial 
role in deep learning based classification, but there has been 
no study on the method of optimiser selection towards training 
CNN models for better accuracy, whereas hyperparameters are 
finalised either by grid search or by hit and trial.  For effective 
cross-subject transfer learning, there is a need to find a 
common CNN architecture trainable across multiple subjects. 
To this end, a study has been undertaken involving two 
optimisation methods, i.e. SGD [9] and Adam [10], which 
have significant effect on CNN learning rate and classification 
performance.  
II. MATERIAL AND METHODS 
A. EEG Dataset 
To conduct this study, we have used dataset 2b from BCI 
competition IV [16]. The dataset includes a motor imagery 
paradigm for left and right hand movement. The dataset 
includes 3 sessions of training data and 2 sessions of 
evaluation data. The imagery task is of 4 s, where participants 
have to imagine specific movement of left/right hand when the 
cue appears at t = 3 s, as shown in Figure 1. 
Figure 1.   BCI comp IV 2b data set protocol timing 
B. Deep Neural Network Designing 
CNNs are deep neural networks with several convolutional-
pooling layer pairs along with fully connected layer(s) at the 
output. CNN are good at identifying shapes in the form of 
images. Input image is convolved with several 2-D filters in 
the convolutional layer. Weights and biases in the CNN layers 
are learned through back-propagation algorithm to reduce the 
classification error. Designing an optimal deep neural 
network capable of automatically extracting features is still a 
big challenge. Deep network design is majorly based on 
intuition along with experience of designer and data type. 
There are various deep neural network architectures such as 
Alexnet [18], Deep Belief Networks (DBN) [19], VGG19 
[14], etc., which are being used in various domains like image, 
speech or natural language processing. In this study, two deep 
network architectures based on CNN have been designed with 
two different optimisers. This was done with the objective of 
enhancing classification accuracy while ensuring faster 
convergence to error tolerance. Faster convergence can help 
in saving computational time and cost. It is observed in the 
study that hyperparameters along with optimisers 
substantially influence the classification performance of 
trained DNN. Details of the CNN architecture are discussed 
further. 
 
B.1.  Architecture-1 
Input Layer: To create the input image for the CNN, a short 
time Fourier transform (STFT) was applied on the 2-sec-long 
motor imagery trial (4 s -6 s). The frequency bands considered 
for the input are theta band (4–8 Hz), mu band (8–12 Hz) and 
beta band (12–32 Hz). Data from 3 channels were available, 
i.e. C3, C4, and Cz and sampling frequency was 250 Hz. To 
create an input image from a channel we extracted theta, mu, 
and beta frequency bands from the STFT, i.e. broad band (4–
32 Hz) EEG. 
The extracted image size was 20 × 32 for the theta and mu 
bands (4–13 Hz) and 41 × 32 for the beta band (13–32 Hz). 
Using cubic interpolation, size of beta band (41 × 32) was 
reduced to 20 × 32. The same approach was applied for all the 
3 channels. For the final input to the CNN the image was 
concatenated vertically, hence the resulting input size for one 
electrode will be 40 × 32 and similarly using all 3 channels it 
will be 120 × 32 (Figure 2). 
Total of 30 filters were trained with size of 120 × 3 via this 
network. At convolutional layer, input is convolved with 
trainable filters and put through output function to form the 
output map [8]. 
Figure 2.   Input image fed to CNN using all three electrodes for right hand 
activity by subject number 4 including 3 frequency bands. 
The kth feature map at a given layer can be represented as 
h୧୨୩ ൌ fሺaሻ ൌ f((wk × x)ij + bk )  (1) 
where x is the input image, wk is the weight matrix and bk is 
the bias value for k= (1, 2,…,30). The output function f is 
selected as rectified linear unit (Relu) function. 
 
At max pooling layer sampling factor of 10 was applied with 
zero padding. Max poling is connected to fully connected 
layer having two outputs, which is for left hand imagery and 
right hand imagery. Parameters of the CNN are learned by 
using Stochastic gradient descent method.  
Gradient descent is a method to minimize an objective 
function J(θ) parametrized by model’s parameter θ ∈ ℝd by 
updating the parameters in the opposite direction of gradient 
  
of the objective function ∇஘Jሺθሻ with respect to parameters. The learning rate is defined by the number of steps to reach 
local minimum.  
However, at each step, gradient descent requires evaluation 
of n derivatives, which is expensive. A popular modiﬁcation is 
stochastic gradient descent (SGD) [17], where at each iteration 
t = 1, 2, … 
w୲ ൌ wሺ୲ିଵሻ െ η∇ψ൫wሺ୲ିଵሻ൯  (2) 
 
where, η is the learning rate and 𝜓 represents the loss 
function. In a simpler way, learning of the model parameters 
can be expressed as Eq 3, where parameters perform update 
for each training example x(i) and label y(i). 
θ = θ −η⋅∇θ J (θ; x (i); y(i))  (3) 
The advantage of SGD is that computation time is 1/n of 
standard gradient descent, because every step depends upon 
single derivative ∇ψi(ꞏ). Table 1 contains the parameters used to train the model using participants data by Architecture-1 
method.  
The Architecture-1 (Table 1), has one convolutional 2-D 
layer with l2 regularisation and ReLU-activation. The details 
of parameters are shown in Table 1. Batch normalisation was 
done and the model was trained for 300 epochs with the batch 
size of 40. For validation, 33% of the data was randomly 
extracted. The learning rate for the model was 0.0001 and the 
initial momentum was 0.9. The dropout rate was 0.6. 
 
Table 1.  Architecture-1: CNN-SGD Parameters 
Layer Filters Size Output Options 
Input  [120, 32, 1]   
Conv2d 30 [120, 3] [1,30,30]  
MaxPooling2D   [1,3,30]  
Flatten   90  
Dense   2 Activation = 
sigmoid 
 
B.2. Architecture -2 
After implementing Architecture 1 on Comp IV 2b dataset, 
it was observed that the classification accuracy of participant 
2 and 3 was not good. To improve performance of the specified 
subjects, it was decided to increase the layers. However, even 
on changing hyperparameters or numbers of layer, there was 
not much effect on classification accuracy observed. Since the 
participants’ data were noisy compared to other participant, 
and SGD converges slowly over the data, it was decided to 
change the optimiser to Adam to converge faster using a large 
learning rate. 
Input layer was kept exactly same as architecture-1 and 
30 trainable filters were used with the size of   120 × 3. At 
convolutional layer input is convolved with trainable filter 
with linear activation. Batch normalization was performed 
keeping the learning rate as 0.01. Batch normalisation reduces 
the amount by what the hidden unit values shift around 
(covariance shift). The performance improved but still issue 
related to convergence was observed. Then, 2nd convolution 
layer was added with trainable 2-D filters of size 3 × 3 with a 
stride of [2, 2]. Total number of filters were 40. Stride controls 
how the filter convolve around the input volume. Again batch 
normalisation and Relu activation were used. To further 
improve the performance and convergence 3rd convolution 
layer was added keeping the same parameters and stride was 
reduced to [1,1]. Parameters of CNN are learned by adaptive 
moment estimation (Adam). 
Adam can be explained as a combination of SGD with 
momentum and Root Mean Square Error Propagation 
(RMSprop). It is an adaptive learning rate method, where the 
learning rate is computed from different parameters. Adam 
keeps exponentially decaying average of past gradients mt similar to momentum. 
Adam uses an exponentially moving average which is 
computed on the current mini-batch gradient: 
m୲ ൌ βଵm୲ିଵ ൅ ሺ1 െ βଵሻg୲    (4) 
v୲ ൌ βଶv୲ିଵ ൅ ሺ1 െ βଶሻg୲2 (5) 
 
where m୲ and v୲ are an estimation of the mean and uncentred variance of  gradient (g) and β is a new hyper 
parameter. 
The update rule for Adam is  
θ୲ାଵ ൌ θ୲ െ ୬√୴ෝ୲శ಍ mෝ ୲   (6) where θ  is the model parameter,  θ ∈ ℝd. 
Table 2. Architecture-2: CNN-Adam Parameters 
Layer Filters  Size Activation Options 
Input  [120,32,1]   
Conv2d 30 [120,3] Linear stride = [1,1] 
BatchNorm    epsilon= e-5 
momentum  =  
0.01 
Activation   Relu  
Conv2d 40 [3,3] Linear stride = [2,2] 
BatchNorm    epsilon= e-5 
Activation   Relu  
Conv2d 40 [3,3] Linear stride = [1,1] 
BatchNorm    epsilon= e-5 
momentum  =  
0.01 
Activation   Relu  
Average 
pooling2D 
 [2,2]   
Fully 
connected  
   Output size 2 
  
The proposed default values were 0.9 for β1, 0.999 for β2, 
and 10−8 for ϵ [10]. It was shown empirically that Adam works 
well in practice and compares favourably to other adaptive 
learning-method algorithms. 
The Architecture-2 (Table 2), which is the Adam-based CNN, 
has 3 convolutional 2-D layers with l2 regularisation. The 
input remains the same and details of the parameter are shown 
in Table 2. Initial learning rate was 0.01 and batch size was 50 
and the model was trained for 15 epochs. 
III. RESULTS 
Python with MNE and MATLAB 2018b were used for 
creating scripts for building learning models and evaluating 
their performance. The system had Windows 10 with an i7 8th 
gen processor. Nvidia RTX2080 Ti was used as GPU. 
For building models, first 3 sessions from the BCI 
competition IV 2b dataset were used and ten-fold cross 
validation was used for evaluation. 
 
Figure 3.  Model decoding error (loss) of Architecture 1 for partcipant 4 
using 33% as validation set. 
Figure 3 displays the model decoding error for the 
participant 4 using architecture 1. To analyse number of 
epochs and learning rate for all the participants, data of 
participant 4, session 1,2 and 3 were trained, keeping 33% of 
the cumulative data as validation set. The plot clearly shows 
that the model does not overfit or underfit as the test errors are 
converging. For this specific subject a clear stagnation of 
validation loss can be seen at nearly 175-200 epochs. 
However, the plot clearly indicates fluctuation which may be 
due to the low amount of data to train and validate. The 
participants’ data was almost linearly separable, so we can see 
early convergence. For other participant the number of epochs 
was not exactly same rather was in range of 250-300. Keeping 
batch size of 40 and training up to 300 epochs, model was not 
overfitting or there was no issue of overlearning, thus it was 
decided to train the model up to 300 epochs keeping it same 
for multiple subjects. However, if independent model is being 
trained for a subject then the learning can be stopped at 200 
epochs, keeping other parameters same. 
Figure 4 shows the ten-fold classification accuracy for left 
hand vs right hand imagery task using architecture 1 and 
architecture 2. It can be observed that for some participants i.e. 
S01, S02, S03, S07 and S09 architecture 2 has performed 
better than architecture 1. But for S04, S05, S06 and S08 
architecture 1 has performed better than architecture 2. Hence, 
it would not be possible to generalize one architecture for all 
participants without compromising on classification 
performance.  
Figure 4.  Ten fold Classification accuracy of CNN with SGD as optimiser 
and adam as optimiser for 9 participants. 
Figure 5.  Ten-fold cross-validation classification accuracy and std. 
deviation results for CNN, CNN-SAE methods published by Tabar et.al. [5] 
and CNN models based on the Architecture-1 and -2. 
 The results obtained have been compared with results 
published by Tabar et al. [5] wherein a different model was 
created for every participant. Figure 5 shows the classification 
accuracy of left hand vs. right hand per participant for the BCI 
comp. IV 2b dataset obtained using 10-fold cross validation. 
The results of CNN Architecture-1 and -2 are compared with 
CNN and CNN-SAE architecture accuracies published by 
Taber et al. [5]. A clear increase in classification accuracy in 
all participants except s03, s04 and s06 can be seen. However, 
for s06 architecture-1 provided better result than independent 
CNN model accuracy published by [5]. Mean classification 
accuracy across subjects obtained using Architecture-1 and 2 
is 80.32% (±2.25), which is 5.56% significantly higher 
(p<0.05) than the CNN model and 2.77% higher than CNN-
SAE model proposed by Tabar et al. [5]. 
 
IV. CONCLUSION AND DISCUSSION 
The paper has discussed two different CNN architectures, 
found to provide best classification accuracies on the BCI 
competition IV 2b data-sets from a specific group of subjects. 
  
It has been observed, when a participant’s data are noisy, SGD 
performs worse, which might be due to a low learning rate   
(10-04) and too many training epochs; while Adam is able to 
converge quickly in just 15 epochs with less learning rate     
(10-02) than SGD. 
Especially in the case of time-series data, there is no 
justification to assume that one model is going to fit every 
subject without the need for adaptation to subject-specific 
temporal changes. For electromagnetic brain signals, such as 
EEG and MEG which provide information related to temporal 
changes at millisecond level, creating a single model is not 
going to provide enough information for classification. 
However, we can divide the participants into categories by 
single session test on the basis of their BCI performance. If the 
participant is poorly performing with BCI then Architecture-2 
can be used, otherwise Architecture-1 may be better suited. It 
is not being claimed that this is the best possible accuracy a 
model can provide; further tuning of parameters may provide 
with better accuracy. It can be thus concluded from the study 
that for implementing a single deep learning architecture to 
train a cross-subject single model, we may have to 
compromise on accuracy. In order to achieve that model, we 
will require adaptive optimization by the model which can 
work with variable time-series data. 
Development of single generalised classification model 
and transfer learning across subjects are major issues for BCI 
systems to work smoothly. Further study will be carried out 
by training the model to combine different participants’ data. 
Empirically, if different participants’ data can be combined 
along with the sensor information the input map will become 
3D i.e. [frequency, time, location]. Then model would be able 
to learn the features across subjects from different channels, 
considering it to be the time series information from a single 
subject. Also, the tuning of the network will be based on 
cumulative performance of participants. Then the variation 
due to new participant’s features can be accounted for. 
 
Code for replicating the experiment will be made available 
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