Abstract: This paper presents a proof that the use of polynomial Lyapunov functions is not conservative for studying exponential stability properties of nonlinear ordinary differential equations on bounded regions. The main result implies that if there exists an n-times continuously differentiable Lyapunov function which proves exponential decay on a bounded subset of R n , then there exists a polynomial Lyapunov function which proves that same rate of decay on the same region. Our investigation is motivated by the use of semidefinite programming to construct polynomial Lyapunov functions for delayed and nonlinear systems of differential equations.
INTRODUCTION
The question of the properties of Lyapunov functions has traditionally been an active area of research. A number of early results were obtained which related smoothness and differentiability of the Lyapunov function to that of the vector field. Representative examples include Barbasin (1951) , Malkin (1954) and Kurzweil (1963) . A summary of many of these results can be found in Massera (1956) . The use of smoothing operators on open sets to create infinitely-differentiable functions was explored in the work F. W. Wilson (1969) , and more recently in Lin et al. (1996) . The reader is also referred to Hahn (1967) and Krasovskii (1963) for a treatment of converse theorems of Lyapunov. As will be seen in Section 4, Massera-type converse Lyapunov results are a necessary part of our own proof in that they ensure the existence of a Lyapunov functions with the smoothness properties necessary to apply the approximation theory developed in this paper.
In Weierstrass (1885) , it was demonstrated that realvalued polynomial functions can approximate real-valued continuous functions arbitrarily well with respect to the supremum norm on a compact interval. Various structural generalizations of the Weierstrass approximation theorem have focused on generalized mappings, as in Stone (1948) , and on alternate topologies, as in Krein (1945) . Polynomial approximation of differentiable functions has been studied in numerical analysis of differential and partial differential equations. Results of relevance include the lemma by Bramble and Hilbert (1971) and its generalization in Dupont and Scott (1980) , and the theorem of Jackson (1911), generalizations of which can be found in the work of Timan (1960) . A significant result of this paper is summarized in Theorem 8. This theorem says that for a vector field which is bounded on compact set X, the existence of a sufficiently smooth Lyapunov function which decreases exponentially on X with rate γ implies the existence of a polynomial Lyapunov function which decreases exponentially on X at rate γ for any γ < γ. The smoothness condition is automatically satisfied if the function is n-times continuously differentiable.
To establish this result, we prove an extension to the Weierstrass approximation theorem. In Theorem 6, we combine a second order Taylor series expansion with the Weierstrass approximation theorem to find polynomials which approximate functions with a pointwise weight on the error given by
A corollary of this result states that polynomials can be used to approximate continuously differentiable multivariate functions arbitrarily well in a variety of norms, including the Sobolev norm W 1,∞ . This means that for any continuously differentiable function and any γ > 0, we can find a polynomial which approximates the function with error γ and whose partial derivatives approximate those of the function with error γ. The proof is based on a construction using approximations to the partial derivatives.
This extension is applied to Lyapunov functions in Theorem 8 which states that if there exists a sufficiently smooth continuous Lyapunov function which proves exponential stability on a bounded set, then there exists a polynomial Lyapunov function which proves exponential stability on the same set. In Section 4, we briefly discuss implications for the use of polynomial optimization to prove stability of nonlinear ordinary differential equations.
NOTATION AND BACKGROUND
Let N n denote the set of length n vectors of non-negative natural numbers. Denote the unit cube in N n by Z n := {α ∈ N n : α i ∈ {0, 1}}. For x ∈ R n , x ∞ = max i |x i | and
Define the unit cube in R n by B := {x ∈ R n : x ∞ ≤ 1}. Let C(Ω) be the Banach space of scalar continuous functions defined on Ω ⊂ R n with norm
For a sufficiently regular function f : R n → R and α ∈ N n , we will often use the following shorthand to denote the partial derivative
where naturally, ∂ 0 f /∂x
For Ω ⊂ R n , we define the following sets of differentiable functions.
is the logical extension to infinitely continuously differentiable functions. Note that in n-dimensions,
We will occasionally refer to the Banach spaces W k,p (Ω), which denote the standard Sobolev spaces of locally summable
The following version of the Weierstrass approximation theorem in multiple variables comes from Timan (1960) . Theorem 1. Suppose f : R n → R is continuous and G ⊂ R n is compact. Then there exists a sequence of polynomials which converges to f uniformly in G.
APPROXIMATION OF DIFFERENTIABLE FUNCTIONS
The technical results of this paper concern a constructive method of approximating a differentiable function of several variables using approximations to the partial derivatives of that function. Specifically, the result states that if one can find polynomials which approximate the partial derivatives of a given function to accuracy γ/2 n , then one can construct a polynomial which approximates the given function to accuracy γ, and all of whose partial derivatives approximate those of the given function to accuracy γ.
The difficulty of the problem is a consequence of the fact that, for a given function, the partial derivatives of that function are not independent. Therefore, given approximations to the partial derivatives of a function, these approximations will, in general, not be the partial derivatives of any function. The problem is, for each partial derivative approximation, how to extract the information which is unique to that partial derivative in order to form an approximation to the original function. The following construction shows how this can be done. Definition 2. Let X be the space of 2 n -tuples of continuous functions indexed using the 2 n elements α ∈ Z n . Thus if functions f α ∈ C(B) for all α ∈ Z n , then these functions define an element of X, denoted {f α } α∈Z n ∈ X. Define the linear map K :
and where
In practice, the functions f α represent either the partial derivatives of a function or approximations to those partial derivatives. The following examples illustrate the construction.
The following lemma shows that when the f α are the partial derivatives of a function, we recover the original function. The proof is simple and works by using a single integral identity to repeatedly expand the function.
Proof. By assumption, v ∈ C 1 ∞ (B) and so D α v exist for all α ∈ Z n . The statement then follows from application of the identity v = g i,0 v+g i,1 ∂ ∂xi v recursively for i = 1, . . . , n. That is, we make the sequential substitutions v → g 1,0 v + g 1,1
Then we have the following expansion.
as desired.
Recall we would like to demonstrate that polynomial Lyapunov functions can be used to approximate continuous Lyapunov functions. To be a Lyapunov function, a polynomial approximation must satisfy certain constraints. In particular, if v is a Lyapunov function and p is a polynomial approximation to v, then p is also a Lyapunov function if it satisfies an error bound of the form
For p to prove exponential stability, the derivatives of p and v must satisfy a similar bound. The justification for this form of the error bound is that the error should be everywhere bounded on a compact set, but in addition must decay to zero near the origin.
The idea behind our proof of the existence of such a polynomial, p, is to combine a Taylor series approximation with the Weierstrass approximation theorem. Specifically, a second order Taylor series expansion about a point, x 0 , has the property that the error, or residue, R, satisfies R(x, x 0 ) x T x → 0 as x → x 0 . However, the error in the Taylor series is not guaranteed to converge uniformly over an arbitrary compact set as the order of the expansion increases. The Weierstrass approximation theorem, on the other hand, gives approximations which converge uniformly on a compact set, but in general no Weierstrass approximation will have the residual convergence property mentioned above for any point, x 0 . Our approach, then, is to use a second order Taylor series expansion to guarantee accuracy near the origin. We then use a Weierstrass polynomial approximation to the error between the Taylor series and the function away from the origin to cancel out this error and guarantee a uniform bound.
We begin by combining the second order Taylor series expansion and the Weierstrass approximation. Lemma 4. Suppose v ∈ C 2 1 (B). Then for any > 0, there exists a polynomial p such that
Proof. Let the polynomial m be defined using the second order Taylor series expansion for v about x = 0 as
Then m approximates v near the origin and specifically
Then from Taylor's theorem (See, e.g. Marsden and Tromba (1988) ), we have that
where
as x → 0 and so h(x) is continuous at 0. Since v(x) − m(x) and x T x are continuous and x T x = 0 on every domain not containing x = 0 and every point x = 0 has a neighborhood not containing x = 0, we conclude that h(x) is continuous at every point x ∈ R n .
We can now use the Weierstrass approximation theorem, which states that there exists some polynomial q such that q − h ∞ ≤ . The Taylor and Weierstrass approximations are now combined as p(x) = m(x) + q(x)x T x. Then p is polynomial and
The following lemma states that the linear map K is Lipschitz continuous in an appropriate sense. This means that a small error in the partial derivatives, f α , results in a small error of the construction K({f α } α∈Z n ) and all of its partial derivatives.
Proof. From the definition of g j,k , we have that
We would like to obtain bounds on this function. For j = 1, and for any x ∈ B, 1
Here the first inequality is due to the mean value theorem and that |x i | ≤ 1 and the second inequality follows since
Similarly, if j = 0, then for any x ∈ B, 1
where the first inequality follows since x 2 i ≥ 0. Therefore, we have that for j ∈ {0, 1} and i = 1, . . . n, 1
Since the terms G α are compositions of the g i,j , we can apply the above bounds inductively. Specifically, we see that for any β ∈ Z n , 1
Now that we have bounds on the G α , we can use the triangle inequality to deduce that for any β ∈ Z n , 1
The following theorem gives the main approximation result of the paper. It combines Lemmas 4 and 5 to show that polynomials are dense in the space C The following result is of interest. However, the proof is omitted for brevity.
