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STATISTICAL STABILITY OF MOSTLY EXPANDING
DIFFEOMORPHISMS
MARTIN ANDERSSON AND CARLOS H. VA´SQUEZ
Abstract. We study how physical measures vary with the underlying dynamics in the
open class of Cr, r > 1, strong partially hyperbolic diffeomorphisms for which the central
Lyapunov exponents of every Gibbs u-state is positive. If transitive, such a diffeomorphism
has a unique physical measure that persists and varies continuously with the dynamics.
A main ingredient in the proof is a new Pliss-like Lemma which, under the right circum-
stances, yields frequency of hyperbolic times close to one. Another novelty is the introduc-
tion of a new characterization of Gibbs cu-states. Both of these may be of independent
interest.
The non-transitive case is also treated: here the number of physical measures varies
upper semi-continuously with the diffeomorphism, and physical measures vary continuously
whenever possible.
Re´sume´. Nous e´tudions comment les mesures physiques varient avec la dynamique sous-
jacente, dans la classe ouverte des diffe´omorphismes Cr, r > 1, fortement partiellement
hyperboliques pour lesquelles les exposants de Lyapunov centraux de tout u-e´tat de Gibbs
sont positifs. Lorsque transitifs, de tels diffe´omorphismes posse´dent une unique mesure phy-
sique qui persiste et varie continment avec la dynamique.
Un des ingre´dients principaux de la preuve est un nouveau lemme de type Pliss qui,
applique´ dans le contexte ade´quate, implique que la fre´quence des temps hyperboliques est
proche de un. Une autre nouveaute´ est l’introduction d’une nouvelle caracte´risation des
cu-e´tats de Gibbs. Chacun de ses deux aspects ayant leur propre inte´reˆt.
Le cas non transitif est aussi traite´ : dans ce contexte, le nombre de mesures physiques est
une fonction semi-continue supe´rieure du diffe´omorphisme, et les mesures physiques varient
continument sous des hypothe`ses naturelles.
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1. Introduction
The present work deals with the question of continuity of physical measures in the setting
of partially hyperbolic diffeomorphisms, i.e., with a uniformly contracting bundle Es, a
central bundle Ec, and a uniformly expanding bundle Eu. Here, by physical measure we
mean a Borel probability µ for which the basin
B(µ) = {x ∈ M :
1
n
n−1∑
k=0
δfk(x) → µ}
has positive Lebesgue measure.
The particular context under consideration here is that in which the central direction is
mostly expanding, by which we mean that every Gibbs u-state has positive central Lyapunov
exponents. Here, by Gibbs u-states we mean invariant probabilities absolutely continuous
with respect to Lebesgue measure along the partition in strong unstable manifolds.
Mostly expanding diffeomorphisms include some very important examples from smooth
ergodic theory, among which we have Derived-from-Anosov diffeomorphisms [8] as well as
the well-known examples of partially hyperbolic diffeomorphisms with pathological center
foliation due to Shub and Wilkinson (see [26] and [30, Theorem D]). The above definition of
mostly expanding partially hyperbolic diffeomorphisms was introduced in [8]. It is important
to note that it differs from the homonymous notion considered in the influential work [3]. The
reason for this change in terminology is that the concept of mostly expanding introduced in
[8] (and considered here) is a closer analogue of the notion of mostly contracting, introduced
in [12]. The original notion of mostly expanding used in [3] will be referred to by us as
non uniformly expanding along the center-unstable direction, or simply the NUE-condition.
As showed in [8, 30], a partially hyperbolic diffeomorphism which is mostly expanding will
necessarily satisfy the NUE-condition. That is,
Mostly expanding =⇒ NUE-condition
(but not the other way around). Another important feature of the mostly expanding con-
dition is that it is open in the Cr topology for r > 1 — something that is not true for the
more general NUE-condition (see [8] for proofs and counter-examples). The regularity r > 1
here may be any real number. If r is not an integer, i.e. r = k + α for some k ∈ N and
α ∈ (0, 1), then by Cr diffeomorphism we mean a Ck diffeomorphism whose k-th derivative
is α-Ho¨lder, and the topology considered is the one induced by a metric which, in charts,
can be written as the sum of the Ck metric and the α-Ho¨lder metric on the k-th derivative.
The NUE-condition was introduced as a way to guarantee the existence and finitude of
physical measures. Since the mostly expanding condition is open and implies the NUE-
condition, it provides an ideal setting for the following much sought after situation:
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Theorem 1.1 ([8]). Let f : M → M be a Cr, r > 1, partially hyperbolic diffeomorphism
on a compact manifold. Suppose that every Gibbs u-state of f has positive central Lyapunov
exponent (i.e. f is mostly expanding). Then there exists a Cr neighborhood U of f such that
every g ∈ U is mostly expanding and has a finite number of physical measures whose basins
together cover a full Lebesgue measure set in M .
Theorem 1.1 begs the question of how the physical measures of a mostly expanding diffeo-
morphism react to small deterministic perturbations. Will the number of physical measures
remain the same? If so, do they vary continuously with the dynamics? Such questions have
been answered quite satisfactorily for the analogous notion of mostly contracting diffeomor-
phisms. A partially hyperbolic diffeomorphism is said to be mostly contracting if all its
Gibbs u-states have negative central Lyapunov exponents. Just like the mostly expanding
condition, it is Cr open for any r > 1. (This was noted in [15] and proved in detail in [7]).
Moreover it was proved in [7] (see also [17]) that
(i) the number of physical measures of mostly contracting diffeomorphisms varies upper
semi-continuously with the dynamics, and
(ii) physical measures vary continuously in the weak* topology under perturbations that
don’t change the number of physical measures.
In [29, 17] the authors gave a detailed explanation of how bifurcations occur and an exhaus-
tive set of examples. They have also proved a form of continuity of the basins of physical
measures.
The aim of this work is to complete the picture by proving similar results for mostly
expanding diffeomorphisms. We start by considering the case in which the physical measure
is unique.
Theorem A. Let f : M → M be a Cr , r > 1, transitive partially hyperbolic diffeomorphism
of type TM = Es ⊕ Ec ⊕ Eu such that every Gibbs u-state has positive central Lyapunov
exponents. Then there is a Cr neighborhood U of f such that every g ∈ U has a unique
physical measure µg. Moreover µg varies continuously with g in the weak* topology.
To our knowledge, there are no known examples of mostly expanding diffeomorphisms
with more than one physical measure. Yet we can show that if such examples exist (and
we believe they do), then their physical measures behave just like in the mostly contracting
case:
Theorem B. Let f : M → M be a Cr, r > 1, partially hyperbolic diffeomorphism of type
TM = Es ⊕ Ec ⊕ Eu (not necessarily transitive) such that every Gibbs u-state has positive
central Lyapunov exponents. Then the number of physical measures depends upper semi-
continuously on g and physical measures vary continuously in the weak* topology on any
subset C ⊂ U on which the number of physical measures is constant.
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Theorem A is in fact a corollary of Theorem B, but it is by far the case of greatest interest
and therefore deserves to be in the spotlight.
In spite of the strong analogy between the notions of mostly expanding and mostly con-
tracting, there is at least one important difference between the two. In the former case,
the basin of a physical measure is an open set, modulo a Lebesgue null set [8, Lemma 4.5].
That is very different from the case of mostly contracting, in which one may have the phe-
nomenon of intermingled basins of attraction [20]. It also means that, for mostly expanding
diffeomorphisms, transitivity is sufficient to guarantee uniqueness of the physical measure.
Some comments on terminology are pertinent. By statistical stability one usually means a
situation where all physical measures persist and vary continuously with small perturbations
on the dynamics. One can therefore say that a diffeomorphism satisfying the hypotheses of
Theorem A is statistically stable. For the situation in Theorem B one can likewise talk
about statistical stability within some suitable parameter space (in which the number of
physical measures remain constant). On the other hand, it is possible to weaken the notion
of statistical stability, saying that a diffeomorphism f : M → M is Cr-weakly statistically
stable if, given any neighborhood U of the closed convex hull of the physical measures of f ,
there exists a Cr neighborhood U of f such that, given any g ∈ U , every physical measure of
g belongs to U . To appreciate the difference between statistical stability and weak statistical
stability, it is instructive to look at the examples from [17, Section 3.3]. There, the authors
produce examples of mostly contracting diffeomorphisms for which the number of physical
measures decreases under arbitrarily small perturbations. The closed convex hull of the
physical measures of the perturbed system lie in a neighborhood of a proper subsymplex of
the closed convex hull of the physical measures of the unperturbed system. The unperturbed
system is therefore weakly statistically stable but not statistically stable.
Theorem C. Let f : M → M be a Cr, r > 1, partially hyperbolic diffeomorphism of type
TM = Es⊕Ec⊕Eu such that every Gibbs u-state has positive central Lyapunov exponents.
Then f is weakly statistically stable.
In a recent paper [30], Yang proved that having positive central Lyapunov exponents with
respect to every Gibbs u-state is a C1 open property. It is therefore natural to ask whether
the physical measures vary continuously with the dynamics in the C1 topology. We do not
know.
In another recent work [22] the authors prove existence and finiteness of physical measures
for partially hyperbolic diffeomorphisms f with dominated splitting TM = Ecs ⊕ Ecu ⊕
Eu (with uniform expansion in Eu) satisfying a mixture of mostly contracting and mostly
expanding behavior. That is, every Gibbs u-state has positive Lyapunov exponents in the
Ecu bundle (i.e. f is mostly expanding along Ecu) and negative Lyapunov exponents in the
Ecs bundle (i.e. f is mostly contracting along Ecs). All results in the present work can
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be extended to the setting in [22] using our results and following the ideas in the proof of
Theorem C in [27].
There are several works on statistical stability related to our current setting, most notably
[6, 5, 2] dealing with classes of non-invertible systems with non-uniformly expanding behav-
ior. In [6] the author proves the existence of measures absolutely continuous with respect
to Lebesgue and then, [5, 2] the authors give sufficient conditions to obtain an stronger
version of statistical stability: continuous variation (in L1 norm) of densities of absolutely
continuous invariant measures. Those works rely on techiques rather different from ours,
namely the Ruelle transfer operator and an induced piecewise expanding Markovian map.
The latter approach, inspired by the works [31, 32], consists of considering a disc ∆ ⊆ M
and a induced first return map Ff : ∆ → ∆. If Ff is piecewise expanding, then it has an
invariant absolutely continuous measure µF . If, in addition, the return times Rf : ∆ → N
of f to ∆ are integrable with respect to Lebesgue measure, then
µf =
∞∑
j=0
f j∗ (µF |{Rf > j})
is an absolutely continuous f -invariant finite measure. In order to obtain statistical stability,
the author imposes a condition of uniformity (with respect to f) on the integral (with respect
to Lebesgue) of the tail: given ε > 0, there is N = N(ε) ∈ N such that for every g close
enough of f :
∞∑
j=N
Leb({Rg > j}) < ǫ.
A similar approach (and uniform condition on the tail) is used in [4]. It is not clear to what
generality such uniform tail conditions hold. All works cited above apply to robust classes
of maps where the uniformity of tail behavior is implicit in the calculations that shows that
they are non-uniformly expanding in the first place. Yet there doesn’t seem to be any good
reason why it would be intrinsic to non-uniform expansion, or that one can find a universal
mechanism that gives rise to it.
In the setting of partially hyperbolic diffeomorphisms, a similar result was proved in [27].
Briefly speaking, consider a partially hyperbolic diffeomorphisms f : M → M with a Df -
invariant splitting TM = Es ⊕Ec and satisfying the NUE-condition on the center direction
(here Eu = {0} is taken trivial). In this case, as showed in [3], there exists a finite number of
physical measures. The author considers a sequence fn converging to f in the C
r topology,
r > 1. Since partially hyperbolicity is an open condition (and the bundles vary continuously
with the diffeomorphism), each fn also has a splitting of the tangent bundle TM = E
s
n⊕E
c
n,
n ≥ 1. Assuming that fn satisfies a uniform NUE-condition on the center direction, it is
posible to choose a sequence µn of physical measures of each fn and consider an accumulation
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point µ. Restricted to a “fixed bounded cylinder”, the author proves that µ is the sum of
measures ν + η, with ν non-zero, such that ν is a combination of physical measures of f and
η is like a “singular rest”. This is done using a construction from [3], in which one shows
that µn can be approximated inside a “bounded cylinder” by a sum νn + ηn with the mass
|νn| of µn bounded away from zero (uniformly with respect to n), and such that νn has a
disintegration along center-unstable manifolds with uniform bounds on the densities of its
conditional measures. Therefore νn accumulates (in the cylinder) on a measure ν with the
same properties and then it is in the convex hull of physical measure. By tacitly assuming
uniformity of tail behavior of return maps to the cylinder, the author concludes that ηn → 0
and so µ = ν.
Our main finding in this work is that, by replacing the NUE-condition by the slightly
stronger mostly expanding condition, we are able to rid ourselves completely of any assump-
tions about tail behavior. In fact, our strategy is essentially the same as in [27], but with the
important improvement that |νn| can be taken to be not only bounded away from zero, but
arbitrarily close to one. The magic occurs because the following new version of the classical
Pliss Lemma:
Lemma A (Pliss-Like Lemma). Let L < γ < Γ and suppose that a1, . . . aN are numbers
such that ai ≥ L for every 1 ≤ i ≤ N . Let κ > 0 be a number such that
#{i ∈ {1, . . . , N} : ai < Γ} ≤ κN
and write θ = 1− κΓ−L
Γ−γ
. Then there exist 1 < n1 < n2 < . . . < nm ≤ N , with m ≥ θN , such
that
ni∑
j=n+1
aj ≥ γ(ni − n) (1.1)
for every 1 ≤ i ≤ m and every 0 ≤ n < ni.
Both the Classical Pliss Lemma [24] (see also [21, Lemma 11.8] or [3, Lemma 3.1]) and
Lemma A estimate how often (frequency θ) certain partial averages of the finite sequence
ai are close to its total average. In the Classical Pliss Lemma, θ is a function of an upper
bound of the ai and its average. Unless these become close, θ cannot be taken close to 1. In
contrast, Lemma A considers a lower bound of the ai and a number Γ slightly smaller than
the average so that a good fraction (1−κ) of the numbers ai are larger than Γ. If κ is small,
then θ is close to one. That is the case whenever the sequence ai has small variation (most
of its members are close to its mean) and the lower bound is not too far from the mean. In
particular, it applies to Birkhoff sums of observables of the form
ϕ(x) =
1
ℓ
∫
log ‖Df ℓ|Ecx‖dµ,
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where f is a partially hyperbolic diffeomorphism, µ is an ergodic f -invariant measure, and
ℓ is some large integer. Indeed, Pliss’ Lemma has been intimately linked with the so called
“hyperbolic times” introduced by Alves in [6]. Loosely speaking, hyperbolic times are are
numbers (times) associated to point whose orbit has non-uniformly hyperbolic behaviour.
These times corresponding to iterates along the orbit for which the non-uniform hyperbolicity
behaves as uniform hyperbolicity for large chunks of the orbit. Pliss’ Lemma guarantees that
an orbit on which a diffeomorphism is, say, asymptotically expanding in some direction, will
have hyperbolic times on a set of iterates that correspond to positive frequency. Many of the
difficulties related to hyperbolic times arise from the fact that the frequency of hyperbolic
times provided by the Pliss’ Lemma is only positive, but not necessarily close to one. This
is in fact the main difficulty in the current work, and we overcome it by replacing the Pliss’
Lemma by Lemma A and applying it to iterates of the diffeomorphism under consideration.
Another important ingredient are Gibbs cu-states and its properties. They were introduced
in [3] using the fact that, in the presence of positive Lyapunov exponents, there are Pesin
invariant unstable manifolds. Thus Gibbs cu-states are a non-uniform version of Gibbs u-
states: While the definition of Gibbs u-states involves the strong unstable foliation, we say
that an invariant probability measure µ is a Gibbs cu-state if the conditional measures of µ
along the corresponding local unstable Pesin’s manifolds are almost everywhere absolutely
continuous with respect to Lebesgue measure on these manifolds. Gibbs cu-states are natural
candidates to be physical measures. In fact, in our setting, a measure is physical if and only
if its is an ergodic Gibbs cu-state (see [8, Lemma 4.4]). In Section 2.1 we provide more
details about the properties of Gibbs cu-states, their relation to physical measures, and a
complete toolbox to be used in our proof.
Here is an outline of our arguments.
(i) Compactness of the set of Gibbs u-states (Proposition 2.3) provides us with uniform
bounds, in a robust fashion, on the Lyapunov exponents of these (see (3.8)).
(ii) We use Lemma A to prove that an iterate of a mostly expanding diffeomorphism
has hyperbolic times with frequency arbitrarily close to one (see Proposition 3.1).
This is a considerable improvement on the positive but possibly small frequency of
hyperbolic times used in most arguments with a similar flavor.
(iii) The abundance of hyperbolic times given by our Pliss-like Lemma is used to prove
that, in our setting, limits of Gibbs cu-states are Gibbs cu-states (Theorem D).
This convergence is tricky to prove rigorously. We overcome this difficulty by intro-
ducing a useful characterization of Gibbs cu-states which does not directly involve
disintegration of the measure (Theorem 4.1).
(iv) Ergodic Gibbs cu-states are physical measures (Proposition 2.6).
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(v) Finally, distinct ergodic Gibbs cu-states cannot get too close to each others; therefore
they must either stay apart or collapse into one ergodic Gibbs cu-states. This gives
upper semi-continuity (see Section 5).
As already mentioned above, Theorem A can be applied to a number of important exam-
ples. Certain Derived from Anosov diffeomorphisms, like the described in [8, Section 6], are
mostly expanding with a unique physical measure, and therefore statistically stable. Also
Theorem A can be applied to generic C∞ perturbation f of the time one map of a hyperbolic
geodesic flow on a surface M . In this case, it was proved in [16] that either f of its inverse
f−1 is mostly expanding and so our results can be applied.
Other family of examples where our theorems are applied are the examples provided by
[26, Theorem 1] . In this case, it was proved in [30] that if f is a Cr, r > 1 accessible, volume
preserving, partially hyperbolic diffeomorphism with one-dimensional center and the center
exponent (with respect to the volume measure) is positive, then it is mostly expanding.
2. Some background
2.1. Dominated splitting and partial hyperbolicity. Let M be a closed Riemannian
manifold. We denote by ‖ · ‖ the norm obtained from the Riemannian structure and by m
the normalized volume measure on M induced by the Riemannian structure. We often refer
to m as “the Lebesgue measure on M”. Moreover, if D is a submanifold of M we denote
by volD the volume measure on D induced by the Riemannian structure and by mD its
normalization, i.e. mD = volD /| volD |.
A diffeomorphism f : M →M has a dominated splitting F ≺ G if there is a Df -invariant
decomposition TM = F ⊕G into complementary subbundles of TM of constant dimensions,
and N ≥ 1 such that
‖DfN |Fx‖ · ‖Df
−N |GfN (x)‖ < 1
for every x ∈M . Any such splitting is necessarily continuous.
A diffeomorphism f : M → M is partially hyperbolic if there exists a continuous Df -
invariant splitting
TM = Es ⊕ Ec ⊕ Eu,
such that Es ≺ (Ec⊕Eu) and (Es⊕Ec) ≺ Eu are both dominated splittings and, moreover,
there exists N ≥ 1 such that ‖DfN |Es‖ < 1 and ‖Df−N |Eu‖ < 1. We always assume that
dimEσ ≥ 1, σ = s, c, u unless stated otherwise.
We denote by PHr(M), r ≥ 1, the set of Cr partially hyperbolic diffeomorphisms defined
on M . The set PHr(M) is open in the Cr topology and the bundles vary continuously with
the diffeomorphism [18, Corollary 2.17]. For partially hyperbolic diffeomorphisms, it is a
well-known fact that there are foliations Fσ tangent to the distributions Eσ for σ = s, u [19].
The leaf of Fσ containing x will be called W σ(x), for σ = s, u.
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2.2. Gibbs u-states, Gibbs cu-states, and physical measures. In the following f : M →
M is a Cr, r > 1, partially hyperbolic diffeomorphism with Df -invariant splitting
TM = Es ⊕ Ec ⊕ Eu.
Denote by M1(M) the set of Borel probability measures defined on M provided with the
weak* topology. We denote by M1f(M) the set of f -invariant probability measures. It is well
known that M1f(M) is non empty, convex, closed (and so compact) subset of M
1(M).
Notation: Throughout this work, the “Riemannian topology” of M , the Cr topology on
Diffr(M) and the weak* topology on M1(M) will be envolved. To avoid confusion we use
• capital letters U, V, ... to denote subsets of M ,
• caligraficral capital letters U ,V, ... to denote subsets of Diffr(M),
• board capital letters U,V, ... to denote subsets of M1(M), and
• boldface capital letters U,V, . . . to denote subsets of Diffr(M)×M1(M).
A measure µ ∈M1f(M) is a Gibbs u-state if the conditional measures of µ with respect to
the partition into local strong-unstable manifolds are absolutely continuous with respect to
Lebesgue measure along the corresponding local strong-unstable manifold.
We denote by Gibbsu(f) the subset of Gibbs u-states for f . If U ⊆ PHr(M), we denote
by
Gibbsu(U) := {(g, µ) : g ∈ U and µ ∈ Gibbsu(g)}
For future reference, we list some relevant properties of Gibbs u-states.
In the follows, if g : M → M is Borel measurable and ν is a Borel probability measure
defined on M , g∗ν denotes the Borel probability measure ν ◦ g
−1.
Proposition 2.1. [Pesin, Sinai; [23]] If f is a Cr partially hyperbolic diffeomorphism,
r > 1, then there exists a Gibbs u-state. More precisely, if D is a disk of dimension dim(Eu)
inside a strong unstable leaf, then every accumulation point of the sequence of probability
measures
µn =
1
n
n−1∑
k=0
fk∗mD
is a Gibbs u-state with densities with respect to the volume measure along the strong unstable
leaves satisfying
ρ(x)
ρ(y)
=
∞∏
n=0
det(Df−1|Euf−n(x))
det(Df−1|Euf−n(y))
. (2.1)
for any points x, y in the same unstable plaque. As a consequence, the density ρ along the
strong unstable leaves are uniformly bounded away from zero and infinity.
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Clearly, convex combinations of Gibbs u-states are Gibbs u-states. Recall that if µ is any
f -invariant measure, the limit
µx = lim
n→∞
1
n
n−1∑
k=0
δfk(x)
exists and is ergodic µ-almost everywhere, and∫
ϕ dµ =
∫ (∫
ϕ dµx
)
dµ
for every continuous function ϕ : M → R.
Proposition 2.2 ([11, Lemma 11.13]). Let f : M → M be a Cr partially hyperbolic diffeo-
morphism, r > 1. If µ is a Gibbs u-state, then µx is a Gibbs u-state for µ-almost every x.
In other words, every Gibbs u-state µ is a convex combination of ergodic Gibbs u-states.
To complete our knowledge about the structure of the set of Gibbs u-state we have,
Proposition 2.3 ([11, Remark 11.15], [13, Theorem 5]). Let f : M → M be a Cr partially
hyperbolic diffeomorphism, r > 1. Then the set Gibbsu(f) ⊆ M1(M) is closed (and so
compact) and convex. Moreover, the map PHr(M) ∋ f 7→ Gibbsu(f) ⊂ M1(M) is upper
semicontinuous.
The last statement in the proposition above is equivalent to say that, given any sufficiently
small Cr neighborhood U of f , the set Gibbsu(U) is closed in U ×M1(M).
Given a partially hyperbolic diffeomorphism f :M →M , the minimum central Lyapunov
exponents is the measurable function
λc(f, ·) : M → R
x 7→ lim inf
n→∞
1
n
log ‖(Dfn|Ecx)
−1‖−1
We say that f has positive central Lyapunov exponents with respect to the invariant mea-
sure µ if λc(f, x) > 0 µ-almost everywhere. We find it convenient to write Ecu = Ec ⊕ Eu.
To say that f has positive central Lyapunov exponents with respect to µ is then the same
thing to say that
lim inf
n→∞
1
n
log ‖(Dfn|Ecux )
−1‖−1 > 0
µ-almost everywhere. Indeed, it follows from the definition of partial hyperbolicity that
‖Df−1|Eux‖ < ‖Df
−1|Ecx‖ for every x ∈M . Hence
lim inf
n→∞
1
n
log ‖(Dfn|Ecx)
−1‖−1 = lim inf
n→∞
1
n
log ‖(Dfn|Ecux )
−1‖−1.
Recall that a Cr partially hyperbolic diffeomorphism f : M →M , r > 1, is mostly expand-
ing if all the Gibbs u-states of the diffeomorphism have positive central Lyapunov exponents.
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We denote by UME ⊂ PH
r(M) the set of Cr mostly expanding partially hyperbolic diffeo-
morphism, with r > 1. It was showed in [8, Theorem B] that UME is an open set in the C
r
topology, r > 1.
For our purpose, it is useful to consider the integrated minimum central Lyapunov exponent
defined by
λˆc : Gibbsu(UME)→ R
(g, µ) 7→
∫
λc(g, x) dµ(x)
Proposition 2.4 ([8, Proposition 3.4]). The function λˆc is lower semicontinuous.
Following [3], if f is mostly expanding, we say that an f -invariant measure µ is a Gibbs
cu-state if µ has positive Lyapunov exponent and the conditional measures of µ along the
corresponding local (Pesin) center-unstable manifolds are almost everywhere absolutely con-
tinuous with respect to Lebesgue measure on these manifolds. For each f ∈ UME , we denote
by Gibbscu(f) the subset of Gibbs cu-states. If U ⊆ UME , we denote by
Gibbscu(U) := {(g, µ) : g ∈ U and µ ∈ Gibbscu(g)}.
Every Gibbs cu-state is in fact a Gibbs u-state with positive central Lyapunov exponents,
although the converse is not true (see the example in [8, page 8]). We also have the following
analogue of Proposition 2.2.
Proposition 2.5 ([27, Lemma 2.4]). Let f : M → M be a Cr partially hyperbolic diffeo-
morphism, r > 1. Then every Gibbs cu-state µ is a convex combination of ergodic Gibbs
cu-states.
It is rather straightforward to see that an ergodic Gibbs cu-satate must be a physical
measure. In fact it is a special case of the situation treated in [25] (and which has become an
underlying paradigm for much of smooth ergodic theory), in which it was shown that if an
ergodic measure has only non-zero Lyapunov exponents and is absolutely continuous along
Pesin’s unstable manifolds, then it is a physical measure. The next results says that, in the
present context, the the converse is also true.
Proposition 2.6 ([8, Lemma 4.4]). Let f : M → M be a Cr mostly expanding partially
hyperbolic diffeomorphism, r > 1. Then the set of physical measures coincides with the set
of ergodic Gibbs cu-states.
A central result in this paper is the following Gibbs cu-states version of Proposition 2.3.
Theorem D. Let UME be the C
r open set of mostly expanding diffeomorphisms, r > 1.
Then, the map UME ∋ f 7→ Gibbs
cu(f) ⊂M1(M) is upper semicontinuous.
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Theorem D says that for every sequence fn, n ≥ 1, converging to f ∈ UME in the C
r
topology, and every sequence µn ∈ Gibbs
cu(fn), all accumulation points of µn (in the weak*
topology) belong to the set Gibbscu(f). Notice that Theorem D is not a consequence of
Proposition 2.3. When dealing with Gibbs u-states, one considers disintegration along un-
stable manifolds (which are defined at every point, are tangent to Eu and have uniform size).
On the other hand, when one deals with Gibbs cu-states, one considers disintgration along
Pesin unstable manifolds (which are defined almost everywhere, are tangent to Ec⊕Eu, and
do not have uniform size). Theorem D is new and Sections 3 and 4 are entirely dedicated to
the proof of this result.
3. Uniform estimates of non-uniform hyperbolicity
The apparently paradoxical title of this section reflects much of the spirit of non-uniform
hyperbolicity in the presence of dominated splittings and partial hyperbolicity. Unlike ’gen-
uine’ non-uniformly hyperbolic systems, in which the angle between stable and unstable
bundles may be arbitrarily small, these often allow some explicit form of robustness. An
important manifestation of such robustness properties is that the measure of sets on which
certain degrees of hyperbolicity hold may be uniformly bounded away from zero or even
uniformly close to one. Central to this theme is our Pliss-like Lemma A which we shall now
prove.
3.1. Proof of Lemma A. Just as in Man˜e´’s proof of Pliss’ Lemma [21, Lemma 11.8],
we define a function S : {0, . . . , N} → R by taking S(0) = 0 and S(n) =
∑n
j=1 aj − nγ
for 1 ≤ n ≤ N . Defining 1 < n1 < · · · < nk ≤ N as the maximal sequence such that
S(ni) ≥ S(n) holds for every 0 ≤ n < ni and i = 1, . . . , k, one may easily check that the ni
satisfy (1.1). It remains is to show is that k ≥ θN .
We set F = {i ∈ {1, . . . , N} : ai < Γ} and write {1, . . . , N} \ {n1, . . . , nk} as the finite
union
⋃
α∈Λ Iα of pairwise disjoint intervals in N with cardinality |Iα|. Note that∑
i∈Iα
ai < |Iα|γ (3.1)
for every α ∈ Λ, for else the maximality of the sequence ni would be violated. We can bound
ai from below by either L or Γ, depending on whether or not i belongs to F . Therefore∑
i∈Iα
ai =
∑
i∈Iα∩F
ai +
∑
i∈Iα∩F c
ai ≥ |Iα ∩ F |L+ |Iα ∩ F
c|Γ. (3.2)
Combining (3.1) and (3.2) we obtain
|Iα ∩ F |L+ |Iα ∩ F
c|Γ < |Iα|γ. (3.3)
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Using the identity |Iα| = |Iα ∩ F |+ |Iα ∩ F
c|, rearranging terms, and summing over α, (3.3)
becomes
(Γ− L)
∑
α∈Λ
|Iα ∩ F | > (Γ− γ)
∑
α∈Λ
|Iα|. (3.4)
Recall that {Iα : α ∈ Λ} is the family of disjoint intervals in {1, . . . , N} \ {n1, . . . , nk}. In
particular, ∑
α∈Λ
|Iα| = N − k. (3.5)
Moreover, by hypotheses we have |F | ≤ κN , and then∑
α∈Λ
|Iα ∩ F | ≤ |F | ≤ κN. (3.6)
Combining (3.4) with (3.5) and (3.6) gives
(Γ− L)κN > (Γ− γ)(N − k)
> (Γ− γ)N − (Γ− γ)k (3.7)
Rearranging terms in (3.7) we obtain
(Γ− γ)k > [(Γ− γ)− (Γ− L)κ]N
and then
k >
[
1−
Γ− L
Γ− γ
κ
]
N
shows that k > Nθ, where θ =
[
1− Γ−L
Γ−γ
κ
]
.
3.2. Abundance of hyperbolic times. We recall (see [3]) that, given 0 < σ < 1, an
integer n ≥ 0 is a σ-hyperbolic time for x ∈M if
n∏
j=n−k+1
‖Df−1|Ecufj(x)‖ ≤ σ
k for all 1 ≤ k ≤ n.
Recall from section 2.2 that if f ∈ UME and µ ∈ Gibbs
u(f) then
λc(f, x) = lim inf
n→∞
1
n
log ‖(Dfn|Ecux )
−1‖−1 > 0
µ-almost everywhere. The integrated minimum central Lyapunov exponent λˆc(f, ·) is there-
fore positive on Gibbsu(f). Since Gibbsu(f) is compact (Proposition 2.3) and λˆc is lower
semi-continuous on Gibbsu(f) (Proposition 2.4), there is a positive lower bound for λˆc(f, µ)
on Gibbsu(f). We can therefore fix some 0 < σ < 1 such that
0 < log σ−1 < inf
µ∈Gibbsu(f)
λˆc(f, µ) (3.8)
and write
τ ℓx(f, σ) = {n ∈ N : n is a σ
ℓ hyperbolic time for x under f ℓ}.
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When it is not necessary to emphasize the dependency of σ, by simplicity we write τ ℓx(f, σ) =
τ ℓx(f).
The next result says that the frequency of hyperbolic times can be taken arbitrarily close
to one. The price to pay is that we may have to take a large iterate of f .
First we fix some notation. In what follows, we use bold capital letters U,V, ... to denote
open sets of the (fibered) spaceGibbsu(UME) in the topology induced by the product topology
on Diffr(M)×M1(M).
Proposition 3.1. Let f : M → M , r > 1, be a Cr mostly expanding diffeomorphism, µ a
Gibbs u-state of f , and let 0 < σ < 1 be such that (3.8) holds. Then, given any ǫ > 0, there
exists a neighborhood U of (f, µ) in Gibbsu(UME) and some natural number ℓ0 ≥ 1 such that
for every (g, ν) ∈ U, and every ℓ ≥ ℓ0, there is a set A ⊂M with ν(A) > 1− ǫ such that
lim inf
N→∞
|τ ℓx(g, σ) ∩ {1, . . . , N}|
N
≥ 1− ǫ
for every x ∈ A.
Before proving Proposition 3.1 we need an auxiliary result. There is a well known charac-
terization of weak* convergence of probability measures on a compact metric space, saying
that a sequence of measures µn converges to µ if and only if lim infn→∞ µn(U) ≥ µ(U)
whenever U is an open set. In other words, the function
M
1(M) ∋ µ 7→ µ(U) ∈ R
is lower semi-continuous whenever U ⊂ M is open. Lemma 3.2 can be seen as a slight
variation of that.
Let C0(M,R) be the space of continuous functionsM → R endowed with the C0 topology.
Lemma 3.2. For any ϕ ∈ C0(M,R) denote by Uϕ ⊆ M the (open) set on which ϕ is
positive. Then the map
C0(M,R)×M1(M) ∋ (ϕ, µ) 7→ µ(Uϕ) ∈ R
is lower semi-continuous in the product topology on C0(M,R)×M1(M).
The proof is straightforward but included for the sake of completeness.
Proof. Fix some pair (ϕ, µ) ∈ C0(M,R) × M1(M) and an arbitrary ǫ > 0. We need to
show that there are open neighborhood U ⊆ C0(M,R) of ϕ and U ⊆M1(M) of µ such that
ν(Uφ) > µ(Uϕ)− ǫ for every (φ, ν) ∈ U × U.
By regularity of µ there is some compact set C ⊂ Uϕ such that µ(C) > µ(Uϕ)− ǫ. Since
ϕ is positive on C, it follows by compactness that we can find some number β that satisfies
0 < β < infx∈C ϕ(x). Observe that Uϕ−β ⊃ C.
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Let U be the open ball of radius β around ϕ in C0(M,R). Thus if φ ∈ U and x ∈ Uϕ−β
we have φ(x) > ϕ(x)− β > 0. Hence
C ⊂ Uϕ−β ⊂ Uφ
for every φ ∈ U .
Let ρ : M → [0, 1] be a continuous function satisfying ρ|C = 1 and ρ|U cϕ−β = 0. In
particular, for every φ ∈ U ,
µ(Uφ) ≥ µ(Uϕ−β) ≥
∫
ρ dµ ≥ µ(C) > µ(Uϕ)− ǫ
Now let U be the open neighborhood of µ in M1(M) defined by
U = {ν ∈M1(M) :
∫
ρ dν > µ(Uϕ)− ǫ}.
Then, if (φ, ν) ∈ U × U we have
ν(Uφ) ≥ ν(Uϕ−β) ≥
∫
ρ dν ≥ ν(C) > ν(Uϕ)− ǫ.

Proof of Proposition 3.1. Recall the choice of 0 < σ < 1 in (3.8). We write γ = log σ−1 and
fix some Γ with
γ < Γ < inf
µ∈Gibbsu(f)
λˆc(f, µ). (3.9)
We also fix some
L < inf
x∈M
log ‖Df−1|Ecux ‖
−1.
For every ℓ ≥ 1 and g ∈ UME , we define the family {U
ℓ
g} of opens sets in M by
U ℓg = {x ∈M :
1
ℓ
log ‖(Dgℓ|Ecux )
−1‖−1 > Γ}
For every µ ∈ Gibbsu(f), from (3.9) we have
Γ <
∫
λc(f, x)dµ =
∫
lim inf
1
ℓ
log ‖(Df ℓ|Ecu)−1‖−1dµ
Since λc(f, ·) is f -invariant, if µ is ergodic, then for µ-almost every x ∈M
λc(f, x) = lim inf
1
ℓ
log ‖(Df ℓ|Ecux )
−1‖−1 > Γ. (3.10)
If µ is not ergodic, then we write µ as convex combination of ergodic measures (see Propo-
sition 2.3), all of them are Gibbs u-state satisfiying (3.10). So any convergent subsequence
of 1
ℓ
log ‖(Df ℓ|Ecux )
−1‖−1 must converges µ-almost everywhere to some limit larger than Γ.
Hence, we must have
lim
ℓ→∞
µ(U ℓf) = 1.
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Fix ǫ > 0. Take
κ = ǫ
Γ− γ
Γ− L
(3.11)
and choose ℓ0 ≥ 1 so that for every ℓ ≥ ℓ0 we have
µ(U ℓf) > 1− ǫκ.
It follows from Lemma 3.2 that the set
U = {(g, ν) : ν(U ℓg) > 1− ǫκ and inf
x∈M
log ‖Dg−1|Ecux ‖
−1 > L}
is open in Gibbsu(UME).
Pick any pair (g, ν) ∈ U. We shall prove that (g, ν) satisfies the conclusion of Proposi-
tion 3.1.
Consider the function
F (x) = lim
n→∞
1
n
#{0 ≤ k ≤ n− 1 : gℓk(x) ∈ U ℓg}
of the frequency of visits to the set U ℓg . By Birkhoff’s Ergodic Theorem it is well defined
ν-almost everywhere and satisfies∫
F dν = ν(U ℓg) > 1− ǫκ. (3.12)
Let A = {x ∈M : F (x) > 1− κ}. Chebyshev’s inequality and (3.12) gives
ν(M \A) = ν({x : 1− F (x) ≥ κ}) ≤
1
κ
∫
1− F dν <
ǫκ
κ
= ǫ.
In other words, ν(A) > 1 − ǫ and the proof will be complete once we have proved that for
every x ∈ A,
lim inf
N→∞
|τ ℓx(g) ∩ {1, . . . , N}|
N
≥ 1− ǫ.
To this end, fix x ∈ A and N0 ≥ 1 is such that
1
N
#{0 ≤ k ≤ N − 1 : gℓk(x) ∈ U ℓg} > 1− κ (3.13)
for every N ≥ N0. Let
ai =
1
ℓ
log ‖(Dgℓ|Ecugℓ(i−1)(x))
−1‖−1.
Then (3.13) implies that
#{i ∈ {1, . . . , N} : ai < Γ} ≤ #{i ∈ {1, . . . , N} : ai ≤ Γ} < κN.
We can therefore conclude from Lemma A that, for ǫ > 0, there exist κ > 0 defined by (3.11)
and there exist 1 < n1 < . . . < nm ≤ N with m > (1− κ
Γ−L
Γ−γ
)N = (1− ǫ)N such that
ni∑
j=n+1
1
ℓ
log ‖(Dgℓ|Ecugℓ(j−1)(x))
−1‖−1 =
1
ℓ
log
ni∏
j=n+1
‖Dg−ℓ|Ecugℓj(x)‖
−1 ≥ γ(ni − n). (3.14)
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for every 1 ≤ i ≤ m and every 0 ≤ n < ni. Writing k = ni − n and remembering that
γ = log σ−1, (3.14) may be more conveniently expressed by
ni∏
j=ni−k+1
‖Dg−ℓ|Ecugℓj(x)‖ ≤ σ
ℓk
for every 1 ≤ i ≤ m and every 1 ≤ k ≤ ni. That is, each ni is a σ
ℓ hyperbolic time for x
under gℓ. 
3.3. Pesin blocks of uniform measure. We now change our focus a bit. Fix 0 < σ < 1.
Instead of considering hyperbolic times of a given point x, we consider the set
Λnℓ (f, σ) = {x ∈M :
k−1∏
j=0
‖Df−ℓ|Ecuf−ℓj(x)‖ ≤ σ
ℓk, ∀1 ≤ k ≤ n} (3.15)
of points which are hyperbolic time iterates of some other point. We are particularly inter-
ested in the set
Λℓ(f, σ) =
⋂
n≥1
Λnℓ (f, σ), (3.16)
which we call a Pesin like block of f . When it is not necessary to emphasize the dependency
of σ, we write Λnℓ (f) = Λ
n
ℓ (f, σ) or Λℓ(f) = Λℓ(f, σ) respectively in order to simplify notation.
Remark 3.1. The Pesin like blocks Λℓ(f) are different from the Pesin blocks Bl(ℓ, f
−1) consid-
ered by Avila and Bochi in [9]. For example, for points in Λℓ(f), the Lyapunov exponent in
the Ecu bundle is bounded below by a fixed number log σ−1, whereas for points in Bl(ℓ, f−1),
they are bounded below by 1/ℓ. Our notion is therefore more restrictive, and suitable to a
situation where Lyapunov exponents are almost everywhere bounded away from zero with
respect to a relevant set of measures (which is not the case in [9]). A main ingredient in our
work is that Λℓ(f) has large µ-measure for large ℓ and µ ∈ Gibbs
cu(f) in a way which is
uniform in a neighborhood of f (see Lemma 3.4). It is for this reason that we have proved the
Pliss-like Lemma (Lemma A). Avila and Bochi obtain similar results for the set Bl(ℓ, f−1)
using a very elegant application of the Maximal Ergodic Theorem . The current work could
perhaps be made a few pages shorter by working with Bl(ℓ, f−1) rather than Λℓ(f) and
making use of their results. However, we think that our estimates on the size of Λℓ(f) is of
independent interest, as well as being more intuitive for those who are used to arguments
involving Pliss’ Lemma.
Lemma 3.3. Given f : M → M mostly expanding, µ ∈ Gibbsu(f), a number 0 < σ < 1
satisfying (3.8) and ǫ > 0, there exist a neighborhood U of (f, µ) in Gibbsu(UME) and an
integer ℓ0 ≥ 1 such that ν(Λℓ(g, σ)) > 1− ǫ for every (g, ν) ∈ U and every ℓ ≥ ℓ0.
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Proof. Fix (f, µ) ∈ Gibbsu(UME) and ǫ > 0 arbitrarily. Choose some ǫ
′ > 0 small enough
that
(1− ǫ′)2 > 1− ǫ. (3.17)
Proposition 3.1 guarantees the existence of an open neighborhoodU of (f, µ) inGibbsu(UME)
and a positive integer ℓ0 ≥ 1 such that, given any (g, ν) ∈ U, there is some set A ⊂M , with
ν(A) > 1− ǫ′, such that
lim inf
N→∞
|τ ℓx(g) ∩ {1, . . . , N}|
N
> 1− ǫ′
for every x ∈ A. We will prove that if (g, ν) belongs to U, then ν(Λnℓ (g)) > 1− ǫ. Let
An = {x ∈M : inf
k≥n
|τ ℓx(g) ∩ {1, . . . , k}|
k
> 1− ǫ′}.
Note that An is an increasing sequence of measurable sets such that A ⊂ ∪An and, by our
choice of U and ℓ, we have that ν(
⋃
n∈NAn) > 1 − ǫ
′. Therefore, we can (and do) fix some
integer N ≥ 1 such that ν(AN ) > 1− ǫ
′. Likewise, let
Bn = {x ∈M :
|τ ℓx(g) ∩ {1, . . . , n}|
n
> 1− ǫ′}.
The sequence Bn does not have to be increasing, but we have Bn ⊃ An for every n ∈ N so
that, in particular,
ν(BN) > 1− ǫ
′. (3.18)
Denotes by χB the characteristic function of a Borelean set B ⊆M . Observe that
N∑
n=1
χΛn
ℓ
(g) ◦ g
nℓ(x) = |τ ℓx ∩ {1, . . . , N}|
for every x ∈M . Consequently
ν(Λnℓ (g)) =
∫
χΛn
ℓ
(g) dν
=
∫
1
N
N∑
n=1
χΛn
ℓ
(g) ◦ g
nℓ dν
≥
∫
BN
1
N
N∑
n=1
χΛn
ℓ
(g) ◦ g
nℓ dν
≥
∫
BN
1− ǫ′ dν.
Recalling (3.18) and (3.17), we obtain
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ν(Λnℓ (g)) >
∫
BN
1− ǫ′ dν > (1− ǫ′)2 > 1− ǫ.
Recall that Λℓ(g) =
⋂
n Λ
n
ℓ (g), and that the Λ
n
ℓ (g) form a nested decreasing sequence in
n. The proof follows readily. 
Next Lemma is an improvement of Lemma 3.3. It says that, not only can the number
ℓ0 in Lemma 3.3 be taken uniform in a neighbourhood of the pair (f, µ) in Gibbs
u(UME);
it can indeed be choosen so that it holds simultaneously for every Gibbs u-state of every
diffeomophism in a neighbourhood of f .
Lemma 3.4. Let f : M → M be a Cr mostly expanding diffeomorphism, r > 1. Given any
ǫ > 0, there exists ℓ0 and a C
r neighborhood U of f such that ν(Λℓ(g)) > 1 − ǫ for every
ℓ ≥ ℓ0, g ∈ U and ν ∈ Gibbs
u(g).
Proof. Fix ǫ > 0. SinceGibbsu(f) is compact (see Proposition 2.3), it follows from Lemma 3.3
that there are open sets U1, . . . ,Un ⊂ Gibbs
u(UME), where Ui = Ui × Ui, and integers
ℓ1, . . . , ℓn such that
(i) Gibbsu(f) ⊂ U1 ∪ . . . ∪ Un, and
(ii) ν(Λℓ(g)) > 1− ǫ whenever (g, ν) ∈ Ui for some i = 1, . . . , n and every ℓ ≥ ℓi.
Let U = U1 ∩ . . . ∩ Un and U = U1 ∪ . . . ∪ Un. Then
Gibbsu(f) ⊂ U × U ⊂
n⋃
i=1
Ui × Ui.
It follows from Proposition 2.3 that, upon possibly reducing U , we may (and do) suppose
that Gibbsu(g) ⊂ U × U for every g ∈ U . Let ℓ0 =
∏n
i=1 ℓi. Given any g ∈ U and any
ν ∈ Gibbsu(g) there exists some i = 1, . . . , n such that (g, ν) ∈ Ui × Ui. Since ℓ0 ≥ ℓi, for
every i = 1, . . . , n, from (ii) above we have ν(Λℓ(g)) > 1− ǫ for every ℓ ≥ ℓ0.

3.4. Unstable manifolds and uniform densities. Central to our argument is that the
size of local unstable manifolds can be controlled on the sets Λℓ(f, σ), uniformly in a neigh-
bourhood of a given mostly expanding diffeomorphism. This was done from scratch in [9,
Theorem 4,7] using graph transforms. In this work some further properties of unstable
manifolds are needed which are not stated in [9, Theorem 4,7].
Theorem 3.5. Let f : M → M be a Cr mostly expanding diffeomorphism, with r > 1.
Then, given any ℓ ∈ N, there are a Cr neighborhood U of f and numbers r = r(ℓ) > 0, C =
C(ℓ) ≥ 0, δ = δ(ℓ) > 0 for which the following holds:
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(i) Given any g ∈ U and x ∈ Λℓ(g, σ), there is a C
1 embedded disk W cur (g, x) of dimen-
sion dimEcu and radius r > 0, centered at x, such that
TyW
cu
r (g, x) = E
cu
y (g)
for every y ∈ W cur (g, x).
(ii) W cur (g, x) depends continuously on both x and g in the C
1 topology;
(iii) W cur (g, x) ⊂ Λℓ(g, σ
1/2);
(iv) if y ∈ W cur (g, x), then
dist(f−n(x), f−n(y)) ≤ Cσn/2 dist(x, y)
for every n ≥ 0;
(v) if y, z ∈ Λℓ(g, σ) ∩Bδ(x), then either
W cur (g, y) ∩W
cu
r (g, z) = ∅
or
W cur (g, y) ∩B2δ(x) = W
cu
r (g, z) ∩B2δ(x).
We give a complete proof of Theorem 3.5. Our approach is a combination of the methods
of [3] and [1]. In particular, we make use of so-called locally invariant plaque families
introduced in [19, Theorem 5.5]. Unfortunately, [19] only considers plaque families of a single
diffeomorphism, but it is implicit in the construction that these plaques depend continuously,
not only on the point in the manifold, but also as a function of the diffeomorphism in question.
We cite a version of the plaque family theorem due to [14, Lemma 3.5] that takes this into
account.
Theorem 3.6 ([19, 14]). Suppose that a diffeomorphism f : M → M has a dominated
splitting F ≺ G. Then there exist a C1 neighborhood U of f , a number ρ > 0, and a
continuous family of embeddings
U ×M ∋ (g, x) 7→ Φg,x ∈ Emb
1(Rdim(F ),M)
such that for every g ∈ U and every x ∈M we have
• DΦg,x(0) = Fx(g), and
• g(Φg,x(Bρ(0))) ⊂ Φg,g(x)(R
dimF ).
Wemake some remarks and set some notation that will be used in the proof of Theorem 3.5.
Fix a mostly expanding diffeomorphism f : M → M . The inverse of f has a dominated
splitting Ecu ≺ Es. Hence, according to Theorem 3.6 there are a C1 neighborhood U of f ,
a number ρ > 0 and a family {Φg,x}g∈U ,x∈M such that DΦg,x(0) = E
cu
x (g) and
g−1(Φg,x(Bρ(0))) ⊂ Φg,g−1(x)(R
cu),
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where cu stands for the dimension of Ecu.
Let
Vg(x) = Φg,x(R
cu)
and for c > 0 let
Dg(x, c) = {y ∈ Vg(x) : distVg(x)(x, y) < c}
and write ∂Dg(x, c) for Dg(x, c) \Dg(x, c). For sufficiently small c (but uniform in x and g),
the set Dg(x, c) is a disk of radius c in the sense that
distVg(x)(x, y) = c
for every y ∈ ∂Dg(x, c). Take c0 > 0 small enough so that Dg(x, c0) is a disk of radius c0
and also so that
Dg(x, c0) ⊂ Φg,x(Bρ(0))
for every (g, x) ∈ U ×M . Then g−1(Dg(x, c0)) ⊂ Vg(g
−1(x)) for every pair (g, x) ∈ U ×M .
The same is true if c0 is replaced with any number smaller than c0. In particular, given any
c1 ≤ c0, there exists c2 < c1 such that
g−1(Dg(x, c2)) ⊂ Dg(g
−1(x), c1)
for every pair (g, x) ∈ U ×M . This can be carried out for iterates of g as well: Given any
ℓ ∈ N and any c1 < c0 there exists c2 < c1 such that
g−k(Dg(x, c2)) ⊂ Dg(g
−k(x), c1)
for every pair (g, x) ∈ U ×M and every 1 ≤ k ≤ ℓ.
Proof of theorem 3.5. Fix a mostly expanding diffeomorphism f : M → M , 0 < σ < 1 as
in (3.8), and some number ℓ ∈ N. Let U , {Vg(x)}g∈U ,x∈M and c0 be as in the above discus-
sion. We shall also assume that c0 is sufficiently small so that each Dg(x, c0) is uniformly
transversal to Es(g) for every (g, x) ∈ U ×M . By uniform continuity of log ‖Df−ℓ|Ecux ‖,
there exists 0 < c1 < c0 such that
‖Df−ℓ|Ecuy (f)‖ < σ
−1/2‖Df−ℓ|Ecux (f)‖
whenever dist(x, y) < c1. Upon possibly reducing U , we may assume that
‖Dg−ℓ|Ecuy (g)‖ < σ
−1/2‖Dg−ℓ|Ecux (g)‖
for every g ∈ U and every pair x, y ∈M such that dist(x, y) < c1.
Let r = r(ℓ) < c1 be such that
g−i(Dg(x, r)) ⊂ Dg(g
−i(x), c1)
for every g ∈ U , x ∈M , and 1 ≤ i ≤ ℓ.
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Suppose in what follows that g ∈ U and that x ∈ Λℓ(g) for some ℓ. We claim that for
every y ∈ Dg(x, r) and every n ≥ 1 we have
n−1∏
k=0
‖Dg−ℓ|Ecug−ℓk(y)(g)‖ ≤ σ
ℓn/2, (3.19)
Let us prove this by strong induction. For n = 1, (3.19) follows directly from the definition
of Λℓ(g, σ). Suppose that (3.19) holds for every 1 ≤ n ≤ N . We shall prove that it also holds
for n = N + 1.
First notice that, since (3.19) is assumed to hold for every y ∈ Dg(x, r), it implies that
distVg(g−ℓn(x))(g
−ℓn(x), g−ℓn(y)) ≤ σℓn/2 distVg(x)(x, y) (3.20)
for every y ∈ Dg(x, r). Consequently,
g−ℓn(Dg(x, r)) ⊂ Dg(g
−ℓn(x), r σℓn/2) ⊂ Dg(g
−ℓn(x), c1). (3.21)
Now,(3.21) said in particular that for every 1 ≤ n ≤ N and for every y ∈ Dg(x, r) we have
dist(g−ℓn(x), g−ℓn(y)) ≤ r σℓn/2 < r < c1.
Hence
‖Dg−ℓ|Ecuf−ℓn(y)‖ ≤ σ
−1/2‖Df−ℓ|Ecuf−ℓn(y)‖
for every 1 ≤ n ≤ N . It follows that
N∏
k=0
‖Dg−ℓ|Ecug−ℓk(y)‖ ≤ σ
−(N+1)/2
N∏
k=0
‖Dg−ℓ|Ecug−ℓk(x)‖ ≤ σ
−(N+1)/2σℓ(N+1) ≤ σℓ(N+1)/2,
which is just our inductive hypothesis for n = N + 1. The induction is thus complete and
we conclude that (3.19) (and hence (3.20) and (3.21)) holds for every n ≥ 1.
Let W cur (g, x) = Dg(x, r). Then (ii) is true by construction. Item (iii) is given by our
inductive step and (iv) is a consequence thereof. To see why (i) holds, we argue by contra-
diction. Suppose that for some g ∈ U and x ∈ Λℓ(g, σ) we have that W
cu
r (x) is not tangent
to Ecu(g). Then there is some y ∈ W curℓ (x) and some v ∈ TyW
cu
r (x) such that v /∈ E
cu
y (g).
By domination, the angle between Dg−nv and Esg−n(y)(g) then tends to zero as n→∞. But
Dg−nv ∈ TDg(g
−n(x), δ1) for every n ≥ 0 and must therefore have angle to E
s(g) which
is bounded away from zero — a contradiction. We conclude that indeed W cur (x) must be
tangent to Ecu(g).
It remains to prove item (v). To this end, we first show that for g ∈ U , the family {W cur (x) :
x ∈ Λℓ(g, σ)} is self-coherent : given any x, y ∈ Λℓ(g, σ), the intersection W
cu
r (x)∩W
cu
r (y) is
an open subset of both W cur (x) and W
cu
r (y). The argument is classic. Suppose it is not true.
Then there is a point z in ∂(W cur (x) ∩W
cu
r (y)) which is in the interior of both W
cu
r (x) and
W cur (y). Let w1 be a point in W
cu
r (x) \W
cu
r (y) close to z and w2 a point in W
cu
r (y) \W
cu
r (x)
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close to z such that w1 and w2 lie on the same local stable manifold. By the construction of
W cur (x) and W
cu
r (y),
dist(f−n(w1), f
−n(w2)) ≤ dist(f
−n(w1), f
−n(z)) + dist(f−n(z), f−n(w2)) ≤ 2c1
for every n ≥ 0. But w1 and w2 are on the same unstable manifold, so dist(f
−n(w1), f
−n((w2))
must grow larger than 2c1.
Let δ = δ(ℓ) > 0 be small enough so that if g ∈ U , x ∈M , and y ∈ Bδ(x) ∩Λℓ(g, σ), then
∂W cur (y)∩B2δ(x) = ∅. Now given any y, z ∈ Bδ(x) ∩Λℓ(g, σ), by the self-coherent property
we have that
∂(W cur (x) ∩W
cu
r (y)) ⊂ ∂W
cu
r (x) ∪ ∂W
cu
r (y).
Hence
W cur (y) ∩ B2δ(x) =W
cu
r (z) ∩ B2δ(x)
as required.

3.5. Lamination bundles and disintegration. The notion of Gibbs cu-states involves
disintegration of a measure along Pesins’ unstable manifolds. Broadly speaking, two ways to
disintegrate a measure along unstable manifolds appear in the literature. One of them, used
in [3] and the works influenced by it, uses a so-called foliated box. In such a box, unstable
manifolds are graphs of functions from one Euclidean ball to another Euclidean ball. This
approach is often practical under the presence of dominated splittings. The other approach,
often used in the more general setting of non-uniform hyperbolicity, considers the union of
unstable manifolds of points in the intersection of a Pesin block with a small ball. Here we
use a variation of this latter approach.
Let us set up some notation for this section. Let f :M →M be a Cr-partially hyperbolic
diffeomorphism, r > 1, and let µ be an ergodic Gibbs u-state with positive center Lyapunov
exponents for f . Let λˆc(f, µ) :=
∫
λc(f, x)dµ > 0, and fix any 0 < σ < 1 such that
log σ−1 < λˆc(f, µ). It is well know from Pesin Theory, that µ-a.e. x ∈ M there exists
W cu(x) center-unstable manifolds. We denote by
Wcu(f) = {W : W is a center-unstable manifold }.
For every ℓ ≥ 1, we fix r = r(ℓ) > 0 and δ = δ(ℓ) > 0 as in Theorem 3.5. This implies
that there exist a center-unstable lamination
Wcuℓ (f, σ) = {W
cu
r (x) : x ∈ Λℓ(f, σ)}.
By uniqueness of Pesin’s unstable manifolds, we have that W cur (x) ⊂ W
cu(x) µ-almost
everywhere. In particular, W cur (x) µ-almost everywhere of class C
r rather than just C1, as
stated in Theorem 3.5.
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Given a mostly expanding diffeomorphism f : M → M , we fix, for every ℓ ∈ N values
r = r(ℓ) and δ = δ(ℓ) so that the conclusions of Theorem 3.5 hold in a neighborhood of f .
Then, for every x ∈M , we write
Q(ℓ, σ, x, f) = {W cur (y) ∩ B2δ(x) : y ∈ Λℓ(f, σ) ∩ Bδ(x)} (3.22)
and
Q(ℓ, σ, x, f) =
⋃
D∈Q(ℓ,σ,x,f)
D. (3.23)
We refer to the set Q(ℓ, σ, x, f) as a lamination bundle. Thus whenever we talk about “the
lamination bundle Q(ℓ, σ, x, f)”, the corresponding r > 0 and δ > 0 are implicitly defined.
In particular (see part v in Theorem 3.5) Q(ℓ, x) is a partition of Q(ℓ, x) for every x ∈ M .
This is indeed the reason why, in the definition of lamination bundle, we take intersections
of unstable manifolds with B2δ(x). Note also that we only consider unstable manifolds of
points in the smaller ball Bδ(x). The reason for this is that by doing so we get a lower
bound for the volume of the leaves in Q(ℓ, σ, x, f). When it is not necessary to emphasize
the dependency of one particular variable, f or σ for instance, for simplicity of notation we
will omit it, writing for example Q(ℓ, x) = Q(ℓ, σ, x, f) or Q(ℓ, x) = Q(ℓ, σ, x, f) respectively.
Let µ be any Borel measure and Q = Q(ℓ, x) a lamination bundle. Clearly, the partition
Q = Q(ℓ, x) is measurable in the sense of Rokhlin. We may therefore decompose µQ with
respect to Q: there exists a measurable family of probability measures {µD : D ∈ Q}
(usually called conditional measures) and a measure µˆ on Q (usually called factor measure)
with |µˆ| = µ(Q) such that∫
Q
ϕ dµ =
∫
ϕ dµQ =
∫
Q
(∫
D
ϕ(x) dµD(x)
)
dµˆ(D) (3.24)
for every continuous ϕ :M → R.
Suppose that a Gibbs u-state µ with positive central Lyapunov exponent is also a Gibbs
cu-state for f . Fix ǫ > 0. By Lemma 3.3, there exists ℓ0 ≥ 0 such that µ(Λℓ(f)) > 1 − ǫ
for every ℓ ≥ ℓ0. Now fix a such ℓ ≥ ℓ0 and consider any x ∈ M such that the lamination
bundle Q = Q(ℓ, x) has positive µ-measure. Since µ is a cu-Gibbs state, and since Pesin’s
unstalbe manifold of µ-almost every point x in Q coincides with W cur (x), the conditional
measures µD are µˆD-almost everywhere absolutely continuous to mD, i.e. there is a family
of densities ρD such that∫
Q
ϕ dµ =
∫
ϕ dµQ =
∫
Q
(∫
D
ϕ(x)ρD(x) dmD(x)
)
, (3.25)
for every continuous function ϕ :M → R. By the uniqueness of the disintegration, comparing
(3.24) and (3.25) we conclude that µˆ-almost every D ∈ Q, µD = ρD · mD, so that µD is
absolutely continuous with respect to mD for µˆ-almost every D ∈ Q.
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Remark 3.2. A priori, µD is only assumed to be absolutely continuous with respect tomD, so
in principle the densities ρD need only be measurable and may be zero on sets of positive mD-
measure. Yet it is known a fortiori (see e.g. [10, Theorem 13.1.2]) that in every lamination
bundle above, and µˆ-almost every D ∈ Q, the density ρD =
dνD
dmD
satisfies (compare with
(2.1))
ρD(x)
ρD(y)
=
∞∏
n=0
det(Df−1|Ecuf−n(x))
det(Df−1|Ecuf−n(y))
. (3.26)
The limit (3.26) is bounded above and away from zero by constants that depend only on
ℓ in a neighborhood of f . In particular, given any ℓ ≥ 1, there are a neighborhood U of f
and L > 0, such that for every g ∈ U , every µ ∈ Gibbscu(g) and every x ∈M , we have∫
ϕ dµ ≤ L
∫
Q(ℓ,x)
(∫
ϕ dmD
)
dµˆ ≤ sup
D∈Q(ℓ,x)
L|µ|
∫
ϕ dmD. (3.27)
Reciprocally, if we consider any x ∈M , ℓ > 0, such that the lamination bundle Q = Q(ℓ, x)
has µ(Q) > 0, assuming that µˆ-almost every D ∈ Q, µD ≺ mD, we conclude that we can
disintegrate µQ along the Pesin unstable manifolds (which are precisely the discs belong to
Q) and then µ has conditional measures absolutely continuous with respect to the Pesin
unstable manifolds. But again, from Lemma 3.3 we conclude that the union of lamination
bundles Q = Q(ℓ, x) as above has measure bigger that 1− ǫ, where ǫ > 0 is arbitrary. So µ
must be a Gibbs cu-state.
The discussion above implies in particular that if µ is not a a Gibbs cu-state for f , then
we can find a subset X ⊆ M of positive µ-measure (which is singular with respect to the
Lebesgue measure along the center unstable manifolds) such that for every x ∈M and every
lamination bundle Q = Q(ℓ, x), with associated partition Q = Q(ℓ, x), we have we have
mD(X) = 0 for µˆ-almost every D ∈ Q.
4. Proof of Theorem D
4.1. A characterization of Gibbs cu-states. As we outlined in the introduction, proving
statistical stability of mostly expanding diffeomorphisms involves proving that a limit of
Gibbs cu-states is a Gibbs cu-state. A direct proof using lamination bundles (or foliated
boxes) would be clumsy and difficult to make rigorous. Our first goal is to answer the
follwing question: Which among the Gibbs u-states with positive Lyapunov exponents along
the central direction are Gibbs cu-states? We intend to answer that question by introducing
a ”disintegration-free” characterization and so give a cleaner proof of Theorem D.
Theorem 4.1. Let f : M → M be a Cr-partially hyperbolic diffeomorphism, r > 1, and let
µ be a Gibbs u-state such that µ has positive central Lyapunov exponents. Then the following
are equivalent:
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(i) µ is a Gibbs cu-state.
(ii) Given any ǫ > 0 and sufficiently large ℓ, there exists K > 0 such that
∫
ϕ dµ < ǫ+K · sup
W∈Wcu
ℓ
(f)
∫
ϕ dmW (4.1)
for every continuous function ϕ : M → [0, 1]. Moreover, if f is mostly expanding
then there is a Cr neighborhood U of f , such that the constant K ≥ 0 can be chosen
independent of every g ∈ U and every µ ∈ Gibbscu(g).
Another characterization was provided in [28, Theorem A] where the author proved that
an ergodic Gibbs u-state µ with positive central Lyapunov exponents is a Gibbs cu-state
if and only if there is a local center-unstable manifold contained (Lebesgue-mod 0) in the
basin of µ. Unfortunately, we are not able to apply that characterization here, as we have
no means of finding such center-unstable manifold contained in the basin of µ.
Our characterization is rather subtle and logically intricate, but useful. It can be stated
in symbolic form like this: µ ∈ Gibbscu(f)⇐⇒
∀ǫ > 0, ∃ℓ0 > 0, ∀ℓ ≥ ℓ0, ∃K > 0, ∀ϕ ∈ C
0(M, [0, 1]), ∃W ∈ Wcuℓ (f) :∫
ϕ dµ < ǫ+K
∫
ϕ dmW .
It is an expression of quantifier rank equal to six and must be dealt with very carefully.
We believe that it reflects an inherent intricacy of the notion of Gibbs cu-states (or SRB
measures more generally) which is not always apreciated. It also explains why a carefully
written proof of convergence of Gibbs cu-states is harder than one may think.
Proof that (i) implies (ii) in Theorem 4.1. Suppose that µ ∈ Gibbscu(f) and fix some ǫ > 0
and ℓ ≥ ℓ0. Choose x1, . . . , xk, k = k(ℓ) ≥ 1, such that {Bδ(xi) : i = 1, . . . , k} is a cover of
M . Let Qi = Q(ℓ; xi) and Qi = Q(ℓ; xi) for 1 ≤ i ≤ k.
For every i ∈ {1, . . . , k}, we denote µi the restriction of µ to Qi. Denotes by {µ
i
D : D ∈ Qi}
the family of conditional measures of µi with respect to the partition Qi and by µˆi the factor
measures defined on Qi.
Let L = L(ℓ) > 0 be as in the Remark 3.2 such that for every i ∈ {1, . . . , k} and µˆi-almost
every D ∈ Qi, the density of µ
i
D with respect to mD is bounded above by L. Then∫
D
ϕ dµiD ≤ L
∫
D
ϕ dmD
for µˆi-almost every D ∈ Qi. Let S = S(ℓ) be an upper bound for {| volD |
−1 : D ∈ Qi, 1 ≤
i ≤ k} and let T = T (ℓ) be an upper bounded for {| volW | : W ∈ W
cu
ℓ (f)}.
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On the one hand we have∫
Qi
ϕ dµ =
∫
Qi
(∫
D
ϕ dµiD
)
dµˆi(D)
≤ µˆi(Qi)L sup
D∈Qi
∫
D
ϕ dmD
= µ(Qi)L sup
D∈Qi
∫
D
ϕ d
volD
| volD |
≤ LS sup
D∈Qi
∫
ϕ d volD . (4.2)
On the other hand, since for every D ∈ Qi there is a W ∈ W
cu
ℓ (f) such that D ⊆W , and
the rank of ϕ is the unit interval, then
sup
D∈Qi
∫
Qi
ϕ d volD ≤ sup
W∈Wcu
ℓ
(f)
∫
W
ϕd volW
≤ sup
W∈Wcu
ℓ
(f)
∫
W
ϕ| volW |
d volW
| volW |
= sup
W∈Wcu
ℓ
(f)
∫
W
ϕ| volW | dmW
≤ T sup
W∈Wcu
ℓ
(f)
∫
ϕ dmW . (4.3)
Notice that Λℓ(f) ⊂ Q1 ∪ . . . ∪Qk and that µ(Λℓ(f)) > 1− ǫ. So from (4.2) and (4.3) we
have we obtain,
∫
ϕ dµ < ǫ+
k∑
i=1
∫
Qi
ϕ dµ
≤ ǫ+ kLS sup
D∈Q1∪...∪Qk
∫
ϕ d volD
≤ ǫ+ kLST sup
W∈Wcu
ℓ
(f)
∫
ϕ dmW
The proof follows by taking K = kLST .
For the second part of the statement, we note that K = K(ℓ) > 0 depends on the
cardinality k = k(ℓ) ≥ 1 of the finite covering by balls of radius δ(ℓ, f) > 0, and the bounds
S = S(ℓ) > 0 and T = T (ℓ) and the bound L = L(ℓ) > 0 provides in Remark 3.2. All this
constants can be chosen uniformly in a neighborhood U of f , independent of the measure
µ ∈ Gibbscu(g), g ∈ U , according to Lemma 3.4 and Theorem 3.5. 
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The converse statement in Theorem 4.1 is harder to prove. We need an auxiliary result.
Recall that if Q is a lamination bundle with associated partition Q, such that µ(Q) > 0, we
define the Borel measure mQ on Q as
∫
ϕdmQ =
∫
Q
∫
D
ϕdmDdµˆ(D),
for every ϕ ∈ C0(M,R).
Lemma 4.2. Let Q = Q(ℓ, x) be a lamination bundle with associated partition Q = Q(ℓ, x),
µ be a Borel measure such that µ(Q) > 0 and φ : M → [0, 1] a continuous function. Then,
given any b > 0 such that b2 >
∫
φ dmQ, there exists a continuous function ξ : M → [0, 1]
with 1− ξ supported in B2δ(x) such that
i. µ({x : ξ(x) < 1}) < b; and
ii.
∫
D
φ · ξ dmD < b, for every D ∈ Q.
Proof. Let K be the set of those D ∈ Q for which
∫
D
φ dmD ≥ b and let K =
⋃
D∈KD. By
Chebyshev’s inequality we have
µ(K) = µˆ(K) ≤
1
b
∫
K
(∫
D
φ dmD
)
dµˆ(D) ≤
1
b
∫
φ dmQ < b.
Fix 0 < τ < 2δ large enough so that mD(D \ Bτ (x)) < b for every D ∈ Q and let
Kτ = K ∩ Bτ (x). Thus in particular
mD(D ∩K
c
τ ) < b
for every D ∈ K.
It follows from (ii) in Theorem 3.5 that the map x 7→
∫
φ dmD(x) is continuous on Q,
where D = D(x) is the element of Q that contains x. Thus Kτ is closed. Note that
µ(Kτ ) ≤ µ(K) < b. Let U be an open neighborhood of Kτ with U ⊂ B2δ(x) such that
µ(U) < b. Such U can always be found due to the regularity of Borel measures. Let
ξ : M → [0, 1] be a continuous function such that ξ = 0 on Kτ and ξ = 1 on the compliment
of U . Then
µ({x : ξ(x) < 1}) ≤ µ(U) < b.
We claim that
∫
φ · ξ dmD < b for every D ∈ Q. Indeed, if D /∈ K, then
∫
φ · ξ dmD ≤
∫
φ dmD < b
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since 0 ≤ ξ ≤ 1 and by the definition of K. On the other hand, if D ∈ K, then∫
φ · ξ dmD ≤
∫
ξ dmD
=
∫
D∩Kτ
ξ dmD +
∫
D∩Kcτ
ξ dmD
≤ 0 +mD(D ∩K
c
τ ) < b,
since 0 ≤ φ ≤ 1 and ξ vanishes at Kτ . 
Proof that (ii) implies (i) in Theorem 4.1. Suppose that µ is not a Gibbs cu-state. Then
there is some measurable set X ⊂ M with µ(X) > 0 for which the following happens:
For every x ∈ X and every lamination bundle Q = Q(ℓ, σ, x), with associated partition
Q = Q(ℓ, σ, x), we have we have mD(X) = 0 for µˆ-almost every D ∈ Q.
Let ǫ = µ(X)/2 > 0. We must prove that, given any integer ℓ0 ≥ 1, there exists ℓ ≥ ℓ0 with
the property that for every K > 0 it is possible to find a continuous function ϕ : M → [0, 1]
such that ∫
ϕ dµ ≥ ǫ+K
∫
ϕ dmW . (4.4)
for every W ∈ Wcuℓ (f). To this end, fix ℓ0 > 0 arbitrarily. Thereafter choose ℓ ≥ ℓ0 large
enough so that µ(Λℓ(f, σ)) > 1 − ǫ. Choose x ∈ M such that µ(Bδ(x) ∩ X)) > 0 and fix
Q′ = Q(ℓ, σ1/2; x) and Q′ = Q(ℓ, σ1/2; x). Moreover, let µˆQ′ be the factor measure of µQ′
with respect to the partition Q′ and denote by mQ′ the measure
∫
Q′
mD dµˆQ′(D).
Fix K > 0 arbitrarily and choose 0 < α < ǫ/3 such that
0 < α <
(
µ(X)
2(K + 2)
)2
.
Note that µQ′|(X ∩ Bδ(x)) and mQ′ are mutually singular measures. Therefore we can
find a continuous function φ :M → [0, 1] such that supp φ ⊆ Bδ(x), satisfying
mQ′(X) = 0 ≤
∫
φ dmQ′ < α < µ(X)− α <
∫
φ dµ. (4.5)
We can apply Lemma 4.2 to φ taking b = µ(X)
2(K+2)
> 0, and we find a continuous function
ξ : M → [0, 1] with 1 − ξ supported in B2δ(x) satisfying the following: From Lemma 4.2
item i, and since 0 ≤ φ ≤ 1 and 0 ≤ ξ ≤ 1 we have,∫
φ(1− ξ) dµ ≤
∫
(1− ξ) dµ ≤ µ({x : 1− ξ(x) > 0}) < b.
Combining this last relation with (4.5) we obtain
µ(X)− α <
∫
φ dµ ≤
∫
φ ξ dµ+
∫
φ(1− ξ) dµ <
∫
φ ξ dµ+ b
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and since α < b,then(
K + 1
K + 2
)
µ(X) = µ(X)− 2b < µ(X)− α− b <
∫
φ ξ dµ. (4.6)
On the other hand, Lemma 4.2, item ii., implies immediately that for every D ∈ Q′,∫
φ ξ dmD <
µ(X)
2(K + 2)
(4.7)
Now, calling ϕ = φ ξ and combining (4.6) and (4.7) we have
K
∫
ϕ dmD + ǫ < K
(
µ(X)
2(K + 2)
)
+
µ(X)
2
=
(
K + 1
K + 2
)
µ(X) <
∫
ϕ dµ. (4.8)
Let W ∈ Wcuℓ (f). If W ∩Bδ(x) = ∅, then the right hand side of (4.4) vanishes, so there is
nothing to prove. Now suppose that W ∩Bδ(x) 6= ∅. From Theorem 3.5 item (iii), we know
that W ⊂ Λℓ(f, σ
1/2). Therefore, there exists D ⊂ Q′ such that W ∩ B2δ(x) ⊂ D. In this
case (4.4) follows from (4.8).

4.2. Concluding the proof of Theorem D. Everything done so far in section 4 (briefly
speaking, our Pliss-like Lemma and our characterization of Gibbs cu-states) have been for
the purpose of proving Theorem D. The proof is based on the observation that the quantities
ℓ and K in Theorem 4.1 are uniform in a neighborhood of f .
Let f be a Cr mostly expanding diffeomorphism, r > 1. Consider a sequence (fn, µn) ∈
Gibbscu(UME) such that fn converges in C
r to some mostly expanding diffeomorphism f and
µn converges weakly* to some measure µ. To prove Theorem D we must establish that µ is
a Gibbs cu-state. We do that by showing that the inequality (4.1) passes to the limit. The
following straightforward lemma is useful.
Lemma 4.3. Let f : M → M be a Cr, r > 1, mostly expanding diffeomorphism, ℓ ∈ N,
and suppose that fn is a sequence of C
r mostly expanding diffeomorphisms converging to f .
Then any accumulation point of Λℓ(fn) belongs to Λℓ(f). That is,
⋂
n
⋃
k≥n
Λℓ(fn) ⊂ Λℓ(f).
Proof. Let us fix ℓ ≥ 1 and N ≥ 1. Then, just for continuity of (x, f)→ ‖Df−ℓ|Ecu(y)‖, for
η > 0 there exist a neighborhood UN of f , and ǫN > 0 such that if g ∈ UN and x, y ∈ M
satisfies dist(x, y) < ǫN , then
N−1∏
j=0
‖Df−ℓ|Ecuf−ℓj(x)‖
N−1∏
j=0
‖Dg−ℓ|Ecug−ℓj(y)‖
−1 < 1 + η. (4.9)
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Since fn → f , we can assume that there exist n ≥ 1 such that, for every k ≥ n, fk ∈ UN .
If we assume that x ∈
⋃
k≥nΛℓ(fn), for every n ≥ 1, then for ǫN > 0 there exist k ≥ n and
y ∈ Λℓ(fk) such that dist(x, y) < ǫN . Since y ∈ Λℓ(fk), then
N−1∏
j=0
‖Df−ℓk |E
cu
f−ℓj
k
(y)
‖ ≤ σℓN . (4.10)
On the other hand, since dist(x, y) < ǫN , it follows from (4.9) and (4.10) that
N−1∏
j=0
‖Df−ℓ|Ecuf−ℓj(x)‖ ≤ (1 + η)σ
ℓN (4.11)
Since η > 0 and N ≥ 1 are arbitrary, then x ∈ Λℓ(f) as we claim.

Ending the proof of Theorem D. Fix ǫ > 0 arbitrarily and let ℓ0 ≥ 1 be as in Lemma 3.4.
Fix ℓ ≥ ℓ0 arbitrarily. Since fn converges to f , we have µn(Λℓ(fn)) > 1 − ǫ for sufficiently
large n, say n ≥ n0. Also, we fix r = r(ℓ) > 0 and δ(ℓ) > 0 as in Theorem 3.5.
According to Theorem 4.1, it suffices to prove that there exists K > 0 such that, given
any continuous function ϕ :M → [0, 1], we have∫
ϕ dµn < ǫ+K sup
W∈Wcu
ℓ
(f)
∫
ϕ dmW .
For every x ∈M , consider the sets
Qn(ℓ, x) = {W
cu
r (y) ∩ B2δ(x) : y ∈ Λℓ(fn) ∩ Bδ(x)}
and
Qn(ℓ, x) =
⋃
D∈Qn(ℓ,x)
D.
Choose points x1, . . . , xk, k = k(ℓ) > 0, so that M ⊂ Bδ(x1) ∪ . . . ∪ Bδ(xk). Write Q
i
n =
Qin(ℓ, xi) and Q
i
n = Q
i
n(ℓ, xi) for 1 ≤ i ≤ k and we denote µ
i
n the restriction of µn to Q
i
n.
Denote by {µin,D : D ∈ Q
i
n} the family of conditional measures of µ
i
n with respect to the
partition Qin and by µˆ
i
n the factor measures defined on Q
i
n.
Let L > 1 be such that, for every n ≥ n0, every i ∈ {1, . . . , k} and µˆ
i
n-almost every
D ∈ Qin, the density of µ
i
n,D with respect to mD is bounded above by L. Let K = kL. Now
consider any continuous function ϕ : M → [0, 1]. For every n > n0 and every i ∈ {1, . . . , k}
we have ∫
Qin
ϕ dµn =
∫
Qin
(∫
ϕ dµin,D
)
dµˆin(D) ≤ Lµ(Q
i
n) sup
D∈Qin
∫
ϕ dmD
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Notice that µn(Q
i
n) ≥ µn(Λℓ(fn) ∩ Bδ(xi)) for every 1 ≤ i ≤ k and every n ≥ n0. Since
M = Bδ(x1) ∪ . . . ∪ Bδ(xk), this gives us the estimate µn(Q
1
n ∪ . . . ∪Q
k
n) > 1− ǫ. It follows
that ∫
ϕ dµn < ǫ+
k∑
i=1
Lµ(Qin) sup
D∈Qin
∫
D
ϕ dmD ≤ Lk max
1≤i≤k
sup
D∈Qin
∫
ϕ dmD.
For every n > n0, choose a disk Dn ∈ Q
1
n ∪ . . . ∪ Q
k
n such that∫
ϕ dmDn = max
1≤i≤k
sup
D∈Qin
∫
ϕ dmD.
Each disk Dn is contained in some Wn ∈ W
cu
ℓ (fn). By Lemma 4.3, Wn accumulates on some
disk W ∈ Wcuℓ (f). Therefore ∫
ϕ dµ ≤ ǫ+ kL
∫
ϕ dmW .
In particular, ∫
ϕ dµ < ǫ+K · sup
W∈Wcu
ℓ
(f)
∫
ϕ dmW ,
where K = kL+ 1 is independent of ϕ. 
5. Proof of main theorems
We are now in a position to prove Theorems A, B, and C.
5.1. Proof of Theorem C. Let f be mostly expanding. By Theorem 1.1 there are finitely
many physical measures ν1, . . . νk. By the definition of weakly statistically stability, it suffices
to prove that given any sequence of diffeomorphisms fn converging to f in the C
r topology,
r > 1, and any sequence of physical measures µn of fn, if µ is an accumulation point of µn,
then µ is a convex combination of ν1, . . . νk.
Let fn be a sequence of diffeomorphisms converging to f in the C
r topology for some
r > 1. Theorem 1.1 again, implies that mostly expanding is an open condition. Then, we
may suppose that each fn is mostly expanding. Let µn be a sequence of physical measures
for fn respectively. Proposition 2.6 implies that each µn is a Gibbs cu-state. Upon possibly
taking a subsequence, we may suppose that the sequence µn converges to some measure
µ. Theorem D tells us that µ is a Gibbs cu-state. We know that (Proposition 2.5) Gibbs
cu-states are convex combinations of ergodic Gibbs cu-states and, again by Proposition 2.6,
that ergodic Gibbs cu-states are physical measures. It follows that µ is a convex combination
of physical measures of f . This completes the proof of Theorem C.
32
5.2. Proof of Theorem B. The proof of upper semi-continuity of the number of physical
measures is by contradiction. Suppose, therefore, that upper semi-continuity on the number
of physical measures does not hold. That means that there exists some mostly expanding
diffeomorphism f , and a sequence fn → f of mostly expanding diffeomorphisms converging
to f in the Cr topology, all of which have a number of physical measures larger than that
of f . In other words, if the physical measures of f are µj, j ∈ J for some finite set J , there
are measures νin, i ∈ I for some finite set I with |I| = |J |+ 1 such that
(i) νin is a physical measure for fn for every n,
(ii) νin 6= ν
i′
n for every n and every i, i
′ ∈ I, with i 6= i′.
Upon taking an appropriate subsequence, we may also assume from Theorem C that
(iii) for each i ∈ I, there exist non-negative numbers αi,j, j ∈ J with
∑
j∈J αi,j = 1,
such that νin →
∑
j∈J αi,jµ
j.
To get a contradiction, we shall prove that each column in the matrix (αi,j) can have at
most one positive element. Since the number of rows is larger than the number of columns,
this implies that (αi,j) must have a row of zeros, contradicting
∑
j∈J αi,j = 1.
To see why each column of αi,j can have at most one positive element, let P = {(i, j) ∈
I × J : αi,j > 0} and α = min{αi,j : (i, j) ∈ P}. Recall that each point in the Pesin block
Λℓ(fn) has an unstable manifold of a fixed size r = r(ℓ) > 0. Moreover, from Lemma 3.3 we
know that it is possible to choose ℓ such that νin(Λℓ(fn)) > 1− α/2 for every large n.
The angle between Es and Ecu is bounded away from zero in a robust manner. Hence
there is some ρ > 0 such that for every large n, and any point x ∈ Λℓ(fn), the set Γ(fn, ℓ, x) =⋃
y∈W cur (x)
W s(fn, y) contains the ball Bρ(x).
We cover the supports of µj by balls Bρ/2(xj,k), k ∈ K, where K is some finite set. For
sufficiently large n we have
(iv) νin(Bρ/2(xj,k)) > 0 for every (i, j, k) ∈ P ×K, and
(v) νin(Λℓ(fn) ∩ Bρ/2(xj,k)) > 0 for every (i, j) ∈ P and some k ∈ K.
Thus given any i ∈ I choose j ∈ J such that αi,j > 0 and k ∈ K such that (v) holds.
Since νin is an ergodic Gibbs cu-state, there is some x ∈ Bρ/2(xj,k) such that B(ν
i
n) has full
leaf volume in W cur (x). Therefore, by absolute continuity of the stable foliation, B(ν
i
n) has
full volume in Γ(fn, ℓ, x). By our choice of ρ, we have Γ(fn, ℓ, x) ⊃ Bρ(x) ⊃ Bρ/2(xj,k) so, in
particular, B(νin) has full volume in Bρ/2(xi,k).
Now take any i′ ∈ I different from i. We claim that (i′, j) /∈ P . Indeed, if it were not so,
then by (iv) we would have νi
′
n (Bρ/2(xj,k)) > 0 for sufficiently large n. Therefore, there would
be some ℓ′ and some x′ ∈ Bρ/2(xj,k) such that B(ν
i′
n ) has full leaf volume in W
cu
r(ℓ′). Again, by
absolute continuity of the stable foliation, that would imply that B(νi
′
n ) has positive volume
in Bρ/2(xj,k). But that is absurd, since B(ν
i
n) has full volume in Bρ/2(xj,k) and basins of
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distinct physical measures are disjoint. Thus we have proved that each column in the matrix
(αi,j) has at most one non-zero entry and the proof of upper semi-continuity of the number
of physical measures is complete.
It remains to prove statistical stability in its most general setting. To this end, we will
use the claimed proved above: there is a neighborhood of f where the number of physical
measures is constant. Then we can suppose that fn is a sequence of mostly expanding
diffeomorphisms converging to a mostly expanding diffeomorphism f and that each fn and
f all have the same number of physical measures. We use the notation above, so that the
physical measures of f are µj, j ∈ J and those of fn are ν
i
n, i ∈ I. The difference now is
that |I| = |J |. By taking subsequences we may assume that νin →
∑
j∈J αi,jµ
j for some
non-negative numbers αi,j with
∑
j∈J αi,j = 1. It was proved above that in this case, each
column of the |I| × |J | matrix A = (αi,j)(i,j)∈I×J has at most one positive element. Now, A
is a square matrix and the sum of the entries in each row is 1. In particular each row has
at least one positive entry. Therefore A must be a permutation matrix, i.e. one for which
each column and each row has exactly one entry equal to 1 and all other entries are zero.
Define the map τ : I → J so that τ(i) is the unique element of A such that αi,j = 1. Then
νni converges to µτ(i) for every i ∈ I. That completes the proof of statistical stability.
5.3. Proof of Theorem A. Let f : M →M be as in Theorem A. Then Theorem 1.1 says
that f has a finite number of physical measures, whose basin of attraction cover Lebesgue
almost every point in M . Now, since f is mostly expanding, the basin of each physical
measure is open, up to a zero Lebesgue measure set (see e.g. [8, Lemma 4.5]). Thus it
follows from the assumption of transitivity that f has exactly one physical measure. Now,
according to Theorem B, the number of physical measures varies upper semi-continuously
on f . Hence there is a Cr neighborhood U of f such that every g ∈ U has a unique physical
measure µg whose basin has full Lebesgue measure in M . Moreover, Theorem B implies
that the map Diffr(M) ∋ g 7→ µg ∈M
1(M) is indeed continuous.
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