Abstract
Introduction
Human action classification/recognition is a fundamental topic in computer vision and has become an active research area in recent years. It has wide applications in many areas such as intelligent surveillance, caring of aged people and so on. Human action classification involves moving object tracking, feature extraction and representation, action model learning and classification. However, it remains a challenging task for computers to achieve robust action recognition.
There are many interesting works for action recognition. Song and Perona [1] integrated multiple cues, such as velocities and positions of tracked feature points to model actions with triangulated graphs. Blank et. al. [2] represented actions by using the shapes of silhouettes. Their method relied much on moving object tracking. Efros et. al. [3] used optical flow to characterize motion in very low resolution video sequences. Their method relied on previous aligned video clips of human actions. This work is inspired by Boulgouris [4] who used Radon transform for gait recognition. Radon transforms of silhouettes are used for feature description for this work. Because Radon transform is not very sensitive to noise, this work can resist to noise to a certain degree. Singh, Mandal and Basu [5] proposed using Radon transform for pose recognition, but their work were restricted on hands or feet position. Wang et. al. [6] used R transform to recognize human actions. R transform [6] claimed that it was translation invariant, rotation invariant and scaling invariant. In fact, rotation invariant is not good for action recognition and scaling invariant can be achieved by using alignment on objects. As for translation invariant, Radon transform with the center of the silhouette is transform invariant [7] . So there is no need to use R transforms for action recognition.
Radon transform is used to select key postures in an action sequence. Key postures are selected as the representation of an action sequence because a typical human action contains only a few important postures which are significantly different from each other. Key postures can be used to represent an action and they are sufficient to infer a human action by taking advantages of the contextual constraints imposed by the action [8] . Toyama and Black [9] used exemplar frames to achieve human action tracking. Their method for exemplar frames was based on learning which was not very directly. Lim and Thalmann [10] proposed a method to extract key postures using curve simplification. The limitation is that it requires specific 3D motion capture device, which is costly and is not suitable for all situations. Lv and Nevaita [11] adopted motion energy for automatic extraction of 3D key postures, which also required 3D motion data. Chen et. al. proposed a method using entropy to select key postures from video in [12] , however, they used entropy for both steps selection, which ignored the local features of a frame. Key postures selected by shapes or other vision features are different from key frames which are selected by using the video compression information [13] .
For the purpose of sequence matching, most of researchers use Hidden Markov Models (HMM) [14] or Dynamic Time Warping (DTW) [15] . In this work, the summarization of the key postures of a sequence is used as the sequence template. Compared with HMM and DTW, it is very easy to implement and computation inexpensive. Compared with the traditional Motion History Images (MHI) [16] , the summarization of key postures saves much computation time. Linear Discriminant Analysis (LDA) [17] is applied to the sequence template in order to identity the Radon transform coefficients which carry the most discriminative information. Different classification methods are used for action recognition based on the action templates.
A contribution of this paper is that it proposes a method which uses key postures to achieve action recognition. Using key postures is computation efficient. This paper applies a Radon transform to represent key postures. It has been demonstrated that Radon transform is a good descriptor for human posture representation.
Although motion extraction and tracking are important in action recognition, they are beyond the scopes of this paper. It is supposed that all the moving objects have been extracted. The inputs of the proposed method are the silhouettes of the moving objects.
The remaining sections are organized as follows. Section 2 describes the algorithm on Radon Transform. Section 3 presents the key posture extraction based on Radon Transform. Section 4 illustrates the classification of the action sequences. The experiments can be found in Section 5 and the conclusions are made in Section 6.
Radon Transform
Radon transform is well known for its wide range of image applications. It has been seen in many different forms and notations. The following is the most common used one defined in [7] ,
where D is the binary silhouette in this work. The position of an arbitrary pixel at the silhouette is determined by two parameters ρ and θ . The () δ is the Dirac delta function which is infinite for argument zero and zero for all other arguments and it is defined as:
) , The relationship between two coordinate systems.
By using radon transform of silhouettes, a map between the coordinate system ) , ( y x and the radon system ) , ( θ ρ is created. Fig. 1 shows an illustration of Radon Transform. Fig. 2 shows the relationship between the ) , ( θ ρ coordinate system and the ) , ( y x coordinate system. Given a specific direction, the silhouette is projected to the ρ axis. That is to say, pixels along a set of lines parallel to the s axis are summed together. The s axis is perpendicular to the ρ axis. Radon transform has several useful properties. Some of them are relevant for human posture representation [7] . Radon transform with the center of the silhouette as the origin of ) ( θ ρ − coordinate system is translation invariant. Unfortunately, Radon transform is not scale invariant. But silhouette alignment can help Radon transform to achieve scale invariance. Furthermore, Radon transform is not rotation invariant. But in action recognition, rotation invariance is not required and sometimes rotation invariance may degrade action recognition. Based on the above discussion of the three invariance properties, Radon transform is suitable for human posture representation; therefore, it is suitable for action representation and recognition. Clustering is a common used method for pattern recognition. It is a kind of unsupervised learning. Data with similarities are grouped together. APCLUSTER was proposed by Frey and Dueck [18] . It used affinity propagation to identify data clusters. It used a set of real-valued pair-wise data point similarities as input. Each cluster was represented by a data point called a cluster center
Key Postures Selection
Since Radon transform is not scale invariant, in this paper, size normalization is done before performing Radon transform. After normalization, the Radon transforms of the action sequence are calculated frame by frame. APCLUSTER is then applied to the Radon transforms directly and the outputs of APCLUSTER are the key postures of each action sequence.
Action Recognition
One of the challenges in action recognition is to compact action information into templates which are suitable for recognition. How to use key postures to set up templates to achieve action recognition is described in this section.
1 Constructing Action Template
Different people perform similar actions in different style; therefore, there are different action sequences for one action no matter that the action is performed by the same person or by different people. However, from observation, each action has similar key postures although the key postures are not exactly same. The proposed method uses the combination of all key postures as the feature descriptor of an action. The advantage of using the combination of key postures is that it does not need sequence alignment which is time consuming.
Supposing that there is an action sequence which has n frames denoted in the set F below;
(4) Their corresponding Radon transforms are denoted in the set R below:
(5) Each Radon transform of a frame )
matrix with large amount of data. The key postures in an action sequence selected by the method shown in Section 3 are named as
be the corresponding Radon transforms of the selected key postures. For each action, the template TP is calculated by Equation (6) below:
(6) TP has the same amount of data as R . Therefore TP is a matrix with very high dimension. Although TP has large amount of data, the most significant data are not that much. In order to reduce the dimensionality of the template and make recognition more efficient, LDA is applied to the template TP .
LDA provides a methodology for the calculation of a matrix W , so that the Fisher's criterion is maximized:
Where B S is the between-class scatter matrix, and W S is the within-class scatter matrix. While LDA has been widely applied to speech processing, fingerprint and face recognition, it is used in this paper in order to achieve dimensionality reduction and hence simplify the recognition tasks.
Learning and Classification Processing
This section is concerned with the learning and classification processing in the proposed method.
The classifiers used in this paper are the Bayesianbased classifier BayesNet, C4.5 or Decision Trees, and the Sequential Minimal Optimization (SMO) algorithm [19] . These three classifiers are available in the WEKA package, a publicly available toolbox for automatic classification [19] .
BayesNet enables the use of a Bayesian Network learning using various search algorithms and quality measures. C4.5 is a classifier for generating a pruned or unpruned C4.5 decision tree. C4.5 is a supervised symbolic classifier based on the notion of entropy since its output, a decision tree, can be easily understood and interpreted by human. Sequential Minimal Optimization (SMO) is an algorithm for training a support vector classifier.
During the training process, the action templates of the training samples are input into a classifier. The classifier will learn from the input samples and store information for recognition task.
For recognition, the action templates of the testing samples are calculated as described in the above sections. The templates are input into the classifier. The classifier determines the action according to the information it learns from the sample templates.
System Evaluation
The performance of the proposed method is evaluated by the accuracy which is calculated by the proportion of the action correctly recognized against the total number of actions to be recognized.
Leave-one-out (LOO) cross-validation is used in this research. In LOO, the data set is divided into N subsets. 1 − N subsets are used for training, and the remaining one dataset is used for testing. LOO avoids any possible bias introduced when relying on any one particular division into test and training components. The experiments are conducted and the results are illustrated in Section 5.
Experiments
The proposed method has been tested based on Weizmann Institute of Science's human action database [20] . The database contains 9 subjects performing 10 natural actions such as walking, running, bending, gallop-sideways, one-hand waving, two-hand waving, jumping-forward-on-two-legs and skipping. The resolution of the video is 180 × 144 and video sequence was taken at the speed of 25fps. The average length of action sequence is 50 frames. Human silhouettes are provided by the database. Fig.4 is an example of 'jack' in the database. The quality of these silhouettes is generally good, although there are also some defects. For example, some heads are missing in Fig.4 . Since there are 9 subjects in the dataset, the actions performed by 8 subjects are selected for training, and the actions performed by the remaining one subject are used for testing. The experiment is stopped when all of these 9 subjects are used for test.
All of the action sequences will have their corresponding key postures according to Section 3. After the postures are obtained, the learning and testing process will be conducted according to Section 4. Fig.6 shows one hand waving's Radon transforms of all nine subjects. The experimental results are shown in Table 1 to  Table 3 . Table 1 Table 2 Recognition Results by BayesNet classifier Table 2 shows the results using BayesNet classifier. The general recognition accuracy by BayesNet is 85.56%. The results obtained by C4.5 classifier is illustrated in Table 3 . The general recognition rate achieved using C4.5 is 83.33%. From the results, it can be concluded that using Radon transform to represent human action is relatively good. The SMO classifier achieves highest recognition rate at 87.78%.
Conclusions
A new feature representation and recognition system is presented for human action recognition. Key postures are selected for the representation of human action sequence to greatly reduce the computation time. The system is based on Radon transforms of binary silhouettes. Experimental results are promising and exciting. In our future work, more human action databases will be studied. Algorithm optimization will also be studied because Radon transform itself is not fast enough to achieve real time recognition. Table 3 Recognition Results by C.45 classifier
