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1 INTRODUCTION
Extreme values of random processes play a prominent role in a broad range of practical problems.
It is often of interest to find the tail of the distribution of the supremum of a continuous-time
stochastic process (Xt )t ≥0 over a finite time interval. In this article, the focus is on the level crossing
probability
w (b) := P  supt ∈[0,1]Xt > b .
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For many classes of processes, such as the Gaussian processes (Adler 1990), typically no explicit
expressions for w (b) are available, with Brownian Motion and the Ornstein-Uhlenbeck process
being notable exceptions. When an explicit expression forw (b) is unavailable, one usually resorts
to using high-dimensional numerical integration and simulation-based methods (see, e.g., Genz
and Bretz (2009) for further reading).
For most of the available numerical methods, the underlying continuous-time process needs
to be discretized in time. One chooses a certain finite grid T ⊂ [0, 1] and then approximates
w (b) with wT (b) := P(supt ∈T Xt > b). We note that this always leads to an underestimation, i.e.,
wT (b) ≤ w (b). We quantify this underestimation by βT (b) := (w (b) −wT (b))/w (b), the relative
discretization bias.1 Typically, T is chosen to be an equidistant grid T = { 1
n
, 2
n
, . . . , 1} and in that
case, βT (b) can be reduced only by changing the grid size n. The finer the grid, the smaller the
bias, but also, the larger the computational effort to estimate wT (b). The main drawback of us-
ing equidistant grids is that typically, to reach a given target value of the discretization bias, the
grid size n has to grow with the threshold b. In that case, for large b, the appropriate grid size
can become so large that the computation is not feasible. Two central questions arise from these
observations: How fast does n have to grow in b? Furthermore, can we identify a more efficient
family of grids?
In this article, we address these issues for standard BrownianMotion. Although in this casew (b)
can be computed explicitly, there are no available expressions for βT (b). We conduct a thorough
study of the influence of the choice of the grid on the corresponding relative bias. Furthermore,
we argue that exploring the case of standard Brownian Motion is a first step toward finding effi-
cient grids for a more general class of processes. We demonstrate numerically how our analysis of
efficient grids for Brownian Motion leads to a useful procedure to determine efficient grids for a
broad range of other processes.
The contributions of this article are the following. (i) The first finding can be seen as a negative
result: we show that to uniformly control 2 the relative bias, the size n of the equidistant grid must
grow at least quadratically in b (see Theorem 1 in Section 3). (ii) The second finding is that we can
do much better by using a threshold-dependent family of grids, meaning that grid points change
their location with b (but the number of points does not increase). The discretization bias induced
by this particular family of grids is uniformly controlled without having to increase the number
of grid points (see Theorem 2 in Section 4). To the best of the authors’ knowledge, this is the first
result which shows that a careful choice of the grid can drastically increase the accuracy of the
discrete estimator of w (b). Using threshold-dependent grids makes it feasible to estimate w (b)
with moderate grid sizes even for very high thresholds b, which would be impossible to estimate
using equidistant grids. In particular, in Section 5 we present a strongly efficient algorithm for the
estimation of w (b) that relies on threshold-dependent grids. (iii) In the third place, we point out
how the ideas underlying our threshold-dependent grid can be used for a broad class of stochastic
processes (including Gaussian processes, such as fractional BrownianMotion, and Lévy processes);
it is empirically shown that the threshold-dependent grid significantly outperforms its equidistant
counterpart.
An efficient grid (both small in size and inducing a small discretization bias) is particularly
relevant for situations with large b. In this respect, the work presented here connects to the
rare-event simulation literature. As b approaches infinity, w (b) decays exponentially to 0 and
standard simulation-based methods like Crude Monte Carlo to estimate w (b) become extremely
1As b → ∞, both wT (b ) and w (b ) tend to 0, so that the absolute bias is not a meaningful accuracy measure.
2In this context, uniform controlmeans that for a fixed ε > 0, we have that βT (b ) < ε for all b > 0; the grid T can change
in b .
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time-consuming. We emphasize that rare-event simulation methods commonly aim to control the
sampling error, not the bias due to the discretization. Adler et al. (2012) develop an algorithm that
is strongly efficient (with bounded relative sampling error) for estimation of wT (b) (rather than
w (b)). We will show that combining their algorithm with the use of threshold-dependent grids
provides a strongly efficient algorithm for estimation ofw (b).
A topic closely related to ours concerns the quantification of the difference between the supre-
mum of the stochastic process taken over [0, 1] and the supremum taken over a finite grid
T ⊂ [0, 1], i.e.,
Δ(T ) = sup
t ∈[0,1]
Xt − sup
t ∈T
Xt .
There are several results in the literature that study the behavior of Δ(T ) for standard Brownian
Motion. Asmussen et al. (1995) have shown that for the equidistant grids T
eq
n = { 1n , . . . , nn },√
n Δ(T
eq
n ) has a tight, non-degenerate weak limit, as n → ∞ and Janssen and Van Leeuwaarden
(2009) derived an expansion for EΔ(T
eq
n ). For random grids T
rnd
n = {U1, . . . ,Un }, where U1, . . . ,Un
are i.i.d. uniform samples on (0, 1), independent of the Brownian Motion (Xt )t ∈[0,1], Calvin
and Glynn (1997) establish the weak limit of
√
n Δ(T rndn ). Finally, Calvin (1997) proposed a
class of adaptive grids, meaning that the consecutive grid points tk+1 are chosen based on
((t1,Bt1 ), . . . , (tk ,Btk )); given any δ > 0, an adaptive grid T
δ
n = {tδ1 , . . . , tδn } is provided such that
n1−δ /2Δ(T δn ) has a weak limit.
In our study, we do not focus on the difference Δ(T ) between the values of the maxima of the
discrete and continuous-time BrownianMotion, but rather on the βT (b), i.e., the relative difference
between the probabilities that these maxima lie above a certain fixed threshold.
There are several approaches to tackle the discretization bias available in the literature. Ar-
guably, the most widely applicable method is Multilevel Monte Carlo (MLMC) (Giles 2008). It can
be applied together with any numerical method that relies on discretization. The idea is to use
several different levels of discretization and spend less computational effort (draw less samples)
at the finest levels of discretization. MLMC effectively reduces the computational effort, and the
time saved can be used to produce even finer levels of discretization. It could be interesting to
explore the combination of MLMC method together with the idea of threshold-dependent grids,
but further exploiting this procedure lies beyond the scope of this article.
One of the methods that aims to directly decrease the bias induced by equidistant grids is con-
tinuity correction. Since the discrete-time approximation wT (b) is always smaller than w (b), one
could slightly lower the threshold b to compensate for the underestimation. Broadie et al. (1997),
using the machinery developed in Siegmund (1985), proposed a way of lowering the threshold
which improves the rate of convergence of the relative bias from O (n−1/2), cf. Proposition 1, to
O (n−1), as the number of grid points n grows large. However, in the non-Brownian case, it remains
a non-trivial problem how much b should be decreased. In fact, there is no direct way of making
sure whether lowering b decreases the absolute relative bias, as lowering b by too much leads to
overcompensation and thus to an estimate that is larger than w (b). By contrast, it is straightfor-
ward to compare the bias induced by two different grids—the larger the discrete estimatorwT (b),
the smaller the relative bias.
There are also several simulation-based algorithms that do not rely on pre-discretization. Li
and Liu (2015) propose a strongly efficient algorithm for estimation of w (b) for a large class of
Gaussian processes (most prominently, processes with constant variance function). However,
when the underlying process has a unique point of maximal variance (such as Brownian Motion),
the algorithm requires the simulation of a random time τ ∈ [0, 1] from a density f (t ) ∝ P(Xt > b),
which becomes a rare-event simulation problem when b is large. While for an arbitrary process,
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the random discretization proposed in the algorithm requires a computational effort cubic in the
number of grid points (in order to simulate a discrete Gaussian path), pre-discretization requires
only quadratic effort (see the discussion in Section 5).
This article is organized as follows. Section 2 provides definitions, preliminaries, and develops
a general intuition. In Section 3, we introduce useful upper and lower bounds for the discretiza-
tion bias (see Lemma 1) and show that the number of points on the equidistant grid has to grow
quadratically in the threshold b in order to uniformly control the discretization bias. In Section 4,
as an alternative to equidistant grids, we study threshold-dependent grids, which control the rela-
tive bias with a constant grid size, independently of b. The proofs of all lemmas and a proposition
are postponed to Section 8. In Section 5, we present an algorithm by Adler et al. (2012), that we
use throughout the aticle for producing the numerical results; combining this algorithm with the
use of threshold-dependent grids yields a strongly efficient algorithm for estimation of w (b) (see
Corollary 1). In Section 6, we apply threshold-dependent grids developed in a previous section
to stochastic processes other than Brownian Motion: Brownian Motion with jumps, Ornstein-
Uhlenbeck process, and fractional Brownian Motion. Lastly, in Section 7, we present concluding
remarks and discuss some ideas for future research of optimal grids. In the appendices, we collect
various technical results used throughout the article.
2 PRELIMINARY RESULTS
Let (Bt )t ∈[0,1] be a standard Brownian Motion on the time interval [0, 1] with B0 = 0. We consider
the probability of crossing a positive threshold b, i.e.,
w (b) := P
(
sup
t ∈[0,1]
Bt > b
)
. (1)
For a standard Brownian Motion, an explicit formula for the threshold-crossing probability (1) is
known, namely,w (b) = 2P(B1 > b), which follows directly using the reflection principle (see, e.g.,
Mörters and Peres (2010)). Given a finite grid T , we define a discrete-time approximation ofw (b):
wT (b) := P
(
sup
t ∈T
Bt > b
)
, (2)
where T = {t1, . . . , tn } is a finite subset of the interval [0, 1], ordered such that t1 < · · · < tn . As
we are mostly interested in choosing the grid T efficiently, we define the following performance
measure.
Definition 1. Let T be a finite grid on [0, 1], then
βT (b) :=
w (b) −wT (b)
w (b)
= P
(
sup
t ∈T
Bt < b
 sup
t ∈[0,1]
Bt > b
)
is called the relative bias induced by the grid T .
The second representation of relative bias in Definition 1 is especially intuitive. It means that
the relative bias is the probability that Bt stays below b on the grid T , given that its supremum over
[0, 1] is greater than b. Notice that any grid which includes the endpoint t = 1 will induce a relative
bias no greater than 12 . Indeed, if 1 ∈ T , thenwT (b) = P(supt ∈T Bt > b) ≥ P(B1 > b) and thus
βT (b) = 1 − wT (b)
w (b)
≤ 1 − P(B1 > b)
2P(B1 > b)
=
1
2
.
Our objective is to accurately estimate w (b) using discrete approximations wT (b), in a compu-
tationally efficient manner. Brownian Motion has continuous paths and thus it is always possible
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for a given b to find a fine enough grid to bound the bias up to a desired accuracy. However, the
computational cost of estimating wT (b) grows in the grid size and thus it might be infeasible to
numerically computewT (b) for large grids.
At this point, we emphasize that we are not as much interested in the behavior of βT (b) for a
fixed b or a fixed n but rather in asymptotic regimes in which b and/or n approach infinity. For
every b, we allow one to use a different grid, so it seems natural to treat the grid as a function
of threshold. For every b, we define a collection of grids of all possible sizes {T1 (b),T2 (b), . . .},
where Tn (b) has n elements, and we denote βn (b) := βTn (b ) (b). For a given family of grids, we are
interested in the behavior of βn (b) as n or b tend to infinity. The most straightforward choice for
the family of grids is the following.
Definition 2. The family {Tn }n∈N, whereTn := {tn1 , . . . , tnn } with tnk := kn is called the equidistant
family of grids.
Notice that the location of grid points on the equidistant grid is independent of b. Since the
distance between neighboring points is equal to 1
n
, and since Brownian paths are continuous,
it follows that βn (b) → 0, as n → ∞ for any fixed b. It has been established in Asmussen et al.
(1995) that for Tn , equidistant grid, the difference between the continuous-time and discrete-time
supremum εn = supt ∈[0,1] Bt − supt ∈Tn Bt is of ordern−1/2. More precisely, the sequence (
√
nεn )n∈N
has a tight and non-degenerate weak limit.
Proposition 1. Let (Bt )t ∈[0,1] denote standard Brownian Motion and {Tn }n∈N be the equidistant
family of grids from Definition 2 with βn (b) := βTn (b). For any threshold b > 0, there exist positive
constants C1,C2 such that
C1 n
−1/2 ≤ βn (b) ≤ C2 n−1/2.
The proof of Proposition 1 is given in Appendix C, which is a part of the Supplementary Mate-
rials, available in the online version of this article. The proof we give strongly resembles the proof
of Theorem 1 below in Section 3, but we remark that it is also possible to derive it using the tools
developed in Broadie et al. (1997).
Proposition 1 states that βn (b) decays like n
−1/2, when n grows large for a fixed b, but it does
not describe the behavior of the relative bias when b varies. In Theorem 1 in the following section,
we derive an upper bound for βn (b) for n and b simultaneously.
Figure 1 shows the evolution of the relative bias for four different thresholdsb = 5, 6, 7, 8 against
the size of the equidistant grid. Even though all four graphs show the n−1/2 decay, the graphs rise
up with growing threshold. In particular, for thresholds b = 5 and 8, respectively n = 700 and 1700
points are needed to arrive at around 10% relative bias. It indicates that, as b grows, increasingly
many grid points are needed to arrive at the target relative bias. Using the threshold-dependent grid
that we develop in Section 4, one can arrive at 10% relative bias using approximately n = 100 grid
points, independently of the value of the threshold. This amounts to a substantial improvement of
the computational efficiency.
In some cases, the equidistant family of grids is the best possible choice, in the sense that other
grid families require at least equally fast asymptotic growth of n as b increases, in order to control
the relative bias. Adler et al. (2012) prove that for centered, homogeneous and twice continuously
differentiable (in a mean -squared sense) Gaussian processes, n has to grow linearly in b to uniformly
control the relative bias. Moreover, if n grows sublinearly in b, then the relative bias of any family
of grids (not necessarily equidistant) tends to its maximal value, as b approaches infinity. It is
noted, however, that Brownian Motion does not belong to the family of Gaussian processes for
which the result of Adler et al. (2012) applies.
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Fig. 1. Plots of the relative bias βn (b) against the grid size n for the equidistant family of grids for four
different thresholds. The numerical results are computed using an algorithm described in Section 5.
In the following two sections, we analyze the asymptotic behavior of the relative bias βn (b) for
two families of grids. We prove that the equidistant grid requires quadratic growth of n in b (see
Theorem 1 in Section 3). As an alternative, we develop the threshold-dependent family of grids,
for which we prove that the relative bias can be made arbitrarily small, uniformly in b for fixed
n (see Theorem 2 in Section 4). We obtain a uniform rate of convergence in n and also provide a
closed-form expression for the threshold-dependent family of grids (see Definition 9 in Section 4).
3 EQUIDISTANT FAMILY OF GRIDS FOR BROWNIAN MOTION
This section is devoted to analyzing the asymptotic behavior of the relative bias for the equidistant
family of grids. The methodology developed in this section will be used later to prove Theorem 2;
in particular, the crucial part of the proof concerns bounds for the relative bias induced by an
arbitrary finite grid, developed in Lemma 1.
The following theorem describes the asymptotic behavior of the relative bias, under the equidis-
tant family of grids.
Theorem 1. Let (Bt )t ∈[0,1] denote standard Brownian Motion and {Tn }n∈N be the equidistant fam-
ily of grids from Definition 2 with βn (b) := βTn (b).
(a) Let b0 be any positive, real number. There exist positive constants C0,C1, independent of b
and n such that
βn (b) ≤ C0 · bn−1/2,
for all b ≥ b0, and
βn (b) ≤ C1 · n−1/2,
for all b ∈ (0,b0].
(b) Letm : (0,∞) → (0,∞) be such that limb→∞m(b)/b2 = 0. Then, as b → ∞,
inf
n≤m (b )
βn (b) −→ 1
2
.
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Part (a) of Theorem 1 states that βn (b) ≤ C0 bn−1/2, so that in order to bound βn (b) uniformly
in b it suffices to take n = O (b2). The second part of the Theorem 1 states that if n = o(b2), then
βn (b) → 1/2, meaning that the relative bias cannot be bounded by an arbitrarily small number.
Together, the two parts entail that the growth n = O (b2) is sufficient and there is no better (slower)
growth which would guarantee a uniformly bounded relative bias.
The crucial part of the proof of Theorem 1 is the method of bounding the relative bias. Since no
explicit expressions for wT (b) or βT (b) are known (even if T is an equidistant grid), we develop a
general upper bound for βT (b) in the following lemma, in which we use the quantities
aj (b) := P
(
Btj (b )−tj−1 (b ) < 0, . . . ,Btn (b )−tj−1 (b ) < 0
)
, an+1 (b) := 1/2,
w j (b) := P
(
τb ∈ (tj−1 (b), tj (b)]  τb ∈ (0, 1]),
τb := inf {t ≥ 0 : Bt > b}.
Notice that in this definition of aj (b) and w j (b), we allow grid points t1, . . . , tn to change their
location with b. In the present section, which is on equidistant grids, the grid points obviously do
not depend on b, but in later sections they do.
Lemma 1. Let T (b) = {t1 (b), . . . , tn (b)} ⊂ [0, 1], where 0 < t1 (b) < · · · < tn (b) ≤ 1, and let
t0 (b) = 0. The following lower and upper bounds for βT (b) apply:
β
T
(b) ≤ βT (b) ≤ β¯T (b)
with
β
T
(b) :=
1
2
n∑
j=1
aj+1 (b)w j (b), β¯T (b) :=
n∑
j=1
aj (b)w j (b).
A short proof of Lemma 1 is included in Section 8. The bounds consist of elements of two types:
aj (b), the probability that Bt stays negative at times tj − tj−1, . . . , tn − tj−1, and w j (b), the proba-
bility that Bt hits b for the first time in the interval [tj−1, tj ] given that its supremum over [0, 1] is
greater than b.
For a general grid T (b), the probabilities aj (b) are difficult to control. However, when T (b) is
equidistant (thus independent of b), then also the probabilities aj are independent of b; we em-
phasize this independence by writing aj instead of aj (b) throughout this section. As a result, there
exists a tight asymptotic bound for them (see Lemma 2 below); we were inspired to look into such
quantities while reading (Mörters and Peres (2010, Section 5)). The upper and lower bounds for
the probabilitiesw j (b) are developed using a mean value theorem (see (B.V) in Appendix B).
Lemma 2. There exist constants C∗1 ,C
∗
2 > 0 such that
C∗1n
−1/2 ≤ P(B1 > 0, . . . ,Bn > 0) ≤ C∗2n−1/2
for all n ∈ N.
In fact, the assertion in Lemma 2 is true for any symmetric random walk (see Feller (1971, Theo-
rem 4 in Section XII.7, and Lemma 1 in Section XII.8)). Before proving Theorem 1, we present one
more lemma.
Lemma 3. Let T = {t1, . . . , tn } be such that tk = kn and let t0 = 0. Then the upper bound β¯T (b)
developed in Lemma 1 is an increasing function of b.
An important implication of Lemma 3 is that for any b0 > 0, we have that βT (b) ≤ β¯T (b) ≤
β¯T (b0) uniformly for all b ≤ b0, which completely covers the statement on the situation that b ≤ b0
in part (a) of Theorem 1. The proof of Lemma 3 is included in Appendix C.
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Proof of Theorem 1(a). Thanks to Lemma 3, it suffices to prove the first part of Theorem 1(a),
i.e., we assume that b ≥ b0. Without loss of generality, we put b0 = 1. Exploiting the upper bound
developed in Lemma 1, we decompose the sum
∑n
j=1 aj ·w j (b) into three parts, which we treat
separately:
βn (b) ≤ a1 ·w1 (b) +
n−1∑
j=2
aj ·w j (b) + an ·wn (b). (3)
Using the definition of the equidistant grid and the scaling property of Brownian Motion, we
can see that aj = P(Btj−tj−1 < 0, . . . ,Btn−tj−1 < 0) = P(B1 < 0, . . . ,Bn−j+1 < 0) and the bound in
Lemma 2 yields aj ≤ C∗2 (n − j + 1)−1/2 for all j ∈ {1, . . . ,n}. Since all w j (b) ≤ 1, we thus have a
straightforward bound for the first term in inequality (3):
a1 ·w1 (b) ≤ C∗2 n−1/2.
The second term we bound in the following fashion, relying on the upper bound stated in (B.V) in
Appendix B that we have forw j (b),
n−1∑
j=2
aj ·w j (b) ≤
n−1∑
j=2
C∗2 (n − j + 1)−1/2 ·
b (b +
√
b2 + 4)
4
√
n
(j − 1)3/2 e
− b22 ·
(
n
j
−1
)
≤ C1 · bn−1/2 ·
n−1∑
j=2
1
n
· 
b√
1 − j
n
·
( j
n
)−3/2
e−
b2
2 ·
(
n
j
−1
) (4)
≤ C1 · bn−1/2 ·
∫ 1
0
b√
1 − x · x
−3/2 · e− b22 (1/x−1) dx (5)
≤ C1 · bn−1/2,
where C∗2 comes from Lemma 2 and C1 is a positive constant, independent of b and n. To arrive
at expression (4), we use that 2(j − 1) ≥ j for all relevant j. In the transition from (4) to (5), we use
the definition of the Riemann sum for the function
f (b,x ) :=
b√
1 − x x
−3/2e−
b2
2 (1/x−1) ;
note that, since f (b,x ) is an increasing function of x when b ≥ 1 (see (B.VI) in Appendix B), the
Riemann sum in (4) underestimates the integral, i.e.,
∑n
j=2
1
n
f (b, j−1
n
) ≤ ∫ 1
0
f (b,x ) dx =
√
2π .
Lastly, since an = P(Btn < 0) =
1
2 , we have
an ·wn (b) ≤ 1
2
· b (b +
√
b2 + 4)
4
√
n
(n − 1)3/2 ≤ C2
b2
n
,
where C2 is a positive constant independent of n and b. Sincewn (b) ≤ 1, this results in
an ·wn (b) ≤ min
{
C2
b2
n
,
1
2
}
≤
√
min
{
C2
b2
n
,
1
2
}
≤ √C2 bn−1/2.
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Combining the above bounds,
βn (b) ≤ a1 ·w1 (b) +
n−1∑
j=2
aj ·w j (b) + an ·wn (b) ≤ C∗2n−1/2 +C1 bn−1/2 +
√
C2 bn
−1/2
≤ C0 bn−1/2,
where C0 is a positive constant independent of b and n. This concludes the proof. 
Proof of Theorem 1(b). Without loss of generality, we can assumem(b) → ∞ as b → ∞. Sim-
ilar to the proof of Lemma 1 in Section 8, we obtain
w (b) βT (b) = P
(
sup
t ∈T
Bt < b, sup
t ∈[0,1]
Bt > b
)
= P
(
sup
t ∈T
Bt < b,τb ∈ [0, 1]
)
=
n∑
j=1
P
(
sup
t ∈{tj , ...,tn }
Bt < b,τb ∈ (tj−1, tj ]
)
≥ P
(
Btn < b,τb ∈ (tn−1, tn]
)
=
∫ tn
tn−1
P(Btn < b |Bs = b)P(τb ∈ ds ) =
1
2
P(τb ∈ (tn−1, tn )).
Dividing both sides of the inequality byw (b) yields an elementary lower bound on βT (b):
βT (b) ≥ 1
2
P
(
τb ∈ (tn−1, tn]  τb ∈ (0, 1]) = 12 · Φ(−b/
√
tn ) − Φ(−b/√tn−1)
Φ(−b) , (6)
where Φ(·) denotes the standard normal cdf, and we use the fact that P(τb ≤ t ) = 2P(Bt > b). In
our case, tn = 1 and tn−1 = n−1n ≤ m−1m , so that due to the monotonicity of Φ(·)
inf
n≤m (b )
βn (b) ≥ 1
2
− 1
2
Φ(−b/√(m − 1)/m)
Φ(−b) . (7)
Taking the limit b → ∞ on both sides of inequality (7) yields
lim
b→∞
inf
n≤m (b )
βn (b) ≥ 1
2
− 1
2
lim
b→∞
Φ(−b/√(m − 1)/m)
Φ(−b)
=
1
2
− 1
2
lim
b→∞
√
(m−1)/m
b
ϕ (b/
√
(m − 1)/m)
1
b
ϕ (b)
(8)
=
1
2
− 1
2
lim
b→∞
e−b
2/(2(m−1)) =
1
2
,
where ϕ (·) denotes the standard normal pdf, in Eq. (8) we apply (B.II) in Appendix B, and the last
equality is a consequence of the assumption that limb→∞m(b)/b2 = 0. 
In this section, we have proven that in order to uniformly control the relative bias, the size of the
equidistant grid must grow at least quadratically in b, as b approaches infinity. In the next section,
we present a threshold-dependent grid, which yields a uniform bound on the relative bias using a
grid of given size. In other words, in order to control the relative bias with increasing b, instead of
adding more and more points to the grid, it suffices to suitably shift their location.
4 THRESHOLD-DEPENDENT GRIDS FOR BROWNIAN MOTION
In this section, we prove the main result of the article. We explicitly present a threshold-dependent
family of grids which uniformly (in b) bounds the relative bias.
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Before we introduce the result, we give some intuition as to why it is possible to control the
relative bias as b grows, without increasing n. Firstly, for any given ε > 0, we have that
P  supt ∈[0,1−ε]Bt > b = 2P(B1−ε > b) = o(w (b)),
as b → ∞. Therefore,
P  supt ∈[1−ε,1]Bt > b
 supt ∈[0,1]Bt > b −→ 1, as b → ∞.
It means that with growingb, the “hitting of the threshold” occurs closer and closer to time t = 1. It
indicates that the grid points should be gradually shifted toward the point t = 1, as b is increasing.
Moreover, the result in Theorem 1 indicates how fast the points should be shifted. It states that
for the family of equidistant grids, the uniform bound on the bias is achieved if the number of
grid points grows quadratically in b. Equivalently, the distances between neighboring points are
decreasing proportionally tob−2. It turns out that this is indeed the pace at which the points should
be shifted toward t = 1.
In the following result, Φ(·) and Φ−1 (·) denote the standard normal cdf and its inverse,
respectively.
Theorem 2. Let (Bt )t ∈[0,1] be a standard Brownian Motion. Fix b0 > 0 and let {Tn (b)}n∈N,b>0 be
a family of grids such that Tn (b) = {tn1 (b), . . . , tnn (b)}; here tnk (b) := kn for b ≤ b0, and
tnk (b) :=
 bΦ−1 ( kn Φ(−b)) 
2
, (9)
for b > b0. Denote βn (b) := βTn (b ) (b). There exists a positive C , independent of b and n, such that
βn (b) ≤ C n−1/4
for all b > 0.
We emphasize that the bound for the relative bias βn (b) developed above does not depend on the
threshold b and thus holds uniformly, for all b. Figure 2 shows the comparison between the relative
bias of the equidistant and the threshold-dependent grid, both of size n = 100. The bias induced by
the threshold-dependent grid remains uniformly bounded (by circa 0.1), while the former tends to
0.5, the worst possible relative bias (cf. Theorem 1, part (b)).
Notice that for small b, {Tn (b)}n∈N,b ∈(0,b0] in Theorem 2 is identical to the equidistant family of
grids. In fact, this is exactly the setting of the second part of Theorem 1(a). The real contribution
of Theorem 2 is the regime when b > b0. The grid defined in (9) is the unique solution to the set
of equations
P
(
τb ∈ (tnk−1 (b), tnk (b)]
 τb ∈ (0, 1]) = 1n (10)
for all k ∈ {1, . . . ,n} and t0 := 0. To see this, we sum up the first k equations in Eq. (10) and obtain
an explicit equation for tn
k
(b):
P
(
τb ∈ (0, tnk (b)]
 τb ∈ (0, 1]) = kn . (11)
Since for Brownian Motion it holds that
P(τb ∈ (0, tnk (b)]) = 2P(Btnk (b ) > b) = 2Φ
(
− b/
√
tn
k
(b)
)
,
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Fig. 2. A plot of the relative bias of the equidistant grid β
eq
100 (b) and the threshold-dependent grid β
td
100 (b),
both with fixed grid size n = 100, as a function of b. Notice that β
eq
100 (b) tends to 0.5 with growing b (the
largest possible bias), while β td100 (b) remains bounded by about 0.1. The numerical results are computed with
the algorithm discussed in Section 5. The relative error due to finite sample size is negligible (smaller than
0.006).
Fig. 3. Location of the grid points t51 (b), . . . , t
5
5 (b) defined in Eq. (9) with increasing threshold b. Note that
with growing b, all the points are gradually shifted toward the end point t = 1.
and in particular P(τb ∈ (0, 1]) = 2P(B1 > b) = 2Φ(−b), Eq. (11) can be equivalently expressed as
P(Btn
k
(b ) > b)
P(B1 > b)
=
k
n
(12)
or, in terms of the cdf Φ(·),
Φ
(
−b/
√
tn
k
(b)
)
=
k
n
Φ(−b).
Finally, after taking the inverse Φ−1 (·) from both sides of the equation above, we see that tn
k
(b)
satisfies Eq. (9). Figure 3 shows the placement of the grid points on the gridT5 (b), as defined in (9),
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for increasing b. In fact, one can prove that
b2
(
1 − tnk (b)
) b→∞−−−−→ −2 log(k/n) (13)
and thus
tnk (b) ≈ 1 −
2 log(n/k )
b2
for large b. It means that the points of the grid (9) are clustered around t = 1, with distances be-
tween the points proportional to b−2. Here we see an important connection with Theorem 1(a),
where the distances between grid points decrease at the same pace, as already mentioned in the
opening paragraph of this section.
For b > b0, the points t
n
1 (b), . . . , t
n
n (b) of the threshold-dependent grid (9) do not coincide with
the equidistant grid, entailing that we cannot directly use Lemma 2 to control the terms of type
aj (b) in the upper bound developed in Lemma 1 in Section 3. The following lemma resolves this
issue.
Lemma 4. Let t0 = 0 < t1 < t2 < · · · < tn < ∞. Then
P(Bt1 > 0, . . . ,Btn > 0) ≤ P(B1 > 0, . . . ,BN > 0),
for any N ≤ Nn , where
Nn :=
(
tn
maxk=1, ...,n (tk − tk−1)
)1/2
.
A proof of this lemma is provided in Section 8. Lemma 2 applied to the upper bound in
Lemma 4 yields a simple upper bound for P(Bt1 > 0, . . . ,Btn > 0) for any choice of t0 = 0 < t1 <
t2 < · · · < tn < ∞. In our case, after applying Lemma 1, we have to control probabilities of the type
P(Btj−tj−1 < 0, . . . ,Btn−tj−1 < 0), and thus we need a lower bound on
tn − tj−1
maxk=j, ...,n (tk − tk−1) ,
which we give in the following lemma.
Lemma 5. For the grid in Eq. (9), for k > j, b > 0, and n ∈ N we have
(a)
tnn (b) − tnj (b)
tn
k
(b) − tnj (b)
≥ logn − log j
logk − log j ,
and when additionally b ≥ √3, we have
(b) max
k=j, ...,n
(tnk (b) − tnk−1 (b)) = tnj (b) − tnj−1 (b).
Lemma 5 is proven in Section 8. We note that the lower bound in part (a) of Lemma 5 is, in fact,
equal to
lim
b→∞
1 − tnj (b)
tn
k
(b) − tnj (b)
.
With these lemmas we can prove Theorem 2.
Proof of Theorem 2. Part (a) of Theorem 1 states that for any choice of b0 there exists
positive C1 such that βn (b) ≤ C1n−1/2 for b ≤ b0 and thus also βn (b) ≤ C1n−1/4. Without the
loss of generality, from now on we assume that b > b0 =
√
3. Fix n ∈ N and denote tk := tnk (b)
for notational simplicity. After combining the general upper bound from Lemma 1 with the
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equivalent definition (10) of the threshold-dependent grid (9), we obtain
βn (b) ≤
n∑
j=1
aj (b)w j (b) =
1
n
n∑
j=1
aj (b);
observe that in our settingwn (b) =
1
n
.Moreover, Lemma 4 yields (recalling the definition of an (b))
βn (b) ≤ 1
2n
+
1
n
n−1∑
j=2
P
(
B1 > 0, . . . ,BNn (j ) > 0
)
+
1
2n
,
where
Nn (j ) :=
⎡⎢⎢⎢⎢⎢⎣
tnn (b) − tnj−1 (b)
maxk≥j |tnk (b) − tnk−1 (b) |

1/2⎤⎥⎥⎥⎥⎥⎦ .
Combining Lemma 2 with Lemma 5 gives
βn (b) ≤ 1
n
+C
1
n
n−1∑
j=2
N˜n (j )
−1/4, where N˜n (j ) :=
logn − log(j − 1)
log j − log(j − 1)
with a constantC > 0 that is independent of n and b. Notice that N˜n (j ) does not depend on b. For
b > b0, we thus obtain
βn (b) ≤ 1
n
+C n−1
n−1∑
j=2
(
log j − log(j − 1)
logn − log(j − 1)
)1/4
=
1
n
+C n−1
n−1∑
j=2

log
(
1 + 1
j−1
)
log
(
n
j−1
) 
1/4
≤ 1
n
+C n−1/4
n−1∑
j=2
1
n

n
j−1
log
(
n
j−1
) 
1/4
(14)
≤ 1
n
+C n−1/4
∫ 1
0
(
1
−x logx
)1/4
dx (15)
≤ C n−1/4,
where C is a constant, independent from n and b, that might differ from line to line. In (14) we
use the inequality log(1 + x ) ≤ x and in (15) we use the convergence of the Riemann sum to the
integral. This concludes the proof of Theorem 2. 
Remark 1. For the purpose of showing that for any confidence level α and bias ε (see also Equa-
tion (16)) the “equiprobable” grid (as defined through Eq. (9)) requires a computational effort that
is bounded in b, it suffices that the decay of the upper bound for βn (b) in Theorem 2 is of order
n−1/4; see Corollary 1 in Section 5. As an aside, we remark that we hypothesize that this decay is
actually of order n−1/2. This is supported by numerical experiments (see Figure 4 where plots of
βn (b) versus n are shown for the threshold-dependent grid (9)). The step we expect to be “loose,”
in obtaining the bound of Theorem 2, is the one corresponding to Lemma 4. We conjecture that
Lemma 4 is valid with
Nn :=
tn
maxk=1, ...,n (tk − tk−1)
(i.e., without the square root), which suffices to yield the n−1/2 decay of βn (b).
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Fig. 4. Relative bias βn (b) versus grid size n for the threshold-dependent grid (9). The threshold is fixed at
b = 3. The right panel shows a loglog plot, and the left panel a linear plot. The results suggest that βn (b)
decays proportionally to n−1/2 rather than n−1/4 (see also Remark 1).
5 NUMERICAL ALGORITHM FOR ESTIMATION OFw (b)
As mentioned in the Introduction, the family of threshold-dependent grids (9) can be used to con-
struct a strongly efficient algorithm for estimation ofw (b) (see Corollary 1 below). In this article,
by “strongly efficient” we mean that for any given accuracy ε > 0 and confidence level α > 0 the
computational time of an estimator ŵ (b) forw (b) that satisfies
P
(ŵ (b)w (b) − 1
 > ε
)
< α (16)
is bounded independently of the threshold b.
In all numerical experiments throughout this article, we used an algorithm developed by Adler
et al. (2012) (see Algorithm 1 below). Although it is applicable for estimation of quantities such as
P(maxi ∈{1, ...,n } Xi > b), where X ∈ Rn is normally distributed with an arbitrary positive-definite
covariance matrix, we present their algorithm for the specific case of Brownian Motion, as con-
sidered in this article.
Algorithm 1 (Adler et al. 2012). Choose a threshold b and a finite gridT = {t1, . . . , tn } ∈ [0, 1].
The estimator ŵT (b), computed according to the following algorithm, is an unbiased estimator of
wT (b).
(1) Generate a random time τ on the grid, i.e., τ ∈ T , according to the law
P(τ = tk ) =
P(Btk > b)∑n
j=1 P(Btj > b)
.
(2) Generate Bτ under the condition Bτ > b.
(3) Generate a discrete path of the BrownianMotion (Bt1 , . . . ,Btn ) conditioned on the pair (τ ,Bτ )
generated in the previous steps.
(4) Compute
ŵT (b) :=
∑n
j=1 P(Btj > b)∑n
j=1 1(Btj > b)
.
Adler et al. (2012) prove that Algorithm 1 gives an unbiased estimator ofwT (b) (not ofw (b)) and
that for a fixedT (independent of b), the relative variance Var(ŵT (b))/w
2
T
(b) → 0, as b → ∞. The
authors also propose an estimator forw (b), which relies on a random discretization. However, with
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growing b, one needs increasingly many random grid points in order to control the relative bias,
therefore the continuous-time algorithm is not strongly efficient. In order to reduce the sampling
error one generates multiple replicas of the estimator and takes their average. Since every replica
is based on a different grid, one must repeatedly calculate the Cholesky decomposition (whose
computational time is cubic in the number of grid points) in order to sample discrete Gaussian
paths in Step 3 of Algorithm 1. Choosing a predefined grid speeds up this computation, as in that
case the Cholesky decomposition has to be performed only once, making its computational cost
negligible.
Combining the threshold-dependent grids as proposed in Section 4 with Algorithm 1 yields a
strongly efficient estimator forw (b), which is given in the corollary below.
Corollary 1 (Strongly Efficient Algorithm for the Estimation ofw (b)). Fix an accuracy
ε > 0 and a confidence level α > 0. Choose a grid T := Tn (b) from the family of grids defined in
(9) such that βT (b) := βn (b) < ε for all b > 0 (this is possible due to the result in Theorem 2). Let
ŵ (1)
T
(b), . . . ŵ (N )
T
(b) be i.i.d. copies of the estimator from Algorithm 1, with
N ≥ n
2
α (ε − βT (b))2 .
Then
ŵ (b) :=
1
N
N∑
i=1
ŵ (i )
T
(b)
satisfies
P
(ŵ (b)w (b) − 1
 > ε
)
< α , (17)
and the computational effort to simulate ŵ (b) is bounded independently of b.
Proof. First notice that since βT (b) is uniformly bounded in b (see Theorem 2), so that N is
fixed independently of b; it follows that ŵ (b) can be computed in bounded time, independently of
b. It remains to prove that ŵ (b) satisfies the strong efficiency property (17). Note that ŵ (b) is an
unbiased estimator ofwT (b), not ofw (b). The relative variance of ŵ (b) with respect towT (b) can
be bounded independently of b for an arbitrary choice of the grid in terms of the grid size n,
Var(ŵT (b))
(wT (b))2
≤ E(ŵT (b))
2
(wT (b))2
≤
( ∑n
j=1 P(Btj > b)
maxj ∈{1, ...,n } P(Btj > b)
)2
≤ n2.
Due to Chebyshev’s inequality,
P
(ŵ (b)w (b) − 1
 > ε
)
= P
(ŵ (b) −wT (b)w (b) + wT (b) −w (b)w (b)
 > ε
)
≤ P
(ŵ (b) −wT (b)w (b)
 > ε − βT (b)
)
≤ Var(ŵ (b))
(ε − βT (b))2 (w (b))2 =
1
N
· Var(ŵT (b))
(ε − βT (b))2 (w (b))2
≤ 1
N
· n
2
(ε − βT (b))2 ≤ α .
This concludes the proof. 
We conclude this section by a remark on the simulation of the conditioned Brownian Motion
in Step 3 of Algorithm 1. The naive method would be to construct the covariance matrix of the
conditioned process, calculate the Cholesky decomposition of that matrix (cubic in the number
of grid points), and then simulate the process in a standard manner. Notice that this step must
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be repeated for every replica ŵ (i )
T
(b) and thus its computational cost scales with the number of
samples. The following algorithm, which can be found, e.g., in Doucet (2010), requires only a single
calculation of the Cholesky decomposition for all replicas.
Algorithm 2 (Doucet 2010). LetX = (X1,X2)
T ∈ Rn , whereX1 ∈ Rn−1 andX2 ∈ R, be normally
distributed with mean μ and covariance matrix Σ,
μ =
(
μ1
μ2
)
,where μ1 ∈ Rn−1 and μ2 ∈ R,
Σ = 
Σ11 Σ12
ΣT12 Σ22
,where Σ11 ∈ R(n−1)×(n−1), Σ12 ∈ Rn−1 and Σ22 ∈ R.
The following algorithm generates a sample X ∼ (X1 |X2 = x2):
(1) Sample Z = (X1,X2)
T ∼ N (μ, Σ).
(2) Compute X = X1 + Σ12Σ
−1
22 (x2 − X2).
Note that the computational effort to produce the conditioned Gaussian random variable X in
Step 2 of Algorithm 2 is linear in the dimension n. Thus, this algorithm significantly reduces the
computation time of Step 3 of Algorithm 1 when that step is repeated for each replica.
6 EFFICIENT GRIDS FOR A BROAD CLASS OF STOCHASTIC PROCESSES
In this section, we discuss how the idea of threshold-dependent grids can be applied to stochastic
processes other than Brownian Motion. We let (Xt )t ∈[0,1] be a real-valued stochastic process and
t∗ (b) := argmaxt ∈[0,1] P(Xt > b). For simplicity, we here assume that t → P(Xt > b) is continuous
and strictly increasing so that t∗ (b) = 1 (but situations in which t∗ (b) ∈ (0, 1) can be dealt with
similarly, see also the discussion in Section 7).
As argued in the previous sections, it is efficient to let the position of the grid points depend on
b. We constructed for Brownian Motion a grid by finding T (b) = {t1 (b), . . . , tn (b)} such that
P
(
τb ∈ (0, tk (b)] | τb ∈ (0, 1]
)
=
k
n
(18)
(cf. (11)). An inherent problem is that the class of processes for which the distribution of τb is
known is very limited, so that the approach does not seem to be useful for relevant stochastic
processes other than Brownian Motion. We saw, however, that for Brownian Motion the tk (b)
satisfying Eq. (18) also solve
P(Xtk (b ) > b)
P(X1 > b)
=
k
n
(19)
(cf. (12)). The idea now is to use the level-dependent (or, “equiprobable”) grid (19) for general real-
valued processes. The major advantage of the grid (19) is that to calculate the position of the grid
points tk the sole prerequisite is that the process’marginals are known (rather than the distribution
of τb ). In addition, even if the marginal distributions of Xt are not available, but the asymptotics of
P(Xt > b) (as b → ∞) are, then a good approximation of this grid can be found. (In the sequel we
write, for brevity, T = {t1, . . . , tn } instead of T (b) = {t1 (b), . . . , tn (b)}) and t∗ instead of t∗ (b).)
We now provide the rationale behind the grid (19). Let T be a grid such that t∗ ∈ T . Evidently,
by the union bound,
P(Xt ∗ > b) ≤ wT (b) ≤
∑
t ∈T
P(Xt > b).
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Now notice that if the grid T is such that for t ∈ T \ {t∗}
P(Xt > b) = o
(
P(Xt ∗ > b)
)
, as b → ∞, (20)
then it does not make sense to include the point t for large b. Property (20) clearly compromises
the performance of equidistant grids as b → ∞. Considering, however, the grid points tk of the
threshold-dependent grid, as defined by Eq. (19), these will by design not experience (20).
To assess the performance of the above threshold-dependent grid (19), we introduce ameasure of
performance closely related to the relative bias. Note that when no formulas forw (b) are available,
noris it known how to reliably approximate w (b), we cannot determine the exact value of the
relative bias. We now make the following two observations. (1) As wT (b) < w (b) for any choice
of T , the larger wT (b) is, the better; if wT1 (b) > wT2 (b) for grids T1,T2, then also βT1 (b) < βT2 (b).
(2) The crude lower bound w (b) ≥ P(Xt ∗ > b) provides us with a useful benchmark. Combining
these two thoughts motivates the following performance measure of a grid T :
γT (b) :=
wT (b)
P(Xt ∗ > b)
.
Notice that for any T such that t∗ ∈ T , we have
γT (b) ∈
[
1,
w (b)
P(Xt ∗ > b)
]
.
What is more, for any two grids T1,T2 we have γT1 (b) ≥ γT2 (b) if and only if βT1 (b) ≤ βT2 (b); this
means that the bigger the γT (b) is, the better. As our main aim is to efficiently approximate w (b)
using discrete-time approximations wT (b), we see that if γT (b) ≈ 1, then there is little gain from
usingwT (b) over a deterministic estimator P(Xt ∗ > b).
In a series of examples we compare γT (b) induced by (i) the threshold-dependent (equiprobable)
grid and (ii) the equidistant grid of the same size; we consistently use n = 100 grid points. In
all cases t → P(Xt > b) is a continuous, strictly increasing function (so that t∗ = 1). The most
important conclusion is that the experiments below uniformly indicate that the equiprobable grid
outperforms the equidistant one, not only in the asymptotic regime, as thresholdb grows large, but
already for moderate values ofb. This shows how the ideas we developed earlier in this article, that
have provable optimality properties for BrownianMotion, lead to an efficient estimation procedure
for a much broader class of stochastic processes. In all examples, we observe that γT (b) induced
by the equidistant grid converges to 1, thus the correspondingwT (b) is asymptotically equivalent
to P(Xt ∗ > b), as b → ∞.
Example 1 (Brownian Motion with Jumps). Let (Xt )t ∈[0,1] be a Brownian Motion with jumps, i.e.,
Xt := Bt + Nt , (21)
where Bt is a standard BrownianMotion and Nt is a standard Poisson process with intensity λ = 1.
Even though there are no closed-form expressions forw (b), it is still possible to generate exact
samples from supt ∈[0,1]Xt (see Dębicki and Mandjes (2015, Section 10.1)). We can use this to con-
struct an unbiased estimator ofw (b) and thus can estimate the relative bias of the tested grids. The
results in Figure 5 show the substantial gain achieved by the level-dependent grid. The graphs look
similar to those of Brownian Motion, which is indicative of the threshold-dependent grid having
a uniformly bounded relative bias.
Example 2 (Ornstein-Uhlenbeck Process). Let (Xt )t ∈[0,1] be an Ornstein-Uhlenbeck process, i.e.,
a strong solution to the following SDE: with X0 = 0,
dXt = −Xt dt + dWt .
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Fig. 5. Brownian Motion with jumps. Plots of βn (b) (left) and γn (b) (right) as a function of the threshold b
for threshold-dependent and equidistant grids of size n = 100.
Fig. 6. Ornstein-Uhlenbeck process. Plot of γn (b) as a function of the threshold b for threshold-dependent
and equidistant grids of size n = 100. Notice that with growing b the equidistant estimator converges to
P(X1 > b).
Then (Xt )t ∈[0,1] is a zero-mean Markovian Gaussian process with covariance function
c (s, t ) := Cov(Xs ,Xt ) =
1
2
(
e−|t−s | − e−(t+s )
)
.
The exact value of w (b) is known only in terms of special functions (see Alili et al. (2005)) and it
is not straightforwardly evaluated. However, the exact asymptotics of w (b), as b grows large, are
known:
w (b) = C P(X1 > b) (1 + o(1)),as b → ∞,
where C is a positive constant independent of b (see, e.g., Dębicki and Mandjes (2003, Theorem
5.1) or the original theorem by Piterbarg and Prisyazhnyuk (1978)); this explains why for the level-
dependent grid γn (b) goes to a constant in Figure 6. Again the equidistant grid is significantly
outperformed by the threshold-dependent grid.
Example 3 (Fractional Brownian Motion). Let (Xt )t ∈[0,1] be a fractional Brownian Motion (fBM)
with a Hurst parameter H ∈ (0, 1), that is a zero-mean Gaussian process with the covariance
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Fig. 7. fBm with Hurst parameterH = 0.4 (left) andH = 0.6 (right). Plot of γn (b) as a function of the thresh-
old b for threshold-dependent and equidistant grids of size n = 100.
function
CH (s, t ) := Cov(Xs ,Xt ) =
1
2
(
s2H + t2H − |t − s |2H
)
.
Observe that fBM with Hurst parameter H = 1/2 is a standard Brownian Motion. For any H , we
have CH (t , t ) = t
2H (strictly increasing variance in time) and thus t∗ = 1.
The exact value of the probabilityw (b) for H  1/2 remains unknown. However, like in Exam-
ple 2, the exact asymptotics ofw (b) are known:
w (b) =
⎧⎪⎨⎪⎩
CHb
1/H−2
P(X1 > b) (1 + o(1)), for H ∈ (0, 12 )
P(X1 > b) (1 + o(1)), for H ∈ ( 12 , 1),
where CH is a constant only depending on H ; we again refer to Dębicki and Mandjes (2003, The-
orem 5.1) or the original theorem by Piterbarg and Prisyazhnyuk (1978). We apply threshold-
dependent grids in these two different asymptotic regimes for H = 0.4 and H = 0.6 see the results
in Figure 7. Again the threshold-dependent grid performs considerably better. In case H = 0.4,
the above asymptotic result explains why for the level-dependent grid γn (b) keeps increasing
(w (b)/P(X1 > b) behaves as the increasing function b
1/H−2). In case H = 0.6, again using the as-
ymptotic result, γn (b) → 1 as b grows large, both for the equidistant grid and for the threshold-
dependent grid (equivalently, the relative bias vanishes for both as b → ∞). Note, however, that
with the threshold-dependent grid,γn (b) tends to 1 slower than with the equidistant grid, as can be
seen in Figure 7 (right panel), showing themore favorable performance of the threshold-dependent
grid.
7 CONCLUDING REMARKS AND DISCUSSION
In this article, we have demonstrated that the errors due to time discretization when estimating
threshold-crossing probabilities w (b) can be significantly reduced by using other grids than the
commonly used equidistant grid. We have analyzed this in considerable detail for the case of stan-
dard Brownian Motion. In particular, we have shown that in order to control the error as b grows
large, it suffices to properly shift the grid points instead of refining the grid with more and more
points. At the same time, controlling the error using equidistant grids requires quadratic growth
of the number of grid points, as b grows large.
Numerical estimation is evidently not needed for Brownian Motion due to the availability of an-
alytical results. Our article, however, indicates that the underlying ideas can be used to construct
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efficient grids for a broad class of stochastic processes (notably, Lévy processes and Gaussian pro-
cesses, such as fractional Brownian Motion). The results presented in this article are intended to
develop valuable insight and useful heuristics for tackling the estimation of tail probabilities of
these more general classes of processes. We have demonstrated such heuristics for several pro-
cesses in Section 6. There, we presented a procedure that is empirically shown to work well for
stochastic process (Xt )t ∈[0,1] of which the marginal distributions are known:
(i) Identify
t∗ (b) := argmax
t ∈[0,1]
P(Xt > b);
in case (Xt )t ∈[0,1] is a zero-mean Gaussian process, t∗ is a point of maximal variance, i.e.,
argmaxt ∈[0,1]VarXt . As argued, for many key models we have that t∗ = 1.
(ii) Construct a grid T = {t1, . . . , tn } clustered around t∗ (b), such that tk solves Eq. (19), for
k ∈ {1, . . . ,n}.
As we pointed out, even if the marginal distribution ofXt is not available but only the correspond-
ing asymptotics, as b → ∞, this procedure can be applied. It is also noted that it is straightforward
to compare two different grids: the larger the value ofwT (b), the closer it is to the target quantity
w (b).
A natural question that arises in relation to Theorem 2 is whether we can find a grid that is even
better than the one defined in Eq. (9). Constructing an optimal n-grid T ∗n (b), i.e., a grid of size n
that minimizes the relative bias for a given b, remains elusive. However, we have been able to find
an explicit formula for an optimal 2-grid, namely, T ∗2 (b) = {t∗1 (b), t∗2 (b)}, with
t∗1 (b) =
πb2
4

√
1 +
8
πb2
− 1 , and t∗2 (b) = 1,
where limb→∞ βT ∗2 (b ) (b) = 1 − 12Φ(
√
2/π ) − 14e−1/π ≈ 0.4244. For comparison, the threshold-
dependent grid defined in Eq. (9) yields limb→∞ β2 (b) = 38 +
1
2Φ(−
√
2 log 2) ≈ 0.4348, hence the
grid (9) is not minimizing the bias (although the difference with the optimal 2-grid is small). Ad-
ditionally, we were able to prove that for an optimal n-grid, T ∗n (b) = {t∗1 (b), . . . , t∗n (b)}, the limits
limb→∞ b2 (1 − t∗k (b)) must exist, and are all finite and pairwise distinct. As a result, we were able to
numerically calculate the limit limb→∞ βT ∗3 (b ) ≈ 0.3796. Finding optimal grids for larger n remains
an open problem. We note, however, that with the threshold-dependent grid we can bound the rel-
ative bias uniformly in b (see Theorem 2) and in this sense the grid (9) is already (asymptotically)
optimal.
8 PROOFS OF LEMMAS 1, 4, AND 5
Proof of Lemma 1. Notice that the events {supt ∈[0,1] Bt > b} and {τb ∈ (0, 1]} are equivalent.
We thus find
w (b) βT (b) = P supt ∈T Bt < b, supt ∈[0,1]Bt > b = P
(
sup
t ∈T
Bt < b,τb ∈ [0, 1]
)
=
n∑
j=1
P  supt ∈{tj , ...,tn } Bt < b,τb ∈ (tj−1, tj ] =
n∑
j=1
∫ tj
tj−1
P  supt ∈{tj , ...,tn } Bt < b | Bs = b P(τb ∈ ds )
=
n∑
j=1
∫ tj
tj−1
P
(
Btj−s < 0, . . . ,Btn−s < 0
)
P(τb ∈ ds ).
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To prove the upper bound, we use the fact that P(Btj−s < 0, . . . ,Btn−s < 0) is a non-increasing
function of s ∈ [tj−1, tj ] (see Appendix A, Transformation (T2)), so that
w (b) βT (b) ≤
n∑
j=1
∫ tj
tj−1
P
(
Btj−tj−1 < 0, . . . ,Btn−tj−1 < 0
)
P(τb ∈ ds )
=
n∑
j=1
P
(
Btj−tj−1 < 0, . . . ,Btn−tj−1 < 0
)
· P
(
τb ∈ (tj−1, tj ]
)
.
Dividing both sides of the inequality by w (b) = P(τb ∈ (0, 1]) gives βT (b) ≤ β¯T (b). To prove the
lower bound, we use (B.IV) in Appendix B, so as to obtain
w (b) βT (b) =
n∑
j=1
∫ tj
tj−1
P
(
Btj−s < 0, . . . ,Btn−s < 0
)
P(τb ∈ ds )
≥
n−1∑
j=1
∫ tj
tj−1
1
2
P
(
Btj+1−tj < 0, . . . ,Btn−tj < 0
)
P(τb ∈ ds ) + 1
2
P
(
τb ∈ (tn−1, tn]
)
(22)
≥
n−1∑
j=1
1
2
P
(
Btj+1−tj < 0, . . . ,Btn−tj < 0
)
· P
(
τb ∈ (tj−1, tj ]
)
+
1
2
P
(
τb ∈ (tn−1, tn]
)
.
Dividing both sides of the inequality byw (b) leads to βT (b) ≥ β
T
(b) and concludes the proof. 
Proof of Lemma 4. Let h := maxk=1, ...,n (tk − tk−1). We transform the gridT = {t1, . . . , tn } with
Transformations (T1)–(T3) (see Appendix A) in such a way that after all transformations we end
up with {h, . . . ,Nh}.
(1) Using Transformation (T2), translate the grid to the right by h − t1, i.e., put
tj := tj + h − t1 for all j ∈ {1, . . . ,n}.
(2) Put σ1 := 1, c1 = 1, and k := 2. While k ≤ N do the following:
—Put σk := inf {j : tj ≥ kh}.
—Using Transformation (T3), contract the grid after time tσk−1 by a factor ck , where ck is
defined by h/(tσk − tσk−1 ). Formally, we put
tj :=
{
tj , j ∈ {1, . . . ,σk−1}
tσk−1 + ck (tj − tσk−1 ), j ∈ {σk−1 + 1, . . . ,n}.
Notice that after this operation, tσk = kh.
—Put k := k + 1.
(3) Using Transformation (T1), delete all the points tk such that tk  {h, . . . ,hN }.
Now we prove that the algorithm is well-defined, more precisely, we confirm that all σk ’s exist.
First, see that σ1 is well-defined. By induction, assume that σk is well-defined and prove that σk+1 is
well-defined as well. Notice that after the kth loop in Step 2 of the algorithm, the distances between
the points shrunk at most by a factor pk =
∏k
j=1 c j compared with the initial maximal distance h.
Moreover, we observe that
ck =
h
tσk − tσk−1
≥ h
h + (tσk − tσk−1)
≥ h
h +maxj>σk−1 |tj+1 − tj |
≥ 1
1 +
∏k−1
j=1 c j
. (23)
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We prove by induction that pk =
∏k
j=1 c j ≥ 1k for all k ∈ {1, . . . ,N }. Obviously, p2 = c2 ≥ 12 . As-
sume that pk−1 ≥ 1k−1 . After multiplying inequality (23) by pk−1, we obtain
pk ≥ pk−1
1 + pk−1
= 1 − 1
1 + pk−1
≥ 1 − 1
1 + 1
k−1
=
1
k
,
which ends the inductive proof. Next, in order to show that σk+1 is well-defined for k ∈ {1, . . .N −
1} it suffices to prove that the endpoint tn , after the kth loop of Step 2, is greater than h(k + 1).
We prove a stronger statement, namely, that the endpoint tn after being shrunk by a factor pk is
still greater than h(k + 1), i.e., h(k + 1) ≤ tnpk . By the definition of N , h satisfies the inequality
h ≤ tn/N 2, thus
h(k + 1) ≤ tn (k + 1)
N 2
=
tn (k + 1)
N 2pk
pk =
k (k + 1)
N 2
tnpk ≤ tnpk ,
which concludes the proof that σk+1 is well-defined. As all transformations used in steps 1–3 have
property (27), we have
P
(
Bt1 > 0, . . . ,Btn > 0
)
≤ P
(
Bh > 0, . . . ,BNh > 0
)
.
We finish the proof by observing that P(Bh > 0, . . . ,BNh > 0) = P(B1 > 0, . . . ,BN > 0), due to the
scaling property of Brownian Motion. 
Proof of Lemma 5. Notice that the grid points tn
k
(b) defined in Eq. (9) depend only on the
threshold b and the ratio k
n
∈ [0, 1]. We are able to extend the definition of tn
k
(b) to t : (0, 1] ×
(0,∞) → [0, 1],
t (s,b) :=  bΦ−1 (s Φ(−b)) 
2
such that tn
k
(b) = t ( k
n
,b). Equivalently, t (s,b) can be defined as the unique solution to
Φ − b√t (s,b)  = s Φ (−b) . (24)
This extension makes it possible to inspect the derivative of tn
k
(b) with respect to the ratio k
n
.
Using the extension function of tn
k
(b), we aim to prove the more general statement that for
0 < s1 < s2 < 1,
1 − t (s1,b)
t (s2,b) − t (s1,b) ≥
− log s1
log s2 − log s1 ⇐⇒
1 − t (s1,b)
− log s1 ≤
1 − t (s2,b)
− log s2 . (25)
Moreover, using the definition (24) we may substitute
s = Φ − b√t (s,b)  /Φ (−b)
and arrive at another equivalent form of inequality (25):
1 − t (s1,b)
log
(
Φ(−b)
)
− log
(
Φ(−b/√t (s1,b))) ≤
1 − t (s2,b)
log
(
Φ(−b)
)
− log
(
Φ(−b/√t (s2,b))) , (26)
which follows from (B.IX) in Appendix B. For part (b), see that the density of the first hitting time,
P(τb ∈ ds ) = b√
2π
s−3/2e−b
2/(2s ) ds, for s > 0,
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is an increasing function on the interval s ∈ [0, b23 ] and thus part (b) follows from the second
definition of the grid points tn
k
(b) in Eq. (10). 
APPENDICES
A GRID TRANSFORMATIONS
Let T = {t1, . . . , tn } with 0 < t1 < · · · < tn < ∞. We introduce three grid transformations, i.e., op-
erations T → T˜ satisfying
P
(
Bt > 0 for all t ∈ T
)
≤ P
(
Bt > 0 for all t ∈ T˜
)
. (27)
(T1) Deleting. For any k ∈ {1, . . . ,n}
P
(
Bt1 > 0, . . . ,Btn > 0
)
≤ P
(
Bt1 > 0, . . . ,Btk−1 > 0,Btk+1 > 0, . . . ,Btn > 0
)
.
(T2) Translation to the right of the whole sequence. For any s > 0
P
(
Bt1 > 0, . . . ,Btn > 0
)
≤ P
(
Bt1+s > 0, . . . ,Btn+s > 0
)
.
(T3) Contraction of time after some point. For any k ∈ {1, . . . ,n − 1} and c ∈ (0, 1)
P
(
Bt1 > 0, . . . ,Btn > 0
)
≤ P
(
Bt1 > 0, . . . ,Btk > 0,Btk+c (tk+1−tk ) > 0, . . . ,Btk+c (tn−tk ) > 0
)
.
The proof that transformations (T1)–(T3) satisfy (27) is included in Appendix C.
B MISCELLANEOUS RESULTS
Let Φ(·) denote the standard normal cumulative distribution function andϕ (·) the standard normal
density function. Below we list various results that we use throughout this article. Results (B.I)–
(B.III) are standard; the proofs of the remaining results are included in Appendix C.
(B.I) For x > 0:
x
1 + x2
≤ Φ(−x )
ϕ (x )
≤ 1
x
. (28)
(B.II) As x → ∞,
lim
x→∞
Φ(−x )
1
x
ϕ (x )
→ 1.
(B.III) (Szarek and Werner 1999). For x > −1:
2
x + (x2 + 4)1/2
≤ Φ(−x )
ϕ (x )
≤ 4
3x + (x2 + 8)1/2
. (29)
(B.IV) Let 0 < t1 < · · · < tn < ∞, then
P
(
Bt1 > 0, . . . ,Btn > 0
)
≥ 1
2
P
(
Bt2−t1 > 0, . . . ,Btn−t1 > 0
)
.
(B.V) Let T = {t1, . . . , tn }, where tj := jn , τb := inf {t ≥ 0 : Bt ≥ b} and b > 0, then
P
(
τb ∈ (tj−1, tj ]  τb ∈ (0, 1]) ≤ b (b +
√
b2 + 4)
4
·
√
n
(j − 1)3/2 e
− b22 ·
(
n
j
−1
)
and
P
(
τb ∈ (tj−1, tj ]  τb ∈ (0, 1]) ≥ b (3b +
√
b2 + 8)
8
·
√
n
j3/2
e−
b2
2 ·
(
n
j−1−1
)
for j ∈ {2, . . .n}.
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(B.VI) Let f : (0,∞) × (0, 1) → (0,∞) such that
f (b,x ) :=
b√
1 − x x
−3/2e−
b2
2 (1/x−1) .
Then f (b,x ) is an increasing function of x , when b ≥ 1.
(B.VII) Let f : (0,∞) → (0,∞) such that
f (x ) :=
Φ(−x )
ϕ (x )
.
Then f is a strictly decreasing function.
(B.VIII) Let f : (0,∞) → (0,∞) such that
f (x ) :=
Φ(−x )
1
x
ϕ (x )
.
Then f is a strictly increasing function.
(B.IX) Let f : [0, 1]→ [0,∞) be such that
f (t ) :=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, t = 0;
1 − t
log
(
Φ(−b)
)
− log
(
Φ(−b/√t )
) , t ∈ (0, 1);
2Φ(−b)
b ϕ (b)
, t = 1.
Then f is continuous and increasing.
C SUPPLEMENTARY MATERIALS
Supplementary materials consist of (i) proof of Proposition 1, (ii) proof of Lemma 3, (iii) proof
that Transformations (T1)–(T3) have property (27), and (iv) proofs of Results (B.IV)–(B.IX) and are
available in the online version of this manuscript.
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