Given a model of a system and an objective, the model-checking question asks whether the model satisfies the objective. We study polynomial-time problems in two classical models, graphs and Markov Decision Processes (MDPs), with respect to several fundamental ω-regular objectives, e.g., Rabin and Streett objectives. For many of these problems the best-known upper bounds are quadratic or cubic, yet no super-linear lower bounds are known. In this work our contributions are two-fold: First, we present several improved algorithms, and second, we present the first conditional super-linear lower bounds based on widely believed assumptions about the complexity of CNF-SAT and combinatorial Boolean matrix multiplication. A separation result for two models with respect to an objective means a conditional lower bound for one model that is strictly higher than the existing upper bound for the other model, and similarly for two objectives with respect to a model. Our results establish the following separation results: (1) A separation of models (graphs and MDPs) for disjunctive queries of reachability and Büchi objectives.
Introduction
The fundamental problem in formal verification is the modelchecking question that given a model of a system and a property asks whether the model satisfies the property. The model can be, for example, a standard graph, or a probabilistic extension of graphs, and the property describes the desired behaviors of the model. For several basic model-checking questions, though polynomial-time algorithms are known, the best-known existing upper bounds are quadratic or cubic, yet no super-linear lower bounds are known. In graph algorithmic problems unconditional super-linear lower bounds are very rare when polynomial-time solutions exist. However, recently there have been many interesting results that establish conditional lower bounds [1, 3, 5] . These are lower bounds based on the assumption that for some well-studied problem such as 3-SUM [23] or All-Pairs Shortest Paths [33, 36] no (polynomially 1 ) faster algorithm exists (compared to the best known algorithm). The lower bounds in this work assume (A1) there is no combinatorial 2 algorithm with running time of O(n 3−ε ) for any ε > 0 to multiply two n × n Boolean matrices; or (A2) for all ε > 0 there exists a k such that there is no algorithm for the k-CNF-SAT problem that runs in 2 (1−ε)·n · poly(m) time, where n is the number of variables and m the number of clauses. These two assumptions have been used to establish lower bounds for several well-studied problems, such as dynamic graph algorithms [1, 5] , measuring the similarity of strings [2, 4, 7, 9, 10] , context-free grammar parsing [3, 31] , and verifying first-order graph properties [32, 38] . No relation between conjectures (A1) and (A2) is known. In this work we present conditional lower bounds that are super-linear for fundamental model-checking problems. Models. The two most classical models in formal verification are standard graphs and Markov decision processes (MDPs). MDPs are probabilistic extensions of graphs, and an MDP consists of a finite directed graph (V, E) with a partition of the vertex set V into player 1 vertices V1 and random vertices VR and a probabilistic transition function that specifies for vertices in VR a probability distribution over their successor vertices. Let n = |V | and m = |E|. An infinite path in an MDP is obtained by the following process. A token is placed on an initial vertex and the token is moved indefinitely as follows: At a vertex v ∈ V1 a choice is made to move the token along one of the outedges of v, and at a vertex v ∈ VR the token is moved according to the probabilistic transition function. Note that if VR = ∅, then we have a standard graph, and if V1 = ∅, then we have a Markov chain. Thus MDPs generalize standard graphs and Markov chains.
Objectives. Objectives (or properties) are subsets of infinite paths that specify the desired set of paths. Let T ⊆ V be a set of target vertices. The most basic objective is reachability where an infinite path satisfies the objective if the path visits a vertex of T at least once. The dual objective to reachability is safety where an infinite path satisfies the objective if the path does not visit any vertex of T . The next extension of a reachability objective is the Büchi objective that requires the set T to be reached infinitely often. Its dual, the coBüchi objective, requires the set T to be reached only finitely often. A natural extension of single objectives are conjunctive and disjunctive objectives [16, 22, 40] . For two objectives ψ1 and ψ2 their conjunctive objective is equal to ψ1 ∩ ψ2 and their disjunctive objective is equal to ψ1 ∪ ψ2. The conjunction of reachability (resp. Büchi) objectives is known as generalized reachability (resp. Büchi) [22, 40] . A very central and canonical class of objectives in formal verification are Streett (strong fairness) objectives and their dual Rabin objectives [35] . A one-pair Streett objective for two sets of vertices L and U specifies that if the Büchi objective for target set L is satisfied, then also the Büchi objective for target set U has to be satisfied; in other words, a one-pair Streett objective is the disjunction of a coBüchi objective (with target set L) and a Büchi objective (with target set U ). The dual one-pair Rabin objective for two vertex sets L and U is the conjunction of a Büchi objective with target set L and a coBüchi objective with target set U . A Streett objective is the conjunction of k one-pair Streett objectives and its dual Rabin objective is the disjunction of k one-pair Rabin objectives.
Algorithmic questions. Given a model and an objective, the algorithmic question (a) for standard graphs is whether there is a path that satisfies the objective and (b) for MDPs is whether there is a strategy that resolves the non-deterministic choices of outgoing edges for player 1 to ensure that the objective is satisfied with probability 1. Observe that if we consider the model-checking question for MDPs with VR = ∅, then it exactly corresponds to the model-checking question for standard graphs. Given k objectives, the conjunctive query question asks whether there is a strategy for player 1 to ensure that all the objectives are satisfied with probability 1, and the disjunctive query question asks whether there is a strategy for player 1 to ensure that one of the objectives is satisfied with probability 1. Conjunctive queries coincide with conjunctive objectives on graphs and MDPs, while disjunctive queries coincide with disjunctive objectives on graphs but not on MDPs.
Significance of model and objectives. Standard graphs are the model for non-deterministic systems, and provide the framework to model hardware and software systems [20, 27] , as well as many basic logic-related questions such as automata emptiness. MDPs model systems with both non-deterministic and probabilistic behavior; and provide the framework for a wide range of applications from randomized communication and security protocols, to stochastic distributed systems, to biological systems [8, 29] . In verification, reachability objectives are the most basic objectives for safety-critical systems. In general all properties that arise in verification (such as liveness, fairness) are ω-regular languages (ω-regular languages extend regular languages to infinite words), and every ω-regular language can be expressed as a Streett objective (or a Rabin objective). Important special cases of Streett (resp. Rabin) objectives are Büchi and coBüchi objectives [14] . Thus the algorithmic questions we consider are the most basic questions in formal verification.
Model separation and objective separation questions. In this work our results (upper and conditional lower bounds) aim to establish the following two fundamental separations:
• Model separation. Consider an objective where the algorithmic question for both graphs and MDPs can be solved in polynomial time, and establish a conditional lower bound for MDPs that is strictly higher than the best-known upper bound for graphs.
• Objective separation. Consider a model (either graphs or MDPs) with two different objectives and show that, though the algorithmic question for both objectives can be solved in polynomial time, there is a conditional lower bound for one objective that is strictly higher than the best-known upper bound for the other objective.
To the best of our knowledge, there is no previous work that establish any model separation or objective separation result in the literature. Our results. In this work we present improved algorithms as well as the first conditional lower bounds that are super-linear for algorithmic problems in model checking that can be solved in polynomial time, and together they establish both model separation and objective separation results. An overview of the results for the different objectives is given in Table 1 , where our results are highlighted in boldface. We use MEC to refer to the time to compute the maximal end-component decomposition of an MDP. An end-component is a strongly connected sub-MDP for which random vertices have no edges out of the component. We have MEC = O(min(n 2 , m 1.5 )) [14] . Moreover, we use k to denote the number of combined objectives in the case of conjunction or disjunction of multiple objectives and b to denote the total number of elements in all the target sets that specify the objectives. We first describe Table 1 and our main results and then discuss the significance of our results for model and objective separation.
1. Conjunctive and Disjunctive Reachability (and Büchi) Problems. First, we consider conjunctive and disjunctive reachability objectives and queries. Recall that conjunctive objectives and queries in general and disjunctive objectives and queries on graphs coincide. For reachability further the disjunctive objective can be reduced to a single objective. The following results are known: the algorithmic question for conjunctive reachability objectives is NP-complete for graphs [18] , and PSPACEcomplete for MDPs [22] ; and the disjunctive objective can be solved in linear time for graphs and in O(min(n 2 , m 1.5 ) + b) time in MDPs [14, 15] . We present three results for disjunctive reachability queries in MDPs: 2. Conjunctive and Disjunctive Safety Problems. Second, we consider conjunctive and disjunctive safety objectives and queries.
The following results are known: the conjunctive problem can be reduced to a single objective and can be solved in linear time, both in graphs and MDPs (see e.g. [17] ); disjunctive queries for MDPs can be solved in O(k ·m) time; and disjunctive objectives for MDPs are PSPACE-complete [22] . We present two results: (i) We show that for the disjunctive problem in graphs under assumption (A1) there does not exist a combinatorial O(k · n 2−ε ) algorithm for any ε > 0. This implies the same conditional lower bound for disjunctive queries and objectives in MDPs and Disj. Obj. 
Significance of our results. We now describe the model and objective separation results that are obtained from the results we established. 
Model Separation. Table 2 shows our results that separate graphs and MDPs regarding their complexity for certain objectives and queries under assumptions (A1) and (A2). First, for reachability and Büchi objectives disjunction in graphs is in linear time while in MDPs we have Ω(kn 2−o(1) ) and Ω(m 2−o(1) ) conditional lower bounds for disjunctive queries. Second, in graphs the disjunction of coBüchi objectives where each target set is a singleton is in linear time while we establish an Ω(m 2−o(1) ) conditional lower bound for MDPs for both disjunctive objectives and queries.
2. Objective Separation. We consider two aspects, separations between dual objectives like Büchi and coBüchi (Tables 3  and 4 ), and separations between conjunction and disjunction of objectives (Table 5 ). We compare dual objectives in two ways: (i) we show that single objectives that are dual to each other behave differently when we consider disjunction for each of them and (ii) we compare conjunctive objectives and their dual disjunctive objectives. For (ii) we have that conjunctive Büchi objectives are dual to disjunctive coBüchi objectives, and Streett objectives are dual to Rabin objectives.
(a) Separating Dual Objectives in Graphs. In graphs we have that for reachability objectives disjunction is in linear time while for disjunctive safety objectives we establish an Ω(kn 2−o(1) ) lower bound under assumption (A1). Analogous results hold for Büchi and coBüchi objectives. Further, conjunctive Büchi objectives are in linear time and thus can be separated from their dual objective, the disjunctive coBüchi objectives. Finally, for Streett objectives in graphs with b = O(n 2 / log n) we have an O(n 2 ) algorithm while we establish an Ω(n 3−o(1) ) lower bound for Rabin objectives when k = Θ(n). 
(c) Separating Conjunction and Disjunction in Graphs and
MDPs. Except for reachability, i.e., in particular for all considered polynomial-time problems, we observe that the disjunction of objectives is computationally harder than the conjunction of these objectives (under assumptions (A1), (A2)). First, for safety objectives conjunction is in linear time even for MDPs while for disjunctive queries (disjunctive objectives are PSPACE-complete) we present Ω(kn 2−o(1) ) and Ω(m 2−o(1) ) conditional lower bounds, where the first bound also holds for graphs. Second, for Büchi and coBüchi objectives conjunction is in O(MEC+b) on MDPs (and O(m+b) on graphs) while we show Ω(kn 2−o(1) ) and Ω(m 2−o(1) ) conditional lower bounds for disjunctive coBüchi objectives and disjunctive Büchi / coBüchi queries on MDPs. Further, for coBüchi objectives our Ω(kn 2−o(1) ) bound also holds on graphs, which separates conjunction and disjunction also in this setting. Third, corollaries of our results are that for each of one-pair Streett objectives and one-pair Rabin objectives their disjunction is harder than their conjunction.
Remark about Streett and Rabin objective separation. One remarkable aspect of our objective separation result is that we achieve it for Rabin and Streett objectives (both in graphs and MDPs), which are dual. In more general models such as games on graphs, Rabin objectives are NP-complete and Streett objectives are coNPcomplete [21] . In graphs and MDPs, both Rabin and Streett objectives can be solved in polynomial time. Since Rabin and Streett objectives are dual, and they belong to the complementary complex- 
ity classes (either both in P, or one is NP-complete, other coNPcomplete), they were considered to be equivalent for algorithmic purposes for graphs and MDPs. Quite surprisingly we show that under some widely believed assumptions, both for MDPs and graphs, Rabin objectives are algorithmically harder than Streett objectives.
Remark about separating conjunction and disjunction. In logic disjunction and conjunction are dual and for polynomial-time problems to the best of our knowledge there have not been any results which show that one is harder than the other. For reachability objectives the conjunctive problems are harder (NP-complete for graphs, PSPACEcomplete for MDPs) compared to the disjunctive problems, which are in polynomial time. In terms of strategy complexity, again conjunctive objectives are harder than disjunctive objectives: While for disjunctive Büchi objectives memoryless strategies suffice, for conjunctive Büchi objectives strategies require memory; and while for Rabin objectives memoryless strategies suffice, for Streett objectives strategies require memory (even exponential memory in games). Given the existing results, there was no evidence to expect that when polynomial-time algorithms exist that disjunction is harder than conjunction. On the contrary, existing results show that some aspects of conjunctive objectives are harder than the disjunctive counterpart. Surprisingly, our results indicate that from an algorithmic point of view several polynomial-time problems are harder for the disjunctive problems than for their conjunctive counterparts.
Technical contributions. Algorithms.
(1) We show that given the MEC-decomposition of an MDP, the almost-sure reachability problem can be solved in linear time on the MDP where each MEC is contracted to a player 1 vertex. This yields to the improved algorithms for disjunctive queries of reachability and Büchi objectives on MDPs.
(2) For MDPs with disjunctive coBüchi objectives and disjunctive queries of coBüchi objectives we use the MEC-decomposition in a different way; namely, we show that it is sufficient to do a lineartime computation in each MEC per coBüchi objective to solve both disjunctive questions. (3) Further we show that for graphs with a disjunctive coBüchi objective for which the target set of each of the single coBüchi objectives has cardinality one the problem can be solved with a breadth-first search like algorithm in linear time. (4) Finally, we provide faster algorithms for MDPs with Streett objectives. The straight-forward algorithm repeatedly computes MEC-decompositions in a black-box manner; we show that one can open this black-box and combine the current best algorithms for MEC-decomposition [14] and graphs with Streett objectives [19, 25] to achieve almost the same running time for MDPs with Streett objectives as for graphs.
Conditional Lower Bounds. (a) Conjecture (A1) is equivalent to the conjecture that there is no combinatorial O(n 3−ε ) time algo-rithm to detect whether an n-vertex graph contains a triangle [36] . We show that triangle-detection in graphs can be linear-time reduced to disjunctive queries of almost-sure reachability in MDPs and thus that the latter is hard assuming (A1). (b) For the hardness under (A2) we consider the intermediate problem Orthogonal Vectors, which is known to be hard under (A2) [37] , and linear-time reduce it to disjunctive queries of almost-sure reachability in MDPs. (c) For disjunctive safety problems we give a linear-time reduction from triangle-detection that only requires player 1 vertices and thus hardness also holds in graphs when assuming (A1). (d) However, the reduction we give from Orthogonal Vectors to disjunctive safety problems requires random vertices and thus hardness under (A2) only holds on MDPs. (e) We then exploit reductions between the different types of objectives to obtain the hardness results for Büchi, coBüchi, and Rabin. Outline. In Section 2 we provide formal definitions and state the conjectures on which the conditional lower bounds are based. In Section 3 we first describe the conditional lower bounds for disjunctive reachability queries in MDPs and the disjunction of safety objectives in graphs and MDPs and then outline how other conditional lower bounds follow from these results. In Section 4 we summarize our algorithmic results. All details can be found in the full version.
Preliminaries
Markov Decision Processes (MDPs) and Graphs. An MDP P = ((V, E), (V1, VR), δ) consists of a finite directed graph with vertices V and edges E with a partition of the vertices into player 1 vertices V1 and random vertices VR and a probabilistic transition function δ. Plays and Strategies. A play or infinite path in P is an infinite sequence ω = v0, v1, v2, . . . such that (vi, vi+1) ∈ E for all i ∈ N; we denote by Ω the set of all plays. A player 1 strategy σ : V * · V1 → V is a function that assigns to every finite prefix ω ∈ V * · V1 of a play that ends in a player 1 vertex v a successor vertex σ(ω) ∈ V such that there exists an edge (v, σ(ω)) ∈ E; we denote by Σ the set of all player 1 strategies. A strategy is memoryless if we have σ(ω) = σ(ω ) for any ω, ω ∈ V * · V1 that end in the same vertex v ∈ V1. Objectives and Almost-Sure Winning Sets. An objective ψ is a subset of Ω said to be winning for player 1. We say that a play ω ∈ Ω satisfies the objective if ω ∈ ψ. For any measurable set of plays A ⊆ Ω we denote by Pr σ v (A) the probability that a play starting at v ∈ V belongs to A when player 1 plays strategy σ. A strategy σ is almost-sure winning from a vertex v ∈ V for an objective ψ if Pr σ v (ψ) = 1. In graphs the existence of an almost-sure winning strategy corresponds to the existence of a play in the objective. The almost-sure winning set 1 as (P, ψ) of player 1 is the set of vertices for which player 1 has an almost-sure winning strategy. Let Inf(ω) for ω ∈ Ω denote the set of vertices that occurs infinitely often in ω.
Reachability For a vertex set T ⊆ V the reachability objective is the set of infinite paths that contain a vertex of T , i.e.,
Safety For a vertex set T ⊆ V the safety objective is the set of infinite paths that do not contain any vertex of T , i.e.,
Büchi For a vertex set T ⊆ V the Büchi objective is the set of infinite paths in which a vertex of T occurs infinitely often, i.e.,
coBüchi For a vertex set T ⊆ V the coBüchi objective is the set of infinite paths for which no vertex of T occurs infinitely often, i.e., coBüchi (T ) = {ω ∈ Ω | Inf(ω) ∩ T = ∅}.
Streett Given a set SP of k pairs (Li, Ui) of vertex sets Li, Ui ⊆ V with 1 ≤ i ≤ k, the Streett objective is the set of infinite paths for which it holds for each 1 ≤ i ≤ k that whenever a vertex of Li occurs infinitely often, then a vertex of Ui occurs infinitely often, i.e., Streett
Rabin Given a set RP of k pairs (Li, Ui) of vertex sets Li, Ui ⊆ V with 1 ≤ i ≤ k, the Rabin objective is the set of infinite paths for which there exists an i, 1 ≤ i ≤ k, such that a vertex of Li occurs infinitely often but no vertex of Ui occurs infinitely often, i.e., Rabin
Given c objectives ψ1, . . . , ψc, the conjunctive objective ψ = ψ1 ∩ . . . ∩ ψc is given by the intersection of the c objectives, and the disjunctive objective ψ = ψ1 ∪ . . . ∪ ψc = c i=1 ψi is given by the union of the c objectives. For the conjunctive query of c objectives ψ1, . . . , ψc we define the (almost-sure) winning set to be the set of vertices that have one strategy that is (almost-sure) winning for each of the objectives ψ1, . . . , ψc. Analogously, a vertex is in the (almostsure) winning set c i=1 1 as (P, ψi) for the disjunctive query of the c objectives if it is in a (almost-sure) winning set for at least one of the c objectives (i.e. we take the union of the winning sets).
Conjectured Lower Bounds
While classical complexity results are based on standard complexitytheoretical assumptions, e.g., P = NP, polynomial lower bounds are often based on widely believed, conjectured lower bounds about well studied algorithmic problems. Our lower bounds will be conditioned on the popular conjectures discussed below.
First, we consider conjectures on Boolean matrix multiplication [1, 36] and triangle detection [1] in graphs, which build the basis for our lower bounds on dense graphs. A triangle in a graph is a triple x, y, z of vertices such that (x, y), (y, z), (z, x) ∈ E.
Conjecture 2.1 (Combinatorial Boolean Matrix Multiplication
Conjecture (BMM)). There is no O(n 3−ε ) time combinatorial algorithm for computing the boolean product of two n × n matrices for any ε > 0.
Conjecture 2.2 (Strong Triangle Conjecture (STC)
). There is no O(n 3−ε ) time combinatorial algorithm that can detect whether a graph contains a triangle for any ε > 0.
BMM is equivalent to STC [36] . A weaker assumption, without the restriction to combinatorial algorithms, is that detecting a triangle in a graph takes super-linear time.
Second, we consider the Strong Exponential Time Hypothesis [11, 28] and the Orthogonal Vectors Conjecture [6] , the former dealing with satisfiability in propositional logic and the latter with the Orthogonal Vectors Problem.
The Orthogonal Vectors Problem (OV). Given two sets S1, S2 of d-bit vectors with |Si| ≤ N , d ∈ Θ(log N ), are there u ∈ S1 and v ∈ S2 such that d i=1 ui · vi = 0? Conjecture 2.3 (Strong Exponential Time Hypothesis (SETH)). For each ε > 0 there is a k such that k-CNF-SAT on n variables and m clauses cannot be solved in O(2 (1−ε)n poly(m)) time.
Conjecture 2.4 (Orthogonal Vectors Conjecture (OVC)
). There is no O(N 2−ε ) time algorithm for OV for any ε > 0. SETH implies OVC [37] , i.e., whenever a problem is hard assuming OVC, it is also hard when assuming SETH. Hence, it is preferable to use OVC for proving lower bounds. Finally, to 
Conditional Lower Bounds
In this section we present all conditional lower bounds.
Disjunctive Reachability in MDPs
We first present our lower bound for dense MDPs based on STC. The above theorem is by the following reduction from the triangle detection problem.
Reduction 3.2. Given an instance of triangle detection, i.e., a graph G = (V, E), we build the following MDP P .
• The vertices V of P are given by four copies V 1 , V 2 , V 3 , V 4 of V , a start vertex s, and absorbing vertices F = {gv | v ∈ V }.
The edges E of P are defined as follows: There is an edge from s to the first copy v 1 ∈ V 1 of every v ∈ V and the last copy v 4 ∈ V 4 of every v ∈ V is connected to its first copy v 1 and its corresponding absorbing vertex gv ∈ F ; further for
Moreover, the probabilistic transition function for each vertex v ∈ V R chooses among v's successors with equal probability 1/2 each.
The reduction is illustrated in Figure 1 . Next we prove that Reduction 3.2 is indeed a valid reduction from triangle detection to disjunctive reachability queries in MDPs. Proof. For the only if part assume that G has a triangle with vertices a, b, c and let a i ,b i ,c i be the copies of a, b, c in V i . Now a strategy for player 1 in the MDP P to reach ga with probability 1 is as follows: When in s, go to a 1 ; when in a 1 , go to b 2 ; when in b 2 , go to c 3 ; when in c 3 , go to a 4 . As a, b, c form a triangle, all the edges required by the above strategy exist. When player 1 starts in s and follows the above strategy the only random vertex he encounters is a 4 . The random choice sends him to the target vertex ga and to vertex a 1 with probability 1/2 each. In the former case he is done, in the latter case he continues playing his strategy and will reach a 4 again after three steps. The probability that player 1 has reached ga after 3q + 1 steps is 1 − (1/2) q which converges to 1 with q going to infinity. Thus we have found a strategy to reach ga with probability 1.
For the if part assume that s ∈ v∈V 1 as (P, Reach (Tv)). That is, there is an a ∈ V such that s ∈ 1 as (P, Reach (Ta)). Let us consider a corresponding strategy for reaching Ta = {ga}. First, assume that the strategy would visit a vertex v 4 for v ∈ V \ {a}. Then with probability 1/2 player 1 would end up in the vertex gv which has no path to ga, a contradiction to s ∈ 1 as (P, Reach (Ta)). Thus the strategy has to avoid visiting vertices v 4 for v ∈ V \ {a}. Second, as the only way to reach ga is a 4 , the strategy has to choose a 4 . But then with probability 1/2 it will be send to a 1 and there must be a path from a 1 to ga that doesn't not cross V 4 \ {a 4 }. By the latter this path must be of the form a 1 , b 2 , c 3 , a 4 , ga for some b, c ∈ V . Now by the construction of G in the MDP P the vertices a, b, c form a triangle in the original graph G.
The size and the construction time of the MDP P , constructed by Reduction 3.2, is linear in the size of the original graph G and we have k = Θ(n) target sets. Thus if we would have a combinatorial O(n 3− ) or O((k · n 2 ) 1− ) algorithm for disjunctive queries of reachability objectives in MDPs for any > 0, we would immediately get a combinatorial O(n 3− ) algorithm for triangle detection, which contradicts STC and BMM.
Next we present a lower bound for sparse MDPs based on OVC and SETH. To prove the above we give a reduction from OVC to disjunctive reachability queries in MDPs.
Reduction 3.5. Given two sets S1, S2 of d-dimensional vectors, we build the following MDP P .
• The vertices V of the MDP P are given by a start vertex s, vertices S1 and S2 representing the sets of vectors, vertices C = {ci | 1 ≤ i ≤ d} representing the coordinates, and absorbing vertices F = {gv | v ∈ S2}. The edges E of P are defined as follows: the start vertex s has an edge to every vertex of S1 and every vertex v ∈ S2 has an edge to s and to its corresponding absorbing vertex gv ∈ F ; further for each x ∈ S1 there is an edge to ci ∈ C iff xi = 1 and for each y ∈ S2 there is an edge from ci ∈ C iff yi = 0. • The set of vertices V is partitioned into player 1 vertices V1 = {s} ∪ C ∪ F and random vertices VR = S1 ∪ S2. The probabilistic transition function for each vertex v ∈ VR chooses among v's successors uniformly at random.
The reduction is illustrated on an example in Figure 2 .
Lemma 3.6. There exist orthogonal vectors x ∈ S1, y ∈ S2 iff s ∈ v∈V 1 as (P, Reach (Tv)) where P is the MDP given by Reduction 3.5 and Tv = {gv} for v ∈ V .
Proof. If one of the sets S1 and S2 contains the all-zero vector, an orthogonal pair of vectors exists trivially and this can be detected in For the only if part assume that there are orthogonal vectors x ∈ S1, y ∈ S2. Now a strategy for player 1 in the MDP P to reach gy with probability 1 is as follows: When in s, go to x; when in some c ∈ C, go to y. As x and y are orthogonal, each ci ∈ C reachable from x has an edge to y, i.e., for xi = 1 it must be that yi = 0. When player 1 starts in s and follows the above strategy, he reaches y after three steps. There the random choice sends him to the target vertex gy and back to vertex y with probability 1/2 each. In the former case he is done, in the latter case he continues playing his strategy and will reach y again after three steps. The probability that player 1 has reached gy after 3q steps is 1 − (1/2) q , which converges to 1 with q going to infinity. Thus we have found a strategy to reach gy with probability 1.
For the if part assume that s ∈ v∈V 1 as (P, Reach (Tv)). That is, there is an y ∈ S2 such that s ∈ 1 as (P, Reach (Ty)). Let us consider a corresponding strategy for reaching Ty = {gy}. First, assume that the strategy would visit a vertex y ∈ S2 for y = y. Then with probability 1/2 the player would end up in the vertex g y which has no path to gy, a contradiction to s ∈ 1 as (P, Reach (Ty)). Thus the strategy has to avoid visiting vertices S2 \ {y}. Second, as the only way to reach gy is y, the strategy has to choose y. But then with probability 1/2 it will be send to s and thus there must be a strategy to reach gy from s with probability 1 that does not cross S2 \ {y}. As y is the only predecessor of gy, there must also be such a strategy to reach y. In other words, there must be an x ∈ S1 such that for each successor ci ∈ C there is an edge to y. By the construction of the MDP P this is equivalent to the existence of an x ∈ S1 such that whenever xi = 1 then yi = 0, and thus x and y are orthogonal vectors.
The number of vertices in P , constructed by Reduction 3.5, is O(N ) and the construction can be performed in O(N log N ) time (recall that d ∈ O(log N )). The number of edges m is O(N log N ) (thus we consider P to be a sparse MDP) and the number of target sets k ∈ Θ(N ) = θ(m/ log N ). Finally, if we would have an O(m 2− ) or O((k · m) 1− ) algorithm for disjunctive reachability queries in MDPs for any > 0, we would immediately get an O(N 2− ) algorithm for OV, which contradicts OVC (and thus SETH).
Safety Objectives
We first present a lower bound for disjunctive safety based on STC that even holds on graphs. The above is by the linear time reduction from triangle detection to disjunctive safety in graphs provided below.
Reduction 3.8. Given a graph G = (V, E) (for triangle detection), we build a graph G = (V , E ) (for disjunctive safety) as follows. As vertices V we have four copies
Finally, s has an edge to all vertices in V 1 and all vertices in V 4 have an edge to s. Figure 3 . Proof. For the only if part assume that G has a triangle with vertices a, b, c and let a i ,b i ,c i be the copies of a, b, c in V i . Now a strategy for player 1 in G to satisfy Safety (Ta) is as follows: When in s, go to a 1 ; when in a 1 , go to b 2 ; when in b 2 , go to c 3 ; when in c 3 , go to a 4 ; and when in a 4 , go to s. As a, b, c form a triangle, all the edges required by the above strategy exist. When player 1 starts in s and follows the above strategy, then he plays an infinite path that only uses vertices s, a 1 , b 2 , c 3 , a 4 and thus satisfies Safety (Ta).
Reduction 3.8 is illustrated in
For the if part assume that there is a winning play starting in s and satisfying Safety (Ta). Starting from s, this play has to first go to a 1 , as all other successors of s would violate the safety constraint. Then the play continues on some vertex b 2 ∈ V 2 and c 3 ∈ V 3 and then, again by the safety constraint, has to enter a 4 . Now by construction of G we know that there must be edges (a, b), (b, c), (c, a) in the original graph G, i.e. there is a triangle in G.
The size and the construction time of the graph G , constructed by Reduction 3.8, is linear in the size of the original graph G and we have k = Θ(n) target sets. Thus if we would have a combinatorial O(n 3− ) or O((k · n 2 ) 1− ) algorithm for disjunctive safety objectives or queries in graphs, we would immediately get a combinatorial O(n 3− ) algorithm for triangle detection, which contradicts STC (and thus BMM).
The above reduction uses a linear number of safety constraints which are all of linear size. Thus, a natural question is whether smaller safety sets would make the problem any easier. Next we s x 1 argue that our result even holds for safety sets that are of logarithmic size. To this end we modify Reduction 3.8 as follows. We remove all edges incident to s and replace them by two complete binary trees. The first tree with s as root and the vertices V 1 as leaves is directed towards the leaves, the second tree with root s and leaves V 4 is directed towards s. Now for each pair v 1 , v 4 one can select one vertex of each level of the trees (except for the root levels) for the set Tv such that the only safe path starting in s has to use v 1 and each safe path to s must pass v 4 . As the depth of the trees is logarithmic in the number of leaf vertices, we get sets of logarithmic size. The construction with the binary trees is illustrated in Figure 4 .
Next we present an Ω(m 2−o(1) ) lower bound for disjunctive objective/query safety in sparse MDPs. To prove the above, we give a linear time reduction from OV to disjunctive safety objectives/queries. Reduction 3.11. Given two sets S1, S2 of d-dimensional vectors, we build the following MDP P .
• The vertices V of the MDP P are given by a start vertex s, vertices S1 and S2 representing the sets of vectors, and vertices C = {ci | 1 ≤ i ≤ d} representing the coordinates. The edges E of P are defined as follows: the start vertex s has an edge to every vertex of S1 and every vertex v ∈ S2 has an edge to s; further for each x ∈ S1 there is an edge to ci ∈ C iff xi = 1 and for each y ∈ S2 there is an edge from ci ∈ C iff yi = 1. • The set of vertices V is partitioned into player 1 vertices V1 = {s}∪S2 and random vertices VR = S1 ∪C. Moreover, the probabilistic transition function for each vertex v ∈ VR chooses among v's successors uniformly at random.
The reduction is illustrated on an example in Figure 5 .
Lemma 3.12. Given two sets S1, S2 of d-dimensional vectors, the corresponding MDP P given by Reduction 3.11 and Tv = {v} for v ∈ S2 the following statements are equivalent 1. There exist orthogonal vectors x ∈ S1, y ∈ S2.
2. s ∈ v∈S 2 1 as (P, Safety (Tv))
3. s ∈ 1 as P, v∈S 2 Safety (Tv)
Proof. W.l.o.g. we assume that the 1-vector, i.e., the vector with all coordinates being 1, is contained in S2 (adding the 1-vector does not change the result of the OV instance). Then a play in the MDP P proceeds as follows. Starting from s, player 1 chooses a vertex x ∈ S1; then a vertex c ∈ C and then a vertex y ∈ S2 are picked randomly; then the play goes back to s, starting another cycle of the play.
(1)⇒(2): Assume there are orthogonal vectors x ∈ S1, y ∈ S2. Now player 1 can satisfy Safety (Ty) in the MDP P by simply going to x whenever the play is in s. The random player will then send it to some adjacent c ∈ C and then to some adjacent vertex in S2, but as x and y are orthogonal, this c is not connected to y. Thus the play will never visit y.
(2)⇒(3): Assume s ∈ v∈S 2 1 as (P, Safety (Tv)). Then there is a vertex y ∈ S2 such that s ∈ 1 as (P, Safety (Ty)). Now we can enlarge the objective to v∈S 2 Safety (Tv) and obtain s ∈ 1 as P, v∈S 2 Safety (Tv) .
(3)⇒(1): Assume s ∈ 1 as P, v∈S 2 Safety (Tv) and consider a corresponding strategy σ. W.l.o.g. we can assume that this strategy is memoryless [34] . Thus whenever the play is in s, it picks a fixed x ∈ S1 as the next vertex. Assume towards contradiction that there is no orthogonal vector y ∈ S2 for x. Then for each y ∈ S2 we have that there is a c ∈ C connecting x to y. In each cycle of the play one goes from s to x and then by random choice to some vertex in S2. By the above, each of the vertices in S2 has a non-zero probability to be reached in this cycle, which can, for each fixed n, be lower bounded by a constant p. Thus after n cycles in the play with probability at least p |S 2 | all vertices in S2 have been visited and thus none of the safety objectives is satisfied, a contradiction to the assumption that with probability 1 at least one safety objective is satisfied. Thus there must exist a vector y ∈ S2 orthogonal to x.
The number of vertices in the MDP P , constructed by Reduction 3.11, is O(N ), the number of edges m is O(N log N ) (recall that d ∈ O(log N )), we have k ∈ Θ(N ) target sets, and the construction can be performed in O(N log N ) time. Thus, if we would have an O(m 2− ) or O((k ·m) 1− ) algorithm for disjunctive queries or disjunctive objectives of safety objectives for any > 0, we would immediately get an O(N 2− ) algorithm for OV, which contradicts OVC (and thus SETH).
Discussion on other Conditional Lower Bounds
With the following observations the conditional lower bounds for Rabin objectives and several disjunctive questions for Büchi and coBüchi objectives (see Table 1 ) follow as corollaries from the results presented for reachability and safety objectives. First there exists a linear time reduction from reachability to Büchi objectives in MDPs [12, Remark 2.3] that also holds for disjunctive queries (see Observation 2.6 in the full version). Second the conditional lower bounds for disjunctive safety objectives and queries actually already hold for the question whether the (almost-sure) winning set is empty. Further we have that the winning set for disjunctive safety objectives (resp. queries) is empty if and only if the winning set for disjunctive coBüchi objectives (resp. queries) with the same target sets is empty. Finally it is easy to see that disjunctive coBüchi objectives are special instances of Rabin objectives. 
Improved Algorithms
Disjunctive Reachability and Büchi Queries in MDPs. The improved algorithm for disjunctive reachability queries in MDPs is based on the following three ideas: MDPs with Streett Objectives. On graphs, the algorithms for Streett objectives with Streett pairs SP = {(Li, Ui) | 1 ≤ i ≤ k} are based on finding "good" strongly connected subgraphs and then determining which vertices can reach these "good components". A good component is a strongly connected subgraph induced by vertices C such that for each 1 ≤ i ≤ k we have Li ∩ C = ∅ or Ui ∩ C = ∅, i.e., if an infinite path traverses exactly the vertices of the good component infinitely often, then this path is winning.
(a) First we show (compare [8] ) that we can use a similar approach for MDPs: finding good end-components, i.e., endcomponents X with Li ∩ X = ∅ or Ui ∩ X = ∅ for each 1 ≤ i ≤ k, and then compute almost-sure reachability on the union of all good end-components to determine the almostsure winning set. In a good end-component player 1 has an almost-sure winning strategy that visits with probability 1 all the vertices in the good end-component infinitely often.
(b) The basic algorithm to find good end-components, starting with the MEC-decomposition, repeatedly removes vertices that cannot be in a good end-component, namely sets Li for which no vertex of Ui is in the same end-component, and then recomputes the MEC-decomposition of the remaining MDP. This algorithm maintains a set of end-components as candidates for good endcomponents.
(c) To improve upon the basic algorithm, we do not maintain end-components but only sets of vertices without outgoing random edges for which we can guarantee that each good endcomponent is contained in one candidate. This relaxed invariant allows us, after initializing with the MEC-decomposition, to make progress in each iteration only with computing maximal strongly connected components (SCCs) and removing certain vertices. This algorithm can be seen as "interleaving" the removal of vertices that cannot be in a good end-component and the recomputations of MEC-decompositions.
(d) We then extend the two techniques that lead to the best asymptotic running times on graphs [13] , one for dense graphs and one for sparse graphs, to MDPs. Both techniques basically enable to check for strong connectivity faster after the removal of vertices. For dense graphs we use a sparsification technique called Hierarchical Graph Decomposition that was introduced by [24] for undirected graphs and extended to directed graphs and game graphs by [14] . For sparse graphs we use "parallel local searches" similar to [25] . MDPs with Disjunctive coBüchi Objectives and Queries. For disjunctive coBüchi we want to know whether there is a strategy that visits one of the target sets only finitely often. For this we can test each of the target sets by removing vertices from the MDP and computing MECs and almost-sure reachability in the remaining graph. The improved algorithm is based on the observation that, instead of computing a MEC-decomposition for each target set, we can compute a MEC-decomposition once in the beginning and then check for each MEC and each target set whether a certain set of vertices contains all vertices of the MEC. Graphs with Disjunctive Singleton coBüchi Objectives. To compute the winning set for graphs with disjunctive coBüchi objectives that are all singletons, it is sufficient to detect whether a strongly connected graph contains a cycle that does not contain all the vertices in the union of the coBüchi target sets. We first take one of the target vertices and check whether there is a cycle not containing this vertex by computing SCCs once. If not, then this vertex s is contained in all cycles of the graph. We then assign 0-1 edge weights to the edges of G such that all edges that lead to target vertices have weight 1 and all other edges have weight 0. Then there exists a cycle not containing all target vertices iff we can go from s to s (using at least one edge) on a path of total weight less than k. We can compute the total weight of the shortest such path in linear time using a breadth-first search like algorithm. Theorem 4.4. Given a graph and coBüchi objectives with target sets Ti with |Ti| = 1 for 1 ≤ i ≤ k, the winning set for the disjunction over the coBüchi objectives can be computed in O(m) time.
Conclusion
In this work we present improved algorithms and the first conditional super-linear lower bounds for several fundamental model-checking problems in graphs and MDPs w.r.t. to ω-regular objectives. Our results establish the first model separation results for graphs and MDPs w.r.t. to classical ω-regular objectives, and the first objective separation results both in graphs and MDPs for dual objectives, and the conjunction and disjunction of objectives of the same type. An interesting direction of future work is to consider similar results for other models, such as, games on graphs.
