Abstract. An -expansion is presented for the ensemble-averaged spectral function of noninteracting matter waves in random potentials. We obtain the leading quantum corrections to the deep classical limit at high energies by the Wigner-Weyl formalism. The analytical results are checked with success against numerical data for Gaussian and laser speckle potentials with Gaussian spatial correlation in two dimensions.
Introduction
With this paper, we present a semiclassical calculation of the spectral function that describes the joint energy-momentum distribution of noninteracting (matter) waves in random potentials. This study has a twofold motivation, theoretical as well as experimental. On the theoretical side, it is a challenge in itself to obtain ensembleaveraged results by semiclassical expansions in strongly disordered systems. The generic case we study in detail is a quantum particle in a smooth, Gaussian random process, a well-known model for benchmarking different approximations [1] . On the experimental side, the dynamics of quantum particles in random potentials is nowadays studied quite intensely with ultracold atoms in random optical potentials, as reviewed in [2] [3] [4] . Two issues under current scrutiny are the distinction between classical diffusion and Anderson localisation [5] [6] [7] [8] , and the determination of the mobility edge in laser speckle potentials [9, 10] . These potentials are a well-controlled source of disorder with interesting statistical properties that differ from the simple Gaussian processes mentioned above [11] [12] [13] . Practically, one has to know the spectral function precisely in order to connect the experimentally observed momentumspace densities to characteristic energies. In the strong-disorder regime, analytical weak-disorder approximations cannot be applied. Moreover, trustworthy numerical estimates cost considerable computational resources, especially in two-and threedimensional settings. Thus, we propose to study the spectal function in strong disorder potentials by a systematic semiclassical expansion around the classical solution.
The rest of the article is structured as follows. Section 2 introduces the spectral function and its properties relevant in the present context, together with the ensembleaveraged density of states. We define the classical limit and show why the usual weakdisorder approximations are inadequate. In Section 3 we provide the computational framework for the leading quantum corrections, at least for the so-called Wigner-Weyl or smooth contribution of point-like periodic orbits. The resulting formula is tested against numerical data for the spectral function in a generic 2d Gaussian potential in Section 4, and in a laser speckle potential in Section 5. We find excellent agreement for the Gaussian case, but also observe that the most salient quantum corrections for red-and especially blue-detuned speckle potentials are beyond the Wigner-Weyl approach. Section 6 summarises.
Spectral function
We define the spectral function for matter waves in random potentials, describe a few of its properties, and discuss the limitations of standard weak-disorder approximations.
Definitions, properties
We consider single-particle systems where the Hamiltonian generator of time evolution, H(r, p) = T (p) + V (r), is the sum of kinetic and potential energy. In particular, let V (r) be a random potential for the real-space coordinate vector r ∈ [0, L] d =: L d confined to a d-dimensional cubic volume. T (p) denotes the kinetic energy, a function of the canonically conjugate momentum of the particle with mass m. While our results pertain to arbitrary T (p), we will use the Galilean free-space dispersion T (p) = p 2 /2m in concrete examples, and often use the index notation T p .
Heisenberg's commutation relation imposes [r,p] = i for the quantum mechanical observables. Since potential and kinetic energy do not commute, neither position nor momentum are good quantum numbers. One possibility to describe the system is by a numerical diagonalisation of the random Hamiltonian for each realisation of disorder, followed by an ensemble average, noted (.). However, this procedure can be very costly in terms of computational resources, especially for high-dimensional, strongly disordered systems that require many realisations to reach convergence. Analytical approaches rather try to describe ensemble-averaged quantities from the start. One such quantity, the simplest in some sense, is the average single-particle resolventĜ(z) = [z −Ĥ] −1 , which is the object of the present work.
We will assume throughout that the disorder potential is statistically homogeneous, meaning that the ensemble average restores translation invariance. Consequently, momentum does become a good quantum number for the average resolvent, whose matrix elements define the single-particle Green function k|Ĝ(z)|k = δ kk G k (z). By virtue of its analytical properties, the Green function at any point z in the complex energy plane,
can be reconstructed from its imaginary part on the real axis,
The latter function is known as the spectral function and contains vital information about the (averaged) spectrum of the system. With help of the identity Im(x − i0) −1 = πδ(x) for the Dirac distribution, it can be written
It thus appears as the probability density that a plane-wave state |k has energy E.
In the absence of a potential, the spectral function A k (E) V =0 → δ(E − T k ) projects onto the free dispersion. As a rule, the stronger the perturbation, the broader this function becomes.
Summing over all states yields the average density of states (AVDOS),
as the trace of the spectral operatorÂ(E) = δ(E −Ĥ). (Sums over momenta are understood to run over k = n/2πL, n ∈ Z d allowed by periodic boundary conditions on [0, L] d . Note that several conventions for the spectral function exist in the literature, with factors of 2π in different places-see, e.g., [11, 14] for an alternative.) The definition (2) implies the normalisation
This relation is but the first out of a hierachy of sum rules reading
Apart from the normalisation a 0 k = 1, equation (4), we have the first moment a
is the average value of the random potential. Other moments of the on-site value are determined by the one-point distribution function P 1 (V ) according to
Since we assume V (r) to be an ergodic process, ensemble averages can also be obtained
(Integrals over positions are understood to run over the volume [0, L] d .) With the second moment,
on-site fluctuations around the mean, δV (r) = V (r)−V , come into play. Their second moment, δV (r) 2 =: δV 2 , measures the on-site variance of potential fluctuations. Starting from the third moment a 3 k , also information about spatial correlations between fluctuations is encoded. In the remainder of this work, we will only require the covariance
Typically, the correlation function C(r) decays from 1 to 0 over a microscopic length scale ζ (for notational simplicity, we consider isotropic correlations). This introduces a correlation energy scale,
In the following, we will focus exclusively on the strong-potential regime defined by
In this situation, the atom kinetic energy fluctuates also by δT (k) ∼ δV E ζ , and therefore produces large momenta k /ζ. In other words, the dynamics of matter waves inside the random potential will be dominated by the semiclassical regime kζ .
Classical limit
One may neglect the non-commutativity ofr andp entirely in the deep classical limit δV /E ζ → ∞ that is noted commonly, if rather abusively, → 0. The spectral function (2) then tends to
The corresponding AVDOS (3) is
namely the convolution of the free DOS ν 0 (E) with the one-point distribution [13, 15] . For the Galilean dispersion,
The classical limit (11) , sometimes referred to as the Thomas-Fermi limit [15] , is reached because
depends only on the potential value V 1 = V (r 1 ) at an arbitrary point r 1 . Then the ensemble average δ(x − V 1 ) = dV 1 δ(x − V 1 )P 1 (V 1 ) = P 1 (x) produces indeed (11) . This result means that in the deep classical limit, the probability for a particle with momentum k to have potential energy V = E − T k is given by the on-site distribution P 1 (V ) alone [16] . Quantum corrections to this classical limit arise because finite (in the sense of less-than-infinite) momenta probe nonlocal features of the potential and thus should be sensitive to its correlations. Accordingly, the classical limit (11) obeys the first three sum rules for p = 0, 1, 2 already on its own, and quantum corrections can only be expected to arise for higher-oder sum rules p ≥ 3, which are sensitive to the spatial correlations. The systematic semiclassical derivation of such corrections is presented in section 3 below. Before, we briefly discuss the obvious limitations of standard, popular [11, [17] [18] [19] , weak-disorder approximations.
Self-energy and inadequacy of Born approximations
One can try and construct the spectral function from the information contained in the lowest moments of the random potential, mean (6) and covariance (9) . This is most economically achieved by introducing the self-energy Σ k (z) via Dyson's equation
and taking the limit z = E + i0. The spectral function then is
Formal operator identities permit to expand the self-energy in an asymptotic series,
involving only connected averages of the potential. The first term merely shifts the energy by the potential mean. The second term contains information about the variance. If the series is truncated after this term, it results in the so-called Born approximation (BA),
The second equality introduces the Fourier transform
of the real-space correlator (9), normalised to k C k = 1. Since the BA (16) neglects terms of order δV 3 , it can hold only for weak potential fluctuations compared to the other energies involved, δV 2 T E ζ [11] . A popular extension that pretends to a larger range of validity is the self-consistent BA (SCBA), where the free propagator in (16) is replaced by the renormalised propagator itself,
This equation has to be solved numerically for the unknown complex function Σ SCBA k (z) appearing on both sides. Despite its popularity, the SCBA fails badly in the semiclassical regime of interest. Indeed, define z k := (z − T k − V )/δV as well as σ k (z) := (Σ k (z) − V )/δV and consider (18) in the formal limit → 0 (i.e., δV /E ζ → ∞). Since the correlation function C k−k constrains |k − k | to be of order /ζ, it turns into δ kk . The scaled complex self-energy
. This can be readily solved for the real and imaginary parts,
As a consequence, the spectral density (14) becomes
where |E − V − T k | ≤ 2δV , and vanishes elsewhere. In a zero-dimensional setting where the kinetic energy is irrelevant, this form of the resulting AVDOS is known as "Wigner's semi-circle law," a celebrated property of random-matrix ensembles [20, 21] . It is reassuring that one recovers a "universal" law by using very few properties. However, we know already that the true result in the deep classical limit is the potential distribution function (11), which need not be close to a semi-circle law at all. Moreover, for certain classes of potentials such as the laser speckle potentials discussed in section 5 below, the distribution function is not even. Then, there can be no hope to catch the strong-disorder properties of the spectral function by an approximation built solely upon even powers of the fluctuations, and a systematic description of quantum corrections beyond the classical limit is desirable.
Semiclassical corrections
With this section, we turn to the calculation of quantum corrections
to the deep classical limit (11) . The proper tool in the regime of interest, δV E ζ , is a semiclassical approximation. We face the task of computing the (momentum-)local average density of states,
The calculation of traces like this has a long-standing history in semiclassical physics, where phase-coherent quantum evolution is described by the superposition of Feynman path amplitudes. Two types of contributions to formal -expansions around the classical solution are known [22, 23] : first the so-called smooth part, also known as Wigner-Weyl corrections, formally due to orbits of zero length, and second the socalled fluctuating part, due to periodic orbits of finite length. Before turning to the calculation of the smooth part below, we briefly discuss the fluctuating part.
Absence of oscillatory contributions
We neglect the so-called oscillatory contributions from periodic orbits of finite length in the calculation below. The qualitative reason why this approximation can be expected to be valid is that these orbits depend very sensitively upon the detailed potential configuration for each realisation of disorder. An average over either an energy range or an ensemble of realisations should then efficiently wipe out these fluctuations. More quantitatively, the semiclassical expression of the oscillatory contributions is a sum over periodic paths γ where each term is proportional to a phase factor exp{ i dt δV (r γ (t))}, in the eikonal approximation where the random potential affects the phase of the classical trajectory [23] . Over a typical path segment of length ζ, this phase perturbation suppresses the contribution by an exponential factor of order exp{−c δV 2 /EE ζ } with c a numerical factor. At fixed energy E/δV , this becomes exponentially small in the regime δV /E ζ → ∞ of interest.
We will find below that this reasoning applies well to the Gaussian random potential discussed in section 4, where the main spectral weight lies at energies |E| δV around the mean potential, much above the deep wells. In contrast, section 5 will show that in laser speckle potentials quantum corrections beyond the smooth Wigner-Weyl terms are important, because a rather large spectral weight is located close to energy E = 0, where the classical distribution is discontinuous, and corrections are of a more singular nature.
Semiclassical expression for the spectral function
In order to compute the quantum corrections to the smooth part, we employ Wigner's phase space formulation of quantum mechanics [24] [25] [26] [27] [28] [29] [30] in notations adapted to a finitesize system with discrete momenta [31, 32] . In this formalism, the trace of an arbitrary operator X(r,p) is expressed as the phase-space integral
over its Wigner function
The function X W (r, p), also called Wigner transform or Weyl symbol [33] can equivalently be written as the scalar product X W (r, p) = tr{X(r,p)W (r − r;p − p)} with the Stratonovich-Weyl operator kernel
= dr e ipr / |r + r 2 r − r 2 |
The semicolon in (25) indicates ordering of products ofr andp such thatr always stands left ofp. Since this kernel obeys the Hilbert-Schmidt orthogonality
one can invert (23) and write the operator in terms of its Wigner function,
Moreover, it follows that the trace of a product of operators X(r,p) and Y (r,p) is the phase-space integral of their Wigner function product:
Applied to (21) withX = |k k| andŶ = δ(E −Ĥ) before the ensemble average, this yields
since |k k| W (r, p) = δ kp projects onto the momentum k. Upon the ensemble average, the argument under the integral becomes independent of r, and we thus arrive at the first result 
is the classical Hamiltonian function. The first term inserted into (32) yields the expected classical result (11) . Quantum corrections involve the differential operator
that implements the Poisson bracket in linear order, {f ← → Λ g} = {f, g}. In the second-order terms of (33) , ← → Λ is understood to act only on the directly neighboring functions [35] . For our separable Hamiltonian, we find
We remark, moreover, that one may group the second terms from (36), of the type (∂V ) 2 δ (E − H) = −(∂V )∂δ (E − H), with the terms of type (∂ 2 V )δ (E − H) from (35) by partial integration under the r-integral in (31) . Thus, the leading-order quantum corrections to the spectral function are
Here we have introduced the variable
together with the possibly k-dependent tensors of inverse effective mass m
remain to be expressed by the statistical properties of the random process V (r).
Moments from characteristic functional
Expression (39) requires to calculate moments of potential derivatives. This suggests the Fourier representation V (r) = q e iqr V q such that
(We set = 1 in the Fourier expansion since it does not interfere with the formal -expansion.) Similarly, we write the derivatives of Dirac distributions as the Fourier integrals
Then, the ensemble average in (39) has to be taken over the combination V q e iαV (r) . We generate the prefactor V q by the differentiation
of the characteristic functional in the momentum representation,
With the choice β p = αe ipr , it returns
the characteristic function of the one-point distribution. Since the ensemble-averaged result does not depend on the point r, we may choose r = 0 to simplify notations. Thus, the coefficients (39) become
Here ends the general development of the theory. Once the characteristic functional (43) of a specific random potential is given, one can compute the functions (45) and evaluate (37) . This will be carried out in the following two sections for a Gaussian random process and a laser speckle potential, respectively.
Gaussian potentials
As a benchmark test for the semiclassical approach we consider a Gaussian random process centered on V = 0 and with variance V 2 = δV 2 .
Statistical properties
The full distribution functional of the Gaussian random process of interest is
with a normalisation constant N 1 and the two-point correlation (17) . Its characteristic functional is equally Gaussian,
and the derivative required in (45) reads
with χ 1 (α) = exp(−V 2 α 2 /2). The one-point distribution is of course also Gaussian,
Spectral function
With (48) and (49), the functions (45) become
where
is the correlation curvature. Combining all factors, we obtain
With an isotropic dispersion T k = k 2 /2m such that m −1 ij = δ ij /m as well as v i = k i /m and an isotropic Gaussian spatial correlation C(r) = exp −r 2 /(2ζ 2 ) such that C ij = δ ij /ζ 2 , this simplifies to
This correction involves third and fourth derivatives of the one-point potential distribution, a property that ensures that quantum corrections do not change the sum rules (5) at the three lowest orders p = 0, 1, 2, which are alread exhausted by the classical limit A cl k (E) = P 1 (E − T k ). The first one to be corrected is the cubic moment, classically given by a
k and shifted by ∆a 3 k = dV 2 E ζ /2, actually independent of k, but governed by the "quantum" energy scale E ζ = 2 /mζ 2 . Since P 1 (ξ) = V −1 f (ξ/V ) with a scalar function f (x) of order unity, the two correction terms appearing in (53) are of the order E ζ /V and E ζ T k /V 2 , respectively. The formal -expansion is justified ex post if these corrections are small, which is the case in the semiclassical regime E ζ /V 1. Figure 1 shows A 0 (E) at zero momentum as function of energy E (both in units of the rms potential strength V ) for different values of V /E ζ in d = 2 dimensions. Data points are the result of a numerical calculation and reproduce results available in the literature [1] ; Appendix A contains technical details about the numerical methods. 
V /E ζ = ∞ Figure 1 . Spectral function A 0 (E) at zero momentum as function of energy E (in units of rms potential strength V ) for V /E ζ = 2, 4 in d = 2 dimensions, approaching the normal distribution P 1 (E) (black curve). Inset: The quantum correction ∆A 0 (E) in scaled vertical units such that the data collapse onto the semiclassical approximation (54), shown as the continuous orange curve.
The computed data curves converge toward the classical result, the normal distribution A cl 0 (E) = P 1 (E) of eq. (49), shown in black. In the inset, we plot the semiclassical approximation for the quantum corrections,
which is found to reproduce the data very well. Notably, since the correction is proportional to P 1 (E), it vanishes at the origin and E = ± √ 3V and thus explains the approximate crossing of all curves at these points, for large enough values of V /E ζ . The lowest-order approximation starts to deviate from the data when V /E ζ becomes too small, but the general trend is captured faithfully down to about V /E ζ = 2.
Average density of states
In d = 2 where ν 0 (E) = N 2 Θ(E) is a pure step function of energy, the classical AVDOS (12) becomes the integral of the one-point distribution up to E. For the normal distribution, this gives the well-known error function,
which smoothens the free DOS around zero energy on the scale V . The semiclassical corrections following from (53) in this case take a particularly simple form,
with a vanishing correction predicted at E = ± √ 2V .
Speckle potentials
Another class of interesting random potentials are laser speckle, relevant for experiments with ultracold atoms [4] . The atoms experience a dipolar light-shift potential V (r) = s|E(r)| 2 proportional to the local light intensity created by the random electric field E(r). The proportionality factor s encodes the atomic polarisability, besides the necessary dimensionfull constants, and can have either positive or negative sign, for blue-and red-detuned laser light, respectively. In the following, we choose units such that s = ±1. We first review a few statistical properties and derive the characteristic functional χ[β] needed for the semiclassical corrections.
Statistical properties
We neglect finite-size and polarisation effects, and suppose that the field E(r) is a scalar, complex, Gaussian random process. Its real-space covariance is
with γ(−r) = γ(r) * and γ(0) = 1 by definition. Equivalently, the Fourier components
The momentum-space covariance components γ p = γ * p are normalised such that
The field distribution is Gaussian,
Consequently, the potential components V p = s q E * −q E q+p have the characteristic functional
Here D[E, E * ] is a suitably normalised measure, and the matrix M pq [β] is defined by
Normalisation requires χ[0] ≡ 1, and standard Gaussian integration results in
Here, the matrix
where s|E| 2 = V has been used. Before proceeding, let us obtain the on-site distribution by taking β p = α as in (44). After expanding tr ln(1 + B) as a power series, we have to evaluate tr B n . But with the choice β p = α independent of p, this reduces to expressions such as
and powers thereof, by virtue of the normalisation (59). As a result, we find
and from this deduce the one-point distribution (49) as
This is a one-sided exponential distribution on the positive real axis for V > 0 and on the negative real axis for V < 0, as imposed by the Heaviside distribution Θ(V /V ). Its moments are V m = m!V m , and thus the rms fluctuations are equal to the mean,
Correlation moment
We can now exploit the β-dependence of (63) to calculate the derivative of χ[β], as needed for (45). As a first step we obtain
again after Taylor expansion of ln(1 + B) and using the cyclic property of the trace.
The first term l = 1 involves
and thus does not contribute to the q i q j -weighted sum in (45). Higher-order terms, when evaluated at β p = α are found to be
where we recognise the potential correlator C q = k γ k γ k+q . The resulting correlation moment is
Spectral function
The functions C (n) ij (ξ) of (45) then are
in terms of (51) and (67). These functions are to be contracted with the dispersion tensors according to (37) . The semiclassical approximation for a Gaussian correlation with C ij = δ ij /ζ 2 and dispersion T k = k 2 /2m therefore reads The classical limit (black curve) strictly vanishes above T k , here at zero energy. Quantum corrections round this discontinuity. Inset: The semiclassical correction (76) captures the smooth behaviour away from the singularity; the data points for low enough energy collapse onto (3 − |x|)e −|x| /6, shown as the orange curve.
Compared to the Gaussian potential case, (53), there is one factor |V | of rms potential strength less in front but one more factor of ξ = E − T k under the derivatives; we do not know whether this feature can be explained by a simple, intuitive argument.
At zero momentum, the quantum correction reads
with f (x) = Θ(x)xe −x . Keeping in mind that δ(x)ϕ(x) ≡ δ(x)ϕ(0), one finds f (x) = δ (x) − 2δ(x) + Θ(x)(3 − x)e −x for the leading quantum corrections. Figure 2 shows numerical data for a red-detuned speckle potential with V < 0 where the successive curves approach the classical distribution, the rising exponential on the negative real axis, with a discontinuity at the origin. The smooth quantum corrections away from the singular point are indeed captured correctly by (76). Close to the origin, however, they are not simply given by the singular terms ∝ [δ (x)−2δ(x)] of the Wigner-Weyl correction. Here, the quantum corrections are of a different nature. This behaviour is even more pronounced in a blue-detuned speckle potential with V > 0, shown in fig. 3 . The quantum corrections close to the absolute lower bound of the classical distribution are highly singular because they must preserve the support of the spectal function on the positive real axis (since both kinetic and potential energy are non-negative, contrary to the red-detuned case where kinetic and potential energy can compensate each other).
The physical origin of additional quantum corrections then is the repulsion of the ground-state energies of locally bound states by ω/2 where ω ∝ V 0 is of the order of the local harmonic oscillator frequency. In principle, such a correction can be thought of to result from finite-size periodic orbits, located in the local potential minima. These short trajectories at low energies are all very similar to each other, can survive the ensemble average, and thus escape the argument of section 3.1. Our numerical data are indeed consistent with an onset of these shifts (or departure from the smooth curves in the insets of both speckle figures) around a characteristic energy scale ω/V ∼ (E ζ /V ) 1/2 , which shrinks to zero in the deep classical limit. We postulate that the ground state energy shift can be added onto our results, at least in the blue-detuned case, by deriving the statistical distribution of speckle curvatures and associated oscillator energies near zero, and using it to convolve the smooth correction (76). Since the latter is a third-order derivative, such a convolution would still preserve the classical sum rules. Incidentally, no such energy shifts are visible in the Gaussian case plotted in Fig. 1 . This is because they are expected to appear at energies |E| V far below zero where the spectral weight is very small anyway. The laser speckle potential is peculiar insofar it has large spectral weight close to the strict bounds of the classical distribution, where the quantum nature of locally bound states can no longer be neglected. The systematic investigation of such effects is beyond the scope of the Wigner-Weyl formalism developed here and remains an open problem to be addressed in the future. We note that a similar difficulty exists for the Wigner-Weyl corrections to density functionals close to the classical turning points of confining potentials [36] .
Average density of states
The classical average density of states (12) in d = 2 and for the blue-detuned speckle is
There are strictly no states below zero because the potential is bounded from below, and the AVDOS then rises on the scale V to its free value N 2 . For the red-detuned speckle, one has
Here, the rise to the bare DOS above zero energy happens for negative energies. Both these behaviours are qualitatively very similar to the 1d case that has been studied in detail by Falco et al. [13] . Our systematic quantum correction to these limits then is obtained by inserting (75) into (3) and thus reads
with f (x) = Θ(x)xe −x and thus f (x) = δ(x) + Θ(x)(x − 2)e −x . For the reasons explained in the preceding section, we cannot expect the singular correction around E = 0 to be accurate. However, at large enough distance from the singular point, the smooth correction is proportional to (E − 2V ) and thus predicts an approximate crossing of curves at E = 2V .
Summary
We have calculated the leading quantum corrections to the deep classical limit of matter-wave spectral functions in random potentials using the Wigner-Weyl expansion for the smooth contribution of point-like periodic orbits. These corrections are expressed in closed form in terms of the one-point potential distribution and its spatial covariance curvature. A comparison to numerical data for two-dimensional systems reveals that the leading-order Wigner-Weyl corrections apply, as expected, with quantitative agreement to generic Gaussian-distributed potentials. But we also observe that for laser speckle potentials, the smooth corrections only apply in the largeenergy sector, where the spectral weight is rather small. We surmise that quantum corrections from locally bound states/instantons (or periodic orbits of finite length) cannot be neglected close to the classical bounds of the potential. The quantitative treatment of these corrections is beyond the scope of this paper and may be perceived as an interesting problem to be addressed in the future.
Appendix A. Numerical methods
In order to test our analytical predictions, we have performed extensive numerical calculations of the spectral function for various types of disorder in d = 2 dimensions. For the Gaussian-distributed potential discussed in section 4, our data reproduce results available in the literature [1] . The starting point is (2) and the following temporal representation of the δ function: The numerical calculation then amounts to propagating an initial plane wave |k with the disordered HamiltonianĤ during time t and to computing the overlap of the time evolved state with k|, followed by a Fourier transform from time to energy. This step must be repeated for several independent realizations of the disorder in order to perform disorder averaging. In order to obtain small statistical fluctuations even in the tail of the spectral function, a rather large number (120 000) of disorder realizations was used. An alternative numerical method [9] consists in computing eigenstates close to energy E and determining their momentum representation, followed by an ensemble average. The latter method turns out to consume much more computational resources. The system is first discretized on a 2D grid of size L × L with periodic boundary conditions along x and y. The spatial discretization step must be much smaller than both the correlation length of the disordered potential and the typical de Broglie wavelength of the propagated state. Typically, a cell of surface (πζ)
2 is discretized in 8-20 steps (depending on the disorder strength) along both x and y. A spatially correlated complex Gaussian field is generated on the grid in a standard way, by convoluting a spatially uncorrelated complex Gaussian field with a proper cutoff function [10, 37] . The Gaussian correlated potential is obtained by simply taking the real part of the complex field. The speckle potential is obtained by taking the squared modulus of the complex field.
Also, the system size must be chosen much larger than the scattering mean free path at all energies where the spectral function is significant. In practice, a size L = 20πζ was found sufficient.
The CPU-consuming part of our calculation is the temporal propagation of the initial state |k with the disordered HamiltonianĤ. The time propagation itself uses an iterative method based on the expansion of the evolution operator in combinations of Chebyshev polynomials of the Hamiltonian [38, 39] . This procedure is repeated for many disorder realizations, which finally gives access to the spectral function. Since the spectral function is a smooth function of energy, its Fourier transform decays relatively fast at long times. This makes it possible to numerically propagate the initial state |k only over a restricted time interval, which reduces the computing time substantially.
