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ON THE RECONSTRUCTIBILITY OF TOTALLY SYMMETRIC
FUNCTIONS AND OF OTHER FUNCTIONS WITH A UNIQUE
IDENTIFICATION MINOR
ERKKO LEHTONEN
Abstract. We investigate the problem whether a function of several argu-
ments can be reconstructed from its identification minors. We focus on func-
tions with a unique identification minor, and we establish some positive and
negative results on the reconstruction problem. In particular, we show that
totally symmetric functions (of sufficiently large arity) are reconstructible and
the class of functions weakly determined by the order of first occurrence (of
sufficiently large arity) is weakly reconstructible.
1. Introduction
Reconstruction problems have received great attention over the past decades.
Perhaps the most famous reconstruction problem is the following: Can every graph
with at least three vertices be reconstructed, up to isomorphism, from its collection
of one-vertex-deleted subgraphs? It was conjectured by Kelly [18] (see also Ulam’s
problem book [34]) that the answer is positive. The conjecture has been verified by
computer for graphs with at most 11 vertices (McKay [27]), and it has been proved
for several infinite classes of graphs, such as trees (Kelly [19]), regular graphs,
disconnected graphs, and so on. We refer the reader to survey articles, textbooks,
and reference books [1, 3, 4, 5, 17, 25, 29] for further details and references.
The reconstruction problem stated above can be varied in several ways. For
example, we might consider the collection of subgraphs formed by deleting edges
instead of vertices (see Harary [16] and Ellingham [14]), or we could consider di-
rected graphs (infinite nonreconstructible families have been constructed by Stock-
meyer [32]) or hypergraphs (infinite nonreconstructible families have been con-
structed by Kocay [20]). Reconstruction problems have been formulated also for
other kinds of mathematical objects, such as relations (see Fra¨ısse´ [15]), posets (see
the survey by Rampon [31]), matrices (see Manvel and Stockmeyer [26]), matroids
(see Brylawski [8, 9]), and integer partitions (see Monks [28]).
In this paper we formulate a reconstruction problem for functions of several
arguments. We shall take as the derived objects of a function f : An → B its
identification minors, i.e., functions obtained from f by identifying a pair of its
arguments. The notion of isomorphism is based on the equivalence relation that
relates two n-ary functions if and only if each one can be obtained from the other
by permutation of arguments. The reconstruction problem can thus be stated as
follows: Can a function f : An → B be reconstructed, up to equivalence, from its
identification minors? This study is a first step towards answering this question.
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We focus on functions with a unique identification minor, and we obtain several
results, both positive and negative, about the reconstructibility of such functions.
Identification minors and equivalence of functions are related in an essential way
to a quasiordering of functions, the so-called minor relation defined as follows: a
function f : An → B is a minor of another function g : Am → B, if there exists a
map σ : {1, . . . ,m} → {1, . . . , n} such that f(a1, . . . , an) = g(aσ(1), . . . , aσ(m)) for
all (a1, . . . , an) ∈ An. The reconstruction problem is thus a deep and intriguing
question about the structure of the minor ordering of functions. Minors have been
widely studied in the literature, under different names. Minors are called “identifi-
cation minors” by Ekin, Foldes, Hammer, and Hellerstein [13], “I-minors” (where
I stands for the set containing just the identity function on A) by Pippenger [30],
“subfunctions” by Zverovich [36], “functions obtained by simple variable substi-
tution” by Couceiro and Foldes [10], “J -subfunctions” (where J stands for the
clone of projections on A) by Lehtonen [23], “PA-minors” (where PA stands for the
clone of projections on A) by Lehtonen and Szendrei [24], and “simple minors” by
Couceiro and Lehtonen [11].
This paper is organised as follows. In Section 2, we provide basic definitions on
functions and identification minors that will be needed in the sequel, and we recall
some facts about permutation groups. In Section 3, we formulate a reconstruction
problem for functions and identification minors, and we recall the usual terminol-
ogy of reconstruction problems in the current setting. We present some examples
of reconstructible and recognizable classes of functions, as well as examples of non-
reconstructible functions and reconstructible parameters. One of our first results
is that functions determined by supp or oddsupp (of sufficiently large arity) are
reconstructible. In Section 4, we introduce functions with a unique identification
minor; these include functions that are 2-set-transitive or determined by the or-
der of first occurrence. In Section 5, we establish that totally symmetric functions
(of sufficiently large arity) are reconstructible. The remainder of the paper deals
with functions (weakly) determined by the order of first occurrence. In Section 6
we show that functions determined by (pr, supp) (of sufficiently large arity) are
reconstructible. These functions form a subclass of the class of functions weakly
determined by the order of first occurrence. In the particular case of functions de-
fined on a two-element set, these classes coincide. Consequently, functions defined
on a two-element set that are weakly determined by the order of first occurrence
are reconstructible. In Section 7, we investigate conditions under which functions
determined by the order of first occurrence that are equivalent are actually equal.
This will find applications in Section 8, where we show that the class of functions
weakly determined by the order of first occurrence (of sufficiently large arity) is
weakly reconstructible. Occasionally throughout the paper, we present open prob-
lems to indicate directions for future work.
2. Preliminaries
2.1. General. Throughout this paper, we let k, m and n be positive integers, and
we let A and B be arbitrary sets with at least two elements. For reasons that
will become clear in Remark 3.2, we may assume that these sets are finite, and k
usually stands for the cardinality of A. For a positive integer n, we denote the set
{1, . . . , n} by [n]. We denote the set of all 2-element subsets of [n] by
(
n
2
)
. We
denote tuples by bold-face letters and components of a tuple by the corresponding
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italic letters, e.g., a = (a1, . . . , an). We reserve the symbol k to denote the k-tuple
(1, 2, . . . , k) ∈ [k]k.
Let a ∈ An, and let σ : [m] → [n]. We will write aσ to denote the m-tuple
(aσ(1), . . . , aσ(m)). Note that if A = [k], then every n-tuple over A is of the form
kσ for some σ : [n] → [k]. Since the n-tuple a can be formally seen as the map
a : [n]→ A, i 7→ ai, the m-tuple aσ is just the composite map a ◦ σ : [m]→ A. We
are going to use this notation in a recurrent way, so, for instance, if τ : [ℓ] → [m],
then we write aστ for the ℓ-tuple (aσ(τ(1)), . . . , aσ(τ(ℓ))), or, equivalently, for the
composite map a◦σ◦τ : [ℓ]→ A. It is worth stressing here that we always compose
functions and permutations right-to-left, so στ or σ ◦ τ means “do τ first, then do
σ”.
Let
(1) An6= := {(a1, . . . , an) ∈ A
n : a1, a2, . . . , an are pairwise distinct}.
Note that if n ≥ |A|, then An6= = ∅.
2.2. Multisets. Let N := {0, 1, 2, . . .}. A finite multiset S on a set X is a map
1S : X → N, called a multiplicity function, such that the set {x ∈ X : 1S(x) 6= 0} is
finite. Then the sum
∑
x∈X 1S(x) is a well-defined natural number, and it is called
the cardinality of S. For each x ∈ X , the number 1S(x) is called the multiplicity
of x in S. We denote the set of all finite multisets on X by M(X), and we denote
the set of all finite multisets of cardinality n on X by Mn(X).
We may represent a finite multiset S as a list enclosed in set brackets, where
each element x ∈ X occurs 1S(x) times, e.g., {0, 0, 0, 1, 1, 2}. Also, if (ai)i∈I is a
finite indexed family of elements of X , then we will write {ai : i ∈ I} to denote the
multiset in which the multiplicity of each x ∈ X equals |{i ∈ I : ai = x}|. While
this notation is similar to that used for sets, it will always be clear from the context
whether we refer to a set or to a multiset.
Let S and T be finite multisets overX . The multiset sum S⊎T and the difference
S \ T of S and T are defined by the multiplicity functions
1S⊎T (x) = 1S(x) + 1T (x),
1S\T (x) = max(1S(x)− 1T (x), 0).
If S is a multiset on X , then we write set(S) to denote the set {x ∈ X : 1S(x) 6=
0}, called the underlying set of S.
2.3. Functions of several arguments and identification minors. A function
(of several arguments) from A to B is a map f : An → B for some positive integer
n, called the arity of f . Functions of several arguments from A to A are called
operations on A. Operations on {0, 1} are called Boolean functions. We denote
the set of all n-ary functions from A to B by F
(n)
AB, and we denote the set of all
functions from A to B of any finite arity by FAB; in other words, F
(n)
AB = B
An and
FAB =
⋃
n≥1 F
(n)
AB. For any C ⊆ FAB, we denote C
(n) := C ∩F
(n)
AB ; this is called the
n-ary part of C.
For integers n and i such that 1 ≤ i ≤ n, the i-th n-ary projection on A is the
operation pr
(n)
i : A
n → A, a 7→ ai for all a ∈ An.
Let f : An → B. For i ∈ [n], the i-th argument of f is essential, or f depends
on the i-th argument, if there exist elements a,b ∈ An such that aj = bj for all
j ∈ [n] \ {i} and f(a) 6= f(b). Arguments that are not essential are inessential.
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We say that a function f : An → B is a minor of another function g : Am → B,
and we write f ≤ g, if there exists a map σ : [m]→ [n] such that f(a) = g(aσ) for all
a ∈ Am. The minor relation ≤ is a quasiorder on FAB, and, as for all quasiorders,
it induces an equivalence relation on FAB by the following rule: f ≡ g if and only
if f ≤ g and g ≤ f . We say that f and g are equivalent if f ≡ g. Furthermore,
≤ induces a partial order on the quotient FAB/≡. (Informally speaking, f is a
minor of g, if f can be obtained from g by permutation of arguments, addition
of inessential arguments, deletion of inessential arguments, and identification of
arguments. If f and g are equivalent, then each one can be obtained from the
other by permutation of arguments, addition of inessential arguments, and deletion
of inessential arguments.) We will often distinguish between functions only up
to equivalence, i.e., we are dealing with the ≡-classes of functions. We denote
the ≡-class of f by f/≡. Note that equivalent functions have the same number
of essential arguments and every nonconstant function is equivalent to a function
with no inessential arguments. Note also in particular that if f, g : An → B, then
f ≡ g if and only if there exists a bijection σ : [n]→ [n] such that f(a) = g(aσ) for
all a ∈ An.
A set C ⊆ FAB of functions is closed under formation of minors if for all f, g ∈
FAB, the conditions f ≤ g and g ∈ C together imply f ∈ C. All clones (see
[12, 22, 33]) are closed under formation of minors. A characterization of sets of
functions closed under formation of minors in terms of a Galois connection between
functions and so-called constraints was presented by Pippenger [30] for functions
with finite domains, and this result was later extended to functions with arbitrary
domains by Couceiro and Foldes [10].
Of particular interest to us are the following minors. Let n ≥ 2, and let f : An →
B. For each I ∈
(
n
2
)
, we define the function fI : A
n−1 → B by the rule fI(a) =
f(aδI) for all a ∈ An−1, where δI : [n]→ [n− 1] is defined as
(2) δI(i) =


i, if i < max I,
min I, if i = max I,
i− 1, if i > max I.
In other words, if I = {i, j} with i < j, then
fI(a1, . . . , an−1) = f(a1, . . . , aj−1, ai, aj , . . . , an−1).
Note that ai occurs twice on the right side of the above equality: both at the i-th
and at the j-th position. We will refer to the function fI as an identification minor
of f . This name is motivated by the fact that fI is obtained from f by identifying
the arguments indexed by the couple I.
Example 2.1. Let f : R4 → R be given by f(x1, x2, x3, x4) = x21x2−x1x3+2x3x4.
The identification minors of f are
f{1,2}(x1, x2, x3) = x
3
1 − x1x2 + 2x2x3, f{2,3}(x1, x2, x3) = x
2
1x2 − x1x2 + 2x2x3,
f{1,3}(x1, x2, x3) = x
2
1x2 − x
2
1 + 2x1x3, f{2,4}(x1, x2, x3) = x
2
1x2 − x1x3 + 2x2x3,
f{1,4}(x1, x2, x3) = x
2
1x2 + x1x3, f{3,4}(x1, x2, x3) = x
2
1x2 − x1x3 + 2x
2
3.
Example 2.2. Let g : {0, 1}3 → {0, 1} be given by g(x1, x2, x3) = x1x2 + x2x3
(addition and multiplication modulo 2). The identification minors of g are
g{1,2}(x1, x2) = x1 + x1x2, g{1,3}(x1, x2) = 0, g{2,3}(x1, x2) = x1x2 + x2.
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Note that g{1,2} ≡ g{2,3}.
Example 2.3. Let n be an integer at least 2, let A := {1, . . . n}, let B be a set
with at least two elements, and let α and β be distinct elements of B. Define the
function h : An → B by the rule
h(a1, . . . , an) =
{
α, if (a1, . . . , an) = (1, . . . , n),
β, otherwise.
It is clear that h depends on all of its arguments, and for every I ∈
(
n
2
)
, the
identification minor hI : A
n−1 → B is the constant map taking value β.
2.4. Permutations and permutation groups. We will use both the standard
one-line and cycle notations to denote permutations. In one-line notation, an n-
tuple (a1, . . . , an) ∈ [n]
n with pairwise distinct entries denotes the permutation σ
on [n] satisfying σ(i) = ai for all i ∈ [n]. (Compare this with the discussion on n-
tuples in Subsection 2.1.) In cycle notation, the expression (a1 · · · ar), where r ≥ 1
and a1, . . . , ar are pairwise distinct elements of A, denotes the permutation σ on A
satisfying σ(ai) = ai+1 whenever 1 ≤ i ≤ r−1, σ(ar) = a1, and σ(m) = m whenever
m ∈ A \ {a1, . . . , ar}; such a permutation is called a cycle, and the number r is its
length. Every permutation is a product of disjoint cycles. For example, consider
the permutation σ on {1, . . . , 7} given by the following table.
i 1 2 3 4 5 6 7
σ(i) 5 1 7 4 2 6 3
The representation of σ in one-line notation is (5, 1, 7, 4, 2, 6, 3) and one possible
representation of σ in cycle notation is (1 5 2)(3 7). We denote the identity permu-
tation on any underlying set by id.
The symmetric group and the alternating group on [n] are denoted by Σn and
An, respectively. For a subset S ⊆ [n], we denote by ΣS the subgroup of Σn
comprising those permutations that fix all elements of [n] \S. Similarly, we denote
by AS the subgroup of An comprising those even permutations that fix all elements
of [n] \ S.
We recall here some well-known facts about permutations and permutation
groups (see, e.g., [21]), and we will use these facts throughout the paper without
explicit mention.
Fact 2.4.
(i) If 1 < p < r ≤ n, then
• (1 2 · · · p)(p p+ 1 · · · r) = (1 2 · · · r),
• (1 · · · r)(2 · · · r)−1 = (1 2).
(ii) Examples of generating sets of the symmetric group Σn include
• (1 2 · · · n) and (1 2),
• (2 3 · · · n) and (1 2),
• (1 2 · · · n) and (2 3 · · · n),
• the set of all adjacent transpositions (i i+ 1), 1 ≤ i ≤ n− 1,
• An and any odd permutation.
(iii) Examples of generating sets of the alternating group An include
• (1 2 3) and (1 2 · · · n), if n is odd and n ≥ 3,
• (1 2 3) and (2 3 · · · n), if n is even and n ≥ 4,
6 ERKKO LEHTONEN
• the set of all cycles (i i+1 i+ 2), where i is odd and 1 ≤ i ≤ n− 2,
if n is odd and n ≥ 3.
2.5. Invariance groups of functions. The symmetric group Σn acts on A
n by
the rule aσ = aσ for each σ ∈ Σn. A function f : A
n → B is invariant under a
permutation σ ∈ Σn, if for all a ∈ An it holds that f(a) = f(aσ). Let Inv f denote
the set of permutations of [n] under which f is invariant. Clearly every function
is invariant under the identity permutation. If f is invariant under σ and σ′, then
f is also invariant under σ−1 and σσ′. Hence Inv f constitutes a subgroup of Σn,
and it is called the invariance group of f . If f is invariant under all permutations,
i.e., if Inv f = Σn, then f is called totally symmetric.
3. Reconstructing functions from identification minors
3.1. Reconstruction problem for functions of several arguments. We recall
the usual terminology of reconstruction problems in the setting of functions of
several arguments and identification minors. Assume that n ≥ 2 and let f : An →
B.
(i) The deck of f , denoted deck f , is the multiset {fI/≡ : I ∈
(
n
2
)
} of the
equivalence classes of the identification minors of f . Any element of the
deck of f is called a card of f .
(ii) A function g : An → B is a reconstruction of f , if deck f = deck g, or,
equivalently, if there exists a bijection φ :
(
n
2
)
→
(
n
2
)
such that fI ≡ gφ(I) for
all I ∈
(
n
2
)
.
(iii) A function is reconstructible if it is equivalent to all of its reconstructions,
or, equivalently, if it is equivalent to all functions with the same deck.
(iv) A parameter defined for all functions is reconstructible if it has the same
value for all the reconstructions of any function.
(v) A class C ⊆ FAB of functions is recognizable if all reconstructions of the
members of C are members of C.
(vi) A class C ⊆ FAB of functions is weakly reconstructible if for every f ∈ C, all
reconstructions of f that are members of C are equivalent to f .
(vii) A class C ⊆ FAB of functions is reconstructible if all members of C are
reconstructible.
Note that if a class of functions is recognizable and weakly reconstructible, then
it is reconstructible.
A reconstruction problem for functions of several arguments can be formulated
as follows.
Question 3.1. Let A and B be sets with at least two elements, and let n be an
integer greater than or equal to 2. Is every function f : An → B reconstructible?
Remark 3.2. The answer to Question 3.1 is negative if n is not sufficiently large.
Namely, if n ≤ |A|, then the set An6= is nonempty (see Subsection 2.1), and the
elements of An6= do not contribute to any identification minor of f . Thus, if f and
g are n-ary functions that coincide on An \An6=, then fI = gI for every I ∈
(
n
2
)
but
f and g need not be equivalent—consider, for example, any functions f and g that
coincide on An \An6= such that f |An6= is constant and g|An6= is nonconstant. This also
shows that functions with infinite domains are not reconstructible. Furthermore,
Example 3.14 shows that the answer to Question 3.1 is negative if n = |A|+1, and
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Proposition 8.2 shows that the answer is negative if |A| ≡ 0 (mod 4) or |A| ≡ 3
(mod 4) and n = |A|+ 2.
Remark 3.3. Should we like to answer Question 3.1 in the negative for all A and
B, for a fixed n, it would suffice to find counterexamples among Boolean functions.
For, let A, B, C, and D be sets such that A ⊆ C and B ⊆ D, and let b be an
arbitrary element of B. Any function f : An → B can be extended into a function
f † : Cn → D as follows:
f †(a) =
{
f(a), if a ∈ An,
b, otherwise.
It is easy to verify that (f †)I = (fI)
† for every I ∈
(
n
2
)
. Thus, if f, g : An → B,
f 6≡ g and deck f = deck g, then f † 6≡ g† and deck f † = deck g†.
3.2. Examples of reconstructible functions: constant functions.
Example 3.4. It is easy to verify that if f : An → B is a constant function and
n > |A|, then f is reconstructible. For, if α ∈ B and f(a) = α for all a ∈ An,
then for every I ∈
(
n
2
)
, fI(b) = α for all b ∈ An−1. Assume that g : An → B is a
reconstruction of f . Then there exists a bijection σ :
(
n
2
)
→
(
n
2
)
such that fI ≡ gσ(I)
for all I ∈
(
n
2
)
, and for each I ∈
(
n
2
)
, there exists a permutation ρI ∈ Σn−1 such
that fI(b) = gσ(I)(bρI) for all b ∈ A
n−1. Let a ∈ An. Since n > |A|, there
exist b ∈ An−1 and I ∈
(
n
2
)
such that a = bδI . Then g(a) = g(bδI) = gI(b) =
fσ(I)(bρI) = α. Thus f = g, and we conclude that f is reconstructible.
3.3. Examples of reconstructible functions: functions determined by supp
and oddsupp. Following the definitions presented by Berman and Kisielewicz [2],
the maps supp:
⋃
n≥1A
n → P(A) and oddsupp:
⋃
n≥1A
n → P(A) are given by
the rules
supp(a1, . . . , an) = {a1, . . . , an},
oddsupp(a1, . . . , an) = {a ∈ A : |{i ∈ [n] : ai = a}| is odd}.
A function f : An → B is determined by supp, if there exists a map f∗ : P(A)→ B
such that f = f∗ ◦ supp|An . Similarly, a function f : An → B is determined by
oddsupp, if there exists a map f∗ : P(A)→ B such that f = f∗ ◦ oddsupp|An .
Remark 3.5. Functions determined by supp or oddsupp are totally symmetric.
Hence, they depend on all of their arguments or on none of them.
Remark 3.6. For all a ∈ An−1 and for all I ∈
(
n
2
)
, we have that supp(a) =
supp(aδI).
Remark 3.7. Let f : An → B. It is easy to verify that if f = f∗ ◦ supp|An for
some f∗ : P(A) → B, then fI = f∗ ◦ supp|An−1 for all I ∈
(
n
2
)
. Also, if f =
f∗ ◦ oddsupp|An , then for all I ∈
(
n
2
)
, the (min I)-th argument of fI is inessential
and fI ≡ f
∗ ◦ oddsupp|An−2 .
For n ≥ 1, denote
P≤n(A) := {S ⊆ A : |S| ≤ n},
P ′n(A) := {S ⊆ A : |S| ∈ {n, n− 2, n− 4, . . . }}.
The range of supp|An equals P≤n(A). Thus, only the restriction of f∗ to P≤n(A) is
relevant in the composition f∗◦supp|An , and f
∗◦supp|An = g
∗◦supp|An if and only
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if f∗|P≤n(A) = g
∗|P≤n(A). Similarly, the range of oddsupp|An equals P
′
n(A). Thus,
only the restriction of f∗ to P ′n(A) is relevant in the composition f
∗ ◦ oddsupp|An ,
and f∗ ◦ oddsupp|An = g∗ ◦ oddsupp|An if and only if f∗|P′n(A) = g
∗|P′n(A).
Let us recall a few useful results about totally symmetric functions from the
paper by Willard [35].
Lemma 3.8 (Willard [35, Lemma 2.2]). Assume that f : An → B is totally sym-
metric and depends on all of its arguments. If n > 2 and for some I ∈
(
n
2
)
, fI is
essentially (n− 1)-ary and totally symmetric, then f is determined by supp.
Lemma 3.9 (Willard [35, Corollary 2.3]). Assume that n > max(|A|, 3) and
f : An → B depends on all of its arguments. If no identification minor of f depends
on all of its arguments, then f is determined by oddsupp.
The reconstructibility of functions determined by supp or oddsupp (of sufficiently
large arity) follows almost immediately from the previous two lemmas.
Proposition 3.10. Let f : An → B, and assume that n > |A| and f is determined
by supp. Then the function f is reconstructible.
Proof. Since functions determined by supp are totally symmetric, f depends either
on all of its arguments or on none of them. If f has no essential arguments, then
it is constant and hence it is reconstructible by Example 3.4. Assume thus that
f depends on all of its arguments. Then there exists a map f∗ : P(A) → B such
that f = f∗ ◦ supp|An and f∗|P≤n(A) is not a constant function. By Remark 3.7,
fI = f
∗ ◦ supp|An−1 for all I ∈
(
n
2
)
. Since n > |A|, we have that P≤n−1(A) =
P(A) = P≤n(A); hence fI depends on all of its n−1 arguments. Let g : An → B be
a reconstruction of f . Then gI ≡ f
∗◦supp|An−1 for all I ∈
(
n
2
)
. Since f∗◦supp|An−1
is totally symmetric, we have in fact that gI = f
∗ ◦ supp|An−1 for all I ∈
(
n
2
)
.
We claim that g = f . In order to prove this, let a ∈ An. Since n > |A|, there
exist b ∈ An−1 and I ∈
(
n
2
)
such that a = bδI . Then
g(a) = g(bδI) = gI(b) = f
∗(supp(b)) = f∗(supp(bδI)) = f
∗(supp(a)) = f(a).
Thus g = f , and we conclude that f is reconstructible. 
Proposition 3.11. Let f : An → B, and assume that n > max(|A|, 3) and f is
determined by oddsupp. Then the function f is reconstructible.
Proof. Since functions determined by oddsupp are totally symmetric, f depends
either on all of its arguments or on none of them. If f has no essential arguments,
then it is constant and hence it is reconstructible by Example 3.4. Assume thus that
f depends on all of its arguments. Then there exists a map f∗ : P(A) → B such
that f = f∗ ◦ oddsupp|An and f∗|P′n(A) is not a constant function. By Remark 3.7,
for all I ∈
(
n
2
)
, fI has an inessential argument and fI ≡ f∗ ◦ oddsupp|An−2 . Let
g : An → B be a reconstruction of f . Lemma 3.9 implies that g is determined by
oddsupp. Thus, g = g∗ ◦ oddsupp|An for some g : P(A) → B. By Remark 3.7,
gI ≡ g∗ ◦ oddsupp|An−2 for all I ∈
(
n
2
)
. Then it holds that f∗ ◦ oddsupp|An−2 ≡
g∗ ◦ oddsupp|An−2 , because deck f = deck g. Since supp|An−1 is totally symmetric,
we have that f∗ ◦ oddsupp|An−2 = g
∗ ◦ oddsupp|An−2 , and Remark 3.7 implies that
f∗|P′n−2(A) = g
∗|P′n−2(A). Since n > |A|, it holds that P
′
n−2(A) = P
′
n(A), and it
follows that f = f∗|P′n(A) ◦ oddsupp|An = g
∗|P′n(A) ◦ oddsupp|An = g. We conclude
that f is reconstructible. 
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We are going to extend these results in Section 5, in which we prove that all
totally symmetric functions of sufficiently large arity are reconstructible.
3.4. Examples of nonreconstructible functions. We present here a scheme for
producing functions of arity |A| + 1 with a predetermined deck of a special form.
With a suitable choice of parameters, nonequivalent functions with the same deck
will arise.
Definition 3.12. Assume that n = k + 1, and let A be a set such that |A| = k.
Let g∗ : P(A) → B and let g : Ak → B, g = g∗ ◦ supp|Ak . Let G := (g
I)
I∈(n2)
be
a family of functions gI : Ak → B satisfying gI(a) = g(a) whenever supp(a) 6= A,
and let P := (ρI)I∈(n2)
be a family of permutations from Σk. Let φ :
(
n
2
)
→
(
n
2
)
be
a bijection. Define fG,P,φ : A
n → B by the rule fG,P,φ(b) = gφ(I)(aρI) if b = aδI .
This definition is good, because if supp(b) = A, then there is a unique a ∈ Ak
and a unique I ∈
(
n
2
)
such that b = aδI ; and if supp(b) 6= A, then for every
a ∈ Ak and I ∈
(
n
2
)
satisfying b = aδI , we have supp(a) = supp(b) 6= A and
gφ(I)(aρI) = g
∗(supp(aρI)) = g
∗(supp(b)).
Lemma 3.13. For any family G := (gI)I∈(n2)
of functions, any family P :=
(ρI)I∈(n2)
of permutations, and any bijection φ :
(
n
2
)
→
(
n
2
)
as in Definition 3.12, it
holds that (fG,P,φ)I ≡ gφ(I) for every I ∈
(
n
2
)
. Consequently, deck fG,P,φ equals the
multiset of the equivalence classes gI/≡ with I ranging in
(
n
2
)
.
Proof. It follows directly from the definitions that, for all a ∈ Ak,
(fG,P,φ)I(a) = fG,P,φ(aδI) = g
φ(I)(aρI),
that is, (fG,P,φ)I ≡ gφ(I). The claim about deck fG,P,φ follows immediately. 
Thus, for a fixed family G of functions and for families P and P ′ of permutations
and for bijections φ and φ′, the functions fG,P,φ and fG,P ′,φ′ are reconstructions
of each other but they are not necessarily equivalent. As the following example
illustrates, it is indeed possible that fG,P,φ 6≡ fG,P ′,φ′ for a suitable choice of G, P ,
P ′, φ, and φ′. Thus, the answer to Question 3.1 is negative if n = |A|+ 1.
Example 3.14. Let n = k + 1, and let A and B be sets such that |A| = k and
A ⊆ B. Let β ∈ B, and let h : Ak → B be the function
h(a) =
{
a1, if supp(a) = A,
β, otherwise.
(Note that, letting g = g∗ ◦supp|Ak , where g
∗ : P(A)→ B is the constant map S 7→
β for all S ∈ P(A), we have that h satisfies the condition that h(a) = g(a) whenever
supp(a) 6= A.) For each I ∈
(
n
2
)
, let gI := h; let ρI be the identity permutation if
min I = 1, and let ρI be the transposition of 1 and min I if min I 6= 1; and let ρ′I be
the identity permutation. Let φ be the identity map on
(
n
2
)
. Denote G := (gI)
I∈(n2)
,
P := (ρI)I∈(n2)
, and P ′ := (ρ′I)I∈(n2)
, and let f := fG,P,φ, g := fG,P ′,φ. Then we
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have
f(a) =
{
b, if supp(a) = A and b occurs twice in a (b ∈ A),
α, otherwise,
g(a) =
{
a1, if supp(a) = A,
α, otherwise.
By Lemma 3.13, we have that fI ≡ h ≡ gI for all I ∈
(
n
2
)
, and deck f = deck g.
Furthermore, it is easy to verify that f 6≡ g. To see this, note that if c and d are
distinct elements of A, then, on the one hand, there exists a tuple a ∈ An such that
supp(a) = A, a has two occurrences of c and g(a) = d, but, on the other hand, for
every tuple b ∈ An such that supp(b) = A and b has two occurrences of c, it holds
that f(b) = c.
Note that the function f is totally symmetric, and g is determined by the order
of first occurrence (see Section 4.3).
3.5. Examples of reconstructible parameters.
Example 3.15. Let f : An → B. The diagonal of f is the map ∆f : A→ B given
by ∆f (a) = f(a, a, . . . , a) for all a ∈ A. It is easy to verify that the diagonal of every
minor of f equals ∆f . It follows that the diagonal is a reconstructible parameter
of functions.
3.6. Examples of recognizable classes of functions. Let C ⊆ FAB be a class
of functions, and let d and r be positive integers. Let S ⊆ (Ar)d and T ⊆ Br.
The couple (S, T ) is called a d-dimensional nonmembership witness scheme for C,
if it holds for every n ≥ 1 and f ∈ F
(n)
AB that f /∈ C if and only if there exists
elements aij ∈ A (1 ≤ i ≤ r, 1 ≤ j ≤ n) and a map ρ : [d] → [n] such that
a1j = a2j = · · · = arj for every j ∈ [n] \ Im ρ and(
(a1ρ(1), a2ρ(1), . . . , arρ(1)), . . . , (a1ρ(d), a2ρ(d), . . . , arρ(d))
)
∈ S,(
f(a11, a12, . . . , a1n), . . . , f(ar1, ar2, . . . , arn)
)
∈ T.
Proposition 3.16. Assume that C ⊆ FAB is a class of functions that is closed
under formation of minors and there exists a d-dimensional nonmembership witness
scheme (S, T ) for C. Then the class D :=
⋃
n≥d+|A|+1 C
(n)
AB is recognizable.
Proof. Let f : An → B with n ≥ d+ |A|+1. We claim that fI ∈ C for every I ∈
(
n
2
)
if and only if f ∈ C. The sufficiency is clear, because C is closed under formation
of minors. For necessity, assume that f /∈ C. Then there exist a positive integer r
and elements aij ∈ A (1 ≤ i ≤ r, 1 ≤ j ≤ n) such that a1j = a2j = · · · = arj for
every j ∈ [n] \ Im ρ and(
(a1ρ(1), a2ρ(1), . . . , arρ(1)), . . . , (a1ρ(d), a2ρ(d), . . . , arρ(d))
)
∈ S,(
f(a11, a12, . . . , a1n), . . . , f(ar1, ar2, . . . , arn)
)
∈ T.
Since n− d ≥ |A|+ 1, there exist indices p, q ∈ [n] \ Im ρ such that a1p = a1q. Set
J := {p, q}, and let bij ∈ A (1 ≤ i ≤ r, 1 ≤ j ≤ n − 1) be the unique elements
such that aij = bi,δJ (j) for all 1 ≤ i ≤ r, 1 ≤ j ≤ n, and let τ = δJ ◦ ρ. Then
bi,τ(ℓ) = bi,δJ (ρ(ℓ)) = ai,ρ(ℓ), and it is easy to verify that b1j = b2j = · · · = brj for
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every j ∈ [n− 1] \ Im τ and(
(b1τ(1), b2τ(1), . . . , brτ(1)), . . . , (b1τ(d), b2τ(d), . . . , brτ(d))
)
∈ S,
(fJ (b11, b12, . . . , b1,n−1), . . . , fJ(br1, br2, . . . , br,n−1)) ∈ T.
Thus, fJ /∈ C, because (S, T ) is a nonmembership witness scheme for C.
This implies that every reconstruction of every member of D is again a member
of D, that is, D is recognizable. 
Example 3.17. Let (A;≤A) and (B;≤B) be partially ordered sets. A function
f : An → B is order-preserving if for all a,b ∈ An, the condition a ≤A b (i.e.,
ai ≤A bi for all i ∈ [n]) implies f(a) ≤B f(b). We claim that (≤A, B
2 \ ≤B) is
a 1-dimensional nonmembership witness scheme for the class of order-preserving
functions from A to B. Consequently, by Proposition 3.16, the class of order-
preserving functions from A to B of arity at least |A|+ 2 is recognizable.
In order to prove the claim, observe first that if f : An → B is order-preserving,
then for all aij (1 ≤ i ≤ 2, 1 ≤ j ≤ n) and for every ρ : [1] → [n] such that
a1j = a2j for all j ∈ [n] \ Im ρ and a1ρ(1) ≤A a2ρ(2), we have that (a11, . . . , a1n) ≤A
(a2n, . . . , a2n); hence f(a11, . . . , a1n) ≤B f(a21, . . . , a2n).
If f : An → B is not order-preserving, then there exist tuples a,b ∈ An such
that a ≤A b and f(a) 6≤B f(b). Consider the sequence
c1 := (a1, a2, a3, . . . , an) = a,
c2 := (b1, a2, a3, . . . , an),
c3 := (b1, b2, a3, . . . , an),
...
cn := (b1, . . . , bn−1, an),
cn+1 := (b1, . . . , bn−1, bn) = b.
It holds that cℓ ≤A cℓ+1 for all ℓ ∈ [n]. There exists an index s ∈ [n] such that
f(cs) 6≤B f(cs+1) (otherwise we would have f(a) ≤B f(b) by the transitivity of≤B,
a contradiction). Choosing aij := cs−i+1(j) (1 ≤ i ≤ 2, 1 ≤ j ≤ n) and ρ : [1]→ [n],
1 7→ s, the desired conditions for a nonmembership witness are satisfied.
4. Functions with a unique identification minor
4.1. Unique identification minors. A function f : An → B has a unique iden-
tification minor if fI ≡ fJ for all I, J ∈
(
n
2
)
. The deck of such a function thus
consists of a single element with multiplicity equal to the binomial coefficient
(
n
2
)
.
The class of functions with a unique identification minor is obviously recognizable.
As a first step towards answering the reconstruction problem for functions, we focus
on functions with a unique identification minor. In this section we present some
wide classes of functions with a unique identification minor, namely the class of
2-set-transitive functions (which include the totally symmetric functions) and the
class of functions (weakly) determined by the order of first occurrence.
The property of a function’s having a unique identification minor is closely re-
lated to the property of having a unique lower cover in the minor partial order.
The former is a more restrictive property than the latter; if a function f has a
unique identification minor, then this minor is obviously the unique lower cover f .
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Boolean functions with unique lower covers have been studied by Bouaziz, Couceiro
and Pouzet [7].
Lemma 4.1. Let f : An → B. Then f has a unique identification minor if and
only if for each (I, J) ∈
(
n
2
)2
there exists a bijection τIJ : [n− 1] → [n− 1] such
that f(aδI) = f(aτIJδJ ) for all a ∈ An−1.
Proof. The condition that f has a unique identification minor is equivalent to the
condition that fI ≡ fJ for all I, J ∈
(
n
2
)
. This is equivalent to the condition
that for each (I, J) ∈
(
n
2
)2
there exists a bijection τIJ : [n− 1] → [n− 1] such that
fI(a) = fJ(aτIJ ) for all a ∈ An−1. By the definition of identification minor, we
have fI(a) = f(aδI) and fJ(aτIJ ) = f(aτIJδJ). By putting these equivalences
together, the claim follows. 
4.2. 2-set-transitive functions. A permutation group G ≤ Σn is called
• m-transitive, if for all m-element subsets {a1, . . . , am} and {b1, . . . , bm} of
[n], there exists a permutation σ ∈ G such that σ(ai) = bi for all 1 ≤ i ≤ m;
• m-set-transitive, if for all m-element subsets {a1, . . . , am} and {b1, . . . , bm}
of [n], there exists a permutation σ ∈ G such that {σ(a1), . . . , σ(am)} =
{b1, . . . , bm}.
A function f : An → B is m-transitive (m-set-transitive) if the invariance group
of f is m-transitive (m-set-transitive, respectively). Observe that m-transitivity
implies m-set-transitivity for all m ≥ 1, and m-transitivity implies m′-transitivity
for all 1 ≤ m′ ≤ m, and total symmetry implies m-transitivity and hence m-set-
transitivity for all m ≥ 1.
The symmetric group Σn acts on
(
n
2
)
by the rule Iσ = Iσ := {σ(i) : i ∈ I} for
all σ ∈ Σn.
Lemma 4.2. Let σ ∈ Σn and I ∈
(
n
2
)
. Then there exists a permutation σˆ ∈ Σn−1
that satisfies σˆ ◦ δIσ−1 = δI ◦ σ and σˆ(min Iσ
−1) = min I.
Proof. Observe first that for any J ∈ Σn, the restriction of the map δJ to the
set [n] \ {maxJ} is a bijection. Define the map βJ : [n− 1] → [n] as βJ(ℓ) =
((δJ)|[n]\{max J})
−1(ℓ) for all ℓ ∈ [n− 1]. In other words, βJ is obtained from
((δJ)|[n]\{max J})
−1 by extending the codomain; both maps are given by the rule
ℓ 7→ ℓ for 1 ≤ ℓ < max J and ℓ 7→ ℓ+1 for max J ≤ ℓ ≤ n−1. Then βJ◦δJ : [n]→ [n]
is the map ℓ 7→ ℓ for ℓ 6= maxJ and max J 7→ min J .
Let σ ∈ Σn and I ∈
(
n
2
)
. We have that (δI◦σ)(σ−1(min I)) = (δI◦σ)(σ−1(max I)) =
min I. Based on the above observations, it is easy to see that σˆ := δI ◦ σ ◦ βIσ−1 is
a permutation of [n− 1]. Furthermore, σˆ ◦ δIσ−1 = δI ◦ σ ◦ βIσ−1 ◦ δIσ−1 = δI ◦ σ.
For the last equality, it holds that σˆ(min Iσ−1) = δ(σ(βIσ−1 (min Iσ
−1))) =
δI(σ(min Iσ
−1)). Since σ(min Iσ−1) ∈ I and δI maps both elements of I to min I,
we have that δI(σ(min Iσ
−1)) = min I. 
Lemma 4.3. Assume that f : An → B is invariant under a permutation σ ∈ Σn.
Then fI ≡ fIσ for all I ∈
(
n
2
)
.
Proof. Let σ ∈ Inv f and I ∈
(
n
2
)
. Let σˆ be the permutation of [n− 1] given by
Lemma 4.2. We have that for all a ∈ An−1,
fI(a) = f(aδI) = f(aδIσ) = f(aσˆδIσ−1) = fIσ−1(aσˆ).
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The first and the last equalities hold by the definition of identification minor. The
second equality holds because f is invariant under σ. The third equality holds by
Lemma 4.2. We conclude that fI ≡ fIσ−1 , whence the claim follows. 
Proposition 4.4. If f : An → B is 2-set-transitive, then f has a unique identifi-
cation minor.
Proof. Let I, J ∈
(
n
2
)
. By the 2-set-transitivity of f , there exists a permutation
σ ∈ Inv f such that Iσ = J . Lemma 4.3 implies that fI ≡ fJ . 
4.3. Functions determined by the order of first occurrence. We will present
another wide class of functions with a unique identification minor. Let A♯ :=⋃
n≥1A
n
6=, where A
n
6= is as defined in Equation (1) in Subsection 2.1. We define the
function ofo :
⋃
n≥1A
n → A♯ by the rule that (a1, . . . , an) is mapped to the unique
tuple (b1, . . . , br) ∈ A♯ that has the following properties:
• {a1, . . . , an} = {b1, . . . , br} (i.e., supp(a1, . . . , an) = supp(b1, . . . , br)),
• setting αj := min{i ∈ [n] : ai = bj} for every j ∈ [r], it holds that α1 < α2 <
· · · < αr.
Informally speaking, ofo(a) lists the elements occurring in a in the order of their
f irst occurrence (hence the acronym ofo). In other words, ofo(a) is obtained from a
by removing all repetitions of elements, retaining only the first occurrence of each
element in a. A function f : An → B is determined by the order of first occurrence, if
there exists a map f∗ : A♯ → B such that f = f∗ ◦ofo|An . A function f : An → B is
weakly determined by the order of first occurrence, if there exist a map f∗ : A♯ → B
and a permutation σ ∈ Σn such that f(a) = f∗(ofo(aσ)) for all a ∈ An, i.e., if f is
equivalent to an n-ary function determined by the order of first occurrence.
Remark 4.5. The function ofo is idempotent, i.e., ofo(ofo(a)) = ofo(a) for every
tuple a.
Remark 4.6. For every a ∈ An−1 and for every I ∈
(
n
2
)
, it holds that ofo(a) =
ofo(aδI).
Remark 4.7. If A = [k] and ofo(kσ) = kτ for a map σ : [n] → [k] and an injective
map τ : [ℓ]→ [k], then ofo(kλσ) = kλτ for every permutation λ ∈ Σk.
More generally, if ofo(kσ) = ofo(kτ) for some maps σ : [n]→ [k] and τ : [ℓ]→ [k],
then ofo(kλσ) = ofo(kλτ) for every map λ : [k]→ [k].
Remark 4.8. The range of ofo|An equals the set
A♯n := A
♯ ∩
n⋃
i=1
Ai.
Thus, only the restriction of f∗ to A♯n is relevant in the composition f
∗◦ofo|An , and
f∗ ◦ ofo|An = g∗ ◦ ofo|An if and only if f∗|A♯n = g
∗|
A
♯
n
. If |A| ≤ n, then obviously
A♯n = A
♯.
Remark 4.9. A function f : {0, 1}n → B is determined by the order of first occur-
rence if and only if there exist unary functions φ, γ : {0, 1} → B such that
f(a1, . . . , an) =
{
φ(a1), if a1 = · · · = an,
γ(a1), otherwise.
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The following lemma shows that the intersection of the class of 2-set-transitive
functions and the class of functions that are determined by the order of first occur-
rence is precisely the class of functions determined by supp. It is also easy to see
that none of the two classes is included in the other.
Before stating the result, let us introduce a notational device that will be used
many times in the sequel. We write expressions such as
(. . . ,
i
↓
a, . . . ,
j
↓
b, . . . ) or (a1, . . . ,
i
↓
a, . . . ,
j
↓
b, . . . , an)
to denote an n-tuple whose i-th component is a and the j-th component is b. The
remaining components are irrelevant to the argument at hand and they are clear
from the context. The indices i and j are always distinct and they may be equal to
1 or n, but it does not necessarily hold that i < j; however, if it is known that i < j,
then we usually write the i-th component to the left of the j-th one, especially in
arguments involving functions determined by the order of first occurrence. Also,
whenever possible, we write components indexed by i and i+1 next to each other,
and we write components indexed by 1 or n at the beginning and at the end of the
tuple, respectively, as in the following:
(. . . ,
i
↓
a,
i+1
↓
b, . . . ,
ℓ
↓
c, . . . ,
n
↓
d).
Lemma 4.10. Assume that n > |A| + 1, and let f : An → B. Then the following
conditions are equivalent:
(i) f is totally symmetric and determined by the order of first occurrence.
(ii) f is 2-set-transitive and determined by the order of first occurrence.
(iii) f is determined by the order of first occurrence and for all I, J ∈
(
n
2
)
, there
exists a bijection πIJ : [n− 1] → [n− 1] such that πIJ(min J) = min I and
f(aδI) = f(aπIJδJ) for all a ∈ An−1.
(iv) f is determined by supp.
Proof. We will prove the implications (i) =⇒ (ii) =⇒ (iii) =⇒ (i) and
(i) =⇒ (iv) =⇒ (i).
(i) =⇒ (ii): Total symmetry implies 2-set-transitivity.
(ii) =⇒ (iii): Assume that f is 2-set-transitive, and let I, J ∈
(
n
2
)
. Then there
exists a permutation σ ∈ Inv f such that Iσ−1 = J . By Lemma 4.2, there exists
a permutation σˆ ∈ Σn−1 such that σˆ ◦ δJ = δI ◦ σ and σˆ(min J) = min I. Setting
πIJ := σˆ, we have f(aδI) = f(aδIσ) = f(aπIJδJ) for all a ∈ A
n−1.
(iii) =⇒ (i): Assume that condition (iii) holds. Observe first that for all
integers k and ℓ such that 1 ≤ k < ℓ ≤ n and for all a1, . . . , an ∈ A and for
b, c ∈ {a1, . . . , ak−1, ak+1, . . . , aℓ−1, aℓ, . . . , an−1}, by choosing I := {k, ℓ} and J :=
{n− 1, n}, we have that
f(a1, . . . , ak−1, b, ak+1, . . . , aℓ−1, b, aℓ, . . . , an−1) =
f(aπIJ (1), . . . , aπIJ (n−2), b, b) =
f(aπIJ (1), . . . , aπIJ (n−2), c, c) =
f(a1, . . . , ak−1, c, ak+1, . . . , aℓ−1, c, aℓ, . . . , an−1),
(3)
where the first and third equalities hold by condition (iii), and the second equality
holds because f is determined by the order of first occurrence and both b and c
occur among aπIJ (1), . . . , aπIJ (n−2).
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We will show that f is totally symmetric. To this end, it is sufficient to show
that Inv f contains all adjacent transpositions (m m+ 1), 1 ≤ m ≤ n− 1, i.e., for
every m ∈ [n− 1],
(4) f(a1, . . . , an) = f(a1, . . . , am−1, am+1, am, am+2, . . . , an),
for all a1, . . . , an ∈ A.
Let m ∈ [n− 1], and let (a1, . . . , an) ∈ An. If am = am+1, then equality (4)
obviously holds, so let us assume that am 6= am+1; let x := am, y := am+1. Since
n > |A|+ 1, there exist indices i < j and i′ < i, j′ < j such that α := ai′ = ai and
β := aj′ = aj . We need to consider several cases according to the order of elements
i, j and m. In what follows, we will write
• “
ofo
=” to indicate that the equality holds because f is determined by the order
of first occurrence,
• “
pq
=”, where p, q ∈ [n], to indicate that the equality holds by (3) for I = {p, q}.
Case 1: {i, j}∩{m,m+1}= ∅. We only give the details in the case when i < m,
m+ 1 < j. The other two cases (i < j < m; m+1 < i < j) are proved in a similar
way.
f(. . . ,
i
↓
α, . . . ,
m
↓
x,
m+1
↓
y, . . . ,
j
↓
β, . . . )
ofo
= f(. . . ,
i
↓
α, . . . ,
m
↓
x,
m+1
↓
y, . . . ,
j
↓
α, . . . )
ij
=
f(. . . ,
i
↓
x, . . . ,
m
↓
x,
m+1
↓
y, . . . ,
j
↓
x, . . . )
mj
= f(. . . ,
i
↓
x, . . . ,
m
↓
y,
m+1
↓
y, . . . ,
j
↓
y, . . . )
m+1,j
=
f(. . . ,
i
↓
x, . . . ,
m
↓
y,
m+1
↓
x, . . . ,
j
↓
x, . . . )
ij
= f(. . . ,
i
↓
α, . . . ,
m
↓
y,
m+1
↓
x, . . . ,
j
↓
α, . . . )
ofo
=
f(. . . ,
i
↓
α, . . . ,
m
↓
y,
m+1
↓
x, . . . ,
j
↓
β, . . . ).
Case 2: {i, j} ∩ {m,m + 1} 6= ∅. Then x or y occurs before the m-th position
and we clearly have
f(a1, . . . ,
m
↓
x,
m+1
↓
y, . . . , an)
ofo
= f(a1, . . . ,
m
↓
y,
m+1
↓
x, . . . , an).
We conclude that (4) holds for all a1, . . . , an ∈ A, for any m ∈ [n], i.e., Inv f
contains all adjacent transpositions (m m + 1). This implies that f is totally
symmetric, as claimed.
(i) =⇒ (iv): Assume that f is determined by the order of first occurrence. Then
there exists f ′ : A♯ → B such that f = f ′ ◦ ofo|An . Since f is totally symmetric,
f ′(a) = f(aσ) for any permutation σ of [r], for all a ∈ A♯ ∩ Ar, r ≥ 1. Hence the
function f∗ : P(A)→ B given by setting f∗(S) := f ′(a), where a is any element of
A♯ such that supp(a) = S, is well defined. We have
(f∗ ◦ supp)(a) = f∗(supp(a)) = f∗(supp(ofo(a)) =
f ′(ofo(a)) = (f ′ ◦ ofo)(a) = f(a),
for all a ∈ An. Thus, f = f∗ ◦ supp|An , i.e., f is determined by supp.
(iv) =⇒ (i): Assume that f is determined by supp. Then f is totally symmetric.
Furthermore, f = f∗ ◦ supp|An for some f
∗ : P(A) → B. Define f ′ : A♯ → B as
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f ′(a1, . . . , ar) := f
∗({a1, . . . , ar}), for all (a1, . . . , ar) ∈ A♯. Then
(f ′ ◦ ofo)(a) = f ′(ofo(a)) = f∗(supp(ofo(a)) =
f∗(supp(a)) = (f∗ ◦ supp)(a) = f(a),
for all a ∈ An. Thus, f = f ′ ◦ ofo|An , i.e., f is determined by the order of first
occurrence. 
Proposition 4.11. Let f∗ : A♯ → B, and let f : An → B.
(i) If f = f∗ ◦ ofo|An , then fI = f∗ ◦ ofo|An−1 for all I ∈
(
n
2
)
.
(ii) If fI = f
∗ ◦ ofo|An−1 for all I ∈
(
n
2
)
, then there exists a map h∗ : A♯ → B
such that f = h∗ ◦ ofo|An and f∗(a) = h∗(a) whenever |supp(a)| < n.
(iii) If n > |A| and fI = f∗ ◦ ofo|An−1 for all I ∈
(
n
2
)
, then f = f∗ ◦ ofo|An .
(iv) If f is weakly determined by the order of first occurrence, then f has a unique
identification minor.
Proof. (i) For any I ∈
(
n
2
)
and for any a ∈ An−1, we have
fI(a) = f(aδI) = f
∗ ◦ ofo(aδI) = f
∗ ◦ ofo(a).
Therefore fI = f
∗ ◦ ofo|An−1 for all I ∈
(
n
2
)
.
(ii) Assume that fI = f
∗◦ofo|An−1 for all I ∈
(
n
2
)
. Define h∗ : A♯ → B as follows:
h∗(a) =
{
f∗(a), if |supp(a)| < n,
f(a), if |supp(a)| = n.
Let b ∈ An. If b = aδI for some a ∈ An−1 and I ∈
(
n
2
)
, then |supp(a)| < n and we
have
f(b) = f(aδI) = fI(a) = f
∗(ofo(a)) = h∗(ofo(a)) = h∗(ofo(aδI)) = h
∗(ofo(b)).
Otherwise b has no repeated entries, and we have ofo(b) = b, |supp(b)| = n, and
f(b) = h∗(b) = h∗(ofo(b)).
Thus, we have f = h∗ ◦ ofo|An . By the definition of h∗, we also have f∗(a) = h∗(a)
whenever |supp(a)| < n.
(iii) If n > |A|, then the function h∗ constructed in part (ii) equals f∗, and the
claim follows.
(iv) Follows immediately from part (i). 
As the following example illustrates, the equalities involving ofo that occur in
the conditions of Proposition 4.11 (ii) and (iii) cannot be relaxed to equivalences,
at least not in the case when n = |A|+1. (However, as we will see in Corollary 6.4,
the equalities can be relaxed to equivalences if |A| = 2 and n ≥ 4.) We apply
again the scheme of Definition 3.12 to show that if n = k + 1 and f : An → B is
a function such that fI ≡ f∗ ◦ ofo|An−1 for all I ∈
(
n
2
)
, then f is not necessarily
weakly determined by the order of first occurrence.
Example 4.12. Assume that n = k+1, let A = [k], and assume that α and β are
distinct elements of B. Define the function h : Ak → B by the rule
h(a) =
{
α, if a = k,
β, otherwise.
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For I ∈
(
n
2
)
, let gI = h and let ρI = (1 2 3 · · · k)i = (i, i + 1, . . . , k, 1, . . . , i − 1),
where i = min I. Let φ be the identity map on
(
n
2
)
. Denote G := (gI)I∈(n2)
,
P := (ρI)I∈(n2)
. Let f : An → B be the function fG,P,φ as in Definition 3.12. Then
f(b) = α if and only if b = kρIδI for some I ∈
(
n
2
)
.
For example, if k = 4 and n = 5, then f is the function that takes on value α at
points
(1, 1, 2, 3, 4), (1, 2, 1, 3, 4), (1, 2, 3, 1, 4), (1, 2, 3, 4, 1), (4, 1, 1, 2, 3),
(4, 1, 2, 1, 3), (4, 1, 2, 3, 1), (3, 4, 1, 1, 2), (3, 4, 1, 2, 1), (2, 3, 4, 1, 1)
and value β elsewhere.
We claim that f is not weakly determined by the order of first occurrence. To
see this, suppose on the contrary that f(b) = f∗(ofo(bσ)) for some f∗ : A♯ → B
and σ ∈ Σk. Let I ∈
(
n
2
)
, and let c be the unique tuple that has two occurrences
of 2 and satisfies ofo(cσ) = ofo(kρIδIσ). Then we have
β = f(c) = f∗(ofo(cσ)) = f∗(ofo(kρIδIσ)) = f(kρIδI) = α,
a contradiction.
We also claim that if k > 2, then the only permutation under which f is invariant
is the identity permutation (and hence, in particular, f is not 2-set-transitive). To
see this, let σ ∈ Σn and assume that f(b) = f(bσ) for all b ∈ An. Then b 7→ bσ
maps the set {kρIδI : I ∈
(
n
2
)
} onto itself. Let I = {1, 2}, and let J be the unique
couple in
(
n
2
)
such that kρIδIσ = kρJδJ . Assume that J = {p, q} with p < q.
Suppose first that p ≥ 2 and p+ 1 < q < n. Then
(1, 1, 2, 3, . . . , k − 1, k)σ = (. . . ,
p−1
↓
k,
p
↓
1,
p+1
↓
2, . . . , p− q,
q
↓
1, p− q + 1, . . . ),
and, depending on whether σ(p) = 1 and σ(q) = 2, or σ(p) = 2 and σ(q) = 1, it
holds that (k, 1, 2, 3, . . . , k − 1, 1)σ equals
(. . . ,
p−1
↓
1,
p
↓
k,
p+1
↓
2, . . . , p− q,
q
↓
1, p− q + 1, . . . ) or (. . . ,
p−1
↓
1,
p
↓
1,
p+1
↓
2, . . . , p− q,
q
↓
k, p− q + 1, . . . ),
and in both cases we arrive at a contradiction.
Suppose then that p = 2 and q = n. Then
(1, 1, 2, 3, . . . , k − 1, k)σ = (k, 1, 2, . . . , k − 1, 1).
Thus σ fixes all elements in {3, . . . , n − 1} and σ(1) = n, and we have that either
σ = (1 n) or σ = (1 n 2). If n > 4, then
(k − 1, k, 1, 1, 2, . . . , k − 3, k − 2)(1 n) = (k − 2, k, 1, 1, 2, . . . , k − 3, k − 1),
(k − 1, k, 1, 1, 2, . . . , k − 3, k − 2)(1 n 2) = (k − 2, k − 1, 1, 1, 2, . . . , k − 3, k),
and both possibilities for σ give rise to a contradiction. If n = 4, then
(3, 1, 1, 2)(1 4) = (2, 1, 1, 3), (1, 2, 3, 1)(1 4 2) = (1, 1, 3, 2),
and we arrive again at a contradiction.
Suppose then that p ≥ 2 and q = p+ 1. Then
(1, 1, 2, 3, . . . , k − 1, k)σ = (. . . ,
p−1
↓
k,
p
↓
1,
p+1
↓
1, 2, . . . ),
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and, depending on whether σ(p) = 1 and σ(p+1) = 2, or σ(p) = 2 and σ(p+1) = 2,
it holds that (k, 1, 2, 3, . . . , k − 1, 1)σ equals
(. . . ,
p−1
↓
1,
p
↓
k,
p+1
↓
1, 2, . . . ) or (. . . ,
p−1
↓
1,
p
↓
1,
p+1
↓
k, 2, . . . ),
and in both cases we arrive at a contradiction.
Suppose then that p = 1 and q ≥ 4. Then
(1, 1, 2, 3, . . . , k − 1, k)σ = (
1
↓
1, 2, 3, . . . , q − 1,
q
↓
1, q, . . . , k),
and, depending on whether σ(1) = 1 and σ(q) = 2, or σ(1) = 2 and σ(q) = 1, it
holds that (1, 2, 1, 3, . . . , k − 1, k)σ equals
(
1
↓
1, 1, 3, . . . , q − 1,
q
↓
2, q, . . . , k) or (
1
↓
2, 1, 3, . . . , q − 1,
q
↓
1, q, . . . , k),
and in both cases we arrive at a contradiction.
Suppose then that p = 1 and q = 3. Then
(1, 1, 2, 3, . . . , k − 1, k)σ = (1, 2, 1, 3, 4, . . . , k − 1, k),
and, depending on whether σ(1) = 1 and σ(3) = 2, or σ(1) = 2 and σ(3) = 1, it
holds that (k, 1, 2, 3, . . . , k − 1, 1)σ equals
(k, 2, 1, 3, 4, . . . , k − 1, 1) or (1, 2, k, 3, 4, . . . , k − 1, 1),
and in both cases we arrive at a contradiction.
Finally, suppose that p = 1 and q = 2. Then
(1, 1, 2, 3, . . . , k − 1, k)σ = (1, 1, 2, 3, . . . , k − 1, k),
and we have that either σ = (1 2) or σ is the identity permutation. If σ = (1 2),
then
(1, 2, 1, 3, . . . , n− 1)σ = (2, 1, 1, 3, . . . , n− 1),
a contradiction. The only remaining possibility is that σ is the identity permutation.
4.4. Open problems. Functions with a unique identification minor are a topic
that is worth investigating on its own right. We have seen in this section examples
of wide classes of functions with a unique identification minor: 2-set-transitive
functions and functions weakly determined by the order of first occurrence (see
Propositions 4.4 and 4.11). Example 4.12 shows that
• if n = |A|+1, then there exist functions f : An → B such that f has a unique
identification minor and f is not 2-set-transitive nor weakly determined by
the order of first occurrence; and
• if n = |A|+1, then there exist functions f : An → B such that f is determined
by the order of first occurrence and f is not reconstructible.
Whether the above statements remain true also in the case when n > |A| + 1,
however, remains an open problem.
Question 4.13. Describe all functions that have a unique identification minor.
Question 4.14. Let C be the class of functions f : An → B such that n > |A|+ 1
and f is weakly determined by the order of first occurrence. Is C recognizable?
We will see in Corollary 6.3 that the answer to Question 4.14 is positive if |A| = 2.
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5. Totally symmetric functions are reconstructible
In this section, we investigate totally symmetric functions, an especially impor-
tant class of functions with a unique identification minor. Our main result, Theo-
rem 5.1, asserts that totally symmetric functions f : An → B are reconstructible,
provided n ≥ |A| + 2. We also show that totally symmetric functions f : An → B
are weakly reconstructible if n > max(|A|, 3) (Proposition 5.2). The lower bound
of Theorem 5.1 is sharp: in Example 3.14 we have seen totally symmetric functions
of arity n = |A|+ 1 that are not reconstructible.
Let ms:
⋃
n≥1A
n → M(A) be the map given by the rule a 7→ {ai : i ∈ [n]}
for every a ∈ An (n ≥ 1), i.e., ms maps each tuple to the multiset of its entries.
It is easy to verify that a function f : An → B is totally symmetric if and only if
f = φ ◦ms|An for some φ : Mn(A)→ B.
Theorem 5.1. Assume that n ≥ k + 2 and |A| = k. If f : An → B is totally
symmetric, then f is reconstructible.
Proof. Since f is totally symmetric, there exists a map φ : Mn(A) → B such that
f = φ ◦ ms|An . Let h : An−1 → B be the function given by the rule h(b) =
φ(ms(b)⊎{b1}) for all b ∈ An−1. Then for every I ∈
(
n
2
)
, it holds that fI ≡ h. Let
g : An → B be a reconstruction of f . Then for every I ∈
(
n
2
)
, it holds that gI ≡ h
and hence there exists a permutation ρI ∈ Σn−1 such that gI(b) = h(bρI) for all
b ∈ An−1. Let qI := min δ
−1
I (ρI(1)).
Let a ∈ An. Since n ≥ k + 2, there exist I ∈
(
n
2
)
and b ∈ An−1 such that
a = bδI . It holds that g(a) = g(bδI) = gI(b) = h(bρI) = φ(ms(bρI) ⊎ {bρI(1)}).
Since ai = bδI (i) for every i ∈ [n] and δI(qI) = ρI(1), we have bρI(1) = aqI .
Therefore, for any I ∈
(
n
2
)
and for every a ∈ An such that amin I = amax I , it holds
that
(5) g(a) = φ(ms(a) \ {amax I} ⊎ {aqI}).
(In the sequel, we write “
J
=” for some J ∈
(
n
2
)
to indicate that the equality in
question holds by Equation (5) for I = J .)
Claim 5.1.1. If there exist I, J ∈
(
n
2
)
such that I ∩ J = ∅ and qI /∈ I and qJ /∈ J ,
then φ(S) = φ(T ) for all S, T ∈ Mn(A) such that set(S) = set(T ).
Proof of Claim 5.1.1. Let I = {i, j}, J = {p, q}, and assume that I ∩ J = ∅ and
qI /∈ I and qJ /∈ J . We split the analysis into several cases.
Case 1: qI , qJ /∈ I∪J , qI 6= qJ . In this case n ≥ 6. We have for any α, β, γ, δ ∈ A
and for any u ∈ An−6 that
φ({α, α, β, γ, δ, δ} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
qJ
↓
γ,
p
↓
δ,
q
↓
δ,u)
J
= φ({α, β, β, γ, γ, δ} ⊎ms(u)).
Let K = {qI , qJ}. If qK ∈ K, then for any α, β, γ, δ ∈ A and for any u ∈ An−6,
φ({α, α, α, β, γ, δ} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
δ,
j
↓
δ,
qJ
↓
α,
p
↓
β,
q
↓
γ,u)
K
=
φ({α, α, β, γ, δ, δ} ⊎ms(u)) = φ({α, β, β, γ, γ, δ} ⊎ms(u)).
If qK /∈ K ∪ I, then for any α, β, γ ∈ A and for any u ∈ An−5,
φ({α, α, α, β, γ,ms(u)})
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
qJ
↓
α,
qK
↓
γ,u)
K
= φ({α, β, β, γ, γ} ⊎ms(u)).
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If qK /∈ K ∪ J , then for any α, β, γ ∈ A and for any u ∈ An−5,
φ({α, α, α, β, γ,ms(u)})
J
= g(
qI
↓
α,
qJ
↓
α,
p
↓
β,
q
↓
β,
qK
↓
γ,u)
K
= φ({α, β, β, γ, γ} ⊎ms(u)).
Thus, for all α, β, γ, δ ∈ A and for all u ∈ An−6, it holds that
(6) φ({α, α, α, β, γ, δ} ⊎ms(u)) = φ({α, α, β, γ, δ, δ} ⊎ms(u)) =
φ({α, β, β, γ, γ, δ} ⊎ms(u)).
Let S ∈ Mn(A), let E := set(S), and fix an element e ∈ E. Let F be the
multiset on A given by the multiplicity function
1F (x) =


|E| − n+ 1, if x = e,
1, if x ∈ E \ {e},
0, if x /∈ E.
We will construct a sequence S = S0, S1, . . . , Sr = F (r ≥ 1) of multisets inMn(A)
that satisfy φ(Si) = φ(Si−1) for all i ∈ [r]. Let S0 := S, and define S1 by the
following rules.
• If 1S(e) > 1, then let S1 := S0. In this case obviously φ(S0) = φ(S1).
• If 1S(e) = 1 and there exists a ∈ A such that 1S(a) ≥ 3, then let S1 :=
S0 ⊎ {e} \ {a}. Then φ(S0) = φ(S1) by (6) (take α = a and δ = e, and
consider the first and second expression in (6)).
• Otherwise we have that 1S(e) = 1 and, since n ≥ |A| + 2, there exist
distinct elements a or b of A such that 1S(a) = 1S(b) = 2. Let S1 :=
S0 ⊎ {e, e} \ {a, b}. Then φ(S0) = φ(S1) by (6) (take α = e, β = a, and
γ = b, and consider the first and third expression in (6)).
Thus S1 is a multiset with 1S1(e) > 1. We proceed by the following recursion.
• If i ≥ 1 and there exists a ∈ A such that 1Si(a) > 1 and a 6= e, then let
Si+1 := Si ⊎ {e} \ {a}. Then φ(Si) = φ(Si+1) by (6) (take α = e and
δ = a, and consider the first and second expression in (6)). Furthermore,
1Si+1(e) > 1, and we can apply the recursive step again.
• Otherwise Si = U , and we let r := i and stop the recursion.
The recursion will stop after a finite number of steps, and we have that φ(S) =
φ(S0) = φ(S1) = · · · = φ(Sr) = φ(F ). We conclude that if S, T ∈ MN(A) are
multisets such that set(S) = set(T ), then we have φ(S) = φ(F ) = φ(T ), as claimed.
Case 2: qI , qJ /∈ I ∪ J , qI = qJ . In this case n ≥ 5. We have for any α, β, γ ∈ A
and for any u ∈ An−5 that
φ({α, α, β, γ, γ} ⊎ms(u))
I
= g(
qI=qJ
↓
α,
i
↓
β,
j
↓
β,
p
↓
γ,
q
↓
γ,u)
J
= φ({α, α, β, β, γ} ⊎ms(u)).
Let K = {qI , p}. If qK ∈ K, then for all α, β ∈ A and for all u ∈ An−4,
φ({α, α, α, β} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
p
↓
α,u)
K
= φ({α, α, β, β} ⊎ms(u)).
If qK /∈ J ∪K, then for all α, β ∈ A and for all u ∈ An−4,
φ({α, α, α, β} ⊎ms(u))
J
= g(
qI
↓
α,
p
↓
α,
q
↓
α,
qK
↓
β,u)
K
= φ({α, α, β, β} ⊎ms(u)).
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If qK /∈ I ∪K, then for all α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, α, β, γ} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
p
↓
α,
qK
↓
γ,u)
K
= φ({α, β, β, γ, γ} ⊎ms(u)).
Thus, for all α, β, γ ∈ A and for all u ∈ An−5, it holds that
φ({α, α, α, β, γ} ⊎ms(u)) = φ({α, α, β, β, γ} ⊎ms(u)) =
φ({α, α, β, γ, γ} ⊎ms(u)) = φ({α, β, β, γ, γ} ⊎ms(u)).
Proceeding in a similar way as in Case 1, we can show that the above identities
imply that φ(S) = φ(T ) for all S, T ∈Mn(A) such that set(S) = set(T ).
Case 3: qI /∈ I ∪ J , qJ ∈ I. In this case n ≥ 5. We have for any α, β, γ ∈ A and
for any u ∈ An−5 that
φ({α, α, β, γ, γ} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
p
↓
γ,
q
↓
γ,u)
J
= φ({α, β, β, β, γ} ⊎ms(u)).
Let K = {qI , p}. If qK ∈ K, then for all α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, α, β, γ} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
p
↓
α,
q
↓
γ,u)
K
= φ({α, α, β, β, γ} ⊎ms(u)).
If qK ∈ I, then for all α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, α, β, γ} ⊎ms(u))
I
= g(
qI
↓
α,
i
↓
β,
j
↓
β,
p
↓
α,
q
↓
γ,u)
K
= φ({α, β, β, β, γ} ⊎ms(u)).
If qK = q, then for all α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, β, γ, γ} ⊎ms(u))
J
= g(
qI
↓
α,
i
↓
β,
j
↓
γ,
p
↓
α,
q
↓
α,u)
K
= φ({α, α, α, β, γ} ⊎ms(u)).
If qK /∈ I ∪ J ∪ {qI}, then for all α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, β, β, γ} ⊎ms(u))
J
= g(
qI
↓
α,
qJ
↓
β,
p
↓
α,
q
↓
α,
qK
↓
γ,u)
K
= φ({α, α, β, γ, γ} ⊎ms(u)).
Thus, for all α, β, γ ∈ A and for all u ∈ An−5, it holds that
φ({α, α, α, β, γ} ⊎ms(u)) = φ({α, β, β, β, γ} ⊎ms(u)) =
φ({α, β, γ, γ, γ} ⊎ms(u)) = φ({α, α, β, β, γ} ⊎ms(u)) =
φ({α, α, β, γ, γ} ⊎ms(u)) = φ({α, β, β, γ, γ} ⊎ms(u)).
As in the previous cases, we can show that φ(S) = φ(T ) for all S, T ∈ Mn(A) such
that set(S) = set(T ).
Case 4: qI ∈ J , qJ ∈ I. Without loss of generality, we may assume that qI = p
and qJ = j. We have for any α, β ∈ A and for any u ∈ An−4,
φ({α, β, β, β} ⊎ms(u))
I
= g(
i
↓
α,
j
↓
α,
p
↓
β,
q
↓
β,u)
J
= φ({α, α, α, β} ⊎ms(u)).
Let K = {i, q}. If qK ∈ {i, j, q}, then for all α, β ∈ A and for all u ∈ An−4,
φ({α, α, β, β} ⊎ms(u))
I
= g(
i
↓
α,
j
↓
α,
p
↓
β,
q
↓
α,u)
K
= φ({α, α, α, β} ⊎ms(u)).
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If qK ∈ {i, p, q}, then for all α, β ∈ A and for all u ∈ An−4,
φ({α, α, β, β} ⊎ms(u))
J
= g(
i
↓
α,
j
↓
β,
p
↓
α,
q
↓
α,u)
K
= φ({α, α, α, β} ⊎ms(u)).
If qK /∈ {i, j, p, q}, then n ≥ 5. Let L = {qK , i}. If qL ∈ {qK , i, j}, then for all
α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, β, β, γ} ⊎ms(u))
I
= g(
qK
↓
α,
i
↓
α,
j
↓
α,
p
↓
β,
q
↓
γ,u)
L
= φ({α, α, α, β, γ} ⊎ms(u)).
If qL ∈ {p, q}, then for all α, β, γ ∈ A and for all u ∈ An−5,
φ({α, α, β, β, γ} ⊎ms(u))
J
= g(
qK
↓
α,
i
↓
α,
j
↓
β,
p
↓
γ,
q
↓
γ,u)
L
= φ({α, β, γ, γ, γ} ⊎ms(u)).
If qL /∈ {i, j, p, q}, then for all α, β ∈ A and for all u ∈ An−4,
φ({α, α, α, β} ⊎ms(u))
K
= g(
qK
↓
α,
i
↓
α,
q
↓
α,
qL
↓
γ,u)
L
= φ({α, α, β, β} ⊎ms(u)).
Thus, for all α, β ∈ A and for all u ∈ An−4, it holds that
φ({α, α, α, β} ⊎ms(u)) = φ({α, α, β, β} ⊎ms(u)) = φ({α, β, β, β} ⊎ms(u)).
As in the previous cases, we can show that φ(S) = φ(T ) for all S, T ∈ Mn(A) such
that set(S) = set(T ).
Cases 1–4 exhaust all possibilities, and the proof of the claim is complete. 
Claim 5.1.2. If there exist I, J ∈
(
n
2
)
such that I ∩ J = ∅ and qI , qJ ∈ J , then
φ(S) = φ(T ) for all S, T ∈ Mn(A) such that set(S) = set(T ).
Proof of Claim 5.1.2. Let I = {i, j}, J = {p, q}, and assume that I ∩ J = ∅ and
qI , qJ ∈ J . Then for any α, β ∈ A and for any u ∈ An−4 we have
φ({α, β, β, β} ⊎ms(u))
I
= g(
i
↓
α,
j
↓
α,
p
↓
β,
q
↓
β,u)
J
= φ({α, α, β, β} ⊎ms(u)).
Proceeding as we did in the proof of Claim 5.1.1, we can show that φ(S) = φ(T )
for all S, T ∈Mn(A) such that set(S) = set(T ). 
Claim 5.1.3. If there exists I ∈
(
n
2
)
such that qI /∈ I, then φ(S) = φ(T ) for all
S, T ∈Mn(A) such that set(S) = set(T ).
Proof of Claim 5.1.3. Assume that I ∈
(
n
2
)
is such that qI /∈ I. Since n ≥ 4, there
exists p ∈ [n]\ (I∪{qI}). Let J = {p, qI}. Depending on whether qJ /∈ J or qJ ∈ J ,
Claim 5.1.1 or Claim 5.1.2 implies that φ(S) = φ(T ) for all S, T ∈ Mn(A) such
that set(S) = set(T ). 
(Proof of Theorem 5.1 continued) If there exists I ∈
(
n
2
)
such that qI /∈ I, then
by Claim 5.1.3, we have that φ(S) = φ(T ) for all S, T ∈Mn(A) such that set(S) =
set(T ). Then f is determined by supp, and it is reconstructible by Proposition 3.10.
Otherwise qI ∈ I for all I ∈
(
n
2
)
, and we have for every a ∈ An that if amin I =
amax I for some I ∈
(
n
2
)
, then aqI = amin I = amax I . Then Equation (5) yields
g(a) = φ(ms(a) \ {amax I} ⊎ {aqI}) = φ(ms(a)) for all a ∈ A
n, i.e., g = f . We
conclude that f is reconstructible. 
Proposition 5.2. Assume that n > max(k, 3) and f, g : An → B are totally sym-
metric. If deck f = deck g, then f = g.
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Proof. Proposition 4.4 and the assumption that deck f = deck g imply that fI ≡ gJ
for all I, J ∈
(
n
2
)
. In particular, setting N := {n − 1, n}, we have that fN ≡ gN ;
hence there exists a permutation τ ∈ Σn−1 such that fN (a) = gN (aτ) for all
a ∈ An−1. By the definition of identification minor, we have
(7) f(aδN ) = fN (a) = gN(aτ) = g(aτδN )
for all a ∈ An−1.
We want to show that f = g, that is f(a) = g(a) for all a ∈ An. Let a ∈
An be arbitrary. Since n > k, there is an element α ∈ A that has at least two
occurrences in a. By the total symmetry of f and g, we may assume that the last
two components of a are equal to α, i.e., an−1 = an = α. Let b be the (n−1)-tuple
that is obtained by removing the last entry from a. We clearly have a = bδN .
We need to distinguish between two cases depending on whether τ(n−1) = n−1
or not. Consider first the case that τ(n−1) = n−1. By Equation (7) and the total
symmetry (TS) of g we have
f(a) = f(bδN )
(7)
= g(bτδN )
TS
= g(a).
Consider then the case that τ(n − 1) = r 6= n− 1. Fix an element s of [n− 1] \
{r, n − 1}; this set is nonempty since n > 3. Let β := ar, γ := as. Repeated
applications of (7) and the total symmetry of f and g yield
f(a) = f(a1, . . . ,
r
↓
β, . . . ,
s
↓
γ, . . . , an−2,
n−1
↓
α,
n
↓
α)
(7)
= g(aτ(1), . . . ,
τ−1(n−1)
↓
α, . . . ,
τ−1(s)
↓
γ, . . . , aτ(n−2),
n−1
↓
β,
n
↓
β)
TS
= g(aτ(1), . . . ,
τ−1(n−1)
↓
γ, . . . ,
τ−1(s)
↓
α, . . . , aτ(n−2),
n−1
↓
β,
n
↓
β)
(7)
= f(a1, . . . ,
r
↓
β, . . . ,
s
↓
α, . . . , an−2,
n−1
↓
γ,
n
↓
γ)
TS
= f(a1, . . . ,
r
↓
α, . . . ,
s
↓
β, . . . , an−2,
n−1
↓
γ,
n
↓
γ)
(7)
= g(aτ(1), . . . ,
τ−1(n−1)
↓
γ, . . . ,
τ−1(s)
↓
β, . . . , aτ(n−2),
n−1
↓
α,
n
↓
α)
TS
= g(a1, . . . ,
r
↓
β, . . . ,
s
↓
γ, . . . , an−2,
n−1
↓
α,
n
↓
α) = g(a).
This shows that f(a) = g(a) for all a ∈ An, i.e., f = g. 
The following example shows that, in Theorem 5.1 and Proposition 5.2, the
bound n ≥ 4 is sharp when k = 2.
Example 5.3. Let A = {0, 1}, let a, b, c, d ∈ B, and let f, g, h : A3 → B be given
by the following table.
x y z f(x, y, z) g(x, y, z) h(x, y, z)
0 0 0 a a a
0 0 1 b c b
0 1 0 b c b
0 1 1 c b b
1 0 0 b c c
1 0 1 c b c
1 1 0 c b c
1 1 1 d d d
Functions f and g are totally symmetric, and h is determined by the order of first
occurrence, and these functions are pairwise nonequivalent (unless b = c). It is
not difficult to verify that for every I ∈
(
n
2
)
, both fI , gI , and hI are equivalent to
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the function (0, 0) 7→ a, (0, 1) 7→ b, (1, 0) 7→ c, (1, 1) 7→ d. Hence f , g, and h are
reconstructions of each other.
6. Functions determined by (pr, supp) are reconstructible
The remainder of this paper deals with the reconstructibility of functions that
are weakly determined by the order of first occurrence. We first consider a special
subclass, namely the functions determined by (pr, supp), and we show that this
subclass is reconstructible. In the case of functions defined on a two-element set,
this subclass actually coincides with the class of all functions weakly determined
by the order of first occurrence.
A function f : An → B is determined by (pr, supp) if there exists a map f∗ : A×
P(A)→ B and i ∈ [n] such that f = f∗ ◦ (pr
(n)
i , supp|An).
Lemma 6.1. (i) If f = f∗ ◦ (pr
(n)
i , supp|An) for some i ∈ [n] and f
∗ : A×P(A)→
B, then fI = f
∗ ◦ (pr
(n−1)
δI (i)
, supp|An−1) for all I ∈
(
n
2
)
.
(ii) Let f∗ : A × P(A) → B and f ♯ : A♯ → B be functions satisfying f ♯(a) =
f∗(a1, supp(a)) for all a ∈ A♯. Then f ♯ ◦ ofo|An = f∗ ◦ (pr
(n)
1 , supp|An).
(iii) Every function determined by (pr, supp) is weakly determined by the order
of first occurrence.
(iv) If |A| = 2, then a function f : An → B is determined by (pr, supp) if and
only if it is weakly determined by the order of first occurrence.
Proof. (i) Let f = f∗ ◦ (pr
(n)
i , supp|An), and let I ∈
(
n
2
)
. Then for any b ∈ An−1,
we have
fI(b) = f(bδI) = f
∗(pr
(n)
i (bδI), supp(bδI)) = f
∗(pr
(n−1)
δI(i)
(b), supp(b)).
(ii) Let a ∈ An. Since ofo(a) ∈ A♯ and the first component of ofo(a) is a1,
it holds that f ♯(ofo(a)) = f∗(a1, supp(ofo(a))). Since supp(ofo(a)) = supp(a),
we have f∗(a1, supp(ofo(a))) = f
∗(a1, supp(a)). Consequently, f
♯ ◦ ofo|An = f∗ ◦
(pr
(n)
1 , supp|An).
(iii) Assume that f : An → B be determined by (pr, supp). Then there exists
a map f∗ : A × P(A) → B and i ∈ [n] such that f = f∗ ◦ (pr
(n)
i , supp|An). Let
σ ∈ Σn be any permutation that maps 1 to i, and let f ♯ : A♯ → B be given by the
rule f ♯(a) = f∗(a1, supp(a)), for all a ∈ A
♯. It follows from part (ii) and from the
fact that supp(a) = supp(aσ) that for all a ∈ An, it holds that
f(a) = f∗ ◦ (pr
(n)
i , supp|An)(a) = f
∗ ◦ (pr
(n)
1 , supp|An)(aσ) = f
♯ ◦ ofo|An(aσ).
Thus, f ≡ f ♯ ◦ ofo|An , i.e., f is weakly determined by the order of first occurrence.
(iv) Without loss of generality, we assume that A = {0, 1}. In light of part (iii),
we only need to show that if f : An → B is weakly determined by the order of first
occurrence, then it is determined by (pr, supp). Let f ♯ : A♯ → B, σ ∈ Σn, and
assume that f(a) = f ♯(ofo(aσ)) for all a ∈ An. Let f∗ : A × P(A) → B be any
function satisfying
f∗(0, {0}) = f ♯(0), f∗(0, {0, 1}) = f ♯(0, 1),
f∗(1, {1}) = f ♯(1), f∗(1, {0, 1}) = f ♯(1, 0).
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Then f∗ satisfies the condition f∗(a1, supp(a)) = f
♯(a) for all a ∈ A♯. By part (ii),
we have
f(a) = f ♯(ofo(aσ)) = f∗ ◦ (pr
(n)
1 , supp|An)(aσ) = f
∗ ◦ (pr
(n)
σ(1), supp|An)(a),
that is, f is determined by (pr, supp). 
Theorem 6.2. Assume that n ≥ k + 2, |A| = k, and f : An → B is determined by
(pr, supp). Then f is reconstructible.
Proof. Assume that f = f∗ ◦ (pr
(n)
i , supp|An) for some i ∈ [n] and f
∗ : A×P(A)→
B. By Lemma 6.1 (i), fI ≡ f∗◦(pr
(n−1)
1 , supp|An−1) for all I ∈
(
n
2
)
. Let g : An → B
be a reconstruction of f . Then for every I ∈
(
n
2
)
, there exists a bijection ρI ∈ Σn−1
such that gI(a) = f
∗ ◦ (pr
(n−1)
1 , supp|An−1)(aρI) for all a ∈ A
n−1, i.e., gI = f
∗ ◦
(pr
(n−1)
ρI(1)
, supp|An−1). Let qI := min δ
−1
I (ρI(1)).
Let a ∈ An. Since n ≥ k+2, there exist I ∈
(
n
2
)
and b ∈ An−1 such that a = bδI .
It holds that g(a) = g(bδI) = gI(b) = f
∗(bρI (1), supp(b)). Since ai = bδI(i) for
every i ∈ [n] and δI(1) = ρI(1), we have bρI (1) = aqI . Therefore,
(8) g(a) = f∗(aqI , supp(a)).
(In the sequel, we will write “
J
=” for a couple J ∈
(
n
2
)
to indicate that the equality
holds by Equation (8) for I = J .)
Claim 6.2.1. If qI ∈ I for all I ∈
(
n
2
)
, then f is determined by supp.
Proof of Claim 6.2.1. Assume that qI ∈ I for all I ∈
(
n
2
)
. Since n ≥ k+2, for every
α, β ∈ A and for every S ⊆ A with |S| ≥ 2, there exists a tuple u ∈ An such that
α 6= β, a1 = a2 = α, a3 = a4 = β, supp(u) = S. Then
φ(α, S)
{1,2}
= g(u)
{3,4}
= φ(β, S).
Varying α and β, we have that f∗(α, S) = f∗(β, S) for all α, β ∈ S, and we can
conclude that f is determined by supp. 
Claim 6.2.2. If there exists I ∈
(
n
2
)
such that qI /∈ I, then f is determined by supp
or for all J ∈
(
n
2
)
either qJ = qI or J = {qI , qJ}.
Proof of Claim 6.2.2. Assume that I ∈
(
n
2
)
is a couple that satisfies qI /∈ I. Let
J ∈
(
n
2
)
be a couple. We split the analysis in two cases according to whether qI ∈ J .
Case 1: qI /∈ J ; in this case it is not possible that J = {qI , qJ}. If qJ = qI ,
then J has the desired property, so assume that qJ 6= qI . Since n ≥ k + 2, then
for every S ⊆ A with |S| ≥ 2 and for all α, β ∈ A such that α 6= β, there exists
a tuple u ∈ An that satisfies uqI = α, uqJ = β, umin I = umax I , uminJ = umaxJ ,
supp(u) = S. Then we have
f∗(α, S)
I
= g(u)
J
= f∗(β, S).
Varying α and β, we have that f∗(α, S) = f∗(β, S) for all α, β ∈ S, and we can
conclude that f is determined by supp.
Case 2: qI ∈ J . If qJ ∈ J , then either qJ = qI or J = {qI , qJ}, and J has the
desired property. Assume thus that qJ /∈ J . Since n ≥ 4, there exists a couple
K ∈
(
n
2
)
that is disjoint from J ; thus qI /∈ K. By Case 1, we have that f is
determined by supp or qK = qI ; thus we assume that qK = qI . Since n ≥ k + 2,
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then for every S ⊆ A with |S| ≥ 2 and for all α, β ∈ A such that α 6= β, there exists
a tuple u ∈ An that satisfies uqJ = α, uqK = β, uminJ = umaxJ , uminK = umaxK ,
supp(u) = S. Then we have
f∗(α, S)
J
= g(u)
K
= f∗(β, S).
Varying α and β, we have that f∗(α, S) = f∗(β, S) for all α, β ∈ S, and we can
conclude that f is determined by supp. 
(Proof of Theorem 6.2 continued) By Claims 6.2.1 and 6.2.2, f is determined
by supp or there exists an element s ∈ [n] such that for all I ∈
(
n
2
)
, qI = s or
I = {qI , s}. In the former case, f is reconstructible by Proposition 3.10. We
claim that g ≡ f in the latter case. Let a ∈ An. Since n > |A|, there exist
I ∈
(
n
2
)
and b ∈ An−1 such that a = bδI . Since aqI = as, Equation (8) yields
g(a) = f∗(as, supp(a)). We conclude that g = (pr
(n)
s , supp|An); hence g ≡ f , and
f is reconstructible. 
Corollary 6.3. Assume that n ≥ 4 and |A| = 2. If f : An → B is weakly deter-
mined by the order of first occurrence, then f is reconstructible.
Proof. If f is as described, then by Lemma 6.1 (iv), f is determined by (pr, supp),
and by Theorem 6.2, f is reconstructible. 
By Corollary 6.3, the answer to Question 4.14 is positive if |A| = 2. Example 5.3
shows that the bound n ≥ 4 in Corollary 6.3 is sharp. The following corollary shows
that the equalities in Proposition 4.11 (iii) can be relaxed into equivalences in the
case when |A| = 2 and n ≥ 4.
Corollary 6.4. Assume that n ≥ 4 and |A| = 2. Let f : An → B and f∗ : A♯ → B.
If fI ≡ f∗ ◦ ofo|An−1 for all I ∈
(
n
2
)
, then f ≡ f∗ ◦ ofo|An .
Proof. Let g = f∗ ◦ ofo|An . By Proposition 4.11 (i), gI = f
∗ ◦ ofo|An . By
Corollary 6.3, g is reconstructible. Since f is a reconstruction of g, we have
f ≡ f∗ ◦ ofo|An . 
7. Equivalence-equalizing couples for functions determined by the
order of first occurrence
We now investigate conditions under which functions determined by the order
of first occurrence that are equivalent are actually equal. The main result of this
section, Theorem 7.1, finds applications in Section 8, where we show that the class
of functions weakly determined by the order of first occurrence is weakly recon-
structible.
Let n and k be integers greater than or equal to 2. The couple (n, k) is equivalence-
equalizing for functions determined by the order of first occurrence (or briefly equal-
izing), if for all f, g : An → B with |A| = k it holds that if f and g are determined
by the order of first occurrence and f ≡ g, then f = g. Without loss of generality,
we will assume throughout this section that A = [k].
Theorem 7.1. Let n and k be integers greater than or equal to 2. The couple (n, k)
is equalizing if and only if k ≡ 1, 2 (mod 4) and n ≥ k + 1; or k ≡ 0, 3 (mod 4)
and n ≥ k + 2.
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The proof of Theorem 7.1 is rather long and somewhat technical. We proceed in
small steps, establishing several auxiliary lemmas. The general plan is the follow-
ing. We are going to proceed by induction on k. We first establish in Lemma 7.7
the basis of the induction and in Lemma 7.8 the arguments needed in the inductive
step. The inductive argument relies on Lemma 7.25, a necessary and sufficient con-
dition for a permutation σ to be k-equalizing (see definition below). The necessity
of the condition is established in Lemmas 7.6, 7.7 (ii), and 7.8. Proving sufficiency
occupies most of this section. We formulate a sufficient condition for a permutation
σ to be k-equalizing (see Lemma 7.14). This condition is expressed in terms of a
permutation group that is derived in a certain way from σ. Then we develop tools
with which we can find some elements of the group the presence of which guaran-
tees that the sufficient condition is satisfied, and we verify that all permutations
satisfying the condition of Lemma 7.25 do also satisfy the condition of Lemma 7.14.
Definition 7.2. In the argument that follows, the following permutations play a
very special role. For n ≥ 2, define θn ∈ Σn as the following product of disjoint
adjacent transpositions:
θn :=
{
(1 2)(3 4) · · · (n− 1 n), if n is even,
(2 3)(4 5) · · · (n− 1 n), if n is odd.
If ℓ and k have the same parity and 1 ≤ ℓ ≤ k, then we define λℓk as follows:
λℓk :=
{
(1 2)(3 4) · · · (ℓ − 2 ℓ− 1)(ℓ+ 1 ℓ+ 2) · · · (k − 1 k), if k is odd,
(2 3)(4 5) · · · (ℓ − 2 ℓ− 1)(ℓ+ 1 ℓ+ 2) · · · (k − 1 k), if k is even.
Remark 7.3. Note that θn is an even permutation if and only if n ≡ 0, 1 (mod 4).
Note also that for any ℓ, the permutation λℓn−1 has parity opposite to that of θn.
Lemma 7.4. Let n and k be positive integers such that n = k + 1 ≥ 3, and let
I ∈
(
n
2
)
. Let ℓ := min(max I, θn(max I)). Then ofo(kδIθn) = kλ
ℓ
k.
Proof. The tuple kδI contains exactly one repetition of elements: the entries at the
positions indexed by I are equal to min I, while the remaining entries are pairwise
distinct and also distinct from min I. If n is even, then kδI is of one of the following
two forms for some odd ℓ:
(1, 2, 3, 4, . . . , ℓ− 2, ℓ− 1,
θn(max I)
↓
ℓ ,
max I
↓
min I, ℓ+ 1, ℓ+ 2, . . . , k − 1, k),
(1, 2, 3, 4, . . . , ℓ− 2, ℓ− 1,
max I
↓
min I,
θn(max I)
↓
ℓ , ℓ+ 1, ℓ+ 2, . . . , k − 1, k).
In fact, ℓ = min{max I, θn(max I)}. Then kδIθn is of one of the following two
forms:
(2, 1, 4, 3, . . . , ℓ− 1, ℓ− 2,
θn(max I)
↓
min I,
max I
↓
ℓ , ℓ+ 2, ℓ+ 1, . . . , k, k − 1),
(2, 1, 4, 3, . . . , ℓ− 1, ℓ− 2,
max I
↓
ℓ ,
θn(max I)
↓
min I, ℓ+ 2, ℓ+ 1, . . . , k, k − 1).
Since min I ≤ ℓ, we have that ofo(kδIθn) equals
(2, 1, 4, 3, . . . , ℓ− 1, ℓ− 2, ℓ, ℓ+ 2, ℓ+ 1, . . . , k, k − 1) = kλℓk.
The argument in the case when n is odd is similar. 
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We say that a permutation σ ∈ Σn is k-equalizing if for every f+, g+ : Ak6= → B,
the condition that f+(ofo(a)) = g+(ofo(aσ)) for every a ∈ An with supp(a) = A
implies f+ = g+.
Definition 7.5. Let α and β be distinct elements of B, and let γ be an element
of B distinct from α. Define the functions φ+k , ψ
+
k : A
k
6= → B, as follows.
• If k is odd, then let
φ+k (a) =
{
α, if a = kρ for some even ρ ∈ Σk,
β, if a = kρ for some odd ρ ∈ Σk.
(9)
ψ+k (a) =
{
α, if a = kρ for some odd ρ ∈ Σk,
β, if a = kρ for some even ρ ∈ Σk.
(10)
• If k is even, then let
φ+k (a) =


α, if a = kρ for some even ρ ∈ Σk with ρ(1) = 1,
β, if a = kρ for some odd ρ ∈ Σk with ρ(1) = 1,
γ, otherwise.
(11)
ψ+k (a) =


α, if a = kρ for some odd ρ ∈ Σk with ρ(1) = 1,
β, if a = kρ for some even ρ ∈ Σk with ρ(1) = 1,
γ, otherwise.
(12)
Lemma 7.6. Let n and k be positive integers such that n = k + 1 ≡ 0, 1 (mod 4).
Then φ+k (ofo(a)) = ψ
+
k (ofo(aθn)) for all a ∈ A
n with supp(a) = A. Consequently,
θn is not k-equalizing.
Proof. Let a ∈ An such that supp(a) = A. Since n = k+1, we have that a = kπδI
for some I ∈
(
n
2
)
and for some permutation π ∈ Σk. Let ℓ = min(max I, θn(max I)).
Then ofo(a) = kπ and ofo(aθn) = ofo(kπδIθn) = kπλ
ℓ
k by Lemma 7.4 and Re-
mark 4.7. Since n ≡ 0, 1 (mod 4), λℓk is an odd permutation by Remark 7.3.
Hence, the permutations π and πλℓk have opposite parities. Moreover, if n ≡ 1
(mod 4), i.e., k ≡ 0 (mod 4), then λℓk fixes 1, and it holds that π(1) = πλ
ℓ
k(1).
Therefore, it holds that φ+k (ofo(a)) = φ
+
k (kπ) = ψ
+
k (kπλ
ℓ
k) = ψ
+
k (ofo(aθn)). Since
φ+k 6= ψ
+
k , we conclude that θn is not k-equalizing. 
Lemma 7.7. Let n and k be integers greater than or equal to 2.
(i) If n ≥ 2k − 1, then (n, k) is equalizing.
(ii) If n ≤ k, then (n, k) is not equalizing.
Proof. (i) Assume that n ≥ 2k − 1. Let f, g : An → B be functions determined
by the order of first occurrence. Then there exist maps f∗, g∗ : A♯ → B such that
f = f∗◦ofo|An , g = g∗◦ofo|An . Assume that f ≡ g; thus there exists a permutation
σ ∈ Σn such that f(a) = g(aσ) for all a ∈ An.
Let a ∈ An, and let (α1, . . . , αr) := ofo(a). Define the tuple b ∈ An as follows.
1. Set N1 := [n].
2. For ℓ = 1, . . . , r − 1, set Mℓ := {min(Nℓ), σ(min(σ−1(Nℓ)))} and Nℓ+1 :=
Nℓ \Mℓ.
3. Set Mr := Nr.
4. For every i ∈ [n], set bi := αℓ if i ∈Mℓ.
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Note that 1 ≤ |Mℓ| ≤ 2 for every ℓ ∈ [r − 1]; hence |Nℓ| ≥ n+2−2ℓ for every ℓ ∈ [r].
Since r ≤ k and we assume that n ≥ 2k − 1, it holds that |Nr| ≥ n+ 2 − 2k ≥ 1.
Thus N1 ⊃ N2 ⊃ · · · ⊃ Nr 6= ∅, and (M1, . . . ,Mr) is a partition of [n]. The tuple
b = (b1, . . . , bn) is thus well defined. Moreover, it is clear from the construction
that ofo(b) = (α1, . . . , αr) = ofo(bσ). It follows that f(a) = f(b) = g(bσ) = g(a)
for all a ∈ An, i.e., f = g.
(ii) Let σ ∈ Σn be a non-identity permutation. Let α and β be distinct elements
of B. Define the functions f, g : An → B by the rules
f(a) =
{
α, if a = (1, 2, . . . , n),
β, otherwise,
g(a) =
{
α, if a = (σ(1), σ(2), . . . , σ(n)),
β, otherwise.
It is clear that both f and g are determined by the order of first occurrence, f 6= g,
and f(a) = g(aσ) for all a ∈ An, that is, f ≡ g. 
Lemma 7.8. For k ≥ 3, the couple (n, k) is equalizing if and only if (n, k − 1) is
equalizing and every σ ∈ Σn is k-equalizing.
Proof. Assume first that (n, k) is equalizing. Let f+, g+ : Ak6= → B, and let σ ∈ Σn.
Assume that f+(ofo(a)) = g+(ofo(aσ)) for every a ∈ An with supp(a) = A. Let β
be an arbitrary element of B, and extend f+ and g+ into functions f∗, g∗ : A♯ → B
as follows:
f∗(c) =
{
f+(c), if c ∈ Ak6=,
β, otherwise,
g∗(c) =
{
g+(c), if c ∈ Ak6=,
β, otherwise.
It clearly holds that f∗(ofo(a)) = g∗(ofo(aσ)) for all a ∈ An. By the assumption
that (n, k) is equalizing, it holds that f∗ ◦ ofo|An = g∗ ◦ ofo|An ; hence f∗ = g∗ by
Remark 4.8. Since f+ and g+ are the restrictions of f∗ and g∗ to the subset Ak6= of
A♯, we have that f+ = g+. Thus, every σ ∈ Σn is k-equalizing.
In order to show that (n, k − 1) is equalizing, denote E := A \ {k} = [k − 1],
and let f, g : En → B be functions satisfying f = f∗ ◦ ofo|En , g = g
∗ ◦ ofo|En for
some f∗, g∗ : E♯ → B and f ≡ g. Thus there exists a permutation σ of [n] such
that f(a) = g(aσ) for all a ∈ En.
Let β be an arbitrary element of B. Extend f and g into functions f †, g† : An →
B as follows:
f †(a) =
{
f(a), if a ∈ En,
β, otherwise,
g†(a) =
{
g(a), if a ∈ En,
β, otherwise.
It is easy to verify that f †(a) = g†(aσ) for all a ∈ An; hence f † ≡ g†. Moreover,
f † = f⋄ ◦ ofo|An , g
† = g⋄ ◦ ofo|An , where f
⋄, g⋄ : A♯ → B are defined as
f⋄(c) =
{
f∗(c), if c ∈ E♯,
β, otherwise,
g⋄(c) =
{
g∗(c), if c ∈ E♯,
β, otherwise.
By the assumption that (n, k) is equalizing, we have that f † = g†. Since f and g
are restrictions of f † and g† to the subset En of An, it obviously holds that f = g.
We conclude that (n, k − 1) is equalizing.
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For the converse implication, assume that (n, k−1) is equalizing and every σ ∈ Σn
is k-equalizing. Let f, g : An → B, and assume that f = f∗ ◦ofo|An , g = g∗ ◦ofo|An ,
and f ≡ g. Then there exists a permutation σ ∈ Σn such that f(a) = g(aσ) for all
a ∈ An. From our assumptions it follows immediately that f∗|Ak
6=
= g∗|Ak
6=
, that is,
f(a) = g(a) for all a ∈ An with supp(a) = A. Furthermore, for any subset E of
A with |E| = k − 1, it clearly holds that f |En = f
∗ ◦ ofo|En , g|En = g
∗ ◦ ofo|En ,
and f |En ≡ g|En . By the assumption that (n, k − 1) is equalizing, it holds that
f |En = g|En . Thus f and g coincide at all points in An, i.e., f = g. We conclude
that (n, k) is equalizing. 
Let σ ∈ Σn. Define the relation ⊲σk on Σk by the following rule: π⊲
σ
k τ if and only
if there exists a tuple a ∈ An such that ofo(a) = kπ and ofo(aσ) = kτ . Denote the
converse relation of ⊲σk by ⊳
σ
k , i.e., π ⊳
σ
k τ if and only if τ ⊲
σ
k π. Define the relation
∼σk on Σk as π ∼
σ
k τ if and only if π(⊲
σ
k ◦ (⊳
σ
k ◦ ⊲
σ
k)
m)τ for some m ≥ 0, i.e., there
exist a positive integer m and π1, π2, . . . , π2m ∈ Σk such that π = π1, τ = π2m, and
π2i−1 ⊲
σ
k π2i whenever 1 ≤ i ≤ m, and π2i ⊳
σ
k π2i+1 whenever 1 ≤ i ≤ m− 1.
Lemma 7.9. For every π, τ, λ ∈ Σk, the condition π ⊲σk τ implies λπ ⊲
σ
k λτ . Con-
sequently, for every π, τ, λ ∈ Σk, the condition π ∼σk τ implies λπ ∼
σ
k λτ .
Proof. If π ⊲σk τ , then there exists a tuple a ∈ A
n such that ofo(a) = kπ and
ofo(aσ) = kτ . As a = kγ for some γ : [n] → [k], we have ofo(kγ) = kπ and
ofo(kγσ) = kτ . By Remark 4.7, we have ofo(kλγ) = kλπ and ofo(kλγσ) = kλτ .
Hence λπ ⊲σk λτ . The claim about ∼
σ
k follows immediately. 
Let
Uσk := {π ∈ Σk : id ⊲
σ
kπ}, ∆
σ
k := {π
−1τ | π, τ ∈ Uσk },
and let Gσk be the subgroup of Σk generated by ∆
σ
k . Note that since (π
−1τ)−1 =
τ−1π, the set ∆σk contains the inverse permutation of each element of ∆
σ
k .
Lemma 7.10. If π and ρ are permutations such that π ∼σk ρ and τ ∈ ∆
σ
k , then
π ∼σk ρτ . Consequently, if π and ρ are permutations such that π ∼
σ
k ρ and τ ∈ G
σ
k ,
then π ∼σk ρτ .
Proof. Since π ∼σk ρ, there exist a positive integer m and permutations π1, . . . , π2m
such that π = π1, ρ = π2m, and π2i−1 ⊲
σ
k π2i whenever 1 ≤ i ≤ m, and π2i ⊳
σ
k π2i+1
whenever 1 ≤ i ≤ m− 1. Since τ ∈ ∆σk , there exist permutations τ1, τ2 ∈ U
σ
k such
that τ = τ−11 τ2. By the definition of U
σ
k , we have id ⊲
σ
kτ1 and id ⊲
σ
kτ2. It follows
from Lemma 7.9 that ρτ−11 ⊲
σ
k ρτ
−1
1 τ1 = ρ and ρτ
−1
1 ⊲
σ
k ρτ
−1
1 τ2 = ρτ . Thus π ∼
σ
k ρτ .
If τ ∈ Gσk , then there exist a nonnegative integer m and τ1, τ2, . . . , τm ∈ ∆
σ
k
such that τ = τ1τ2 · · · τm. An easy induction on m then shows that π ∼σk ρ implies
π ∼σk ρτ . 
Lemma 7.11. Let σ ∈ Σn. The relation ∼σk is reflexive if and only if U
σ
k ∩G
σ
k 6= ∅.
Proof. By Lemma 7.9, the reflexivity of ∼σk is equivalent to the condition that
π ∼σk π for some π ∈ Σk; in particular, this is equivalent to the condition that
id ∼σk id.
Assume first that id ∼σk id. Then there exist a positive integer m and per-
mutations π1, π2, . . . , π2m ∈ Σk such that id = π1, id = π2m, and π2i−1 ⊲σk π2i
whenever 1 ≤ i ≤ m, and π2i ⊳σk π2i+1 whenever 1 ≤ i ≤ m − 1. By Lemma 7.9
and by the definition of Uσk , it holds that π
−1
2i−1π2i ∈ U
σ
k whenever 1 ≤ i ≤ m
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and π−12i+1π2i ∈ U
σ
k whenever 1 ≤ i ≤ m − 1. By the definition of ∆
σ
k , we have
(π−12i−1π2i−2)
−1(π−12i−1π2i) = π
−1
2i−2π2i ∈ ∆
σ
k whenever 2 ≤ i ≤ m. Thus, U
σ
k con-
tains π−11 π2 = id
−1 π2 = π2, and G
σ
k contains the permutation
(π−12 π4)(π
−1
4 π6) · · · (π
−1
2m−2π2m) = π
−1
2 π2m = π
−1
2 id = π
−1
2 .
Being a group, Gσk contains the inverses of its members. Therefore π2 ∈ G
σ
k , and
we conclude that Uσk ∩G
σ
k 6= ∅.
Assume then that Uσk ∩ G
σ
k 6= ∅, and let ρ ∈ U
σ
k ∩ G
σ
k . Then id ∼
σ
k ρ by the
definition of Uσk . Moreover, ρ
−1 ∈ Gσk because G
σ
k is a group and hence contains the
inverses of its elements. It then follows from Lemma 7.10 that id ∼σk ρρ
−1 = id. 
Lemma 7.12. Uσk ∩G
σ
k 6= ∅ if and only if U
σ
k ⊆ G
σ
k .
Proof. The set Uσk is nonempty by definition, so if U
σ
k ⊆ G
σ
k , then U
σ
k ∩G
σ
k = U
σ
k 6=
∅.
Assume then that Uσk ∩ G
σ
k 6= ∅, and let π ∈ U
σ
k ∩ G
σ
k . Let ρ ∈ U
σ
k . Then
π−1ρ ∈ ∆σk and hence ρ = π(π
−1ρ) ∈ Gσk . 
Lemma 7.13. Assume that ∼σk is reflexive. Then for every τ ∈ Σk, id ∼
ρ
k τ if and
only if τ ∈ Gσk .
Proof. Assume that τ ∈ Gσk . By the reflexivity of ∼
σ
k , we have id ∼
σ
k id, and
Lemma 7.10 implies that id ∼σk τ .
Assume then that id ∼σk τ . Then there exist a positive integer m and permuta-
tions π1, . . . , π2m such that id = π1 ⊲
σ
k π2 ⊳
σ
k π3 ⊲
σ
k · · · ⊳
σ
k π2m−1 ⊲
σ
k π2m = τ . Then
π−12i−2π2i ∈ ∆
σ
k for all i ∈ {2, . . . ,m} and π2 ∈ U
σ
k . By Lemmas 7.11 and 7.12 and
by the assumption that ∼σk is reflexive, we have U
σ
k ⊆ G
σ
k . Thus,
τ = π2m = π2(π
−1
2 π4) · · · (π
−1
2i−2π2i) · · · (π
−1
2m−4π2m−2)(π
−1
2m−2π2m) ∈ G
σ
k . 
Lemma 7.14. Let σ ∈ Σn. If Uσk ∩ G
σ
k 6= ∅ (or, equivalently, if ∼
σ
k is reflexive),
then σ is k-equalizing.
Proof. Let f+, g+ : Ak6= → B, and assume that f
+(ofo(a)) = g+(ofo(aσ)) for all a ∈
An with supp(a) = A. By the definition of ⊲σk , we have that π⊲
σ
k τ implies f
+(kπ) =
g+(kτ), and an easy induction shows that π ∼σk τ implies f
+(kπ) = g+(kτ). The
case m = 0 holds by the definition of ⊲σk . If π1(⊲
σ
k ◦ (⊳
σ
k ◦ ⊲
σ
k)
m)τ1 ⊳
σ
k π2 ⊲
σ
k τ2,
then f+(kπ1) = g
+(kτ1) by the induction hypothesis, and, by the definition of ⊲
σ
k ,
there exist tuples a,b ∈ An with supp(a) = A = supp(b) such that ofo(a) = kπ2,
ofo(aσ) = kτ1, ofo(b) = kπ2, and ofo(bσ) = kτ2; hence f
+(kπ2) = g
+(kτ1) and
f+(kπ2) = g
+(kτ2); thus f
+(kπ1) = g
+(kτ2).
Thus, if ∼σk is reflexive (or, equivalently, by Lemma 7.11, if U
σ
k ∩G
σ
k 6= ∅), then
f+ = g+. 
Thus, in order to show that σ ∈ Σn is k-equalizing, we want to exhibit a permu-
tation that belongs to Uσk ∩G
σ
k . We will shortly define a permutation π
σ
k , and our
aim is to show that πσk ∈ U
σ
k (Lemma 7.16) and π
σ
k ∈ G
σ
k (Lemma 7.23).
For integers x and α, denote
x(α) :=
{
x, if x ≤ α,
x− 1, it x > α.
We also denote (a1, . . . , an)
(α) := (a
(α)
1 , . . . , a
(α)
n ).
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If n = k+ r for some r ≥ 1 and I1, . . . , Ir are elements of
(
n
2
)
such that max Ii 6=
max Ij whenever i 6= j, then we denote by kI1,...,Ir the unique tuple a ∈ A
n such
that ofo(a) = k and ai = aj for all i, j ∈ Iℓ (1 ≤ ℓ ≤ r). Every tuple a ∈ An such
that ofo(a) = k is of the form kI1,...,Ir for some I1, . . . , Ir . Note that the condition
on distinct maxima is necessary: not every set of r pairwise distinct couples specifies
r repetitions (consider, for example, the couples {1, 2}, {1, 3}, and {2, 3}).
For a permutation σ ∈ Σn, let Sσ := {i ∈ [n] : σ(i) ≤ k + 1}, bσ := minSσ
and cσ := σ(bσ). Let I ∈
(
k+1
2
)
. If cσ ∈ I, then let d := min I; otherwise let
d := c
(max I)
σ . Let I1 = I, and for i ∈ {2, . . . , r}, let Ii = {d, k + i}. Define σI to be
the unique permutation ρ ∈ Σk such that ofo(kI1,...,Irσ) = kρ.
We define πσk as σI , where
I =
{
{k + 1, cσ}, if cσ 6= k + 1,
{k + 1, σ(minSσ \ {bσ})}, if cσ = k + 1.
Remark 7.15. Observe that for the choice of the sets I1, . . . , Ir as in the definition
of σI above, we have
kI1,...,Ir (i) =


i(max I), if 1 ≤ i ≤ k + 1 and i 6= max I,
min I, if i = max I,
d, if i > k + 1.
Hence
kI1,...,Irσ(i) =


(σ(i))(max I), if 1 ≤ σ(i) ≤ k + 1 and σ(i) 6= max I,
min I, if σ(i) = max I,
d, if σ(i) > k + 1.
Let us determine ofo(kI1,...,Irσ) by finding the first occurrence of each element of
A in kI1,...,Irσ and deleting the repetitions. The element d occurs at position bσ
and at all positions i such that σ(i) > k + 1, and, in the case that bσ ∈ I (i.e.,
d = min I), also at position σ−1(max I). Since σ(i) > k + 1 whenever 1 ≤ i < bσ,
we actually have that kI1,...,Irσ(i) = d whenever i ≤ bσ, and we can delete the
occurrences of d at every position i such that σ(i) > k + 1. The element min I
occurs at positions σ−1(min I) and σ−1(max I), so the occurrence at the rightmost
of these two positions, i.e., at position maxσ−1(I), can be deleted. The remaining
entries of kI1,...,Irσ are pairwise distinct and also distinct from d and min I, so each
one of them must remain.
Thus we obtained the following simple procedure for determining σI directly
from the representation s = (σ(1), . . . , σ(n)) of σ in one-line notation. Remove all
entries greater than k+1 from s. Find the positions where min I and max I occur,
substitute min I in the leftmost of these two positions, and remove the entry in
the rightmost of these two positions. Finally, decrease by one each remaining entry
that is greater than max I. The resulting k-tuple is ofo(kI1,...,Irσ), or, equivalently,
the representation of σI in one-line notation.
The representation of πσk in one-line notation is obtained from that of σ simply
by removing all entries greater than k.
To facilitate easy working the procedure described in Remark 7.15, let us denote
by σˇℓ the permutation on [ℓ] whose representation in one-line notation is obtained
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from that of σ by removing all entries greater than ℓ. Note that if n = ℓ, then
σˇℓ = σ.
Lemma 7.16. For any σ ∈ Σn and I ∈
(
k+1
2
)
, it holds that σI ∈ Uσk . In particular,
πσk ∈ U
σ
k .
Proof. The claim follows immediately from the definitions. For each I ∈
(
k+1
2
)
,
there exists a tuple a ∈ An with ofo(a) = k such that ofo(aσ) = kσI . Therefore,
id ⊲σkσI , that is, σI ∈ U
σ
k . The claim about π
σ
k is a particular case, π
σ
k being of the
form σI for a suitable choice of I. 
Example 7.17. Let us illustrate the definitions and constructions described above.
Let n := 6, k := 4, σ := (3, 1, 5, 2, 6, 4) ∈ Σn. Then Sσ = {1, 2, 3, 4, 6}, bσ = 1,
cσ = σ(1) = 3, and σˇk+1 = (3, 1, 5, 2, 4). Below are listed the permutations σI ∈ Σk
for each I ∈
(
k+1
2
)
.
I {1, 2} {1, 3} {1, 4} {1, 5} {2, 3}
σI (2, 1, 4, 3) (1, 4, 2, 3) (3, 1, 4, 2) (3, 1, 2, 4) (2, 1, 4, 3)
I {2, 4} {2, 5} {3, 4} {3, 5} {4, 5}
σI (3, 1, 4, 2) (3, 1, 2, 4) (3, 1, 4, 2) (3, 1, 2, 4) (3, 1, 4, 2)
The permutation πσk equals σI for I = {cσ, k + 1} = {3, 5}, or, equivalently, σˇk,
that is, πσk = (3, 1, 2, 4).
Thus, Uσk includes the set
{σI ∈ Σk : I ∈
(
k+1
2
)
} = {(1, 4, 2, 3), (2, 1, 4, 3), (3, 1, 2, 4), (3, 1, 4, 2)}.
The differences of the elements of the set {σI ∈ Σk : I ∈
(
k+1
2
)
} are contained in
∆σk , and they are indicated in the table below (the entry in row ρ in column τ is
the permutation ρ−1τ).
(1, 4, 2, 3) (2, 1, 4, 3) (3, 1, 2, 4) (3, 1, 4, 2)
(1, 4, 2, 3) id (3, 1, 2, 4) (4, 1, 3, 2) (4, 1, 2, 3)
(2, 1, 4, 3) (2, 3, 1, 4) id (4, 2, 1, 3) (4, 2, 3, 1)
(3, 1, 2, 4) (2, 4, 3, 1) (3, 2, 4, 1) id (1, 2, 4, 3)
(3, 1, 4, 2) (2, 3, 4, 1) (4, 2, 3, 1) (1, 2, 4, 3) id
Since ∆σk contains (2, 3, 4, 1) and (1, 2, 4, 3), G
σ
k is the full symmetric group Σk.
The reader is invited to verify that Uσk and ∆
σ
k actually contain a few other
permutations than the ones found above, namely
Uσk = {(1, 2, 4, 3), (1, 3, 2, 4), (1, 3, 4, 2), (1, 4, 2, 3), (2, 1, 3, 4), (2, 1, 4, 3),
(3, 1, 2, 4), (3, 1, 4, 2)},
∆σk = {(1, 2, 3, 4), (1, 2, 4, 3), (1, 3, 2, 4), (1, 3, 4, 2), (1, 4, 2, 3), (1, 4, 3, 2),
(2, 1, 3, 4), (2, 1, 4, 3), (2, 3, 1, 4), (2, 3, 4, 1), (2, 4, 1, 3), (2, 4, 3, 1),
(3, 1, 2, 4), (3, 1, 4, 2), (3, 2, 1, 4), (3, 2, 4, 1), (4, 1, 2, 3), (4, 1, 3, 2),
(4, 2, 1, 3), (4, 2, 3, 1)}.
We can now apply Lemma 7.16 and Remark 7.15 to establish rules for deter-
mining some members of Gσk directly from the one-line notation for σ. We are
going to work with permutations of the form σI where I ∈
(
k+1
2
)
. Therefore, by
Remark 7.15, only the entries of σ that are less than or equal to k+1 are relevant,
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Lemma 7.18 If σˇk+1 is of the form. . . , then G
σ
k contains. . .
(i) (. . . ,
p
↓
α, . . . ,
q
↓
β, . . . ,
r
↓
γ, . . . ) (p q · · · r − 1)
(ii) (. . . ,
p
↓
α, . . . ,
q
↓
β,
q+1
↓
γ, . . . ,
r
↓
δ, . . . ) Σ{p,q,...,r−1}
(iii) (. . . ,
p
↓
β, . . . ,
q
↓
α, . . . ,
r
↓
γ, . . . ) (q · · · r − 1)
(iv) (. . . ,
p
↓
α, . . . ,
q
↓
α+ 1, . . . ,
r
↓
β, . . . ) Σ{p,q,...,r−1}
(v) (. . . ,
p
↓
α, . . . ,
q
↓
β, . . . ,
r
↓
α+ 1, . . . ) (p q · · · r − 1)
(vi) (. . . ,
p
↓
α, . . . ,
q
↓
β, . . . ,
r
↓
α+ 1, . . . ,
s
↓
γ, . . . ) Σ{p,q,...,s−1}
(vii) (. . . ,
p
↓
β, . . . ,
q
↓
α,
q+1
↓
α+ 2,
q+2
↓
α+ 1, . . . ) (q q + 1)
Table 1. Rules for deducing the membership of certain permu-
tations in Gσk from the one-line notation for σ. We assume that
p < q < r < s and α > x whenever x ∈ {β, γ, δ}.
that is, we are only concerned about σˇk+1. The following lemma is summarized for
easy reference in Table 1 in the form of deduction rules: if σˇk+1 has the configura-
tion indicated in the middle column, then Gσk contains the permutations indicated
in the last column.
Lemma 7.18. Let α, β, γ, δ ∈ [k + 1], and assume that α > x whenever x ∈
{β, γ, δ}. Let p, q, r, s ∈ [k + 1] and assume that p < q < r < s.
(i) If σˇk+1(p) = α, σˇk+1(q) = β and σˇk+1(r) = γ, then (p q · · · r − 1) ∈ ∆σk .
(ii) If σˇk+1(p) = α, σˇk+1(q) = β, σˇk+1(q + 1) = γ, and σˇk+1(r) = δ, then
Σ{p,q,...,r−1} ⊆ G
σ
k .
(iii) If σˇk+1(p) = β, σˇk+1(q) = α and σˇk+1(r) = γ, then (q · · · r − 1) ∈ ∆σk .
(iv) If σˇk+1(p) = α, σˇk+1(q) = α + 1 and σˇk+1(r) = β with α ≤ k, then
(p q · · · r − 1) ∈ ∆σk and consequently Σ{q,...,r−1} ⊆ G
σ
k .
(v) If σˇk+1(p) = α, σˇk+1(q) = β and σˇk+1(r) = α + 1 with α ≤ k, then
(p q · · · r − 1) ∈ ∆σk .
(vi) If σˇk+1(p) = α, σˇk+1(q) = β, σˇk+1(r) = α+1, and σˇk+1(s) = γ with α ≤ k,
then Σ{p,q,...,s−1} ⊆ G
σ
k .
(vii) If σˇk+1(p) = β, σˇk+1(q) = α, σˇk+1(q + 1) = α+ 2, and σˇk+1(q + 2) = α+ 1
with α ≤ k − 1, then (q q + 1) ∈ ∆σk .
Proof. (i) We have
σˇk+1 = (. . . ,
p
↓
α, . . . ,
q
↓
β, . . . ,
r
↓
γ, . . . ).
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By Lemma 7.16, the following permutations are members of Uσk :
σ{α,β} = (. . . ,
p
↓
β, . . . ,
q
↓
. . . ,
r−1
↓
γ, . . . )(α),
σ{α,γ} = (. . . ,
p
↓
γ, . . . ,
q
↓
β, . . . ,
r
↓
. . . )(α).
Consequently, (σ{α,γ})
−1σ{α,β} = (p q · · · r − 1) is a member of ∆
σ
k .
(ii) By part (i), ∆σk contains (p q · · · r − 1) and (p q + 1 · · · r − 1). These
permutations constitute a generating set of Σ{p,q,...,r−1}.
(iii) We have
σˇk+1 = (. . . ,
p
↓
β, . . . ,
q
↓
α, . . . ,
r
↓
γ, . . . ).
By Lemma 7.16, the following permutations are members of Uσk :
σ{α,β} = (. . . ,
p
↓
β, . . . ,
q
↓
. . . ,
r−1
↓
γ, . . . )(α),
σ{α,γ} = (. . . ,
p
↓
β, . . . ,
q
↓
γ, . . . ,
r
↓
. . . )(α).
Consequently, (σ{α,γ})
−1σ{α,β} = (q · · · r − 1) is a member of ∆
σ
k .
(iv) We have
σˇk+1 = (. . . ,
p
↓
α, . . . ,
q
↓
α+ 1, . . . ,
r
↓
β, . . . ).
By Lemma 7.16, the following permutations are members of Uσk :
σ{α,α+1} = (. . . ,
p
↓
α, . . . ,
q
↓
. . . ,
r−1
↓
β, . . . )(α+1),
σ{α,β} = (. . . ,
p
↓
β, . . . ,
q
↓
α+ 1, . . . ,
r
↓
. . . )(α)
= (. . . ,
p
↓
β, . . . ,
q
↓
α , . . . ,
r
↓
. . . )(α+1).
Consequently, (σ{α,β})
−1σ{α,α+1} = (p q · · · r − 1) is a member of ∆
σ
k . By part
(iii), ∆σk also contains (q · · · r − 1). These permutations constitute a generating
set of Σ{p,q,...,r−1}.
(v) We have
σˇk+1 = (. . . ,
p
↓
α, . . . ,
q
↓
β, . . . ,
r
↓
α+ 1, . . . ).
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By Lemma 7.16, the following permutations are members of Uσk :
σ{α,β} = (. . . ,
p
↓
β, . . . ,
q
↓
. . . ,
r−1
↓
α+ 1, . . . )(α)
= (. . . ,
p
↓
β, . . . ,
q
↓
. . . ,
r−1
↓
α , . . . )(α+1),
σ{α,α+1} = (. . . ,
p
↓
α, . . . ,
q
↓
β, . . . ,
r
↓
. . . )(α+1).
Consequently, (σ{α,α+1})
−1σ{α,β} = (p q · · · r − 1) is a member of ∆
σ
k .
(vi) By part (iv), Σ{p,r,...,s−1} ⊆ G
σ
k ; hence G
σ
k contains (p r). By part (v),
∆σk contains (p q · · · r − 1). These permutations constitute a generating set
of Σ{p,q,...,r}. Thus, G
σ
k contains both Σ{p,r,...,s−1} and Σ{p,q,...,r}, which together
generate Σ{p,q,...,s−1}.
(vii) We have
σˇk+1 = (. . . ,
p
↓
β, . . . ,
q
↓
α,
q+1
↓
α+ 2,
q+2
↓
α+ 1, . . . ).
By Lemma 7.16, the following permutations are members of Uσk :
σ{α,β} = (. . . ,
p
↓
β, . . . ,
q
↓
α+ 2,
q+1
↓
α+ 1, . . . )(α)
= (. . . ,
p
↓
β, . . . ,
q
↓
α+ 1,
q+1
↓
α , . . . )(α+2),
σ{β,α+1} = (. . . ,
p
↓
β, . . . ,
q
↓
α
q+1
↓
α+ 2,
q+2
↓
. . . )(α+1)
= (. . . ,
p
↓
β, . . . ,
q
↓
α
q+1
↓
α+ 1,
q+2
↓
. . . )(α+2).
Consequently, (σ{β,α+1})
−1σ{α,β} = (q q + 1) is a member of ∆
σ
k . 
Let ρ ∈ Σm and S ⊆ [m]. We say that ρ preserves S, if ρ(i) ∈ S for all i ∈ S.
Let Π be a partition of [m]. We say that ρ is compatible with Π, if ρ preserves
every block of Π. We say that Π is a partition into intervals if each block of Π is an
interval, i.e., a set of the form {i ∈ [m] : a ≤ i ≤ b} for some a, b ∈ [m] with a ≤ b.
The fundamental partition of a permutation ρ ∈ Σm is the most refined partition
of [m] into intervals with which ρ is compatible. (It is easy to verify that this
definition is good: the most refined compatible partition into intervals is unique.
For, if Π and Π′ are partitions of [m] into intervals with which ρ is compatible, then
the partition whose blocks are the nonempty intersections of the blocks of Π and Π′
is a common refinement of Π and Π′, its blocks are intervals, and ρ it compatible
with it.)
Example 7.19. We present here the fundamental partitions of some permutations
on the set [7]. The permutations are given in one-line notation, and the partitions
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are indicated with boxes grouping together the members of each block.(
1, 2, 3, 4, 5, 6, 7
)
(
1, 2, 3, 5, 6, 4, 7
)
(
2, 1, 3, 4, 7, 6, 5
)
(
1, 3, 2, 5, 4, 7, 6
)
(
7, 2, 3, 4, 5, 6, 1
)
(
4, 3, 1, 7, 6, 2, 5
)
Let S and T be sets of integers. We write S < T if s < t for every s ∈ S and
t ∈ T .
Lemma 7.20. Let ρ ∈ Σn, and let Π = {B1, . . . , Br} be the fundamental partition
of ρ, and assume that Bi < Bj whenever i < j.
(i) |Bi| = 2 for all i ∈ [r] if and only if n is even and ρ = θn.
(i) |B1| = 1 and |Bi| = 2 for all i ∈ {2, . . . , r} if and only if n is odd and ρ = θn.
Proof. It is straightforward to verify that the fundamental partition of θn has the
prescribed block sizes. On the other hand, if the fundamental partition of ρ has a
block B of cardinality 2, then ρ must transpose the elements of B, for otherwise
the partition could be refined by replacing B with the two singleton blocks {minB}
and {maxB}. Moreover, the element of any singleton block is fixed by ρ. Thus
any permutation having the prescribed block sizes is necessarily θn. 
We are now going to apply Lemma 7.18 to find some members of Gσk . We first
look into the configurations occurring within a single block of the fundamental
partition of σˇk+1 (Lemma 7.21). Then we examine configurations that spread over
two consecutive blocks (Lemma 7.22).
Lemma 7.21. Let B be a block of the fundamental partition of σˇk+1. Then
ΣB\{maxB} ⊆ G
σ
k .
Proof. Since the blocks of fundamental partitions are intervals, there exist a, b ∈
[k + 1] such that a ≤ b and B = {a, . . . , b}. If b − a ≤ 1, then the claim is trivial.
For, in this case B equals either ∅ or {a}, and Σ∅ = Σ{a} = {id} ⊆ G
σ
k . We may
thus assume that b− a ≥ 2.
Let c := (σˇk+1)
−1(b). Since B is a block of a fundamental partition, we must
have that c < b; for, if c = b, i.e., σˇk+1(b) = b, then we could refine the partition
and take {a, . . . , b− 1} and {b} as new blocks. We claim that Σ{c,...,b−1} ⊆ G
σ
k . If
c = b − 1, then this claim holds trivially, as Σ{b−1} = {id}. If c = b − 2, then we
have (b−2 b−1) ∈ Gσk by Lemma 7.18 (i), and the claim clearly holds. If c ≤ b−3,
then the claim holds by Lemma 7.18 (ii).
If c = a, then we are done. Otherwise, we have a < c < b, and we will proceed
applying the following claim.
Claim 7.21.1. Assume that σˇk+1(a) 6= b and there is c such that a < c < b,
σˇk+1(c) > c, and Σ{c,...,b−1} ⊆ G
σ
k . Then there exists d such that a ≤ d < c,
σˇk+1(d) > d, and Σ{d,...,b−1} ⊆ G
σ
k .
Proof of Claim 7.21.1. Letm = max{σˇk+1(i) : a ≤ i < c}, and let d = (σˇk+1)−1(m).
Since B is a block of the fundamental partition of σˇk+1, we must have that m ≥ c
(hence we have σˇk+1(d) = σˇk+1((σˇk+1)
−1(m)) = m ≥ c > d); for, otherwise we
could refine the partition and take {a, . . . , c−1} and {c, . . . , b} as new blocks. Con-
sequently, there exists q ∈ {c, . . . , b} such that σˇk+1(q) < c; in fact q 6= c. We are
going to show next that Σ{d,...,b−1} ⊆ G
σ
k .
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Consider first the case that c = b−1. Then we have σˇk+1(b−1) = b,m = b−1, and
q = b. If d = b−2, then by Lemma 7.18 (iv) we have Σ{b−2,b−1} = Σ{d,...,b−1} ⊆ G
σ
k .
If d ≤ b− 3, then by Lemma 7.18 (vi) we have Σ{d,...,b−1} ⊆ G
σ
k .
Consider then the case that a+2 ≤ c ≤ b−2. If d > a, then by Lemma 7.18 (iii),
we have (d · · · q − 1) ∈ Gσk . If d = a, then we have again (d · · · q − 1) ∈ G
σ
k by
Lemma 7.18 (i). The permutations in Σ{c,...,b−1} together with (d · · · q−1) generate
Σ{d,...,b−1}; thus we have Σ{d,...,b−1} ∈ G
σ
k .
Finally, consider the case that c = a + 1. Then d = a, so the assumption
σˇk+1(a) 6= b implies that there exists ℓ such that σˇk+1(ℓ) = m+1. If ℓ < q, then by
Lemma 7.18 (iv) we have Σ{a,ℓ,...,q−1} ⊆ G
σ
k . The permutations in Σ{a,ℓ,...,q−1} and
Σ{a+1,...,b−1} generate Σ{a,...,b−1}; thus we have Σ{d,...,b−1} ∈ G
σ
k . If ℓ > q, then by
Lemma 7.18 (v) we have (a q · · · ℓ − 1) ∈ Gσk . The permutations in Σ{a+1,...,b−1}
together with (a q · · · ℓ − 1) generate Σ{a,...,b−1}; thus we have Σ{d,...,b−1} ∈ G
σ
k .
This completes the proof. 
(Proof of Lemma 7.21 continued) A finite number of applications of Claim 7.21.1
yields that Σ{a,...,b−1} ⊆ G
σ
k . 
Lemma 7.22. Let Π = {B1, . . . , Br} be the fundamental partition of σˇk+1, and
assume that Bi < Bj whenever i < j.
(i) For every i ∈ [r − 1], if |Bi| ≥ 2, and |Bi| and |Bi+1| are not both equal to
2, then Gσk includes ΣS, where S = Bi ∪Bi+1 \ {maxBi+1}.
(ii) If |Bi| = |Bi+1| = 2, then (minBi maxBi minBi+1) ∈ Gσk .
(iii) If there exist s, t ∈ [r] such that s < t and |Bi| = 2 whenever s ≤ i ≤ t, then
Gσk includes AS, where S = (
⋃t
i=sBi) \ {maxBt}.
(iv) If there exist s, t ∈ [r] such that s < t < r, |Bi| = 2 whenever s ≤ i ≤ t, and
|Bt+1| 6= 2, then G
σ
k includes ΣS, where S =
⋃t
i=sBi.
(v) If there exist s, t ∈ [r] such that 3 ≤ s < t, |Bi| = 2 whenever s ≤ i ≤ t, and
|Bs−1| = 1, then Gσk includes ΣS, where S = (
⋃t
i=s−1 Bi) \ {maxBt}.
(vi) If there exist s, t ∈ [r] such that 2 ≤ s < t, |Bi| = 2 whenever s ≤ i ≤ t, and
|Bs−1| > 2, then Gσk includes ΣS, where S = (
⋃t
i=s−1 Bi) \ {maxBt}.
Proof. By Lemma 7.21, Gσk includes ΣBi\{maxBi} for every i ∈ [r].
(i) Let i ∈ [r − 1]. Let α := maxBi, p := (σˇk+1)−1(α), and β := σˇk+1(α). Since
Bi is a block of the fundamental partition of σˇk+1, we have that p < α and β < α.
Block Bi+1 contains α + 1; let r := (σˇk+1)
−1(α + 1). By Lemma 7.18 (v) we have
(p α · · · r − 1) ∈ Gσk .
Assume first that |Bi+1| = 1. Then r = α + 1, and Gσk includes ΣBi\{α} and
(p α), which generate ΣBi . The claim thus holds because Bi∪Bi+1 \{maxBi+1} =
Bi.
Assume then that |Bi+1| ≥ 2; then r > α + 1. If |Bi| > 2 and |Bi+1| = 2, then
r = α + 2 and Gσk includes ΣBi\{α} and (p α α + 1), which generate ΣS , where
S = Bi ∪ {α + 1} = Bi ∪ Bi+1 \ {maxBi+1}. If |Bi| = 2 and |Bi+1| > 2, then
Bi = {p, α} and r > α+1, and G
σ
k includes ΣBi+1\{maxBi+1} and (p α · · · r− 1),
which generate ΣT , where T = Bi ∪Bi+1 \ {maxBi+1}.
(ii) We continue the argument from part (i). If |Bi| = |Bi+1| = 2, then we have
that (p α α+ 1) = (minBi maxBi minBi+1) ∈ Gσk .
(iii) By part (ii), Gσk contains the cycle (minBi maxBi minBi+1) for each
i ∈ {s, . . . , t− 1}. These generate AS , where S = (
⋃t
i=sBi) \ {maxBt}.
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(iv) By part (iii), Gσk includes AS , where S = (
⋃t
i=s Ii) \ {max It}. By part (i),
Gσk includes ΣBt . Thus, G
σ
k includes a generating set of ΣT , where T =
⋃t
i=s Ii.
(v) By part (iii), Gσk includes AS , where S = (
⋃t
i=sBi) \ {maxBt}. Let α be
the unique element of Bs−1. We have the following configuration in σˇk+1:
(. . . ,
α−1
↓
β,
α
↓
α,
α+1
↓
α+ 2,
α+2
↓
α+ 1, . . . ),
where β < α. By Lemma 7.18 (vii), we have (α α+1) = (min Is−1 min Is) ∈ Gσk .
Thus Gσk includes a generating set of ΣT , where T = (
⋃t
i=s−1 Bi) \ {maxBt}.
(vi) By part (iii), Gσk includes AS , where S = (
⋃t
i=sBi) \ {maxBt}. By part (i),
Gσk includes ΣBs−1 . Let α := minBs. We have the following configuration in σˇk+1:
(. . . ,
p
↓
α− 1, . . . ,
α−1
↓
β,
α
↓
α+ 1,
α+1
↓
α, . . . ),
where β < α − 1 and minBs−1 ≤ p < α − 1 = maxBs−1. By Lemma 7.18 (v),
Gσk contains (p α − 1 α). Thus G
σ
k includes a generating set of ΣT , where
T = (
⋃t
i=s−1 Bi) \ {maxBt}. 
Lemma 7.23. Let σ ∈ Σn, and let Π = {B1, . . . , Br} be the fundamental partition
of σˇk+1, and assume that Bi < Bj whenever i < j. Then π
σ
k ∈ G
σ
k , unless n =
k + 1 ≡ 0 (mod 4) and |Bi| = 2 for all i ∈ [r], or n = k + 1 ≡ 1 (mod 4) and
|B1| = 1 and |Bi| = 2 whenever 2 ≤ i ≤ r.
Proof. It is clear from the definitions that πσk preserves the block Bi for every
i ∈ [r − 1] and it also preserves Br \ {k + 1}. Thus, πσk = τ1 · · · τr , where τi ∈ ΣBi
for i ∈ [r − 1] and τr ∈ ΣBr\{k+1}.
If it is not the case that all blocks of Π have cardinality 2 or all blocks except B1
have cardinality 2 and |B1| = 1, then it follows from Lemma 7.22 that ΣBi ∈ G
σ
k
for every i ∈ [r − 1] and ΣBr\{maxBr} ⊆ G
σ
k ; hence π
σ
k ∈ G
σ
k .
Assume then that all blocks of Π have cardinality 2. Then we have k + 1 = 2r,
i.e., k+1 ≡ 0, 2 (mod 4). Lemma 7.22 (iii) implies that Gσk includes Ak. If k+1 ≡ 2
(mod 4), then r is odd and πσk = (1 2)(3 4) · · · (k− 2 k− 1) is an even permutation
and it is thus contained in Ak and hence in G
σ
k .
If k + 1 ≡ 0 (mod 4) and n > k + 1, then let
a = (1, 1, 2, 2, 3, 4, . . . , k, k, . . . , k︸ ︷︷ ︸
n−k−2
) ∈ An,
b = (1, 2, 2, 2, 3, 4, . . . , k, k, . . . , k︸ ︷︷ ︸
n−k−2
) ∈ An.
We clearly have that ofo(a) = ofo(a) = k. Furthermore,
aσ = (. . . ,
σ−1(2)
↓
1, . . . ,
σ−1(1)
↓
1, . . . ,
σ−1(4)
↓
2, . . . ,
σ−1(3)
↓
2, . . . ),
bσ = (. . . ,
σ−1(2)
↓
2, . . . ,
σ−1(1)
↓
1, . . . ,
σ−1(4)
↓
2, . . . ,
σ−1(3)
↓
2, . . . ),
where any possible entry in place of the ellipses preceding position σ−1(3) is k.
Since aσ and bσ differ only at position σ−1(2), we have
• ofo(aσ) = (1, 2, . . . ) and ofo(bσ) = (2, 1, . . . ), or
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• ofo(aσ) = (k, 1, 2, . . . ) and ofo(bσ) = (k, 2, 1, . . . ), or
• ofo(aσ) = (1, k, 2, . . . ) and ofo(bσ) = (2, k, 1, . . . ).
Let π and τ be the permutations satisfying ofo(aσ) = kπ and ofo(bσ) = kτ . Then
we have π, τ ∈ Uσk , and G
σ
k contains π
−1τ , which is one of the transpositions (1 2),
(1 3), and (2 3). Since the alternating group Ak and a transposition generate the
full symmetric group Σk, we conclude that G
σ
k = Σk. Then it obviously holds that
πσk ∈ G
σ
k .
Assume then that all blocks of Π except B1 have cardinality 2 and |B1| = 1. Then
we have k + 1 = 2(r − 1) + 1 = 2r − 1, i.e., k + 1 ≡ 1, 3 (mod 4). Lemma 7.22 (iii)
implies that Gσk includes A{2,...,k}. If k + 1 ≡ 3 (mod 4), then r − 1 is odd and
πσk = (2 3)(4 5) · · · (k − 2 k − 1) is an even permutation fixing 1 and it is thus an
element of A{2,...,k} and hence it is contained in G
σ
k .
If k + 1 ≡ 1 (mod 4) and n > k + 1, then let
a = (1, 2, 2, 3, 3, 4, . . . , k, k, . . . , k︸ ︷︷ ︸
n−k−2
) ∈ An,
b = (1, 2, 3, 3, 3, 4, . . . , k, k, . . . , k︸ ︷︷ ︸
n−k−2
) ∈ An.
We clearly have that ofo(a) = ofo(a) = k. Furthermore,
aσ = (. . . ,
σ−1(1)
↓
1, . . . ,
σ−1(3)
↓
2, . . . ,
σ−1(2)
↓
2, . . . ,
σ−1(5)
↓
3, . . . ,
σ−1(4)
↓
3, . . . ),
bσ = (. . . ,
σ−1(1)
↓
1, . . . ,
σ−1(3)
↓
3, . . . ,
σ−1(2)
↓
2, . . . ,
σ−1(5)
↓
3, . . . ,
σ−1(4)
↓
3, . . . ),
where any possible entry in place of the ellipses preceding position σ−1(4) is k.
Since aσ and bσ differ only at position σ−1(3), we have
• ofo(aσ) = (1, 2, 3, . . . ) and ofo(bσ) = (1, 3, 2 . . . ), or
• ofo(aσ) = (k, 1, 2, 3, . . . ) and ofo(bσ) = (k, 1, 3, 2, . . . ), or
• ofo(aσ) = (1, k, 2, 3, . . . ) and ofo(bσ) = (1, k, 3, 2, . . . ), or
• ofo(aσ) = (1, 2, k, 3, . . . ) and ofo(bσ) = (1, 3, k, 2, . . . ).
Let π and τ be the permutations satisfying ofo(aσ) = kπ and ofo(bσ) = kτ . Then
we have π, τ ∈ Uσk , and G
σ
k contains π
−1τ , which is one of the transpositions (2 3),
(2 4), and (3 4). Thus Gσ includes a generating set of Σ{2,...,k}. It is clear that π
σ
k
fixes 1, and we conclude that πσk ∈ G
σ
k . 
Lemma 7.24. If n = k + 1 ≡ 0, 1 (mod 4) and σ = θn, then Uσk ∩G
σ
k = ∅.
Proof. If a ∈ An is such that ofo(a) = k, then a = kδI for some I ∈
(
n
2
)
. Let
ℓ := min(max I, θn(max I)). The ofo(aθn) = kλ
ℓ
k by Lemma 7.4, and λ
ℓ
k is an odd
permutation by Remark 7.3. Thus Uσk is a set of odd permutations. Therefore every
permutation in ∆σn is even, and it follows that G
σ
k is a subgroup of the alternating
group Ak. Consequently, U
σ
k ∩G
σ
k = ∅. 
Lemma 7.25. Let n and k be integers greater than or equal to 2, and assume that
n > k. Let σ ∈ Σn. Then σ is k-equalizing precisely unless n = k + 1 ≡ 0, 1
(mod 4) and σ = θn.
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Proof. Let σ ∈ Σn, and let Π = {B1, . . . , Br} be the fundamental partition of σˇk+1,
and assume that Bi < Bj whenever i < j.
If n = k + 1 ≡ 0 (mod 4) and |Bi| = 2 for all i ∈ [r] or n = k + 1 ≡ 1 (mod 4)
and |B1| = 1 and |Bi| = 2 whenever 2 ≤ i ≤ r, then σ = θn by Lemma 7.20 and
Lemma 7.6 implies that σ is not k-equalizing.
Otherwise Lemma 7.23 guarantees that πσk ∈ G
σ
k . We also have that π
σ
k ∈ U
σ
k
by Lemma 7.16. Lemma 7.14 then yields that σ is k-equalizing. 
Corollary 7.26. Let σ ∈ Σn. Then σ is k-equalizing if and only if Uσk ∩G
σ
k 6= ∅.
Proof. The statement follows from Lemmas 7.14, 7.20, 7.24, and 7.25. 
We are now in the position to prove the main result of this section.
Proof of Theorem 7.1. Let us first show the necessity of the condition. If n ≤ k,
then (n, k) is not equalizing by Lemma 7.7 (ii). If n = k + 1 and k ≡ 0, 3 (mod 4),
i.e., n ≡ 0, 1 (mod 4), then θn is not k-equalizing by Lemma 7.6; thus (n, k) is not
equalizing by Lemma 7.8.
For sufficiency, we proceed by induction on k. By Lemma 7.7 (i), if k = 2, then
(n, k) is equalizing for every n ≥ 3; and if k = 3, then (n, k) is equalizing for every
n ≥ 5. Let ℓ ≥ 3, and assume that (n, ℓ) is equalizing for every n satisfying the
following condition: ℓ ≡ 1, 2 (mod 4) and n ≥ k + 1; or ℓ ≡ 0, 3 (mod 4) and
n ≥ k + 2. Let m be any integer satisfying the following condition: ℓ + 1 ≡ 1, 2
(mod 4) and m ≥ ℓ + 2; or ℓ + 1 ≡ 0, 3 (mod 4) and m ≥ ℓ + 3. By Lemma 7.25,
every σ ∈ Σm is (ℓ+1)-equalizing. Since m ≥ ℓ+2, the inductive hypothesis yields
that (m, ℓ) is equalizing. It follows from Lemma 7.8 that (m, ℓ + 1) is equalizing.
This completes the proof. 
8. The class of functions weakly determined by the order of first
occurrence is weakly reconstructible
In this last section we show that the class of functions weakly determined by
the order of first occurrence (of sufficiently large arity) are weakly reconstructible
(Proposition 8.1). Throughout this section, we assume that A = [k].
Proposition 8.1. Let n and k be positive integers such that k ≡ 1, 2 (mod 4) and
n ≥ k + 2, or k ≡ 0, 3 (mod 4) and n ≥ k + 3. Let f, g : An → B be functions
that are weakly determined by the order of first occurrence. If deck f = deck g, then
f ≡ g.
Proof. We may assume without loss of generality that f and g are determined by
the order of first occurrence (and not just equivalent to functions determined by
the order of first occurrence). Let f∗ and g∗ be mappings A♯ → B such that
f = f∗ ◦ ofo|An and g = g∗ ◦ ofo|An . By Proposition 4.11, fI = f∗ ◦ ofo|An−1 and
gI = g
∗ ◦ofo|An−1 for all I ∈
(
n
2
)
. The assumption that deck f = deck g implies that
f∗◦ofo|An−1 ≡ g
∗◦ofo|An−1 . By Theorem 7.1, (n−1, k) is equalizing, which implies
that f∗ ◦ ofo|An−1 = g
∗ ◦ ofo|An−1 . Hence f
∗ = g∗ by Remark 4.8. Consequently,
f = g, and it clearly holds that f ≡ g. 
The following result shows that in Proposition 8.1 the lower bound for n in the
case that k ≡ 0, 3 (mod 4) is sharp, and the answer to Question 3.1 is negative if
|A| ≡ 0 (mod 4) or |A| ≡ 3 (mod 4) and n = |A|+ 2.
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Proposition 8.2. Let n and k be positive integers such that k ≡ 0, 3 (mod 4) and
n = k + 2. Then there exist functions f, g : An → B that are determined by the
order of first occurrence such that f 6≡ g and fI ≡ gJ for all I, J ∈
(
n
2
)
.
Proof. Let α, β, γ and φ+k , ψ
+
k : A
k
6= → B be as in Definition 7.5. Extend φ
+
k and
ψ+k into functions f
∗, g∗ : A♯ → B as follows:
f∗(a) =
{
φ+k (a), if a ∈ A
k
6=,
γ, otherwise,
g∗(a) =
{
ψ+k (a), if a ∈ A
k
6=,
γ, otherwise.
Let f := f∗ ◦ ofo|Ak+2 and g := g
∗ ◦ ofo|Ak+2 . By Proposition 4.11, we have
fI = f
∗◦ofo|Ak+1 and gJ = g
∗◦ofo|Ak+1 for all I, J ∈
(
n
2
)
. Let a ∈ Ak+1. If a ∈ Ak6=,
then by Lemma 7.6 we have fI(a) = φ
+
k (ofo(a)) = ψ
+
k (ofo(aθk+1)) = gJ(aθk+1). If
a /∈ Ak6=, then we have fI(a) = γ = gJ(aθk+1). Thus, fI ≡ gJ for all I, J ∈
(
n
2
)
.
In order to verify that f 6≡ g, we are going to find, for each permutation σ ∈ Σk+2,
a (k + 2)-tuple a such that f(a) 6= g(aσ). Denote u := (1, 2, . . . , k, k, k) ∈ Ak+2,
and note that ofo(u) = k.
Let σ ∈ Σn, and let ρ ∈ Σk be the unique permutation satisfying ofo(uσ) = kρ.
If k ≡ 0 (mod 4) and σ(1) 6= 1, then ofo(uσ) is a tuple whose first component is
distinct from 1; thus f(u) = α 6= γ = g(uσ), and we are done. Hence we assume
from now on that if k ≡ 0 (mod 4), then σ(1) = 1. Furthermore, if ρ is an even
permutation, then f(u) = f∗ ◦ofo(u) = φ+k (k) = α 6= β = ψ
+
k (kρ) = g
∗ ◦ofo(uσ) =
g(uσ) and we are done. Hence we assume from now on that ρ is odd. We split the
analysis into three cases.
Case 1: σ(k+1) = k+1 and σ(k+2) = k+2. Then ρ equals the restriction of σ
to the set [k]. Let p be the largest i ∈ [k] such that σ(i) 6= i; such an element exists,
because we are assuming that ρ is odd and hence it is a nonidentical permutation.
Moreover, p > 1 and σ(p) < p. Set a := (1, 2, . . . , p− 1, σ(p), p, p+ 1, . . . , k, k). It
is easy to verify that ofo(a) = k and ofo(aσ) = kτρ, where τ is the transposition of
p and σ(p). Since both τ and ρ are odd permutations, τρ is an even permutation.
Moreover, if k ≡ 0 (mod 4), then both p and σ(p) are distinct from 1; hence
τ(1) = 1 and τρ(1) = 1. Consequently, we have f(a) = φ+k (k) = α 6= β =
ψ+k (kτρ) = g(aσ) also in this case.
Case 2: {σ(k), σ(k+1), σ(k+2)} = {k, k+1, k+2}. We shall assume that σ does
not fix all three elements of the set {k, k + 1, k + 2}, because this is already taken
care of by Case 1. The restriction of σ to [k − 1] is a permutation of [k − 1], and we
have uσ = (σ(1), . . . , σ(k − 1), k, k, k) and ofo(uσ) = (σ(1), . . . , σ(k − 1), k) = kρ.
Thus ρ is the permutation of [k] that fixes k and coincides with σ on [k − 1]. If
σ−1(k−1) 6= 1, then let d := σ(σ−1(k−1)−1); if σ−1(k−1) = 1, then let d := σ(2).
Note that d < k − 1. Let
a := (1, 2, . . . , k − 2, d, k − 1, k, k),
b := (1, 2, . . . , k − 2, d, k − 1, k, k − 1),
c := (1, 2, . . . , k − 2, d, d, k − 1, k).
It is clear that ofo(a) = ofo(b) = ofo(c) = k. In each one of aσ, bσ, and cσ, the
first k − 1 entries are
(13) (σ(1), . . . , σ(σ−1(k − 1)− 1), d, σ(σ−1(k − 1) + 1), . . . , σ(k − 1)),
and the last three entries, for every possible σ, are presented in Table 2. Since d
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The last three entries of
(σ(k), σ(k + 1), σ(k + 2)) aσ bσ cσ
(k, k + 2, k + 1) (k − 1, k, k) (k − 1, k − 1, k) (d, k, k − 1)
(k + 1, k, k + 2) (k, k − 1, k) (k, k − 1, k − 1) (k − 1, d, k)
(k + 1, k + 2, k) (k, k, k − 1) (k, k − 1, k − 1) (k − 1, k, d)
(k + 2, k, k + 1) (k, k − 1, k) (k − 1, k − 1, k) (k, d, k − 1)
(k + 2, k + 1, k) (k, k, k − 1) (k − 1, k, k − 1) (k, k − 1, d)
Table 2. The last three entries of aσ, bσ, and cσ.
equals either σ(σ−1(k− 1)− 1) or σ(σ−1(k− 1)+ 1), we can read off from (13) and
Table 2 that
{ofo(aσ), ofo(bσ), ofo(cσ)}
= {(σ(1), . . . , σ(σ−1(k − 1)− 1), σ(σ−1(k − 1) + 1), . . . , σ(k − 1), k − 1, k),
(σ(1), . . . , σ(σ−1(k − 1)− 1), σ(σ−1(k − 1) + 1), . . . , σ(k − 1), k, k − 1)}
= {(σ(1), . . . , σ(k − 1), k)ζ, (σ(1), . . . , σ(k − 1), k)ξ}
= {kρζ,kρξ},
where ζ and ξ are the cycles
ζ = (σ−1(k − 1) σ−1(k − 1) + 1 · · · k − 1),
ξ = (σ−1(k − 1) σ−1(k − 1) + 1 · · · k − 1 k).
Since the cycles ζ and ξ have lengths that differ by one, ζ and ξ have opposite
parities; therefore ρζ and ρξ have opposite parities. Moreover, if k ≡ 0 (mod 4),
then σ−1(k−1) 6= 1; hence each one of ρ, ζ, and ξ fixes 1, and so do ρζ and ρξ. Thus,
{g∗(kρζ), g∗(kρξ)} = {α, β}. We conclude that f(a) 6= g(aσ) or f(b) 6= g(bσ) or
f(c) 6= g(cσ).
Case 3: {σ(k), σ(k + 1), σ(k + 2)} 6= {k, k+ 1, k+ 2}. Let r, s, t ∈ [k + 2] be the
unique elements satisfying {σ(r), σ(s), σ(t)} = {k, k + 1, k + 2} and r < s < t. It
also holds that r < k. Then the entries of uσ that are equal to k occur exactly
at the r-th, s-th, and t-th positions. For i ∈ [k + 2] \ {r, s, t}, the i-th entry of uσ
equals σ(i).
Next we define a tuple a ∈ Ak+2. The definition depends on the values of r, s,
and t. Table 3 illustrates the various possibilities.
• If t < k + 2, then let d = σ(t + 1), and let a ∈ Ak+2 be the tuple obtained
from u by changing the entries at the σ(r)-th and σ(s)-th positions to d.
• If t = k + 2 and s < k + 1, then let d = σ(s + 1), and let a ∈ Ak+2 be the
tuple obtained from u by changing the entry at the σ(r)-th position to d.
• If t = k + 2 and s = k + 1, then let d = σ(k) (note that in this case r < k),
and let a ∈ Ak+2 be the tuple obtained from u by changing the entry at the
σ(r)-th position to d.
With the help of Table 3, it is easy to verify that ofo(a) = k and ofo(aσ) = kτρ,
where τ is the transposition of d and k. Since both τ and ρ are odd permutations,
τρ is an even permutation. Moreover, if k ≡ 0 (mod 4), then r > 1; hence both τ
and ρ fix 1 and so does τρ. Thus f(a) = φ+k (k) = α 6= β = ψ
+
k (kτρ) = g(aσ).
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uσ ofo(uσ)
aσ ofo(aσ)
t < k + 2 (. . . ,
r
↓
k, . . . ,
s
↓
k, . . . ,
t
↓
k,
t+1
↓
d, . . . ) (. . . ,
r
↓
k, . . . ,
t−1
↓
d, . . . )
(. . . ,
r
↓
d, . . . ,
s
↓
d, . . . ,
t
↓
k,
t+1
↓
d, . . . ) (. . . ,
r
↓
d, . . . ,
t−1
↓
k, . . . )
t = k + 2 (. . . ,
r
↓
k, . . . ,
s
↓
k,
s+1
↓
d, . . . ,
k+2
↓
k) (. . . ,
r
↓
k, . . . ,
s
↓
d, . . . )
s < k + 1 (. . . ,
r
↓
d, . . . ,
s
↓
k,
s+1
↓
d, . . . ,
k+2
↓
k) (. . . ,
r
↓
d, . . . ,
s
↓
k, . . . )
t = k + 2 (. . . ,
r
↓
k, . . . ,
k
↓
d,
k+1
↓
k,
k+2
↓
k) (. . . ,
r
↓
k, . . . ,
k
↓
d)
s = k + 1 (. . . ,
r
↓
d, . . . ,
k
↓
d,
k+1
↓
k,
k+2
↓
k) (. . . ,
r
↓
d, . . . ,
k
↓
k)
Table 3. Illustration for the different possibilities in the definition
of a in Case 3 of the proof of Proposition 8.2.
The three cases analysed above exhaust all possibilities. We found for every
permutation σ ∈ Σk+2 a tuple a ∈ Ak+2 satisfying f(a) 6= g(aσ). We conclude that
f 6≡ g. 
The results of this section inevitably evoke the following question.
Question 8.3. Let n and k be positive integers such that k ≡ 1, 2 (mod 4) and
n ≥ k+2, or k ≡ 0, 3 (mod 4) and n ≥ k+3. Assume that |A| = k. Is every function
f : An → B that is determined by the order of first occurrence reconstructible?
By Corollary 6.3, the answer to Question 8.3 is positive when k = 2. For k > 2,
this question remains an open problem.
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