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Olivier Guéant †
Abstract
Market makers provide liquidity to other market participants: they propose prices at
which they stand ready to buy and sell a wide variety of assets. They face a complex opti-
mization problem with both static and dynamic components. They need indeed to propose
bid and offer/ask prices in an optimal way for making money out of the difference between
these two prices (their bid-ask spread). Since they seldom buy and sell simultaneously,
and therefore hold long and/or short inventories, they also need to mitigate the risk asso-
ciated with price changes, and subsequently skew their quotes dynamically. In this paper,
(i) we propose a general modeling framework which generalizes (and reconciles) the various
modeling approaches proposed in the literature since the publication of the seminal paper
“High-frequency trading in a limit order book” by Avellaneda and Stoikov, (ii) we prove
new general results on the existence and the characterization of optimal market making
strategies, (iii) we obtain new closed-form approximations for the optimal quotes, (iv) we
extend the modeling framework to the case of multi-asset market making and we obtain
general closed-form approximations for the optimal quotes of a multi-asset market maker,
and (v) we show how the model can be used in practice in the specific (and original) case
of two credit indices.
Key words: Market making, Stochastic optimal control, Closed-form approximations,
Guéant–Lehalle–Fernandez-Tapia formulas, CDX indices.
1 Introduction
What is a market maker? In a nutshell, it is a liquidity provider. However, it is complex to give
a precise definition because the exact role of market makers depends on the considered market.
Furthermore, the very definition of a market maker has been blurred in recent years, because
of the electronification of most markets and because of the emergence of high-frequency trading
in many of them.
On most order-driven markets, such as many stock markets, there are nowadays several kinds of
market makers. First, there are “official” market makers (actually, market making companies):
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these market makers have usually signed an agreement with a given exchange, or with a given
company, for maintaining fair and orderly markets. The Designated Market Makers (DMM)
on the NYSE, which succeeded the market specialists, are examples of such “official” market
makers. They often have contractual obligations, such as participating to the opening and
closing auctions and/or quoting with a reasonable bid-ask spread – e.g. the DMMs must quote
at the National Best Bid and Offer (NBBO) a specified percentage of the time. In addition
to these “official” market makers, other market participants in the stock markets, in particular
some high-frequency traders, are often regarded as market makers (Menkveld calls them the
new market makers in [20]) because they are almost continuously present on both sides of the
limit order books. They are acting as liquidity providers even though they have no obligation
to do so: they just try to make money out of their high-frequency market making strategies.
The electronification of most order-driven markets makes it possible for trading firms to act as
liquidity providers, hence a blurring of the definition of “market maker”.
On quote-driven markets, such as the corporate bond markets, the market makers are the deal-
ers (these markets are often also called “dealer markets”). These dealers provide liquidity to
the other market participants (the “clients”) by quoting bid and offer prices on a regular basis.
However, their exact behavior depends on the considered market. On some markets, dealers’
quotes are firm quotes, whereas on other markets the quotes are streamed only for information
(and for a specific size/notional) and become binding when dealers answer specific requests.
In this paper, we consider that a market maker is somebody (or in fact an algorithm) who pro-
poses prices at which he/she/it stands ready to buy or sell one or several assets. In particular,
we do not consider any contractual constraint, and we assume that all quotes are firm quotes (for
a given fixed size). The problem we consider is the determination of the optimal quotes a mar-
ket maker should propose at the bid and the offer to make money while mitigating inventory risk.
This problem is a complex one from a quantitative viewpoint with both static and dynamic com-
ponents. Market makers face indeed a classical static trade-off: high margin and low volume
vs. low margin and high volume. A market maker who quotes a large spread (with no skew)
trades rarely, but each transaction leads to a large Mark-to-Market (MtM) gain. Conversely,
a market maker quoting a narrow spread (with no skew) trades often, but each transaction
leads to a small MtM gain. In addition to this static trade-off, market makers face a dynamic
problem: they must adapt their quotes dynamically to reduce their exposure to price changes.
For instance, a single-asset market maker with a long inventory should price conservatively on
the bid side and aggressively on the ask side, because he wants to reduce his probability to buy
and increase his probability to sell. Symmetrically, if he has a short inventory, then he should
price aggressively on the bid side and conservatively on the ask side.
Like in almost all the mathematical literature on market making, we consider the problem of a
single market maker in a simplified way: (i) market prices1 are modeled by stochastic processes
assumed to be exogenous to the market maker’s behavior,2 and (ii) the probability that the
market maker buys (respectively sells) a security at the bid (respectively offer) price he quotes
1The exact nature of these market prices depends on the considered market. In the case of most order-driven
markets (such as most stock markets), a market price may be a mid-price. It may also be a price based on the
most recent transactions. In the case of the European corporate bond market, the Composite Bloomberg Bond
Trader (CBBT) price is a composite price which may be regarded as a proxy for the market price of a bond. In
the case of the US corporate bond market, a market price may also be built by using a mix between TRACE
data (in spite of the lag) and the CBBT prices. In all cases, the market prices involved in the model should be
regarded as reference prices.
2See [7] and [13] for models with adverse selection effects.
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depends on the distance between the quoted price and the market price of that security – this
is the classical Avellaneda-Stoikov modeling framework – see [1]. In particular, the competition
between market makers is not explicitly modeled.
Since the publication of the seminal paper “High-frequency trading in a limit order book” by
Avellaneda and Stoikov (see [1]), market making has been one of the important research topics
in quantitative finance.3 Therefore many models have been proposed to address the problem
faced by market makers. Guéant et al. considered in [13] a variant of the model proposed by
Avellaneda and Stoikov and showed that the four-dimensional Hamilton-Jacobi-Bellman (HJB)
equation arising from the model could be simplified into a linear system of ordinary differential
equations when a specific change of variables is used.4 The paper [13] also contains the Guéant–
Lehalle–Fernandez-Tapia formulas which are closed-form approximations of the optimal quotes
of a single-asset market maker. These approximation formulas are used in practice by major
banks in Europe and Asia for market making in (illiquid) quote-driven markets or for market
making in some order-driven markets (in the specific case of a small tick size).
In the above papers, the objective function of the market maker is the expected CARA utility5
of his P&L (sometimes with a penalty for the terminal inventory). Other models have been
proposed in the literature with different objective functions. In their paper on market making
with general price dynamics, Fodra and Labadie [10] considered, in addition to the expected
CARA utility case, the risk-neutral case and the risk-neutral case with a penalization on the
terminal inventory. In a few papers, with various coauthors, and in their recent book [7] with
Penalva, Cartea and Jaimungal considered as an objective function the expected value of the
P&L minus a running penalty on the inventory – see for instance [4], [5], and [6].
The numerous researchers involved in market making modeling have also included many features
in their models. Cartea and Jaimungal, with their coauthors, have proposed models with price
impact, the possibility to consider short-term alpha, the existence of an adverse selection effect,6
etc. Recently, new models have emerged to deal with ambiguity aversion: see for instance the
paper [4] by Cartea et al. and the paper [21] by Nyström et al. – see also the PhD dissertation
of Donnelly [8].
For strange reasons,7 academic researchers have mainly focused on stock markets, which are
certainly the least relevant markets to apply most of the models they have proposed.8 In this
3Market making has always been an important topic for economists – see for instance the model of Grossman
and Miller [11]. However, the dynamic approaches proposed by mathematicians have shed a new light on market
making and make it possible to build algorithms for replacing human market makers. The main (old) economic
paper really related to the mathematical literature on market making is the paper [17] by Ho and Stoll published
in 1981 – see also [18] by the same authors. It is noteworthy that this old paper by Ho and Stoll inspired
Avellaneda and Stoikov when they wrote their seminal paper [1].
4See also [14].
5CARA means Constant Absolute Risk Aversion. CARA utility functions are utility functions of the form
u(x) = −e−γx for γ > 0.
6Adverse selection is also considered in [13].
7One reason is the interest for high-frequency trading. High-frequency trading is indeed often discussed for
its influence on the price formation process of stocks. Another reason is that some market making models can
be regarded as generalizations of optimal execution models built to solve problems coming from the cash-equity
industry – see for instance [2], [12] and [19].
8Models à la Avellaneda-Stoikov can hardly be applied to most stock markets for at least two reasons: (i) the
discrete nature of prices (especially in the case of stocks with a large tick size), and (ii) the fact that the very
nature of the limit order books, which are queuing systems with priorities and volumes, is not taken into account.
One of the only market making models really well suited to stocks is the model proposed by Guilbaud and Pham
in [16] – see also [15] for a variant.
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paper, we have instead in mind the case of a market maker in a quote-driven market, or in an
order-driven market if the tick sizes of the securities are small.
The academic literature on market making is also mainly focused on the case of a market maker
operating on a single asset. However, in practice, almost all market makers are in charge of a
list of securities. For a market maker in charge of several correlated assets, applying an inde-
pendent market making strategy to each asset is suboptimal in terms of risk management. It is
therefore of the utmost importance to build a model accounting for the correlation structure of
the security price moves, especially in the case of corporate bonds where there are often dozens
of bonds issued by the same company (which are therefore highly correlated).
In this paper, we consider a modeling framework à la Avellaneda-Stoikov with general intensity
functions, instead of the exponential intensity functions of most models (see Section 2). We
show that the four-variable HJB equation arising from the various optimization criteria used in
the literature can be transformed into a simple system of ordinary differential equations (see
Section 3). This somehow reconciles the different approaches used in the literature and enables
to understand the subtle differences between the various criteria used in the literature. In par-
ticular it helps understanding what it means to be averse to price risk and to non-execution
risk. We then show in Section 4 how to find closed-form approximations for the optimal quotes.
These approximations generalize the Guéant–Lehalle–Fernandez-Tapia formulas to the case of
general intensity functions and to the case of the different optimization criteria used in the
market making literature. In Section 5, we consider a problem that is very rarely dealt with in
the academic literature in spite of its importance for practitioners: multi-asset market making.
We show that many results obtained in the one-asset case can be generalized to our multi-asset
market making model. In particular, we obtain for the first time in this paper closed-form ap-
proximations for the optimal quotes of a multi-asset market maker. This result is an important
breakthrough for practitioners because most market makers are in charge of dozens of assets (or
even hundreds of assets when the market maker is in fact an algorithm) and often reluctant to
solve very large systems of nonlinear differential equations. In Section 6, we apply our findings
to the case of two highly correlated credit indices: CDX.NA.IG (CDX North America Invest-
ment Grade) and CDX.NA.HY (CDX North America High Yield).
2 Modeling framework and notations
2.1 Notations
Let us fix a probability space (Ω,F ,P) equipped with a filtration (Ft)t∈R+ satisfying the usual
conditions. We assume that all stochastic processes are defined on (Ω,F , (Ft)t∈R+ ,P).
We consider in this section (and in the following two sections) a market maker in charge of a
single asset. The reference price of this asset9 is modeled by a process (St)t with the dynamics
dSt = σdWt, S0 given, (2.1)
where (Wt)t is a standard Brownian motion adapted to the filtration (Ft)t∈R+ .
This market maker proposes bid and ask quotes to buy and sell the asset. These bid and ask
quotes are modeled by two stochastic processes, respectively denoted by (Sbt )t and (Sat )t.
9There may not be a proper market price (see the above discussion), hence the wording “reference price”.
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Transactions occur at random times corresponding to the arrival times of agents willing to buy
or sell the asset. The distribution of the trade times depends obviously on the liquidity of the
asset, and on the bid and ask prices quoted by the market maker. We denote by (N bt )t and
(Nat )t the two point processes modeling the number of transactions at the bid and at the ask,
respectively. We assume that assets are traded ∆ by ∆, i.e., that the quantities traded do not
vary across trades.
The inventory of the market maker, modeled by the process (qt)t, has therefore the dynamics
dqt = ∆dN
b
t −∆dNat , q0 given. (2.2)
We assume that the processes (N bt )t and (Nat )t are independent of the Brownian motion (Wt)t.
We denote by (λbt)t and (λat )t the intensity processes of (N bt )t and (Nat )t, respectively. As in the
classical Avellaneda-Stoikov model (see [1]), we assume that the intensity processes are functions
of the difference between the reference price and the prices quoted by the market maker. In
addition, we assume that the market maker stops proposing a bid (respectively ask) quote when
his position is above (respectively below) a given threshold Q (respectively −Q).10 Formally,
we assume that (λbt)t and (λat )t verify
λbt = Λ
b(δbt )1qt−<Q and λ
a
t = Λ
a(δat )1qt−>−Q, (2.3)
where
δbt = St − Sbt and δat = Sat − St,
and where Λb and Λa are two functions satisfying the following hypotheses:11
• Λb and Λa are twice continuously differentiable,
• Λb and Λa are decreasing, with ∀δ ∈ R, Λb′(δ) < 0 and Λa′(δ) < 0,
• limδ→+∞ Λb(δ) = limδ→+∞ Λa(δ) = 0,
• supδ Λ
b(δ)Λb
′′
(δ)
(Λb′(δ))
2 < 2 and supδ
Λa(δ)Λa′′(δ)
(Λa′(δ))2 < 2.
Finally, the process (Xt)t models the market maker’s cash account. Given our modeling frame-
work, (Xt)t has the dynamics
dXt = S
a
t ∆dN
a
t − Sbt∆dN bt
= (St + δ
a
t )∆dN
a
t − (St − δbt )∆dN bt . (2.4)
10Q is assumed to be a multiple of ∆.
11The first three hypotheses are natural. The fourth one is more technical. It ensures in particular that the
functions pib : δ 7→ δΛb(δ) and pia : δ 7→ δΛa(δ), which are related to the instantaneous (expected) MtM PnL
associated with each side, reach a maximum on R (in fact on R+). To see this (we focus on the bid side, but the
proof is similar for the ask side), let us notice that
pib
′
(δ) = 0 ⇐⇒ δ + Λ
b (δ)
Λb′ (δ)
= 0.
But υb : δ 7→ δ + Λb(δ)
Λb′(δ) is a strictly increasing function with
inf
δ
υb
′
(δ) = 2− sup
δ
Λb (δ) Λb
′′
(δ)(
Λb′ (δ)
)2 > 0.
Therefore, the equation υb(δ) = 0 has a unique solution and it corresponds to a unique maximizer for pib.
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2.2 The two classical optimization problems
In the above paragraphs, we have defined the three processes at the heart of most market making
models: the reference price process (St)t, the inventory process (qt)t, and the cash process (Xt)t.
We now need to define the problem faced by the market maker. Following the model proposed
by Avellaneda and Stoikov in [1], one can consider, as in [13], that the market maker maximizes
the expected value of a CARA utility function (with risk aversion parameter γ > 0) applied
to the MtM value of the portfolio at a given date T . This MtM value at time T is basically
XT + qTST , or XT + qTST − `(|qT |) if we add a liquidity premium for the remaining inventory
(whatever its sign) – ` is a nondecreasing and convex function from R+ to R+. In this general
framework, the goal of the market maker is to maximize
E [− exp (−γ(XT + qTST − `(|qT |)))] , (Model A)
over (δbt )t ∈ A and (δat )t ∈ A, where the set of admissible controls A is simply the set of pre-
dictable processes bounded from below.
Alternatively, one can consider that the market maker maximizes the expected value of the
MtM value of the portfolio at date T , but that holding an inventory is penalized over the time
interval [0, T ]. This is typically what is done by Cartea, Jaimungal and their coauthors (see the
recent book [7] for several examples). In that kind of model, the goal of the market maker is to
maximize an expression of the form
E
[
XT + qTST − `(|qT |)− 1
2
γσ2
∫ T
0
q2t dt
]
, (Model B)
over (δbt )t ∈ A and (δat )t ∈ A.
3 Towards a single system of ordinary differential equations
for characterizing the optimal quotes
Both Model A and Model B can be solved using the classical tools of stochastic optimal control.
In particular, we show that, in both models, finding the value function (and the optimal bid
and ask quotes) boils down to solving a tridiagonal system of ordinary differential equations
(ODEs), and that the equations associated with Model A and Model B are part of the same
family of ODEs.
3.1 Dimensionality of the problem: a reduction from 4 to 2
The HJB equation associated with Model A is given by
0 = −∂tu(t, x, q, S)− 1
2
σ2∂2SSu(t, x, q, S) (3.1)
−1q<Q sup
δb
Λb(δb)
[
u(t, x−∆S + ∆δb, q + ∆, S)− u(t, x, q, S)]
−1q>−Q sup
δa
Λa(δa) [u(t, x+ ∆S + ∆δa, q −∆, S)− u(t, x, q, S)] ,
for q ∈ Q = {−Q,−Q+∆, . . . , Q−∆, Q}, and (t, S, x) ∈ [0, T ]×R2, with the terminal condition
u(T, x, q, S) = − exp (−γ(x+ qS − `(|q|))) . (3.2)
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If one uses the ansatz
u(t, x, q, S) = − exp (−γ(x+ qS + θ(t, q))) , (3.3)
then Eq. (3.1) becomes
0 = −∂tθ(t, q) + 1
2
γσ2q2 (3.4)
−1q<Q sup
δb
Λb(δb)
γ
(
1− exp (−γ (∆δb + θ(t, q + ∆)− θ(t, q))))
−1q>−Q sup
δa
Λa(δa)
γ
(1− exp (−γ (∆δa + θ(t, q −∆)− θ(t, q)))) ,
for q ∈ Q, and t ∈ [0, T ], and the terminal condition (3.2) becomes θ(T, q) = −`(|q|).
The HJB equation associated with Model B is given by
0 = −∂tu(t, x, q, S) + 1
2
γσ2q2 − 1
2
σ2∂2SSu(t, x, q, S) (3.5)
−1q<Q sup
δb
Λb(δb)
[
u(t, x−∆S + ∆δb, q + ∆, S)− u(t, x, q, S)]
−1q>−Q sup
δa
Λa(δa) [u(t, x+ ∆S + ∆δa, q −∆, S)− u(t, x, q, S)] ,
for q ∈ Q, and (t, S, x) ∈ [0, T ]× R2, with the terminal condition
u(T, x, q, S) = x+ qS − `(|q|). (3.6)
If one uses the ansatz
u(t, x, q, S) = x+ qS + θ(t, q), (3.7)
then Eq. (3.5) becomes
0 = −∂tθ(t, q) + 1
2
γσ2q2 (3.8)
−1q<Q sup
δb
Λb(δb)
(
∆δb + θ(t, q + ∆)− θ(t, q))
−1q>−Q sup
δa
Λa(δa) (∆δa + θ(t, q −∆)− θ(t, q)) ,
for q ∈ Q, and t ∈ [0, T ], and the terminal condition (3.6) becomes θ(T, q) = −`(|q|).
Eqs. (3.4) and (3.8) are in fact two systems of ODEs which belong to the same family. If we
introduce for ξ > 0 the functions
Hbξ (p) = sup
δ
Λb(δ)
ξ
(1− exp (−ξ∆ (δ − p)))
and
Haξ (p) = sup
δ
Λa(δ)
ξ
(1− exp (−ξ∆ (δ − p))) ,
and the limit functions (for ξ = 0)
Hb0(p) = ∆ sup
δ
Λb(δ)(δ − p)
and
Ha0 (p) = ∆ sup
δ
Λa(δ)(δ − p),
7
then we can indeed consider the general equation
0 = −∂tθ(t, q) + 1
2
γσ2q2 (3.9)
−1q<QHbξ
(
θ(t, q)− θ(t, q + ∆)
∆
)
− 1q>−QHaξ
(
θ(t, q)− θ(t, q −∆)
∆
)
,
for q ∈ Q, and t ∈ [0, T ], with the terminal condition
θ(T, q) = −`(|q|). (3.10)
Eq. (3.4) corresponds to Eq. (3.9) for ξ = γ while Eq. (3.8) corresponds to Eq. (3.9) for ξ = 0.
3.2 Existence and uniqueness of a solution θ
In the following paragraphs, we prove, for all ξ ≥ 0, that there exists a unique solution θ to
Eq. (3.9) with terminal condition (3.10).
Let us start with a lemma on Hbξ and H
a
ξ .
Lemma 3.1. ∀ξ ≥ 0, Hbξ and Haξ are two decreasing functions of class C2.
The supremum in the definition of Hbξ (p) is attained at a unique δ˜
b∗
ξ (p) characterized by
p = δ˜b∗ξ (p)−
1
ξ∆
log
1− ξ∆ Λb
(
δ˜b∗ξ (p)
)
Λb
′ (
δ˜b∗ξ (p)
)
 , if ξ > 0,
and
p = δ˜b∗ξ (p) +
Λb
(
δ˜b∗ξ (p)
)
Λb
′ (
δ˜b∗ξ (p)
) , if ξ = 0,
or equivalently by
δ˜b∗ξ (p) = Λ
b−1
(
ξHbξ (p)−
Hbξ
′
(p)
∆
)
. (3.11)
Similarly, the supremum in the definition of Haξ (p) is attained at a unique δ˜
a∗
ξ (p) characterized
by
p = δ˜a∗ξ (p)−
1
ξ∆
log
1− ξ∆ Λa
(
δ˜a∗ξ (p)
)
Λa′
(
δ˜a∗ξ (p)
)
 , if ξ > 0,
and
p = δ˜a∗ξ (p) +
Λa
(
δ˜a∗ξ (p)
)
Λa′
(
δ˜a∗ξ (p)
) , if ξ = 0,
or equivalently
δ˜a∗ξ (p) = Λ
a−1
(
ξHaξ (p)−
Haξ
′(p)
∆
)
. (3.12)
Furthermore, the functions p 7→ δ˜b∗ξ (p) and p 7→ δ˜a∗ξ (p) are C1 and increasing.
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Proof.
We prove the results for the bid side. The proof is similar for the ask side.
Let us start with ξ > 0.
∀p ∈ R, let us define gp : δ 7→ Λ
b(δ)
ξ (1− exp (−ξ∆ (δ − p))).
gp is a function of class C1, positive for δ ∈ (p,+∞) and nonpositive otherwise. Because
gp(p) = 0 and limδ→+∞ gp(δ) = 0, the supremum of gp is attained at, at least, one point
δ˜b∗ξ (p) ∈ (p,+∞). The first order condition characterizing the suprema of gp is
Λb
′
(δ)
ξ
(1− exp (−ξ∆ (δ − p))) + ∆Λb(δ) exp (−ξ∆ (δ − p)) = 0.
By rearranging the terms, we obtain
p = δ − 1
ξ∆
log
(
1− ξ∆ Λ
b (δ)
Λb
′
(δ)
)
.
Because Λb(δ)Λb′′(δ) < 2
(
Λb
′
(δ)
)2
, the function
j : δ 7→ δ − 1
ξ∆
log
(
1− ξ∆ Λ
b (δ)
Λb
′
(δ)
)
is increasing12 and there is therefore a unique maximizer δ˜b∗ξ (p) of gp, characterized by
p = δ˜b∗ξ (p)−
1
ξ∆
log
1− ξ∆ Λb
(
δ˜b∗ξ (p)
)
Λb
′ (
δ˜b∗ξ (p)
)
 .
Moreover, by the implicit function theorem, p 7→ δ˜b∗ξ (p) is a function of class C1 which verifies
δ˜b∗
′
ξ (p) =
1
j′
(
δ˜b∗ξ (p)
) = 1− ξ∆ Λ
b(δ˜b∗ξ (p))
Λb′(δ˜b∗ξ (p))
2− Λb(δ˜
b∗
ξ (p))Λ
b′′(δ˜b∗ξ (p))
Λb′(δ˜b∗ξ (p))
2 − ξ∆ Λ
b(δ˜b∗ξ (p))
Λb′(δ˜b∗ξ (p))
> 0.
In particular, p 7→ δ˜b∗ξ (p) is increasing.
Moreover, the function Hbξ is of class C
2, with
Hbξ
′
(p) = −Λb(δ˜b∗ξ (p))∆ exp
(
−ξ∆
(
δ˜b∗ξ (p)− p
))
and
Hbξ
′′
(p) =
(
−δ˜b∗′(p)Λb′(δ˜b∗ξ (p)) + ξ∆Λb(δ˜b∗ξ (p))
(
δ˜b∗
′
ξ (p)− 1
))
∆ exp
(
−ξ∆
(
δ˜b∗ξ (p)− p
))
.
In particular, Hbξ is decreasing.
12We have indeed
j′(δ) = 1 +
1− Λb(δ)Λb
′′
(δ)
Λb′(δ)2
1− ξ∆ Λb(δ)
Λb′(δ)
=
2− Λb(δ)Λb
′′
(δ)
Λb′(δ)2
− ξ∆ Λb(δ)
Λb′(δ)
1− ξ∆ Λb(δ)
Λb′(δ)
> 0.
9
We also see, by using the definition of Hbξ , that
δ˜b∗ξ (p) = Λ
b−1
(
ξHbξ (p)−
Hbξ
′
(p)
∆
)
.
In the ξ = 0 case, we define ∀p ∈ R, hp : δ 7→ ∆Λb(δ) (δ − p).
hp is a function of class C1, positive for δ ∈ (p,+∞) and nonpositive otherwise. By using
the same reasoning as in footnote 11, we see that there is a unique maximizer δ˜b∗0 (p) of hp,
characterized by
p = δ˜b∗0 (p) +
Λb
(
δ˜b∗0 (p)
)
Λb
′ (
δ˜b∗0 (p)
) .
As above, by the implicit function theorem, p 7→ δb∗0 (p) is a function of class C1 which verifies
δ˜b∗
′
0 (p) =
1
2− Λb(δ˜b∗0 (p))Λb′′(δ˜b∗0 (p))
Λb′(δ˜b∗0 (p))
2
> 0.
In particular, p 7→ δ˜b∗0 (p) is increasing.
Moreover, the function Hb0 is of class C2, with
Hb0
′
(p) = −∆Λb(δ˜b∗0 (p))
and
Hb0
′′
(p) = −∆δ˜b∗′0 (p)Λb
′
(δ˜b∗0 (p)).
In particular, Hb0 is decreasing and we have
δ˜b∗0 (p) = Λ
b−1
(
−H
b
0
′
(p)
∆
)
.
This proves the lemma.
We now prove a comparison principle for Eq. (3.9) which gives a priori bounds that will enable
us to prove the existence of a solution to Eq. (3.9) with terminal condition (3.10).
Lemma 3.2. Let τ ∈ [0, T ).
Let θ : [τ, T ]×Q → R be a C1 function with respect to time satisfying the subsolution property,
i.e.,
∀q ∈ Q, θ(T, q) ≤ −`(|q|)
and ∀(t, q) ∈ [τ, T )×Q,
−∂tθ(t, q) + 1
2
γσ2q2 − 1q<QHbξ
(
θ(t, q)− θ(t, q + ∆)
∆
)
− 1q>−QHaξ
(
θ(t, q)− θ(t, q −∆)
∆
)
≤ 0.
Let θ : [τ, T ]×Q → R be a C1 function with respect to time satisfying the supersolution property,
i.e.,
∀q ∈ Q, θ(T, q) ≥ −`(|q|)
and ∀(t, q) ∈ [τ, T )×Q,
−∂tθ(t, q) + 1
2
γσ2q2 − 1q<QHbξ
(
θ(t, q)− θ(t, q + ∆)
∆
)
− 1q>−QHaξ
(
θ(t, q)− θ(t, q −∆)
∆
)
≥ 0.
Then
θ ≥ θ.
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Proof.
Let ε > 0.
Let us consider a couple (t∗ε, q∗ε ) such that
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε )− ε(T − t∗ε) = sup
(t,q)∈[τ,T ]×Q
θ(t, q)− θ(t, q)− ε(T − t).
If t∗ε 6= T , then
∂tθ(t
∗
ε, q
∗
ε )− ∂tθ(t∗ε, q∗ε ) + ε ≤ 0.
Now, by using the definition of the functions θ and θ, the above inequality gives
1q∗ε<QH
b
ξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε + ∆)
∆
)
+ 1q∗ε>−QH
a
ξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε −∆)
∆
)
−1q∗ε<QHbξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε + ∆)
∆
)
− 1q∗ε>−QHaξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε −∆)
∆
)
≤ −ε.
But, by definition of (t∗ε, q∗ε ), since Hbξ and H
a
ξ are decreasing functions, we have
1q∗ε<Q
(
Hbξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε + ∆)
∆
)
−Hbξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε + ∆)
∆
))
≥ 0,
and
1q∗ε>−Q
(
Haξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε + ∆)
∆
)
−Haξ
(
θ(t∗ε, q
∗
ε )− θ(t∗ε, q∗ε + ∆)
∆
))
≥ 0.
This leads to 0 ≤ −ε. By contradiction, we must have t∗ε = T .
Therefore,
sup
(t,q)∈[τ,T ]×Q
θ(t, q)− θ(t, q)− ε(T − t) = θ(T, q∗ε )− θ(T, q∗ε ) ≤ 0.
As a consequence, ∀(t, q) ∈ [τ, T )×Q,
θ(t, q)− θ(t, q) ≤ εT.
By sending ε to 0, we obtain θ ≤ θ.
Let us now come to the existence and uniqueness of a solution to Eq. (3.9) with terminal
condition (3.10).
Theorem 3.1. There exists a unique function θ : [0, T ] × Q → R, C1 in time, solution of
Eq. (3.9) with terminal condition (3.10).
Proof.
Eq. (3.9) with terminal condition (3.10) can be regarded as a backward Cauchy problem. Since
Hbξ and H
a
ξ are functions of class C
1, by Cauchy-Lipschitz, there exists τ ∈ [0, T ) and a func-
tion θ : (τ, T ]×Q → R, C1 in time, solution of Eq. (3.9) on (τ, T ] with terminal condition (3.10).
It is straightforward to verify that ∀q ∈ Q, t ∈ (τ, T ] 7→ θ(t, q) + 12γσ2q2(T − t) is a decreasing
function. Therefore, the only reason why there would not be a global solution on [0, T ] is because
supq∈Q θ(t, q) blows up at τ > 0. However, by using Lemma 3.2, we know that
θ(t, q) = (Hbξ (0) +H
a
ξ (0))(T − t)
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defines a supersolution of Eq. (3.9) with terminal condition (3.10), and therefore that supq∈Q θ(t, q) ≤
(Hbξ (0) +H
a
ξ (0))(T − t) cannot blow up in finite time.
The conclusion is that θ is in fact defined on [0, T ]×Q. Uniqueness comes then for the Cauchy-
Lipschitz theorem.
The existence (and uniqueness) of a function θ solution of Eq. (3.9) with terminal condi-
tion (3.10) enables us to find a solution to the HJB equation associated with Model A or
Model B. We will use a verification argument in the next subsection in order to prove that the
solution to the HJB equation we obtain by this way is indeed the value function of the stochastic
optimal control problem under consideration. However, before that, a remark needs to be made
on θ and on Eq. (3.9) in the specific case – often (not to say almost always) used in the academic
literature – of exponential intensities.
If we have Λb(δ) = Λa(δ) = Ae−kδ =: Λ(δ), then we obtain (by straightforward computations)
Hξ(p) := H
b
ξ (p) = H
a
ξ (p) =
A∆
k
Cξ exp(−kp),
where
Cξ =

(
1 + ξ∆k
)− kξ∆−1
if ξ > 0
e−1 if ξ = 0.
By using Eq. (3.9), the function
v : (t, q) ∈ [0, T ]×Q 7→ vq(t) = exp
(
k
∆
θ(t, q)
)
is solution of the linear system of ordinary differential equations
∀q ∈ Q,∀t ∈ [0, T ],−∂tvq(t) + 1
2∆
kγσ2q2vq(t)−ACξ (1q<Qvq+∆(t) + 1q>−Qvq−∆(t)) = 0,
(3.13)
with terminal condition ∀q ∈ Q, vq(T ) = exp
(− k∆`(|q|)).
3.3 Verification argument
We are now ready to solve the stochastic optimal control problems associated with Model A
and Model B. We start with Model A.
Theorem 3.2. Let us consider the solution θ of Eq. (3.9) with terminal condition (3.10) for
ξ = γ.
Then, u : (t, x, q, S) 7→ − exp(−γ(x+ qS+ θ(t, q))) defines a solution to Eq. (3.1) with terminal
condition (3.2), and
u(t, x, q, S) = sup
(δbs)s≥t,(δas )s≥t∈A(t)
E
[
− exp
(
−γ
(
Xt,x,δ
b,δa
T + q
t,q,δb,δa
T S
t,S
T − `(|qt,q,δ
b,δa
T |)
))]
,
where A(t) is the set of predictable processes on [t, T ], bounded from below and where
dSt,Ss = σdWs, S
t,S
t = S,
dXt,x,δ
b,δa
s = (Ss + δ
a
s )∆dN
a
s − (Ss − δbs)∆dN bs , Xt,x,δ
b,δa
t = x,
dqt,q,δ
b,δa
s = ∆dN
b
s −∆dNas , qt,q,δ
b,δa
t = q,
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where the point processes N b and Na have stochastic intensity (λbs)s and (λas)s given by λbs =
Λb(δbs)1qs−<Q and λas = Λa(δas )1qs−>−Q.
The optimal bid and ask quotes Sbt = St − δb∗t (for qt− < Q) and Sat = St + δa∗t (for qt− > −Q)
are characterized by
δb∗t = δ˜
b∗
γ
(
θ(t, qt−)− θ(t, qt− + ∆)
∆
)
and δa∗t = δ˜
a∗
γ
(
θ(t, qt−)− θ(t, qt− −∆)
∆
)
, (3.14)
where the functions δ˜b∗γ (·) and δ˜a∗γ (·) are defined in Eqs. (3.11) and (3.12).
Proof.
Let us consider t ∈ [0, T ), and two processes (δbs)s≥t and (δas )s≥t in A(t). We have
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T ) = u(t, x, q, S) +
∫ T
t
∂tu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )ds (3.15)
+σ
∫ T
t
∂Su(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )dWs +
1
2
σ2
∫ T
t
∂2SSu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )ds
+
∫ T
t
(
u(s,Xt,x,δ
b,δa
s− −∆St,Ss + ∆δbs, qt,q,δ
b,δa
s− + ∆, S
t,S
s )− u(s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
)
dN bs
+
∫ T
t
(
u(s,Xt,x,δ
b,δa
s− + ∆S
t,S
s + ∆δ
a
s , q
t,q,δb,δa
s− −∆, St,Ss )− u(s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
)
dNas .
Let C < 0. If almost surely ∀s ∈ [t, T ), δbs ≥ −C, then
E
[∫ T
t
∂Su
(
s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s
)2
ds
]
≤ E
[∫ T
t
γ2qt,q,δ
b,δa
s−
2
exp
(
−2γ
(
Xt,x,δ
b,δa
s− + q
t,q,δb,δa
s− S
t,S
s + θ(s, q
t,q,δb,δa
s− )
))
ds
]
≤ γ2Q2 exp (2γ‖θ‖L∞([t,T ]×Q))
×E
[∫ T
t
exp
(
−2γ
(
x+ qS +
∫ s
t
δbudN
b
u +
∫ s
t
δaudN
a
u +
∫ s
t
σqt,q,δ
b,δa
u− dWu
))
ds
]
≤ γ2Q2 exp (2γ‖θ‖L∞([t,T ]×Q)) exp(−2γ(x+ qS))
×E
[∫ T
t
exp
(
−6γ
∫ s
t
δbudN
b
u
)
ds
] 1
3
E
[∫ T
t
exp
(
−6γ
∫ s
t
δaudN
a
u
)
ds
] 1
3
×E
[∫ T
t
exp
(
−6γ
∫ s
t
σqt,q,δ
b,δa
u− dWu
)
ds
] 1
3
≤ γ2Q2 exp (2γ‖θ‖L∞([t,T ]×Q)) exp(−2γ(x+ qS))
×E [exp (6γC(N bT −N bt )) (T − t)] 13 E [exp (6γC(NaT −Nat )) (T − t)] 13
×
(∫ T
t
E
[
exp
(
−6γ
∫ s
t
σqt,q,δ
b,δa
u− dWu − 18γ2
∫ s
t
σ2qt,q,δ
b,δa
u−
2
du
)]
ds
) 1
3
× exp (6γ2(T − t)σ2Q2)
≤ γ2Q2 exp (2γ‖θ‖L∞([t,T ]×Q)) exp(−2γ(x+ qS))
× exp (Λb(−C)(T − t) (exp(6γC)− 1)) exp (Λa(−C)(T − t) (exp(6γC)− 1)) (T − t) 23
× exp (6γ2(T − t)σ2Q2) (T − t) 13 < +∞.
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We also have
E
[∫ T
t
|u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )|Λb(δbs)1qt,q,δb,δas− <Qds
]
≤ Λb(−C)E
[∫ T
t
exp
(
−γ
(
Xt,x,δ
b,δa
s− + q
t,q,δb,δa
s− S
t,S
s + θ(s, q
t,q,δb,δa
s− )
))
ds
]
≤ Λb(−C) exp (γ‖θ‖L∞([t,T ]×Q))
×E
[∫ T
t
exp
(
−γ
(
x+ qS +
∫ s
t
δbudN
b
u +
∫ s
t
δaudN
a
u +
∫ s
t
σqt,q,δ
b,δa
u− dWu
))
ds
]
≤ Λb(−C) exp (γ‖θ‖L∞([t,T ]×Q)) exp(−γ(x+ qS))
×E
[∫ T
t
exp
(
−3γ
∫ s
t
δbudN
b
u
)
ds
] 1
3
E
[∫ T
t
exp
(
−3γ
∫ s
t
δaudN
a
u
)
ds
] 1
3
×E
[∫ T
t
exp
(
−3γ
∫ s
t
σqt,q,δ
b,δa
u− dWu
)
ds
] 1
3
≤ Λb(−C) exp (γ‖θ‖L∞([t,T ]×Q)) exp(−γ(x+ qS))
× exp (Λb(−C)(T − t) (exp(3γC)− 1)) exp (Λa(−C)(T − t) (exp(3γC)− 1)) (T − t) 23
× exp
(
3
2
γ2(T − t)σ2Q2
)
(T − t) 13
< +∞.
Similarly
E
[∫ T
t
|u(s,Xt,x,δb,δas− −∆St,Ss + ∆δbs, qt,q,δ
b,δa
s− + ∆, S
t,S
s )|Λb(δbs)1qt,q,δb,δas− <Qds
]
< +∞,
E
[∫ T
t
|u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )|Λa(δas )1qt,q,δb,δas− >−Qds
]
< +∞,
and
E
[∫ T
t
|u(s,Xt,x,δb,δas− + ∆St,Ss + ∆δas , qt,q,δ
b,δa
s− −∆, St,Ss )|Λa(δas )1qt,q,δb,δas− >−Qds
]
< +∞.
By taking expectations in Eq. (3.15), we obtain
E
[
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T )
]
= u(t, x, q, S)
+E
[∫ T
t
(
∂tu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s ) +
1
2
σ2∂2SSu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
)
ds
]
+E
[∫ T
t
(
u(s,Xt,x,δ
b,δa
s− −∆St,Ss + ∆δbs, qt,q,δ
b,δa
s− + ∆, S
t,S
s )
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )
)
Λb(δbs)1qt,q,δb,δas− <Q
ds
+
∫ T
t
(
u(s,Xt,x,δ
b,δa
s− + ∆S
t,S
s + ∆δ
a
s , q
t,q,δb,δa
s− −∆, St,Ss )
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )
)
Λa(δas )1qt,q,δb,δas− >−Q
ds
]
.
14
By definition of u, we have therefore
E
[
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T )
]
= u(t, x, q, S)
+E
[∫ T
t
u(s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
(
−γ∂tθ(s, qt,q,δ
b,δa
s− ) +
1
2
γ2σ2qt,q,δ
b,δa
s−
2
)
ds
]
+E
[∫ T
t
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )Λ
b(δbs)1qt,q,δb,δas− <Q
(
1− exp
(
−γ
(
∆δbs + θ(s, q
t,q,δb,δa
s− + ∆)− θ(s, qt,q,δ
b,δa
s− )
)))
ds
]
+E
[∫ T
t
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )Λ
a(δas )1qt,q,δb,δas− >−Q
(
1− exp
(
−γ
(
∆δas + θ(s, q
t,q,δb,δa
s− −∆)− θ(s, qt,q,δ
b,δa
s− )
)))
ds
]
.
By definition of θ, we have the inequality
E
[
u(T,Xt,x,δ
b,δa
T , q
t,q,δb,δa
T , S
t,S
T )
]
= E
[
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T )
]
≤ u(t, x, q, S),
i.e.,
E
[
− exp
(
−γ(Xt,x,δb,δaT + qt,q,δ
b,δa
T S
t,S
T − `(|qt,q,δ
b,δa
T |))
)]
≤ u(t, x, q, S).
Furthermore, by Lemma 3.1, there is equality in the above inequality if (δbs)s≥t and (δas )s≥t are
given (in closed-loop) by Eq. (3.14).
Therefore, u is indeed the value function
u(t, x, q, S) = sup
(δbs)s≥t,(δas )s≥t∈A(t)
E
[
− exp
(
−γ
(
Xt,x,δ
b,δa
T + q
t,q,δb,δa
T S
t,S
T − `(|qt,q,δ
b,δa
T |)
))]
,
and the optimal quotes are given in closed-loop by Eq. (3.14).
For Model B, a similar result holds.
Theorem 3.3. Let us consider the solution θ of Eq. (3.9) with terminal condition (3.10) for
ξ = 0.
Then, u : (t, x, q, S) 7→ x + qS + θ(t, q) defines a solution to Eq. (3.5) with terminal condition
(3.6), and
u(t, x, q, S) =
sup
(δbs)s≥t,(δas )s≥t∈A(t)
E
[
Xt,x,δ
b,δa
T + q
t,q,δb,δa
T S
t,S
T − `(|qt,q,δ
b,δa
T |)−
1
2
γσ2
∫ T
t
qt,q,δ
b,δa
s
2
ds
]
,
where A(t) is the set of predictable processes on [t, T ], bounded from below and where
dSt,Ss = σdWs, S
t,S
t = S,
dXt,x,δ
b,δa
s = (Ss + δ
a
s )∆dN
a
s − (Ss − δbs)∆dN bs , Xt,x,δ
b,δa
t = x,
dqt,q,δ
b,δa
s = ∆dN
b
s −∆dNas , qt,q,δ
b,δa
t = q,
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where the point processes N b and Na have stochastic intensity (λbs)s and (λas)s given by λbs =
Λb(δbs)1qs−<Q and λas = Λa(δas )1qs−>−Q.
The optimal bid and ask quotes Sbt = St − δb∗t (for qt− < Q) and Sat = St + δa∗t (for qt− > −Q)
are given by
δb∗t = δ˜
b∗
0
(
θ(t, qt−)− θ(t, qt− + ∆)
∆
)
and δa∗t = δ˜
a∗
0
(
θ(t, qt−)− θ(t, qt− −∆)
∆
)
, (3.16)
where the functions δ˜b∗0 (·) and δ˜a∗0 (·) are defined in Eqs. (3.11) and (3.12).
Proof.
Let us consider t ∈ [0, T ), and two processes (δbs)s≥t and (δas )s≥t in A(t). We have
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T ) = u(t, x, q, S) +
∫ T
t
∂tu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )ds (3.17)
+σ
∫ T
t
∂Su(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )dWs +
1
2
σ2
∫ T
t
∂2SSu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )ds
+
∫ T
t
(
u(s,Xt,x,δ
b,δa
s− −∆St,Ss + ∆δbs, qt,q,δ
b,δa
s− + ∆, S
t,S
s )− u(s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
)
dN bs
+
∫ T
t
(
u(s,Xt,x,δ
b,δa
s− + ∆S
t,S
s + ∆δ
a
s , q
t,q,δb,δa
s− −∆, St,Ss )− u(s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
)
dNas .
If almost surely ∀s ∈ [t, T ), δbs ≥ −C, then
E
[∫ T
t
∂Su
(
s,Xt,x,δ
b,δa
s− , q
t,q,δb,δa
s− , S
t,S
s
)2
ds
]
≤ E
[∫ T
t
qt,q,δ
b,δa
s−
2
ds
]
≤ Q2(T − t)
< +∞.
We also have
E
[∫ T
t
|u(s,Xt,x,δb,δas− −∆St,Ss + ∆δbs, qt,q,δ
b,δa
s− + ∆, S
t,S
s )
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )|Λb(δbs)1qt,q,δb,δas− <Qds
]
≤ E
[∫ T
t
Λb(δbs)|∆δbs + θ(s, qt,q,δ
b,δa
s− + ∆)− θ(s, qt,q,δ
b,δa
s− )|ds
]
≤ 2Λb(−C)‖θ‖L∞([t,T ]×Q)(T − t) + ∆(T − t) sup
δ>−C
|δ|Λb(δ)
≤ 2Λb(−C)‖θ‖L∞([t,T ]×Q)(T − t) + (T − t) max(∆CΛb(−C), Hb0(0))
< +∞.
Similarly
E
[∫ T
t
|u(s,Xt,x,δb,δas− + ∆St,Ss + ∆δas , qt,q,δ
b,δa
s− −∆, St,Ss )
16
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )|Λa(δas )1qt,q,δb,δas− >−Qds
]
< +∞.
By taking expectations in Eq. (3.17), we obtain
E
[
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T )
]
= u(t, x, q, S)
+E
[∫ T
t
(
∂tu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s ) +
1
2
σ2∂2SSu(s,X
t,x,δb,δa
s− , q
t,q,δb,δa
s− , S
t,S
s )
)
ds
]
+E
[∫ T
t
(
u(s,Xt,x,δ
b,δa
s− −∆St,Ss + ∆δbs, qt,q,δ
b,δa
s− + ∆, S
t,S
s )
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )
)
Λb(δbs)1qt,q,δb,δas− <Q
ds
+
∫ T
t
(
u(s,Xt,x,δ
b,δa
s− + ∆S
t,S
s + ∆δ
a
s , q
t,q,δb,δa
s− −∆, St,Ss )
−u(s,Xt,x,δb,δas− , qt,q,δ
b,δa
s− , S
t,S
s )
)
Λa(δas )1qt,q,δb,δas− >−Q
ds
]
.
By definition of u, we have therefore
E
[
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T )
]
= u(t, x, q, S) + E
[∫ T
t
∂tθ(s, q
t,q,δb,δa
s− )ds
]
+E
[∫ T
t
Λb(δbs)1qt,q,δb,δas− <Q
(
∆δbs + θ(s, q
t,q,δb,δa
s− + ∆)− θ(s, qt,q,δ
b,δa
s− )
)
ds
]
+E
[∫ T
t
Λa(δas )1qt,q,δb,δas− >−Q
(
∆δas + θ(s, q
t,q,δb,δa
s− −∆)− θ(s, qt,q,δ
b,δa
s− )
)
ds
]
.
By definition of θ, we have the inequality
E
[
u(T,Xt,x,δ
b,δa
T , q
t,q,δb,δa
T , S
t,S
T )
]
= E
[
u(T,Xt,x,δ
b,δa
T− , q
t,q,δb,δa
T− , S
t,S
T )
]
≤ u(t, x, q, S) + E
[∫ T
t
1
2
γσ2qt,q,δ
b,δa
s−
2
ds
]
≤ u(t, x, q, S) + E
[∫ T
t
1
2
γσ2qt,q,δ
b,δa
s
2
ds
]
i.e.,
E
[
Xt,x,δ
b,δa
T + q
t,q,δb,δa
T S
t,S
T − `(|qt,q,δ
b,δa
T |)−
∫ T
t
1
2
γσ2qt,q,δ
b,δa
s
2
ds
]
≤ u(t, x, q, S).
Furthermore, by Lemma 3.1, there is equality in the above inequality if (δbs)s≥t and (δas )s≥t are
given (in closed-loop) by Eq. (3.16).
Therefore, u is indeed the value function
u(t, x, q, S) =
sup
(δbs)s≥t,(δas )s≥t∈A(t)
E
[
Xt,x,δ
b,δa
T + q
t,q,δb,δa
T S
t,S
T − `(|qt,q,δ
b,δa
T |)−
∫ T
t
1
2
γσ2qt,q,δ
b,δa
s
2
ds
]
,
and the optimal quotes are given in closed-loop by Eq. (3.16).
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3.4 Comments on the results
In both Model A and Model B, the dynamic optimization problem faced by the market maker
was initially characterized by a Hamilton-Jacobi-Bellman equation with 4 variables: the time
t, and 3 state variables (the cash x, the inventory q, and the reference price S). Computing
a numerical approximation for the solution of a 4-dimensional HJB equation such as Eq. (3.1)
or Eq. (3.5) is always time-consuming. Therefore, the results obtained in Theorem 3.2 and
Theorem 3.3 are very useful: they state that the optimal quotes of a market maker in both
Model A and Model B can in fact be computed by solving a tridiagonal system of nonlinear
ordinary differential equations. This corresponds to a reduction of the dimensionality of the
problem from 4 to 2. Furthermore, the systems of nonlinear ordinary differential equations are
similar for Model A and Model B: they correspond to Eq. (3.9) – with terminal condition (3.10)
– with ξ = γ for Model A and with ξ = 0 for Model B.
The objective functions of Model A and Model B lead to similar equations, but it is interesting
to understand the differences between the two modeling approaches. In fact, the penalization
term
1
2
γσ2
∫ T
0
q2t dt
in Model B leads to the term 12γσ
2q2 in the ODEs characterizing θ (when ξ = 0), and this
term arises also in the ODE associated with Model A (when ξ = γ) because of the market
maker’s aversion to price risk. However, in Model A, the market maker is not only averse to
price risk, but also to the risk of not finding a counterparty to trade with – this is what we
call non-execution risk. There is indeed a source of risk coming from the process (Wt)t, and
another source of risk coming from the processes (N bt )t and (Nat )t, and risk aversion in Model
A applies to both kinds of risk. In other words, things work as if the market maker of Model
A was risk averse to both kinds of risk, while the market maker of Model B is only averse to
the risk associated with price changes. In particular, the parameter ξ can be regarded as some
form of risk aversion parameter applying to non-execution risk only: it is equal to γ in the case
of Model A, and equal to 0 in the case of Model B.
4 Closed-form and almost-closed-form approximations
In [13], the authors show in the specific case where Λb(δ) = Λa(δ) = Ae−kδ =: Λ(δ) that there is
an asymptotic regime far from T for the optimal quotes in Model A.13 In other words, far from
the terminal time T , the optimal quotes in [13] are well approximated by functions that only
depend on the inventory q – and not on the time variable t. In practice, in markets (such as
most dealer-driven OTC markets) for which there is no natural terminal time T , this result is
not surprising – even, somehow, reassuring – and only the asymptotic formula should be used.
Furthermore, the authors of [13] proposed closed-form approximations for the asymptotic values
of the optimal quotes. In this section, we propose new approximation formulas which generalize
those obtained in [13] to a more general set of intensity functions, and to both Model A and
Model B (only Model A was considered in [13]). These more general approximations are based
on heuristic arguments, and we will see in the numerical experiments of Section 6 when they
are (or are not) satisfactory.
13The authors of [13] use the linear system of ODEs (3.13) in the case ∆ = 1 and ξ = γ.
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4.1 Approximation with an elliptic partial differential equation
To compute the optimal quotes given in Eqs. (3.14) and (3.16), the first step consists in com-
puting the function θ solution of the system of ODEs (3.9), with terminal condition (3.10). In
order to approximate the optimal quotes, we first approximate therefore the function θ.
To carry out our reasoning, we suppose that the intensity functions Λb and Λa are identical
(equal to Λ), and that Hξ := Hbξ = H
a
ξ verifies H
′′
ξ (0) > 0.
14
Our heuristic reasoning consists in replacing the function θ : [0, T ] × Q → R by a function
θ˜ : [0, T ]× R→ R and to replace the system of ODEs (3.9) characterizing θ, i.e.,
0 = −∂tθ(t, q) + 1
2
γσ2q2
−1q<QHbξ
(
θ(t, q)− θ(t, q + ∆)
∆
)
− 1q>−QHaξ
(
θ(t, q)− θ(t, q −∆)
∆
)
by the PDE
0 = −∂tθ˜(t, q) + 1
2
γσ2q2 − 2Hξ (0)
−H ′′ξ (0)(∂q θ˜(t, q))2 + ∆H ′ξ(0)∂2qq θ˜(t, q). (4.1)
This PDE comes from an expansion in  of the expression15
0 = −∂tθ˜(t, q) + 1
2
γσ2q2
−Hξ
(
θ˜(t, q)− θ˜(t, q + ∆)
∆
)
−Hξ
(
θ˜(t, q)− θ˜(t, q − ∆)
∆
)
,
applied to  = 1.16
We have indeed
Hξ
(
θ˜(t, q)− θ˜(t, q + ∆)
∆
)
+Hξ
(
θ˜(t, q)− θ˜(t, q − ∆)
∆
)
= Hξ
(
−∂q θ˜(t, q)− 1
2
2∆∂2qq θ˜(t, q) + o(
2)
)
+Hξ
(
∂q θ˜(t, q)− 1
2
2∆∂2qq θ˜(t, q) + o(
2)
)
= 2Hξ(0)− 2∆H ′ξ(0)∂2qq θ˜(t, q) + 2H ′′ξ (0)
(
∂q θ˜(t, q)
)2
+ o(2).
By considering
v˜(t, q) = exp
(
− H
′′
ξ (0)
∆H ′ξ(0)
θ˜(t, q)
)
,
14The condition H′′ξ (0) > 0 is always verified when ξ = 0 (see the proof of Lemma 3.1). A sufficient condition
in general is
∀δ ∈ R, ξ∆ Λ(δ)
2Λ′′(δ)
Λ′(δ)3
< 1.
This condition (obtained by using the expression of H′′ξ in the proof of Lemma 3.1) is verified for instance if Λ
is convex (exponential intensities enter this category).
15We remove here the boundaries associated with −Q and Q.
16Another way to see this expansion is to consider an expansion of order 2 in ∆ (an expansion of order 1
would correspond, after rescaling Hξ, to a fluid-limit regime where non-execution risk vanishes) combined with
an approximation of Hξ by using the first three terms of its Taylor expansion (in 0).
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the nonlinear PDE (4.1) becomes the linear PDE17
0 = ∂tv˜(t, q)−
H ′′ξ (0)
∆H ′ξ(0)
(
2Hξ(0)− 1
2
γσ2q2
)
v˜(t, q)−∆H ′ξ(0)∂2qq v˜(t, q), (4.2)
and the terminal condition relevant with our problem is
v˜(T, q) = exp
(
H ′′ξ (0)
∆H ′ξ(0)
`(|q|)
)
.
Eq. (4.2) is a linear PDE and it can be studied using basic tools of spectral theory. Our goal
is to study the asymptotic behavior of v˜(t, q) when T tends to infinity, and to use the formulas
obtained in this asymptotic regime in order to approximate successively v˜, θ˜, θ, and ultimately
the optimal quotes (δb∗t )t and (δa∗t )t.
4.2 Generalization of the Guéant-Lehalle-Fernandez-Tapia’s formulas
By classical spectral theory,18 we know that
v˜(t, q) ∼T→+∞ (v˜(T, ·), f˜0)f˜0(q) exp (ν(T − t)) ,
where ν and f˜0 are respectively the minimum and a minimizer of the functional
f˜ ∈ {g˜ ∈ H1(R), ‖g˜‖L2(R) = 1} 7→
∫ ∞
−∞
(
αx2f˜(x)2 + ηf˜ ′(x)2
)
dx,
with
α = −1
2
H ′′ξ (0)
∆H ′ξ(0)
γσ2 and η = −∆H ′ξ(0),
and where (·, ·) designates the scalar product in L2(R).
In particular,
f˜0(q) ∝ exp
(
−1
2
√
α
η
q2
)
.
From
v˜(t, q) ∼T→+∞ C exp
(
−1
2
√
α
η
q2
)
exp(ν(T − t)),
where C is a constant, independent of (t, q), we deduce:
θ˜(t, q) +
∆H ′ξ(0)
H ′′ξ (0)
ν(T − t) →T→+∞ −
∆H ′ξ(0)
H ′′ξ (0)
(
log(C)− 1
2
√
α
η
q2
)
i.e.,
θ˜(t, q) +
∆H ′ξ(0)
H ′′ξ (0)
ν(T − t) →T→+∞ −
∆H ′ξ(0)
H ′′ξ (0)
(
log(C)− 1
2
√
γσ2
2H ′′ξ (0)
q2
)
.
17One can see the proximity with Eq. (3.13).
18The basic reasoning consists in proving that the operator v˜ 7→ − 1
2
H′′ξ (0)
∆H′
ξ
(0)
γσ2q2v˜+ ∆H′ξ(0)∂
2
qq v˜ is a positive
self-adjoint operator with a compact inverse (see Chapter 6 of [3] for more details). Therefore, this operator can
be diagonalized in an orthonormal basis. Its minimum eigenvalue can be shown to be simple by using the same
methodology as in [13].
20
As a consequence, we consider the approximations
θ(t, q)− θ(t, q + ∆)
∆
' 2q + ∆
2
√
γσ2
2H ′′ξ (0)
and
θ(t, q)− θ(t, q −∆)
∆
' −2q −∆
2
√
γσ2
2H ′′ξ (0)
.
These approximations are independent of t and of the final penalty function `. They can be
plugged into Eqs. (3.14) and (3.16) to obtain the general approximation formulas
δb∗t ' δb∗approx(qt−) := δ˜∗ξ
(
2qt− + ∆
2
√
γσ2
2H ′′ξ (0)
)
(4.3)
and
δa∗t ' δa∗approx(qt−) := δ˜∗ξ
(
−2qt− −∆
2
√
γσ2
2H ′′ξ (0)
)
, (4.4)
where
δ˜∗ξ (p) = Λ
−1
(
ξHξ(p)− Hξ
′(p)
∆
)
. (4.5)
In particular, if Λ(δ) = Ae−kδ, then
δ˜∗ξ (p) =
p+ 1ξ∆ log
(
1 + ξ∆k
)
if ξ > 0
p+ 1k if ξ = 0,
and we obtain
δb∗approx(q) =

1
ξ∆ log
(
1 + ξ∆k
)
+ 2q+∆2
√
γσ2
2A∆k
(
1 + ξ∆k
) k
ξ∆ +1
if ξ > 0
1
k +
2q+∆
2
√
γσ2e
2A∆k if ξ = 0,
(4.6)
and
δa∗approx(q) =

1
ξ∆ log
(
1 + ξ∆k
)
− 2q−∆2
√
γσ2
2A∆k
(
1 + ξ∆k
) k
ξ∆ +1
if ξ > 0
1
k − 2q−∆2
√
γσ2e
2A∆k if ξ = 0.
(4.7)
In particular, we recover, in the specific case where ∆ = 1 and ξ = γ, the Guéant-Lehalle-
Fernandez-Tapia’s formula of [13] and [15] often used in the industry.
4.3 Comments on the approximations
The approximations obtained above deserve a few comments. First, in the general case (i.e.,
even when the intensity function Λ is not exponential), the approximations are almost in closed
form, in the sense that they are only functions of the parameters and of transforms of Λ. In
practice, one simply needs to compute Λ−1, Hξ, H ′ξ, and H
′′
ξ , in order to compute the ap-
proximations (4.3) and (4.4). Second, the above approximations enable to better understand
the optimal strategy of a market maker, and the role played by the different parameters. In
particular, they enable to better understand the different types of risk faced by a market maker.
By using Eqs. (4.3) and (4.4), we see that
d
dq
δb∗approx(q) =
√
γσ2
2H ′′ξ (0)
δ˜∗
′
ξ
(
2q + ∆
2
√
γσ2
2H ′′ξ (0)
)
> 0
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and
d
dq
δa∗approx(q) =
√
γσ2
2H ′′ξ (0)
δ˜∗
′
ξ
(
−2q −∆
2
√
γσ2
2H ′′ξ (0)
)
< 0.
This means that a market maker proposes lower prices at the bid and at the ask when his
inventory increases, and conversely, higher prices at the bid and at the ask when his inventory
decreases. In particular, a market maker with a positive or negative inventory always skews his
bid and ask prices in order to increase his chance to go back to a flat position.
In the particular case of exponential intensities, it is interesting to notice that the approximation
of the bid-ask spread is independent of q, and the skew is linear in q:
δb∗approx(q) + δ
a∗
approx(q) =

2
ξ∆ log
(
1 + ξ∆k
)
+ ∆
√
γσ2
2A∆k
(
1 + ξ∆k
) k
ξ∆ +1
if ξ > 0
2
k + ∆
√
γσ2e
2A∆k if ξ = 0,
(4.8)
δb∗approx(q)− δa∗approx(q) =
2q
√
γσ2
2A∆k
(
1 + ξ∆k
) k
ξ∆ +1
if ξ > 0
2q
√
γσ2e
2A∆k if ξ = 0.
(4.9)
As far as volatility is concerned, we have
d
dσ
δb∗approx(q) =
2q + ∆
2
√
γ
2H ′′ξ (0)
δ˜∗
′
ξ
(
2q + ∆
2
√
γσ2
2H ′′ξ (0)
)
and
d
dσ
δa∗approx(q) = −
2q −∆
2
√
γ
2H ′′ξ (0)
δ˜∗
′
ξ
(
−2q −∆
2
√
γσ2
2H ′′ξ (0)
)
.
Therefore we have three cases:
• if q = 0, then ddσ δb∗approx(q) = ddσ δa∗approx(q) > 0. In other words, an increase in volatility
leads to an increase in the bid-ask spread, symmetric around the reference price (no skew).
• if q ≥ ∆, then ddσ δb∗approx(q) > 0 and ddσ δa∗approx(q) < 0. In other words, an increase in
volatility leads to lower bid and ask prices: it increases the skew in absolute value, ceteris
paribus.
• if q ≤ −∆, then ddσ δb∗approx(q) < 0 and ddσ δa∗approx(q) > 0. In other words, an increase in
volatility leads to higher bid and ask prices: it increases the skew in absolute value, ceteris
paribus.
In the particular case of exponential intensities, it is interesting to notice that the bid-ask spread
is approximated by an affine function of σ, and the skew by a linear function of σ (see Eqs. (4.8)
and (4.9)).
As far as liquidity is concerned, if we replace Λ by βΛ, for β > 0, then we see that Hξ is replaced
by βHξ, and that δ˜ξ is unchanged (see Eq. (4.5)). Therefore, we see from Eqs. (4.3) and (4.4),
that replacing Λ by βΛ is equivalent to replacing σ2 by σ
2
β . In other words, an increase in
liquidity is equivalent to a decrease in volatility and, conversely, a decrease in liquidity has the
same effects as an increase in volatility.
As far as risk aversion is concerned, the differences between Model A and Model B help to
clarify the different roles played by γ.
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In the case of Model B, where ξ = 0, we see from Eqs. (4.3) and (4.4), that an increase in γ is
equivalent to an increase in σ2. In particular, an increase in γ increases the bid-ask spread and
increases the skew in absolute value. This is expected, since γ, in Model B, penalizes positive
and negative inventory.
In the case of Model A, the situation is different, but the introduction of the variable ξ helps to
understand what is at stake. As already mentioned, everything works as if ξ was a risk aversion
parameter for non-execution risk and γ a risk aversion parameter for price risk. To analyze the
different effects, we consider the specific case of exponential intensities. We see in Eq. (4.8) that
the approximation of the bid-ask spread is made of two parts:
1. 2ξ∆ log
(
1 + ξ∆k
)
, which is decreasing in ξ. This term is related to the static risk faced by
a market maker, associated with transaction uncertainty only. When ξ = γ increases, a
market maker reduces his bid-ask spread to lower the uncertainty with respect to trans-
actions.
2. ∆
√
γσ2
2A∆k
(
1 + ξ∆k
) k
ξ∆ +1
, which is increasing in γ and ξ = γ. This term, that only appears
with volatility, is related to the dynamic risk faced by a market maker. This risk is complex
and definitely more subtle than the classical risk that the price moves. In fact, both ξ and
γ appear in the formula because the risk faced by a market maker is actually the risk that
the price moves adversely without him being able to unwind his position rapidly enough
(because of trade uncertainty). The higher the risk aversion to this combination of price
risk and non-execution risk, the larger the bid-ask spread, because a market maker wants
to avoid holding large inventories (in absolute value).
As far as the skew is concerned, only the second effect matters. This is confirmed by Eq. (4.9),
and we see that the skew in absolute value is increasing with γ and ξ = γ.
Comparative statics is always interesting to understand the role played by the different param-
eters involved in a model. Here, we have carried out comparative statics on almost-closed-form
and closed-form approximations, and not on the original optimal bid and ask quotes, which
can only be computed numerically. We will see in Section 6 the differences between the actual
optimal bid and ask quotes and the approximations proposed in this section.19
5 Multi-asset market making strategies
In most papers of the academic literature on market making, only single-asset market making is
tackled. In practice, however, market makers are often in charge of a book of several assets. An
evident case is the one of corporate bonds, since there are usually dozens of bonds issued by the
same company, and the same market maker is in charge of all these bonds. As a consequence,
optimal quotes for a specific bond should not depend on the market maker’s inventory in that
bond, but instead on the risk profile of the whole bond portfolio with respect to the issuer. In
particular, when a market maker has a short inventory in an asset and an almost equivalent
long inventory in another asset, highly correlated with the first, there may be no reason for
him to skew his bid and ask quotes on these two assets, contrary to what single-asset market
making models would suggest. In this section, we generalize our market making model to the
multi-asset case. In particular, we obtain closed-form approximations for the optimal quotes of
a multi-asset market maker.
19In particular, in the case of exponential intensities, the actual bid-ask spread is not independent of q.
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5.1 Modeling framework and notations
We consider a market maker in charge of d assets. For i ∈ {1, . . . , d}, the reference price of
asset i is modeled by a process (Sit)t with the following dynamics
dSit = σ
idW it , S
i
0 given, (5.1)
where (W 1t , . . . ,W dt )t is a d-dimensional Brownian motion adapted to the filtration (Ft)t∈R+ ,
with nonsingular correlation matrix. We denote by Σ = (ρi,jσiσj)1≤i,j≤d, the variance-covariance
matrix associated with the process (St)t = (S1t , . . . , Sdt )t.
This market maker proposes bid and ask quotes to buy and sell the d assets. These bid and ask
quotes are modeled by 2d stochastic processes, respectively denoted by (S1,bt )t, . . . , (S
d,b
t )t and
(S1,at )t, . . . , (S
d,a
t )t.
As in the single-asset case, we denote by (N i,bt )t and (N
i,a
t )t, for each i ∈ {1, . . . , d}, the two
point processes modeling the number of transactions at the bid and at the ask, respectively, for
asset i. We assume that the asset i is traded ∆i units by ∆i units.
The inventory of the market maker, modeled by the d-dimensional process (qt)t = (q1t , . . . , qdt )t,
has therefore the following dynamics:
∀i ∈ {1, . . . , d}, dqit = ∆idN i,bt −∆idN i,at , qi0 given. (5.2)
We assume that the processes (N1,bt , . . . , N
d,b
t )t and (N
1,a
t , . . . , N
d,a
t )t are independent of the
Brownian motion (W 1t , . . . ,W dt )t. For i ∈ {1, . . . , d}, we denote by (λi,bt )t and (λi,at )t the
intensity processes of (N i,bt )t and (N
i,a
t )t, respectively. We assume that (λ
i,b
t )t and (λ
i,a
t )t verify
λi,bt = Λ
i,b(δi,bt )1qit−<Qi and λ
i,a
t = Λ
i,a(δi,at )1qit−>−Qi , (5.3)
where
δi,bt = S
i
t − Si,bt and δi,at = Si,at − Sit ,
and where Λi,b and Λi,a are two functions satisfying the following hypotheses:
• Λi,b and Λi,a are twice continuously differentiable,
• Λi,b and Λi,a are decreasing, with ∀δ ∈ R, Λi,b′(δ) < 0 and Λi,a′(δ) < 0,
• limδ→+∞ Λi,b(δ) = limδ→+∞ Λi,a(δ) = 0,
• supδ Λ
i,b(δ)Λi,b
′′
(δ)
(Λi,b′(δ))
2 < 2 and supδ
Λi,a(δ)Λi,a
′′
(δ)
(Λi,a′(δ))2
< 2.
Finally, the process (Xt)t modeling the market maker’s cash account has the dynamics
dXt =
d∑
i=1
Si,at ∆
idN i,at − Si,bt ∆idN i,bt
=
d∑
i=1
(Sit + δ
i,a
t )∆
idN i,at − (Sit − δi,bt )∆idN i,bt . (5.4)
In the d-dimensional generalization of Model A, the problem consists in maximizing
E
[
− exp
(
−γ
(
XT +
d∑
i=1
qiTS
i
T − `d(q1T , . . . , qdT )
))]
, (Model A)
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over (δ1,bt , . . . , δ
d,b
t )t ∈ Ad and (δ1,at , . . . , δd,at )t ∈ Ad, where `d is a penalty function.
In the d-dimensional generalization of Model B, the problem consists instead in maximizing
E
XT + d∑
i=1
qiTS
i
T − `d(q1T , . . . , qdT )−
1
2
γ
∫ T
0
d∑
i=1
d∑
j=1
ρi,jσiσjqitq
j
tdt
 , (Model B)
over (δ1,bt , . . . , δ
d,b
t )t ∈ Ad and (δ1,at , . . . , δd,bt )t ∈ Ad.
5.2 Towards a general system of ordinary differential equations
For solving the two stochastic optimal control problems of Model A and Model B, we use similar
changes of variables as in Section 3. In particular, we show that finding the value function (and
the optimal bid and ask quotes) in both models boils down to solving a system of ordinary dif-
ferential equations, and that, as in the single-asset case, the equations associated with Model A
and Model B are part of the same family of ODEs.
The HJB equation associated with Model A is given by20
0 = −∂tu(t, x, q, S)− 1
2
d∑
i=1
d∑
j=1
ρi,jσiσj∂2SiSju(t, x, q, S) (5.5)
−
d∑
i=1
1qi<Qi sup
δi,b
Λi,b(δi,b)
[
u(t, x−∆iSi + ∆iδi,b, q + ∆iei, S)− u(t, x, q, S)]
−
d∑
i=1
1qi>−Qi sup
δi,a
Λi,a(δi,a)
[
u(t, x+ ∆iSi + ∆iδi,a, q −∆iei, S)− u(t, x, q, S)] ,
for ∀i ∈ {1, . . . , d}, qi ∈ Qi = {−Qi,−Qi + ∆i, . . . , Qi −∆i, Qi}, and (t, S, x) ∈ [0, T ]×Rd ×R,
with the terminal condition
u(T, x, q, S) = − exp
(
−γ
(
x+
d∑
i=1
qiSi − `d(q1, . . . , qd)
))
. (5.6)
If one uses the ansatz
u(t, x, q, S) = − exp
(
−γ
(
x+
d∑
i=1
qiSi + θ(t, q)
))
, (5.7)
then Eq. (5.5) becomes
0 = −∂tθ(t, q) + 1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj (5.8)
−
d∑
i=1
1qi<Qi sup
δi,b
Λi,b(δi,b)
γ
(
1− exp (−γ (∆iδi,b + θ(t, q + ∆iei)− θ(t, q))))
−
d∑
i=1
1qi>−Qi sup
δi,a
Λi,a(δi,a)
γ
(
1− exp (−γ (∆iδi,a + θ(t, q −∆iei)− θ(t, q)))) ,
20We denote by (e1, . . . , ed) the canonical basis of Rd.
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for ∀i ∈ {1, . . . , d}, qi ∈ Qi, and t ∈ [0, T ], and the terminal condition (5.6) becomes θ(T, q) =
−`d(q1, . . . , qd).
The HJB equation associated with Model B is given by
0 = −∂tu(t, x, q, S) + 1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj (5.9)
−1
2
d∑
i=1
d∑
j=1
ρi,jσiσj∂2SiSju(t, x, q, S)
−
d∑
i=1
1qi<Qi sup
δi,b
Λi,b(δi,b)
[
u(t, x−∆iSi + ∆iδi,b, q + ∆iei, S)− u(t, x, q, S)]
−
d∑
i=1
1qi>−Qi sup
δi,a
Λi,a(δi,a)
[
u(t, x+ ∆iSi + ∆iδi,a, q −∆iei, S)− u(t, x, q, S)] ,
for ∀i ∈ {1, . . . , d}, qi ∈ Qi and (t, S, x) ∈ [0, T ]× Rd × R, with the terminal condition
u(T, x, q, S) = x+
d∑
i=1
qiSi − `d(q1, . . . , qd). (5.10)
If one uses the ansatz
u(t, x, q, S) = x+
d∑
i=1
qiSi + θ(t, q), (5.11)
then Eq. (5.9) becomes
0 = −∂tθ(t, q) + 1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj (5.12)
−
d∑
i=1
1qi<Qi sup
δi,b
Λi,b(δi,b)
(
∆iδi,b + θ(t, q + ∆iei)− θ(t, q))
−
d∑
i=1
1qi>−Qi sup
δi,a
Λi,a(δi,a)
(
∆iδi,a + θ(t, q −∆iei)− θ(t, q)) ,
for ∀i ∈ {1, . . . , d}, qi ∈ Qi, and t ∈ [0, T ], and the terminal condition (5.10) becomes θ(T, q) =
−`d(q1, . . . , qd).
As in the single-asset case, Eqs. (5.8) and (5.12) are in fact two systems of ODEs which belong
to the same family. Let us introduce for ξ > 0 the functions
Hi,bξ (p) = sup
δ
Λi,b(δ)
ξ
(
1− exp (−ξ∆i (δ − p)))
and
Hi,aξ (p) = sup
δ
Λi,a(δ)
ξ
(
1− exp (−ξ∆i (δ − p))) ,
and the limit functions (for ξ = 0)
Hi,b0 (p) = ∆
i sup
δ
Λi,b(δ)(δ − p),
26
and
Hi,a0 (p) = ∆
i sup
δ
Λi,a(δ)(δ − p).
Then, we can consider the general equation
0 = −∂tθ(t, q) + 1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj (5.13)
−
d∑
i=1
1qi<QiH
i,b
ξ
(
θ(t, q)− θ(t, q + ∆iei)
∆i
)
−
d∑
i=1
1qi>−QiH
i,a
ξ
(
θ(t, q)− θ(t, q −∆iei)
∆i
)
,
for ∀i ∈ {1, . . . , d}, qi ∈ Qi, and t ∈ [0, T ], with the terminal condition
θ(T, q) = −`d(q1, . . . , qd). (5.14)
Eq. (5.8) corresponds to Eq. (5.13) for ξ = γ while Eq. (5.12) corresponds to Eq. (5.13) for ξ = 0.
5.3 Solution of the market making problem
In order to characterize the optimal quotes in our multi-asset market making model, we pro-
ceed as in the single-asset case. In particular, we start by proving that there exists a solution
of Eq. (5.13) with terminal condition (5.14).
Theorem 5.1. There exists a unique function θ : [0, T ] ×∏di=1Qi → R, C1 in time, solution
of Eq. (5.13) with terminal condition (5.14).
Proof.
Eq. (5.13) with terminal condition (5.14) is a backward Cauchy problem. Because the functions
Hi,bξ and H
i,a
ξ are functions of class C
1 for all i ∈ {1, . . . , d}, the Cauchy-Lipschitz theorem
applies, and there exists τ ∈ [0, T ) and a function θ : (τ, T ]×∏di=1Qi → R, C1 in time, solution
of Eq. (5.13) on (τ, T ] with terminal condition (5.14).
∀q ∈∏di=1Qi, the function t ∈ (τ, T ] 7→ θ(t, q)+ 12γ∑di=1∑dj=1 ρi,jσiσjqiqj(T−t) is a decreasing
function. Therefore, the only reason why there would not be a global solution on [0, T ] is because
supq∈∏di=1Qi θ(t, q) blows up at τ > 0. However, by using a comparison principle similar to that
of Lemma 3.2, we easily see that
sup
q∈∏di=1Qi θ(t, q) ≤
d∑
i=1
(Hi,bξ (0) +H
i,a
ξ (0))(T − t).
Therefore, supq∈∏di=1Qi θ(t, q) cannot blow up in finite time, and θ is in fact defined on [0, T ]×∏d
i=1Qi.
Uniqueness comes then for the Cauchy-Lipschitz theorem.
We are now ready to state the two theorems characterizing the optimal quotes in Model A
and Model B. The proofs of these results are based on verification arguments, and are (mutatis
mutandis) identical to those in the single-asset case.
Let us start with Model A.
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Theorem 5.2. Let us consider the solution θ of Eq. (5.13) with terminal condition (5.14) for
ξ = γ.
Then, u : (t, x, q, S) 7→ − exp(−γ(x +∑di=1 qiSi + θ(t, q))) defines a solution to Eq. (5.5) with
terminal condition (5.6), and
u(t, x, q, S) = sup
(δ1,bs ,...,δ
d,b
s )s≥t,(δ
1,a
s ,...,δ
d,a
s )s≥t∈A(t)d
E
[
−exp
(
−γ
(
Xt,x,δ
b,δa
T +
d∑
i=1
qi,t,q
i,δb,δa
T S
i,t,Si
T
−`d(q1,t,q
1,δb,δa
T , . . . , q
d,t,qd,δb,δa
T )
))]
,
where
∀i ∈ {1, . . . , d}, dSi,t,Sis = σidW is , Si,t,S
i
t = S
i,
dXt,x,δ
b,δa
s =
d∑
i=1
(Sis + δ
i,a
s )∆
idN i,as − (Sis − δi,bs )∆idN i,bs , Xt,x,δ
b,δa
t = x,
∀i ∈ {1, . . . , d}, dqi,t,qi,δb,δas = ∆idN i,bs −∆idN i,as , qi,t,q
i,δb,δa
t = q
i,
and where ∀i ∈ {1, . . . , d}, the point processes N i,b and N i,a have stochastic intensity (λi,bs )s
and (λi,as )s given by λi,bs = Λi,b(δi,bs )1qis−<Qi and λ
i,a
s = Λ
i,a(δi,as )1qis−>−Qi .
For i ∈ {1, . . . , d}, the optimal bid and ask quotes Si,bt = Sit − δi,b∗t (for qit− < Qi) and Si,at =
Sit + δ
i,a∗
t (for qit− > −Qi) are characterized by
δi,b∗t = δ˜
i,b∗
γ
(
θ(t, qt−)− θ(t, qt− + ∆iei)
∆i
)
and δi,a∗t = δ˜
i,a∗
γ
(
θ(t, qt−)− θ(t, qt− −∆iei)
∆i
)
,
(5.15)
where the functions δ˜i,b∗γ (·) and δ˜i,a∗γ (·) are defined by
δ˜i,b∗γ (p) = Λ
i,b−1
(
γHi,bγ (p)−
Hi,bγ
′
(p)
∆i
)
and δ˜i,a∗γ (p) = Λ
i,a−1
(
γHi,aγ (p)−
Hi,aγ
′
(p)
∆i
)
.
For model B, the result is the following:
Theorem 5.3. Let us consider the solution θ of Eq. (5.13) with terminal condition (5.14) for
ξ = 0.
Then, u : (t, x, q, S) 7→ x + ∑di=1 qiSi + θ(t, q) defines a solution to Eq. (5.9) with terminal
condition (5.10), and
u(t, x, q, S) = sup
(δ1,bs ,...,δ
d,b
s )s≥t,(δ
1,a
s ,...,δ
d,a
s )s≥t∈A(t)d
E
[
Xt,x,δ
b,δa
T +
d∑
i=1
qi,t,q
i,δb,δa
T S
i,t,Si
T
−`d(q1,t,q
1,δb,δa
T , . . . , q
d,t,qd,δb,δa
T )−
1
2
γ
∫ T
0
d∑
i=1
d∑
j=1
ρi,jσiσjqi,t,q
i,δb,δa
t q
j,t,qj ,δb,δa
t dt
]
,
where:
∀i ∈ {1, . . . , d}, dSi,t,Sis = σidW is , Si,t,S
i
t = S
i,
dXt,x,δ
b,δa
s =
d∑
i=1
(Sis + δ
i,a
s )∆
idN i,as − (Sis − δi,bs )∆idN i,bs , Xt,x,δ
b,δa
t = x,
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∀i ∈ {1, . . . , d}, dqi,t,qi,δb,δas = ∆idN i,bs −∆idN i,as , qi,t,q
i,δb,δa
t = q
i,
and where ∀i ∈ {1, . . . , d}, the point processes N i,b and N i,a have stochastic intensity (λi,bs )s
and (λi,as )s given by λi,bs = Λi,b(δi,bs )1qis−<Qi and λ
i,a
s = Λ
i,a(δi,as )1qis−>−Qi .
For i ∈ {1, . . . , d}, the optimal bid and ask quotes Si,bt = Sit − δi,b∗t (for qit− < Qi) and Si,at =
Sit + δ
i,a∗
t (for qit− > −Qi) are characterized by
δi,b∗t = δ˜
i,b∗
0
(
θ(t, qt−)− θ(t, qt− + ∆iei)
∆i
)
and δi,a∗t = δ˜
i,a∗
0
(
θ(t, qt−)− θ(t, qt− −∆iei)
∆i
)
,
(5.16)
where the functions δ˜i,b∗0 (·) and δ˜i,a∗0 (·) are defined by
δ˜i,b∗0 (p) = Λ
i,b−1
(
−H
i,b
0
′
(p)
∆i
)
and δ˜i,a∗0 (p) = Λ
i,a−1
(
−H
i,a
0
′
(p)
∆i
)
.
5.4 About closed-form approximations
In the single-asset case, closed-form approximations were obtained in Section 4, in the spe-
cial case where Λb = Λa =: Λ and H ′′ξ (0) > 0.
21 In the multi-asset case, if we assume that
∀i ∈ {1, . . . , d},Λi,b = Λi,a =: Λi, and Hi′′ξ (0) > 0, then it is natural to wonder whether the
same techniques can be used in order to obtain closed-form approximations.
The answer is in fact that the change of variables used to derive closed-form approximations does
not work in general in dimension higher than 1. However, the idea of transforming Eq. (5.13)
into a multidimensional equivalent of Eq. (4.1) enables to obtain results, without using the
Hopf-Cole transform – i.e., without relying on a multidimensional equivalent of Eq. (4.2).
Following the same reasoning as in Section 4, we can indeed introduce the PDE
0 = −∂tθ˜(t, q) + 1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj − 2
d∑
i=1
Hiξ (0)
−
d∑
i=1
Hi
′′
ξ (0)(∂qi θ˜(t, q))
2 + ∆iHi
′
ξ (0)∂
2
qiqi θ˜(t, q), (5.17)
with final condition θ˜(T, q1, . . . , qd) = −`d(q1, . . . , qd).
In the case where `d(q1, . . . , qd) =
∑d
i=1
∑d
j=1 a
i,jqiqj with (ai,j)i,j a symmetric positive matrix,
it is easy to see that Eq. (5.17) can be solved in closed-form by using the ansatz
θ˜(t, q) = θ0(t)− q′θ2(t)q,
where θ2(t) is a d× d symmetric matrix (see the companion paper [9]).
In particular, we show in [9] that θ2(t) verifies:
θ2(t)→T→+∞ 1
2
√
γ
2
Γ,
21Very recently, closed-form approximations have also been found in the case of asymmetric intensities – see [9].
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where
Γ = D−
1
2
(
D
1
2 ΣD
1
2
) 1
2
D−
1
2 , D =

H1
′′
ξ (0) 0 . . . 0
0 H2
′′
ξ (0) . . . 0
...
...
. . .
...
0 0 . . . Hd
′′
ξ (0)
 .
As a consequence, we can consider the approximations
θ(t, q)− θ(t, q + ∆iei)
∆i
'
√
γ
2
Γii 2qi + ∆i
2
+
∑
1≤j≤d,j 6=i
Γijqj

and
θ(t, q)− θ(t, q −∆iei)
∆i
' −
√
γ
2
Γii 2qi −∆i
2
+
∑
1≤j≤d,j 6=i
Γijqj
 .
These approximations can be plugged into Eqs. (5.15) and (5.16) to obtain the general approx-
imation formulas
δi,b∗t ' δi,b∗approx(qt−) := δ˜i∗ξ
√γ
2
Γii 2qit− + ∆i
2
+
∑
1≤j≤d,j 6=i
Γijqjt−
 (5.18)
and
δi,a∗t ' δi,a∗approx(qt−) := δ˜i∗ξ
−√γ
2
Γii 2qit− −∆i
2
+
∑
1≤j≤d,j 6=i
Γijqjt−
 , (5.19)
where
δ˜i∗ξ (p) = Λ
i−1
(
ξHiξ(p)−
Hiξ
′
(p)
∆i
)
. (5.20)
These approximation formulas are interesting because we see the cross-effects coming from the
non-diagonal terms of the matrix Γ.
6 Application: the case of two credit indices
In this section, we apply our single-asset and multi-asset market making models, along with the
associated closed-form approximations, to the case of two credit (or CDS) indices: the invest-
ment grade (IG) index CDX.NA.IG and the high yield (HY) index CDX.NA.HY. We consider
a market maker who is in charge of proposing bid and ask quotes for these two indices, and we
will assume throughout this section that this market maker is only concerned with spread risk
and not with default risk – this hypothesis is always made by practitioners for market making
fixed-income and credit instruments.
Without going into the details of these indices,22 we need to specify their main financial char-
acteristics. Basically, for the IG index, the protection buyer pays quarterly (at fixed dates in
order to ease compensation) a coupon corresponding to an annualized rate of 100 bps, and
pays upfront an amount (positive or negative) corresponding to an upfront rate (positive or
negative) determined by the market. In practice, for market making, the upfront rate is the
22See www.markit.com for more details.
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relevant variable because a round trip on the index leads to a PnL corresponding to the dif-
ference between upfront rates (times the notional of the transaction). However, in practice,
this index is quoted in spread – this spread being computed using a basic CDS model. For the
HY index, the protection buyer pays quarterly (at fixed dates) a coupon corresponding to an
annualized rate of 500 bps, and pays upfront an amount (positive or negative) corresponding to
an upfront rate (positive or negative) determined by the market. Unlike the IG index, the HY
index is quoted in upfront rate, or more precisely as 100(1−upfront rate). It is also noteworthy
that, in practice, buying the IG index means buying protection, whereas buying the HY index
means selling protection. For simplifying the exposition, we will consider that buying always
means buying protection, and that the index quotes are the upfront rates. The conversion of
our numerical results into market standard quotes can easily be carried out by using a basic
CDS model.
In order to apply our models to these credit indices, we need first to estimate the value of
the different parameters. This has been done thanks to the data provided by BNP Paribas
in the framework of the Research Initiative “Nouveaux traitements pour les données lacunaires
issues des activités de crédit”, which is financed by BNP Paribas under the aegis of the Euro-
place Institute of Finance. For estimating the volatilty and correlation parameters σIG, σHY ,
and ρ, mid-prices (prices here are upfront rates) have been considered. For the intensity func-
tions, exponential intensities have been considered and the parameters AIG, kIG, AHY , and
kHY have been estimated with classical likelihood maximization techniques using real quotes
posted by the bank and the trades occurring between the bank and other market participants.23
If we consider that the two theoretical assets correspond to $1 of each index respectively, the
value of the parameters are the following (figures are rounded):
IG index HY index
σ ($.s−
1
2 ) σIG = 5.83 · 10−6 σHY = 2.15 · 10−5
ρ ρ = 0.9
A (s−1) AIG = 9.10 · 10−4 AHY = 1.06 · 10−3
k ($−1) kIG = 1.79 · 104 kHY = 5.47 · 103
Coming now to the order sizes, we consider orders of size ∆IG = $50 million for the IG index,
and orders of size ∆HY = $10 million for the HY index.
As far as risk aversion is concerned, we consider a reference value γ = 6 · 10−5$−1.
Regarding risk limits, we consider that Q
IG
∆IG
= Q
HY
∆HY
= 4.
Finally, we always consider a final time T = 7200 s, corresponding to 2 hours. We will see
indeed on the examples below that the asymptotic regime is reached very rapidly, in far less
than 2 hours.
We can consider first the case of the IG index alone. We approximated the solution θ of the
systems of ODEs (3.9) by using an implicit scheme and a Newton’s method at each time step
to deal with the nonlinearity. Then we obtained the feedback control function
(t, qIG) 7→ (δIG,b(t, qIG), δIG,a(t, qIG))
23The period of estimation was over the first semester of 2016.
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which gives the optimal bid and ask quotes24 at time t when qIGt− = qIG.
We see in Figure 1 that the asymptotic regime is reached after less than 1 hour.
Figure 1: t 7→ δIG,b(t, qIG) in Model A for the different values of qIG.
In Figures 2 and 3, we plot the initial (i.e., asymptotic) values of the bid and ask quotes, ob-
tained with Model A, for the IG index, when it is considered on a stand-alone basis. We see
that the market maker quotes conservatively at the bid and aggressively at the ask when he is
long, and conversely that he quotes conservatively at the ask and aggressively at the bid when
he is short.
Figure 2: qIG 7→ δIG,b(0, qIG) (crosses) and the associated closed-form approximations (line)
obtained with Eq. (4.6) – in the case of Model A.
24In fact the difference between the reference price and the actual quote, as in the rest of the paper.
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Figure 3: qIG 7→ δIG,a(0, qIG) (crosses) and the associated closed-form approximations (line)
obtained with Eq. (4.7) – in the case of Model A.
We also see that the closed-form approximations are satisfactory for small values of the inven-
tory (in absolute value), but more questionable for larger values. In particular, the optimal
quotes are not affine functions of the inventory as the closed-form approximations suggest.
The difference between actual values, obtained through the numerical approximation of the
solution of a system of ODEs, and closed-form approximations can also be seen in Figures 4
and 5, which represent the bid-ask spread and the skew of a market maker quoting optimally.
The bid-ask spread is indeed not constant, and the skew is not linear on our example.
Figure 4: qIG 7→ δIG,b(0, qIG) + δIG,a(0, qIG) (crosses) and the associated closed-form approxi-
mations (line) obtained with Eq. (4.8) – in the case of Model A.
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Figure 5: qIG 7→ δIG,b(0, qIG)− δIG,a(0, qIG) (crosses) and the associated closed-form approxi-
mations (line) obtained with Eq. (4.9) – in the case of Model A.
However, if we consider market conditions with less volatility, then the closed-form approxima-
tions are far better – see Figures 6 and 7 where we computed the optimal bid and ask quotes (in
Model A) for a value of σIG divided by 2. The quality of the approximations depends therefore
strongly on the considered market and on the market context. Practitioners must subsequently
understand in depth the trade-off between accuracy and computational time (especially when
there are hundreds of assets) in order to choose between the two methods.
Figure 6: qIG 7→ δIG,b(0, qIG) (crosses) and the associated closed-form approximations (line)
obtained with Eq. (4.6) – in the case of Model A, when σIG is reduced by half.
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Figure 7: qIG 7→ δIG,a(0, qIG) (crosses) and the associated closed-form approximations (line)
obtained with Eq. (4.7) – in the case of Model A, when σIG is reduced by half.
So far in this section, we have only considered optimal quotes in Model A. We see in Figures 8
and 9 that the differences between the two models is in fact very small. In other words, although
Model B ignores part of the risk (or more precisely aversion to part of the risk), it constitutes
a very interesting simplification of Model A.
Figure 8: qIG 7→ δIG,b(0, qIG) in Model A (crosses) and qIG 7→ δIG,b(0, qIG) in Model B (circles).
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Figure 9: qIG 7→ δIG,a(0, qIG) in Model A (crosses) and qIG 7→ δIG,a(0, qIG) in Model B
(circles).
Let us now come to the case of the HY index alone. Like for the IG index, we approximated the
solution θ of the systems of ODEs (3.9) by using an implicit scheme and a Newton’s method at
each time step to deal with the nonlinearity. Then we obtained the feedback control function
(t, qHY ) 7→ (δHY,b(t, qHY ), δHY,a(t, qHY ))
which gives the optimal bid and ask quotes at time t when qHYt− = qHY .
We see in Figure 10 that the asymptotic regime is reached after nearly 1 hour.
Figure 10: t 7→ δHY,b(t, qHY ) in Model A for the different values of qHY .
In Figures 11 and 12, we plot the initial (i.e., asymptotic) values of the bid and ask quotes,
obtained with Model A, for the HY index, when it is considered on a stand-alone basis. As
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above, we see that the market maker quotes conservatively at the bid and aggressively at the
ask when he is long, and conversely that he quotes conservatively at the ask and aggressively
at the bid when he is short. We also see that the closed-form approximations are satisfactory
only for small values of the inventory (in absolute value).
Figure 11: qHY 7→ δHY,b(0, qHY ) (crosses) and the associated closed-form approximations (line)
obtained with Eq. (4.6) – in the case of Model A.
Figure 12: qHY 7→ δHY,a(0, qHY ) (crosses) and the associated closed-form approximations (line)
obtained with Eq. (4.7) – in the case of Model A.
The difference between actual values and closed-form approximations can also be seen in Fig-
ures 13 and 14, which represent the bid-ask spread and the skew of a market maker quoting
optimally. The bid-ask spread is indeed not constant, and the skew is not linear on our example.
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Figure 13: qHY 7→ δHY,b(0, qHY ) + δHY,a(0, qHY ) (crosses) and the associated closed-form
approximations (line) obtained with Eq. (4.8) – in the case of Model A.
Figure 14: qHY 7→ δHY,b(0, qHY ) − δHY,a(0, qHY ) (crosses) and the associated closed-form
approximations (line) obtained with Eq. (4.9) – in the case of Model A.
As far as the comparison between Model A and Model B are concerned, we see in Figures 15
and 16 that the differences between the two models is very small, as in the case of the IG index.
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Figure 15: qHY 7→ δHY,b(0, qHY ) in Model A (crosses) and qHY 7→ δHY,b(0, qHY ) in Model B
(circles).
Figure 16: qHY 7→ δHY,a(0, qHY ) in Model A (crosses) and qHY 7→ δHY,a(0, qHY ) in Model B
(circles).
We can now consider the two indices together, and look at the influence of correlation for the
market making of several assets at the same time. We approximated the solution θ of the
systems of ODEs (5.13) by using an implicit scheme and a Newton’s method at each time step
to deal with the nonlinearity. Then we obtained the feedback control function
(t, qIG, qHY ) 7→ (δIG,b(t, qIG, qHY ), δIG,a(t, qIG, qHY ), δHY,b(t, qIG, qHY ), δHY,a(t, qIG, qHY ))
which gives the optimal bid and ask quotes at time t for the two indices when qIGt− = qIG and
qHYt− = q
HY .
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In Figures 17 and 18, we have plotted the optimal bid quotes for the two indices.25 We see that
the market maker’s inventory on both indices influences his quotes. Because the correlation
coefficient is positive, (qIG, qHY ) 7→ δIG,b(0, qIG, qHY ) and (qIG, qHY ) 7→ δHY,b(0, qIG, qHY )
are increasing in qIG and qHY .
Figure 17: (qIG, qHY ) 7→ δIG,b(0, qIG, qHY ) – in the case of Model A.
Figure 18: (qIG, qHY ) 7→ δHY,b(0, qIG, qHY ) – in the case of Model A.
25The results are similar, mutatis mutandis, for the ask quotes, and are not displayed.
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Figure 19: qIG 7→ δHY,b(0, qIG, 0) in the case of Model A, for different values of ρ. ρ = 0.9
(crosses), ρ = 0.6 (circles), ρ = 0.3 (stars)and ρ = 0 (dots).
To see the influence of correlation, we have also computed the optimal quotes for four values of
the correlation parameter: ρ ∈ {0, 0.3, 0.6, 0.9}. Figure 19 represents, for these different values
of ρ, the bid quote δHY,b(0, qIG, 0) for the HY index, when the inventory with respect to the HY
index is equal to 0, for different values of the inventory with respect to the IG index. We see that
the correlation coefficient has a strong influence on the optimal quote: the more correlated the
two assets, the more conservatively (respectively aggressively) the market maker should quote
at the bid when he has a long (respectively short) inventory in the other asset.
Conclusion
In this paper, we considered a framework à la Avellaneda-Stoikov with general intensity func-
tions, and we showed that for the different optimization criteria used in the literature, the
dimensionality of the problem can be divided by 2. We also showed how to find closed-form
approximations for the optimal quotes, generalizing therefore the Guéant–Lehalle–Fernandez-
Tapia formulas (used by many in the industry) to the two kinds of objective function used in
the literature and to almost any intensity function. We also generalized our model to the multi-
asset case, and showed the importance of taking account of the correlation between assets. In
particular, we have derived closed-form approximations for the optimal quotes of a multi-asset
market maker, an important breakthrough for practitioners who sometimes cannot solve sys-
tems of dozens or hundreds of nonlinear ODEs. The simple applications to credit indices we
considered confirm the importance of the multi-asset framework.
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