We reduce the complex mechanics of an Intrinsic Localized Mode (ILM) on an infinite monodirectional nonlinear coupled oscillator array. By using Hamiltonian Mechanics, we derive two systems -a simple case when only the position of the ILM is allowed to vary, and the more complex case where both position and amplitude are allowed to change with time. We arrive at a systems of nonlinear equations of motion. For the position-only system, the dynamics are determined solely by the level sets of the Hamiltonian. The four-variable system has a richer structure. We also analyze the effect of a defect, or an impurity, on the motion of the ILM within our framework.
Introduction
The existence of the oscillatory phenomenon called Intrinsic Localized Mode (ILM) has been demonstrated in many coupled systems of oscillators, as early as 1958 [1] , and rediscovered in anharmonic pure crystals, as reported in the seminal papers [15, 22] . Since their initial discovery, ILMs have been found in a wide variety of physical and simulated structures, having a variety of nonlinearities; e.g. linear oscillator lattices with cubic or quartic terms in the Hamiltonian [8] . Many different forms of ILM have been developed and investigated, such as 'twisted un/staggered modes' [11] and 'bright compact breathers' [10] . Scientists have used a plethora of simulated and physical experiments to investigate ILMs, including: micromechanical coupled oscillator arrays [5, 12, 13, [16] [17] [18] [19] 21] ; biaxial antiferromagnets [20] ; 2D coupled oscillator arrays [4] ; and coupled arrays of ring oscillators [9] . A more exhaustive historical treatment of the development of ILM can be found in the introduciton to [18] .
The nonlinear arrays used for generating ILMs are typically mathematically treated by the KleinGordon equations, which are cubic second order ordinary differential equations. A variety of methods are used to deal with these equations, including full numerical simulations [17] , and reduced models such as Invariant-Manifold method [5] . Other models have been used to treat nonlinear oscillators, using analytical techniques like multiple-scales method [7] .
The goal of this paper is to describe an ILM by low-dimensional dynamics, mimicking deformation of the shape and position of the real ILM. Preliminary investigations performed by this method have been published by the authors in [14] . We shall follow the paradigm of variational methods [3] that has been applied to various problems stemming from Hamiltonian mechanics; in particular, we will use the minimal action principle. Starting from what is now the canonical set of equations for a nonlinear oscillator, the Klein-Gordon equations, we will assert a symmetric alternating exponential form for an ILM on an infinite array, and derive simplified equations which characterize the amplitude, velocity, and generalized momenta of the ILM. This paper is organized as follows. In Section 2, we describe the setup and assumptions for the derivation of the model. Section 3 derives a reduction from an infinite dimensional system to a two-variable system, described by velocity and momentum of the ILM; in parallel fashion, Section 4 derives a model with four variables, as velocity, amplitude, and momenta. The conclusion follows in Section 5.
Model
In order to understand ILM dynamics, we derive and simulate a reduced system. Our goal is to derive a consistent, low-dimensional approximation to the dynamics. The order of the reduced system will be proportional to the number of ILMs, rather than the number of oscillators for the full systems. In our derivation, we assume an infinite array of oscillators (as opposed to periodic boundary conditions); one direction of deflection; and no dissipation in the system. The rate of change of the shape and position are assumed to be slow as compared with the frequency of ILM motion. Frequently throughout the literature, dissipation is neglected, see e.g. [5, 17] . Moreover, simulations and experiments of over 150 oscillators have been conducted, e.g. [17] , with ILM amplitude dropoff sufficiently high such that approximation by an infinite array is justified.
A given state of the array is described by a vector of deformations u n , n = . . . , −2, −1, 0, 1, 2 . . ., and the corresponding velocitiesu n . We choose the particular form for the ILM as a symmetric alternating exponential; see Fig. 1 . The form of this exponential approximates numerically determined ILM shapes, such as those in [5, 12] . More precisely, let us take the form of the ILM (1) to be alternating with n, and centered at the point x, which is not necessarily an integer, having peak amplitude A. Let n 0 (x) = f loor(x) denote the floor of x. In what follows, we will drop the dependence of n 0 on Fig. 1 . ILM form. The horizontal axes correspond to the spatial and temporal dimension, the ILM being a decaying alternating exponential spatially, and periodic temporally. The center of the ILM is not necessarily an integer, and the peak may lie between oscillators. Oscillator immediately left of x x in the formulas to keep the expressions as manageable as possible; the dependence n 0 (x) is always assumed. Assume further that the ILM has temporal period 2π/ω, and the "sharpness" of the ILM is described by the exponent λ. The meanings of parameters and variables are summarized in Table I .
We use potential and kinetic energies of the array corresponding to a form of the Klein-Gordon equations, given by P and K; see e.g. [15, 22] and following papers.
The system is Hamiltonian, with H = K + P. However, right now we are more interested in describing the Lagrangian approach, where the motion comes from minimizing the action
We will proceed by substituting ILM form (1) into (2), (3) and subsequently into the action S = K − P dt, and derive the reduced action that depends on the few parameters only, namely, on (x,ẋ) and, eventually, on (x,ẋ, A,Ȧ). Low-dimensionality will be achieved by averaging out the quickly oscillating terms.
Two variable model
In this section, A is taken to be a constant in (1) , and only the position x is allowed to vary with time. In Section 4, we will allow both x(t) and A(t) which will lead to substantially more complex equations; the case of x-dependence only is considered as the logical first step.
Derivation
Kinetic Energy The kinetic energy is computed from the expression (3) by observing that the time derivativeu n is given bẏ
Substitution of (5) into (3) yields,
Recognizing the geometric sum,
we then get,
Computing the long-term integral in the action and dividing, for convenience, by the length of the time interval, we see that the expressions involving each of sin 2 ωt, cos 2 ωt, and sin ωt cos ωt are averaged over one period of oscillation as follows:
Therefore, we get the averaged kinetic energy K
Potential Energy We derive the equations for the potential energy in similar fashion. First we will substitute the ILM form (1) into (2), and then simplify the equations.
Again, geometric sums appearing as in (6) may be simplified. Defining the corresponding averages
we get
The equation for U 3 is derived by direct analogy to the equation U 1 (10):
= 3A
Finally, the calculation of U 4 is similar to that of U 2 (11), except that there are a few extra multiplicative factors and additive terms.
where the σ terms are,
Finally, we pull out A from each of the U i , merge the remnants of the U i into appropriate μ 2 , μ 4 and combine them into the new time-averaged potential energy P:
Defect A defect in the array of pillars, introduced to mimic molecule attachment to a nano scale crystal array, can be introduced into this system easily. For demonstration, we defect parameter α 1 . Suppose the defect occurs on pillar k 0 , so that at pillar k 0 ,α 1 = α 1 + α D ; then we simply have an additive term to P. Therefore, in the presence of a defect,
and we can redefine,
Hamiltonian Mechanics Next, we write the Lagrangian L for the simplified two dimensional system:
Then we define the canonical variable, or generalized momentum P x , as
Going through the Legendre transform, we get the Hamiltonian H:
The equations of motion for the two-variable system are then,
The role of dissipation We shall make a note here about the dissipation which plays a crucial role in the long-term behaviour of a realistic physical system. Realistic numbers in the literature [2] yield the force of dissipation on the k-th oscillator as ∼ γu k where γ ∼ 10 −4 . One could try to insert the averaging ansatz (1) directly into the total dissipation rate k −γu 2 k and compute the dissipation force; however, in our opinion, such approach is inconsistent. A correct way would be to use the ansatz (1) in the Euler-Lagrange equations obtained from the Lagrangian (4) and proceeding with the averaging. Note that this approach, amounting to averaging the equations of motion after computing the Euler-Lagrange equation, is quite different -and more complex -than the method presented here, where the averaging is done directly in the Lagrangian before computing the EulerLagrange equations. While it is possible to proceed using the first method, one would need to be consistent and use the direct averaging of each term in the equations of motion rather than averaging the Lagrangian. We shall not follow this approach here, as it does not allow the canonical formalism developed above.
Results
To examine the dynamics of this system, rather than solving ODE system (24) directly, we look at the energy landscape. Indeed, H is conserved in time, as d dt (H) = 0. Hence, the level sets of H indicate paths in (x, P x )-space through time. An example of such level sets is given in Fig. 2 . There are periodic orbits appearing in the bottom of the energy wells, seen in dark blue, and escaping trajectories further up the walls, seen in yellow and red. These are the only two types of trajectories appearing as level sets, so the dynamics of this system is rather minimal, and is topologically equivalent to that of a simple pendulum.
The inclusion of defect in the system serves to deform the energy landscape by lowering or raising the boundary between local minima, depending on the sign of the defect. If the defect lowers the parameter, it will permit movement of the ILM between pillars and possible capture into a potential well from an exponentially small measure (as a function of the distance x). Alternatively, the defect that raises the energy values will facilitate an escape from the bounded trajectories of the potential well.
While this simple two-dimensional system does demonstrate some interesting features like traveling ILMs and capture of ILMs, it is too simplistic to accurately describe complex dynamics of ILMs exhib- ited by physical systems. Most notably, ILMs in experiment and simulation never remain stationary with constant amplitude, nor do they travel at averaged constant speed with constant amplitude. On the contrary, experimentally observed ILMs have finite lifetime, and the amplitude tends to vary with time. Moreover, a general agreement [6] seems to be that it is impossible for an ILM to propagate with a constant speed. Thus, the results of this simplistic model are inconsistent with current knowledge about ILM and an improvement of the model must be sought. Such an improvement is achieved below by allowing the amplitude A to depend on time. This increases the number of variables in the reduced system from two to four and permits much richer behaviour of ILMs, which is closer to the one observed in numerical simulations for the full system and experiments.
Four dimensional model 4.1 Derivation
The four-dimensional model accounts for change in both the amplitude A of the ILM, as well as its peak position x. Whereas the two variable model was too simple to allow complicated dynamics, our 4D system will be much more realistic.
Kinetic Energy Still working with (1) for the ILM form, but with x = x(t), A = A(t), we have a new expression for the velocity of each pillar:
after averaging the time functions. Substituting (26) into K, we get
with the shorthand,
We turn our attention to the sum in (27). As long as x is not an integer, this expression may be written as
E has a discontinuity at x = n 0 , when the ILM is centered at a pillar; this occurs at a set of measure 0, so we disregard it, and hereafter assume E =Ẽ 2 /ξ 2 . Therefore, we write the final expression for our kinetic energy:
Potential Energy The potential energy P for the four dimensional reduced system is the same as P for the two variable system, as in (8), (19) .
Hamiltonian Mechanics
We first write the Langrangian
where we have defined
Hamilton's Equations allow the introduction of canonical variables (P x , P A ) that are dual to (x, A) through
Inverting these expressions, i.e., solving for (ẋ,Ȧ) in (40), (39) and denoting, for simplicity, Δ =
The determinant Δ is written explicitly as
Using the Legendre Transform,
we can now define the Hamiltonian H as follows,
Armed with H, we can derive the equations of motion for the canonically transformed system. It is interesting to note that the Hamiltonian H is conserved during the motion, providing a useful check of the numerics; however, because of the four-dimensionality of the system, the conservation of the Hamiltonian alone is not sufficient to derive the solutions, in contrast to two-dimensional system (x, P x ). The canonical equations of motion are:
More explicitly, we write the canonical equations of motion for (x, A, P x , P A ) as follows:
Results
Initial coding of (48)-(51) resulted in ODE which frequently encountered a run-time singularity due to the attractive fixed point A = 0. To allow us to pass near the A = 0 singularity, we rescale time from t into τ as dt = A p dτ , where p is the lowest power which removes negative powers from the ODEs; in our case, p = 3. Essentially, we are rescaling by values of the variable for which there is a singularity, so that as we approach the 'bad' value, time slows down. After a simulation has concluded, we return to normal time by performing the integration
In all cases, we could continue the simulation until τ = ∞ (or arbitrarily large), in the case when the solution hits the singularity at A = 0, it occurs in finite time
The solutions are then plotted with A = A(t) and x = x(t), with t computed parametrically from τ using (52). Figure 3 shows a suite of simulations of (48)- (51) with identical parameters such as starting values of A(0) etc., except the initial position of the ILM x 0 = x(0). Ten initial conditions are presented here, with the emphasis of interpretation being on diverging paths that seem initially similar. The ILMs oscillate several times, and wander across the array. The ILMs starting from x 0 = {−3, −1, 1, 3} represent those whose initial condition is symmetric with respect to the pillar at which they start. This ILM form is the same as that found in e.g. [5] , and is known to be a stable ILM. In contrast, those simulations here which start in between pillars, represent the anti-symmetric ILM, and are known to be unstable -hence, they die relatively quickly, as the initial amplitude dissipates into momenta until the ILM vanishes.
In Fig. 4 is a set of simulations for which the initial position is held constant, and instead the two parameters P x (t = 0) and λ are varied. Increasing the initial value of the dual variable P x gives the ILM an initial "push", so it tends to move further along the array. In contrast, increasing the value of λ seems to increase the amount of time it takes the ILM to diverge from its initial position. This features mimic the general behaviour observed in full simulations of ILMs, for example, propagation of ILMs through arrays.
Another interesting feature of the model is that we do not get a constant speed motion of ILMs, even in an approximate or average sense. Most motions we have observed consists of almost piecewise short "patches" of almost constant velocities, when ILM moves with one speed, then changes abruptly to another speed etc. Note that there is no analytic solution withẋ = const since the right-hand sides of the equations (48)-(51) explicitly depends on x, so a solution with constant speed must be thought in approximate sense only. That jittery and complex behaviour of ILMs conforms to current literature [6] , but more studies are definitely needed for quantitative comparisons.
Conclusions
In this paper, we have demonstrated that a reduction of high-dimensional system of coupled oscillators to low-dimensional system based on the reduced description of ILMs results in an interesting and realistic low-dimensional Hamiltonian system of ODEs. We demonstrated that the minimum number of variables to observe interesting behaviour is four, two being the position and the amplitude of ILM and the other two the corresponding canonical momenta. A question naturally arises whether one needs to increase the complexity to improve the model of ODEs even further. While it is true that increasing the number of variables per ILM description does (probably) add more realistic features, we believe that real progress can be achieved now by keeping the model we have derived for an individual ILM and, at the same time, increasing the number of ILMs. Of particular interest is the influence of defects and appearance of new ILMs. An analytical description of defect's influence can be constructed here, much like the one outlined in the previous section.
We discussed solutions, conservation laws due to the Hamiltonian structure and the application of averaging principle. We believe that this work opens some interesting possibilities for constructing low-dimensional models of ILM motion and the corresponding (almost) analytical description of the influence of defects on ILMs.
Finally, we will briefly say how the ILMs are affected by defects in this model. An analytical description of defect's influence can be constructed here, much like the one outlined in the previous section. Note, however, that we enforce the number of ILMs to be constant, so new ILMs cannot be born out of interactions with defects. It would be interesting to see if one can generalize this model to account for birth of ILMs, for example, by placing several of "ghost" ILMs with very small amplitudes.
One obstacle in the path of multi-ILM description lies in the fact that A = 0 is a singularity in equations. Several methods can be derived to deal with that singularity. For example, one can locally use the variable B = A −p for some power p > 0 and make a continuum transition through A = 0.
Unfortunately, this introduces singularities in other equations, so a careful analysis through scaled time must be undertaken. Another option is to introduce a small ad-hoc term in theȦ equation preventing A(t) from reaching the singular point A = 0. The right choice of such a term which will not affect the motion away from A = 0 is rather tricky and will be undertaken in future work.
Another interesting direction will be to extend the results of this system to two-dimensional oscillations of pillars as described in [2] . We believe that such a system, which must necessarily involve involving six canonical variables (one position x and two amplitudes A and B for out-of-plane and in-plane oscillations, and the corresponding momenta), should provide a consistent low-dimensional description of ILM behaviour.
