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INTRODUCTION 
A major challenge currently facing the world is the development of clean, efficient, 
and cost-effective energy. The use of fossil fuels creates increasing economic and 
environmental concerns that have driven researchers to develop alternative energy 
sources. Photovoltaic technology has the unlimited potential of circumventing issues 
associated with oil consumption that strongly motivates abundant research in solar energy 
conversion.
1 
Despite recent advancements in current photovoltaic devices, the high 
production costs of conventional silicon solar cells have inhibited their widespread use. 
Consequently, scientists have looked to organic-based solar cell alternatives such as dye-
sensitized solar cells (DSSCs). In comparison to conventional silicon solar cells, DSSCs 
are lightweight, inexpensive, and potentially flexible, making them ideal for the 
manufacturing of commercial products.
2
 Unfortunately, the energy conversion efficiency 
of DSSCs has plateaued at ~11%.
3 
 
DSSCs provide both low manufacturing cost and practical energy-conversion 
efficiency for commercial use. A DSSC is comprised of four components: an organic dye, 
a n-type semiconductor, an electrode, and an electrolyte.
4
 One of the most efficient 
DSSCs to date contains nanocrystalline TiO2 as the semiconductor. In these cells, dye 
molecules are adsorbed to nanocrytalline TiO2 and undergo photoinduced electron 
transfer (ET) to produce a current.
5,6 
 In the presence of sunlight, photoexcitation triggers 
electron injection from the dye to the TiO2 conduction band, in a process termed forward 
ET (FET). An electrolyte regenerates the dye and the injected electron is transported 
through the TiO2 to generate electricity.
7
 However, the production of current can be 
disrupted if the electron is transferred back to the dye from the TiO2 in a process termed 
 
 
2 
 
back ET (BET). BET is hypothesized to inhibit DSSC efficiency.
8 
In order to construct 
next-generation DSSCs with efficient solar energy conversion, the optimal conditions for 
both fast FET and slow BET must be determined. Although BET is known to be 
relatively slow compared to FET, the complex ET dynamics that occur in dye-TiO2 
systems are not well understood. A fundamental understanding of the kinetic processes 
occurring at the dye-TiO2 interface is necessary to minimize BET processes in DSSCs 
and ultimately improve current efficiency.  
Previous studies have employed several spectroscopic techniques to understand 
the kinetic processes in photovoltaics.
9,10,11
 Ultrafast spectroscopies such as transient 
absorption and Raman have reported ET rates ranging from femtoseconds to milliseconds, 
representing averaged values of ET dynamics.
12,13 
However, one major challenge of 
analyzing the ET dynamics in DSSCs is the intrinsic heterogeneity within the cell. 
DSSCs are exceedingly complex, containing TiO2 nanoparticles of various shapes and 
sizes, which creates a heterogeneous environment for the embedded dye molecules. 
Moreover, a dye molecule can 
undergo many photophysical 
pathways upon excitation. A 
simplified model of ET kinetics 
in a dye molecule on TiO2 is 
presented in Figure 1 using a 
three electronic level system: (1) 
the singlet ground state, (2) the 
singlet excited state, and (3) a 
 
Figure 1. Model of (a) fluorescence, (b) FET to a 
dark state on TiO2, and (c) BET from TiO2  to the 
dye . 
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Figure 2. Structures of (1) rhodamine 
6G, (2) rhodamine B, and (3) 5-
carboxy-X-rhodamine. 
(1)  
(2)    
 
(3)       
                
dark state. One can imagine that dye molecules 
will uniquely switch between electronic states 
(1), (2), and (3) depending on their local 
environment. Although ET kinetics can be 
analyzed using ensemble-averaged 
spectroscopies, ensemble techniques result in 
average ET information that obscure the 
complete description of the system. In contrast, 
single-molecule fluorescence spectroscopy 
(SMS) provides a probe of single molecules in 
their local environment, revealing the full 
distribution of ET dynamics. Interfacial ET 
behavior in DSSCs can be characterized by the 
distribution of photophysical properties 
obtained by SMS.  
Our studies probe the ET processes in 
dye-TiO2 systems using SMS. We analyze a 
series of rhodamine dyes that are known to be 
favorable sensitizers for SMS studies: rhodamine 6G (R6G), rhodamine B (RB), 5-
carboxy-X-rhodamine (5-ROX), shown in Figure 2. R6G and RB contain a carboxylic 
acid and ester, respectively, in the ortho position relative to the xanthene backbone, while 
5-ROX contains a less sterically-hindered carboxylic acid in the para position. We study 
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the structurally-analogous molecules R6G, RB, and 5-ROX using SMS in order to probe 
the impact of binding to TiO2 on ET.  
Under continuous photoexcitation, single molecules demonstrate a phenomenon 
known as blinking,
14,15 
 seen as fluctuations in quantum states between emissive (on) and 
non-emissive (off) events (Figure 1). Emissive events occur when a dye molecule is in a 
fluorescent state, whereas non-emissive events represent transition to any of several 
potential dark states, such as a triplet state or oxidation of the molecule. In DSSCs, upon 
photoexcitation, a molecule can fluoresce (pathway a) and produce an “on” event. The 
molecule may also enter a dark state by FET (pathway b) to TiO2 to produce an “off” 
event. If BET (pathway c) occurs, the molecule returns to a fluorescent “on” state.  The 
reported BET rates vary widely, ranging from femtosecond to millisecond timescales.
44 
Thus, single-molecule blinking dynamics will reveal valuable information regarding the 
distribution of ET dynamics occurring at the dye-TiO2 interface.
16,17  
 
Statistical Analyses of Blinking Dynamics 
In the first part of this thesis, we use SMS to measure blinking dynamics of R6G, 
RB, and 5-ROX on TiO2 nanoparticles. SMS studies result in distributions of on and off 
time, which relate to the kinetics of FET and BET, respectively. In order to interpret 
information about ET dynamics, it is critical to determine the functional form of blinking 
distributions. The statistical analysis of blinking data begins by compiling on-and off-
time distributions into histograms that are fit by probability distributions. The best fit that 
characterizes the empirical data reveals information about the ET kinetics of the system. 
For example, a system containing ET to a low-lying triplet state results in blinking 
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distributions best characterized by a single exponential function. The exponential 
function corresponds to first order rate constants for population and depopulation of the 
triplet and singlet ground state. In this case, one can conclude first order kinetics for ET.
18 
However, previous studies show that ET dynamics of single molecules do not always 
exhibit simple exponential behavior.
19,20
 Instead, dispersive kinetics are also observed, 
representing a system driven by time-evolving rate constants and a distribution of 
activation barriers.
21,23 
Common models for dispersive kinetics include heavy-tailed 
functions such as the power-law, log-normal, and Weibull distribution.
22 
Previous 
blinking studies observed heavy-tailed on- and off-time distributions that were best fit by 
a power law when potted on log-log axes.
5
 In fact, much of the literature describing 
blinking statistics is dominated by the application of power laws – so much so that power 
laws have been termed a “universal” feature of blinking. However, recent work has 
shown that distributions that appear to follow a power law on log-log axes may not 
actually be power-law distributed.
23, 24 ,25 
 Additional studies have demonstrated the 
critical importance of using an accurate statistical analysis for blinking data where 
differences in analyses can result in varying functional fits and corresponding 
interpretations.
26 
 
Since the statistical analysis of blinking data is key to understanding the actual ET 
dynamics within a system we use a proven method to establish accurate fits to blinking 
distributions. Single-molecule blinking dynamics are analyzed using a method based on 
maximum likelihood estimation (MLE) and Kolomogorov-Smirnov (KS) tests,
29 
which 
throughout this thesis will be referred to as the MLE/KS analysis. In this approach, the 
on-time and off-time distributions are fit to heavy-tailed functions using MLE/KS. We 
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then use Monte Carlo (MC) simulations to gain valuable insight into the kinetic models 
that drive FET and BET. Not only can MC simulations reveal information about the 
relationship between the blinking distributions and ET rates, but also simulate blinking 
dynamics that cannot be experimentally measured due to limited time resolution.  
In our studies, we fit blinking data of R6G, RB, and 5-ROX, both on bare glass 
and on TiO2 substrates to the power-law, log-normal, and Weibull distributions. The 
MLE/KS analysis shows that the on times for RB and R6G on TiO2 are characterized by 
power law, while the corresponding off times demonstrate log-normal behavior. In 
comparison to RB and R6G, 5-ROX exhibits different blinking behavior with significant 
modifications to the photophysical distributions. The log-normal distribution is especially 
informative about the kinetics and thermodynamics associated with blinking mechanisms 
and is used to establish the most favorable dye-TiO2 system for efficient ET in DSSCs. 
MC simulations reveal not only information about FET and BET rates but also the critical 
importance of time bin for the statistical analysis of single-molecule blinking 
distributions.  
 
EXPERIMENTAL 
Sample Preparation  
RB (99%), R6G (99%), titanium isopropoxide (98%), isopropanol, and 
hydrochloric acid were used as received from Sigma Aldrich. 5-ROX was used as 
received from Molecular Probes, Life Technologies and solutions were stored in a Haier 
refrigerator (2-8°C). Deionized water (18.2 MΩ cm-1) was obtained using a water 
purification system (ThermoScientific, EasyPure II). Preparation and cleaning of glass 
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cover slips (Fisher Scientific, 12-545-102) included soaking in a base bath for 24 hours, 
rinsing with deionized water, and drying with clean dry air (McMaster Carr, filter 
5163K17). The colloidal suspensions of anatase TiO2 nanoparticles were synthesized by 
the hydrolysis of titanium isopropoxide. Briefly, 2 mL of titanium isopropoxide in 
isopropanol was slowly injected into 20 mL of acidified water (pH ~1.5, adjusted with 
HCl). The resulting colloidal suspension exhibited an absorbance maximum at 
approximately 280 nm. All dye solutions were prepared in deionized water using base-
treated glassware. For single-molecule measurements on bare glass, samples were 
prepared by spin-coating 35 μL of a 10-9 M dye solution onto a clean cover slip using a 
spin coater (Laurell Tecnhologies, WS-400-6NPP-LITE) operating at 3000 rpm. For 
single-molecule measurements on TiO2, 100 μL of 10
-8 
M dye solution was diluted to a 
final concentration of 10
-9
 M with 900 μL of colloidal TiO2 (500 mg/L). A 35-μL aliquot 
of the resulting 10
-9 
M dye in TiO2 solution was spin-coated on a clean glass cover slip at 
3000 rpm. Samples were mounted in a custom designed flow cell for environmental 
control and flushed with dry N2 throughout the single-molecule experiments. 
 
Single-Molecule Confocal Microscopy 
Samples for single-molecule studies were placed on a nanopositioning stage 
(Queensgate, NPS-XY-100B) atop an inverted confocal microscope (Nikon, TiU). Laser 
excitation at 532 nm (Spectra Physics, Excelsior) was focused to a diffraction-limited 
spot using a variable numerical aperture (NA) 100 oil-immersion objective (Nikon Plan 
Fluor, NA = 0.5-1.3) set to NA = 1.3. Excitation powers (Pexc) corresponding to 8.2 µW 
and 0.73 µW at the sample were used for single-molecule measurements on TiO2 and 
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glass, respectively. Epi-fluorescence from the sample was collected through the 
objective, spectrally filtered using an edge filter (Semrock, LP03-532RS-2S), and 
focused onto an avalanche photodiode detector (APD) with a 50-µm aperture (MPD, 
PDM050CTB) to provide confocal resolution. A custom LabView program was used to 
control the nanopositioning stage and collect emission. Single-molecule emission was 
established based on the observation of diffraction-limited spots, irreversible single-step 
photobleaching, and concentration dependence of the diffraction-limited spot density. 
The number density of molecules (i.e., ~10 molecules per 100  m2) was equivalent for 
10
-9
 M dye spun coat on TiO2 as well as bare glass, demonstrating that single-molecule 
studies on TiO2 probed the majority of molecules. 
Single-molecule blinking traces were recorded for ~100 s or until photobleaching 
was observed using a 10-ms integration time. Since the time series of single emitters is 
characterized by the changes in emissive states, a good kinetic analysis requires an 
accurate determination of change points.
27 
Each blinking trace was analyzed using the 
change-point detection (CPD) method,
28
 which organized raw data traces into 
deconvolved states and determined statistically significant intensity change points. 
Deconvolved states with intensities greater than one standard deviation above the rms 
noise (i.e., ~20% of the maximum emission intensity) were designated as on. The first 
and last intensity level of the trace are artifacts of the observation period of the trace and 
were removed from data. Additionally, any events corresponding to permanent 
photobleaching at the end of a trace were not included in the analysis. The CPD analysis 
output the number of distinct intensity levels, their intensities, as well as the 
corresponding temporal durations. Finally, the distribution of these temporal durations 
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were parsed into on and off times and organized into histograms. All data analyses and 
fitting procedures were performed in Matlab (version R2012b) with custom code. The 
MLE/KS analysis was carried out using three codes to: calculate the best fit, plot 
observed data and best fit, and calculate p-values (see Appendix C). 
 
CHAPTER 1: Dispersive Electron-Transfer Kinetics of Single Molecules on TiO2  
1.1 Single-Molecule Blinking Studies 
The blinking dynamics of single dye molecules on TiO2 nanoparticles were used 
to probe the underlying ET kinetics in model DSSCs. Control experiments of R6G, RB, 
and 5-ROX on bare glass substrates (i.e., without TiO2) confirmed that single-molecule 
resolution is achieved (see Appendix A). Blinking studies were performed on R6G, RB, 
and 5-ROX using a confocal microscope with photoexcitation at 532 nm. The first step in 
any statistical analysis of blinking data is the determination of on and off times. In 
previous studies, on and off times in blinking traces were distinguished as high intensity 
signals (on) and the expected shot noise background signal (off). Histograms were then 
constructed from these on-time or off-time transient signals. In studies of 
perylenemonoimide chromophores that employed this shot-noise thresholding, 
histograms for on times showed blinking characterized by dispersive kinetics, while the 
off-time distributions were characterized by first order kinetics.
29 
However, a similar 
study analyzing the blinking behaviors of single violamine R molecules utilized a 
thresholding technique where a threshold value of 20% proved to be a sufficient method 
in blinking analyses.
30
 The corresponding blinking distributions for both the on times and 
off times demonstrated dispersive kinetics.
 
The thresholding methods aforementioned  
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only account for two levels of 
intensities (on and off), when in 
reality many distinct intensity levels 
may be present in a single blinking 
trace. Previous analyses have instead 
used a more systematic thresholding 
technique known as change-point 
detection (CPD).
28,32 
The CPD 
analysis reports statistically 
significant intensity change points as 
well as the number of temporal durations for up to 12 intensity levels. In our studies, a 
CPD analysis was carried out for each blinking trace to determine the on and off times. 
Figure 3 presents the blinking dynamics of a single R6G molecule on TiO2 analyzed by 
CPD to detect five distinct on and off times. The CPD analyses was applied to ~100 
blinking traces for each dye/TiO2 system and on and off times were compiled for 
statistical analysis. 
 Table 1 shows the results from blinking studies of R6G, RB, and 5-ROX on 
TiO2. Data for 141 blinking traces of R6G on TiO2 produced 650 on times (ranging from 
0.02 to 25.31 s) and 396 off times (ranging from 0.06 to 64.37 s). The average on time of 
0.64 s is significantly shorter than the average off time 7.39 s, supporting the hypothesis 
that electron injection from the dye is faster than BET. An alternative hypothesis is that 
the off times are due to transition to a non-emissive triplet state. However, this argument 
can be ruled out since the reported triplet lifetimes of R6G are much shorter than the  
 
Figure 3. Blinking trace of a R6G molecule on 
TiO2. The black line represents the fluorescence 
measured in real time. The red line represents 
the statistically determined jumps between on 
and off events using CPD. 
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observed off times (i.e., 4  s in air,41 400  s in inert atmosphere42). In comparison to 
R6G, 70 blinking traces of RB on TiO2 produced 769 on times (ranging 0.02 to 15.71 s), 
and 152 off times (ranging from 0.05 to 37.42 s).   The average on time (0.37 s) and 
average off time (5.66 s) are both smaller than those of R6G on TiO2. Finally, 146 
blinking traces of 5-ROX on TiO2 produced 541 on times (0.02 to 42.36 s) and 327 off 
times (ranging 0.05 to 138.26 s). The average on (1.26 s) and off (18.52 s) time for 5-
ROX are approximately double that of R6G and RB. However, differences in the average 
on and off times alone are not informative enough to thoroughly analyze FET and BET 
kinetics. In order to better understand the photophysical processes that occur in dyes on 
TiO2, the functional forms of the blinking distributions must be determined. 
 
1.2 Robust Statistical Analysis of Blinking Distributions 
In previous SMS studies , the power law is described as a “universal” function for 
characterizing blinking dynamics.
23, 24, 25, 31, 32  
In many cases, blinking distributions were 
plotted on log-log axes and, by visual inspection, fell on a straight line corresponding to 
 Average  
On ( s ) 
Min 
On ( s ) 
Max 
On ( s ) 
Average 
Off ( s ) 
Min 
Off ( s ) 
Max 
Off ( s ) 
R6G/ TiO2 0.64 0.02 25.31 7.39 0.06 64.37 
RB/TiO2 0.37 0.02 15.71 5.66 0.05 37.42 
5-ROX/TiO2 1.26 0.02 42.36 18.52 0.05 138.26 
 
Table 1. On and off times for 70 RB/TiO2, 141 R6G/TiO2, and 146 5-ROX/TiO2 blinking 
traces. Averages on times (Average On) and off times (Average Off) are highlighted in blue. 
Minimum (min) and maximum (max) times are also included. 
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power-law behavior.
13,30
 The data are typically fitted using the least-squares (LS) linear 
regression method, which is known to produce various errors including inaccurate 
parameter estimates in blinking statistics.
35
 More importantly, LS fitting does not reveal 
if functions such as the power law are plausible fits to the data.
18, 33
 Therefore, it is 
important to establish a quantitative value for the goodness-of-fit of a test function to the 
blinking data. In the second part of this thesis, we apply a rigorous statistical analysis to 
establish the best fits to blinking distributions and quantify the validity of these fits. 
In our analysis of blinking dynamics, we use a statistically robust method based 
on maximum likelihood estimate (MLE) and Kolomogorov-Smirnov (KS) tests. The 
MLE/KS method circumvents the problems associated with LS fitting of power laws and 
visual inspection of log-log plots. Additionally, previous studies have shown that MLE 
extracts more accurate parameter estimates for heavy tailed functions and that associated 
uncertainties are dependent on the number of data points rather than the time span of the 
data.
21 
To accurately estimate best-fit parameters, we fit blinking data to a variety of 
heavy-tailed functions (e.g., power law, log-normal, Weibull) using the MLE/KS analysis.  
The distributions of on and off times were fit to a series of heavy-tailed functions 
using the MLE/KS method. Based on the studies of Clauset et al.,
33
 the MLE/KS 
approach was first applied to the power-law distribution, due to the function’s 
“universality” observed in previous blinking studies. In this approach, the probability 
distribution, P( ), for the power law,  ( )      , is normalized to include a lower 
bound tmin to yield: 
P( )  
   
    
(
 
    
)
  
       (1) 
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where A is the normalization constant and α is the power-law exponent. The bound tmin is 
introduced due to the divergence observed in the power-law function as t  0. Only data 
above this bound is characterized by the power law. Next, the power law is converted to a 
cumulative distribution function (CDF), termed  ( )   , by simple integration as: 
  ( )    ∫  (  )
 
    
   .  (2) 
 
The CDF represents the probability of observing an event duration less than or equal to a 
time, t. This treatment allows one to write the experimental distribution as a CDF 
(  ( )    ) by directly converting the raw data via summation: 
 ( )     
 
 
∑      .  (3) 
For each possible value of tmin (all time values within the data set),   is estimated using 
MLE. Power laws with corresponding   and tmin values are each assigned a KS statistic 
(D) representing the maximum deviation between the   ( )     and the  ( )   .  
           | ( )      ( )   |  (4) 
The MLE/KS analysis determines the power law (tmin and  ) which most minimizes the 
D value, where D = 0 represents a perfect fit of the blinking data to the CDF. The pair of 
tmin and   with the lowest D value corresponds to the best fit to the observed blinking 
data.  
For a complete analysis of the blinking data, the MLE/KS analysis is paired with 
a goodness-of-fit test. Once the best-fit parameters for a given test function are 
determined, it is critical to have a quantitative test for the plausibility of the hypothesized 
CDF to represent the blinking data. In our statistical analysis, the p-value is introduced to 
quantify the goodness-of-fit of a test function to the observed data. The p-value is 
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beneficial in quantifying the statistical significance of an observed data set by testing the 
possibility that blinking distributions are governed by random statistical fluctuation.
25
 To 
calculate the p-value, the previously determined best-fit parameters are used to generate a 
set amount of synthetic blinking data sets. A random number generator is included to 
mimic statistical fluctuations and randomness of the experimental data. The MLE/KS 
method is applied to each of the newly generated synthetic data sets to determine a 
corresponding synthetic D value (Dsynth) for each set. The p-value is then calculated by 
directly comparing each Dsynth to the D value of the original blinking data (D). Only the 
number of synthetic data sets in which D ≤ Dsynth is true are included in the p-value 
calculation, resulting in a fraction: 
  
∑        
  
. (5) 
where Ns is the total number of synthetic data sets produced. If the best fit significantly 
deviates from the blinking data, the D value will be high. In this case, it is more probable 
that synthesized data will produce better fits with lower Dsynth values than the D value. 
Consequently, a small fraction of the synthetic data sets will result in          and 
produce a low p-value. The p-value can have a minimum value of 0, representing an 
insignificant fit to the data. The goodness-of-fit increases as the p-value approaches unity. 
Consistent with prior statistical analyses, any CDF with a p-value of < 0.05 is rejected. 
Additionally, the MLE/KS analysis is expanded to two alternative heavy tailed functions: 
the Weibull and log-normal distribution. In order to determine if these functions capture 
the entire blinking distributions, an onset time tmin is not incorporated in Weibull and log-
normal CDFs. In our studies, blinking data for R6G, RB, and 5-ROX were fit to power- 
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law, log-normal, and Weibull distributions using the MLE/KS analysis and the functional 
form of the blinking distributions were established by the CDF with the highest p-value. 
 
1.2.1 MLE/KS Analysis of On-time Distributions  
A histogram of on times for the 141 R6G molecules on TiO2 is plotted in Figure 
4a. The blinking data is also shown as a smoothed distribution plotted on log-log axes in 
Figure 4b and fit to a power law (α = 1.63) using LS fitting. Although the distribution 
appears to be power law over 2 decades in time, LS fitting on log-log axes do not reveal 
if the power law is a plausible fit to the data. In comparison, Figure 4c shows the 
MLE/KS analysis of the same blinking data. Here, the complementary CDF (CCDF = 1- 
CDF) is presented to better visualize the data and corresponding fits since blinking events 
are most probable at short times. The MLE/KS analysis of R6G on times results in 
 
Figure 4. Distributions of on times for 141 R6G molecules on TiO2. On times are 
presented as: (a) a histogram of raw data, (b) a smoothed histogram of event probabilities 
(P(ton)) fit to a power law (solid line) corresponding to an exponent ( ) of 1.63 using 
least-squares (LS) fitting, and (c) on-time CCDF (solid line) with the best fit to a power 
law (dashed red line) corresponding to   = 2.22 and tmin = 0.76 s. 
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significantly different power-law parameters (tmin = 0.76 s, α= 2.22, p = 0.23) than the LS 
fit. These results are consistent with predictions that LS fitting underestimates the power-
law exponent. Additionally, the onset time tmin demonstrates that not all of the data is 
represented by a power law, emphasizing the importance of determining the proper tmin 
using the MLE/KS method. The results of fitting the on times to power-law, log-normal, 
and Weibull distributions for all three dyes on TiO2 are summarized in Table 2. The on-
time distributions for R6G, RB, and 5-ROX on TiO2 produced statistically significant p-
values for the power law and therefore appear to obey power-law behavior. The power-
law fits to on-time distributions of all three dyes on TiO2 are shown in Figure 5. The on  
times for R6G on TiO2 are best fit by a power law (tmin = 0.76 s,   = 2.22 ± 0.05, and p = 
 Fit Parameters p - value 
 
   
    
(
 
    
)   
Power law 
 
  √  
 
 
(  ( )  ) 
    
Log-normal  
Power law 
 
Log-normal 
 
R6G/TiO2 ON 
α = 2.22 ± 0.05 
tmin = 0.76 s 
µ = -1.52 ± 0.05 
  = 1.34 ± 0.04 
 
0.22 
 
0 
RB/TiO2 ON 
α = 2.53 ± 0.06 
tmin = 0.66 s 
µ = -1.90 ± 0.05 
  = 1.25 ± 0.03 
0.17 0 
5-ROX/TiO2 ON 
α = 2.24 ± 0.05 
tmin = 1.83 s 
µ =  -0.96 ± 0.06 
  = 1.48 ± 0.05 
0.53 0.03 
 
R6G/TiO2 OFF 
 
α = 2.78 ± 0.09 
tmin = 14.14 s 
µ = 1.09 ± 0.07 
  = 1.45 ± 0.05 
0.02 0.25 
RB/TiO2 OFF 
α = 1.71 ± 0.06 
tmin = 1.25 s 
µ = 0.7 ± 0.1 
  = 1.56 ± 0.09 
0.04 0.68 
5-ROX/TiO2 OFF 
α = 22.4 ± 0.2 
tmin = 117.58 s 
µ = 1.7 ± 0.1 
  = 1.77 ± 0.07 
0.94 0.01 
 
Table 2. Best-fit parameters and p-values for power-law and log-normal distributions for 
R6G, RB, and 5-ROX on TiO2. Statistically significant p-values are in bold. Errors represent 
one standard deviation. 
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Figure 5. On-time CCDFs (black line) for (a) 
R6G, (b) RB, and (c) 5-ROX on TiO2, shown 
with best fit to the data by a power-law (dashed 
line). Corresponding fit parameters found in 
Table 2. 
0.22). The structurally analogous RB also 
obeys a power law (tmin = 0.67 s,   = 2.53 ± 
0.06, p = 0.16). The on-time distribution for 5-
ROX is well represented by a power law with 
significantly different parameters (tmin = 1.83 s, 
   2.24 ± 0.05, p = 0.53). R6G, RB, and 5-
ROX on TiO2 all obey power laws but with 
varying parameters, suggesting that rhodamine 
photophysics on TiO2 are driven by the same 
physical mechanism. 
 
1.2.2 MLE/KS Analysis of Off-time 
Distributions  
 
Distributions of off times have 
previously been reported to obey power-law 
behavior using LS fitting.
 19,21,24
 A histogram of 
off times for the 141 R6G molecules on TiO2 is 
plotted in Figure 6a. The blinking data is then 
converted to a smoothed distribution plotted on 
log-log axes in Figure 6b and fit to a power 
law (α = 0.95) using LS fitting. We see again 
that the MLE/KS analysis (Figure 6c) results 
in significantly different power-law parameters  
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 (tmin = 14.1 s, α = 2.78). More notably, fitting the blinking distribution to a power law 
produced a p-value of < 0.05, showing that the data does not follow power-law behavior 
at all. These results highlight the critical importance of the MLE/KS method to properly 
characterize blinking distributions. The off-time distributions of RB on TiO2 also 
produced power-law p-values of < 0.05 (Table 2). In contrast, the log-normal distribution 
has the most significant p-values for the off-time distributions of R6G (p = 0.25) and RB 
(p = 0.68) on TiO2 (Figure 7a, 7b). An empirical data set is said to obey log-normal 
behavior if it is drawn from a probability distribution: 
  ( )  
 
√    
 
 [
(   ( )  ) 
   
]
 (6) 
where   is the geometric mean of the variable’s natural logarithm and   is the standard 
deviation. The main difference between the log-normal fits of RB and R6G is seen in the 
mean of the distribution where µ = 0.7 ± 0.1, µ = 1.09 ± 0.07, respectively. Since µ is the 
mean of the off-time distribution it is proportionally related to the average off time 
observed in dye/TiO2 systems. The MLE/KS log-normal fits to the data show that RB on 
 
Figure 6. Distributions of off times for 141 R6G molecules on TiO2. Off times are presented as: 
(a) a histogram of raw data, (b) a smoothed histogram of event probabilities (P(toff)) fit to a power 
law (solid line) corresponding to an exponent ( ) of 0.95 using least-squares (LS) fitting, and (c) 
off-time CCDF (solid line) with the best fit to a power law (dashed red line) corresponding to   = 
2.78 and tmin  = 14.1 s. 
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Figure 7. Off-time CCDFs (solid line) for (a) R6G, 
(b) RB, and (c) 5-ROX are shown with best fit to the 
data by a log-normal distribution (dashed line). 
Corresponding fit parameters are found in Table 2 
 
TiO2 produces shorter off times than 
R6G on TiO2. In comparison, the 
values for   are the same within error 
for RB (1.56 ± 0.09) and R6G (1.45 ± 
0.05). Although 5-ROX on TiO2 
produced a significant p-value for the 
power law, tmin (117.58 s) is so large 
that a significant portion of the data 
(98%) is not included in the power-
law fit. The fit to a log-normal 
distribution produced a non-zero p-
value (p = 0.01), indicating that the 
log-normal function is the most 
significant fit to the off times for 5-
ROX on TiO2.  
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CHAPTER 2: Modeling Dispersive Kinetics of Single Molecules on TiO2 
Nanoparticles Using Monte Carlo Simulations 
 
2.1 Monte Carlo Simulations using the Albery Model 
The MLE/KS analysis in combination with the p-value provides an accurate 
method for properly establishing fits to blinking distributions. In our single-molecule 
studies, we observe a combination of power-law and log-normal behavior from 
rhodamines on TiO2. To gain insight into the physical origins of power-law and log-
normal fits, we used Monte Carlo (MC) simulations to model the dispersive kinetics 
observed in blinking studies. Compared to other mathematical techniques such as the 
iterative technique, the MC technique is practical and easy to interpret. Previous studies 
have utilized MC simulations to model ET mechanisms such as charge transport in 
semiconductors.
37 
Additionally, the MC method is useful for simulating physical 
situations that are inaccessible due to experimental limitations.  
To model the ET dynamics of single molecules on TiO2, MC simulations utilize a 
three electronic level system: (1) the singlet ground state, (2) the singlet excited state, and 
(3) a dark state representing electron injection from the dye (Figure 1). Each transition 
between an initial state ( i ) and final state ( f ) has a corresponding rate constant denoted 
kif. The rate constants for photoexcitation (k12) and fluorescence (k21) are set to 2.110
6
 s
-1
 
and 9.1108 s-1, respectively, based on the absorption cross-section of R6G, the 
experimental laser power, and the reported fluorescence lifetime of R6G on 
nanocrystalline TiO2.
38 
The rate constants k23 and k31 correspond to the population and 
depopulation, respectively, of the off state. The population of electronic states for a single 
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molecule are determined by comparing a uniform random number to the probability of 
leaving a certain state (Pi):
 19
 
   ∑         (7) 
where t is the 1-ns computational time step. In each blinking simulation, a molecule 
begins in the singlet ground state and is only promoted to the singlet excited state if the 
probability of excitation (i.e.,         ) is larger than a random number. In the singlet 
excited state the molecule has the probability of either emitting back to the singlet ground 
state or transitioning to the dark state. The probability of an emission event occurring is 
based on fluorescence quantum yield calculations        (       )  If a random 
number exceeds this quantum yield value, then an emitted photon is counted and 
collected in a specified time bin. Transition to the dark state only occurs if the probability 
of populating the dark state (i.e.,             ) is larger than a random number. 
Once in the dark state, the probability of depopulation back to the singlet ground state is 
tested (i.e.,        ) against a random number. In our studies, each simulated blinking 
trace is run for 100 s to simulate the experimental conditions.  
In homogenous systems, blinking data are well defined by first-and second-order 
kinetics. However, in a more heterogeneous system, such as in DSSCs, simple kinetic 
models are insufficient.
39 
Here, we adopt a dispersive kinetics model to describe blinking 
data of single molecules on TiO2 nanoparticles. The Albery model accounts for 
dispersive kinetics by modeling a system with a distribution of activation barriers shown 
as
39
: 
       
      . (8) 
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In this expression,     is a normally distributed set of activations barriers about a mean 
activation barrier    
 
. The spread of the Gaussian distribution is determined by  , where 
the absence of dispersion is represented by a   = 0 and results in first order kinetics. x is a 
random number selected from a Gaussian distribution. When Eqn. 8 is plugged into the 
Arrhenius equation, the resulting kif   values are log-normally distributed: 
        
     (9) 
where     is the average ET rate constant. In our MC simulations we estimate average 
rates constants for FET (   ) and BET (   ,) as input parameters. However, the overall 
rate constants for populations and depopulation (kif) will occur in a log-normal fashion 
according to the Albery Model. The input parameters    ,    , and   are adjusted to 
model blinking dynamics for single molecules on TiO2 and to reproduce the 
corresponding on-time and off-time CDFs. Although CPD is used to analyze 
experimental blinking data, the simulated fluorescence intensity trajectories were 
analyzed using a 20% thresholding technique. The CPD method is optimized to detect 
statistically significant change points in the context of Poisson-distributed photon arrival 
times and dark counts, which are inoperative in the MC simulations. The resulting 
simulated on and off distributions were fit to power-law, Weibull, and log-normal 
distributions in the same manner as the experimental blinking data.  
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First, the combination of power-law 
and log-normal behavior in dye-TiO2 
blinking data is reproducible using MC 
simulations based on the Albery model. 
Figure 8a illustrates a simulated blinking 
trace produced by the MC parameters     = 
10
6
 s
-1
,    = 10
2
 s
-1
, and   = 3. The 
corresponding on-time distribution is 
described by a power law (Figure 8b), and 
the off-time distribution is described by a 
log-normal distribution (Figure 8c). 
Although the functional forms and p-values 
match those of the experiment, these MC 
simulations did not reproduce the correct 
power-law and log-normal fit parameters. 
In order to accurately establish a kinetic 
model for the experimental data, the fit 
parameters should be replicated. Therefore, 
additional work was done to establish the 
impact of the MC parameters    ,    , and 
  on the resulting probability distributions 
and fit parameters.  
 
 
Figure 8. (a) Simulated blinking dynamics 
of R6G on TiO2 obtained using k12 = 1.110
7
 
s
-1
, k21 = 9.110
8
 s
-1
, 23 = 10
6
 s
-1
, 31 = 10
2
 
s
-1
, and   = 3. (b) The simulated on-time 
CCDF (solid line) is overlaid with the best fit 
to a power-law (p = 0.57) corresponding to 
            and tmin = 0.10 s (dashed 
line). (c) The simulated off-time CCDF 
(solid line) is well represented by a log-
normal distribution (p = 0.24) corresponding 
to               and        
     (dashed line). CCDFs were generated 
from 30 MC simulations with 10-ms 
integration-time and 100-s length. 
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2.1.1 Impact of     on Blinking Distributions 
The rate of electron injection from the dye to the TiO2 dark state (FET) is 
represented by the input parameter    . The average rate constant for FET (   )  is 
hypothesized to only impact on times (   ) according to: 
    [(
   
       
)   ]
  
 (10) 
Thus, as     is increased, the average on time should decrease and modify the on-
time fit parameters. Based on Eqn. 10, changes in     should have no impact on the off-
time distribution. For each set of MC parameters, 100 simulations were run using a 10-ms 
time bin and 100-s simulation length (Table 3). MC simulations were also run using a 
10-µs time bin (Table 3, highlighted in pink). As expected, when     is increased, 
shorter on times are observed. Figure 9a shows the on-time distribution for fast FET ( 
    = 1x10
10 
s
-1
), where the high probability for electron injection produced only fast on 
Input Parameters Off times On times 
    (s
-1
)     (s
-1
)   µ σ α tmin (s) 
1x10
3 
1x10
2
 3 -2.27 ± 0.07 1.80 ± 0.05 1.79 ± 0.03 3.21 
1x10
7
 1x10
2
 3 -0.17 ± 0.05 1.99 ± 0.03 2.50 ± 0.04 0.37 
1x10
10
 1x10
2
 3 1.38 ± 0.12 2.00 ± 0.09 NA NA 
1x10
6
 1x10
3
 3 -6.64 ± 0.07 2.67 ± 0.05 4.86 ± 0.04 0.01 
1x10
7
 1x10
3
 3 -6.25 ± 0.07 2.68 ± 0.05 3.90 ± 0.05 0.007 
 
Table 3. Impact of     on blinking distributions. MC simulations were run using input 
parameters    ,     and  . Fits to the simulated blinking distributions are shown. Off times 
are fit by a log-normal distribution, while on times are fit by a power law. MC simulations 
were run using a 10-ms time bin (white) and a 10-µs time bin (pink). 
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Figure 9. On-time distributions for MC simulations for (a)  𝜅  = 1x10
10
 s
-1
 and (b) 𝜅  = 
1x10
3
 s
-1
 . Each circle represents an on-time data point. 
times. In comparison, when     is decreased (    = 1x10
3 
s
-1
), the on-time distribution 
became more distributed as shown in Figure 9b. However, off-time distributions were 
also modified with changes in    , as evidenced by changes to the log-normal parameters 
µ and σ (Table 3). When similar MC simulations were run using a 10-µs time bin (Table 
3, highlighted in pink), the off times and corresponding µ and σ values did not change 
with       Instead, only modifications to the on times occurred with changes in       
The apparent relationship between     and the off-time distribution can be 
attributed to problems associated with the time resolution of the experiment as compared 
to MC simulations. In studies employing the 10-ms time bin, on and off times much 
shorter than 10 ms are not observed and are instead binned together. Therefore, a 10-ms 
time bin results in a time-averaged picture of on and off times, where in reality fs-ms 
events are probably occurring.
40,41
 This time averaging skews the blinking data to 
represent long on and off times more accurately than short times, creating the appearance 
that     influences both on and off times. For example, as     increases, FET becomes 
more favorable and a larger number of off times are produced. A higher number of off 
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times results in a more smoothed distribution at long times, increasing the average dark 
state lifetime and µ. Yet, once the simulation time bin is modified to the submillisecond 
regime, the impact of     on the off times becomes negligible and only changes to the on 
times are observed.  
 
2.1.2 Impact of       on Blinking Distributions 
The rate constant     represents BET in dye-TiO2 systems and is directly related 
to the off times (    ) by: 
     [   ]
   (11) 
Based off of Eqn. 10 and 11, we expect to only see changes in off-time 
distributions with modifications to the MC parameter    . In particular, decreases in the 
average off time, represented by µ, should be observed with increasing    . Indeed, MC 
simulations confirm that     heavily influences the off-time distributions (Table 4). As 
    is increased, the log-normal parameter µ for the off times decreased. However, the 
power-law parameters for the on-time distributions also decreased proportionally 
with     . Interestingly, when the impact of     on blinking distributions is analyzed 
using MC simulations at 10-µs time bin, similar changes to the on- and off-time 
distributions are observed (Table 4, highlighted in pink).  
Changes to the off-time distributions are consistent with Eqn. 11. As     is 
increased, BET becomes increasingly favorable and results in a lower average off time 
and a more negative µ. Additionally we see that there are no changes to σ for the off-time 
distributions, supporting the hypothesis that     only influences the average off time (µ). 
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However, modest changes to the on times (i.e., α and tmin) are observed with decreases in 
      Larger changes to the on times are observed when using a 10-µs time bin, so much  
so that the on-time distribution produces an insignificant p-value for the power law (p = 
0). When submillisecond events are captured using a 10-µs time bin, the on times do not 
exhibit power-law behavior, demonstrating the questionability of the power law in 
blinking dynamics. Therefore, at a 10-ms time bin, modest changes to α and tmin for the 
on times are caused by attempting to fit power laws to distributions that in reality do not 
follow power-law behavior.  
 
2.1.3 Impact of γ on Blinking Distributions 
The MC parameter γ is related to the standard devation of the log-normal 
distribution. High values for γ result in a wide distribution of rate constants for ET and a 
Input Parameters Off times On times 
    (s
-1
)     (s
-1
)   µ σ α tmin (s) 
1x10
7
 1x10
2
 5 -0.1 ± 0.1 2.5 ± 0.1 1.56 ± 0.03 0.08 
1x10
7
 1x10
1
 5 0.4  ± 0.2 2.4 ± 0.2 1.41 ± 0.03 0.03 
3x10
7
 1x10
2
 3 0.52 ± 0.07 2.05 ± 0.05 2.67 ± 0.05 0.13 
3x10
7
 1x10
1
 3 1.4 ± 0.1 1.98 ± 0.09 2.43 ± 0.08 0.06 
1x10
6
 1x10
3 
3 -6.64 ± 0.07 2.67 ± 0.05 4.86 ± 0.04 0.01 
1x10
6
 1x10
1
 3 -5.6 ± 0.5 3.0 ± 0.3 2.1 ± 0.1 0.0001 
Table 4:  Impact of     on blinking distributions. MC simulations were run using input 
parameters     ,     and  . Fits to the simulated blinking distributions are shown. Off 
times are fit by a log-normal distribution, while on times are fit by a power law. MC 
simulations were run using a 10-ms time bin (white) and a 10-µs time bin (pink).  
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corresponding large dispersion of on and off times. However, γ should not impact 
average ET rates. For example, an increase in γ should widen the distribution of off times 
and increase log-normal parameter σ, but not impact µ. MC simulations preformed using 
a 10- ms time bin demonstrate that larger γ values produced more dispersed on and off 
times (Table 5). In particular, as γ is increased, the resulting off times produced log-
normal distributions with larger σ values.  However, an increase in γ also produced a 
decrease in µ values. MC simulations using a 10-µs time bin support the hypothesis that γ 
exclusively controls σ for the off-time distributions (Table 5, highlighted in pink).  Once 
again we see that including submillisecond dynamics using 10-µs MC simulations 
circumvents artificial changes to the blinking distributions.  
The aforementioned MC simulations demonstrate that the parameters    ,    , 
and   directly influence specific CDF fit parameters. Once the time resolution is 
accounted for, changes in    , corresponding to FET, show modifications to the power- 
Input Parameters Off times On times 
   (s
-1
)     (s
-1
)   µ σ α tmin 
5x10
7
 1x10
2
 2.5 1.26 ± 0.04 1.66 ± 0.05 2.58 ± 0.06 0.05 
5x10
7
 1x10
2
 3 0.9 ± 0.8 1.92 ± 0.05 2.81 ± 0.03 0.05 
5x10
7
 1x10
2
 5 0.7 ± 0.2 2.4 ± 0.1 1.67 ± 0.04 0.08 
1x10
6
 1x10
3
 3 -6.64 ± 0.07 2.67 ± 0.05 4.86 ± 0.04 0.01 
1x10
6
 1x10
3
 3.5 -6.75 ± 0.08 3.26 ± 0.06 4.52 ± 0.03 0.01 
Table 5:   Impact of     on blinking distributions. MC simulations were run using input 
parameters    ,    and  . Fits to the simulated blinking distributions are shown. Off times 
are fit by a log-normal distribution, while the on times are fit by a power law. MC 
simulations were run using a 10-ms time bin (white) and a 10-µs time bin (pink). 
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law fit parameters for on-time distributions. Increases in    , corresponding to BET, 
result in more positive values of µ corresponding to an increase in the geometric mean of 
the off-time distribution. Finally, the value of   is directly proportional the standard 
deviation (σ) of the off-time distributions. Now that the systematic relationships among 
MC input parameters and resulting CDF fit parameters is established, we can establish 
which set of    ,    , and   will best reproduce the experimental blinking distributions 
for R6G, RB, and 5-ROX on TiO2. 
 
2.2 MC Simulations of Dye-TiO2 Blinking Dynamics 
With an understanding of how    ,    , and   impact blinking distributions, we 
use MC simulations to reproduce the experimental fit parameters for rhodamines on 
TiO2. Initial estimates of     and     were predicted by calculations using Eqns. 10 and 
11, respectively, and adjusted based on the control experiments from chapter 2.1. Using 
this approach, we simulated the on-time and off-time distributions for R6G, RB, and 5-
ROX on TiO2 with on-time and off-time fit parameters that match the experimental data. 
The results of the MC simulations are plotted with the experimental data in Figure 10. 
Blinking data of R6G on TiO2 was best reproduced by the MC parameters     =  8x10
2
 s
-
1
,     = 0.13 s
-1
, and    . In comparison, RB on TiO2 was reproduced by the MC 
parameters     = 1.9x10
3
 s
-1
,      =  0.24 s
-1
, and      . The similarity in   for both RB 
and R6G supports the previous hypothesis that both dyes have a comparable dispersion of 
ET rate constants. As expected, 5-ROX was reproduced by different MC parameters:  
    =  8x10
2
 s
-1
,      =  0.05 s
-1
, and      . These results support that the 5-ROX/TiO2  
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system exhibits slower BET and 
contains a higher dispersion of ET 
rates relative to RB and R6G.  
Although the experimental 
fit parameters were reproduced 
(Table 6), these MC simulations 
present two new concerns. First, the 
simulated log-normal distributions 
have p-values that are zero, 
inconsistent with the experimental 
results. Second, our MC input 
parameters represent ET rates on the 
millisecond to second timescale, 
which are inconsistent with 
previously reported FET and BET 
times that range from femtoseconds 
to microseconds.
33,42
 We 
hypothesize that both of these 
discrepancies can be resolved by 
either improving the time resolution 
or adjusting MC input parameters 
(   ,    )  to sub millisecond 
timescales. We first focus on  
 
Figure 10. On-time (red) and off-time (blue) 
blinking distributions for (a) RB, (b) R6G, and 
(c) 5-ROX. Experimental data (dashed line) is 
plotted against the MC simulated data (solid 
line).  
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improving the time bin to simulate femtosecond to microsecond events and produce 
accurate fits. The time bin is essentially the time resolution of an experiment. During a 
blinking measurement, each measured intensity point represents the number of photons 
collected within the time bin (i.e., 10 ms). Our previous MC results demonstrated the 
impact of time bin on the on-time and off-time distributions, which now raises concern 
about the time bin of the experiment. Wu et al. reported microsecond BET rates in single 
dye molecules on TiO2 nanoparticle films.
31
 Even though ET dynamics are occurring at 
these fast timescales, the experimental time bin restricts our observations to the 10-ms 
timescale. To address this concern, we conduct further studies on the impact of time bin 
 Input Parameters Off times On times 
    (s
-1
)    (s
-1
)   µ σ α tmin (s) 
R6G/TiO2 8x10
2
 0.13 1 
1.24 ± 0.05 
(1.09 ± 0.07) 
1.52 ± 0.04 
(1.45 ± 0.5) 
2.67 ± 0.05 
(2.22 ± 0.05) 
1.44 
(0.76) 
RB/TiO2 1.9x10
3
 0.24 1.1 
0.77 ± 0.04 
(0.7 ± 0.1) 
1.58 ± 0.03 
(1.56 ± 0.09) 
2.57 ± 0.04 
(2.53 ± 0.06 
0.70 
(0.66) 
5-ROX/TiO2 8x10
2
 0.05 1.5 
1.6 ± 0.1 
(1.7 ± 0.1) 
1.63 ± 0.07 
(1.77 ± 0.07) 
2.17 ± 0.06 
(2.24 ± 0.05) 
1.19 
(1.83) 
 
Table 6. Shows the best estimates of MC input parameters    ,    , and   for simulations of R6G, 
RB, and 5-ROX on TiO2. Corresponding off times are fit by a log-normal distribution, while the 
on times are fit by a power law. Values in parenthesis are the original fit parameters for the 
experimental data. For each set of MC input parameters, 100 simulations were run using a 10-ms 
time bin and100 s simulation length.  
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on experimental blinking data to determine if sub-millisecond dynamics are generating 
problematic MC input parameters. 
 
2.3 Impacts of Time Bin on Fit Parameters 
Using a 10-ms time bin only allows for the collection of on and off times longer 
than 10 ms, hiding a significant portion of times occurring at sub-millisecond timescales. 
The influence of time bin on blinking analyses has previously been explored in studies of 
semiconductor nanocrystals, where improper choice of time bin introduced an artificial 
time scale.
43
 Additionally, the choice of time bin especially impacted the on-time 
probability distributions. In the final part of this thesis, we analyzed the effects of time 
bin on blinking distributions over two to three orders of time. First, both the experimental 
and simulated data are binned to poorer time resolutions (i.e., 100 ms) to reveal problems 
associated with increased time bin. To simulate the impact of increasing time resolution 
on blinking studies, MC simulations were run at <10-ms time bins. Unfortunately the 
experimental time resolution is limited to 10 ms and cannot be analyzed with < 10-ms 
resolution.  
To investigate the impact of time bin on dye-TiO2 interfaces, the experimental 
R6G on TiO2 blinking data, originally measured using a 10 ms time bin, was rebinned 
using MATLAB at a 100-ms time bin. The new 100- ms blinking traces were analyzed 
with CPD and fit using the MLE/KS method. The increase in time bin by an order of 
magnitude produced changes in the fit parameters for both the on-time and off-time 
distributions (Table 7). The experimental on times for R6G on TiO2 using a 10-ms time 
bin are characterized by a power law (tmin = 0.76 s, α = 2.22). In comparison, the on times  
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from the same data with a 100-ms the time bin are fit a power law with higher tmin (4.33 
s) and α (2.47) values. The off-time-distribution parameters for the R6G on TiO2 were 
significantly modified using the 100-ms time bin (µ = 1.9, σ = 1.19) relative to the  
original 10-ms time bin (µ = 1.1, σ = 1.45). These results show that modifications to the 
time bin introduce significant changes to the fits of the blinking distributions. To further 
test the impact of decreased time resolution on blinking data, MC simulations were run 
 1 ms 10 ms 100 ms 
Experimental R6G/TiO2 ON 
(power law) 
 
N/A 
 
α = 2.22 ± 0.05 
tmin = 0.76 s 
p = 0.22 
α = 2.47 ± 0.05 
tmin = 4.33 s 
p = 0.17 
Experimental R6G/TiO2 OFF 
(log-normal) 
 
N/A 
 
µ = 1.09 ± 0.07 
  = 1.45 ± 0.05 
p = 0.25 
µ = 1.95 ± 0.09 
  = 1.19 ± 0.06 
p = 0.18 
Simulated R6G/TiO2ON 
(power law) 
α = 2.59 ± 0.05 
tmin = 1.47 s 
p = 0.931 
α = 2.67 ± 0.05 
tmin = 1.44 s 
p = 0.67 
α = 2.61 ±  0.05 
tmin = 1.70 s 
p = 0.169 
SimulatedR6G/TiO2 OFF 
(log-normal) 
µ = 1.24 ± 0.05 
  = 1.49 ± 0.04 
p = 0.0 
µ = 1.24 ± 0.05 
  = 1.51 ± 0.04 
p = 0.0 
µ = 1.41 ± 005 
  = 1.36 ± 0.03 
p = 0.0 
Table 7. The impact of time bin on experimental and simulated blinking distributions. The 
experimental R6G/TiO2 data (white) using 10-ms and 100-ms time bins. MC simulated 
R6G/TiO2 data (pink) using 1-ms, 10-ms, and 100-ms time bins.  Resulting power-law fits 
to the on times and p-values are shown. Resulting log-normal fits to the off times and p-
values are shown.  N/A: the experimental data for R6G on TiO2 (10-ms time bin) cannot be 
rebinned using a 1 ms. 
 
 
34 
 
using the R6G/TiO2 input parameters     = 8x10
2
 s
-1
,     = 0.13 s
-1, and γ = 1 with a 
100-ms time bin. Consistent with the experimental data, an increase in time bin produced 
modifications in tmin for the on-time distributions as well as µ and σ for the off-time 
distributions (Table 7, highlighted in pink). Increasing the time bin from 10 ms to 100 ms 
decreased the range of measurable off times, represented by a decrease in σ. As expected, 
the geometric mean of the off times (µ) produced using a 100-ms time bin is higher than 
that of the 10-ms time bin. These results demonstrate the time averaging effects of time 
bin, especially for the off times. Therefore, MC simulations show that when limited by 
the experimental time resolution (10 ms), fit parameters can only provide a relative 
comparison of FET and BET rates. More notably, these results show that the functional 
form of the blinking distributions is preserved with changes to time bin. For the 
experimental data of R6G on TiO2, the power-law and log-normal p-values are consistent 
when using time bins that span two orders of magnitude. Similarly, the MC simulated 
R6G/TiO2 data show consistent p-values over three orders of magnitude in time. 
Therefore, although FET and BET rates are relative, valuable information can be gained 
about the physical system and relative ET kinetics of single dye molecules on TiO2 
nanoparticles.  
 
2.4 Physical Origins of Probability Distributions in Blinking Dynamics 
MC results demonstrate that determining the functional form of the experimental 
on and off times is accurately accomplished using MLE/KS, even with a 10-ms time bin. 
The MLE/KS analysis of blinking dynamics for R6G and RB on TiO2 demonstrates that 
in general, the on times are power-law distributed and the off times are log-normally 
 
 
35 
 
distributed. Additionally, MC simulations based on the Albery Model successfully 
reproduce the blinking distributions (Figure 8) of the experimental data. The Albery 
Model represents dispersed kinetics in heterogeneous systems based on a log-normal 
distribution of ET rates. The observed dispersed kinetics of blinking dynamics is 
consistent with the heterogeneity present in dye sensitized TiO2 films. The variety of size 
and shape in TiO2 nanoparticles accounts for a distribution of electronic environments for 
dye molecules, resulting in a dispersion of activation barriers to ET.  
According to the Albery model, the on times are a convolution of dark state 
population (    ) and emission dynamics (    ), which are known to be complex. 
Therefore, the on times are not restricted to log-normal behavior. Indeed, power-law 
distributed on times are consistently observed in our experimental and simulated blinking 
data. Although the literature frequently reports power-law behavior for single-emitter 
ET,
15,18,19
 we demonstrate that the experimental time bin (10 ms) can obscure blinking 
distributions to appear power law. For example, as short times are lost to time averaging, 
blinking distributions become increasingly heavy tailed and power law. However, the 
actual underlying blinking statistics may not be power law at all, supported by the 
observation that the power law is only operative for approximately 15% of the on-time 
data for R6G, RB, and 5-ROX on TiO2. These results reveal the complexity of on time 
kinetics and motivate further single-molecule and MC-simulation studies to probe FET 
dynamics at even faster timescales. 
Previous studies of single emitters utilizing the MLE/KS method have reported 
blinking statistics characterized by the log-normal distribution. Similarly, the off times of 
RB and R6G on TiO2 produced significant p-values for the log-normal distribution. Our 
 
 
36 
 
MC simulation studies demonstrate that the observation of log-normal blinking 
distributions is attributed to the Albery model of ET. Accordingly, the fit parameters of 
the log-normal distribution for the off times provide insight into the underlying BET 
dynamics. Previous work has shown that the log-normal parameter µ is dependent on the 
initial state of the system where larger values of µ reflect a higher barrier for ET.
34
 The 
fitting results in Table 2 show that µ is influenced by changes in the sensitizing dye, 
representing the dependence of ET on the thermodynamic driving force (   ). A 
comparison of the log-normal distributions for the off times of RB (µ = 0.70) and R6G (µ 
= 1.10) indicates that R6G has a higher barrier to BET relative to RB. The second log-
normal parameter, σ, represents the random variability and dispersion of ET rates. Unlike 
µ, values for σ are comparable within error for RB (σ = 1.56) and R6G (σ = 1.45) on 
TiO2. Given the similar values of σ, we expect that the dispersion of BET rates is the 
same for RB and R6G. Although the off-time distributions of 5-ROX on TiO2 produced 
insignificant log-normal p-values, an analysis of µ and σ still provides valuable 
information about the mean and dispersion of the off-time distribution. In comparison to 
RB and R6G, 5-ROX on TiO2 (µ = 1.71, σ = 1.7) has the highest activation barrier to 
BET. Additionally, the value for σ is larger relative to RB and R6G, suggesting a 
different underlying random process for more dispersed BET rates. 
RB and R6G both have sterically hindered functional groups that inhibit covalent 
binding to TiO2.
36
 Therefore, it is likely that RB and R6G are physisorbed to the TiO2 
surface and experience comparable electronic coupling to TiO2 that results in similar ET 
kinetics and corresponding log-normal distributions. In comparison, 5-ROX exhibits very 
different blinking behavior suggesting a significant change in ET mechanisms. 5-ROX 
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has an unhindered carboxylic-acid group that can covalently bind to TiO2. Previous 
studies have observed that an increase in electron delocalization occurs upon covalent 
binding, which increases the activation barrier to BET.
36
 Additionally, subpopulations of 
5-ROX may not be covalently bonded to TiO2, creating a wide range of electronic 
environments and BET rates. Therefore, our blinking studies suggest that out of all three 
dyes, 5-ROX is the best dye for minimizing BET and increasing efficiency within 
DSSCs. These results motivate additional single-molecule studies of molecular 
orientation and dye/TiO2 attachment to probe to subpopulation of covalently bonded 5-
ROX that may account for unfavorable BET in DSSCs. 
 
2.5 MC Simulations of fs-s ET Dynamics 
   In this thesis, blinking studies demonstrate that rate constants for FET and BET 
are log-normally distributed based on the Albery Model. Even though a relative 
comparison of ET rates is provided, we have yet to establish the exact ET rates in dye-
TiO2 systems. Based on previous MC simulations, the estimated rates for FET and BET 
for rhodamine dyes on TiO2 exhibit ms-s timescales which are inconsistent with literature 
values that range from femtoseconds to milliseconds. Therefore, additional MC 
simulation studies were performed to produce blinking behavior that is representative of 
reported femtosecond to second timescales. First, we tested the hypothesis that sub-
millisecond are observed when using a time bin smaller than 10 ms. The MC simulations 
of R6G on TiO2 from chapter 2.3 were performed using a 1-ms time bin.  However, 
improving the time bin to 1 ms did not show changes in the blinking distribution (Table 
7, highlighted in pink). Since the estimated MC input parameters were based on the 
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experimental R6G/TiO2 blinking data (i.e., 10-ms time bin),     and     were too slow to 
produce times less than 10 ms. These results show that decreasing the time bin to 1 ms 
did not capture any additional blinking times that would modify the distribution 
compared to the 10-ms time bin. Therefore, adjusting the time bin is not the solution for 
producing femtosecond to second blinking times. Consequently we turn our focus to the 
MC input parameters. In our studies, MC parameters, based on previously reported FET 
and BET rates, 
44 
 were set at    = 1x10
9
 s
-1
 and    = 1x10
3
 s
-1
. In order to produce ET 
rates in the femtosecond to second timescale, the width of the distribution was set at γ = 
10 and the time bin was set to 10 ms. MC simulations produced blinking distributions 
comparable with the experimental data. In particular, 19% of the on-time distribution is 
best fit by a power law (tmin= 0.16 s, α = 1.41 ± 0.04, p = 0.008) while the off-time 
distribution is characterized by a log-normal distribution (µ = 0.7 ± 0.3, σ = 2.3 ± 0.2, p = 
0.02). The results show that MC simulations can produce similar blinking distributions 
from very different MC parameters. Does this mean there are many combinations of MC 
parameters that can represent the same blinking data? Fortunately, the robust MLE/KS 
analysis indicates that an MC simulation is insignificant if the fit p-values match that of 
the experimental data, but the fit parameters are inconsistent, and visa-versa. In 
comparison to previous MC simulations (Table 6), our new combination of FET and 
BET rates are consistent with literature values, and despite low p-values, the off-time 
distributions give non-zero p-values suggesting a better match to the experimental data . 
Therefore, MC simulations with      = 1x10
9
 s
-1
,     = 1x10
3
 s
-1, and γ = 10 provide a 
promising starting point for future MC simulation studies. These results strongly motivate 
further MC simulation studies to establish the combination of MC parameters that 
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accurately reproduce the experimental data. Not only can we then conduct a relative 
comparison of BET and FET rates in dye-TiO2 systems, but also begin to estimate the 
exact rates for ET. Finally, the combined experimental and simulation results motivate 
probing     and    using spectroscopic techniques with improved time resolution to 
capture data on the femtosecond to second timescales. Future investigations will involve 
using time-correlated single photon counting to probe BET and FET kinetics at the 
picosecond timescale. 
 
 CONCLUSION 
 In this thesis, the blinking dynamics of rhodamine dyes on TiO2 films were 
analyzed using single-molecule spectroscopy. Our results reveal new insights about the 
blinking statistics of single molecules on TiO2. By using the statistically robust MLE/KS 
analysis on blinking distributions, we demonstrate that the universal power law 
distribution only characterizes 10-15% of the on-time blinking distributions. More 
notably, the off-time distributions are not well represented by power law at all, and 
instead are characterized by log-normal distributions. These results emphasize the 
effectiveness of the MLE/KS method to accurately establish functional fits and 
corresponding kinetic models of single-molecule blinking dynamics. MC simulations 
provide insight into the dispersive kinetic models that drive the ET dynamics in 
rhodamine dyes on TiO2. We demonstrate that the Albery model reproduces blinking 
dynamics corresponding to a combination of power-law and log-normal distributions 
observed in R6G, RB, and 5-ROX on TiO2. These results support the hypothesis that the 
rate constants for FET and BET are log-normally distributed, consistent with a Gaussian 
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distribution of activation energies. Based on the Albery model, we establish that 
molecules of 5-ROX on TiO2 have the largest thermodynamic driving force for BET and 
dispersion of BET rates. 5-ROX’s ability to covalently bind to TiO2 inhibits BET and 
motivates further SMS studies to probe molecular orientations and covalent attachment.  
However, inconsistencies between the timescales of our experimental data (millisecond 
to second) and those of previous photophysical studies (femtosecond to microsecond) 
motivated further analysis of time resolution. MC simulations show the ET rates deduced 
from blinking data obtained with a 10-ms time bin do reveal sub-millisecond events. 
Instead, MC simulations reproduce the experimental blinking distributions well when ET 
rates are set at nanosecond to millisecond timescales. Additional work is under way to 
establish the MC input parameters that produce accurate blinking simulations of RB, 
R6G, and 5-ROX on TiO2. Future investigations will involve ultrafast spectroscopic 
techniques in combination with MC simulations to probe the FET and BET kinetics 
exhibited by single-dye molecules on TiO2. 
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APPENDICES  
 Appendix A 
 Dyes on Glass 
To understand the effects of dye ET 
dynamics in the presence of TiO2, 
corresponding control experiments were 
performed with the dyes on an insulator. 
Blinking dynamics of each dye were taken on 
bare glass to measure mechanism in the 
absence of TiO2. False-colored fluorescence 
images of the dyes on TiO2 and on glass were 
taken to measure emission intensity and 
fluorescent spot size. Figure A.1. shows a 
comparison of false-colored fluorescence 
images of single R6G molecules on TiO2 and 
glass. The emission intensity of R6G is 
significantly increased on glass relative to 
TiO2.Since emission intensity is directly 
related to the time a molecule is a fluorescent 
state, these results support that dyes near TiO2 
undergo a more rapid ET to a non-emissive state.
14, 21
 Additionally, R6G single molecules 
on TiO2 appear pixelated compared to the more circular shape of the R6G single 
molecules on glass. This pixilation shows that non-emissive events beyond the 10-ms 
 
Figure A.1. False-colored 8×8 μm2 
images of the fluorescence from 10
-9
 M 
R6G on (a) TiO2 and (b) glass, obtained 
using 532-nm excitation and laser 
powers (Pexc) of 8.2 µW and 0.73 µW 
for TiO2 and glass substrates, 
respectively. Color scale corresponds to 
counts per 50 ms. The emission 
intensities of R6G molecules are 
substantially decreased on TiO2 relative 
to glass, consistent with electron 
injection to TiO2 to populate a non-
emissive state of the molecule. 
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integration-time of the experiment are observed, again supporting fast electron injection 
from the dye in the presence of TiO2. Another important point of comparison is the 
number of emissive events observed for dyes on glass versus TiO2. RB molecules on bare 
glass measured 1321 on events compared to the 769 on events from 70 RB molecules on 
TiO2. The number of on times is larger by a factor of two on glass relative to TiO2 and 
this increase is also observed for R6G and 5-ROX as well. Fast ET from the dye in the 
presence of TiO2 accounts for this large decrease in observed on events for dyes on TiO2. 
The control experiments on bare glass confirm that ET between the dye and TiO2 are 
being observed on the single molecule level. 
 
Appendix B 
Robust Statistical Analysis of Dyes on Glass 
The MLE/KS method was also applied to the corresponding control experiments 
of dyes on bare glass and best fits are shown in Table B.1. It is expected that in the 
absence of TiO2, the dyes would follow a different electron injection mechanism, 
resulting in a different CDF fit to the distribution of data. Indeed this difference is 
observed; the on-time distributions for R6G, RB, and 5-ROX on bare glass results in p-
values < 0.05 for all three test functions (Table B.1). While there is no quantitative 
measure of the difference between on times for dyes on glass versus on TiO2, the lack of 
power-law behavior suggests different ET kinetics in the absence of TiO2. The analysis of 
the off-time distributions for dyes on glass present a more complex comparison to dyes 
on TiO2. The off-time distribution for RB on glass is well represented by a log-normal 
distribution (µ = 0.7 ± 0.1 and   = 1.52±0.09) with a p-value of 0.69, matching the fitting  
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 Fit Parameters P-Value 
 Power-law 
   
    
(
 
    
)   
Log-normal 
 
  √  
 
 
(  ( )  ) 
    
 
Power-law 
 
Log-normal 
 
RB Glass On 
α= 2.04 ± 0.03 
tmin= 0.71 s 
 
µ = - 1.58 ± 0.04 
  = 1.46 ±  0.03 
5.30x10
-4 
0 
  
RB Glass Off 
α = 1.97 ± 0.07 
tmin = 3.27 s 
 
µ=0.70 ± 0.1 
 =1.52 ±  0.0856 
0.0299 0.6975 
 
R6G Glass On 
Α = 1.81 ± 0.03 
tmin = 0.16 s 
µ = -1.49 ±0.04 
  = 1.33 ± 0.03 
0 0 
 
R6G Glass Off 
α = 2.21± 0.09 
tmin = 4.3 s 
µ = 0.5± 0.1 
  =1.6 1± 0.09 
0.0499 0.2204 
5-ROX Glass on α = 2.02±0.03 
tmin = 1.12 s 
µ= -1.07 ± 0.04 
 =1.54 ± 0.03 
0.0290 0 
5-ROX Glass 
off 
α = 2. 8± 0.1 
tmin = 30.20 s 
µ = 1.2  ±0.1 
  = 1.74 ± 0.07 
0.1320 0.0180 
 
Table B.1. Dyes on glass best-fit parameters and p-values for power-law and log-normal 
distributions. Errors represent one standard deviation. Statistically-significant p-values are in 
bold. 
 results of RB on TiO2 (µ = 0.7 ± 0.1,   = 1.56 ± 0.09, and p = 0.67). Conversely, the off-
time distributions for R6G and 5-ROX on glass are not similar to those on TiO2. R6G on 
glass is characterized by a log-normal distribution (µ = 0.52 ±0 .12,    = 1.61 ± 0.09, and 
p = 0.224), where the parameter µ differs by about a factor of two in R6G on TiO2 (µ = 
1.09 ± 0.07). Because µ is proportionally related to the lifetime of the dark state, the 
MLE/KS analysis shows that R6G BET from the dark state is slower in the presence of 
TiO2. Finally, the off-time distribution of 5-ROX on glass is not well characterized by the 
log-normal (p = 0.018), but has a significant p-value for the power-law distribution. 
However, the off-time distribution for 5-ROX has a tmin = 30.20 s, and disregards too 
much the empirical data for power law to be a significant fit. The fact that the off-time 
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distributions for 5-ROX on glass versus on TiO2 are not characterized by the same CDF 
suggest that the ET dynamics of 5-ROX are highly affected by the presence of TiO2.  
 
Appendix C 
MATLAB codes for log-normal MLE analysis 
function [A, B]=lognormfit(x, varargin) 
% LOGNORM fits a weibull distributional model to data 
% 
%    Lognormfit(x) estimates A (alpha)and B(beta) according to maximum 
likelihood 
%    estimation (MLE) 
%Using the log-likelihood gives two equations for A and B.  
%this code is only applicable to discrete data sets 
  
  
%    Note that this procedure gives no estimate of the uncertainty of 
the 
%    fitted parameters, nor of the validity of the fit. 
  
vec     = []; 
sample  = []; 
xminx   = []; 
limit   = []; 
finite  = false; 
nosmall = false; 
nowarn  = false; 
  
% parse command-line parameters; trap for bad input 
i=1; 
while i<=length(varargin), 
    argok = 1; 
    if ischar(varargin{i}), 
        switch varargin{i}, 
            case 'range',        vec     = varargin{i+1}; i = i + 1; 
            case 'sample',       sample  = varargin{i+1}; i = i + 1; 
            case 'limit',        limit   = varargin{i+1}; i = i + 1; 
            case 'xmin',         xminx   = varargin{i+1}; i = i + 1; 
            case 'finite',       finite  = true; 
            case 'nowarn',       nowarn  = true; 
            case 'nosmall',      nosmall = true; 
            otherwise, argok=0; 
        end 
    end 
    if ~argok, 
        disp(['(PLFIT) Ignoring invalid argument #' num2str(i+1)]); 
    end 
    i = i+1; 
end 
if ~isempty(vec) && (~isvector(vec) || min(vec)<=1), 
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    fprintf('(PLFIT) Error: ''range'' argument must contain a vector; 
using default.\n'); 
    vec = []; 
end; 
if ~isempty(sample) && (~isscalar(sample) || sample<2), 
    fprintf('(PLFIT) Error: ''sample'' argument must be a positive 
integer > 1; using default.\n'); 
    sample = []; 
end; 
if ~isempty(limit) && (~isscalar(limit) || limit<min(x)), 
    fprintf('(PLFIT) Error: ''limit'' argument must be a positive 
value >= 1; using default.\n'); 
    limit = []; 
end; 
if ~isempty(xminx) && (~isscalar(xminx) || xminx>=max(x)), 
    fprintf('(PLFIT) Error: ''xmin'' argument must be a positive value 
< max(x); using default behavior.\n'); 
    xminx = []; 
end; 
  
% reshape input vector 
x = reshape(x,numel(x),1); 
  
% select method (discrete or continuous) for fitting 
if     isempty(setdiff(x,floor(x))), f_dattype = 'INTS'; 
elseif isreal(x),    f_dattype = 'REAL'; 
else                 f_dattype = 'UNKN'; 
end; 
if strcmp(f_dattype,'INTS') && min(x) > 1000 && length(x)>100, 
    f_dattype = 'REAL'; 
end; 
%Code of after this point was rewritten by Alana Ogata, July 2012 based 
off 
%of Clauset Code PLFIT 
  
% Estimating Alpha and Beta parameters for lognormal function 
A1 = []; 
A2 = []; 
A = []; 
B = []; 
b = []; 
j = 1; 
H = []; 
k = 0; 
k1 = 0; 
t = 1; 
flag = 0; 
n = length(x); 
% Code after this point was written by Alana Ogata, July 2012 
%based off of Clauset code PLFIT 
  
  
    A(j)=(sum(log(x)))/n; %mew(u) from MLE calculations 
  
    B(j)=(sum(((log(x)-A(j)).^2)))/n;%sigma squared (r^2) from MLE 
    R=(sum(((log(x)-A(j)).^2))); 
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 AE=sqrt((B)/n) %standard error of A) 
%after loop is done, there are 98 values of A with corresponding value 
of B 
%and Dvalue. D-value represents deviation of fit from the data, so the 
%parameter pair with the smallest D value means it has the least 
deviation 
%and is the best fit 
  
A=A(j); 
  
B=sqrt(B(j)); 
BE=sqrt((-(B^4))/((n*(B^2))-3*R)) %standard error of B 
  
 
Lognormplot:plots log-normal distribution model with empirical data 
 
function [cf,h]=lognormplot(x, A, B) 
% Lognormplot visualizes a lognormal distributional model with 
empirical data. 
%only applicable to discrete data sets 
% reshape input vector 
x = reshape(x,numel(x),1); 
% initialize storage for output handles 
h = zeros(2,1); 
  
% select method (discrete or continuous) for plotting 
if     isempty(setdiff(x,floor(x))), f_dattype = 'INTS'; 
elseif isreal(x),    f_dattype = 'REAL'; 
else                 f_dattype = 'UNKN'; 
end; 
if strcmp(f_dattype,'INTS') && min(x) > 50, 
    f_dattype = 'REAL'; 
end; 
  
  
switch f_dattype, 
     
    case 'REAL', 
        %Code of after this point was rewritten by Alana Ogata, July 
2012 based off 
        %of Clauset Code PLFIT 
        n = length(x); 
        c = [sort(x) (n:-1:1)'./n]; %CDF as summation directly from 
data(plotted as blue circles) 
        q = sort(x(x>=0)); 
%cf=[q 1-logncdf(x,A,B)]; %from matlab function works 
%cf=[q (.5/B)*erfc((-1/sqrt(2))*(log(x)-A)/B)]%from pchem journal, does 
not 
%work 
%cf=[q 1-(.5*(1+erf((log(x)-A)/(B*sqrt(2)))))] %works 
cf=[q 1-(.5*erfc(((-1/sqrt(2))*(log(x)-A))/(B)))]; 
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       % cf = [q (.5*(erf((-(log(x)-A)/(((sqrt(2)))*(B))))))] %eq.14 
Riley-CDF using integration of Weibull probability distribution 
(plotted as red dashed line) 
       cf(:,2) = cf(:,2) .* c(find(c(:,1)>=0,1,'first'),2); 
         
        %graph,axis,plotting details 
        figure; 
        h(1) = 
loglog(c(:,1),c(:,2),'bo','MarkerSize',8,'MarkerFaceColor',[1 1 1]); 
hold on; 
        h(2) = loglog(cf(:,1),cf(:,2),'--r','LineWidth',3); hold off; 
        xr  = [10.^floor(log10(min(x))) 10.^ceil(log10(max(x)))]; 
        xrt = (round(log10(xr(1))):2:round(log10(xr(2)))); 
        if length(xrt)<4, xrt = 
(round(log10(xr(1))):1:round(log10(xr(2)))); end; 
        yr  = [10.^floor(log10(1/n)) 1]; 
        yrt = (round(log10(yr(1))):2:round(log10(yr(2)))); 
        if length(yrt)<4, yrt = 
(round(log10(yr(1))):1:round(log10(yr(2)))); end; 
        set(gca,'XLim',xr,'XTick',10.^xrt); 
        set(gca,'YLim',yr,'YTick',10.^yrt,'FontSize',16); 
        ylabel('CDF:S(t)','FontSize',16); 
        xlabel('Time(s)','FontSize',16) 
        cf=[]; 
    case 'INTS', 
        n = length(x); 
        q = unique(x) 
        c = hist(x,q)'./n; 
        b=1-[0;cumsum(c)] 
        c = [[q; q(end)+1] 1-[0; cumsum(c)]]; c(c(:,2)<10^-10,:) = [] 
        cf = ((xmin:q(end))'.^-alpha)./(zeta(alpha) - sum((1:xmin-1).^-
alpha)); 
        cf = [(xmin:q(end)+1)' 1-[0; cumsum(cf)]]; 
        cf(:,2) = cf(:,2) .* c(c(:,1)==xmin,2); 
         
        figure; 
        h(1) = 
loglog(c(:,1),c(:,2),'bo','MarkerSize',8,'MarkerFaceColor',[1 1 1]); 
hold on; 
        h(2) = loglog(cf(:,1),cf(:,2),'k--','LineWidth',2); hold off; 
        xr  = [10.^floor(log10(min(x))) 10.^ceil(log10(max(x)))]; 
        xrt = (round(log10(xr(1))):2:round(log10(xr(2)))); 
        if length(xrt)<4, xrt = 
(round(log10(xr(1))):1:round(log10(xr(2)))); end; 
        yr  = [10.^floor(log10(1/n)) 1]; 
        yrt = (round(log10(yr(1))):2:round(log10(yr(2)))); 
        if length(yrt)<4, yrt = 
(round(log10(yr(1))):1:round(log10(yr(2)))); end; 
        set(gca,'XLim',xr,'XTick',10.^xrt); 
        set(gca,'YLim',yr,'YTick',10.^yrt,'FontSize',16); 
        ylabel('Pr(X \geq x)','FontSize',16); 
        xlabel('x','FontSize',16) 
         
    otherwise, 
        fprintf('(PLPLOT) Error: x must contain only reals or only 
integers.\n'); 
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        h = []; 
        return; 
end; 
cf=[]; 
 
 
 
Lognormpva: calculates p-value for the given log-normal fit to the data 
 
function [p,gof]=lognormpva(x, A,B, varargin) 
% LOGNORMPVA calculates the p-value for the given Lognormal fit to some 
data. 
%synthetic data sets are made through random number generator 
%each synthetic data set goes through lognormfit calculations to 
calculate new 
%Dsynth value 
% 
%tmin-lowest value in the original data set 
% 
% Notes: (based on Clauset plpva code, but still applicable to 
lognormpva) 
% 
% 1. In order to implement the integer-based methods in Matlab, the 
numeric 
%    maximization of the log-likelihood function was used. This 
requires 
%    that we specify the range of scaling parameters considered. We set 
%    this range to be [1.50 : 0.01 : 3.50] by default. This vector can 
be 
%    set by the user like so, 
% 
%       p = plpva(x, 1,'range',[1.001:0.001:5.001]); 
% 
% 2. PLPVA can be told to limit the range of values considered as 
estimates 
%    for xmin in two ways. First, it can be instructed to sample these 
%    possible values like so, 
% 
%       a = plpva(x,1,'sample',100); 
% 
%    which uses 100 uniformly distributed values on the sorted list of 
%    unique values in the data set. Second, it can simply omit all 
%    candidates above a hard limit, like so 
% 
%       a = plpva(x,1,'limit',3.4); 
% 
%    Finally, it can be forced to use a fixed value, like so 
% 
%       a = plpva(x,1,'xmin',1); 
% 
%    In the case of discrete data, it rounds the limit to the nearest 
%    integer. 
% 
% 3. The default number of semiparametric repetitions of the fitting 
% procedure is 1000. This number can be changed like so 
% 
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%       p = plvar(x, 1,'reps',10000); 
% 
% 4. To silence the textual output to the screen, do this 
% 
%       p = plpva(x, 1,'reps',10000,'silent'); 
% 
  
vec    = []; 
sample = []; 
limit  = []; 
xminx  = []; 
Bt     = []; 
quiet  = false; 
persistent rand_state; 
  
% parse command-line parameters; trap for bad input 
i=1; 
while i<=length(varargin), 
    argok = 1; 
    if ischar(varargin{i}), 
        switch varargin{i}, 
            case 'range',        vec    = varargin{i+1}; i = i + 1; 
            case 'sample',       sample = varargin{i+1}; i = i + 1; 
            case 'limit',        limit  = varargin{i+1}; i = i + 1; 
            case 'xmin',         xminx  = varargin{i+1}; i = i + 1; 
            case 'reps',         Bt     = varargin{i+1}; i = i + 1; 
            case 'silent',       quiet  = true; 
            otherwise, argok=0; 
        end 
    end 
    if ~argok, 
        disp(['(PLPVA) Ignoring invalid argument #' num2str(i+1)]); 
    end 
    i = i+1; 
end 
if ~isempty(vec) && (~isvector(vec) || min(vec)<=1), 
    fprintf('(PLPVA) Error: ''range'' argument must contain a vector; 
using default.\n'); 
    vec = []; 
end; 
if ~isempty(sample) && (~isscalar(sample) || sample<2), 
    fprintf('(PLPVA) Error: ''sample'' argument must be a positive 
integer > 1; using default.\n'); 
    sample = []; 
end; 
if ~isempty(limit) && (~isscalar(limit) || limit<1), 
    fprintf('(PLPVA) Error: ''limit'' argument must be a positive 
value >= 1; using default.\n'); 
    limit = []; 
end; 
if ~isempty(Bt) && (~isscalar(Bt) || Bt<2), 
    fprintf('(PLPVA) Error: ''reps'' argument must be a positive value > 
1; using default.\n'); 
    Bt = []; 
end; 
if ~isempty(xminx) && (~isscalar(xminx) || xminx>=max(x)), 
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    fprintf('(PLPVA) Error: ''xmin'' argument must be a positive value 
< max(x); using default behavior.\n'); 
    xminx = []; 
end; 
  
% reshape input vector 
x = reshape(x,numel(x),1); 
  
% select method (discrete or continuous) for fitting 
if     isempty(setdiff(x,floor(x))), f_dattype = 'INTS' 
elseif isreal(x),    f_dattype = 'REAL' 
else                 f_dattype = 'UNKN' 
end; 
if strcmp(f_dattype,'INTS') && min(x) > 1000 && length(x)>100, 
    f_dattype = 'REAL' 
end; 
N = length(x); 
x = reshape(x,N,1); % guarantee x is a column vector 
if isempty(rand_state) 
    rand_state = cputime; 
    rand('twister',sum(100*clock)); 
end; 
if isempty(Bt), Bt = 1000; end; 
nof = zeros(Bt,1); 
  
if ~quiet, 
    fprintf('Power-law Distribution, p-value calculation\n'); 
    fprintf('   Copyright 2007-2010 Aaron Clauset\n'); 
    fprintf('   Warning: This can be a slow calculation; please be 
patient.\n'); 
    fprintf('   n    = %i\n   xmin = %6.4f\n   reps 
= %i\n',length(x),length(nof)); 
end; 
tic; 
  
switch f_dattype, 
     
    case 'REAL', 
        %Code of after this point was rewritten by Alana Ogata, July 
2012 based off 
        %of Clauset Code PLFIT 
        %D-value for original data set is recalculated 
        n=length(x); 
        tmin=min(x); 
        c=(0:n-1)'./n; 
        %cf=logncdf(x,A,B); %eq.14 Riley-CDF using integration of 
lognormal probability distribution 
        cf=(.5*(1+erf((log(x)-A)/(B*sqrt(2))))); 
        gof=max(abs(c-cf)); 
        pz=1; 
         
         
        % compute distribution of gofs from semi-parametric bootstrap 
        % of entire data set with fit 
        for C=1:length(nof); 
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            Q =[]; 
            h = 1; 
            %loop to make sure all synthetic data sets have same tmin 
as 
            %orignal data 
            while h<=length(x); 
                 
                D=rand; 
                %t=(erfc(x))*(erfcinv(x)) 
                 
                 
                Q(h)=exp(((erfinv(1-(2*D)))*(B*sqrt(2)))+A);%using CDF 
formula from Wolfram 
               % if Q(h)>=tmin 
                  %  if Q(h)<=(max(x)) %making sure data is inbetween 
tmin and 100s 
                    h=h+1; 
                %else Q(h) = []; 
                  % end 
                %end 
            
        end 
        U=sort(Q)'; 
        q=U;%synthesized data set 
         
         
        % Estimating Alpha and Beta parameters for Weibull function 
        A1 = []; 
        A2 = []; 
        b = []; 
        j = 1; 
        k = 0; 
        k1 = 0; 
        t = 1; 
        flag = 0; 
        n = length(x); 
        %First Alpha must be estimated using Maximum Likelihood 
Estimation, 
        %Derivative of Likelihood of lognormal function is taken and 
set equal to 0, 
        %equations for Alpha and Beta are solved for. 
         
        %Array that contains initial guesses for A (denoted A1) for 
Newtown-Raphson 
        %iteration to A2, depending on what your initial guess for 
Alpha is affects 
        %the final value of Alpha, so it is necessary to check Alpha 
based off of 
        %different initial guesses 
        AA=(sum(log(q)))/n; 
         
        BB=(sum(((log(q)-AA).^2)))/n; 
        Bb=sqrt(BB); 
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        dat   = zeros(size(q)); 
        for qm=1:length(q); 
            cq   = (0:n-1)'./n; %CDF as summation directly from data 
            %cf=logncdf(x,AA,BB); %Riley eq.14 
             
            cff=(.5*(1+erf((log(q)-AA)/(Bb*sqrt(2))))); 
            dat(qm) = max( abs(cq-cff) ); % KS Statistic (D-value) 
        end; 
        if ~quiet, 
            fprintf('[%i]\tp 
= %6.4f\t[%4.2fm]\n',C,sum(nof(1:C)>=gof)./C,toc/60); 
        end; 
        % store distribution of estimated gof values 
        nof(C) = min(dat); 
         
end; 
p = sum(nof>=gof)./length(nof);% eq.13 Riley- P-value equation 
  
case 'INTS', 
     
    if isempty(vec), 
        vec  = (1.50:0.01:3.50);    % covers range of most practical 
    end;                            % scaling parameters 
    zvec = zeta(vec); 
     
    % compute D for the empirical distribution 
    z     = x(x>=xmin); nz   = length(z);   xmax = max(z); 
    y     = x(x<xmin);  ny   = length(y); 
     
    L  = -Inf*ones(size(vec)); 
    for k=1:length(vec) 
        L(k) = -vec(k)*sum(log(z)) - nz*log(zvec(k) - sum((1:xmin-1).^-
vec(k))); 
    end 
    [Y,I] = max(L); 
    alpha = vec(I); 
     
    fit = cumsum((((xmin:xmax).^-alpha))./ (zvec(I) - sum((1:xmin-1).^-
alpha))); 
    cdi = cumsum(hist(z,(xmin:xmax))./nz); 
    gof = max(abs( fit - cdi )); 
    pz  = nz/N; 
     
    mmax = 20*xmax; 
    pdf = [zeros(xmin-1,1); (((xmin:mmax).^-alpha))'./ (zvec(I) - 
sum((1:xmin-1).^-alpha))]; 
    cdf = [(1:mmax+1)' [cumsum(pdf); 1]]; 
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    % compute distribution of gofs from semi-parametric bootstrap 
    % of entire data set with fit 
    for B=1:length(nof) 
        % semi-parametric bootstrap of data 
        n1 = sum(rand(N,1)>pz); 
        q1 = y(ceil(ny.*rand(n1,1))); 
        n2 = N-n1; 
         
        % simple discrete zeta generator 
        r2 = sort(rand(n2,1));  c = 1; 
        q2 = zeros(n2,1);       k = 1; 
        for i=xmin:mmax+1 
            while c<=length(r2) && r2(c)<=cdf(i,2), c=c+1; end; 
            q2(k:c-1) = i; 
            k = c; 
            if k>n2, break; end; 
        end; 
        q = [q1; q2]; 
         
        % estimate xmin and alpha via GoF-method 
        qmins = unique(q); 
        qmins = qmins(1:end-1); 
        if ~isempty(xminx), 
            qmins = qmins(find(qmins>=xminx,1,'first')); 
        end; 
        if ~isempty(limit), 
            qmins(qmins>limit) = []; 
            if isempty(qmins), qmins = min(q); end; 
        end; 
        if ~isempty(sample), 
            qmins = 
qmins(unique(round(linspace(1,length(qmins),sample)))); 
        end; 
        dat   = zeros(size(qmins)); 
        qmax  = max(q); zq = q; 
        for qm=1:length(qmins) 
            qmin = qmins(qm); 
            zq   = zq(zq>=qmin); 
            nq   = length(zq); 
            if nq>1 
                try 
                    % vectorized version of numerical calculation 
                    zdiff = sum( repmat((1:qmin-1)',1,length(vec)).^-
repmat(vec,qmin-1,1) ,1); 
                    L = -vec.*sum(log(zq)) - nq.*log(zvec - zdiff); 
                catch 
                    % iterative version (more memory efficient, but 
slower) 
                    L       = -Inf*ones(size(vec)); 
                    slogzq  = sum(log(zq)); 
                    qminvec = (1:qmin-1); 
                    for k=1:length(vec) 
                        L(k) = -vec(k)*slogzq - nq*log(zvec(k) - 
sum(qminvec.^-vec(k))); 
                    end; 
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                end; 
                [Y,I] = max(L); 
                 
                fit = cumsum((((qmin:qmax).^-vec(I)))./ (zvec(I) - 
sum((1:qmin-1).^-vec(I)))); 
                cdi = cumsum(hist(zq,(qmin:qmax))./nq); 
                dat(qm) = max(abs( fit - cdi )); 
            else 
                dat(qm) = -Inf; 
            end; 
             
        end 
        if ~quiet, 
            fprintf('[%i]\tp 
= %6.4f\t[%4.2fm]\n',B,sum(nof(1:B)>=gof)./B,toc/60); 
        end; 
        % -- store distribution of estimated gof values 
        nof(B) = min(dat); 
    end; 
    p = sum(nof>=gof)./length(nof); 
     
    otherwise, 
        fprintf('(PLPVA) Error: x must contain only reals or only 
integers.\n'); 
        p   = []; 
        gof = []; 
         
        return; 
end; 
  
  
  
  
  
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
  
 
 
 
55 
 
REFERENCES 
 
[1] Khvostikov, V.; Rastegaeva, M.; Khvostikova, O.; Sorokina, S.; Malevskaya, A.; Shvarts, 
M.; Andreev, A.; Davydov, D.; Andreev, V., High-efficiency (49%) and high-power 
photovoltaic cells based on gallium antimonide. Semiconductors 2006, 40 (10), 1242-1246. 
[2] NASA Science. N.p., n.d. Web. 14 Apr. 2013 <http://science.nasa.gov/science-news/science-
at-nasa/ 2002/solarcells/>. 
[3] Odobel, F.; Le Pleux, L.; Pellegrin, Y.; Blart, E., New Photovoltaic Devices Based on the 
Sensitization of p-type Semiconductors: Challenges and Opportunities. Accounts of 
Chemical Research 2010, 43 (8), 1063-1071. 
[4] Oregan, B.; Gratzel, M., A Low-Cost, High-Efficiency Solar-cell Based on Dye-Sensitized 
Colloidal TiO2 Films. Nature 1991, 353 (6346), 737-740. 
[5] Gratzel, M., Photoelectrochemical cells. Nature 2001, 414, 338-344. 
[6] Lee, H. J.; Yum, J.-H.; Leventis, H. C.; Zakeeruddin, S. M.; Haque, S. A.; Chen, P.; Seok, S. 
I.; Gratzel, M.; Nazeeruddin, M. K., CdSe Quantum Dot-Sensitized Solar 
[7] Chae, J.; Kim, D.; Kim, S.; Kang, M., Photovoltaic efficiency on dye-sensitized solar cells 
(DSSC) assembled using Ga-incorporated TiO2 materials. Journal of Industrial and 
Engineering Chemistry 2010, 16 (6), 906-911. 
[8] Bora, T.; Kyaw, H.; Sarkar, S.; Pal, S.; Dutta, J., Highly efficient ZnO/Au Schottky barrier 
dye-sensitized solar cells: Role of gold nanoparticles on the charge-transfer process. 
Beilstein Journal of Nanotechnology 2011, 2, 681-690. 
[9] Chen, K.; Barker, A.; Reish, M.; Gordon, K.; Hodgkiss, J., Broadband Ultrafast 
Photoluminescence Spectroscopy Resolves Charge Photogeneration via De localized Hot 
Excitons in Polymer:Fullerene Photovoltaic Blends. Journal of the American Chemical 
Society 2013, 135 (49), 18502-18512. 
[10] Chernev, B.; Hirschl, C.; Eder, G., Non-Destructive Determination of Ethylene Vinyl 
Acetate Cross-Linking in Photovoltaic (PV) Modules by Raman Spectroscopy. Applied 
Spectroscopy 2013, 67 (11), 1296-1301. 
[11] Singh, S.; Vardeny, Z., Ultrafast Transient Spectroscopy of Polymer/Fullerene Blends for 
Organic Photovoltaic Applications. Materials 2013, 6 (3), 897-910. 
[12] Cichos, F.; von Borczyskowski, C.; Orrit, M., Power-law intermittency of single emitters. 
Current Opinion in Colloid & Interface Science 2007, 12 (6), 272-284. 
[13] Dooley, C.; Dimitrov, S.; Fiebig, T., Ultrafast electron transfer dynamics in CdSe/CdTe 
donor-acceptor nanorods. Journal of Physical Chemistry C 2008, 112 (32), 12074-12076. 
[14] 1Martini, I.; Hodak, J.; Hartland, G.; Kamat, P., Ultrafast study of interfacial electron transfer 
between 9-anthracene-carboxylate and TiO2 semiconductor particles. Journal of Chemical 
Physics 1997, 107 (19), 8064-8072. 
[15] Frantsuzov, P.; Kuno, M.; Janko, B.; Marcus, R., Universal emission intermittency in 
quantum dots, nanorods and nanowires. Nature Physics 2008, 4 (7), 519-522. 
[16] Hamann, T. W.; Jensen, R. A.; Martinson, A. B. F.; Ryswyk, H. V.; Hupp, J. T., Advancing 
beyond current generation dye-sensitized solar cells. Energy Environ. Sci. 2008, 1, 66-78. 
[17] Martinson, A. B. F.; Hamann, T. W.; Pellin, T. J.; Hupp, J. T., New Architectures for Dye-
Sensitized Solar Cells. Chem. Eur. J. 2008, 14, 4458-4467. 
[18] Hoogenboom, J.; Hernando, J.; van Dijk, E.; van Hulst, N.; Garcia-Parajo, M., Power-law 
blinking in the fluorescence of single organic molecules. Chemphyschem 2007, 8 (6), 823-
833 
[19] Wang, Y. M.; Wang, X. F.; Ghosh, S. K.; Lu, H. P., Probing Single-Molecule Interfacial 
Electron Transfer Dynamics of Porphyrin on TiO2 Nanoparticles. J. Amer. Chem. Soc. 2009, 
131, 1479-1487. 
 
 
56 
 
[20] Guo, L.; Wang, Y.; Lu, H. P., Combined Single-Molecule Photon-Stamping Spectroscopy 
and Femtosecond Transient Absorption Spectroscopy Studies of Interfacial Electron 
Transfer Dynamics. J. Am. Chem. Soc. 2010, 132, 1999-2004. 
[21] Wustholz, K.; Bott, E.; Isborn, C.; Li, X.; Kahr, B.; Reid, P., Dispersive kinetics from single 
molecules oriented in single crystals of potassium acid phthalate. Journal of Physical 
Chemistry C 2007, 111 (26), 9146-9156. 
[22] Wong, N.; Ogata, A.; Wustholz, K., Dispersive Electron-Transfer Kinetics from Single 
Molecules on TiO2 Nanoparticle Films. Journal of Physical Chemistry C 2013, 117 (41), 
21075-21085. 
[23] Shimizu, K.; Neuhauser, R.; Leatherdale, C.; Empedocles, S.; Woo, W.; Bawendi, M., 
Blinking statistics in single semiconductor nanocrystal quantum dots. Physical Review B 
2001, 63 (20). 
[24] Kuno, M.; Fromm, D.; Hamann, H.; Gallagher, A.; Nesbitt, D., Nonexponential "blinking" 
kinetics of single CdSe quantum dots: A universal power-law behavior. Journal of Chemical 
Physics 2000, 112 (7), 3117-3120. 
[25] Kuno, M.; Fromm, D.; Hamann, H.; Gallagher, A.; Nesbitt, D., "On"/"off" fluorescence 
intermittency of single semiconductor quantum dots. Journal of Chemical Physics 2001, 115 
(2), 1028-1040. 
[26] Clifford, J.; Bell, T.; Tinnefeld, P.; Heilemann, M.; Melnikov, S.; Hotta, J.; Sliwa, M.; 
Dedecker, P.; Sauer, M.; Hofkens, J.; Yeow, E., Fluorescence of single molecules in 
polymer films: Sensitivity of blinking to local environment. Journal of Physical Chemistry B 
2007, 111 (25), 6987-6991. 
[27] Parsons, S.; Huizinga, J., Statistical Assessment of Change Point Detectors for Single 
Molecule Kinetic Analysis. Journal of Membrane Biology 2013, 246 (5), 407-420. 
[28] Wustholz, K. L.; Bott, E. D.; Kahr, B.; Reid, P. J., Memory and spectral diffusion in single-
molecule emission. J. Phys. Chem. C 2008, 112, 7877-7885. 
[29] Haase, M.; Hubner, C.; Reuther, E.; Herrmann, A.; Mullen, K.; Basche, T., Exponential and 
power-law kinetics in single-molecule fluorescence intermittency. Journal of Physical 
Chemistry B 2004, 108 (29), 10445-10450 
[30] Sluss, D.; Bingham, C.; Burr, M.; Bott, E.; Riley, E.; Reid, P., Temperature-dependent 
fluorescence intermittency for single molecules of violamine R in poly(vinyl alcohol). 
Journal of Materials Chemistry 2009, 19 (40), 7561-7566. 
[31] Wu, X. Y.; Bell, T. D. M.; Yeow, E. K. L., Electron Transport in the Long-Range Charge-
Recombination Dynamics of Single Encapsulated Dye Molecules on TiO2 Nanoparticle 
Films. Angew. Chem. Int. Ed. 2009, 48, 7379-7382. 
[32] Tachikawa, T.; Majima, T., Single-molecule, single-particle fluorescence imaging of TiO2-
based photocatalytic reactions. Chem. Soc. Rev. 2010, 39, 4802-4819. 
[33] Clauset, A.; Shalizi, C.; Newman, M., Power-Law Distributions in Empirical Data. Siam 
Review 2009, 51, 661-703. hoogenboom 2006, Stefani 2005 
[34] Riley, E. A.; Hess, C. M.; Pioquinto, J. R. L.; Kaminsky, W.;Kahr, B.; Reid, P. J. Proton 
transfer and photoluminescenceintermittency of single emitters in dyed crystals.J. Phys. 
Chem. B2013,117, 4313−4324. 
[35] Watkins, L.; Yang, H., Detection of intensity change points in time-resolved single-molecule 
measurements. Journal of Physical Chemistry B 2005, 109 (1), 617-628. 
[36] Kaniyankandy, S.; Rawalekar, S.; Sen, A.; Ganguly, B.; Ghosh, H., Does Bridging 
Geometry Influence Interfacial Electron Transfer Dynamics? Case of the Enediol-TiO2 
System. Journal of Physical Chemistry C 2012, 116 (1), 98-103. 
[37] Jacoboni, C.; Reggiani, L, The Monte-Carlo Method for the Solution of Charge Transport in 
Semiconductors with Applications to Covalent Materials. Reviews of Modern Physics 1983, 
55 (3), 645-705. 
 
 
57 
 
[38] Levy, D.; Ocana, M.; Serna, C. J., Photophysics of Rhodamine 6G-Doped TiO2 Particles 
During Drying using Steady-State Spectroscopy and Variable-Frequency Phase and 
Modulation Data. Langmuir 1994, 10, 2683-2687. 
[39] Albery, W.; Bartlett, P; Wilde, C.’ Darwent, J., A General-Model for Dispersed Kinetics in 
Heterogeneous Systems. Journal of the American Chemical Society 1985, 107 (7), 1854-
1858. 
[40] Ghosh, H. N. Charge Transfer Emission in Dye Sensitized TiO2Nanoparticle: A New 
Approach to Determine of Back ET Rate. Thirteenth International Conference on 
Photochemical Conversion and Storage of Solar Energy; IPS-2000: Snowmass, Colorado. 
[41] Tang, J.; Lee, D.; Yeh, Y.; Yuan, C., Short-time power-law blinking statistics of single 
quantum dots and a test of the diffusion-controlled ET model. Journal of Chemical Physics 
2009, 131 (6). 
[42] Sher, P.; Smith, J.; Dalgarno, P.; Warburton, R.; Chen, X.; Dobson, P.; Daniels, S.; Pickett, 
N.; O'Brien, P., Power-law carrier dynamics in semiconductor nanocrystals at nanosond 
timescales. Applied Physics Letters 2008, 92 (10). 
[43] Crouch, C.; Sauter, O.; Wu, X.; Purcell, R.; Querner, C.; Drndic, M.; Pelton, M., Facts and 
Artifacts in the Blinking Statistics of Semiconductor Nanocrystals. Nano Letters 2010, 10 
(5), 1692-1698 
[44] Martinson, A.; Hamann, T.; Pellin, M.; Hupp, J., New architectures for dye-senstized solar 
cells. Chemistry-a European Journal 2008, 14 (15), 4458-4467 
[45] Nie, S. M.; Chiu, D. T.; Zare, R. N. Probing individual molecules with confocal fluorescence 
microscopy.Science1994,2661018−1021. 
[46] Korobov, V. E.; Chibisov, A. K. Primary processes inphotochemistry of rhodamine dyes.J. 
Photochem.1978,9, 411-424 
 
 
 
 
 
 
 
 
 
 
