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Simulation and Monte Carlo 
Computers are fre~uently used to simulate the drawing of sample data from 
hypothetical populations. Analyses can be made of these data to estimate 
statistics--~variance components, for example--~and from repeated (computer) 
sampling fre~uency distributions of the estimated variance components can be made, 
usually in the form of histograms. They represent estimates of the probability 
density functions of the variance component estimators. This method of estimating 
a density function can be referred to as estimation by simulation, to distinguish 
it from what is about to be described which shall be called estimation by Monte 
Carlo. 
The procedure described above does nothing more than estimate a variance 
component from each of many samples of data and surmnarize the estimates· so ob-
tained. No use is made whatever of any information that is available concerning 
distribut:t.onal properties of the estimator being used. Although th~ distrib:ii~ion 
funct:l..op. of l:Uost variance components estimators is unknown, most of these-esti~ 
mators do involve the "within" or "error" variance component estimator which, 
under conditions of normaiity, is usually distributed as X2 • This information 
can be utilized to provide more efficient estimates of the density functions of 
the other variance components estimators than can be obtained from mere simulation~ 
It is this method of estimating density functions, utilizing the X2 -distribution 
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of the 11within 11 mean square, that we call estimation by Monte Carlo. The general 
procedure is as follows. 
Suppose an estimated variance component can be expressed as 
Cf2=z+A.x 
where z is a random variable (usually a linear function of sums of squares) having 
unknown distribution, where A is a known constant and x is a X2 variable (a 
"within 11 mean sq_ua.re divided by its expectation). Then, apart from A, the con-
ditional variable (02!z) has a X2 distribution, and for any pre-assigned interval 
lk' say, the probability Pr{if2!z lies in ~J can be calculated. Through calcu-
lating these probabilities for a continuum of intervals, for each of many simu· 
lated z 1s (sums of squares), an estimate of the density function of 02 is obtained. 
Details follow for the case of the between-groups variance component in a 1-way 
classification, with unequal subclass numbers. 
1-way Classification 
The analysis of variance for a 1-way classification, unbalanced data (imequal 
subclass numbers), can be expressed in familiar notation as follows: 
Analysis of Variance for N Observations in c Classes. 
Source d.f. SUm of Squares Mean Squares E (Mean Squares) 
Classes c-1 ~ /n ... Ni2 = SSB MSB= SSB/ (c-1) ka2+a2 
. ~ .. o a e 
Residual N-c Erx~j - ~.Jni = ssw MSVl = smif (N-c) 0'2 e 
Total N-1 ~j - NX2 •• 
The expected values of the mean squares given in the last column are on the 
basis of a completely random model xij = ~ + ai + eij' where ~ is a general mean 
and ai and eij are IllUtually independent random variables having variances a! and 
- 3 -
a~; the ai and eij are also assumed to be normally distributed._ The constant k0 · 
is k 0 :: (N - 'E.n~/N)/ (c - 1). 
Estimators of a2 and a2 can be had from Henderson's (1953) Method 1, of 
a e 
e~uating the observed mean s~uares to their expected values. This gives 
2 2 
(12 :: MSW :: ssw :: a e • ss2w. :: a e x _ _ _ ( 1 ) 
e ~c ~c a ~c 
e 
where x = SSW/a2 is a random variable distributed as X2 with N-c degrees of 
e 
freedom; and 
~ MSB - MSW SSB ~ SSW 
0 a = k0 = k (c-1) - k (N-c) a2 = AlSSB - A2X o o e 
- - - (2) 
where 
- - - (3) 
We note that th~ random variable x, distributed as XN2 , is distributed inde-
-c 
pendently of SSB. 
From (2) it is evident that the conditional variable (~2 1ssB) is distributed. 
a 
~-1 < ~· 
Now suppose ~- is an interval (~_1, ~) on the real line, with 
Then the ~robability that CJ2 lssB lies within this interval is 
a· 
- - - (4) 
- - - (5) 
where 
., 
and • - - - (6) 
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With x being distributed as X2 , let Q(z) be the probability that x exceeds z. 
Then (5) is 
where ~ and ~-l are as in (5). 
No~ consider a situation in which, for given N. and c, a given set of n1 
values, and for given values of a2 and o2 , we simulate a series of SSB values. 
a e 
A- 1 and *2 in (3) are then known, and on defining \ 1 ~ and ~-l are also known. 
Thus from (6), ~ and ~-l can be calculated and so, with x being a~ variable. 
· -N-c " 
tables of the X2 -distribution (or some other procedure) can be used to calculate 
Pr{~ s: x < ~-1} = Pk = Pr(? !ssB € :SC} as in (5). And this can be done for 
every :SC' for each SSB that is simulated; i.e. for each simulated SSB 
Pr{O!IssB € lkl can..be calculated for every ~· And after simulating a large 
number of SSB's, M of them say, with M = 1000 or 2000 perhaps, the average value 
of the M probabilities calculated for each interval ~ can be found: 
M 
pk = ~ I [Q<~,i) - Q(~-l,i)J 
i=l 
where L d L are the vaiues of L ... 1 and L given by (6) for the i 'th K.-11 i an K.1 i K. K. 
simulated value of SSB. This average, Pk' is an estimate of 
where ESSB denotes expectation with respect to sampling of the SSB. Viewed over 
the whol~ continuum of intervals the estimates Pk constitute a histogram estimator 
of the density function of 02 • 
a 
Evaluation of Probabilities 
Consider the variable x in (4). It has a X2 distribution and so cannot take 
negative values. But for so~ simulated SSB suppose that k' is such that 
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~ I -1 < A 1 SSB < ~I • - - - (7) 
Then, from (6), ~~ = (A.1SSB- ~ 1 )/A.2 is negative. And, because 
• • • ~ '+2 > ~ '+l > ~ 11 ~ > ~, for k > k ', and so for these values of k all 
values of ~ are negative. Since x cannot be negative we define Pk as zero in 
these cases; i.e. fork> k 1 1 Pk = o. It can also be seen from (7) that for k 1 
defined therein ~'-l = (A.1SSB- ~,_1)/A. 2 is positive. Hence 
is redefined as 
Also from (7), because~~> ~'-l > ~,_2 •••, all values of~ fork< k' are 
positive. Hence fork< k' the value of Pk is calculated as it stands. 
The calcul,ation of Pk over the whole range of intervals ~ therefore falls 
into three phases, depending on the value of k relative to k1 : 
p = 0 
k 
= Pr( 0 ~X < ~ 1 _ 1} 
= Pr(~ ~ X < ~-l } 
fork> k' 
fork= k 1 (~) 
for 0 ~ k < k 1 
It can be noted in passing that the definition of k' given by (7) is.that interval 
~~ which contains A. 1SSB. 
Choice of Intervals 
As shown in (3), A.2 is linear in ~ • So is SSB, for it is simulated through 
simulating cell means xi, i = 1, 2, ••• , c as 
x. = airs + yicr /ln. 
1. a e 1. 
,.. a I a. (a I a ) + y. / !n.il 
e L 1. g e ~ ~ - - - (9) 
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where ai and yi are independently simulated standardized normal variates. a2 is 
e 
thus a factor of SSB. If, therefore, ~ and ~-l are chosen in such a way that 
they too contain a! as a factor, a! will cancel out from ~ and ~-l as given in 
(6). This can be achieved by at least one method of choosing the intervals ~ 
that utilizes the sampling standard error of 02, a method that is also intrinsi-
a 
cally appealing for other reasons. It proceeds thus. 
SUppose so-2 denotes the sampling standard error of CJ2. Then by adaptation 
e a 
(and minor correction) of the formula given in Searle (1956) 
s = [ J var(a~) J I a~ 
By definition, s is the standard error of (02/o2 ), 
a; e 
and if ~ is now taken in the general form 
a2 (~ + p s ""'\..2 
a2 k ~e 
e 
- - - (11) 
for pk being some suitably assigned constant, then ~ will cancel from ~ and 
L • operationally this is equivalent to putting a2e = 1 in (3), (9), (10) and K..-1' 
(ll), thereupon interpreting a~ as the ratio _a:(~· With this interpretation the 
intervals will be 
.. 
. 
to a~ .. p0s ::; a0 ; 
to a2 - p1s ~ a1 ; 
a to a2 - :p s = a 
m-1 a m m ' 
- - - (12) 
. ' . 
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where the constants p0, pl' •.. , pm are chosen in some suitable manner. Pre-
sumably the intervals might be symmetric about a2 - but from evidence gained in 
a 
simulating a2 and plotting its frequency distribution about a2 it might be more 
a a 
appr~p~iate to t~e p0 ::; 2 and pm ::; 2, 3, 4 or 5, using approximately 100 inter-
vals if p ::; 5, and 60 if p = 2. 
m m 
Advantage of procedure 
In the simulation procedure of just plotting a frequency distribution of 02 , 
a 
each simulated 02 contributes information to only one interval of the histogram 
that ultimately estimates the frequency distribution, namely the interval in which 
it falls. But iri'the-Monte Carlo method just outlined each simulated SS:S will 
contribute information to every interval. This will yield a more reliable es~imate 
....... ; ' . ~ ,·;. ... ~ .·' 
of the density function than would the same amount of simulation used in _!llyr_e;Ly 
plotting a frequency function of a2 • In effect, this Monte Carlo procedure re-
a 
moves the variation due to the x2 variable that forms part of the estimate 82 • 
a 
And in particular, the tails of the distribution should be better estimated. 
Computing 
For each set of nirs (n-pattern) decided upon: 
ko ' 
Al and A2 from (3), using a~::; 1 , 
s as in (10), with a2 = l • 
e 
For each a:, and for the constants p0, p1 , •.• , pm 
them+ 2 intervals in (12). 
For each of the M simulations: 
••• , x as in (9), using a = 1 
c e 
SS:S as in the analysis of variance 
...... 
- 8 -
ak_ as in (7) 
the k' + 1 probabilities given in (8). 
After M simulations: 
divide by M the total probability accumulated in each of the m + 2 
intervals. 
The probabilities 
Pr{~ ~ X < ~-l} 
required in (8) can be computed as 
. :· 1 
= ~(~c)e-2~(!~)j 
Q(~) - Q(~-1) L.. 
j=O 
-t~-l(.;trL )j 
... e 2--:tt-l 
j~ 
{Formulae 26.4.21, Nat. Bur. of Standards, 1964). 
This holds good only for liJ - c an even number. 
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