In this paper, we study the nonlinear parabolic problem:
Introduction
Let Ω be a bounded open set of IR N (N ≥ 2), T is a positive real number, and Q T = Ω × (0, T ). Let b : Ω × IR −→ IR is a Carathéodory function such that for every x ∈ Ω, b(x, .) is a strictly increasing C 1 -function, the data f and b(., u 0 ) in L 1 (Q T ) and L 1 (Ω)
respectively, −div a(x, t, u, ∇u) is a Leray-Lions operator defined on L p (0, T ; W 1,p 0 (Ω)) (see assumptions (2.3)-(2.5) of Section 2). The function φ(x, t, u) is a Carathéodory assumed to be continuous on u (see assumptions (2.6)-(2.8)). We considere the following nonlinear parabolic problem:
∂b(x, u) ∂t − div(a(x, t, u, ∇u)) + div(φ(x, t, u)) = f in Q T u(x, t) = 0 on ∂Ω × (0, T ) b(x, u)(t = 0) = b(x, u 0 (x)) in Ω.
(1.1)
Under our assumptions, problem (1.1) does not admit, in general, a weak solution since the term φ(x, t, u) may not belong (L 1 loc (Q)) N . In order to overcome this difficulty, we work with the framework of of renormalized solutions (see Definition 3.1). The notion of renormalized solutions was introduced by R.-J. DiPerna and P.-L. Lions [18] for the study of the Boltzmann equation. It was then used by L. Boccardo and al (see [12] ) when the right hand side is in W −1,p (Ω) and by J.-M. Rakotoson (see [24] ) when the right hand side is in L 1 (Ω). The existence and uniqueness of a renormalized solution has been proved by D. Blanchard and F. Murat [8] in the case where a(x, t, s, ξ) is independent of s, and with φ = 0, by D. Blanchard, F. Murat and H. Redwane [7] with the large monotonicity on a, by L. Aharouch, J. Bennouna and A. Touzani [1] and by A. Benkirane and J. Bennouna [6] in the Orlicz spaces and degenerated spaces. For the degenerated parabolic equations the existence of weak solutions have been proved by L. Aharouch and al [2] in the case where a is strictly monotone, φ = 0 and f ∈ L p (0, T, W −1,p (Ω, ω * )). See also the existence of renormalized solution proved by Y. Akdim and al [4] in the case where a(x, t, s, ξ) is independent of s and φ = 0.
In the case where b(x, u) = u, the existence of renormalized solutions for (1.1) has been established by R.-Di Nardo [16] . For the degenerated parabolic equation with b(x, u) = u, div(φ(x, t, u)) = H(x, t, u, ∇u) and f ∈ L 1 (Q), the existence of renormalized solution has been proved by Y. Akdim and al [5] .
The case where b(u) = b(x, u), div(φ(x, t, u)) = H(x, t, u, ∇u) and f ∈ L 1 (Q), the existence of renormalized solutions has been established by H. Redwane [22] in the classical Sobolev space and by Y. Akdim and al [3] in the degenerate Sobolev space without the sign condition and the coercivity condition on the term H(x, t, u, ∇u).
It is our purpose, in this paper to generalize the result of ( [3] , [4] , [5] , [16] ) and we prove the existence of a renormalized solution of (1.1).
The plan of the paper is as follows: In Section 2 we give some preliminaries and basic assumptions. In Section 2 we give the definition of a renormalized solution of (1.1), and we establish (Theorem 3.1) the existence of such a solution.
2 Basic Assumptions and preliminaries
Preliminaries
Let Ω be a bounded open set of IR N (N ≥ 2), T is a positive real number, and Q T = Ω × (0, T ). We need the Sobolev embeddings result
with q ≥ 1 and ρ ≥ 1. Then there exists a positive constant C, depending on N, q and ρ, such that
for every θ and γ satisfying
An immediate consequence of the previous result:
)and
Lemma 2.1. (see [16] ) Assume that Ω is an open set of IR N of finite measure and 1 < p < +∞. Let u be a measurable function satisfying
for every k and such that:
where M is a positive constant. Then
where C is a constant depend only on N and p.
Assumption (H)
Throughout this paper, we assume that the following assumptions hold true:
b : Ω × IR → IR is a Carathéodory function such that for every x ∈ Ω, (2.1)
) is a strictly increasing C 1 (IR)-function with b(x, 0) = 0. Next for any k > 0, there exists a constant λ k > 0 and functions A k ∈ L ∞ (Ω) and B k ∈ L p (Ω) such that:
for almost every (x, t) ∈ Q T , for every s ∈ IR and every ξ, η ∈ IR N .
Throughout the paper, T k denotes the truncation function at height k ≥ 0:
3 Main results.
In this section, we study the existence of renormalized solutions to problem (1.1).
Definition 3.1. A measurable function u is a renormalized solution to problem (1.1), if
and if for every function S in W 2,∞ (IR) which is piecewise C 1 and such that S has a compact support
and
where
Equation (3.4) is formally obtained through pointwise multiplication of equation (1.1) by S (u). However while a(x, t, u, ∇u) and φ(x, t, u) does not in general make sense in (1.1). Recall that for a renormalized solution, due to (3.2), each term in (3.4) has a meaning in
) (see e.g. [7] , [8] , [8] , [10] , [14, 15] ...). We have
The properties of S, assumptions (2.2) and (
Then (3.6) and (3.8) imply that
(for a proof of this trace result see [21] ), so that the initial condition (3.5) makes sense.
for almost every x ∈ Ω and for every r, r ∈ IR.
Theorem 3.1. Assume the assumption (H) hold, then problem (1.1) admits a renormalized solution u in the sense of Definition 3.1.
Proof. The proof is divided into six steps.
Step 1: Approximate problem and a priori estimates. For each > 0, we define the following approximations
In view of (3.10), b is a Carathéodory function and satisfies (2.2), there exists λ > 0 and a function A ∈ L ∞ (Ω) and B ∈ L p (Ω) such that:
Consider the approximate problem :
As a consequence, proving existence of a weak solution
is an easy task (see [20] ).
Step 2: The estimates derived in this step rely on standard techniques for problems of type (3.15) . Let τ 1 ∈ (0, T ) and t fixed in (0, τ 1 ). Using T k (u )χ (0,t) as test function in (3.15), we integrate between (0, τ 1 ), and by the condition (2.6) we have
Using (3.16) and (2.4) we obtain:
If we take the supremum for t ∈ (0, τ 1 ) and
we deduce from that above inequality (3.16) and (3.17)
By Gagliardo-Niremberg and Young inequalities we have:
(p − 1) and by using (3.19) and (3.20) , we obtain
Which is equivalent to
then, let us denote by C the minimum between (3.21) and (3.22), we obtain
Then, by (3.23) and lemma 3.1, we conclude that
(Ω)) independently of and for any k ≥ 0, so there exists a subsequence still denoted by u such that
We turn now to prove the almost every convergence of u and b (u ). Let k > 0 be large enough and and B R be a ball of Ω, we have:
Consider now a function non decreasing
Now each term into account because of (2.3), (3.11) and
Since supp(g k ) and supp(g k ) are both included in [-k,k] by (3.12) it follows that for:
Furthermore, by Hölder and Gagliardo-Niremberg inequality, it results
where c k is a constant independently of which will vary from line to line. In the same by (2.6) we have :
Furthermore, by Hölder and Gagliardo-Niremberg inequality,we obtain for 0 < <
We conclude by (3.25) that
Arguing again as in [10] , estimates (3.24) and (3.27) imply that, for a subsequence, still indexed by ,
where u is a measurable function defined on Q T . Let us prove that 
In view of (3.28) and passing to the limit-inf in (3.29) as tends to zero, we obtain that
On the other hand, we have a(x, t, u , ∇u )∇u dx dt = 0.
Proof. Using ψ n (u ) ≡ T n+1 (u ) − T n (u ) as a test function in (3.15), and by (3.12) we get
where B n (x, r) = r 0 ∂b(x, s) ∂s ψ n (s)ds. Since ψ n ≥ 0 and B n (x, u )(T ) ≥ 0, then for every
, we have a (x, t, u , ∇u )∇ψ n (u ) = a(x, t, u , ∇u )∇ψ n (u ) a.e. in Q T
As a consequence
Proceeding as in ( [8] , [10] ) it can be deduced from (3.32) that
We have ∇ψ n (u ) = χ {n≤|u |≤n+1} ∇u a.e in Q T , by Young inequality and (2.4), we obtain
Using the weakly convergence of ψ n (u ), the pointwise convergence of u and the strongly convergence in L 1 of f and B n (x, u 0 ), it follows that
The last inequality, together with the assumptions (2.9), (2.10), shows that ψ n (u) is bounded in L p (0, T, W Therefore
Finally, passing to the limit in (3.32) as → 0 and n → +∞, we get
a(x, t, u , ∇u )∇u = 0. (3.37)
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Step 4: In this step we introduce a time regularization of the T k (u) for k > 0 in order to perform the monotonicity method. This kind regularization has been introduced at the first time by R. Landes in [19] . Let v 
(Ω)) of the monotone problem:
(see H. Redwane [23] ) Let k ≥ 0 be fixed. Let S be an increasing C ∞ (IR)−function such that S(r) = r for |r| ≤ k, and suppS is compact. Then
where < ., . > denotes the duality pairing between
Step 5: We prove the following lemma which is the critical point in the development of the monotonicity method.
Lemma 3.3. The subsequence of u satisfies for any k ≥ 0
Proof. Let S n be a sequence of increasing C ∞ -function such that S n (r) = r for |r| ≤ n, supp(S n ) ⊂ [−(n + 1), (n + 1)] and S n L ∞ (IR) ≤ 1 for any n ≥ 1.
We use the sequence (T k (u)) µ of approximation of T k (u), and plug the test function
µ we obtain upon integration over (0, t) and then over (0, T ) :
Now we pass to the limit in (3.38) as → 0, µ → +∞ and then n → +∞ for k real number fixed. In order to perform this task we prove below the following results for any fixed k ≥ 0 lim inf
Proof of (3.39): The function S n belongs C ∞ (IR) and is increasing. we have n ≥ k, S n (r) = r for |r| ≤ k while suppS n is compact. In view of the definition of W µ and lemma 3.2 applies with S = S n for fixed n ≥ k. As a consequence (3.39) holds true.
Proof of (3.40): Let us recall the main properties of W µ . For fixed µ > 0 :
then we deduce that
weakly- * when → 0. one had suppS n ⊂ [−(n + 1), −n] ∪ [n, n + 1] for any fixed n ≥ 1 and 0 < <
by (3.45) and strongly convergence of
(Ω)) we obtain (3.40). Proof of (3.41): For any fixed n ≥ 1 and 0 < <
as in the previous step it is possible to pass to the limit for → 0 since by (3.44) and (3.45) φ
, we obtain (3.41). Proof of (3.42): In view of the definition of S n we have suppS ⊂ [−(n+1), −n]∪[n, n+1] for any n ≥ 1, as a consequence
a(x, t, u , ∇u )∇u dx ds dt for any n ≥ 1, any 0 < < 1 n+1
any µ > 0. By (3.37) it is possible to establish (3.42). Proof of (3.43): By (3.13), the pointwise convergence of u and W µ and its boundness it is possible to pass the limit for → 0 for any µ > 0 and any n ≥ 1
Now for fixed n ≥ 1, using that ||( [19] ), it possible to pass to the limit as µ tends to +∞ in the above inequality. Now we turn back to the proof of lemma 3.3. Due to (3.39)-(3.43) we can to pass to the limit-sup when µ tends to +∞ and to the limit as n tends to +∞ in (3.38) . using the definition of W µ we deduce that for any k ≥ 0
Since S n (u )a (x, t, u , ∇u )∇T k (u ) = a(x, t, u , ∇u )∇T k (u ) for k ≤ 1 and k ≤ n, using the properties of S n the above inequality implies that for k ≤ n:
On the other hand, for < 1 n+1
Furthermore we have
it follows that for a fixed n ≥ 1
when tends to 0. Finally, using the strong convergence of (
as soon as k ≤ n. Now for k ≤ n we have a(x, t, T n+1 (u ), ∇T n+1 (u ))χ {|u |≤k} = a(x, t, T k (u ), ∇T k (u ))χ {|u |≤k} a.e. in Q T which implies that, by (3.28), (3.47) , and by passing to the limit when tends to 0,
Finally, by (3.49) and (3.47) we have for k ≤ n :
Recalling (3.46), (3.48) the proof of the lemma is complete.
Step 6: In this step we prove that the weak limit σ k of a(x, t, T k (u ), ∇T k (u )) can be identified with a(x, t, T k (u), ∇T k (u)). In order to prove this result we recall the following lemma:
Lemma 3.4. the subsequence of u defined in Step 1 satisfies for any k ≥ 0
Proof. Using (2.4) we have
(3.51) Furthermore, by (2.3), (3.28) we have
uniformly with respect to . As a consequence
Finally, using (3.28), (3.47) and (3.52) make it possible to pass to the limit − sup as tends to 0 in (3.51) and we have (3.50). 2 Lemma 3.5. For fixed k ≥ 0, we have
53)
and as tends to 0
Proof. We observe that for for any k > 0, any 0 < < 1 k and any ξ ∈ IR N :
and by (3.50) we obtain
(3.56)
Since, for fixed k > 0, the function a 1 k (x, t, s, ξ) is continuous and bounded with respect to s, the usual Minty's argument applies in view of (3.55), (3.47) and (3.56). It follows that (3.53) holds true. In order to prove (3.56), by (2.4), (3.50) and proceeding as in [10] it's easy to show (3.54). Taking the limit as tends to 0 in (3.37) and using (3.54) show that u satisfies (3.3). Our aim is to prove that u satisfies (3.4) and (3.5) .
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Now we want to prove that u satisfies the equation ( In what follows we pass to the limit as tends
to O in each term of (3.57). Since u converges to u a.e. in Q T implies that B S (x, u ) converge to B S (x, u) a.e. in Q T and L ∞ (Q T ) weak- * , Then ∂B S (x, u ) ∂t converges to ∂B S (x, u) ∂t in D (Ω). We observe that the term a (x, t, u , ∇u )S (u ) can be identified with a(x, t, T k (u ), ∇T k (u ))S (u ) for ≤ 1 k , so using the pointwise convergence of u to u in Q T , the weakly convergence of T k (u ) to T k (u) in L p (0, T ; W 1,p 0 (Ω)), we get a (x, t, u , ∇u )S (u ) a(x, t, T k (u ), ∇T k (u))S (u) in L p (Q T ), and S (u )a (x, t, u , ∇u )∇u S (u)a(x, t, T k (u ), ∇T k (u))∇T k (u) in L 1 (Q T ).
Furthermore, since φ (x, t, u )S (u ) = φ (x, t, T k (u ))S (u ) a.e. in Q T . By (3.12) we obtain |φ (x, t, T k (u ))S (u )| ≤ |c(x, t)|k γ , it follows that φ (x, t, T k (u ))S (u ) → φ (x, t, T k (u))S (u) strongly in L p (Q T ).
In a similar way, it results S (u )φ (x, t, u )∇u = S (T k (u ))φ (x, t, T k (u ))∇T k (u ) a.e. in Q T .
Using the weakly convergence of T k (u ) in L p (0, T ; W 1,p 0 (Ω)) it is possible to prove that S (u )φ (x, t, u )∇u → S (u)φ(x, t, u)∇u in L 1 (Q T ).
Finally by (3.13) we deduce that f S (u ) converges to f S (u) in L 1 (Q T ). It remains to prove that B S (x, u) satisfies the initial condition B S (x, u)(t = 0) = B S (x, u 0 ) in Ω. To this end, firstly remark that B S (x, u ) is bounded in L p (0, T ; W 1,p 0 (Ω)) (see (3.7)). Secondly the above considerations of the behavior of the terms of this equation show that
∂t is bounded in L 1 (Q T ) + L p (0, T ; W −1,p (Ω)). As a consequence, B S (u )(t = 0) = B S (x, u 0 ) converges to B S (x, u)(t = 0) strongly in L 1 (Ω) (for a proof of this trace result see [21] ). On the other hand, the smoothness of of S implies that B S (x, u)(t = 0) = B S (x, u 0 ) in Ω. The proof of Theorem 3.1 is complete.
