INTRODUCTION
IN THE paper [9] of Atiyah and Hirzebruch where (unitary) K-theory was first defined, the relation of the functor to classical groups was exploited to give particularly simple results (in contrast with cohomology) on certain spaces associated with Lie groups*lassifying spaces [9, $41 and some homogeneous spaces [9, $3.61 . It is reasonable to ask whether for Lie groups themselves this functor can be described more simply than the usual cohomology theories,$ and if so whether the simplicity of the K-theory of Lie groups can throw light on the causes of complications in their cohomology (cf. [14] for some partial explanations of these).
Our concern here is with the first of these problems only (indeed we are forced to deduce the 'simple' K-theory from the 'complicated' cohomology). The result we obtain is the following complete description of K*(G) (unitary K-theory of the Lie group G) when n,(G) = H,(G) is torsion-free. In particular this covers the case that G is semi-simple and simply-connected. THEOREM A. Let G be a compact connected Lie group with q(G) torsion-free. Then (9 (ii) (iii) (iv) (v) stated in the text in two parts as Theorems 1.1 and 2.1 of Chapter II. The proof of the second of these theorems, roughly equivalent to parts (ii)-(v) of Theorem A (assuming part (i)), proceeds in relatively straightforward stages which can be paralleled in cohomo1ogy.t For Theorem 1.1 of Chapter II on the other hand, which corresponds to part (i) of Theorem A, we give a much more indirect proof, depending on the classification of simple simplyconnected compact Lie groups and the calculations of their cohomology mod p for all primes, due to Araki, Bore1 and others.
Chapter I is a brief exposition of the material we shall need from K-theory and representation theory. Chapter II is devoted to the statement of the main results, and those parts of the proof which have to do with the multiplicative structure; while Chapter III gives the computational proof of II, Theorem 1.1 already referred to.
The writing of this paper has taken much longer than was planned, and my thanks are due to St. Johns College, Oxford, the Institute for Advanced Study, the University of California, Berkeley and the National Science foundation for supporting my research during the period in question. I am also grateful to many people for advice, in particular Professors J. F. Adams, M. Rothenberg and E. Thomas (whose paper [32] was intended to facilitate the computations in Chapter III) : most of all to Professor Atiyah who suggested the subject and advised at a number of points, and to my supervisor Dr. James, without whom the final result would have remained unwritten or unreadable. I. PRELIMINARIES
$1. K-Theory
For the main definitions and theorems of K-theory we refer to the standard sources [6, 8, 9, etc.] . We summarize in this section some of the facts which will be needed.
In what follows 9f (resp. b) is the category of spaces having the homotopy type of a finite CIV-complex (resp. CFV-complex with finite skeletons); '&,, '$I, are the corresponding based categories. We shall frequently use the trivial observation that a functor on CWcomplexes which is a homotopy invariant admits a unique extension to the corresponding homotopy type category.
An expression (X, *) denotes a pair (space, basepoint). If (X, A) is a pair of spaces, X/A has a natural basepoint. If X, Y are two based topological spaces, [X, Yj denotes the set of based homotopy classes of maps X-, Y. LEMMA 1.1. If L is a ring of type Q(p) and B c A are finitely generated L-modules with A free, then the foliowing conditions are equivalent (i) B is a direct summand in A (ii) For every prime p not in p, x E A and px E B imply x E B (iii) B is the intersection of A = A @ LL with a submodule of A @ LQ; this submodule can be taken to be B 0 LQ.
The proof is left to the reader.
Extension to 5% We use the usual inverse limit process [6, @4] to extend the domain of definition of the above K-theories (only a very small extension is needed here). Let X be a CW-complex with finite skeletons, A a finite subcomplex, and write Xci' for the i-skeleton of X. For any coefficient group L of those used above, define KJX, A; L) = I$ K= (X"'uA, A; L)(or E Z,) The resulting Z,-graded filtered group is a homotopy invariant, so that the definition can be extended to pairs (X, A) with X in & and A in 2I. If X is itself in 2I, K*(X, A; L) and K*(X, A; L) can be identified. C $2. Spectral sequences Let (X, A) be a pair with X in &, A in %, and let X be given an increasing filtration: A = X,, c Xl t . . . , y A', = X, where all spaces X, are in 2l. As in [9, $2.11, the filtration defines an H(p, q) system in the sense of Cartan-Eilenberg where H(P, 4) = K*(X,-l, X,-1) q 2 p. (X, = A for k c 0) (This can of course be done with any coefficient group; to simplify notation we are here considering only the integral case.) Each H(p, q) is Z,-graded; each E, in the resulting sequence is (Z + Z,)-graded. If p E Z, c1 E Z, and p denotes p reduced mod 2, E,P" = K'+"(X,, X,_ J.
If the filtration is finite, X is itself in a[. Let K*(X, A) be filtered by defining
(1) K*(X, ,4)P = Ker[K*(X, A) --f K*(X,_ 1, A)].
Standard spectral sequence methods prove that {E,} as defined above converges strongly to the Z,-graded filtered group K*(X, A).
Next suppose the filtration infinite, and that X is in '& For each integer n 2 0 the pair (X,,, A) carries a filtration induced from that of (X, A), which is finite and gives rise to a strongly convergent spectral sequence which we shall write {EI (n)} ; these spectral sequences with the associated filtered groups K*(X,,, A) form an inverse system in the sense of [6, 931 (except that they include El-terms). By definition, El = pa N E$(n) for n 2 p, and so inductively E,? g E,m(n) for n 2 p + r -1. Hence certainly F (Er(n)) = Ef. K*(X_u+r, 44 -+ K*(X,, ~4)~ all coincide trivially. Suppose pl q and consider the sequence of restrictions K*(Xp+V A) 2 K*(Xp+,, A) 2 K*(X,, A) .
I: K*(X,+ A)
when 01 r< s.
The condition (ML) implies that we can choose r so that Im izil = Im il for all s> r. Given x E X*(XP+F, A),, choose y E K*(X,,+s, A) so that i&(y) = i2(x). But then i3(izil(y)) = isi* = 0, and y must itself be in K*(Xp+s, A)4. In other words the images of restrictions K*(Xpfs, A& + X*(X,, ,4& coincide for all s 2 r and the lemma is proved. Now we turn to Proposition 2.1. First, by the left-exactness of lim, the limit of the +-exact sequences 0 -, K*(X,, A),r + K*(Xp, A) + K*(X,_ 1, A) (q fixed, y 2 q) is again exact. The natural map K*(X, A& + lim K*(X,, A>4 -cis therefore an isomorphism. Next, the vanishing of d, for r 2 r,, in {E,,) implies the same condition holds in {E,(p)} for each p. E, = E,, is therefore isomorphic with I& E,(p) = !ii E,, (p). From these considerations, the limit of the exact sequences 0 + K*(Xp, A),, r + X*(X,, A>4 + E%(p) -+ 0 is a sequence 0 + K*(X, A),, 1 + K*(X, x4)4 --t E 2 + 0.
But Lemmas 2.1 and 2.2 im<ly that undeF;he conditions of the theorem the system {K*(X,, A),} (q fixed) satisfies (ML). The sequence (2) is therefore exact; this completes the proof of Proposition 2.1.
We now consider the special case of the filtration by skeletons of a finite CFV-complex X. This gives rise to a spectral sequence which we shall write (E,(X; L) } and call the standard spectral sequence of X; E,(X;L) = H*(X; L), E,(X; L) -K*(X;L). (For the case L = Z see [9, $2.11) . This spectral sequence is strongly convergent and is a homotopy invariant from the E2 term on; we take advantage of this to consider {E,(X; L)} as defined on the category 2l. We shall need to use the fact that pp, being a homomorphism of cohomology theories, induces a homomorphism of spectral sequences pp : VW; WI+ i&(X; Z,)l which is the cohomology reduction mod p on the E2 term.
LEMMA

$3. Representation rings
In all that follows 'Lie group' will mean 'compact Lie group over R'. For such a group G the representation ring R(G) [9, $4.21 can be characterized as the free abelian group on the isomorphism classes of irreducible representations of G, with multiplication induced by the tensor product of representations. R(G) is a contravariant functor on the category of Lie groups and continuous homomorphisms; the inclusion 1 + G of the trivial group induces an augmentation E : R(G) + R( 1) = Z which assigns to each representation its dimension. The kernel of E is written Z(G). We need to collect a few traditional results on representation rings. LEMMA 
Zf G is commutative, with character group r, then R(G) is naturally isomorphic to the group ring Z[T].
Proof: Immediate from the definition. LEMMA 
Zf G, H are Lie groups, then R(G x H) is naturally isomorphic to R(G) @ R(H).
Proqf Let nl, 7r2 be the projections of G x H to G, H respectively; the irreducible representations of G x H are exactly the representations nrp @ nra where p, CJ run over the irreducible representations of G, H respectively.
Next suppose that G is semi-simple and simply-connected. We recall some facts about the representation theory of G, which is equivalent to that of the Lie algebra g. Let A+ be the set of dominant weights of g [23, VII.31 ; A+ is additively the free monoid generated by weights ol, . . . , q called 'fundamental weights' where I = rank G. For A = Ckiui E A+ define the height h(l) to be ski.
Let Ir(G) be the set of isomorphism classes of irreducible representations of G. If a representation p admits a highest weight 2 E A+ we write w'(p) = 1. In particular any p in Ir(G) admits a highest weight and the correspondence p --t w'(p) is bijective from Ir(G) to A+. The basic representations pl, . . . , pl are those irreducible representations defined by ,O+(Pi) = oi (i = 1, . . . ) 1). LEMMA 3.3. With the above notation R(G) is the polynomial algebra Z[p,, . . . , p,]. Proof. For any representation p of G define h(p) to be the maximum of h(A) as I runs over the (non-empty) set of weights of p in A+. Then the following facts are immediate consequences of the definitions :
If p, p' admit the same highest weight and p' is irreducible, p = p' + CT where h(a) < h(p).
If p, p' admit highest weights, so does p @I p' and w'(p @ p') = w+(p) + w+(p').
From these two observations it is a simple algebraic exercise to deduce that any representation of height k has a unique expression as a polynomial of degree k in pl, . . . , p . This proves the lemma.
$4. Representations in K-theory
There are two simple ways in which the representations of a Lie group G enter into the K-theory of associated spaces. First, let < be a principal G-bundle with base B, in $i.
Then assigning to a representation p of G the vector bundle p(r) over B, defines a homomorphism a(r) : R(G) + Kr(B<) which is natural with respect to bundle maps and group homomorphisms. If B, is in 5% we can take restrictions to finite subcomplexes, pass to the limit, and derive a continuous homomorphism a(t)* : R(G)eg (B,) where the completion of R(G) is with respect to the Z(G)-adic topology. All these results are stated in full and proved in [9, $41, where it is also shown for G connected that a(t)is an isomorphism when 5 is a universal G-bundle and B, = BG a classifying space for G.
On the other hand G as a compact differentiable manifold is in 2l so that we can discuss its own K-theory. In particular,' we can consider a representation of G simply as a map p : G + U(n) for some n, and then compose with the inclusion u" : U(n) + U. Since U(n) is connected the homotopy class of p, and so of ff 0 p, depends only on the equivalence class of p as a representation.
Write /l(p) for the homotopy class (a" 0 p} E [G, U] = K'(G). j? is a function from equivalence classes of representatons of G to K'(G).
We now derive some properties of p. The group structure in K' is induced from the canonical H-structure (Whitney sum) of U or equivalently from the stable group-structure (matrix multiplication) [8, Lemma 2.4.63 . Applying the first we find immediately that given representations p, CT of G with direct sum p @ c (1) HP 0 0) = B(P) + B(4.
As an additive function, B therefore has a unique extension to R(G), which we continue to denote by /3 : R(G) + K'(G).
Next let the degrees of p, CT be m, n respectively and let I~ be the trivial representation of G of degree k. For any g E G we have the identity (p 63 a)(g) = (p SQ(g)*(t, 0 o)(g) (matrix multiplication). Since p 8 tlr is the direct sum of k copies of p, (1) implies that /?(p @ rk) = k.j?(p). From the second description of the group structure in K', and the above formulae, we can deduce Proof. First, since uk 0 I k : G + U is the constant map, p(rk) = 0 which implies that fl is trivial on Z c R(G).
Next, Z(G) is generated as a group by elements of form p -m where m is the degree of p. Hence (Z(G))' is generated by elements of form (p -m)(a -n) where n is the degree of 6. But
P((P -m)(a -4) = B(p 63 4 -d(P) -d(o) + @W) = 0
using (2) and the first part of the lemma. Hence p is trivial on the whole of (Z(G))2.
Let us define J(G) to be the quotient Z(G)/(Z(G))2 ('indecomposable elements', of R(G), cf. [28,3.7] ). There are natural projections R(G) + Z(G) --t J(G) ; let j be their composition. Lemma 4.1 implies that p factors uniquely through j to give a commutative diagram (3) We digress for a moment on the structure of J(G). Let US define a standard covering group to be a group which is the product of a torus and a semi-simple simply-connected group (For the justification of this name, see [l&2.9]). Suppose now G is a torus, with character group F. F is free abelian of rank I, and R(G) = Z[r] by Lemma 3.1. If yl, . . . , yI are a set of generators for l? it is easy to see that AYA *** 3 j(y,) form a basis for J(G), completing the proof in this case.
(The smallest connected counterexample to this lemma is the projective unitary group PU (3) . PU(3) has rank 2, but J(PU (3)) is a free abelian group of rank 3.)
Having introduced c1 and /I we need to relate them. Essentially, our result states that /3 is (up to sign) the suspension of a. Let &EC 5 Bc) be a principal G-bundle as before and b. a basepoint of B,; we shall identify z-' (b,) with the standard fibre G as usual. ~$5) commutes with augmentations and so maps I(G) into R'(B,) = K'(B,, b,), regarded as a subgroup of p(B&. Proof. Given a pair (A', A) we shall write elements of K"(X, A) as difference elements [lo, $31 d(t,, tl, r) where to, t1 are bundles over X and T is an isomorphism of their restrictions to A.
Let p : G + U(n) be a representation. I(G) is generated by elements of form p -n, so it is sufficient to check that 6 0 B(p -n) = 6 0 p(p) is equal to -76 0 a(r)@ -n). Let E, denote a trivial bundle of dimension n. a (5) sends p to p(5), n to E,, and a(t)(p -n) E K' (B,, b,) can be represented as d(p(<), E,; I) where I is any vector space isomorphism of the fibres of p (5) , s, over be. The total space of p(5) is E, x pC"; we shall take 1 : G x ,,C" --* C" to be defined by r(s x $9 = P&7-') '0 g E G, I' E C"
(This can be checked to be a well-defined isomorphism).
Next, it follows that x!a(r)(p -n) can be represented as d(n!p(& a,; I) where i is I lifted to G via II. The total space of nip(t) is composed of pairs (u, u' x Pv) where U. u' E E,, v E C", and rc(u) = n(u') (so u' is a translate of u by an element of G). The following map cp defines an isomorphism E" + n'p(5) : cp(u, v) = (u, u x p) (u, u as above). By the properties of difference elements, d(rc'p(t), E,; 7) = d(.s,, E,; i 0 (cplG)). Now i"(cplG)(g,~)=i(g,gx,u)=(g,p(g-')~~).
Hence i 0 (rplG) is an isomorphism of trivial bundles over G determined by the map G + U(n) which sends g to p(g-'). This map composed with u" clearly determines the element -j?(p) in K'(G); hence II! 0 c1(5)(p -n) = d(.s,, E,; i 0 (4pIG)) = -6 0 j?(p) as required.
$1. Introduction
II. THE MULTIPLICATIVE STRUCTURE OF K*(G)
We are now ready to begin discussing the K-theory of Lie groups in detail. At the basis of the discussion is the following result:
. Let G be a connected, semi-simple and simply connected Lie group; then K*(G) is torsion-free.
This theorem will be proved in Chapter III. The proof given there uses the classification theory of semi-simple Lie groups, and detailed knowledge of their cohomology; it is therefore not a 'natural' proof. In this chapter we shall use more straightforward methods to deduce more specific results on the rings K*(G) from Theorem 1.1.
We begin by making a simple extension of theorem 1.1 to arbitrary connected Lie groups. PROPOSITION 1.1. Let Q(p) be as in I 1.8 and suppose H,(G; Q(p)) is torsion-free; then K*(G; Q(p)) is torsion-free.
Proof. To begin with, we can reduce the proof to the case where G is semi-simple. In fact, in general there is a homeomorphism (1) G=GOxT where G, is semi-simple and T is a torus (perhaps trivial) [14, 3.11 . Now K*(T) is torsionfree since H*(T; Z) is; hence the same is true for K*(T; Q(p)) and we can apply the Kiinneth formulae to give K*(G; Q(p)) = K*(G,; Q(P)) @ K*(C Q(P)) ff,(G; Q(P)) = fMG,; Q(P)) CD Jf,(T; Q(P)) Hence K*(G; Q(p)) (resp. H,(G; Q(p))) has torsion if and only if K*(GO; Q(p)) (resp. H,(G,; Q(p))) has; it is therefore sufficient to prove the proposition for semi-simple groups.
Let G be semi-simple, with universal covering group G and projection n : G --* G. The kernel r of II is a finite abelian group; let d be its order. Since H,(G) = r has rank zero, H,(G; Q(p)) is torsion-free only if it is trivial; and this is the case if and only if p E (p) for all primes p dividing d. All such primes are then units of Q(p), so that d is one also.
We now recall some of the properties of the transfer homomorphism in K-theory [6, $21. Letf: X+ Y be a finite covering, with X, Y in 9I. Then the transfer is a homomorphism of abelian groupsf, : K*(X) + K*(Y), preserving filtration and satisfying
Cf. [6, (2.3) ]. The extension off, under the inclusion Z + Q(p) is a homomorphism of Q(p)-modules K*(X; Q(p)) + k"*( Y; Q(p)) which we shall also write f, ; and this again satisfies (2). Let d be the degree of the covering; thenf, (1) is the class of the direct image of the trivial l-plane bundle on X, and so has augmentation d. We therefore have as a special case of (2),
where y' E If*( Y; Q(p)).
_I
Now suppose Xis acted on freely by a finite group I-and Y = X/T withfas the natural projection. Let us write y! : K*(X; Q(p)) + K*(X;:Q(p)) for the homomorphism induced by the action of y E r on X. Before proving Lemma 1.1 let us show how this implies that Proposition 1.1 holds in the semi-simple case. Let G, G be as before; then we can apply Lemma 1.1 with rc for f and r acting on G by translations. But since G is connected, all translations of G are homotopic to the identity; in particular y' = identity for each y E r, so that Lemma 1 .l gives (4) &q(x) = d . x
x E K*(G; Q(P)). Now suppose H,(G; Q(p)) is torsion free. Then d is a unit in Q(p); hence d is invertible in K*(G; Q(p)), and by the argument of [9, 2.61 so is d + y' for y' E R*(G; Q(p)). Using (3), (4) we see that x+r', rr'q must be isomorphisms; so rcl, q are isomorphisms. But K*(G; Q(p)) is torsion-free by theorem 1.1; therefore so is K*(G; Q(p)).
We now prove Lemma 1.1. For this let D denote the set of integers { 1, . . . , d} with the discrete topology, and let the elements of r be given an enumeration yr, . . . , y,,. Then X x D is the disjoint union of d copies of X, K*(X x D; Q(p)) is the direct sum of d copies of K*(X; Q(p)). Let u : X x D --, X be the left projection; then u is a (trivial) covering of degree d and it is immediate from the definition of u! that u,(xl @ . . . @ xd) = x1 + . . . +x, for x1, . . . , q, E K*(X; Q(p)). Now let t : X x D +Xbegivenbyt(x,i)=yi*X(X~X,i~D).
Then by applying the definitions, we see that the covering u is induced from the covering f by the map f, and t : X x D + X is the induced map of covering spaces, i.e. we have a commutative diagram
XxDA X
Since the definition of the transfer is natural with respect to maps of coverings, we can deduce from the diagram (5) that u,t! = f x : K*(X: Q(p)) + K*(X; Q(p)). Now for x0 in K*(X; Q(p)), t'(x,J = y:x, @ . . . Oy&; hence u!t!(xO) = Qfx,(i = 1, . . . , d). This completes the proof.
Note to Proposition 1.1. This is in fact a 'best possible' result, in the sense that the existence of torsion in H,(G; Q(p)) implies the same for K*(G; Q(p)). In fact, it can be proved that if G is semi-simple and G, r are as above, the image of the cr-homomorphism
Given the reductions made in the proof of Proposition 1.1, this implies the converse.
$2. The Hopf algebra structure
The main theorem
In the remainder of this chapter we shall investigate the structure of K*(G; Q(p)) when it is a torsion-free Q(p)-module. We have in Proposition 1.1 and the note following it the necessary and sufficient conditions for this to hold.
We begin by introducing the Hopf algebra structure in the K-theory of H-spaces. Let L be one of the rings Q(p); we shall say a space X is L-free if K*(X; L) is torsion-free. It follows from the Kiinneth formula that the Cartesian product x : K*(X; L) @I LK*(X; L) --) K*(X x X; L) is an isomorphism if X is L-free. Suppose now X is an L-free H-space with product map p : X x X+X;
then we can define a homomorphism k--l 0 p' : K*(X; L) + K* (A'; L) @I &*(A'; L). The definition of Hopf algebra, like that of algebra, extends immediately from the Z-graded to the Z,-graded case. The following result is an immediate consequence of the definitions, proved in K-theory exactly as in cohomology [l 1, 571. PROPOSITION 2.1.
(i) Let X be an L-free H-space; then the diagonal homomorphism IC-~~' gives the L-algebra K*(X; L) the structure of a Z,-graded augmented Hopf algebra with unit over L.
(ii) Zf f : A', + Xl is an H-map [24] of the L-free H-spaces X,, XI, then f! : (A', ; L) + K*(X,; L) is a homomorphism of Hopf algebras.
We are now ready to state the main result of this chapter. In I, §4 (3) we defined a homomorphism of abelian groups fl :J(G)+ K'(G). Let R be the image of fi; we can regard R @IL as embedded in K'(G; L) as a submodule. THEOREM 2.1. Zf G is an L-free connected Lie group, then (a) R @ L is the module of primitive elements in the Hopf algebra K*(G; L).
(b) If the exterior algebra A,(R @ L) is given the unique Hopf algebra structure in which the elements of R Q L are primitive, the inclusion of R @ L in K'(G; L) induces an isomorphism of Hopf algebras.
(1) AL(R @L) x K*(G; L)
As a particular application of this theorem suppose G is a standard covering group (I, $4) of rank I. Since H*(G; Q) w K*(G; Q) is an exterior algebra on a Q-module of rank 2 [22] , 2 is also the rank of the Q-module R 0 Q, and of the Z-module R. By I, Proposition 4.1.) J(G) is a free Z-module of rank 2, so fl : J(G) + R which is by definition an epimorphism must be an isomorphism. Since xc,(G) is torsion-free, G is Z-free (Proposition 1.1); we therefore have COROLLARY 2.1. If G is a standard covering group, K*(G) can be identtfied via j with &V(G)). In fact, we have seen thatj(p,), . . . ,j(p,) form a basis for J(G).
COROLLARY 2.2. If G is semi-simple and simply connected, K*(G) = A,(p(p
The proof of Theorem 2.1 proceeds in two stages. In the rest of $2 we prove a structure theorem for Z,-graded Hopf algebras (Theorem 2.2) which implies that under the conditions of Theorem 2.1, K*(G; L) is isomorphic as a Hopf algebra to the exterior algebra on its primitive elements. In $3 we use the fact that K*(G; L) has this structure to deduce part (a) of Theorem 2.1, whence part (b) follows.
Structure of Z,-graded Hopf algebras
For the rest of this chapter L will continue to denote a ring of type Q(p). If F is any free L-module we shall suppose the exterior algebra AL(F) is given the unique Hopf algebra structure in which the elements of Fare primitive [28, 7.201 ; we also Z,-grade it by giving the elements of F the degree 1. Let A be a Z,-graded augmented Hopf algebra with unit over L which is a finite-dimensional free L-module. Our structure theorem for Hopf algebras is the following :
THEOREM 2.2. Let P, be the module of primitive elements in A @ Q, P the module of primitive elements in A. Then A Q Q = A,(P,) implies A = AL(P) (ns Hopf algebras).
This theorem has the following consequence: COROLL~Y 2.3. If G is L-free, then K*(G; L) is isomorphic as a Hopf algebra to the exterior algebra on its primitive elements; and these are homogeneous of degree 1.
Proof of Corollary 2.3. In Theorem 2.2 set A = K*(G; L), so that A 0 Q = K*(G; Q)
The isomorphism chQ (I(1 .I)) is a natural transformation of multiplicative cohomology theories, and therefore transforms the Hopf algebra structure of K*(G; Q) into that of H*(G; Q). Using the theorem of 30] as a Z,-graded Hopf algebra. We can now apply Theorem 2.2 to prove the corollary.
iVole. The difficulty in applying the standard structural results for Hopf algebras (e.g.
[l 1, Proposition 7.31) to K*(G; L) is that the existence of a Z-grading on the Hopf algebra considered enters essentially in the proofs. Theorem 2.2 gets round this difficulty by supposing our Z,-graded algebra embedded in one which is in fact Z-graded (A @ Q). The idea of the proof is to use this Z-grading to define a filtration on A itself, and then determine the structure of A inductively over the filtration subgroups.
Proof of Theorem 2.2. We begin by making some general remarks about Hopf algebras.
Let B be an augmented Hopf algebra over L with unit; writing B. for the kernel of the augmentation E we have a direct sum decomposition.
(2) B=L@B Let I : B --) B be the inclusion, z : B +B the projection corresponding to the decomposition (2). If $ is the diagonal homomorphism of B we recall the reduced diagonal IYJ : B -P B @J B is defined to be the composition B& B% B @I B=% I3 0 Il. (All unmarked tensor products are taken over L.) The module of primitive elements P(B) is by definition the kernel of $ [28, 3.71 . Since tensoring with Q is an exact functor it sends kernels into kernels, in particular
BQQ=BQQcBQQ
WQQ)=P(B)QQQ~BQ
We now turn to the particular Hopf algebra A, and assume that the condition A @J Q = A,(P,) 1s satisfied. It is an easy consequence of (I, Lemma 1.1) that if f : C, -+ C, is a homomorphism of L-modules with C2 free, then the kernel off is a direct summand in C1 ; applying this to I$ we see that P = P(A) is a direct summand in A. Now (I, Lemma 1.1 (iii)) and (3) give (4) P=(P@Q)nA=P,nA.
The exterior algebra AL(P), regarded as embedded in h,(P,), is the L-subalgebra generated by P. Hence AL(P) t A c Aa( we are also given that A @ Q = Ao(Pe) = A,(P) @ Q.
We can give A,(P) and AQ(P,,) compatible Z-gradings in a standard way by assigning to the elements of P, PO the degree + 1. These are then Z-graded Hopf algebras; the components of degree + 1 are exactly P resp. PO, and the elements of positive degree form the summands AL(P) resp. A,-JP,). These gradings give rise in a natural way to filtrations where P' is the sum of the components of AL(P) of degree <r; similarly for Pg. Here n, the rank of P, PO, is also the highest non-zero degree in the exterior algebras. It follows straightforwardly from the definitions that P' @ Q = P,', and that P' is a direct summand in AL(P). Hence by (I, Lemma 1 .I), PI, = Pi n AL(P). Now if we define an analogous filtration of if by PA = Ph n K, we have (6)
IYCP>CP;,
If we tensor (6) with Q the inclusions become equalities (since Pg @ Q = PJ = P' @ Q), and so (7) 1"@Q==P:,@Q.
It is our aim to prove the following relation (8), P'=P:, (r=l,...,n) by induction on r. Since P" = AL(P) and PA" = A,(P,) n A = A, this will prove the theorem.
To start the induction we note that P' = P, PA = PO and so Pi = PO n A = P by (4).
Hence (8), is proved. Now assume (8),-i for r > 1. It follows from (6), (7) that P' is an L-submodule of maximal rank in PL. (8) , will therefore be proved if we can show that P' is a direct summand in Pi. For this we shall use the criterion (ii) of (I, Lemma 1.1), i.e. we prove that for p E II-(p) (where L = Q(y)),
XEPIA,pXEPrexEPr.
We begin by showing that any x E P4 satisfies (10)
ljF(x)EP'-'@P'-'
In fact it follows, from the definition of the filtration on AdP,) that $(P,) is contained in Pi-' @I Pk-' ; this holds for any filtration derived from a grading on a connected Hopf algebra in this way. Hence q(x) E (P&-' @I Ph-') n (A @I A), a module which can also be written ((P'-' @P'-') @I Q) n (A @I A). Now by the induction hypothesis P'-' = P>-1 = PL-' n A ; by the criterion (iii) of (I, Lemma 1.1) this is a direct summand in A. Hence P'-l@ P'-' is a direct summand in A @ A ; we deduce that ((P'-' 8 P'-') @I Q) n (A @ A) = P'-l @I P'-' which proves (10).
Now suppose in addition that px = x' E P'. The reduction mod p induces a map of Hopf algebras pp : AL(P) + Az,(P @ Z,). Now (10) enables us to define (p, @I p&$(x)); hence i&,(x')) = (pp @I P,,)@(x')) = P(P,, @ P,)@(X)) = 0, i.e. P&X') is primitive in Az,(P @I ZP). But P(A,,,(P @ Z,,)) = P @I Z, [28,7.20] , so that p,(x') E P C3 Z,. We can therefore find x0 E P and y E AL(P) such that x' = x0 + p-y. Replacing x' by px we have x0 = p(x -y), so that p(x -r) E P, x -y E A. Since P is a direct summand in A, this implies x -y E P. But y E AL(P), so x E AL(P) n Pi = P'. This proves (lo), and so completes the induction for (8),.
$3. The primitive elements
To provide a proof for the remaining part (a) of Theorem 2.1. we begin by characterizing the module R @IL in a different way. Let G 4 EG S BG be a universal G-bundle. The pair (EG, G) has the homotopy type of the pair (CC, G) and so is in '%z; since EG is contractible 6 : K'(G; L) + K'(EG, G; L) is an isomorphism. Define the universalsuspension aG to be the composition 6-l 0 A! : Ko (BG; L) + K'(G; L), by analogy with cohomology.
LEMMA 3.1. The module R @IL is the image of ac in K'(G; L) . Prooj It is sufficient to consider the case L = Z. In this case we can apply I, Proposition 4.1, modified by taking x?'(BG) instead of R"(Bc). We have that 6(R) = Im(6 0 /3) = Im(nl 0 u). Since Im c1 is dense in 8'(N) [9, $41, Im (n! 0 a) is dense in Im n! c K'(EG, G). But as stated above (EG, G) is a';;air in 21 and so its filtration topology is the discrete topology. HenceIma,=Im6-'~~!=Im6-'~a=Im~=Rasrequired.
Theorem 2.1 (a) is therefore equivalent to the statement that the primitive elements in K'(G; L) are exactly the image of cc, or in the traditional language of cohomology the 'universally transgressive elements'. The equivalent result in cohomology has been proved in several different ways-the spectral sequence of the universal bundle [II, $20, etc.] , the Eilenberg-Moore spectral sequence [15] , and most recently the 'geometric bar construction' of Rothenberg and Steenrod [29] . The first two methods do not carry over directly to K-theory; the third does, and we shall rely on the exposition in [29] with indications of how it should be adapted.
G will continue to be an L-free Lie group; let d be the 831. We have a space 1 d 1, acted on freely by G and filtered by G-subspaces go c b1 c b, c . . . ; the quotient space is B = d/G filtered by the quotients Bi = &i/G. In our previous terminology 16'1 = EG, B = BG. B is in 3 and all the other spaces mentioned are in 'X In K-theory with coefficients in L the filtrations of Id'I, B give rise to spectral sequences (I, $2) which we write {,??,(lSl; L)}, (E,(B; L)} respectively.
Since we have not developed a homology theory dual to K-theory (but see [33] ) we must diverge to some extent from the treatment of these spectral sequences in [29] , to which our method is dual. Let us write A for K*(G; L) considered as a coalgebra; for any G-space X in 9l the Kiinneth formula shows that the structure map of X induces a homomorphism K*(X; L) --, K*(X x G; L) = K*(X; L) 0 LA. This is an A-comodule structure on K*(X; L) and the correspondence is functoriai from G-spaces to A-comodules. A is flat over L, so that A-comodules form an abelian category [28, 2.21 . We can therefore dualize the arguments in [29, $51 to arrive at the following results. Because of this duality, the proof will be omitted, though we shall need to make certain stages explicit later on, referring to the corresponding stages in the homology proof as justification. To do computations we need to know a bit more about the cobar resolution. Let A be any Z,-graded L-coalgebra with coaugmentation q : L + A, supposed free as an L-module. Let the cobar resolution be the complex with Yj = L q ,Xi. We can identify Xi with the tensor product A @A @ . . . @A (i factors are A = Coker q), and Yi is then A @I . . . @A = L @A 8 . . . @A c X,. The following characterization of the cobar resolution can be proved dually to [29, 5. 6 Lemma] (in fact forms a necessary part of the proof of Theorem 3.1). LEMMA 
The resolution X is characterized by the following conditions
(i) X0 = A (ii) X,+ I is isomorphic to A @ Coker 6, as an A-comodule (6, set equal to n) (iii) Under this isomorphism cS,+~ corresponds to the composition X,% A @ X, + A @ Coker 6, where A,, is the structure homomorphism of the comodule X,. Now suppose that A has the counit E : A + L, so A is naturally isomorphic to Ker E. Then we can determine the low degree terms in Cotor. Next, consider the homomorphism 8 : A @ A + A @ A defined by &a @I b) = e(a)&(b)a @I b. 8 is equal to -1 on A @JZ and so is an epimorphism; it is easy to see that the sequence ALA@AAA@kO is exact. Hence we can use 8 to identify Coker 6, with A @A. Again by Lemma 3.2 (iii), a2 is the composition
A@z=A@A@AxA@A@z
To identify J2 it is sufficient to see how this homomorphism behaves on L @ A c A @ A.
Given a E A, 1~~S,(a)=S,(1~a)=(1~~)(1~l~~)=1~~6,(a)-1~l1a=l~~(a).
This proves the commutativity of the second square.
Let usnow return to the geometric situation. We have in Lemma 3.3 an identification of Y, with A = I?*(G; L). We can also identify (B,, B,,) of identifications commutative. Lemma 3.3 therefore has the following consequence.
COROLLARY
Zf G is an L-free group, Ei(B; L) t E:(B; L) = i?*(SG; L) is the suspension of the module P of primitive elements in i?*(G; L).
We next give a parallel characterization of the 'universally transgressive' elements Im (~c. is commutative up to sign (for the proof in homology, which can be imitated in K-theory, see [25, p.101) . Hence EL(B; L) = Im ii = Im (So 6-i 0 x') = S(Im ac).
By putting together the last two results we have It only remains to compute the spectral sequence {E,(B; L)} in the case which interests us, i.e. when G is connected and L-free. Then (Corollary 2.3), K*(G; L) is the exterior algebra on the module P of primitive elements. This is a self-dual Hopf algebra [18, exp. 9, p.81, in particular, its coalgebra structure is dual to the algebra structure of a plain exterior algebra. Let us call such a coalgebra an 'exterior coalgebra', always supposed to be Z,-graded in such a way as to give P degree 1. LEMMA Lemma 3.3) .
Let A be an exterior coalgebra, with module P of primitive elements. Then Z Cotorm (L, L) (p E Z, a E Z,) is isomorphic as a (Z + Z,)-graded L-module to the symmetric algebra of P = Cotor';' (L, L) (see
Proof The dual result for algebras is proved in [18] ; the lemma can be proved by the dual method.
Note. The sum of the Cotor groups can in fact be given a natural product structure in this case so as to make the isomorphism multiplicative. PROPOSITION {E,(B; L)} collapses, in the sense that E,(B; L) = E,(B; L) . A = K*(G; L) is an exterior coalgebra, Lemma 3.4 (with Theorem 3.1) implies Ey (B; L) = Ounless a = p,(p). Since the differentiald, has bidegree (r,pz(r -I)), it must be zero for all r 2 2, and the spectral sequence collapses.
Suppose G is a connected L-free Lie group. Then the spectral sequence
Proof. Since
We can now complete the proof of Theorem 2.1(a). In fact, if G is L-free and connected, (E,(B; L)} collapses as has just been shown; collapsing implies strong convergence by I, Proposition 2.1. Hence we can deduce, by Lemma 3.1 and Corollary 3.2 that P = Im uc = R@L.
III. THE ADDITIVE STRUCTURE
General considerations
In this chapter we give the enumerative proof of II, Theorem 1.1 which was referred to there, thus completing the proof of those results in chapter II which depended on it. We begin by reducing the question to explicit computations in a well-defined and countable set of spectral sequences.
We recall that II, Theorem 1.1 states (A) For G semi-simple and simply-connected K*(G) is torsion free.
It is in fact sufficient to prove (A) for simple groups. For suppose this done; then by the decomposition theorem for semi-simple and simply-connected groups, we can write G = G1 x . . . x Gk with G1,..., Gk simple and simply-connected. Now K*(Gi) is free for i=l , . . . , k by hypothesis; hence by the Kiinneth formula, K*(G) = K*(G,) @ . . . @ K*(G,) is also free.
The simple and simply-connected groups can be classified in a well-known way, and a great deal is known about their cohomology. The next reduction we can make is a consequence of the following lemma. (Here as throughout this chapter p denotes a prime, not restricted to be odd unless this is specified).
LEMMA 1.1. Zf X E Vf, K*(X) has torsion of order p only if H*(X; Z) does.
Proof Let Q, denote Z localized at the prime p (Q(II -{p}) in the notation of I $1). We recall two elementary results on torsion in abelian groups.
(i) If A is a finitely generated abelian group, A has p-torsion if and only if A @ Q, does.
(ii) Under the conditions of (i), A @ Q, has no p-torsion if and only if the natural homomorphism A @I Q, + A @I Q is injective. Now for XE '?I[, H*(X; Z) is finitely generated, and so is K*(X). If H*(X; Z) has no p-torsion, by (i), (ii) the homomorphism of spectral sequences W,(X; Q,)> --f Wr(X; Q)) induced by the inclusion Q, c Q, is injective on the &term:
WX; Q,J = H*(X; Q,,) --) ff*(X; Q) = WY; Q)
But (E,(X; Q)} collapses in the sense that E2 = E, [9, $2.41; hence so does (E,(X; Q,) }. Now the graded group associated to K*(X; QP) is E, (X; Q,) = E,(X; Q,) which has no p-torsion; so K*(X; Q,,) has none. The Lemma now follows using (i).
Let us consider pairs (G, p) such that G is a simple simply-connected group and p a prime; let 0 be the set of those pairs (G, p) such that H*(G; Z) hasp-torsion. Then if (G, p) $0 we can use Lemma 1.1 to deduce that K*(G) has no p-torsion. To prove (A), therefore it is sufficient to prove proof. Let P c K*(X) be the subgroup of elements of order a power of p; T the subgroup of elements of finite order prime top; and F a maximal free subgroup of K*(X). The standard decomposition for finitely generated abelian groups implies K*(X) = F@ P@ T Hence the universal coefficient theorem implies K*(X; Z,) = (I: (8 Z&B (P @ Z$ 8 (Tor (P, Z,,)) all other summands vanishing; while K*(X; Q) = F@I Q. Now dime F@ Q = dim,, F@ Z, (both being equal to the rank of the free Z-module F); while P @I Z, and Tor (P, Z$ are zero if and only if P = 0, i.e. K*(X) has no p-torsion. The lemma follows.
Let G be a simple group of rank I; then dimQ (K*(G; Q)) = dim, (H*(G; Q)) which is equal to 2'. Hence (B) is equivalent to (C) If (G, p) E 0 and G has rank I, then dim, (K*(G; Z,) 
We shall calculate dim,, K* (G; Z,) by means of the standard spectral sequence {E,(G; Z,)} using the more or less complete descriptions of H*(G; 2,) available for (G,p) E 0 [2, 3, 4, 12, 141 . The following inequalities are applications of general spectral sequence theory, and Lemma 1.2.
(2) dim, (E,(G; Z,,) ) 1 dim,, (E,(G; Z,)) = dim, (K* (G; Z,,) ) 2 2'. (2~ r <co).
In 902, 3 we prove the following proposition on the spectral sequences {E,(G; Z,,)}; taken together with the inequalities (2) it implies (C) and so II, Theorem 1.1. p) is a pair in 0 other than (E,, 2) , (Es, 2) and G has rank I, then dim, (E,,(G; Z,)) = 2'.
(ii) ZJG = E, (I = 7 or 8), then dim, (J&(G; Z,)) = 2'. The method of proving Proposition 1.1 will be as follows: first we prove that the differential d2,,_r in {,5,(X; Z$} is the first non-vanishing one and determine it as a stable cohomology operation. In $2 we apply this to finding dim, (&,(G; Z,) ) in case (i) and so prove the first proposition. In 53 we consider the cases (E,, 2), (Es, 2) in detail, first determining the &term in the spectral sequence and then making an ad hoc calculation of the differential d5 in the one case where it is needed. This will be sufficient to prove part (ii).
The differentials
We prove the following result about {E,(X; Z,)}. for 2 s r 12~ -2, and all even differentials vanish by considering the secondary (Z, -) grading (cf. [9,2.1]). This proves part (i). Now consider d2p-1 E dip-r. The operations 8'6 and 6B' form a Zp-&& for .cZ~~-' (this is still true for p = 2 setting 8' = Sq2, 6 = Sql). Write dlp_r = a.8'6 + b.&"; using the Adem relations we find
d2p-id2p-1 = (a + b)2SB2S
Hence for d2p-l to be a differential we must have a + b = 0, so that d,,_, is indeed a multiple of Q,. It remains to show that d2p_1 z 0. The proof of the first part of Proposition 1.1 is now a matter of straightforward computation. In fact for any XE '8 and prime p we have by Proposition 1.2 an isomorphism of complexes (E2,-,(X; z,), d2p--l. ) w (H*(X; Z,), Q,). Let (G, p) E 0, and suppose (G, p) is not (E,, 2) or (E,, 2). Then Proposition 1.1 (i) is equivalent to (1) dim, H(H* (G; Z,) , Q,) = 2' where 1= rank G.
The rings H*(G; Z$ have been calculated in all cases, with the action of .QZ,, to a certain extent [2,3; 12, IV, V; 14, $21. We shall begin by considering the five cases where p is odd, as all these have a simple structure, as follows.
(2.1). For (G, p) E 0, p odd, the cohomology rings H*(G; Z,) are the following. (xi denotes a generator of dimension i). 8 A@,,  X7, X159 X19, x27, X35, X39, X47) [2, Theorem 9, p. 4331.
In cases (a)-(d) we have the relations 9:x3=x7, 83x7=x8 while in case (d) alone [14, 2.3, Theo&me 21.
The only part of (2.1) which is not proved explicitly in the sources referred to is the relation P':x15 = -xl9 in H*(E8 ; Z,). H*(E8 ; Z,) is determined by Araki [2] by means of the Postnikov system. Using Araki's notation X, for the complex occupying the kth place in the Postnikov system of Es(Ki(Xk) cz xi(E,)y i s k; Xi(X& = 0, i > k), the f&ring x17 -+ X,5 induces isomorphisms in cohomology mod 3 and by Araki's formula H*(X15; Z,) = A&, 9% 8%%, u15, 9%,,) Q Z, [6, 9'u3, 6, 83B'UJ, 6@%, , 7 in dimensions I 21. Under the homomorphism induced by the canonical fibering EB + Xl 7 the elements us, u~~,~'~@u~ in H*(X,,; Z,) map to xg, x15, xl9 in H* (Es; Z,) , so that the image of the mod 3 k-invariant k:'(Es) = @u,, + 8381u3 [2, (38) ] is B'x,, + xlg. Since a mod p k-invariant of X has trivial image in H*(X; Z,) [2, (26') ], @xi5 = -xl9 as stated.
Finally, for dimensional reasons 6,(x,) = 0 in all cases (a)-(e) above. In case (d), xl5 is the image of a fundamental class in the cohomology of K(Z, 15) , itself the mod 3 reduction of an integral class, so that a3(x15) is also zero.
It is now simple to evaluate Q, = 8'6 -~'59~ on the elements x3, xls; for 8'6 is trivial on them by the previous remark, so that we have the following limited information.
Qlx3 = -b39ix3 = -xs in cases (a)-(d)
(2) QlXl5 = -6,9,x,, = xZO in case (d) Q,x3 = -6,B~x, = -x1* in case (e)
We can now give a unified description of the Q,-complexes H* (G; Z,) . Proof. Since Q1 is a derivation, a subalgebra A is a Q,-subalgebra if its generators form a closed set under Q,. We list the algebras A for the various cases of (2.1):
In ( In each case we take B to be the subalgebra generated by all xi not listed as generators of A; this is an exterior algebra whose rank is I -1 except in case (d) when it is I -2.
The calculation of H(A) from (3) using (2) (and the fact that Q, is a derivation) is now easy. We have In cases ( It now follows that in all cases H(A) 0 B is an exterior aIgebra of rank I, and so of dimension 2'; this completes the proof of Lemma 2.1.
As a result of Lemma 2.1 we can apply a 'twisted tensor product' argument [I 8, expost 3, p. 61. By this, there is a spectral sequence with E,, = A @I B, El = H(A) @B and E, the graded module corresponding to some filtration of H(A @I B). We can use standard results on dimension in spectral sequences to deduce (5) dim, H( A @I B) = dim, E, I dim, E, = dim,, (H(A) 8 B).
Since dim, (H(A) @ B) = 2' by Lemma 2.1 (iii) we can combine (5) and §1(2) to deduce dim, H(A@ B) = 2', which is (1). H*(G; Z,) The case p = 2 of Proposition 1.1 (i) will be proved in the rest of this section. Here we have an infinite number of possible groups G to deal with; it happens, however, that their cohomology mod 2 as a Q,-algebra can be described by a general scheme (Condition 2.1) and it is possible to compute the homology of any complex with such a description.
Structure of
Let A be a graded Z,-algebra with a differential d of degree +3 which is a derivation. We say that A satisfies Condition 2.1, if it has a simple system of generators y,, . . . , y, [I 1, Definition 6.41 such that (a) d(y,) # 0 for exactly n -r generators yi (b) If d(yJ # 0 then dbi) = JJ~ for some j (c) If rf # 0 then uf = yj for some j (d) If y, has even degree then r, = d(yJ for some i (e) There are no elements y, in degree <3 and at most one yi in degree 3.
The following two results provide a proof of (l), and so of Proposition 1.1 (i) for p = 2. (For G,, F4, see [12, Theoremes 17.3 (c) , 19.2 (c)l, for E6 see [3, Theorem 2.71.) By (2.2), since Q, = Sq'Sq2 + Sq2Sq1, it is easy to check that in each of the three cases H*(G; Z,) satisfies Condition 2.1, with n = I + 1, r = 1.
The remaining case is that of the spinor groups. We reproduce the description of their cohomology from [12, Theo&me 12.1 (c)l.
(2.3) H* (Spin (n); Z,) = A({xI I i E S}, y) where S is the set of all integers <n which are not powers of 2 and deg y = 2"'" ' -1; s(n) is the integer such that 2@)-r < n < 2'(").
There are n -s(n) generators, and they satisfy Sq'Xj = '. Xi+, if i +j ES 0 1
= 0 otherwise
Sq'y = 0 for all i > 0
We are considering only the cases n 1 7 (see $1 (1)); hence the possibility s(n) -1 = 3 is excluded and part (e) of Condition 2.1 is satisfied. Parts (b) and (c) follow easily from (6) ; to prove (a) and (d) we must find exactly when the relation Q,Xj = Xi+3 (j, j + 3 E S), holds. It follows from (6) that these are the only possibilities for non-trivial values of Q, on generators.
LEMMA 2.2. If j, j + 3 E S, Q,Xj = Xj+ 3 if and only ifj is odd.
Proof. First suppose j is even. Then, applying (6), Sq'x, = Sq1Sq2xi = 0 so that &xi = 0. This proves the 'only if' part of the lemma. We suppose now j is odd. Then j + 2 is odd and j + 2 E S, since j+3 E S by hypothesis and j + 2 cannot be a power of 2. Hence by (6) It is possible that j + 1 4 S because it is a power of 2. In this case we must have j = 3 (mod 4) (j + 1 = 2 is impossible). Suppose on the other hand j + 1 E S, then applying (a), Sq2LSq1Xj = Sq'Xj+i =+j(j+ l)~j+~. This is Xj+j ifj= 1 (mod 4) and zero ifjz 3 (mod 4); hence whether or not j + 1 E S we have (8) Sq2Sq1xj = xi+3 if and only ifj= 1 (mod 4).
Combining the relations (7) and (8) the lemma follows.
Condition 2.1 (d) is an immediate consequence of Lemma 2.2; in fact, inspecting the set S it is easy to see that an even integer i E S only if i -3 E S; and then Xi must be equal to
Qlxr-3.
We need only therefore prove that part (a) of Condition 2.1, holds. If G = Spin (n), I is equal to [n/2] so that the relation to be proved is (9) N = n -S(n) - [n/2] where N is the number of odd j E S such that j + 3 E S. Using (d), this is the same as the number of even i E S, i.e. the number of even integers <n which are not powers of 2. Now there are [(n -I)/21 even integers cn; and of these s(n) -1 are powers of 2. Hence N = [(n -1)/2] -s(n) + 1 = [(n + I)/21 -s(n); using the identity [n/2] + [(n + 1)/2] = n this is equivalent to (9).
Proof of Proposition 2.2. We shall use induction on the integer II -r. First suppose n -r = 0; then Condition 2.1 (a) implies that A is a trivial complex, so that dim, H(A) = dim, A = 2" (since A = A(y,, . . . , y,) ), which is 2' as n = r. Hence the result is proved in this case; now suppose it proved when n -r = m and let A satisfy condition 2.1, with r = n-ml. We number the generators of A so that (10) dyzi-1 = ~2, (i = 1, . . . , n2 + 1) dY1 = 0 if j>2m+2 and yzm+i has minimal degree among the yi with i 5 2m + 2.
We note for future reference that, as a consequence of Condition 2.1 (c) and (d), (II) y? # 0 implies y? = y2, for some j I m + 1.
We also note that if i I 2m, deg yi 2 deg y 2m+l 2 3 and deg yi > 3 by (10) Proof. It is sufficient to show that any monomialf = II y: ' (i = 1, . . . ,2m) can be reduced to one with all ki I 1; or equivalently, if ki > 1 for some i, that f can be reduced to a monomial with smaller total degree k = k, + . . . + k,,. Suppose ki > 1, then f = f '*yf with f' a monomial of total degree k -2. But by (11) and the remarks which follow it, y' = yzj with j I m so that f = f 'y2j which has total degree k -1. This proves the lemma.
Since d is a derivation and maps generators of B into generators, B is a d-subalgebra of A. Hence using Lemma 2.3, for any a(E B) of form (12) II yf'(i = 1, . . . , 2m; ki E (0, l} all i).
da is a sum of elements of the same form. Now let C c A be the submodule whose basis consists of all monomials a. b, with a of form (12) and b of form II y$'(j = 2m + 3, . . . , n; kj E (0, l} all j) .
Any such b must be a d-cycle, since yzm + 3, . . . , y, are, so that d(a. b) = (da). b is a sum of elements of the same form as a. b itself. C is therefore a d-submodule of A. Proof. We want to apply the induction hypothesis to C; but the possibility that yf = Y~,,,+~ for some i > 2m + 2 means that C may not be an algebra. To avoid this difficulty we define a differential algebra C as follows.
(2.4) C has a simple system of generators j7r, . . . , Jzm, j2m + 3r . . . , Yn such that (i) dJ2i_l = ~2i for 1 I i 5 m; d~j = 0 otherwise.
(ii) j7~=~jify~=yjinAandj#2m+2 jj:=Oify:==y,,+2inA.
It is elementary that the requirements for the multiplicative structure define a unique Z,-algebra C. The canonical basis for C in terms of monomials is exactly parallel to the basis {a. b} we have given for C. Suppose that for a as in (12) we define a = l-I Jy (i = 1, . . . , 2m) and similarly for b, 6. Then the homomorphism g : C + C defined by g(a . b) = c? .6
is an isomorphism of Z,-modules.
The requirement that d should be a derivation gives only one possible extension of the differential defined by (i) to this canonical basis of C. To check that this is indeed a derivation it is sufficient to apply d to the relations (ii) which define C. We find the requirement d(Jj) = 0 if Jj = yf ; but this is a consequence of (i) since j must be equal to 2k with 1 I k I m by (11) and (ii). Hence (e, d) is a differential Z,-algebra as stated. The elements y1, *.*, y2,,, generate a d-subalgebra of C isomorphic to B in the obvious way; hence when CI is a basis element (12) we have d(z) = (da). Hence for a standard basis element a. b of C, dg(a. b) = d(a . 6) = d(G). b = @ii). 6 = g((da) . b) = gd(u. b), that is, g is an isomorphism of complexes and H(C) z H(C) as a Z,-module. But it is easy to check that C satisfies Condition 2.1,,_, with n' = n -2 generators for its simple system; the induction hypothesis applies and dim, H(C) = 2"'-'" = 2"-m-2. This proves Lemma 2.4.
To express the homology of A in terms of that of C we use the direct sum decomposition.
(13) A=COC.J&+1 @ C * YZm+Z @ c * YZm+lY2m+Z
(obtained by using the canonical basis for A in terms of monomials). The differential maps these components as follows: We have already proved that dC c C. Suppose x E C; then d(x.y,,+,) = (dx).vz,+r + x.Yz,,,+z, d(x.yz,+J = (dx)_v2,+2 (since dy2,+i = y,,+,). This proves the second and third inclusions in (14) . For the fourth we have d(x.y2,,,+i y2m+2) = (dx).y 2m+ly2m+2 +~.y&,,+~;sincey&,,+~ =y2iwithj~m(using (11)),x.y&,,+2 ~Cwhich proves the last inclusion.
It follows from (14) that A splits as a direct sum of d-submodules C@ C.y2m+ly2m+2, C.y2,+1@ C.yfm+z.
To complete the induction we need only prove dim, H(A) = 2n-m-' = 2 dim, H(C); this will follow from the next lemma. .y,,+, y,,,,) z H(C) @ H(C) 6) WC.Y~,+~ @ C.Y~,+~) = 0.
Proof. (i) First we can write C @ C.y2,,,+i y2,,,+ 2 as C@ C.u with du = 0. In fact d(yz,+l YZ~+Z) = Y~,+z; if Y~,,,+~ = 0 we can choose u = Y~,,,+~ yzm+ 2 and this is immedi-ate. If y&,,+2 # 0, Y;,,,+~ = yzj= dyzj-1 with jl m and we can choose u = y2,,,+r Y~,,,+~ + y2j_l,y2j_1EB.
Sinceforx,x'EC
x + x'*Y2m+i YZm+Z = tx + x'*Y2j-l)
+ X'ti2m+l
YZm+Z + YZj-1) and x + x'.yzj_i E C (using Lemma 2.3), we find that C@ C.YZm+l Yzm+z = c@ C*(Y2m+l YZm+Z + YZj-1) = c@ c*u and du = 0 as required. Now the condition du = 0 implies that C @ C. u is a direct sum of d-modules, and that x -+ x. u is an isomorphism of the d-modules C, C. u. Hence H(C @ C. u) z H(C) @ H(C), which proves part (i). 
The E,-term
We consider the spectral sequences (E,(E,; Z,)}, I = 7,8. The complex (Es(E,; Z,), ds) = (H*(Ei ; Z,), Q,) can be described from the known information on H*(E,, Z,), which we summarize. These results are all in the papers of Araki and Shikata [3, 4] except for the relation Sq2x15 = x17, which is due to Thomas [32, Theorem l] (and is essential for the evaluation of Q,). For E, see [3, Theorem 3.131 ; for Es see [4, Theorems 1, 21 . We now need to deduce some further relations.
(1)
In both ET, Es Sq1x2i_l = xf(i = 3, 5, 9) In E,, Sq'x,, = x:5.
In fact, the first three cases are simply applications of the formula SqlSqivlxi = Sq'xi = xf (for i odd). Since by (3.l)(iii) xz9 = Sq2Sq4Sq8x15 we can deduce the last formula by using the relation Sq1Sq2Sq4Sq8 = Sqt5 which can be obtained from the Adem relations. To proceed further we need the following result. In the description (3.1) we can suppose that Sq1x15 = 0.
First, by (3.1) (ii) it is sufficient to prove this in Es. The conditions required of xl5 are that x:5 =OandSq'x,, =x17. Apart from this, altering xl5 by a decomposable element will not alter the structure (3.1). Suppose then Sqlxls # 0. Then Sq1x15 must be equal to the only non-zero element in H16(E,; Z,), i.e. ~3x2, which is also equal to Sq'xj, using (1) and the Cartan formula. By similar means, we find that Sq2x: = Sq'xz = x:x, ,  Hence finally Sq1x23 = xf, so Sq2Sq'x,, = (Sq'xz)2 = 0 in both E, and Es.
Next we shall prove Sq2x2, =0 in E, (and so in E, also by (3.l)(ii)). A basis for H25(E,; Z,) is given by x17x5x3, x15x:, x,x$x:, x2, x:x:; y = Sq2x23 must be a linear combination of these elements satisfying Sq'y = Sq3Sq'x23 = 0 (by what has been proved). Evaluating Sq2 on the elements of the above basis we see that the kernel of Sq2 : H"(E,; Z,) + H2'(Es; Z,) is generated by x:, so that if y # 0 we must have y = xi. To exclude this possibility we must use the diagonal homomorphism tj of H*(Es ; Z,). x3 is primitive in this Hopf algebra for dimensional reasons; hence its iterated squares x5, x9, xi7 are also primitive, and The possible cross terms in tjxi5 are linear combinations of x3 @ x:, x3 @ x9x3, x$ @I x:, x3 @x9, x5 8 x3 and their transposes x': @I x3, etc. If we now apply Sq2 we find that the further restriction (4a) eliminates all possibilities but linear combinations of x3 @ xi + x5 @ x:, xi @I x9 and their transposes. Now sq*x,, = sq*sqsx,, = (Sq'O + sqgsqpx,, = Sq'Ox,s (using Lemma 3.1 again). But by applying the Cartan formula and known relations again we find that Sq" vanishes on the given possible cross terms in $x15 ; hence Sql"x15 = y must be primitive. This contradicts y = x:, showing that Sq2x23 vanishes as stated. Combining all results on x*3, therefore, we have (2), (3)), it is easy to deduce H(A) = A({x:}), H(B) = A({xg}, {x~x15}) , proving the lemma.
For E, we shall shorten the calculation to give a less complete result which will still be sufficient. It is Again (2)-(7) imply that A, B, C are Q,-subalgebras, with Q, acting trivially on C, so that H (A @I B @ C) = H(A) @H(B) @ C. Next, it follows immediately that H(B) = Z2Hx5M4~) 63 A({ x1,x:}); the factor A({xi,x:}) @ C in H(A @ B 6 C) has dimension 23. To prove the lemma, therefore, it is enough to show that dim, H(A) = 24.
Let A' be the subalgebra of A generated by x9, x15, x2,, and let Ai be the submodule A'.x', for 01 i < 16, (A, = A'). If we filter A by the subcomplexes A(i) = EAj(j 2 i) we have the usual isomorphism of E, with 5 Ai in the resulting spectral sequence; and the isO differential is given on A0 by (8) d,x, = 0, doxls = xf, dOx2, = x;~ (since Qlxs = xz which is in A4). It is now easy to deduce that the &-term in the spectral sequence is the sum XH(A,).xi, for i = 0, . . . , 15 since the isomorphisms A0 + Ai given by multiplying by xi preserve the differential of (8). By a straightforward calculation using (8 as required.
The differential d, From the preceding results we have a description of E4(EI; Z,) = E,(E,; Z,) (I = 7, 8).
We shall now give a sufficient description of d5 to prove Proposition l.l.(ii). The following result will be sufficient. To deduce Proposition 1.1 (ii) from this we begin by noting (I, Lemma 2.3) that d, is derivation. Hence E,(E,; Z,) is a DGA module over the DGA algebra A = Z2[{x,}]/({x5}4) with d,({x,}) = (x5J2. By Lemmas 3.2, 3.3 the module structure is given by E,(E,; Z,) = A @ B, with B, a subspace of dimension 2' -' over Z2. Hence (see the remarks following Lemma 2.1), there is a spectral sequence with E, N ZZ (A @ B,) and E1 = H(A) @B,. Now H(A) = A2((xz}), so dim, (H(A) @ B,) = 2', dim, (E6(EI; Z,)) = dim, H(A @ B,) I 2'. This, with inequality (2) of $1, implies Proposition 1.1 (ii).
Proof of Proposition 3.1
We shall consider the case I= 8 only; the proof for I = 7 again follows from (3.1) (ii). Let 5 E H3(E,; Z) be a generator, which we regard as a homotopy class of maps E, + K(Z, 3). Since xi(Es) = 0 for 3 < i < 15, by Theorem V (c) of [17], { induces anisomorphism H*(K(Z, 3); Z,) --) H*(E,; Z,) in dimensions < 15. If we turn to the homomorphism of spectral sequences {E, (K(Z, 3) ; Z,)} + {E,(E, ; Z,)} induced by 5, we can deduce that this is an isomorphism for r = 2, 3 in dimensions < 15 and for r = 4, 5 in dimensions c 12. Let i3 be the generator of H'(K(Z, 3); Z,). 5* sends i3 to xJ and so Sq2i3 to Sq2x, = x5 ; Proposition 3.1 is therefore equivalent to 4({Sq2id) = Wz2Q2) in E, (K(Z, 3) ; Z,).
To verify (9) we shall construct a finite dimensional approximation to K(Z, 3) simple enough for d5 to be computed in it. Let P. denote n-dimensional complex projective space (n = 1, 2, . . . ) a). P, is a K(Z, 2) and can be given an associative commutative H-structure j.l:P,xP,+P, which maps Pk x P, into Pk+l.t In the Milnor resolution [29, $31 of P, the classifying space B is a K(Z, 3).
For our purposes it is convenient to return to Milnor's original formulation [26] in terms of joins: we can make the identification (up to homotopy) Proof. First, since P, is l-connected, b, is (3n + I)-connected by [26, Lemma 2.31 . The   pair (B,, B,,_,) has the connectivity of (CB,_1, S,_,) i.e. 3n -1. This is r8 if n 13; hence (B, B2) is g-connected.
Now we determine the g-skeleton of B,. With the usual cell-structure on P,, we have and s&J'* = S(P,); C(P, ' P,)'*' = U C(Pi ' P,) i+j=3 By' = S(zJ,)@) up,C(P, o P,)@'. Now PO is simply a point, so P, 0 P,, P, 0 P,, PJ 0 P,, are all cones. Hence P,, 0 P, u p3 0 P,, is a contractible closed subspace of P, 0 P,. It follows that S(P,) u C(P, 0 P2 u P2 0 PI) is a homotopy g-skeleton of B2 ; since this is contained in Y the inclusions Y + B, + B induce cohomology isomorphisms in dimensions 5 7. Lemma 3.4 implies that H3( Y; Z,), Hs( Y, Z,) have each only one non-zero element; we write these y,, y5 respectively. They are the restrictions of iJ, Sq'i, in the cohomology of K(Z, 3). Since d3(Sq2i,) = 0 in &(K(Z, 3); Z,), d,(y,) = 0 in E3( Y, Z,) and y5 determines a class {ys} in E5( Y; Z,). We shall prove LEMMA 3.5. d&y,]) # 0. t The definition is &O, . .., x,). (yo, . . ., y.)) = (wo, . .., w, +d where (Exrr')(Q,r') =En#.
It remains to compute /.P and cc* in detail. Let u, be the generator of H2(Pk; Z), iik its reduction mod 2. Then H*(Pk; Z) = mrl/(4+'), If*&; Z,) = z,[iiJ(ii:").
Since p is the restriction of the product on P, we must have /.J*(U'$) = 242 @ 1 + 18 L12.
Multiplying out and reducing mod 2 we have the following description of the composite (A@rr)O~*: (We are considering uk9 inaccurately, as a rational dim.) Since H*(Pk; Z) is torsion-free, so is K*(Pk) and to find $(&) it is enough to find ch(j&'qs) = p*(ch tf,J. But ~*(ch VJ = p*(expW) = exp(p*(uJ) since cc* is a ring homomorphism = exp(l@ u2 + u2 @ 1) = exp(1 @ ul) -exp(u, @ 1) = (169 exp uJ(exp u2 69 1) = exp u2 @ exp u2 = c&l2 @ tt2). The formulae (14), (16), the commutative diagrams (13), (13)' and the adjunction space exact sequences give the following descriptions :
Hence
