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Subelliptic Gevrey spaces
Ve´ronique Fischer Michael Ruzhansky∗ Chiara Alba Taranto
Abstract
In this paper, we define and study Gevrey spaces in a subelliptic setting, that is, associ-
ated with a Ho¨rmander family of vector fields and their corresponding sub-Laplacian. We
show some natural relations between the various Gevrey spaces in this setting on general
manifolds, and more particular properties on Lie groups with polynomial growth of the vol-
ume. In the case of the Heisenberg group and of SU(2), we show that all our descriptions
coincide.
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1 Introduction
In 1918 the French mathematician Maurice Gevrey introduced in [16] the ‘fonctions de classe
donne´e’, later called Gevrey functions in his honour:
Definition 1.1 (Gevrey functions of order s in Ω). Let Ω be an open subset of Rn and let s ≥ 1.
A function f is a Gevrey function of order s, written f ∈ Gs(Ω), when f ∈ C∞(Ω) and for every
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compact subset K of Ω there exist two positive constants A and C such that for all α ∈ Nn0 and
for all x ∈ K we have
|∂αf(x)| ≤ AC|α|(α!)s.
It follows immediately from the definition that for s = 1 the corresponding Gevrey class
of functions coincides with the space of real analytic functions, while in general they provide
an intermediate scale of spaces between smooth functions C∞ and real-analytic functions. This
means that Gevrey classes are widely relevant in the analysis of operators with some properties
failing in C∞ or in the analytic frameworks.
A simple but meaningful example is the homogeneous equation associated to the heat operator
L = ∂t−
∑n
j=1 ∂
2
xj in R
n with n ≥ 1. Indeed, the solutions of the homogeneous equation Lu = 0
are not analytic in general, though always C∞, and by calculating derivatives of the fundamental
solution of L we can deduce they are Gevrey for s ≥ 2. This provides more precise information
on the regularity of the solutions of the heat equation. An example in the other direction is that
the Cauchy problem for the wave equation is analytically well-posed but not well posed in C∞ in
the presence of multiple characteristics. Consequently, determining the sharp Gevrey order for
the well-posedness is a challenging problem with several results, starting with the seminal work
of Colombini, de Giorgi and Spagnolo [4], and continuing with many others, such as [5, 7].
It is not difficult to reformulate well-known properties of the Gevrey spaces Gs(Ω) (from e.g.
[20]) into the following equivalences for a function φ : Ω→ C with compact support and s > 0:
(i) φ ∈ Gs(Ω)
i.e., there exist A,C > 0 such that for every α ∈ Nn we have ‖∂αφ‖L∞ ≤ CA|α|(α!)s;
(ii) there exist A,C > 0 such that for every α ∈ Nn we have ‖∂αφ‖L2 ≤ CA|α|(α!)s;
(iii) there exist A,C > 0 such that for every k ∈ N0 we have ‖∆kφ‖L2 ≤ CA2k((2k)!)s,
where ∆ denotes the standard Laplacian on Rn.
The argument of this paper is to define and study Gevrey spaces on a general manifold M ,
that is, associated with a family of vector fields X = {X1, . . . , Xr} and with their associated
sub-Laplacian L = −∑j X2j . We may say that the Gevrey spaces Gs(Ω) on an open subset Ω of
Rn are Euclidean whereas the ones defined in association with X and L are subelliptic when X
satisfies the Ho¨rmander condition, or even elliptic when the corresponding operator L is elliptic.
The definitions we put forwards rely on the observation that the characterisations (i), (ii) and
(iii) above also make sense on any manifold M equipped with a measure, replacing the derivative
∂α with any product of |α| vector fields in X in a given order. In this general context under some
natural assumptions, Properties (i) and (ii) are equivalent, and Property (ii) implies Property
(iii). However, the implication (iii) =⇒ (ii) proves more challenging, and here we prove it only
in certain cases, namely for the compact group SU(2) and for the Heisenberg group Hn.
The Euclidean Gevrey spaces can be effectively characterised on the Fourier transform side.
Indeed, Property (iii) on Rn can also be shown to be equivalent to
(iii)’ there exists D > 0 such that ‖eD∆
1
2s φ‖L2 <∞;
(iii)” there exists D′,K > 0 such that |φ̂(ξ)| ≤ Ke−D′|ξ|1/s holds for all ξ ∈ Rn.
In the subelliptic context, Property (iii)’ makes sense using the functional calculus of L and
we will easily prove the equivalence between (iii) and (iii)’. However, Property (iii)” does not
make sense on a general manifold, although it is a very handy characterisation of Euclidean
Gevrey membership. In [9] Dasgupta and Ruzhansky showed that the elliptic Gevrey spaces
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defined in local coordinates on a compact Lie group allow similar global descriptions in terms
of the Laplacian on the group as in (iii) and the group Fourier transform as in (iii)”. Such a
characterisation was used in [15] to find energy estimates for the corresponding wave equations
for the Laplacian and establish a well-posedness result in Gevrey classes. This can be viewed
as an extension of the work by Seeley [24] where analytic functions on compact manifolds were
characterised in terms of their eigenfunction expansions. Subsequently, Dasgupta and Ruzhansky
studied the case of compact manifolds for an elliptic operator [10].
The characterisation of Euclidean Gevrey spaces on the Fourier side is particularly relevant
for applications (see e.g. [8]), most notably allowing one to obtain energy estimates for evolution
partial differential equations [20] as well as for the well-posedness questions for hyperbolic PDE’s
such as in [4]. The latter questions were also studied by the second and third authors in a
subelliptic context: in [21], they considered the Cauchy problem for the wave equation
∂2t u+ a(t)Lu = 0 (1.1)
for L being a positive sub-Laplacian on a stratified Lie group G of step r (and more generally
for a positive Rockland operator on a graded Lie group) and for a ≥ 0 of Ho¨lder regularity.
We observed that already in local coordinates it is natural to expect the appearance of Gevrey
spaces in such problems, and Property (iii)’ above appeared naturally in the energy estimates
for (1.1). This allowed sharp well-posedness results in sub-Laplacian Sobolev and Gevrey type
spaces with the loss of regularity depending on the step r. However, a description of such spaces
as modifications of the classical Gevrey spaces is missing. This paper provides partial answers in
this direction, after adapting the results herein to the corresponding spaces of ultradistributions.
These spaces rely on an adaptation to our subelliptic setting of a different version of Gevrey
spaces, namely the Gevrey-Beurling spaces, which will be discussed in the revised version of [21].
Our proofs of the relations between the subelliptic Gevrey spaces on an arbitrary manifold
defined via Properties (i), (ii) and (iii) rely on general functional analysis. However, the equiva-
lences between these three properties are proved here only when the manifold M is the following
Lie group: firstly on any compact Lie group G (for the elliptic case), secondly on the compact
group G = SU(2) and thirdly on the Heisenberg group G = Hn. In each case, our result follows
from obtaining bounds for the operator norm of the higher order Riesz transforms Rα := ∂
αL− |α|2
on L2(G) in terms of |α|. It is known that all these Riesz transforms are bounded on L2(G)
(see [28] and Section 2.3) and that, in the first case, that is, with L being the Laplace–Beltrami
operator on a compact Lie group G, all these norms are bounded by 1. In the other two cases, we
show here that the norms are uniformly bounded with respect to the order α, see Propositions
3.4 and 4.2 respectively for SU(2) and Hn. These results are new to our knowledge and they are
of interest in their own right. Our proofs rely on explicit expressions on the group Fourier side.
We end this introduction with a word on our motivation to define these new functional spaces
and on their applications. Beside the one already mentioned for wave equations above, a long-
term goal would be to study the Gevrey hypoellipticity of sub-Laplacians. This is still an open
question with many contributions for which we will cite [2, 26] and refer to all the references
therein. It is not difficult to see that a sub-Laplacian L will be hypoelliptic for the subelliptic
Gevrey spaces associated with L, see Remark 2.4. So the problem has now shifted to studying
the relations of the subelliptic Gevrey spaces with the elliptic Gevrey spaces and to proving
equivalent description of the subelliptic Gevrey space on a general manifold, or at least on some
interesting classes of manifolds. So the next questions would be to study the case of nilpotent
Lie groups and, potentially, the Rothschild–Stein machinery to lift the problem from a manifold
to a stratified nilpotent Lie group. It would be reasonable to start with the case of step 2 where
an explicit formula for the symbol of sub-Laplacians is known [6, 1].
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The organisation of this paper is as follows. In Section 2, we introduce our suggested defini-
tions for subelliptic Gevrey spaces on manifolds, inspired by Properties (i), (ii) and (iii) for the
Euclidean Gevrey spaces. We prove some first relations among those spaces. Then in Section
3, we consider the case of compact Lie groups. In particular we present the characterisation of
elliptic Gevrey spaces on any compact group and subelliptic Gevrey spaces on the special unitary
group SU(2). Finally in Section 4, we provide the more detailed description of subelliptic Gevrey
spaces in the setting of the Heisenberg group Hn.
Conventions. In order to avoid confusion, in this section we clarify some notation and straight-
forward inequalities we will use in this paper.
• C∞0 is the space of smooth functions with compact support;
• a measure defined on a smooth manifold is always assumed to be Borel and regular;
• the functions considered are always supposed to be measurable;
• for every s > 0 the Gamma function at s is defined to be
Γ(s) :=
∫ ∞
0
ts−1e−tdt; (1.2)
• for n ∈ N, we have Γ(n) = (n− 1)!. In the rest of this paper, we may abuse the notation
and write x! for Γ(x− 1) for any x > 1;
• if α = (α1, . . . , αn) ∈ Nn is a multi-index, then we define |α| = α1 + . . .+ αn and
α! := α1! . . . αn! ;
The following inequalities hold for any α ∈ Nn and β, γ ∈ N:
α! ≤ |α|! ≤ n|α|α! and (β + γ)! ≤ 2β+γβ!γ!. (1.3)
2 Subelliptic Gevrey spaces on manifolds
In this section, we propose three different kinds of definition for Gevrey type classes of functions
on a smooth manifoldM . They are similar to Properties (i), (ii) and (iii) given in the introduction
for an open set M = Ω of Rn.
We assume that we are given a family X = {X1, . . . , Xr} of vector fields onM which satisfies
the Ho¨rmander condition, that is, the vector fields are real-valued and at every point x of M the
(real) Lie algebra generated by X coincides with the tangent space Tx(M) at x. We can then
define the corresponding (positive) sub-Laplacian operator to be
L := −(X21 + · · ·+X2r ).
In view of the Ho¨rmander theorem [17], this is a positive hypoelliptic operator. Such families
of vector fields and their properties have been extensively studied in the literature: see, e.g., [3]
and the references therein.
In Section 2.1 we will propose definitions for Gevrey type spaces of functions in terms of the
Ho¨rmander system X and also in terms of the sub-Laplacian L. We will show some inclusions
between these spaces in a general setting and also on certain classes of Lie groups, see Sections
2.2 and 2.3 respectively.
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2.1 Definitions on manifolds
Let us start with our proposed definitions of Gevrey spaces associated with the Ho¨rmander
system X. This is the analogue of Property (i) in the introduction:
Definition 2.1 ((X, L∞)-Gevrey spaces). Let s > 0. The Gevrey space γs
X,L∞(M) associated
with X of order s onM is the space of all functions φ ∈ C∞(M) satisfying that for every compact
set K ⊂M there exist two constants A,C > 0 such that for every α ∈ Nr0 we have the inequality
|∂αφ(x)| ≤ CA|α|(α!)s, for all x ∈ K. (2.1)
Here ∂α = Y1 . . . Y|α|, with Yj ∈ {X1, . . . , Xr} for every j = 1, . . . , |α|, and
∑
Yj=Xk
1 = αk for
every k = 1, . . . , r.
Since the differential operators are local, in the subsequent analysis it will be often enough
to assume that the function φ is compactly supported. This restricts the consideration to the
‘interesting’ range s > 1.
When the manifold M is equipped with a measure µ, we can also define the Gevrey spaces
associated with the family X and with the sub-Laplacian operator L in a way analogous to
Properties (ii) and (iii) in the introduction.
Definition 2.2 ((X, L2)-Gevrey spaces). Let s ≥ 1. The Gevrey space γs
X,L2(M) associated
with X with respect to the L2-norm of order s on M is the space of all functions φ ∈ L2(M) for
which there exist two constants A,C > 0 such that for every α ∈ Nr0 we have
‖∂αφ‖L2(M) ≤ CA|α|(α!)s. (2.2)
Here ∂α = Y1 . . . Y|α|, with Yj ∈ {X1, . . . , Xr} for every j = 1, . . . , |α| and
∑
Yj=Xk
1 = αk for
every k = 1, . . . , r.
Definition 2.3 (L-Gevrey spaces). Let s ≥ 1. The Gevrey space γsL(M) associated with the
sub-Laplacian L of order s onM is the space of all functions φ ∈ L2(M) such that Lkφ ∈ L2(M)
for every k ∈ N0 and for which there exist two constants A,C > 0 such that for every k ∈ N0 we
have the inequality
‖Lkφ‖L2(M) ≤ CA2k((2k)!)s. (2.3)
Remark 2.4. From Definition 2.3, it follows that L is hypoelliptic for γsL(M) in the sense that
for every f ∈ L2(M) we have
Lf ∈ γs
X,L2 =⇒ f ∈ γsX,L2 .
We will also need to define a setting where Sobolev inequalities adapted to X holds. Here,
as above, M is a manifold equipped with a measure µ.
Definition 2.5 (Sobolev embedding). We say that the Sobolev embedding holds on M for X
with index k ∈ N when if f ∈ L2(M) is a function such that all the L2-norms ‖∂αf‖L2 with
|α| ≤ k and ∂α as in Definition 2.2, are finite, then f is continuous and bounded on M and we
have
‖f‖L∞(M) ≤ C
∑
|α|≤k
‖∂αf‖L2(M),
for some constant C > 0 independent of f .
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2.2 First Properties
Here we analyse the relations between the spaces defined in Section 2.1.
We start with examining the link between the L∞ and L2 Gevrey spaces associated with X:
Proposition 2.6 (Equivalence between L∞-norm and L2-norm). Let M be a smooth manifold
equipped with a measure µ. Let X = {X1, . . . , Xr} be a Ho¨rmander system on M .
1. If φ ∈ γs
X,L∞(M) is compactly supported, then φ ∈ γsX,L2(M).
2. When the Sobolev embedding holds on M for X (in the sense of Definition 2.5), then any
φ ∈ γs
X,L2(M) is smooth and φ ∈ γsX,L∞(M).
Proof. Part 1 follows from the embedding L∞ →֒ L2 for compactly supported functions, so it
remains to show Part 2. So let φ ∈ γs
X,L2(M). For every α ∈ Nr, the Sobolev embedding applied
to f = ∂αφ implies that ∂αφ is continuous and bounded by
‖∂αφ‖L∞ ≤ C
∑
|β|≤k
‖∂β∂αφ‖L2 ≤ C
∑
|β|≤k
CφA
|α+β|((α+ β)!)s ≤ C′A′|α|(α!)s,
having used the factorial inequalities in (1.3). This shows that φ ∈ γs
X,L∞(M).
There is a natural inclusion between the two kinds of L2-Gevrey spaces defined in Definitions
2.3 and 2.2:
Proposition 2.7. Let M be a manifold equipped with a measure µ. Let X = {X1, . . . , Xr} be a
Ho¨rmander system and L the associated sub-Laplacian L = −∑rj=1X2j . Then
γs
X,L2(M) ⊂ γsL(M).
Proof. Recall the multinomial theorem adapted to elements of a non-commutative algebra:
(Y1 + · · ·+ Ym)h = 1
m!
∑
k1+···+km=h
h!
k1! . . . km!
∑
σ∈sym(m)
∏
1≤t≤m
Y ktσ(t).
Applying this to Yj = X
2
j and using the factorial inequalities in (1.3), we obtain
‖Lkφ‖L2 ≤
1
r!
∑
|α|=k
k!
α!
∑
σ∈sym(r)
∥∥ (X2σ(1))α1 . . . (X2σ(r))αr︸ ︷︷ ︸
∂2α
φ
∥∥
L2
≤ C
∑
|α|=k
k!
α!
A2|α|((2α)!)s
≤ CA2k((2k)!)s
∑
|α|=k
k!
|α|!r
|α| ≤ CA2k((2k)!)srkkr−1 ≤ CA′2k((2k)!)s,
with A′ = Ar, and where we used that k
r−1
rk
≤ 1.
We would like to prove the reverse inclusion to the one given in Proposition 2.7. Before doing
so in special contexts, we observe that, under a natural assumption, the Gevrey spaces associated
with a sub-Laplacian L admits an equivalent description in terms of the exponential of the
fractional power of L. This description is the analogue to Property (iii)’ in the Euclidean setting,
see the introduction. And the natural assumption is that the sub-Laplacian is a essentially self-
adjoint operator so that it admits a functional calculus:
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Proposition 2.8. Let M be a manifold equipped with a measure µ and a Ho¨rmander system
X = {X1, . . . , Xr} of vector fields. We assume that associated sub-Laplacian L = −
∑r
j=1X
2
j is
a essentially self-adjoint operator on L2(M).
A function φ ∈ L2(M) belongs to γsL(M) if and only if ‖eDL
1/2s
φ‖L2(M) is finite for some
D > 0.
In the statement above, the operator eDL
1/2s
is spectrally defined by functional analysis.
Indeed, since the sub-Laplacian is essentially self-adjoint on L2(M), it admits a spectral decom-
position:
L =
∫
R
λdEλ.
The operator eDL
1/2s
is defined via
eDL
1/2s
=
∫
R
eDλ
1/s
dEλ,
and its domain Dom eDL
1/2s
is a subspace of L2(M); more precisely, it is the set of functions
φ ∈ L2(M) such that the following L2-norm is finite:
‖eDL1/2sφ‖2L2(M) =
∫
R
e2Dλ
1/2s
(dEλφ, φ) <∞.
Therefore, Proposition 2.8 may be reformulated as
γsL(M) = ∪D>0Dom eDL
1/2s
.
Proof of Proposition 2.8. Let us consider a function φ ∈ γsL(M). We show that (2.3) also holds
for any positive real number k ∈ R+. Indeed, given any even integer a, by hypothesis, we have
‖L a2 φ‖L2 ≤ CAa(a!)s.
Now take any positive real number b ∈ R+ \ N and choose an even integer a ∈ N such that
a < b < a+ 2. We may write b := aθ + (a+ 2)(1− θ) with θ ∈ (0, 1). Hence, applying Ho¨lder’s
inequality to ‖L b2φ‖L2 and using factorial inequalities in (1.3) we have
‖L b2φ‖L2 ≤ ‖L
a
2 φ‖θL2‖L
a+2
2 φ‖(1−θ)L2 ≤ CAb(a!)sθ((a+ 2)!)s(1−θ) ≤ 23sC(2sA)b(b!)s.
This shows that (2.3) holds for any real number k > 0. Now, using the Taylor expansion for the
exponential and (2.3) with exponents k/2s, we obtain
‖eBL
1
2s φ‖L2 ≤
∞∑
k=0
1
k!
‖BkL k2sφ‖L2≤C
∑
k
(BA
1
s )k
k!
((
k/s
)
!
)s
.
By the ratio convergence test for series, using Stirling’s approximation, and choosing the constant
B < sA−
1
s , we deduce that the right-hand side above is finite, as requested.
Conversely, we consider a function φ such that the L2-norm of eDL
1
2s φ is finite for a certain
constant D > 0. Then, taking into account norm properties, we obtain for any integer k ∈ N0
and φ ∈ C∞0 that
‖Lkφ‖L2 ≤ ‖Lke−DL
1
2s ‖L2→L2‖eDL
1
2s φ‖L2 ≤ C‖Lke−DL
1
2s ‖L2→L2 ≤ C sup
λ>0
λke−Dλ
1
2s .
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If we set the function f(λ) := λke−Dλ
1
2s , then its maximum is achieved at λD =
(
2ks
D
)2s
.
Therefore, we deduce that
‖Lkφ‖L2 ≤ C
( ss
Ds
)2k(
(2k)!
)s
.
Defining a constant A := ss/Ds, this shows φ ∈ γsL(M).
2.3 Lie groups with polynomial volume growth
In the rest of the paper, we will restrict our attention to manifolds which are Lie groups with
polynomial growth of the volume (see e.g. [30, 11] for a definition).
Let us start with showing that the hypotheses we added in the statements of Section 2.2
are satisfied in the context of polynomial Lie groups. Naturally, a Lie group is always equipped
with a Haar measure. In fact, if the Lie group has polynomial growth of the volume, then it is
unimodular so left Haar measures are also right-invariant.
Proposition 2.9. Let G be a connected Lie group with polynomial growth of the volume. Let
X = {X1, . . . , Xr} be a Ho¨rmander system of left-invariant vector fields on G with associated
sub-Laplacian L = −∑rj=1X2j .
1. The operator L is a non-negative essentially self-adjoint operator on L2(M), and C∞0 (G)
is dense in the domain of the self-adjoint extension (for which we keep the same notation
L).
2. If G is compact, the kernel of L is the space of constant functions C1 and its image is
dense in L20(G) := (C1)
⊥. If G is non-compact, the self-adjoint extension of L is injective
on L2(G) and its image is dense in L2(G).
3. For s ≥ 0, the operator (I + L)−s/2 is a bounded operator on L2(G). Its convolution
kernel Bs is square integrable on G for s large enough, i.e. there exists Q > 0 such that
Bs ∈ L2(G) for s > Q.
4. The Sobolev embedding holds on M for X in the sense of Definition 2.5.
Proof. Parts 1 and 2 as well as the following properties of the volume and of the heat kernel are
well known, see [30, 11]. Denoting by V (R) the volume of the ball about the neutral element
e of the group and with radius R for the Carnot-Caratheodory distance associated with X, the
local dimension d and the dimension at infinity D are characterised by:
∀R ∈ (0, 1) C−1Rd ≤ V (R) ≤ CRd and ∀R ≥ 1 C−1RD ≤ V (R) ≤ CRD,
for some constant C > 0. The heat kernel ht, i.e. the convolution kernel of e
−tL, satisfies:
∀t > 0 ∀x ∈ G ht(x−1) = ht(x) ≥ 0, ht(e) . V (
√
t)−1.
Furthermore the mapping (t, x) 7→ ht(x) is a smooth function on (0,+∞) × G. The above
properties of the heat kernel implies easily:
‖ht‖2L2(G) = ht ∗ ht(e) = h2t(e) . V (
√
2t)−1.
The properties of the Gamma function (see (1.2)) and the functional calculus of L implies
(I + L)− s2 = 1
Γ( s2 )
∫ ∞
0
t
s
2
−1e−te−tLdt,
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so the convolution kernel Bs of (I + L)− s2 satisfies:
‖Bs‖L2(G) ≤
1
Γ( s2 )
∫ ∞
0
t
s
2
−1e−t‖ht‖L2(G)dt .
∫ ∞
0
t
s
2
−1e−tV (
√
2t)−
1
2 dt,
which is finite when s > d/2. This proves Part 3.
Recall that the convolution of two functions f, g ∈ L2(G) is a well defined function f ∗ g
which is continuous on G and bounded by ‖f‖L2(G)‖g‖L2(G). Therefore, for any φ ∈ L2(G) in
the domain of (I + L)s/2 with s > d/2, we can write φ = Bs ∗ (I + L)s/2φ so φ is continuous
on G and bounded by ‖(I +L)s/2φ‖L2(G)‖Bs‖L2(G). Now, denoting by [s/2] the smallest integer
greater than s/2, the operator (I + L)−[s/2](I + L)s/2 is bounded on L2(G) so we have:
‖(I + L)s/2φ‖L2(G) ≤ ‖(I + L)[s/2]φ‖L2(G).
Developing the integer powers, we check easily that
‖(I + L)[s/2]φ‖L2(G) .
∑
j≤[s/2]
‖Ljφ‖L2(G) .
∑
|α|≤2[s/2]
‖∂αφ‖L2(G)
having proceeded as in the proof of Proposition 2.7. This shows Part (4).
Hence Propositions 2.6, 2.7, 2.8 and 2.9 imply easily the following relations between the
Gevrey spaces associated with the Ho¨rmander familyX and with the corresponding sub-Laplacian
L:
Corollary 2.10. We continue with the setting of Proposition 2.9. We have the inclusion:
γs
X,L2(G) ⊂ γsL(G),
and the equivalences for any function φ ∈ L2(G):
φ ∈ γsL(G) ⇐⇒ ∃D > 0 ‖eDL
1/2s
φ‖L2(M) <∞,
and for any function φ with compact support:
φ ∈ γs
X,L∞(G) ⇐⇒ φ ∈ γsX,L2(G).
We continue with the setting of Proposition 2.9 and Corollary 2.10. For the sake of clar-
ity, we assume furthermore that G is non-compact; this hypothesis is not necessary but it avoids
discussing the cumbersome technicalities of L−1 not being densely defined on L2(G). In this con-
text, to obtain the reverse implication to that in Proposition 2.7, we may look at any derivatives
of a smooth function φ in the following way:
‖∂αφ‖L2 = ‖∂α(L)−
|α|
2 (L) |α|2 φ‖L2 ≤ ‖∂α(L)−
|α|
2 ‖L2→L2‖(L)
|α|
2 φ‖L2 . (2.4)
We are led to study the boundedness of the higher order Riesz transform
Rα := ∂
α(L)− |α|2 , (2.5)
and the dependence of its opL2-norm on α.
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The Riesz-transform of order 1 are bounded operators with opL2-norm ≤ 1. Indeed, since
the formal adjoint of Xj on L
2(G) is −Xj , we have for f ∈ C∞0 (G)
(Lf, f)
L2
= −
k∑
j=1
(
X2j f, f
)
L2
=
k∑
j=1
(
Xjf,Xjf
)
L2
=
k∑
j=1
‖Xjf‖2L2,
and so,
‖Xjf‖2L2 ≤
(Lf, f)
L2
= ‖L 12 f‖L2. (2.6)
For order 2, it is known [28] that the higher order Riesz transforms Rα, |α| = 2, are bounded
operators only when G is the local direct product of a connected compact Lie group and a
connected nilpotent Lie group. Moreover, in this case, the transforms Rα of all orders are
bounded. However, the proof in [28] does not provide any estimates for their operator norms
and their dependence on α, and these estimates are needed for our conclusion.
3 Subelliptic Gevrey spaces on compact Lie Groups
In this section, we assume that G is a compact Lie group and we discuss the reverse inclusion to
the following one (proved in the previous section, see Corollary 2.10):
γs
X,L∞(G) = γ
s
X,L2(G) ⊂ γsL(G). (3.1)
While we are still unable to prove it for general compact Lie groups, we will use the well-known
non-commutative Fourier analysis on the compact group SU(2) to show the converse inclusion
in this case. Indeed, the membership in Gevrey spaces in terms of L2-norms can be described in
terms of the behaviour of Fourier coefficients as a consequence of the Plancherel theorem on G.
We start by setting up the framework for the Fourier analysis on compact Lie groups.
3.1 Fourier description
Assume now that G is a compact Lie group. We equip G with the bi-invariant Haar measure of
mass one. Let Ĝ be the unitary dual of G, that is, the set of equivalence classes of continuous
irreducible unitary representations of G. To simplify the notation we will not distinguish between
representations and their equivalence classes. Since G is compact, Ĝ is discrete and all the
representations are finite-dimensional. Therefore, given ξ ∈ Ĝ and a basis in the representation
space of ξ, we can view ξ as a matrix-valued function ξ : G→ Cdξ×dξ where dξ is the dimension
of this representation space.
For a function f ∈ L1(G), the group Fourier transform at ξ ∈ Ĝ is defined as
f̂(ξ) =
∫
G
f(x)ξ(x)∗dx,
where dx is the Haar measure on G. Applying the Peter–Weyl theorem (see [22]), we obtain the
Fourier inversion formula (for instance for f ∈ C∞(G))
f(x) =
∑
ξ∈Ĝ
dξTr(ξ(x)f̂ (ξ)).
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Moreover, the Plancherel identity holds and we have
‖f‖L2(G) =
(∑
ξ∈Ĝ
dξ‖f̂(ξ)‖2HS
)1/2
=: ‖f̂‖l2(Ĝ).
Here, since f̂(ξ) ∈ Cdξ×dξ is a matrix, ‖f̂(ξ)‖HS stands for its Hilbert–Schmidt norm. We recall
that for any matrix A ∈ Cd×d it is defined by
‖A‖HS := 〈A,A〉
1
2
HS =
√√√√ d∑
i,j=1
AijAij .
Given a left-invariant operator T on G (more precisely T : D(G) → D′(G) with T (f(x0·))x =(
Tf
)
(x0x)), its matrix-valued symbol is σT (ξ) = ξ(x)
∗Tξ(x) ∈ Cdξ×dξ for each representation
ξ ∈ Ĝ. Therefore, formally (or for all f such that f̂(π) = 0 for all but a finite number of π ∈ Ĝ)
we have
Tf(x) =
∑
ξ∈Ĝ
dξTr(ξ(x)σT (ξ)f̂(ξ)).
In other words T is a Fourier multiplier with symbol σT . For the details of these constructions
we refer the reader to [22, 23, 27]. To simplify the notation, we can also denote σT (ξ) by T̂ (ξ)
or simply by T̂ . For instance, we denote by L̂ = L̂(ξ) the matrix symbol of L at ξ ∈ Ĝ. Since L
is a non-negative operator, it follows that L̂(ξ) is a positive matrix and we can always choose a
basis in representation spaces such that L̂ = L̂(ξ) is a positive diagonal matrix.
Proposition 3.1. Let G be a compact Lie group, let X = {X1, . . . , Xr} be a Ho¨rmander system
of left-invariant vector fields, and let L = −∑rj=1X2j be its associated sub-Laplacian. Let s > 0.
For any φ ∈ L2(G), the following statements are equivalent:
(i) φ ∈ γsL(G);
(ii) There exists constants B,K > 0 such that for every ξ ∈ Ĝ we have
‖eBL̂(ξ)
1
2s φ̂(ξ)‖HS ≤ K. (3.2)
Proof of Proposition 3.1. The implication (i)⇒ (ii) is a straightforward consequence of Propo-
sition 2.8, the Plancherel identity and the definition of l2(Ĝ)-norm. Let us show the implication
(ii) ⇒ (i). We assume that there exists B > 0 such that for every ξ ∈ Ĝ the estimate (3.2)
holds. Take an arbitrary constant D (we will choose it at the end). Then applying the Plancherel
identity and the definition of the l2(Ĝ)-norm we have
‖eDL
1
2s ‖2L2(G) = ‖eDL̂
1
2s φ̂‖2
l2(Ĝ)
=
∑
[ξ]∈Ĝ
dξ‖eDL̂
1
2s φ̂(ξ)‖2HS.
Introducing (I + L̂)N (I + L̂)−N with N ≫ 1 and splitting the exponential we obtain
‖eDL
1
2s ‖2L2(G) =
∑
[ξ]∈Ĝ
dξ‖e(D−B)L̂
1
2s (I + L̂)N (I + L̂)−NeBL̂
1
2s φ̂(ξ)‖2HS.
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Now, choose the constant D such that the new constant D′ := D − B is strictly less than zero.
Then
‖eDL
1
2s ‖2L2(G) ≤
∑
[ξ]∈Ĝ
dξ‖(I + L̂)−N‖2HS‖eD
′L̂ 12s (I + L̂)N‖2l2→l2‖eBL̂
1
2s φ̂(ξ)‖2HS.
By hypothesis ‖eBL̂
1
2s φ̂(ξ)‖2HS := K is finite. Furthermore, we can define the multiplier
m(λ) := eD
′λ
1
2s (I + λ)N , with D′ < 0.
Formally evaluating this multiplier in L̂ we obtain exactly the operator which we are interested
in, that is, m(L̂) = eD′L̂
1
2s (I + L̂)N . Thus, we can bound by a constant K ′ another term in the
argument of the previous sum, observing that
‖m(L̂)‖opξ = sup
λ∈σ(L̂)
|m(λ)| <∞.
Therefore, we obtain
‖eDL
1
2s ‖2L2(G) ≤ KK ′
∑
[ξ]∈Ĝ
dξ‖(I + L̂(ξ))−N‖2HS.
The Plancherel formula yields∑
[ξ]∈Ĝ
dξ‖(I + L̂(ξ))−N‖2HS = ‖B2N‖2L2(G),
which is finite by Proposition 2.9 Part 3 for sufficiently large N .
3.2 Elliptic Gevrey spaces on G
In this Subsection we state the characterisation of the elliptic Gevrey spaces on a compact Lie
group G, that is, the Gevrey spaces corresponding to the Laplace operator. This was obtained
in [9] and here we present an alternative, shorter proof.
We choose as Ho¨rmander family any orthonormal basis X = {X1, . . . , Xn} of the Lie algebra
g of the compact Lie group G. The associated sub-Laplacian is the positive elliptic Laplace–
Beltrami operator on G, defined by
∆ := −(X21 + · · ·+X2n).
For all the elements of the unitary dual space of our compact Lie group, [ξ] = (ξij)1≤i,j≤dξ ∈ Ĝ,
we denote by λ2[ξ] the associated eigenvalue for the Laplace–Beltrami operator ∆. Then the
eigenvalue corresponding to the representation [ξ] for the operator (1 + ∆)
1
2 is given by
〈ξ〉 := (1 + λ2[ξ])
1
2 .
In accordance with Definition 2.3, for L = ∆ and X being an orthonormal basis for g, we can
consider the Gevrey spaces γs∆(G). These spaces have been characterised in [9] with arguments
relying on the peculiar properties of the symbolic calculus for the Laplace–Beltrami operator.
Here we prove a similar characterisations of γs∆(G) in terms of Fourier coefficients of functions,
and also in terms of the space γs
X,L∞(G) from Definition 2.1, but we develop an alternative,
quicker and more elegant argument which does not depend on the symbolic calculus.
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Theorem 3.2. Let G be a compact connected Lie group. Let X = {X1, . . . , Xn} be any or-
thonormal basis of the Lie algebra g. Let ∆ be the Laplace-Beltrami operator. Let 0 < s < ∞.
The following statements are equivalent:
(i) φ ∈ γs
X,L∞(G),
i.e., there exist A,C > 0 such that for every α ∈ Nn we have ‖∂αφ‖L∞ ≤ CA|α|(α!)s;
(ii) φ ∈ γs
X,L2(G),
i.e., there exist A,C > 0 such that for every α ∈ Nn we have ‖∂αφ‖L2 ≤ CA|α|(α!)s;
(iii) φ ∈ γs∆(G),
i.e., there exist A,C > 0 such that for every k ∈ N0 we have ‖∆kφ‖L2 ≤ CA2k((2k)!)s,
equivalently, there exists D > 0 such that ‖eD∆
1
2s φ‖L2 <∞;
(iii)’ there exist B,K > 0 such that ‖φ̂(ξ)‖HS ≤ Ke−B〈ξ〉
1
s holds for all ξ ∈ Ĝ.
Consequently, we have
γs
X,L∞(G) = γ
s
X,L2(G) = γ
s
∆(G).
Symbolic-calculus-independent proof of Theorem 3.2. The arguments that we have developed so
far for subelliptic Gevrey spaces work perfectly in the case of the (Laplace–Beltrami)–Gevrey
spaces on compact groups. In fact, Corollary 2.10 yields the equivalence (i) ⇐⇒ (ii), and the
implication (ii) =⇒ (iii), whereas Proposition 3.1 yields the equivalence (iii) ⇐⇒ (iii)′. It
remains to show (iii) =⇒ (ii). Using the equivalence proved in Proposition 2.8, combined with
the reasoning of Subsection 2.3, the proof of this implication is equivalent to the proof of the
boundedness of the higher order Riesz transform ∂α∆−
|α|
2 . Note that here we consider operators
defined on L20(G), orthogonal complement in L
2(G) of the space of constant functions on G, see
part 2 of Proposition 2.9.
It follows from Subsection 2.3 that for every j ∈ {1, . . . , n} we have
‖Xj∆− 12 ‖L2
0
→L2
0
≤ 1. (3.3)
The commutativity of the Laplace–Beltrami operator plays a fundamental roˆle to show the
boundedness of the Riesz transform for any α ∈ N0. In fact, we have
‖∂α∆− |α|2 ‖L2
0
→L2 = ‖X1∆−
1
2X2 . . . X|α|∆−
1
2 ‖L2
0
→L2 ≤ 1,
obtained applying the inequality (3.3) repeatedly |α| times. Then we immediately obtain the
desidered implication.
3.3 Subelliptic Gevrey spaces on SU(2)
In this Subsection we show that in the case of the canonical sub-Laplacian on the special unitary
group SU(2), we have the converse inclusion to (3.1):
Theorem 3.3. We consider the group G = SU(2). Let X = {X,Y, Z} be a basis for its Lie
algebra su(2) such that [X,Y ] = Z, and let L := −(X2 + Y 2) be the associated sub-Laplacian.
Let 0 < s <∞. The following statements are equivalent:
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(i) φ ∈ γs
X,L∞(G),
i.e., there exist A,C > 0 such that for every α ∈ Nn we have ‖∂αφ‖L∞ ≤ CA|α|(α!)s;
(ii) φ ∈ γs
X,L2(G),
i.e., there exist A,C > 0 such that for every α ∈ Nn we have ‖∂αφ‖L2 ≤ CA|α|(α!)s;
(iii) φ ∈ γsL(G),
i.e., there exist A,C > 0 such that for every k ∈ N0 we have ‖Lkφ‖L2 ≤ CA2k((2k)!)s,
equivalently, there exists D > 0 such that ‖eDL
1
2s φ‖L2 <∞;
(iii)’ there exist B,K > 0 such that ‖eBL̂(ξ)
1
2s φ̂(ξ)‖HS ≤ K holds for all ξ ∈ Ĝ.
Consequently, we have
γs
X,L∞(SU(2)) = γ
s
X,L2(SU(2)) = γ
s
L(SU(2)).
Proof of Theorem 3.3. As in the previous subsection, Corollary 2.10 yields the equivalence (i) ⇐⇒
(ii), and the implication (ii) =⇒ (iii), whereas Proposition 3.1 yields the equivalence (iii) ⇐⇒
(iii)′. So it remains to show (iii) =⇒ (ii). Given any multi-index α, we want to estimate the
L2-norm of ∂αf . We follow the same argument as in Subsection 2.3, but we restrict our operators
to L20(SU(2)). We consider ∂
α = ∂αL− |α|2 L |α|2 . Then, norm properties and hypotheses yield
‖∂αf‖L2 ≤ ‖∂αL−
|α|
2 ‖L2
0
→L2‖L
|α|
2 f‖L2 ≤ ‖∂αL−
|α|
2 ‖opCA|α|(|α|!)s
≤ ‖∂αL− |α|2 ‖L2
0
→L2C(2
sA)|α|(α!)s,
by (1.3). Below, we will show that the operator norms are bounded uniformly in α and this
concludes the proof.
The proof of Theorem 3.3 will thus be complete once we have shown the following statement
which is of interest in its own right.
Proposition 3.4. Let G = SU(2) and assume the hypotheses of Theorem 3.3. The higher order
Riesz transform Rα := ∂
αL− |α|2 is uniformly bounded on L20(SU(2)), that is, there exists C > 0
such that for every multi-index α ∈ Nn we have
‖∂αL− |α|2 ‖L2
0
→L2 < C.
Note that the boundedness of the higher order Riesz transformRα on SU(2) is already known,
see [28] and the discussion in Section 2.3. Our result above shows an estimate for the operator
norms of these operators, more precisely the fact that they are uniformly bounded with respect
to the order α. Proposition 3.4 will be proved in the next section.
3.4 Proof of Proposition 3.4
The proof of Proposition 3.4 will use the Fourier calculus on SU(2). The symbols of left-invariant
vector fields on SU(2) have been explicitly calculated in [22, Theorem 12.2.1]. They are given
by the following formulae
σX(l)m,n = −
√
(l − n)(l + n+ 1)δm,n+1 = −
√
(l −m+ 1)(l +m)δm−1,n; (3.4)
σY (l)m,n = −
√
(l + n)(l − n+ 1)δm,n−1 = −
√
(l +m+ 1)(l −m)δm+1,n. (3.5)
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Here we use the customary notation for SU(2), coming from the spin structure, to work with
representations tl ∈ C(2l+1)×(2l+1), l ∈ 12N0 being half-integers, with components tlm,n, with
indices −l ≤ m,n ≤ l running from −l to l spaced by an integer. Here δm,n denotes Kronecker’s
delta. The symbol of the sub-Laplacian given by the diagonal matrix whose general entry is
σL(l)m,n = (l(l + 1)−m2)δm,n. (3.6)
The proof of Proposition 3.4 will exploit special behaviour of norms of linear operators which
have zeroes everywhere except for the first upper or lower diagonal. Indeed, given a linear
operator A : CN → CM , the operator norm, ‖A‖op := sup‖v‖≤1 ‖Av‖, and the maximum norm,
‖A‖∞ := maxi,j |Ai,j |, are equivalent, in the sense there exist two positive constants C1 and C2,
depending on the dimension of V , such that
C1‖A‖∞ ≤ ‖A‖op ≤ C2‖A‖∞.
In our case, we deal only with matrices whose entries Ai,j are not zero only when i − j = −1
or i − j = 1. In this case it is easy to check that the constant C2 above can be taken to be 1,
so that it is independent of the dimension of the matrix. Let us summarise this property in the
following lemma whose proof is left to the reader:
Lemma 3.5. For any linear operator A : CN → CM such that Ai,j = 0 if i− j 6= −1, we have
‖A‖op ≤ ‖A‖∞.
We can now start the proof of Proposition 3.4. We will use the shorthand for the operator
norm ‖ · ‖op = ‖ · ‖L2
0
→L2 .
We recall that ∂α = X1 . . .X|α|. Expressing the identity operator as a composition of opera-
tors and their inverses, and applying norm properties, we obtain
‖∂αL− |α|2 ‖op = ‖X1L− 12L 12X2L− 12 . . .L 12X|α|L
|α|
2 ‖op
≤ ‖X1L− 12 ‖op‖L 12X2L− 12 ‖op . . . ‖L 12X|α|−1L−
1
2 ‖op‖L 12X|α|L−
|α|
2 ‖op.
Thus, the study of the boundedness ofRα can be split into the analysis of three types of operators:
1. XjL− 12 ,
2. L 12XjL− 12 ,
3. L 12XjL−
|α|
2 ,
where Xj ∈ {X,Y }. Without loss of generality, we may assume that Xj = X (the argument
can be repeated analogously replacing X by Y ). Let us proceed estimating the operator norm
of each operator individually.
1. Considering the left-invariance of the vector fields we are dealing with, we have
‖XL− 12 ‖op = sup
l∈ 1
2
N0
‖σX(l)σL− 12 (l)‖∞.
The explicit expressions (3.4), (3.5) and (3.6) allow us to determine and estimate from above the
general element of the product matrix σX(l)σL− 12 (l), that is∣∣(σX(l)σL− 12 (l))m,n∣∣ = l∑
k=−l
√
(l − k)(l + k + 1)δm,k+1√
l(l + 1)− k2δk,n
≤
≤
√
(l − n)(l + n+ 1)√
(l − n)(l + n) δm,n+1 =
√
l + n+ 1
l + n
δm,n+1.
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Combining this inequality with Lemma 3.5, we get
‖σX(l)σL− 12 (l)‖∞ ≤ max−l+1≤k≤l
√
l + k + 1
l+ k
= 2.
It follows that we can estimate uniformly ‖σX(l)σL− 12 (l)‖∞ ≤ C1. Note that the discussion in
Section 2.3 shows that we can take C1 = 1.
2. Using similar considerations, we can now estimate the general element of the symbol
matrix associated to the operator L 12XL− 12 . Hence, we calculate
∣∣(σL 12 (l)σX(l)σL− 12 (l))m,n∣∣ = l∑
k=−l
√
l(l+ 1)− (k + 1)2
√
(l − k)(l + k + 1)δm,k+1√
l(l+ 1)− k2δk,n
≤
√
l(l+ 1)− n2
√
(l − n)(l + n+ 1)√
l(l + 1)− n2 δm,n+1.
Then we obtain in this case that
‖σL 12 (l)σX(l)σL− 12 (l)‖∞ ≤ max−l≤k≤l−1
√
(l − k)(l + k + 1) ≤ C2l.
3. Finally, we focus on the last type of operator. We estimate
∣∣(σL 12 (l)σX(l)σL− |α|2 (l))m,n∣∣ =
√
l(l+ 1)− (n+ 1)2
√
(l − n)(l + n+ 1)√
(l(l + 1)− n2)|α−1|
δm,n+1
≤
√
(l − n)(l + n+ 1)√
(l(l + 1)− n2)|α|−1
δm,n+1.
Passing to the norm, we get
‖σL 12 (l)σX(l)σL− |α|2 (l)‖∞ ≤ max−l≤k≤l−1
√
(l − k)(l + k + 1)√
(l(l + 1)− k2)|α|−1
≤ max
−l≤k≤l−1
√
l+ k + 1√
(l − k)|α|−2(l + k)|α|−1
∼ l2−|α|,
which gives
‖σL 12 (l)σX(l)σL− |α|2 (l)‖∞ ≤ C3l
2−|α|.
Combining together all the estimates above, we deduce the boundedness of the operator.
Indeed, we have
‖∂αL− |α|2 ‖op = sup
l∈ 1
2
N0
‖σ
∂αL−
|α|
2
(l)‖∞ ≤
≤ sup
l∈ 1
2
N0
(
‖σX1(l)σL− 12 (l)‖∞ ‖σL 12 (l)σX2 (l)σL− 12 (l)‖∞ . . . ‖σL 12 (l)σX|α|−1(l)σL− 12 (l)‖∞︸ ︷︷ ︸
|α|−2 terms
×
× ‖σL 12 (l)σX|α|(l)σL− |α|2 (l)‖∞
)
≤ C sup
l∈ 1
2
N0
l|α|−2l2−|α| < C <∞,
using in the last inequality results from points 1, 2 and 3 above. This completes the proof.
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4 Subelliptic Gevrey spaces on the Heisenberg Group
The Heisenberg group Hn may be described as an important example of a non-abelian (but
unimodular) non-compact Lie group. In some sense it is the first stratified nilpotent Lie group.
There is a substantial amount of literature about it and we recall here few titles, such as [12],
[13], [14] and [29].
4.1 Main result on the Heisenberg group
Throughout this Section we will look at the Heisenberg group as the manifold R2n+1 endowed
with the group law
(x, y, t)(x′, y′, t′) := (x+ x′, y + y′, t+ t′ +
1
2
(xy′ − x′y)),
where (x, y, t), (x′, y′, t′) ∈ Rn×Rn×R ∼ Hn. We consider the canonical basis for the Heisenberg
Lie algebra hn associated with the Heisenberg group, given by
Xj = ∂xj −
yj
2
∂t and Yj = ∂yj +
xj
2
∂t, for j ∈ {1, . . . , n},
T = ∂t.
These vector fields satisfy the canonical commutation relations
[Xj , Yj ] = T for every j ∈ {1, . . . , n},
with all other possible combinations being zero. This also implies that the set of vector fields
X = ∪j=1,...,n{Xj, Yj} is a Ho¨rmander system, with associated sub-Laplacian:
L := −
n∑
j=1
(X2j + Y
2
j )
The main result of this section is the following description of subelliptic Gevrey spaces:
Theorem 4.1. We consider the group G = Hn. Let X = ∪j=1,...,n{Xj, Yj} be the Ho¨rmader
system as above and L = −∑nj=1(X2j + Y 2j ) the associated sub-Laplacian. Let 0 < s <∞. Then
we have the equality:
γs
X,L2(G) = γ
s
L(G),
and the equivalences for any function φ ∈ L2(G):
φ ∈ γsL(G) ⇐⇒ ∃D > 0 ‖eDL
1/2s
φ‖L2(G) <∞,
and for any function φ with compact support:
φ ∈ γs
X,L∞(G) ⇐⇒ φ ∈ γsX,L2(G).
The proof of Theorem 4.1 follows the same line of arguments as that for SU(2), as well as
that in Subsection 2.3. So we will only sketch the ideas: Corollary 2.10 implies that it suffices
to show the reverse inclusion to (3.1), and this follows easily from the uniform boundedness of
higher order Riesz transform, that is, the property in the following statement:
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Proposition 4.2. Let G = Hn and assume the hypotheses of Theorem 4.1. The higher order
Riesz transform Rα = ∂
αL− |α|2 is uniformly bounded on L2(Hn) with respect to α, that is, there
exists c > 0 such that for every multi-index α ∈ Nn we have
‖∂αL− |α|2 ‖‖·‖L2→L2 ≤ c|α|.
This result is analogous to the one on SU(2) given in Proposition 3.4 and the same remark
applies: although the higher order Riesz transform Rα on Hn is already known to be bounded,
see [28] and the discussion in Section 2.3, our result above shows an estimate for the operator
norms of these operators.
The rest of this section is devoted to the proof of Proposition 4.2, which will be given in
Section 4.3 after recalling some Fourier analysis on Hn in Section 4.2.
4.2 Fourier description
For each λ ∈ R \ {0}, the corresponding Schro¨dinger representation
πλ : Hn → U(L2(Rn)),
is a unitary irreducible representation given by
πλ(x, y, t)φ(u) = [π1(
√
λx,
√
λy, λt)](u) = eiλ(t+
1
2
xy)ei
√
λyuφ(u+
√
|λ|x).
In the above definition we use the following convention from [13]:
√
λ := sgn(λ)
√
|λ| =
{√
λ if λ > 0,
−
√
|λ| if λ < 0.
We move now to the infinitesimal representations associated to the Schro¨dinger representa-
tions. They play a crucial roˆle in determining the symbols of left-invariant differential operators.
Considering the aforementioned canonical basis of hn, for every λ ∈ R \ {0} the corresponding
infinitesimal representations of the elements of the basis are given by
πλ(Xj) =
√
|λ|∂xj for j = 1, . . . , n; (4.1a)
πλ(Yj) = i
√
λxj for j = 1, . . . , n; (4.1b)
πλ(T ) = iλI. (4.1c)
We recall that for every λ ∈ Rn \ {0} the space of all smooth vectors H∞piλ is the Schwartz space
S(Rn). An easy calculation yields that the infinitesimal representation of the sub-Laplacian L is
given by
πλ(L) = |λ|
n∑
j=1
(x2j − ∂2xj ), (4.2)
which is clearly related to the harmonic oscillator
H = −∆+ |x|2.
We now recall the matrix representation of the operators (4.1) and (4.2). To simplify the no-
tation, we will work with the three-dimensional Heisenberg group H1, i.e. n = 1. The extension
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to any n is straightforward. It is well known that the Hermite polynomials, once normalised,
form an orthonormal basis of L2(R) consisting of eigenfunctions of πλ(L), (see [14] and [18] for
two different proofs).
For every k ∈ N and x ∈ R the (k-th)-Hermite polynomial is given by
Hk(x) := (−1)kex
2
( dk
dxk
e−x
2
)
,
and the normalised Hermite functions are defined by
hk(x) :=
1√√
π2kk!
e−
x2
2 Hk(x) = cke
−x2
2 Hk(x), (4.3)
where ck :=
1√√
pi2kk!
. The well-known properties of Hermite polynomials (see e.g. [25]) allow
us to calculate the matrices corresponding to the infinitesimal representations of the elements
of the fixed canonical basis of H1, i.e. X and Y , and of the sub-Laplacian. Therefore, with our
notation, we have:
πλ(Y )hk(x) = i
√
λ
(√
k + 1
2
hk+1(x) +
√
k
2
hk−1(x)
)
,
πλ(X)hk(x) = −
√
|λ|
√
k + 1
2
hk+1(x) +
√
|λ|
√
k
2
hk−1(x),
πλ(L)hk(x) = |λ|(2k + 1)hk(x).
We use the same notation πλ(X), πλ(Y ) and πλ(L) to denote both the operators and the infinite
matrices associated to our vector fields with respect to the orthonormal basis comprising the
Hermite functions {hk}k∈N. Then for all k, l ∈ N the (k, l)-entries of these matrices are given by(
πλ(L)
)
k,l
= |λ|(2k + 1)δk,l, (4.4)
(
πλ(X)
)
k,l
=

√
|λ|
√
k+1
2 if k = l − 1
−
√
|λ|
√
k
2 if k = l + 1
0 otherwise
, (4.5)
(
πλ(Y )
)
k,l
=

i
√
λ
√
k+1
2 if k = l − 1
i
√
λ
√
k
2 if k = l + 1
0 otherwise
. (4.6)
4.3 Proof of Proposition 4.2
Recalling that ∂α = X1 . . . X|α|, to prove the statement we will make use of the explicit symbolic
calculus of Hn. In particular we look at the matrices associated with the infinitesimal represen-
tations of the operators involved.
To simplify the notation, once again, we will work with the three-dimensional case, i.e., n = 1.
Formulae (4.5) and (4.6) provide explicit expressions for the entries of the matrices associated
with the vector fields of the elements of the canonical basis of h1. A quick glance at these matrices
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suggests we should consider an equivalent basis for h1 whose associated matrix representations
have all null entries except on one (upper or lower) diagonal. Thus we define
Z := X + iY,
Z := X − iY,
T =
i
2
[Z,Z],
and it can be easily checked that the space γs
X,L∞(H1) of functions obtained considering the
initial vector fields {X,Y, T } is the same as the one obtained taking into account the elements
of the complex basis {Z,Z, T }. More precisely,{
f ∈ C∞(H1) | ∀α ∈ N2, ‖∂αf‖L∞ ≤ CA|α|(α!)s, ∂α = X1 . . .X|α|, Xj ∈ {X,Y }
}
=
{
f ∈ C∞(H1) | ∀α ∈ N2, ‖∂αf‖L∞ ≤ CA|α|(α!)s, ∂α = Z1 . . . Z|α|, Zj ∈
{
Z,Z
}}
.
Therefore, we can reformulate the conclusion as proving the boundedness of the operator ∂αL− |α|2
where ∂α = Z1 . . . Z|α| with every Zj ∈ {Z,Z}. Without loss of generality we can restrict
to the case λ > 0. We calculate the entries of the matrices associated with the infinitesimal
representations of Z and Z, obtaining
(
πλ(Z)
)
k,l
=
{
−
√
λ
√
k
2 if k = l + 1
0 otherwise
, (4.7)
(
πλ(Z)
)
k,l
=
{
2
√
λ
√
k+1
2 if k = l − 1
0 otherwise
. (4.8)
Note that the sub-Laplacian is now given by
L = Z
2 + Z
2
2
.
We observe that since all the vector fields are left-invariant, for all λ ∈ R \ {0} we have
π
∂αL−
|α|
2
(λ) = π
Z1...Z|α|L−
|α|
2
(λ) = πZ1(λ) . . . πZ|α|(λ)πL−
|α|
2
(λ).
Therefore, we can evaluate the non-zero entries of the matrix product above in order to estimate
the norm of our operator. Summarising, according to (4.7) and (4.8), we have the following:
1. πZj (λ) (or πZj (λ)) is a matrix whose entries equal zero except on the first lower (or upper)
diagonal. Precisely, they are of the form c
(
λm
) 1
2 , where c is a fixed constant;
2. π
L−
|α|
2
(λ) is a diagonal matrix whose diagonal entries are of the form c′
(
λm
)−|α|
2 , where c′ is
a fixed constant.
If we look at the product matrix
πZ1(λ) . . . πZ|α|(λ)︸ ︷︷ ︸
|α| times
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we can observe that each product will produce a matrix with a travelling lower (or upper) non-
zero diagonal. Once all the products have been accomplished, the non-zero entries, placed all on
one lower (or upper) diagonal, will be of the form c|α|
(
λm
) |α|
2 . Therefore, the non-zero entries
placed all on one lower (or upper) diagonal of the final matrix
πZ1(λ) . . . πZ|α|(λ)πL−
|α|
2
(λ)
will be of the form c|α|
(
λm
) |α|
2
(
λm
)−|α|
2 ∼ c|α|. This yields
‖∂αL− |α|2 ‖op = sup
λ∈R\{0}
‖π
∂αL−
|α|
2
(λ)‖opλ = sup
λ∈R\{0}
max
m,k≥1
∣∣∣(π
∂αL−
|α|
2
(λ)m,k
)∣∣∣
≤ c|α|,
and this concludes the proof of Proposition 4.2 and therefore also the proof of Theorem 4.1.
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