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ABSTRACT
Stochastic growth models are very common in real life owing to their ability to capture the
underlying mechanisms. This thesis considers three of such models. Each model can be seen as
describing the evolution in time of a complex population of interacting “particles”: competing
types of individuals in the first model, nodes in a dynamic network in the second, and species in
an ecosystem in the third. A common feature of these models is that the population size grows
in time and is represented by a transient (generalized) birth and death Markov process. This
dissertation studies asymptotic structure of the “particles landscape” which is represented in these
three models by, respectively, type structure of the population, graph of interconnections, and the
empirical distribution of species fitness.
1CHAPTER 1. Introduction
1.1 Structure of the thesis
This thesis is divided into four chapters. In Chapter 2 we study a colored maximal branching
process. This chapter is based on [7]. In Chapter 3 we introduce and study a novel variation of the
dynamic random graph model. This is a work in progress which is close to completion. In Chapter 4
we consider a variant of the species survival model recently introduced in [39]. This is an ongoing
work, we present here some preliminary results and discuss future work.
In the remainder of this chapter (Sections 1.2, 1.3, and 1.4) we present an overview of the
underlying models.
1.2 Maximal branching process
Chapter 2 focuses in the colored multi-type maximal branching process that we considered in [7].
Maximal branching processes (MBP) were introduced by Lamperti in [57]. An MBP is a Markov
chain on the set of non-negative integers with a unique absorbing state at zero and transition kernel
determined by the following recursive equation:
Zn+1 = max
1≤k≤Zn
Xn,k, Zn > 0,
where the random variables Xn,k are i.i.d., non-negative, and integer-valued. The process can be
thus described as an “extremal analogue” of the Galton-Watson branching processes, where the
next generation is formed by the offspring of a most productive individual.
The MBP is an elegant mathematical construction, and their theory turns out to be closely
related to a general problem of the study of asymptotic behavior of (Markov) random processes in
a half-line with asymptotically vanishing drift. The latter is sometimes referred to as Lamperti’s
2problem (cf. [73, 74]) to acknowledge the contribution of Lamperti’s pioneering work [59, 60, 61]. A
generalization of the MBP from integer-valued population processes to their real-valued analogue
is considered in a series of papers by Lebedev [63, 64, 65], see also a review of his results in [66].
An application of these processes to the queueing theory (for gated infinite linear systems, cf. [22])
is discussed in [64]. More recently, Lebedev studied in [67, 68, 69] an extension of the MBP to a
multi-type setting.
This work intends to contribute to the understanding of the multi-type maximal branching
process (following [69] we will use the abbreviation MTMBP for these processes) by considering
certain aspect of their asymptotic behavior in a setting where explicit computation is possible
through a link to the one-dimensional theory of the MBP which has been developed by Lamperti
in [57, 58]. Our main goal is to study the mechanism of the selection of the ancestor in a certain
version of the MTMBP. More precisely, we consider in Chapter 2 a version of the MTMBP where
particles are colored at random and their offspring distribution depends on the color. We use
the term color as an alternative to the type, to distinguish our model from a more general one of
the MTMBP, introduced by Lebedev in [67, 68, 69]. Our main result (stated in Theorems 2.2.7
and 2.2.8 below) is a limit theorem for the distribution of the color of the direct ancestor of the
n-th generation, as n goes to infinity. The result shows explicitly how the initial distribution of
types (colors) is modified in the long run by a mechanism of selection among competing individuals
in a maximal branching process.
1.3 Growth models in networks
In Chapter 3, we study growth models for networks and random graphs. There is a large body
of literature devoted to the study of random graphs, starting with the seminal works of Paul Erdo¨s
in 1950s. Recently, with the introduction of new graph models, such as preferential attachment
model (PAM), there is a renewed interest in studying random graphs. The paper of Baraba´si
and Albert introducing PAM was published at the beginning of this century and has already been
cited more than a thousands times since then. The reason for this explosion in research activity
is that such new models explain broad features (such as the degree distribution power-law) that
are empirically observed in many real life networks. The network of interacting proteins, social
3networks, the Internet etc. have all been shown to exhibit this power law distribution that PAM
and other associated models successfully capture. In addition, these are dynamic models, and the
“evolution” of the graph is specified by describing how one new node in the graph gets attached
to existing nodes. Such models are called “generative” graph models, and are useful in many
situations where the real-life graph is evolving. But such graph models (Erdo¨s-Renyi or PAM)
tends to be too simplistic for statistical modeling. These models have very few parameters and
does not consciously try to capture finer details of the graph. For example, it is possible to observe
triads (3 vertices completely connected by edges) in realizations of such random graphs, but it is
not possible to answer questions of the form “Does the graph have a propensity towards forming
triads?”. Such questions can be answered using another set of “descriptive” graph models called
the statistical random graph models. The most versatile and advanced one of this type is the so
called Exponential Random Graph models (ERGMs). Such models are rich enough in parameters
to include any specific graph configurations (e.g. triads, 2-stars etc) in the model and hence suitable
for statistical inference about the parameters related to such configurations. But these models are
usually static (not generative) and can not be used when the graph is expanding. In Chapter 3,
we propose random graphs that are both generative and descriptive. In other words, we propose
to create random graph models that can be embedded in a sequence of graphs (as in the case of
PAMs) and each element of the sequence forms an ERGM which is rich in parameters for statistical
inference. We also study properties of the proposed graph model in this chapter.
1.4 A species survival model
In Chapter 4 we consider a variant of the model for species survival recently presented by Guiol,
Machado, and Schinazi [39]. In the GMS model the number of species is given by a discrete-time
birth and death process (nearest-neighbor random walk) on Z+ which is transient to ∞. To each
newborn species a U [0, 1] fitness is assigned, independently of the past. The fitness of a species
represents its extent of adaptation to the external environment as a function of its genetic code.
Correspondingly, at an event of death in the population, the species with the lowest fitness is
eliminated. We remark that, in a different context, a similar model was considered by Liggett and
Schinazi in [70].
4The GSM model is closely related to the discrete Bak-Sneppen model for biological evolution
[10]. The latter was proposed in ‘93 by the physicists Per Bak and Kim Sneppen in order to
illustrate the paradigms of the theory of self-organized criticality and complexity, developed by
Bak and his collaborators around that time [8, 9, 11, 50], in the context of biological evolution.
The Bak-Sneppen model has attracted significant attention over the past few decades. The model
has been proven to be very challenging for a rigorous mathematical treatment. In fact, most of the
results physicists have obtained throughout the years on this model, including the emergence of
self-organized criticality shown by Bak and Sneppen in [10] through a numerical simulation, remain
open as mathematical problems. See, for instance, [37] for a relatively recent survey of the model.
The GMS model was proposed as an analytically tractable variant of the Bak-Sneppen evolution
model. It has been further studied in [16, 40, 75] and [14]. The main ingredient of the proofs in
all these papers is a coupling that eventually reduces the problem to a study of auxiliary random
walks which were already introduced in [39]. The first paper of Guiol, Machado, and Schinazi [39]
establishes that the asymptotic distribution of the fitness is uniform over [fc, 1] for some threshold
fc > 0. This result has been consequently sharpened in [16] and [40], and also extended to a more
general set-up in [75]. The model proposed by Michel and Volkov in [75] is similar to the original
GMS model, with the exception that the number of species added to the system on the event of
“birth” as well as the number of species removed from the system on the event of “death” are
randomized.
Ben-Ari considered in [14] the model of Michael and Volkov, and proved a law of large numbers
and a central limit theorem for the empirical process of fitness. An interesting feature of these
results is that the limiting objects are different from their counterparts for increasing empirical
distributions of i.i.d. samples. In the latter case, the limiting distribution is the sample distribution
and the limiting process for its fluctuations is a Brownian bridge [29]. In contrast, in [14] the
limiting distribution is the sample distribution conditioned to stay above certain threshold level
while the limiting process in the central limit theorem is a superposition of a Brownian bridge and
a Brownian motion and has a singularity at the threshold value (cf. [4, 90] for results of a similar
type for conditioned process).
The GSM model is an active area of a current research. Our goal in Chapter 4 is twofold. First,
5we present some partial results which seem to be interesting on their own but also meant to serve
as a basis for new developments that we hope to achieve in a future work. Secondly, we outline in
this chapter three directions for a future research. One possible topic of the future research is a
large deviation principle that would complement the law of large numbers obtained in [14]. We also
propose to study the model in the case when the random variables representing migration of species
have regularly varying tails. When the index of regular variation is smaller than two, the latter
setup is novel and leads to a different type of results from the one obtained in the previous work
(cf. [20] for the underlying results on random walks with regularly varying increments). Finally,
we discuss a sub-critical regime where, in contrast to the original model, the population of species
is described by a recurrent Markov chain and the model doesn’t grow stochastically.
6CHAPTER 2. Colored maximal branching process
This chapter is based on [7]. We focus here on a certain variant of the multi-type maximal
branching processes. The maximal branching process was introduced by Lamperti in [57, 58] and
its multi-type version was first considered by Lebedev in [67, 68, 69]. Following [7] we refer to
our variation of the multi-type model introduced in [67, 68, 69] as the colored maximal branching
process.
Our main result, stated in Theorems 2.2.7 and 2.2.8 below, is a limit theorem for the distribution
of the type (color) of the direct ancestor of the population’s n-th generation, as n goes to infinity. In
addition, we obtain limit theorems for the total number of particles in a generation (Theorem 2.2.6)
and for a “time of the rule of the longest-reigning dynasty” (Theorem 2.2.9), where the dynasty is
understood as a type prevailing through several successful generations.
The chapter is organized as follows. The underlying model is formally introduced in Section 2.1,
and our results are stated in Section 2.2. The proofs of the four theorems stated in Section 2.2 are
deferred to Sections 2.3–2.6.
2.1 The model
The colored maximal branching process (CMBP for short) that we consider in this chapter is a
vector-valued Markov chain Zn =
(
Z
(1)
n , Z
(2)
n , . . . , Z
(d)
n
)
which describes evolution of a population
of individuals of d different types (colors) in discrete time n = 0, 1, . . . The integer d ≥ 1 is fixed
and Z
(i)
n represents the number of individuals of type i present in n-th generation. Transitions
of the Markov chain Zn consist of two stages: at the first stage the total size of the population
Yn :=
∑d
i=1 Z
(i)
n in the generation n is determined, and at the second stage colors are randomly
assigned to the Yn individuals who form the n-the generation. That is where our model differs
7from the one considered in [67, 68, 69], where, similarly to the ordinary multi-type Galton-Watson
branching process, individuals are born being already of a certain type.
Let D := {1, . . . , d} and let Z+ denote the set of nonnegative integers. The dynamics of Yn is
determined by the equation
Yn+1 = max
1≤i≤d
max
1≤k≤Z(i)n
X
(i)
n,k,
where X
(i)
n,k represents the number of children of the k-th individual of type i. We assume that the
random variables X
(i)
n,k take values in Z+, are independent and, moreover, {X(i)n,k : n ∈ Z+, k ∈ N}
are identically distributed for each fixed i ∈ D. We denote the common distribution function of
X
(i)
n,k by Fi.
Once a new generation is formed, a color from the set D is assigned to the individuals, indepen-
dently each of other and of the previous history. Let χn,k denote the color of the k-th individual in
the n-th generation. We assume that χn,k, n ∈ Z+, k ∈ N are i.i.d D-valued random variables, and
denote
µi := P (χn,k = i), i ∈ D, (2.1)
and assume throughout that µi > 0 for all i ∈ D. The number of individuals of type i in the n-th
generation thus can be written as
Z(i)n =
Yn∑
k=1
1{χn,k=i},
where 1A stands for the indicator of the event A in the underlying probability space.
For n ∈ Z+, let Xn := {X(i)n,k : k ∈ N, i ∈ D}, Cn = {χn,k : k ∈ N}, and let Fn = σ(Xk, Ck : k ≤
n) = σ(Xk, Ck, Zk : k ≤ n) be the σ-algebra of the “events up to time n”. To describe vectors Zn
when Yn is given, we introduce the sets
My =
{
(k1, . . . , kd) ∈ Zd+ :
∑
i∈D
ki = y
}
, y ∈ Z+.
Transition kernel of the Markov chain Zn on Zd+ is formally defined by the following equations:
P
(
Yn+1 ≤ y |Fn, Z(i)n = ki, i ∈ D
)
=
d∏
i=1
(
Fi(y)
)ki , y, ki ∈ Z+,
8and, for (k1, . . . , kd) ∈My,
P
(
Z
(i)
n+1 = ki, i ∈ D|Fn, Yn+1 = y
)
=
y!
k1! · · · kd!µ
k1
1 · · ·µkdd .
Throughout this work we will assume that Y0 = 1 and the color of the first particle is chosen
at random according to the distribution defined in (2.1). To support all the random variables
defined above, the underlying probability space can be chosen as for the multi-type Galton-Watson
branching processes. It can be formally constructed using the recipe given in [43, Chapter VI].
2.2 Statement of results
Following [57], we will say that the chain (Zn)n∈Z+ belongs to the class R if P (Y → ∞) = 0,
and to the class T otherwise. Here and henceforth {Y →∞} serves as a shortcut for {limn→∞ Yn =
+∞}. First, we will obtain criteria for the classification of the Markov chain Zn. It turns out (cf.
[57, 58]) that the asymptotic behavior of Zn is best understood in terms of the dynamics of the
random sequence
Ln := log Yn, n ∈ Z+.
Observe that both (Yn)n≥0 and (Ln)n≥0 are Markov chains. In particular, transition kernel of the
latter is determined by the following family of distribution functions:
HL(ξ, η) := P
(
Ln+1 ≤ η |Ln = ξ
)
= P
(
Yn+1 ≤ eη |Yn = eξ
)
= E
[ d∏
i=1
(
Fi(e
η)
)Z(i)n ∣∣∣Yn = eξ, (Z(i)n )di=1] = ∑
k1,...,kd
(eξ)!
k1! · · · kd!
d∏
i=1
(
µiFi(e
η)
)ki
=
( d∑
i=1
µiFi(e
η)
)eξ
=
(
1− E[Gχ(eη)])eξ , (2.2)
where χ is a generic random color in D with the same distribution as χn,k, and Gχ(x) := 1−Fχ(x).
Taking in account that
∑d
i=1 µiFi( · ) = E
[
Fχ( · )
]
is a distribution function and that Z
(i)
n is
conditionally independent of Fn given Yn, the corresponding Lamperti’s results in [57, 58] yield
the following recurrence-transience criteria for Zn. Let γ denote Euler’s constant, that is γ =
limn→∞
(∑n
k=1 k
−1 − log n) ≈ 0.57721.
Lemma 2.2.1. Let (Zn)n≥0 be a CMBP that satisfies Assumption 2.2.2. Then
9(i) If lim supx→∞ x · E[Gχ(x)] < e−γ , the chain Zn is in the class R.
(ii) If lim infx→∞ x · E[Gχ(x)] > e−γ , the chain Zn is in the class T.
(iii) If for some constant θ ∈ R,
E[Gχ(x)] =
e−γ
x
+
θ + o(1)
x log x
, x→∞, (2.3)
and θ < pi
2e−γ
12 , the chain Zn is in the class R.
(iv) If (2.3) holds with θ > pi
2e−γ
12 , the chain Zn is in the class T.
In the rest of the chapter we focus on the growing to infinity processes in a “critical” regime. More
precisely, we will impose the following basic set of assumptions.
Assumption 2.2.2. Let Zn be a CMBP as described in Section 2.1. Suppose that
(A1) P (X
(i)
n,1 = 0) = 0 for all i ∈ D.
(A2) For all i ∈ D there exists the limit αi := limx→∞ x
(
1− Fi(x)
)
.
(A3) αi ∈ (0,∞) for all i ∈ D. Furthermore, β ∈ (e−γ ,∞), where
β :=
d∑
i=1
µiαi = E[αχ]. (2.4)
In particular, these assumptions imply that
P (Y →∞) = 1.
The following proposition is immediate from (2.2).
Proposition 2.2.3. Let Assumption 2.2.2 hold. Then, for any λ ∈ R,
lim
ξ→∞
HL(ξ, ξ + λ) = Jβ(λ),
where Jβ(λ) := exp
(−βe−λ), with β being defined in (2.4).
10
Heuristically, the proposition suggests that the asymptotic behavior of the Markov chain Ln is
that of a transient random walk with the increments distributed according to Jβ. This intuition was
made precise in the “comparison lemma ” of [57], where a coupling of two processes is explicitly
constructed.
We now turn to a law of large numbers for logZ
(i)
n , which can be obtained using the comparison
with a random walk. First, observe that the law of large numbers for triangular arrays implies that
for all i ∈ D,
lim
n→∞
1
n
n∑
k=1
1{χn,k=i} = µi, P − a. s.,
where µi is introduced in (2.1). By passing in this limit result to the random subsequence of integers
Yn we obtain
Proposition 2.2.4. Let Assumption 2.2.2 hold. Then for any i ∈ D,
lim
n→∞
Z
(i)
n
Yn
= µi, P − a. s.
For a single-type process, the analogue of the following result is stated in Section 3 of [58]
(p. 52). The multi-type version follows from its single-type prototype by applying the latter to the
MBP associated with the distribution function E[Fχ( · )] and using Proposition 2.2.4.
Lemma 2.2.5. Let Assumption 2.2.2 hold. Then for any i ∈ D,
lim
n→∞
1
n
logZ(i)n = γ + log β, P − a. s.
We remark that the random sequence logZ
(i)
n , n ∈ Z+, satisfies a large deviation principle under
P (see, for instance, Remark (ii) in [82, p. 594]).
We will next state a central limit theorem for logZ
(i)
n in the transient case. The “borderline”
case β = e−γ and (2.3) holds with θ > pi
2e−γ
12 was studied by Lamperti in [58] (see Theorem 2 in [58])
using the theory he developed in [61]. A related result corresponding to the case Fi(x) ∼ 1−αix−ε
with ε ∈ (0, 1) is obtained in [74, Theorem 2.5], although their technical assumptions (namely finite,
even though non-uniformly on the current location, range of jumps) preclude direct application to
maximal branching processes. In what follows we consider the case Fi(x) ∼ 1−αix−1 with β > e−γ .
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Let D
(
[0, 1];R) denote the set of real-valued ca`dla`g functions on [0, 1], endowed with the Sko-
rokhod J1-topology. Let
Sn(t) =
√
6
pi2n
·
[nt]∑
k=1
(Lk − γ − log β), t ∈ [0, 1], (2.5)
Theorem 2.2.6. Let Assumption 2.2.2 hold. Suppose in addition that (2.3) holds for some θ ∈ R.
Then Sn converges weakly in D
(
[0, 1];R), as n→∞, to a standard Brownian motion.
The proof of the theorem given in Section 2.3 uses a standard martingale technique and relies
on certain moment estimates obtained in [58] (this is where the full extent of the extra condition
(2.3) is exploited). We remark that Theorem 2.2.6 is “in spirit” of the results of [58], and even
though it is not stated there it seems quite likely that the result was known to Lamperti.
The main results of this chapter are stated in the next two theorems. Let τn denote the set of
colors present among individuals at generation n with the maximum number of offspring. That is,
i ∈ τn ⇐⇒ Yn+1 = X(i)n,k for some k = 1, . . . , Z(i)n .
First, we study the asymptotic distribution of the colors in τn. The proof of the following theorem
is given in Section 2.4.
Theorem 2.2.7. Let Assumption 2.2.2 hold. Then for all i ∈ D,
lim
n→∞P (i ∈ τn) =
µiαi
β
.
Our next result confirms the intuition that the limiting distributions found in Theorem 2.2.7
coincide with the asymptotic frequencies of the colors of the most productive individuals who serve
as ancestors of the next generation.
Theorem 2.2.8. Let Assumption 2.2.2 hold. Then for all i ∈ D,
lim
n→∞
1
n
n∑
k=1
1{i∈τk} =
µiαi
β
, P − a. s.
The proof of the theorem is given below in Section 2.5. Using the same decoupling techniques
as in the proof of Theorem 2.2.8 one can establish the asymptotic of the “time of the rule of the
longest-reigning dynasty” in the CMBP. More precisely, for n ∈ Z+ and i ∈ D let
r(i)n = max
{
k ≤ n+ 1 :
n∏
s=n−k+1
1{i∈τs} = 1
}
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and
R(i)n = max
0≤k≤n
r
(i)
k .
We have:
Theorem 2.2.9. Let Assumption 2.2.2 hold. Then for all i ∈ D,
lim
n→∞
R
(i)
n
log n
= − 1
log
(
1− µiαiβ
) , P − a. s.
Furthermore, for all i ∈ D,
lim sup
n→∞
r
(i)
n
log n
= − 1
log
(
1− µiαiβ
) while lim inf
n→∞
r
(i)
n
log n
= 0, P − a. s.
The above theorem states in fact that R
(i)
n and r
(i)
n exhibit the same almost sure asymptotic
behavior as, respectively, the longest run and the current run of heads in a series of independent
coin tossing trials where the probability of heads equals µiαiβ . See, for instance, [38] and [29, pp. 54-
55] for the corresponding results for the coin tossing. Although the proof of Theorem 2.2.9 is very
similar to that of Theorem 2.2.8, for the sake of completeness and reader’s convenience it is included
in Section 2.6.
2.3 Proof of Theorem 2.2.6
For m ∈ N and x ∈ R let
νm(x) = E
[
(Ln+1 − Ln)m
∣∣Ln = x],
and set
Mn = Ln −
n−1∑
k=0
ν1(Lk), n ∈ N.
Then (Mn,Fn)n∈N is a martingale, and the corresponding martingale difference sequence is
∆n := Mn −Mn−1 = Ln − Ln−1 − ν1(Ln−1), n ∈ N.
To apply a standard functional CLT for martingales to Mn, it suffices to verify the following two
conditions (see, for instance, [29, p. 414]):
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(i) An(t) :=
1
n
∑bntc
k=1 E
[
∆2k
∣∣Fk−1]→ pi2t/6 in probability for all t ∈ [0, 1], and
(ii) Bn(ε) :=
1
n
∑n
k=1E
[
∆2k1{|∆k|>ε
√
n}
∣∣Fk−1]→ 0 in probability for any ε > 0.
The following asymptotic formulas (as x→∞) for the first two conditional moments are obtained
in [58] (see Lemmas 1 and 2 in [58]):
ν1(x) = γ + log β +
θ
βx
+ o(x−1) and ν2(x) = (γ + log β)2 +
pi2
6
+ o(1),
where the constant parameter θ is introduced in (2.3).
Since E
[
∆2k
∣∣Fk−1] = ν2(Lk−1) − (ν1(Lk−1))2, these two formulas together with Lemma 2.2.1
imply that E
[
∆2k
∣∣Fk−1] = pi26 + o(1) as k →∞, and hence the first condition above holds.
To verify the second condition we will use the fact (see [58, Lemma 1]) that ν4(x) is uniformly
bounded in a neighborhood of infinity. More precisely, let K > 0 be a positive real such that
ν4(x) < K for all x = log k, k ∈ N. By using first the Cauchy-Sschwarz inequality and then
Chebyshev’s bound P (X > a) ≤ a−4E[X4],
E
[
∆2k1{|∆k>ε
√
n}
∣∣Fk−1] ≤ (E[∆4k∣∣Fk−1] · P (|∆k| > ε√n∣∣Fk−1))1/2
≤ 1
ε2n
E
[
∆4k
∣∣Fk−1].
By Minkowski’s inequality, the right-most term in the last display is bounded with probability
one by ε−2n−1
(
ν4(Lk−1) +
(
ν1(Lk−1)
)4)1/4
, which implies that the second condition above for the
martingale differences is satisfied for ∆n.
To complete the proof, observe that the asymptotic formula for ν1(x) yields
1√
n
(
Ln − (γ + log β)n
)
=
1√
n
(
Mn +O(log n)
)
,
where O(x) is a function such that O(x)/x is bounded away from both zero and infinity in a
neighborhood of infinity.
2.4 Proof of Theorem 2.2.7
To prove the theorem, it suffices to show that
lim
y→∞P (i ∈ τn|Yn = y) =
µiαi
β
. (2.6)
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Indeed, it follows from P (Y → ∞) = 1 and (2.6) that limn→∞ P (i ∈ τn|Yn) = µiαiβ , P − a. s., and
hence
lim
n→∞P (i ∈ τn) = limn→∞E
[
P (i ∈ τn|Yn)
]
=
µiαi
β
,
by the bounded convergence theorem.
For any integer y ≥ 2, similarly to (2.2), we have
P (i ∈ τn|Yn = y)
=
∞∑
x=1
∑
k1,...,kd
y!
k1! · · · kd!
∏
j 6=i
(
µjFj(x)
)kj{(µiFi(x))ki − (µiFi(x− 1))ki}
=
∞∑
x=1
{(∑
j
µjFj(x)
)y − (∑
j 6=i
µjFj(x) + µiFi(x− 1)
)y}
. (2.7)
Fix any ε > 0. Then (compare with Proposition 2.2.3),
bεyc∑
x=1
{(∑
j
µjFj(x)
)y − (∑
j 6=i
µjFj(x) + µiFi(x− 1)
)y}
≤
bεyc∑
x=1
{(∑
j
µjFj(x)
)y − (∑
j
µjFj(x− 1)
)y}
=
(∑
j
µjFj
(bεyc))y → e−β/ε, as y →∞. (2.8)
By Taylor’s expansion formula, for any A > 0 and b ∈ (0, A), we have
(A− b)y = Ay − byAy−1 + b
2
2
y(y − 1)(A− c)y−2
for some c ∈ (0, b). In particular,
byAy−1 − b
2y2
2
Ay−2 ≤ Ay − (A− b)y ≤ byAy−1. (2.9)
Therefore, letting
A(x) :=
∑
j
µjFj(x) and bi(x) := Fi(x)− Fi(x− 1), (2.10)
we obtain from (2.7) and (2.9) that
P (i ∈ τn|Yn = y) ≥
∞∑
x=1+bεyc
{(∑
j
µjFj(x)
)y − (∑
j 6=i
µjFj(x) + µiFi(x− 1)
)y}
=
∞∑
x=1+bεyc
yµi
(
A(x)
)y−1 · bi(x)− ∞∑
x=1+bεyc
µi
(
A(x)
)y−2 · (bi(x)y)2
2
:= I1(y, ε)− I2(y, ε). (2.11)
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To evaluate I1(y, ε) and I2(y, ε) we will exploit the following implication of a general property of
regularly varying sequences (see, for instance, [19, 35]):
lim
x→∞
x2bi(x)
αi
= lim
x→∞
x · {(1− Fi(x− 1))− (1− Fi(x))}
1− Fi(x)
= lim
x→∞
bxc · {(1− Fi(bxc − 1))− (1− Fi(bxc))}
1− Fi(bxc)
= lim
n→∞
n · {(1− Fi(n− 1))− (1− Fi(n))}
1− Fi(n) = 1. (2.12)
Since
(
A(x)
)y−1 · bi(x) is a step function, for the first term in (2.11) we have
I1(y, ε) =
∞∑
x=1+bεyc
yµi
(
A(x)
)y−2 · (bi(x)y)2
2
≥
∫ ∞
ε+1/y
y2µi
(
A(yt)
)y−1 · bi(yt)dt. (2.13)
By (2.12), y2µi
(
A(yt)
)y−1 · bi(yt) converges, as y → ∞, to the continuous distribution function
αiµie
−β/tt−2. Furthermore, the convergence is uniform on compact intervals. Therefore, first trun-
cating the integral in the last display and then taking the limit as y →∞,
lim inf
y→∞ I1(y, ε) ≥ limM→∞
∫ M
ε
αiµie
−β/tt−2dt =
∫ ∞
ε
αiµie
−β/tt−2dt. (2.14)
Similarly,
I2(y, ε) · y =
∞∑
x=1+bεyc
yµi
(
A(x)
)y−2 · (bi(x)y)2
2
≤
∫ ∞
ε
µi
(
A(yt)
)y−2 · (bi(yt)y2)2
2
dt,
and hence, by Fatou’s lemma,
lim sup
y→∞
{I2(y, ε) · y} ≤
∫ ∞
ε
µiα
2
i e
−β/tt−4dt =
∫ ε−1
0
µiα
2
i e
−βss2ds. (2.15)
Since ε > 0 is an arbitrary positive real, it follows from (2.14), (2.15), and (2.11) that
lim inf
y→∞ P (i ∈ τn|Yn = y) ≥
∫ ∞
0
αiµie
−β/tt−2dt
=
∫ ∞
0
αiµie
−βsds =
µiαi
β
. (2.16)
On the other hand, using (2.7), (2.8), and the upper bound in (2.9), we obtain that
lim sup
y→∞
P (i ∈ τn|Yn = y) ≤ lim sup
ε→0
lim sup
y→∞
I1(y, ε).
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To conclude the proof of the theorem, observe that, similarly to (2.13) and (2.14),
I1(y, ε) ≤
∫ ∞
ε
y2µi
(
A(yt)
)y−1 · bi(yt)dt→ ∫ ∞
ε
αiµie
−β/tt−2dt, as y →∞.
Since limε→0
∫∞
ε αiµie
−β/tt−2dt =
∫∞
0 αiµie
−β/tt−2dt = µiαiβ , this implies
lim sup
y→∞
P (i ∈ τn|Yn = y) ≤ µiαi
β
.
In view of (2.16) this completes the proof of (2.6).
2.5 Proof of Theorem 2.2.8
Let
ξ(i)n := 1{i∈τn}, n ∈ Z+, i ∈ D,
and ξn := (ξ
(1)
n , . . . , ξ
(d)
n ). Observe that K
(i)
n :=
∑n
k=1 ξ
(i)
k is an additive functional of the Markov
chain Yn. More precisely,
P
(
ξ(i)n = s, Yn+1 = z
∣∣(Yk, ξk)k<n, Yn = y)
= P (Yn+1 = z
∣∣Yn = y) · P (ξ(i)n = s∣∣Yn = y, Yn+1 = z), (2.17)
for any y, z ∈ N and s ∈ {0, 1}. This implies that the random sequence formed by the triples
(Yn, Yn+1, ξn), n ∈ Z+ is a Markov chain (in fact, a hidden Markov model with ξn playing role of
the “observable variables”) and that one can generate a realization of this sequence step by step,
at each step first generating the value of Yn+1 given Yn and then the value of ξn given Yn and Yn+1.
Heuristically, in view of Proposition 2.2.3 and Theorem 2.2.7, this suggests that the asymptotic
behavior of the sequence ξ
(i)
n along a typical trajectory of the chain Yn is similar to that of the
sequence of outcomes of i.i.d. coin tossing trials with the probability of heads equal to µiαiβ . In
what follows we will derive a formal version of this heuristic argument and deduce from it the result
stated in Theorem 2.2.8.
Note that, similarly to (2.7),
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z)
=
(∑
j µjFj(z)
)y − (∑j 6=i µjFj(z) + µiFi(z − 1))y(∑
j µjFj(z)
)y − (∑j µjFj(z − 1))y .
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For M > 0 let ΩM := {(y, z) ∈ N2 : z > y2/3 and y, z > M}. Recall (2.10). By virtue of (2.9),
we have for all (y, z) ∈ ΩM with M sufficiently enough (namely, large enough to ensure that the
denominator in(2.18) and the numerator in (2.19) below are positive),
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z)
≤ yµibi(z)
(
A(z)
)y−1
y
(∑
j µjbj(z)
)(
A(z)
)y−1 − y22 (∑j µjbj(z))2(A(z))y−2
=
µibi(z)A(z)(∑
j µjbj(z)
)
A(z)− y2
(∑
j µjbj(z)
)2 , (2.18)
and
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z)
≥ yµibi(z)
(
A(z)
)y−1 − y22 (µibi(z))2(A(z))y−2
y
(∑
j µjbj(z)
)(
A(z)
)y−1
=
µibi(z)A(z)− y2
(
µibi(z)
)2(∑
j µjbj(z)
)
A(z)
. (2.19)
It follows from (2.18) and (2.19) that
lim
M→∞
sup
(y,z)∈ΩM
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z)
= lim
M→∞
inf
(y,z)∈ΩM
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z) = µiαi
β
. (2.20)
By Lemma 2.2.1, P (Yn > M i. o) = 0 for any M > 0. Furthermore, (2.2) yields
P (Yn+1 ≤ y2/3|Yn = y) =
(
1− E[Gχ(y2/3)])y ≤ exp(−yE[Gχ(y2/3)]),
which, using Assumption 2.2.2 and Lemma 2.2.5, implies by a “conditional version” of the Borel-
Cantelli lemma (see, for instance, [29, p. 240]) that
lim
M→∞
1{(Yn,Yn+1)∈ΩM} = 1, P − a. s. (2.21)
This completes the proof of Theorem 2.2.8 by using (2.17) and the comparison with a sequence
of independent coin tossing trials with the probability of heads equal to αiµiβ ± ε with an arbitrary
small ε > 0, whenever (Yn, Yn+1) ∈ ΩM .
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2.6 Proof of Theorem 2.2.9
We will continue to use notations introduced in the course of the proof of Theorem 2.2.8.
Similarly to the proof of the latter, the proof of Theorem 2.2.9 rests on an application of (2.20)
and (2.21).
Fix any i ∈ D and ε > 0 such that ε < max{1− µiαiβ , µiαiβ }. By virtue of (2.20) one can choose
M = M(ε) > 0 be large that
sup
(y,z)∈ΩM(ε)
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z) ≤ µiαi
β
+ ε
and
inf
(y,z)∈ΩM(ε)
P (ξ(i)n = 1
∣∣Yn = y, Yn+1 = z) ≥ µiαi
β
− ε.
In view of (2.21), there exists N ∈ N such that (Yn, Yn+1) ∈ ΩM(ε) for all n > N. Therefore, using a
standard coupling technique one can infer from (2.17) that the lim sup and the lim inf, as n→∞, of
both R
(i)
n / log n and r
(i)
n / log n are dominated with probability one by the corresponding quantities
in a series of i.i.d. coin tossing trials, with the probability of heads equal to µiαiβ ± ε. Since ε > 0
is arbitrary, this implies the results in Theorem 2.2.9 which merely states that the lim sup’s and
lim inf’s coincide with their counterparts for the biased coin tossing when the probability of heads
is equal to µiαiβ (cf. [38]).
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CHAPTER 3. Dynamic exponential random graph models.
Networks or graphs are ubiquitous in different areas of social science, network engineering,
biochemical systems, ecological systems etc. A basic graph consists of nodes or vertices and edges
(directed or undirected). A vertex usually represents an individual unit (e.g. a person in a social
network or a protein in a biological network) and an edge represents a relational tie between two
units. Often there are more information available about the graph (a dependence structure or
node-level covariates) which influences the overall structure of the graph. A random graph model
provides a probabilistic approach to generate realistic graphs that captures different aspects of
networks observed by scientists in different disciplines.
The study of random graph models were initiated with the seminal work of Erdo˝s [31]. In 1967,
the “small world” study of Milgram [76] brought social networks into the public consciousness.
These basic models were relatively simple in terms of probabilistic dependencies as it assumed
independence between any pair of edges. In last 50 years, there has been a lot of research trying
to improve these models to incorporate more realistic network structures. Broadly, there are two
classes of probabilistic graph models: Descriptive models and Generative Models.
Descriptive models: One set of researchers developed descriptive random graph models:
Here the focus is to improve the basic Erdo˝s-Re´nyi model by relaxing the independence structures
of the edges. In this body of work, the researchers typically focus on a “static” graph, consisting
of fixed number of nodes, and impose a hypothesized dependence relationship on the set of nodes
and edges. Examples of such models include the p1-graphs [45] where instead of the edges, the
dyads are assumed to be independent in a directed graph (relation between nodes (i, j) and (j, i)
may depend on each other, but their relations with other nodes are independent). Many variations
and extensions of this model have been proposed, such as the p2-graph [98, 62], which attempts
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to incorporate node level attributes or covariates in the p1-graph. Most significant breakthrough
in this stream of research came with the introduction of Markov random graphs [34], which es-
sentially required that two edges are conditionally independent, given all other edges, if they do
not share a common node. Since then, many articles (see [99, 84, 91, 3]) worked on extending
this idea leading to a family of models for which the Markov parametric assumption is is a special
case. This family, with its variety and extensions is currently known as the p∗-model or the family
of Exponential Random Graph Models (ERGMs). This is the most advanced class of statistical
models, rich in model parameters that can capture different types of dependency relations in re-
alistic networks. The advantage of such models is that they form a class of highly-parameterized
models, which has the flexibility to adapt to different types of real-life networks with varying set
of structural characteristics (complicated dependent structures between edges, existence of local
micro-structures such as triads, clusters etc.). Also the probabilistic properties of the graph model
makes it suitable to study statistically to extract broad features that are present in the underlying
social/behavioral/scientific process that are represented in these graphs. One disadvantage of these
models is that they are “static” models with a fixed number of nodes.
Generative models: The other class of models have increasing number of nodes. Most
significant among these are the preferential attachment model (PAM) and its variations. Proposed
by [13], this model emulates real-world networks in terms of broad network-features as opposed to
node or edge level features present in ERGMs. It has been observed in many real-life applications
that the degree distribution follows a power-law, a feature that the simple Bernoulli graphs of Erdo¨s
failed to capture. Most of the real networks (social networks [79], biological networks [52, 51],
Internet graphs [2, 32], language graph [26, 94], Google’s page-ranking graph [21] etc.) have this
so-called scale-free nature which makes PAM an attractive model for modeling these networks. The
PAM model introduced at the beginning of this century lead to an explosion of research activity,
both in the theoretical and applied directions (the first few papers of Barabasi et. al. have been
cited a few thousand times in last few years). The basic PAM model in [13] starts with two nodes
connected by an edge and builds a sequence of evolving graphs by “preferential attachment” scheme:
every new node attaches to existing nodes with probabilities proportional to their weight. When
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the weights are increasing functions of the degrees of the existing nodes, the well-connected nodes
tend to get more connected as time progresses (also known as a “reinforcement” schemes [85]).
For different functional form that dictates the probability underlying the evolution, one gets the
“power-law” distribution, i.e. dn(k) ∼ kλ for large n where dn(k) denotes the frequency of nodes
in nth graph with degree k. This exponent, by varying the function involved in the probability of
attachment scheme, can be matched to empirical network data in a particular application. Several
variants of PAM have been suggested (see [54, 17, 78, 2, 27] etc.). This type of model provides a
nested sequence of networks, that is suitable for asymptotic analysis (i.e. when the graph is large
or n → ∞). Motivated by the overwhelming evidence of this power-law degree distributions in
networks arising from computer science, social science, biological science, etc., the probabilists had
a renewed interest in such random graphs, and started analyzing these generative models. In the last
decade, a large body of literature has been generated documenting different theoretical properties
of such networks (see [30] for a comprehensive list of such efforts). Downside of these models is
that they typically involve too few statistical parameters to capture various internode-dependence
feature of real networks.
Our Goal: a Descriptive-Generative model.
Even if it is clear that a good random graph model should be descriptive enough to capture finer
details and generative enough to do asymptotic theory with, it is not the case with any of the existing
models. PAMs are dynamic or “generative” graph models, and are useful in many situations where
the real-life graph is evolving. But such graph models tends to be too simplistic for statistical
modeling. These models have very few parameters and does not consciously try to capture finer
details of the graph. For example, it is possible to observe triads (3 vertices completely connected
by edges) in realizations of such random graphs, but it is not possible to answer questions of the
form “Does the graph have a propensity towards forming triads?”. Such structures are common
in many real networks, for example, in social networks (if two nodes A and B are connected
by some relation, such as friendship, and B and C are connected by the same relation, then it
is highly likely that A and C are also connected by this relation). Questions of this form can
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Figure 3.1 Evolving economic relationship network between countries, in 1960 (left) and in 2000 (right)
be answered using another the versatile “descriptive” graph model, Exponential Random Graph
models (ERGMs). Such models are static (not generative) but form a class rich in parameters to
include any specific graph structure in the model (e.g. triads, stars etc). Hence it can be subject
to statistical inference about the related parameters (e.g. performing statistical tests to see if the
parameter associated with the triad-feature is not statistically significant, which would mean no
propensity for the graph to form triads). Since bigger ERGMs can not be created from smaller
ERGMs by dynamically adding more nodes and edges (relations), it becomes hard to discuss and
analyze asymptotic properties of such network models as the number of nodes approach infinity.
Another important reason for creating generative statistical models is that dynamic networks are
common in real modern applications: for example, social networks (Facebook etc) are changing
constantly, and the administrators/owners of such services have a complete data for the evolution
of these network and may want to analyze such networks (say for marketing purposes). Figure 3.1
describes an evolving graph of economic relation between countries [93] at two different time points.
Hence it is important to have unified dynamic ERGMs that can incorporate such situations. Here
we propose one such dynamic (embeddable) descriptive model. The following notations will be
used in this chapter. Suppose {Gn}n≥1 be a sequence of directed graphs where Gk =
(
V k, Ek
)
and V k = {1, 2, .., k}; the vertex set for graph Gk for a fixed k ∈ N. The edge set En = ∪nk=1Ek
and Ek = {(i, k) : Xik = 1, i = 1, . . . , k − 1} ∪ {(k, j) : Xkj = 1, j = 1, . . . , k − 1} where Xij is a
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random variable such that
Xij =

1 if node i relates to node j i.e. (i ∼ j)
0 otherwise,
i.e. Xij : Ω → {0, 1} ∀i 6= j and Xii = 0 ∀ i. Denote Xk = ((Xij))k×k i.e. Xk : Ω → {0, 1}k×k.
Xk is a (k × k) 0 − 1 random adjacency matrix that describes how the edges are connected to
vertices. It can be assumed that there is no self relation so the diagonal entries of Xk are all
structural zeros. Structure of a random graph is viewed through the random adjacency matrix and
the edge set. In a directed graph each node has two types of degrees: in-degree and out-degree i.e.
how many nodes a particular node relates to and how many nodes relate to that particular node
respectively. In this context any random adjacency matrix Xk can also be viewed as an ensemble
of its
(
k
2
)
dyads or pairs, Dij = (Xij , Xji) for i < j. The degree of any arbitrary node i ∈ V k is
viewed as Di+ = (Xi+, X+i), where the out-degree and in-degree of an arbitrarily fixed node i ∈ V k
is Xi+ =
∑k
j=1Xij and X+i =
∑k
j=1Xji = 1 respectively. The number of reciprocated ties and
relational ties of this graph Gk can be denoted as M =
∑
1≤i<j≤kXijXji and X++ =
∑
1≤i 6=j≤kXij
respectively.
3.1 Proposed class of model:
We begin by introducing the some fundamental random graph models related to our proposed
model. The most elementary one is Erdo˝s-Renyi model which can be described as a sequence of
random graphs {Gn}n≥1 where for some fixed k ∈ NGk = (V k, Ek) is such that X ′ijs (1 ≤ i < j ≤ k)
are i.i.d 0-1 valued random variables and Xij = 1 with a fixed probability p. The graph is considered
to be undirected i.e. Xij = Xji ∀1 ≤ i < j ≤ k. The inter graph degree distribution of any arbitrary
node i in this model follows a Binomial distribution i.e. if dki = random variable denoting degree of
a node i in Gk, then dki ∼ Binomial(k−1, p)∀i = 1, . . . , k. One generative model inspired by this is
the proportional attachment model (PAM), where the sequence of graphs Gn is created as follows.
Start with G1 as a graph with one node, G2 as a graph with two nodes and an edge connecting
them. Given Gn, Gn+1 is created by adding a new node and attaching it with an edge to one of the
existing nodes and this vertex is chosen with probability proportional to their current degrees (in
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Gn). Another extension of Erdo˝s-Renyi model is the exponential random graph model (ERGM) –
a static model but rich in statistical parameters. In a general ERGM model one considers a graph
G with fixed n many vertices and assign edges between these vertices according to the following
exponential family of distributions:
P (X = x) ∝ exp{η′S(x)}, (3.1)
where x is a n×n 0−1 adjacency matrix that describes how the edges are connected to vertices. Here
S(x) represents any graph statistics of interest. It can, for example, include the degrees of various
vertices and other summary statistic that describes presence of triads or clusters. One of the sim-
plest and well known ERGM model is the p1 model proposed by Holland and Leinhardt (1981)[45].
In this model assumes, for directed networks (where Xij 6= Xji), that dyads {Dij}1≤i<j≤k are
independent . The p1 model assigns for each node a pair of parameters (αs and βs) for the row
and column characteristics of the node in addition to two additional global parameters (ρ, θ) - one
for the entire ensemble to measure the overall density of relational ties and another to account for
any tendency toward reciprocation between members of a pair of nodes. For a p1-graph G with k
nodes with adjacency matrix X, the probability distribution can be written as:
P (X = x) = exp(ρm+ θx++ +
∑
i
αixi+ +
∑
j
βjx+j)×K(ρ, θ, {αi}, {βj}) (3.2)
where m, x++, xi+and x+j are the observed values of M, X++, Xi+, X+j respectively, computed
from observedX. The vector of parameters of the p1 model can be viewed as η
1×2k = (ρ, θ, {αi}k−11 , {βj}k−11 )T
as {αi}k1 and {βj}k1 are subject to identifiability constraint αi+ = β+j = 0. The functionK(ρ, θ, {αi}, {βj})
in (3.2) is a normalizing constant which can be explicitly expressed from the basic parameters [45].
Our idea here is to construct generative statistical models that can incorporate all the desirable
features of the existing models described above (in particular, the ERGM and PAM models). The
objective here is to combine the idea of regenerative models but choose the attachment probabilities
in such a way that at each stage of the evolution, the statistical model for the graph falls in the
exponential family of distributions and thus possesses favorable statistical properties.
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A general p∞ = {(p∞)n} model.
To define the model, we need the following notation: Let xn a n×n 0-1 adjacency matrix (as above)
and yn+1, zn+1 denote two n-dimensional 0-1 vector with only one 1. Define xn⊗(yn+1, zn+1) as the
(n+1)×(n+1) matrix with principal n×n sub-matrix being xn and (n+1, n+1)-th diagonal entry
0 and the rest of the elements of the (n+ 1)-th row is given by entries of zn+1 and the (n+ 1)-th
column given by entries of yn+1. In other words,
xn ⊗ (yn+1, zn+1) =
 [xn]n×n yn+1
z′n+1 0
 ,
Also define yn+1⊕zn+1 as the set of n pairs of numbers d(n+1) = {d(n+1)1 , . . . , d(n+1)n } with d(n+1)i =
(yn+1,i, zn+1,i) for i = 1, . . . , n.
To describe our general model of sequence of random graphs, start with G1, which is as in the
case of preferential attachment model i.e G1 = (V 1, E1); V 1 = {1}; E1 = {φ} and P (Xn = 0) = 1.
For some n ≥ 2, conditional on Gn with the adjacency matrix Xn = xn, the adjacency matrix Xn+1
for Gn+1 is created as follows:
Xn+1 = Xn ⊗ (Yn+1, Zn+1)
where
Yn+1 ∼ Multinomialn
(
1,
(
p
y,(n+1)
1 , . . . , p
y,(n+1)
n
))
and
Zn+1 ∼ Multinomialn
(
1,
(
p
z,(n+1)
1 , . . . , p
z,(n+1)
n
))
.
Here
p
y,(n+1)
i = φ
y,(n+1)exp{θy,(n+1)i
′
Syn+1(xn)}, pz,(n+1)i = φz,(n+1)exp{θz,(n+1)i
′
Szn+1(xn)}.
Here φy,(n+1) and φz,(n+1) are normalizing constants (so that
∑n
i p
y,(n+1)
i = 1 and
∑n
i p
z,(n+1)
i = 1).
So, for the (n+ 1)th graph, Gn+1 = (V n+1, En+1), V n+1 = V n ∪ {n+ 1} and
En+1 = En ∪ni=1 [{(i, n+ 1) : Xi n+1 = 1} ∪ {(n+ 1, i) : Xn+1 i = 1}].
26
Note that Yn+1 and Zn+1 may be dependent. For example, when Yn+1 = Zn+1 and
Syn+1(xn) = S
z
n+1(xn) = (α ln d
n
1 (xn), . . . , α ln d
n
n(xn))
and {θy,(n+1)i : i = 1, . . . , n} and {θz,(n+1)i : i = 1, . . . , n} are the standard unit vectors of Rn, this
model reduces to the usual preferential attachment model (with probability of attachment to a node
with degree k is proportional to kα). For another example, if we assume dyadic independence model
(as in traditional p1 model), we can assume that D
(n+1) = Yn+1 ⊕ Zn+1 is a set of n independent
(bivariate) random variables {D(n+1)1 , . . . , D(n+1)n }. We will explore this direction below to create
our p∞1 model of dynamic ERGMs below.
The advantage of such a model is that for this model one can find a modified sufficient statistic
S˜n(Xi, i = 1, . . . , n), a combined set of parameters Θn and a normalizing constant Φn such that
P (Xn = xn) = Φn exp
{
ΘnS˜n (xi : i = 1, . . . , xn)
}
, for all n ≥ 1. (3.3)
Hence we get an a random graph with its distribution in the exponential family of distributions and
has the same benefits as the ERGM models in terms of statistical analysis. This simple extension
illustrates that the idea of “generative” random graph models and the idea of “descriptive” ERGMs
need not be exclusive and can be achieved in the proposed model which has both these properties.
Specific Model: p∞1 .
In this section, we study the dyadic independence model mentioned above. Here for each n, it is
assumed that {D(n+1)1 , . . . , D(n+1)n } is a set of independent bivariate random variables, independent
also with Xn. The dyads have general distribution specified as follows: For i = 1, . . . , n
P
(
D
(n+1)
i = (1, 1)
)
= mi,(n+1), P
(
D
(n+1)
i = (1, 0)
)
= ai,(n+1),
P
(
D
(n+1)
i = (0, 1)
)
= a(n+1),i, P
(
D
(n+1)
i = (0, 0)
)
= ni,(n+1),
with mi n+1 + ai n+1 + an+1 i + ni n+1 = 1. Following the independence assumptions, it can be
deduced as in Holland and Leinhardt (1981) [45],
P (Xn+1 = xn+1) =
∏
1≤i<j≤n+1
m
xijxji
ij
∏
1≤i 6=j≤n+1
a
xij(1−xji)
ij
∏
1≤i<j≤n+1
n
(1−xij)(1−xji)
ij (3.4)
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To express the model in exponential form, this can be rewritten as:
P (Xn+1 = xn+1) = exp
{ ∑
1≤i<j≤n+1
ρijxijxji +
∑
1≤i 6=j≤n+1
θijxij
} ∏
1≤i<j≤n+1
nij (3.5)
where
ρij = log
mijnij
aijaji
i < j and θij = log
aij
nij
i 6= j
As in [45], parameter ρij represents the log odds ratio and in a sense measures the “force of recip-
rocation”in the (n + 1)th evolution of the digraph. The other parameter θij represents log odds
and measures the probability of having an asymmetric dyad between i and j given that, Xij = 0.
As in the case of simple p1 model, we assume further simplifying structure of the ρs and θs to
obtain a more tractable model from (3.5). The additional assumptions are:
• The average strength of the reciprocity in the whole graph remains the same across the
evolution i.e.
ρin = ρ, ∀i < n, n ≥ 1 (3.6)
• Change in the average strength of the nodes in the digraph remains the same as the graph
evolves i.e. ∑
1≤i 6=j≤n θij
(n)2
−
∑
1≤i 6=j≤n θij
(n− 1)2 = δ for n ≥ 2 (3.7)
• Also we assume that θij = αi + βj for all i, j ≤ n when n ≥ 3. For n = 2, G2 like a usual p1
model with
θij = θ + αi + βj α1 + α2 = 0 and β1 + β2 = 0 (3.8)
i.e. log of the odds of having an edge from i to j is additive with no interaction between the
pair of nodes (i, j).
Assumption (3.7) together with the assumption (3.8) implies that
αn + βn = nδ +
1
n− 1
(n−1∑
i=1
αi +
n−1∑
i=1
βi
)
+
4θ
(n− 1)(n− 2) for n ≥ 2
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The recursive relation above with conditions for n = 2 in (3.8) simplifies to:
αn + βn = (2n− 3)δ +R(n)θ (3.9)
where R(3) = 2 and
R(n) =
{R(n− 1)
n− 1 +
4
(n− 1).(n− 2)
}
(3.10)
Thus θij can be expressed as follows:
θ12 = θ + α1 − β1 (3.11)
θ21 = θ + β1 − α1 (3.12)
θij = αi − αj + (2j − 3)δ +R(j)θ when i, j ≥ 3 (3.13)
where R(n) is as in (3.10).
So, finally using assumptions (3.6), (3.8) and (3.9) lead to the following formula for the p.m.f
of p∞1 :
p∞1 (x) = exp
{
ρ
∑
1≤i<j≤n
xijxji + θ
(
x12 + x21 +
n∑
j=3
R(j)
n∑
i(6=j)=1
xij
)
+ α1
(
x12 − x21 +
n∑
j=3
(
x1j − x2j
))
+β1
(
x21 − x12 +
n∑
j=3
(
xj1 − xj2
))
+ δ
( n∑
j=3
(2j − 3)
n∑
i( 6=j)=3
xij
)
+
n∑
i=3
αi
n∑
j(6=i)=3
(xij − xji)
} ∏
1≤i≤j≤n
kij
where kij are the functions of the parameters ρ, θ, β1, δ and {αi} given as
k12 = 1 + exp
{
θ + α1 − β1
}
+ exp
{
θ + β1 − α1
}
+ exp
{
ρ+ 2θ
}
k1j = 1 + exp
{
α1 − αj + (2j − 3)δ +R(j)θ
}
+ exp
{
αj + β1
}
+ exp
{
ρ+ α1 + β1 + (2j − 3)δ +R(j)θ
}
k2j = 1 + exp
{−α1 − αj + (2j − 3)δ +R(j)θ}+ exp{αj − β1}+ exp{ρ− α1 − β1 + (2j − 3)δ +R(j)θ}
kij = 1 + exp
{
αi − αj + (2j − 3)δ +R(j)θ
}
+ exp
{
αj − αi + (2i− 3)δ +R(i)θ
}
+ exp
{
ρ+ 2
(
(i+ j)− 3)δ + (R(i) +R(j))θ}
for i, j ≥ 2. Let us call the parameter vector to be
η =
{
ρ, θ, β1, δ, {αi}ni=1
}
where α1 + α2 = 0 (3.14)
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It is possible to express the original parameters mij , aij and nij (=
1
kij
) as functions of the
above parameters.
m12 = exp
{
ρ+ 2θ
} 1
n12
a12 = exp
{
θ + α1 − β1
} 1
n12
a21 = exp
{
θ + β1 − α1
} 1
n12
m1j = exp
{
ρ+ α1 + β1 + (2j − 3)δ +R(j)θ
} 1
n1j
a1j = exp
{
α1 − αj + (2j − 3)δ +R(j)θ
} 1
n1j
aj1 = exp
{
αj + β1
} 1
n1j
m2j = exp
{
ρ− α1 − β1 + (2j − 3)δ +R(j)θ
} 1
n2j
(3.15)
a2j = exp
{−α1 − αj + (2j − 3)δ +R(j)θ} 1
n2j
aj2 = exp
{
αj − β1
} 1
n2j
mij = exp
{
ρ+ 2
(
(i+ j)− 3)δ + (R(i) +R(j))θ} 1
nij
aij = exp
{
αi − αj + (2j − 3)δ +R(j)θ
}
aji = exp
{
αj − αi + (2i− 3)δ +R(i)θ
}
We will make use of these representations in latter section to estimate the parameters.
3.2 Features of the proposed p∞1 model
In this section we explore properties and some possible interpretations of the parameters of the
p∞1 model through simulations. In the following proposition, we establish that
∑∞
n=3R(n) <∞.
3.2.1 Properties
Proposition 3.2.1. For the sequence R(n),
∑∞
n=3R(n) < 4(e− 1).
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Proof. We know that R(3) = 2. From the definition of R(n) in (3.10), it follows that
R(4) =
4
3!
+
4
3!
R(5) =
4
4!
+
4
4!
(1! + 2!)
R(6) =
4
5!
+
4
5!
(
3! + 2! + 1!
)
. . .
R(n+ 1) =
4
n!
+
4
n!
(n−2∑
k=1
k!
)
Hence,
∞∑
n=3
R(n) =
∞∑
n=2
4
n!
n−2∑
k=1
k! +
∞∑
n=2
4
n!
=
∞∑
k=1
4k!
∞∑
n=k+2
1
n!
+ 4(e− 2)
=
∞∑
k=1
4
( 1
(k + 2)(k + 1)
+
1
(k + 3)(k + 2)(k + 1)
+ ..
)
+ 4(e− 2)
<
∞∑
k=1
4
[ 1
(k + 1)2
+
1
(k + 1)3
+ ..
]
+ 4(e− 2)
=
∞∑
k=1
4
(k + 1)2
( 1
1− 1k+1
)
+ 4(e− 2)
= 4
∞∑
k=1
1
k
(
k + 1
) + 4(e− 2) = 4.1 + 4(e− 2) = 4(e− 1).
The proof of the proposition is complete.
The next proposition establishes that, if appropriately reparametrized, then the graph model
at each evolution stage n is comparable to a simple p1 model. Thus all the existing tools (for
estimation etc) for p1 model can be used for each of the graphs in the p
∞
1 model.
Proposition 3.2.2. At each evolution stage n, the nth member of the p∞1 model is comparable to
a p1 model.
Proof. Consider assumption (3.7) and note that it is a telescoping sequence. Then for any fixed
evolution n, summing over k from 2 to n leads to:
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n∑
k=2
[∑
1≤i 6=j≤k θij
(k)2
−
∑
1≤i 6=j≤k−1 θij
(k − 1)2
]
= (n− 1)δ∑
1≤i 6=j≤n θij
(n)2
−
∑
1≤i 6=j≤2 θij
2.1
= (n− 1)δ
2θ + (n− 1)(∑ni=3 αi +∑nj=3 βj)
n(n− 1) −
2θ
2
= (n− 1)δ
θ
((2− n)(n+ 1)
n(n− 1)
)
+
1
n
( n∑
i=3
αi +
n∑
j=3
βj
)
= (n− 1)δ
If we set θ
′
= θ
(
(n+1)
(n−1)
)
+ n(n−1)(n−2) δ then the above relation becomes:
θ
′
=
1
(n− 2)
( n∑
i=3
αi +
n∑
j=3
βj
)
(3.16)
Now, we can center αi and βj as:
α
′
i = αi −
∑n
i=3 αi
(n− 2) (3.17)
β
′
i = βj −
∑n
i=3 βi
(n− 2) (3.18)
Then θij = θ
′
+ α
′
i + β
′
j such that
∑n
i=3 α
′
i =
∑n
i=3 β
′
i = 0
3.2.2 Interpretation and features
Clearly, at each evolution when n is fixed p∞1 model is comparable to a p1 model leading to
the following interpretations. We only consider n ≥ 3 case, as for n = 2, p∞1 corresponds to p1
model. When we allow θ, αi and δ to be all zero except for ρ, then the resulting distribution
of X is equivalent to assuming that the Dij are all independent and identically distributed with
P (Xij = 1) = p where log(e
ρ+1/2) is log odds of having an edge. If we set ρ, αi and δ to be all zero
then the resulting distribution of X is equivalent to assuming that for each fixed column, Xij ’s are
i.i.d. within each column of X with a common pj = P (Xij = 1). Here, log(pj/1−pj) = R(j)θ, so
R(j)θ governs the differences in the distributions of the in-degrees of X. If θ is positive then the
in-degree of the node i depends on the evolution it came from, i.e. “attractiveness” of a node is
proportional to the time it joins in. Similarly, if we set ρ and αi to be all zero then the resulting
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Parameter values Interpretation
ρ = θ = αi = δ = 0 : Xij are i.i.d uniform and all digraphs are equally likely.
θ = αi = δ = 0 : Dij are i.i.d; mij = m, aij = aji = a and nij = n i.e. m+ 2a+ n = 1.
ρ = αi = 0 : Xij are i.i.d in each column of X; log(pj/1−pj) = (2j − 3)δ +R(j)θ.
ρ = αi = δ = 0 : Xij are i.i.d in each column of X; log(pj/1−pj) = R(j)θ.
ρ = αi = θ = 0 : Xij are i.i.d in each column of X; log(pj/1−pj) = (2j − 3)δ.
ρ = 0 : Xij are independent.
ρ =∞ : Xij = Xji and X is symmetric.
ρ = −∞ : XijXji = 0 and X is asymmetric.
Table 3.1 Some special cases in p∞1 model
distribution of X is also equivalent to assuming that for the fixed column, Xij ’s are i.i.d. within each
column of X with a common pj = P (Xij = 1). Here, log(pj/1−pj) = (2j−3)δ+R(j)θ, so R(j)θ and
(2j−3)δ both govern the differences in the distributions of the in-degrees of X. Clearly this shows,
if we allow only δ to be non-zero, then the resulting distribution of X is equivalent to assuming that
the for each fixed column, Xij ’s are i.i.d. within each column of X with a common pj = P (Xij = 1)
where, log(pj/1−pj) = (2j − 3)δ. We explore another interpretation of δ in the following section as
well. In this discussion we have showed how setting various exponential parameters to be equal to
zero can lead to different interpretable distributions. Table 3.1 summarizes these and some other
special cases of p∞1 for any fixed evolution.
X¯n =
n∑
j=1
X+j
n
; Mn =
∑
i<j
XijXji; Vn(out) =
n∑
j=1
(
Xi+ − X¯n
)2
(3.19)
EMn|{X+j} = nX¯
2
n
2(n− 1) −
nVn(in)
2(n− 1)2 ; EVn(out)|{X+j} = X¯n −
X¯2n
n− 1 − (n− 2)
Vn(in)
(n− 1)2
To analyze the kind of digraphs p∞1 model produces in a certain evolution, i.e. to analyze the
static behavior of the model, we use the same statistic as used in [45].
Simulation from p∞1 model starts sequentially from evolution n = 2. This adds a new node
with a random number of directed edges to the existing nodes. The sequential process is described
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X¯ M E
(
M |{X+j}
)
V (out) E
(
V (out)|X+j
)
Case1 3.05 5.00 4.77 2.65 2.33
Case2 3.15 3.00 4.98 8.83 2.19
Case3 3.00 7.00 4.34 2.40 1.81
Case4 3.05 1.00 4.66 4.65 2.14
Table 3.2 Summary Statistics based on equations 3.19
as: at n = 2, for specified values of ρ, θ, α1 and β1 calculate mij , aij and nij from 3.15. Now,
for each (mij , aij , aji, nij) we draw a random vector of size 4 from a Multinomial distribution with
parameter vector (m12, a12, a21, n12). From the random vector we calculate the dyad D12. Re-
peat the same process at evolution n = 3 to get the dyads {Di3}2i=1. This way sequentially we
keep simulating dyads evolution wise and keep adding the edges to the existing digraph from a
p∞1 model. In the table 3.3 we present values of the summary statistic mentioned in equations
3.19 based on different combinations of chosen parameter values. These cases have been chosen
to match EX¯ = 3 [45] in the 20th evolution i.e. when n = 20. In both cases 1 and 2 there is
differential productivity and Vn(out) exceeds its null expected value. Case 2 has initial few nodes
to be most productive whereas the last few nodes to be least productive. Case 1 has differential
production because of the effect of non-zero θ at n = 2 layer. The other major difference in case
1 as opposed to other cases is that ρ = 0 here and therefore M is near its expected value. In
case 3, ρ = 2 and the same set of non zero αi’s i.e. both reciprocity and differential productivity
are present. Here both M and Vn(out) exceed their null expected values. Finally, the only differ-
ence in case 4 ρ being −2 leads to a tendency away from reciprocity. Here M is nearly one third
of its null expected value, while Vn(out) exceeds its null expected value by nearly a factor of two.
So digraphs generated sequentially through p∞1 model exhibit differential production in many ways.
In order to understand the effect of the individual parameters and differential production on the
digraphs heuristically, we also present in figures 3.2 degree distributions and simulated graphs for
any fixed evolution. To facilitate comparison, let us consider digraphs generated at 20th evolution.
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θ ρ β1 δ αi
Case 1 -1.7 0.0 0 0 0.0 . . . (19 times) . . . 0.0
Case 2 -2.4 0.0 0 0 1.2 (6 times) 1.2 0.0 (7 times) 0.0 -1.2 (6 times) -1.2
Case 3 -3.0 2.0 0 0 1.2 (6 times) 1.2 0.0 (7 times) 0.0 -1.2 (6 times) -1.2
Case 4 -2.3 -2.0 0 0 1.2 (6 times) 1.2 0.0 (7 times) 0.0 -1.2 (6 times) -1.2
Table 3.3 Parameter values for computing the above summary statistics
From table 3.2.2 and figure 3.2, it is evident that when we set ρ, αi to be all zero, a non-zero θ or δ
could also introduce differential “attractiveness”. When αi’s are present, it is also the difference in
the corresponding αi’s which governs the presence of differential “attractiveness” and “production”.
In the first case of figure 3.2, there is differential attractiveness as the average degree distributions
look different. In the other cases either αi’s are zero or they are skew symmetrical in strength.
That is why except the first case in all other cases as in figure 3.2, in-degrees and out-degrees seem
to be similarly distributed.
35
Degree Indegree Outdegree
0
2
4
6
8
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
average degree
co
u
n
t
ind
Degree
Indegree
Outdegree
Degree Indegree Outdegree
0
2
4
6
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
average degree
co
u
n
t
ind
Degree
Indegree
Outdegree
Degree Indegree Outdegree
0
2
4
6
8
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
average degree
co
u
n
t
ind
Degree
Indegree
Outdegree
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
1
2
34
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
1 2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Degree Indegree Outdegree
0
2
4
6
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
average degree
co
u
n
t
ind
Degree
Indegree
Outdegree
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19 20
Figure 3.2 Average degree distributions and networks of the graphs simulated for the four cases
in table 3.3
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3.2.3 Effects of various parameters through examples:
In this section, we explore how realizations of this dynamic ERGM looks like. Here, we simu-
lated data from the proposed p∞1 model for various parameters and observed that we get various
degree distributions for different choices of the parameters. In each of the figures below, we show
the graph with their in-degrees and out-degrees separately, as well as the histogram of the degree
distribution (in degree, out-degree, and the combined degree distribution).
Let us consider figure 3.3. As mentioned in the table 3.1, when all other parameters are set to be
zero, Dij ’s are i.i.d. and the corresponding graphs no longer exhibit significant directedness. Any
snapshot of the sequence of networks generated by p∞1 model at any given time through non-zero
ρ looks very symmetric as seen in all the three cases in figure 3.3. We have already seen ρ as a
measure of the ”force of reciprocation” between the nodes. When we look at the networks in figure
3.3, we see with the increased value of ρ, networks tend to have formed more relational ties as
opposed to a smaller ρ. Networks become less dense as ρ decreases.
In the figure 3.4, average degree distributions and networks are plotted based on non-zero α.
It is noticed that when all other parameters are zero then θij = αi − αj , so it is the difference in
the α values that governs the propensity of having an edge between a pair of nodes. This explains
the first row of plots in figure 3.4. When {αi} are symmetrically distributed over negative and
positive values, differences are most heterogeneous in the sense of having higher propensity to be
attractive or vice versa. Networks with moderately high attractive and productive nodes tend to
have proportionately high {αi}. This may be noted by the last row of plots in figure 3.4.
Figure 3.5 shows a very strong result regarding the effect of θ on the digraphs. When all other
parameters are zero except for θ then from condition 3.11, we have θij = R(j)θ i.e. θ also governs
the density of ones in Xn or edges in digraphs. But since ideally this is R(j)θ hence density of
edges in a digraph is very sensitive to the choice of θ. This is clearly reflected in the network plots
in figure 3.5. In this context when we look at a cross section of the sequence of digraphs, δ has
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almost the same effect on the digraphs as θ. If we set all other parameters to be zero except for δ,
then by condition 3.11, θij = (2j − 3)δ. Interpretation of δ is same as that θ except the fact that
density of edges in digraphs is more sensitive to the choice of δ. We explore purpose of δ and it’s
effect later in this section.
If we now look at figure 3.7, we notice an interesting phenomenon. In both the cases where β1
takes on extreme values, we see sharp picks symmetrically placed at the two ends of the histogram
of average in-degree distribution. Rest of the histograms look symmetric. The reason behind this
is the p1 structure of the model at n = 2 layer. When β1 is highly negative then all θj2(= αj−β2)’s
are large and positive, governing the in-degree of the 2nd node. On the other hand highly nega-
tive β1 results in negative θj1(= αj + β1)s which determine the propensity to form inward edges
of the node joined in the very beginning. So, a negative β1 means a very less attractive node 1
and a highly attractive node 2. Average frequency count of the picks are approximately 1 which
confirms our explanation. Similarly, a largely positive β1 also induce the same effect with node
1 and 2’s characteristics interchanged. Now, since a large β1 doesn’t influence the degrees of the
other nodes, we see symmetric shapes of histograms. In both the cases, network plots sized with
respect to in-degree distribution tend to show nodes 1 and 2 to be significantly large. Reasons for
the symmetric shape of the histograms go back to the i.i.d. case as discussed in table 3.1 where all
the parameters are set to be zero.
Figure 3.8 shows evolution of graphs generated from the proposed model for different choices
of n. In all the graphical examples given in below the nodes of the networks are sized according to
either value of their out-degree or the value of their in-degree.
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Figure 3.3 n = 20 and ρ equals to 3, 0 and −3 respectively from the top with the other parameters
being at 0.
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Figure 3.4 n = 20 and {αi}s are from U(−2, 2), U(−1, 4) and U(5, 10) respectively from the top
with the other parameters set at 0.
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Figure 3.5 n = 20 and θs are from −5, 2 and 5 respectively from the top with the other parameters
set at 0.
41
Degree Indegree Outdegree
0
5
10
15
20
25
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
co
u
n
t
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
12
3
4
5
6
7 8
9
10
11
12
13
14
15
16
17
18
19
20
Degree Indegree Outdegree
0
5
10
15
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
co
u
n
t
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Degree Indegree Outdegree
0
5
10
15
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
co
u
n
t
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Figure 3.6 n = 20 and δ’s are −3, .45 and −.45 respectively from the top with the other parameters
set at 0.
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Figure 3.7 n = 20 and β1s are −5, 1 and 10 respectively from the top with the other parameters
set at 0.
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Figure 3.8 n = 5, 10, 20 and 30 and {αi}s are sampled at random from U(−2, 2), with the other
parameters set at 0.
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3.3 Network dynamics and graph theoretic features
We now aim to explore the effect of δ on the dynamics of the networks generated by p∞1 model.
In the previous discussions we have explored some structural properties of the digraphs generated
by p∞1 model and how observed edges exhibit non-random behavior. In terms of their descriptive
nature, these digraphs mimic some structural properties of many real-world networks. Now we
explore whether these digraphs can also produce non-random network behaviors like most real
networks? These are called complex networks. Two well-known classes of complex networks are
small-world networks and scale-free networks. Let us first define some attributes to analyze the
properties and characteristics of the networks. Many network models are built based on certain
network properties observed in real life.
Density
The density D of a network is defined as a ratio of the number of edges E to the number of possible
edges
(
N
2
)
i.e. D = 2EN(N−1) .
Shortest Path
The shortest path dij between nodes i and j corresponds to the minimal distance between all paths
that connect i and j.
Diameter
Diameter of a network can be defined as the longest of all calculated shortest paths in a network.
The diameter is the representative of the linear size of the network.
Clustering Coefficient
Clustering coefficient is a measure of transitivity property in the networks. This is sometimes de-
scribed as the friends of my friends are my friends.
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The clustering coefficient Ci of the i
th node is:
Ci =
number of links connecting nearest neighbour ofi
total number of possible links between the neighbours
and then the clustering coefficient of the whole network is the average C = 1N
∑N
i=1Ci
To understand the consequences of the evolutionary networks on the final topology while chang-
ing the value of δ, we simulate 50 copies of sequence of digraphs each till N = 100th evolution. We
set values of δ from −1 to 1 and simulate digraphs for each of the values. We compute density,
diameter and clustering coefficient for each digraph and average over copies of it. Then we plot
the values against varying values of δ. The first plot (from left) in figure 3.9 shows average density
to be pretty close to zero when δ = −1 and it increases as we increase value of delta. The rate of
increase is much slower till δ is about −.12. After that average density of the networks blow up to
almost 0.9 when δ is about 0.12 followed by a same slow increase up to 1. As expected, average
density is half when there is no effect of δ on the networks. This shows how sensitive the choice of δ
is to network density when it evolves. The effect of δ on average diameter of the evolving networks
is somewhat strange as observed in the second plot (from left) in figure 3.9. As δ increases from
−1 to −.25 average maximal shortest path of networks increases from 4 to 5 and then it rapidly
decreases to 2 when δ varies from −.25 to 0. Average diameter decreases slowly after that and
stabilizes to 1 when the network is pretty dense. In terms of the topology of the networks this
means, when δ is highly negative, networks are very sparse i.e. most of the vertices are isolated and
maximal shortest path is small (excluding the fact that shortest path between two isolated points is
infinity). When δ increases, networks become denser i.e. there are more links as opposed to small δ
and maximal shortest paths also increase. This explains the initial increase in the average diameter.
After that, as the networks keep getting denser the shortest distance between any two connected
vertices decreases resulting in a decrease in the diameter. Although this is a heuristic explanation,
but we believe, finding analytical expressions for the critical points can also be possible. The third
plot in figure 3.10 reveals the same pattern as the first one. When δ lies between −1 to around
−.58, average clustering coefficient increases very slowly and in the next interval −.58 to −.85
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Figure 3.9 Plot of average density and average diameter, n = 100 and all other parameters are
zero except δ, which varies from −1 to 1
average clustering coefficient increases faster than before. After this clustering coefficient blows up
to almost 1. This means when δ is highly negative there are very few triangles in the network. In
the next interval of δ, networks tend to produce more triangles with higher rate as δ increases. But
beyond this point, networks generated tend to be almost complete digraphs. Strength of networks
varies widely for different δ. These three plots explore how choice of δ affects network evolution in
terms of different network topologies.
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Figure 3.10 Plot of clustering coefficient, n = 100 and all other parameters are zero except δ,
which varies from −1 to 1
3.4 Estimation and consistency
In this section we discuss the estimation scenario of the p∞1 model in order to be used in data
analysis. Suppose a random digraph G is simulated from the p∞1 model from the nth evolution
where η ∈ Rn+3 is unknown. A natural question may be- is it possible to estimate η [i.e. the
parameter vector defined in 3.14] from the observed G? If Xn is the observed adjacency matrix,
then the likelihood function is
log Lp∞1
(
η|Xn
)
= ρ
∑
1≤i<j≤n
xijxji + θ
(
x12 + x21 +
n∑
j=3
R(j)
n∑
i(6=j)=1
xij
)
+ α1
(
x12 − x21 +
n∑
j=3
(
x1j − x2j
))
+β1
(
x21 − x12 +
n∑
j=3
(
xj1 − xj2
))
+ δ
( n∑
j=3
(2j − 3)
n∑
i( 6=j)=3
xij
)
+
n∑
i=3
αi
n∑
j(6=i)=3
(xij − xji)−
∑
1≤i≤j≤n
log kij
(3.20)
where
∑
1≤i≤j≤n log kij should be broken into four parts as kij ’s in p
∞
1 model has four different
functional forms
∑
1≤i≤j≤n
log kij = log k12 +
∑
3≤j≤n
log k1j +
∑
3≤j≤n
log k2j +
∑
3≤i≤j≤n
log kij and
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log k12 = log
[
1 + exp
{
θ + α1 − β1
}
+ exp
{
θ + β1 − α1
}
+ exp
{
ρ+ 2θ
}]
;
log k1j = log
[
1 + exp
{
α1 − αj + (2j − 3)δ +R(j)θ
}
+ exp
{
αj + β1
}
+
exp
{
ρ+ α1 + β1 + (2j − 3)δ +R(j)θ
}]
;
log k2j = log
[
1 + exp
{−α1 − αj + (2j − 3)δ +R(j)θ}+ exp{αj − β1}+
exp
{
ρ− α1 − β1 + (2j − 3)δ +R(j)θ
}]
;
log kij = log
[
1 + exp
{
αi − αj + (2j − 3)δ +R(j)θ
}
+ exp
{
αj − αi + (2i− 3)δ +R(i)θ
}
+
exp
{
ρ+ 2
(
(i+ j)− 3)δ + (R(i) +R(j))θ}];
It is evident that the maximum likelihood estimate (MLE) ηˆ of η must satisfy the following system
of equations:
∂ log Lp∞1
(
ηˆ
)
∂ηi
= 0, i = 1, 2, .., n+ 3 by 3.20 and 3.14 (3.21)
Since p∞1 belongs to the exponential family, the likelihood equations, found by differentiating
[3.20] with respect to the parameters and setting them equal to zero, must be such that functions of
the degrees (sufficient statistics of the parameters) equal their expected values. Thus the likelihood
equations those are needed to find MLE of η are
m12 +
n∑
j=3
(
m1j +m2j
)
+
∑
3≤i<j≤n
mij =
∑
1≤i<j≤n
xijxji
(2m12 + a12 + a21) +
n∑
j=3
R(j)
n∑
i(6=j)=1
(mij + aij) = x12 + x21 +
n∑
j=3
R(j)
n∑
i(6=j)=1
xij
(a21 − a12) +
n∑
j=3
[
(m1j + aj1)− (m2j + aj2)
]
= x21 − x12 +
n∑
j=3
(
xj1 − xj2
)
n∑
j=3
(2j − 3)
n∑
i(6=j)=1
(mij + aij) =
n∑
j=3
(2j − 3)
n∑
i(6=j)=1
xij (3.22)
(a12 − a21) +
n∑
j=3
[
(m1j + a1j)− (m2j + a2j)
]
= x12 − x21 +
n∑
j=3
(
x1j − x2j
)
n∑
j(6=i)=3
(aij − aji) =
n∑
j(6=i)=3
(xij − xji) i = 3, .., n
49
In the above equations 3.22 we have expanded the definitions of mij and aij . We set mij and nij
to be symmetric along with mii = aii = nii = 0. Thus (mij), (aij), (nij) are all n×n matrices in the
nth evolution with diagonals to be zero. The MLE of η is the solution to the system of equations 3.22
Although explicit expressions for {kij}’s are derived and it is also possible to write explicitly
the likelihood equations on taking derivative w.r.t. different ηi’s, but it is too messy to handle the
equations and they are not amenable to mathematical treatments. This means the standard direct
approaches like Fisher scoring, weighted least squares etc. to approximate ηˆ are not very useful.
Additional problems like estimating potentially large number of parameters and usual issues with
the degenerate cases also arise. An indirect approach called generalized iterative scaling described
and analyzed in [45, 100] is likely to be more useful here. GIS method doesn’t solve the problems
completely but it is considerably faster and easier to side track the extreme cases. Once the extreme
cases are conditioned out and the corresponding mˆij and aˆij are set, estimating rest of the dyad
probabilities is easier to deal with. In our case we condition out if there are any extreme cases and
set the plausible values of mˆij and aˆij . We also set the corresponding plausible values of the ηˆi’s.
Then we go back and find out the causes of these extreme cases from the data (i.e. when there are
some i’s such that Xi+ or X+i ∈ {0, n}). We then estimate the rest of the ηˆi’s after calculating
mˆij and aˆij and at the end append the extreme ηˆi’s.
In this context it would be instructive to discuss the GIS method in brief. Suppose (m
(n)
ij ),
(a
(n)
ij ), and (n
(n)
ij ) be the n
th iterates in a sequence of approximations to the MLE’s, (mˆij), (aˆij),
and (nˆij). We begin with initial values (m
(0)
ij ), (a
(0)
ij ), and (n
(0)
ij ) that satisfy [3.22] for some set of
values ρ(0), θ(0), β
(0)
1 , δ
(0), {α(0)i }ni=1. Notice, if we set m(0)ij = a(0)ij = n(0)ij = 0.25 for all i 6= j, and
m
(0)
ii = a
(0)
ii = n
(0)
ii = 0.25, then these initial values satisfy [3.22], with ρ
(0) = θ(0) = β
(0)
1 = δ
(0) =
{α(0)i }ni=1 = 0. The iterations proceed in cycles of four steps, which we call the row step, the column
step, the mutual step, and the normalizing step, respectively.
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The row step: ∀i 6= j,
m
(n+1)
ij = m
(n)
ij
(
F
(n)
i F
(n)
j
)1/2
a
(n+1)
ij = a
(n)
ij
(
F
(n)
i K
(n)
)1/2
n
(n+1)
ij = n
(n)
ij K
(n),
where
F
(n)
i = Xi+/(m
(n)
i+ + a
(n)
i+ )
K(n) =
(
n(n− 1)−X++
)
/(a
(n)
++ + n
(n)
++)
The column step: ∀i 6= j,
m
(n+2)
ij = m
(n+1)
ij
(
G
(n+1)
i G
(n+1)
j
)1/2
a
(n+2)
ij = a
(n+1)
ij
(
G
(n+1)
j K
(n+1)
)1/2
n
(n+2)
ij = n
(n+1)
ij K
(n+1),
where
G
(n+1)
j = X+j/(m
(n+1)
+j + a
(n+1)
+j )
K(n+1) =
(
n(n− 1)−X++
)
/(a
(n+1)
++ + n
(n+1)
++ )
The mutual step: ∀i 6= j,
m
(n+3)
ij = m
(n+2)
ij H
(n+2)
a
(n+3)
ij = a
(n+2)
ij L
(n+2)
n
(n+3)
ij = n
(n+2)
ij L
(n+2),
where
M =
∑
1≤i<j≤n
XijXji
H(n+2) = M/
(1
2
m
(n+2)
++
)
L(n+2) =
[(n
2
)
−M
]
/
[(n
2
)
− (1
2
m
(n+2)
++
)]
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The normalizing step: ∀i 6= j,
m
(n+4)
ij = m
(n+3)
ij /R
(n+3)
ij
a
(n+4)
ij = a
(n+3)
ij /R
(n+3)
ij
n
(n+4)
ij = n
(n+3)
ij /R
(n+3)
ij ,
where
R
(n+3)
ij = m
(n+3)
ij + a
(n+3)
ij + a
(n+3)
ji + n
(n+3)
ij
The full algorithm can be seen as combining the four steps into a single cycle and repeating
the cycle until convergence. The output of the normalizing step is used as the initial values for the
row steps in the following cycle. The algorithm described here fits the full p∞1 distribution at each
step of evolution, since once (mˆij), (aˆij), and (nˆij) are found out, ηˆ can be evaluated by solving a
system of linear equations.
Questions may arise about the existence and different aspects of the MLE. Since, dimension of
the parameter space grows with n, it is reasonable to ask if the MLE is consistent when it exists.
This is a case with n + 3 parameters at evolution n but with n(n−1)/2 data points. Well known
heuristic says [86, 87, 88, 89], a model with p-parameters and m observations remain estimable
at least as long as p2/m tends to zero as m tends to ∞. In our case p2/m doesn’t go to zero but
converges to 2. This gives us a hint to believe in the estimability of parameters. We leave the
analytical proof of estimability and consistency for now owing to its extreme difficulty level and
turn to simulation studies to explore them.
We explore the estimation and consistency part through simulation studies. We start simu-
lation from evolution n = 2 and go until evolution n = 100. In each evolution we update and
recalculate the maximum likelihood estimates of the existing dyad probabilities based on previous
and additional information from the updated network. Then we update the existing model param-
eters along with the estimation of the newly introduced one. Thus as the network grows we keep
getting richer information from the growing network. Unfortunately, this estimation procedure
doesn’t necessarily guarantee consistency of the estimates in this growing parameter space regime
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as noticed in figure 3.11.
In the figure 3.11(a), we choose the parameters such that there is only differential attraction,
production in the sequence of networks and the networks are not too dense (density parameters are
set to zero). In this regime we see that all estimates at evolution n = 100 are along the y = x line.
This is kind of a in vivo picture of estimates. The same phenomenon is observed in figure 3.12. To
plot the progression of the estimates as the network evolves over time, we take some representatives
of the set of parameters αi viz. α1 and α80 and the other parameters. In the plots, the black solid
line parallel to x-axis is the chosen value of the corresponding parameter. In each of the plots we
see the estimates are pretty stable around their true values as the network evolves.
In the figure 3.11(b), we set the parameters in a way so that we can observe performance of the
estimation when we see networks evolve as in figure 3.13. That means, it is the scenario when the
1st node from which the network starts is very attractive and it gets richer as the network evolves.
This is contingent upon the facts that the networks form comparatively less reciprocated pairs
and they do not change in terms of average density as they grow. In this regime, figure 3.11(b)
shows that the estimates are pretty stable and clustered around (0, 0). But what happens to the
in vitro picture? Figure 3.13 shows, all other estimates but βˆ1 are stable around their true values.
Estimated attractiveness of node 1 is extremely high. When we look at the sequence of adjacency
matrices of the networks generated by the model, under such a parametric choice, we observe that
node 1 gets to connect with every new node.
Figure 3.11(c) is very interesting in the sense of estimation. If we allow a setup where networks
change its average strength in the sense of average density and also if we allow the production
rates of the nodes to differ considerably, then the estimation of the parameters through p∞1 model
becomes less stable. Third plot, 3.11(c) shows most of the estimates are away from their true val-
ues. We see from the figure 3.14 that by this model estimation procedure, estimates of parameters
pertaining to static behaviors of the network, no longer recover their true value. It appears that esti-
mates of the differential attractiveness and productiveness of nodes become unstable in this regime.
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Cases Parameter choices
Case1 θ = ρ = δ = 0, β1 ∼ U(−1, 1) and αi ∼i.i.d U(−1, 1)
Case2 θ = δ = αi = 0, β1 ∼ U(10, 15) and ρ = −3
Case3 θ = −3, ρ = 1, δ = 0.5, β1 ∼ U(−1, 1) and αi ∼i.i.d U(−1, 4)
Table 3.4 Different cases and the corresponding choices of parameters to simulate from
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Figure 3.11 Plot of ηˆ vs. η when n = 100 for the three different cases (a, b, c from left) described
in table 3.4 .
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Figure 3.12 Progression of estimates of different parameters as n increases w.r.t. Case 1 in table
3.4 where α1 = .209, α80 = −.317,β = −.91 and rest are zero
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Figure 3.13 Progression of estimates of different parameters as n increases w.r.t. Case 2 in table
3.4 where β = 13.243, ρ = −3 and rest are zero.
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Figure 3.14 Progression of estimates of different parameters as n increases w.r.t Case 3 in table
3.4 where α1 = 0.2, α80 = 0.503,β = −.347, δ = 0.5 , θ = −3 and ρ = 1
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3.5 Model Comparison: Empirical Example
In this section we compare graphs from our proposed model to the original p1 model. There
are several well-known data sets simulated from original p1 models as well as real life graph data
that can be modeled by original p1 model. We intend to study how our proposed model fares in
these situations.
The network data on friendships that we study in this chapter were originally collected by Samp-
son (1969) in a study of the interpersonal ties among 18 members of a monastery. The adjacency
matrix we consider here is taken from Holland and Leinhardt [45] based on rearranged rows and
columns of the original adjacency matrix. The out degrees of the matrix is only three or four as it
is based on the top three friendship choices of a complete ranking in which ties were allowed. Table
3 in [45] tabulates some necessary summary statistics computed. It is evident that reciprocation is
high. The highly negative significant τ2 shows a tendency toward a transitive structure. Because of
high transitivity and reciprocation, neither p1 nor p
∞
1 fits the data well. This data has a degeneracy
as well since the first node doesn’t have any in-degree. This node is marked in red in the figure 3.15.
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Figure 3.15 Network plot of the Sampson data sized w.r.t. in-degree and out-degree respectively
from the left.
We have fitted both the p1 and p
∞
1 model to the data after dropping the 1
st node owing to be
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degenerate. We want to see at each evolution level how the proposed model compares with the
existing p1 model. The traditional way to check the goodness of fit of two comparable models is
using AIC, BIC criteria. The aim is to look for the model with minimum value of AIC, BIC. But the
traditional method fails in this case due to several reasons. Firstly, the independent and identically
distributed sample assumption is not met. There is no easy way to determine the effective sample
size to calculate BIC here since the data has significant transitivity. Moreover, AIC shouldn’t be
applied when the MLEs are not consistent. Following the work by Hunter et. al. [47] we compare
these models by graphical tests of goodness-of-fit. This requires a comparison of certain observed
network statistics with the values of these statistics for a large number of networks simulated ac-
cording to the fitted models. The choice of these statistics is based on the structural aspects of the
networks rendered important in assessing fit. In this work we consider two types of statistics: the
degree distribution and the geodesic distance distribution those are explained in section 3.3.
Figure 3.16 shows the results of 1000 simulations from for Sampson data from the fitted p1
and p∞1 models. The vertical axis in each plot is the logit (log-odds) of the relative frequency, and
the solid line represents the statistics for the observed network. We can immediately see that the
models do poor job of capturing the degree distribution and the geodesic distance distribution.
The lack of fit in the plot reflects the fact that the data does not follow the dyadic independence
assumption. Thus to fit the data well we must move beyond dyadic independence and account
for the fact that the formation of edges in a network depends upon the existing network structure
itself. However, we can still arrive at some conclusion. In-degree distribution is captured well by the
proposed model whereas extreme degrees are captured by p1 model better. In terms of capturing
geodesic distance distribution p1 model largely overestimates nodes those are far apart.
Throughout the simulations, we used R as the only computing software. We mainly used
Statnet, ggplot2, plyr and gridBase packages (cf. [42, 101, 102, 77]) in R.
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Figure 3.16 Simulation results for p1 and p
∞
1 models. In all plots, the vertical axis is the logit of
relative frequency; the Sampson data statistics are indicated by the solid lines.
3.6 Conclusion
Study of statistical models that can unify dynamic and static behaviors of networks is an
emerging area of future statistical research. This work has mainly focused on introducing a dy-
namic generative model based on p1 model’s “dyadic independence” assumption which is the initial
point in analyzing social networks. It is also to be noted that with the growing volume of network
data, more realistic models would need special tools like analyzing high-dimensional data. Hope-
fully, other descriptive-generative statistical models would also be developed those are amenable to
mathematical treatments and would broaden the scope of analyzing more general relational data.
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CHAPTER 4. A species survival model
This chapter focuses on a species survival model recently proposed in [39], and is organized
as follows. In Section 4.1 we introduce an extension of the model considered in [75] and [14] and
discuss their basic results. Finally, in Section 4.2 we present some preliminary results towards a
large deviation principle for the model. Most of the material in this section is based on [15] and
appears here with a kind permission of Prof. Ben-Ari. In Section 4.3 we present some results for
a sub-critical regime of the model. Three topics for the current and future research, namely large
deviation bounds, a heavy-tailed regime, and a sub-critical regime are discussed in Section 4.4.
4.1 Introduction
The model
Let Z+ denote the set of non-negative integers and let J = (Jn)n∈N and K = (Kn)n∈N be
two i.i.d. sequences of Z+-valued random variables. Let a constant p ∈
(
1
2 , 1
)
be given, denote
q = 1−p, and let X = (Xn : n ∈ Z+) be a discrete-time Markov process in the state space Z+ with
the following transition probabilities. From each state,
- with probability p, Xn increases by Jn+1 ;
- with probability q, Xn decreases by min{Kn+1, Xn}.
More formally, let B = (Bn)n∈N be a sequence of i.i.d. Bernoulli random variables such that
P (Bn = 1) = p and P (Bn = 0) = q for n ∈ Z+, assume that the components of the triple (J,K,B)
are independent of each other, and define X0 = 0,
Xn = Xn−1 +BnJn − (1−Bn) min{Kn, Xn−1}, n ∈ N. (4.1)
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We interpret Xn is a number of species present in a ecosystem at time n. Correspondingly, when
a new species is born, it is assigned a fitness. The fitness is a uniform [0, 1] random variable
independent on the fitness of all previously born species as well as of the triple (J,K,B) (and hence
of the path of the process X). When Bn = 0, several species with the lowest fitness is eliminated.
Setting
In = BnJn − (1−Bn)Kn, n ∈ N,
one can rewrite (4.1) as follows:
Xn+1 = Xn + max{In+1,−Xn}, n ∈ Z+.
Profiles of fitness Ln(f)
The aim of this paragraph is to formally introduce the main object of interest, namely a “profile
of fitness” Ln(f). To this end, for n ∈ Z+ let
Sn,+ :=
n∑
t=1
JtBt and Sn,− :=
n∑
t=1
Kt(1−Bt).
For f ∈ [0, 1] and n ∈ N, let
Cn(f) =
∑
Sn−1,+<j≤Sn,+
1[0,f ](Uj).
As in the construction of X, we set L0(f) := 0 and define recursively
Ln(f) = Ln−1(f) + max
{
Cn(f)−Kn,−Ln−1(f)
}
, n ∈ N. (4.2)
For n ∈ N, denote
Sn(f) = Sn,+(f)− Sn,− and Mn(f) = min
k≤n
Sk(f).
Thus Sn,+(f) is the total number of births up to time n of elements whose fitness is at most f.
Then
Ln(f) = Sn(f)−Mn(f).
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In words, Ln(f) is the number of species with fitness at most f present at generation n. Since Cn(f)
and Kn are independent of L0(f), . . . , Ln−1(f), it follows that for each fixed f, L(f) :=
(
Ln(f)
)
n∈Z+
is a Z+-valued Markov chain. Note that Ln(1) = Xn. We remark that, in view of (4.2), Ln(f) can
be formally considered as the workload of a discrete-time queueing system (cf. [5]).
Previous results
Observe that if
E(Kn) < E(Jn) <∞, (4.3)
then limn→∞Xn = +∞, a. s.. Under assumption (4.3), define a critical threshold for the fitness,
fc :=
E(Kn)
E(Jn)
∈ (0, 1).
It is not hard to show, for every f < fc, L(f) is positive recurrent and converges to its invariant
distribution without centering and scaling. Define the empirical distribution function F̂n :
F̂n(f) :=

Ln(f)
Xn
if Xn > 0
0 otherwise.
Let F denote the distribution function of the U [fc; 1] law. That is,
F (f) =

(f − fc)+
1− fc if f ≥ fc,
0 otherwise.
(4.4)
and let
∆n := F̂n − F.
It is shown in [14] that ‖∆n‖∞ →
n→∞ 0, a. s., and that
√
n∆n converges in distribution to some
random process.
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4.2 Large deviation estimates: Preliminary results
The aim of this section is to present some partial results towards a large deviation principle for
the GMS model. These results enable us to guess the rate function in the conjectured large deviation
principle. The main auxiliary result leading to our conjecture is stated in Proposition 4.2.3. The
checking of the conjecture is a subject for a future work. We believe that this can be accomplished
by utilizing the “Laplace principle” approach to large deviations developed in [28].
Our argument in this section is based on the observation that for each fixed n, the function
f → ∆n(f) could be associated to continuous Markov chain run backwards in time. We introduce
a parameter change, reflecting time reversal, by expressing the parameter f as e−t, t ≥ 0. That
is, t = t(f) = − ln f . Next, we express, Sn(f) and Sn,+(f) in terms of the new parameter. Let
Xn,+(t) := Sn,+(e
−t). Observe that for a fixed n ∈ N, Xn,+(·) is a decreasing process, satisfying
Xn(0) = Sn,+, the total number of births up to time n. We write Xn(t) for Xn,+(t)− Sn,−. Thus,
Xn(t) = Sn(e
−t).
For f2 < f1, observe that the distribution of Sn,+(f2) conditional on Sn,+(f1) is a binomial with
parameters Sn,+(f1) and f2/f1 ∈ (0, 1). Thus, letting t1 = − ln f1 < − ln f2 = t2, we conclude that
P
(
Xn,+(t2) = k
∣∣σ(Xn,+(s) : s ≤ t1)) = P (Bin(Xn,+(t1), e−(t2−t1)) = k)
for k = 0, . . . , Xn,+(t1). In particular,
(
Xn,+(s) : s ≥ 0
)
is a time-homogeneous Markov chain.
Note that the chain is absorbing as limt→∞Xn,+(t) = Sn,+(0) = 0. The generator of the process L
satisfies
Lh(x) = x(h(x− 1)− h(x)),
that is, Xn,+(·) is a jump process, jumping from x to x− 1, at rate x, and absorbed at 0. Summa-
rizing,
Lemma 4.2.1. Let n ∈ Z+. Then the process Xn,+ is a Markov chain generated by L, absorbed at
0.
For any f ∈ [0, 1] and n ∈ N such that Xn 6= 0, we thus have, using f = e−t in the intermediate
calculation,
Ln(f)
Xn
=
Sn(f)−Mn(f)
Xn
=
Xn(t)−Mn(t)
Xn(0)
=
Xn,+(t)− Sn,− −Mn(t)
Xn(0)
, (4.5)
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where Mn(t) := mink≤n Sk(e−t). Note that , since for any fixed f0 > fc, we have
sup
f≥f0,n
Mn(f) = lim
n→∞Mn(f0) > −∞, a. s.
This indicates (cf., for instance, [23, 36, 56, 82]) that at least a certain weak form of the large
deviations principle for (Ln(f) : f > f0) can be derived from the large deviations for (Sn(f) : f >
f0), which, in turn, is reduced to large deviations for Xn.
If the process Xn,+ starts at the initial value x0 ∈ Z+ it stays τx0 units of time at x0, then jumps
to x−1, spends τx0−1 units of time at x0−1, and so on, until reaching 0, where it stays indefinitely.
The times (τk : k ∈ N) are independent with τk ∼ Exp(k). The sequence (τk : k ≤ Xn,+) together
with the value of x0 determine the distribution of Xn,+. Let x ∈ Z+, and let (Tk : k ∈ {1, . . . , x})
be the sequence of partial sums Tk =
∑x
j=x−k+1 τj . Then Tj is distributed as the time of the j-jump
of Xn,+, conditioned on Xn,+(0) = x. This is the jump from x − j + 1 to x − j. We can express
the joint distribution of T1, . . . , Tx in terms of τ1, . . . , τx, as follows. Let 0 < α1 < β1 ≤ α2 < β2 <
· · · ≤ αx < βx. Then
P (
x⋂
k=1
{Sk ∈ (αk, βk]}) =
∫
. . .
∫ x∏
k=1
1{αk<sk≤βk}
x∏
k=1
(x− k + 1)e−(x−k+1)tkdtk,
where sk =
∑k
j=1 tj . Changing variables from t1, . . . , tx to s1, . . . , sx, then tk = (sk − sk−1),
with the convention s0 = 0. The product of the densities on the right-hand side then becomes
x!e−
∑x
k=1(x−k+1)(sk−sk−1). Summation by parts gives
x∑
k=1
(x− k + 1)sk −
x−1∑
k=0
(x− k)sk =
x−1∑
k=1
sk + sx =
x∑
k=1
sk.
Therefore we obtain
P
( x⋂
k=1
{Tk ∈ (αk, βk]}
)
= x!
∫ β1
α1
· · ·
∫ βx
αx
e−
∑x
k=1 skds1 . . . dsx.
This gives
Lemma 4.2.2. If Xn,+(0) = x, then
1.
∑x
k=1 Tk is distributed as the sum of x independent Exp(1) random variables, that is according
to the γ-distribution with density u
x−1
(x−1)!e
−u, u > 0.
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2. The joint distribution of (T1, . . . , Tx) conditioned on
∑x
k=1 Tk coincides with the order statis-
tics of a uniformly distributed vector on the simplex
Ωx,s :=
{
(t1, . . . , tx) ∈ Rx+ : t1 + · · ·+ tx = s
}
,
where s =
∑x
k=1 Tk.
Let tc = − ln fc and, consistently with (4.4), define
F (t) =
(
min{e−t, 1} − tc
)
+
1− tc , t ≥ 0.
Fix N,M ∈ N, and a non-increasing sequence ρ := (ρk : k ∈ {0, . . . ,MN}) of numbers in (0,∞).
Consider the event
AN,M,ρ,n :=
MN⋂
k=0
{
Xn,+
( k
N
)
= bnρkc
}
.
The Markov property and the transition probabilities in (4.5) give
P (AN,M,ρ,n) = P
(
Xn,+
( 0
N
)
= bnρ0c
)MN−1∏
k=0
P
(
Xn,+
(k + 1
N
)
= bnρk+1c
∣∣∣Xn,+( k
N
)
= bnρkc
)
,
and
P
(
Xn,+
(k + 1
N
)
= bnρk+1c|Xn,+
( k
N
)
= bnρkc
)
=
( bnρkc
bnρk+1c
)
e−
1
N
bnρkc(1− e− 1N )bnρk+1c−bnρk+1c.
Thus,
P (AN,M,ρ,n) =
bnρ0c!∏MN−1
k=0 (bnρkc − bnρk+1c)!× bnρMNc!
e−
1
N
∑MN
k=1 bnρkc(1− e− 1N )bnρ0c−bnρMN c.
By Stirling’s formula, lnm! = (m + 12)m − m + 12 ln(2pi) + o(1)as m → ∞, we obtain for fixed
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M,N ∈ N and n approaching infinity that
ln
bnρ0c!∏MN−1
k=0 (bnρkc − bnρk+1c)!× bnρMNc!
=
(
bnρ0c+ 1
2
)
ln(bnρ0c)− bnρ0c
−
MN−1∑
k=0
{(
bnρkc − bnρk+1c+ 1
2
)
ln(bnρkc − bnρk+1c)− (bnρkc − bnρk+1c)
}
−
{(
bnρMNc+ 1
2
)
ln(bnρMNc)− bnρMNc
}
+O(1), as n→∞,
= bnρ0c
(
ln
(bnρ0c
n
)
+ lnn
)
−
MN−1∑
k=0
(bnρkc − bnρk+1c)
(
ln
(bnρkc − bnρk+1c
n
)
+ lnn
)
− bnρMNc
(
ln
(bnρMNc
n
)
+ lnn
)
+O(lnn),
= −n
(
ρMN ln ρMN − ρ0 ln ρ0 −
MN−1∑
k=0
(ρk+1 − ρk) ln(ρk − ρk+1)
)
+O(lnn).
Thus we have proved the following:
Proposition 4.2.3.
1
n
lnP (AN,M,ρ,n) = −
(
ρMN ln ρMN − ρ0 ln ρ0 −
MN−1∑
k=0
(ρk+1 − ρk) ln(ρk − ρk+1)
)
− 1
N
MN∑
k=1
ρk + ln
(
1− e− 1N )(ρ0 − ρMN ) + o(1).
This leads naturally (cf. [28]) to the following conclusion:
Proposition 4.2.4. Let µn denote the distribution of
1
nXn,+, conditioned on the event Xn,+(0) =
bnx0c. Then the family (µn : n ∈ N) satisfies the large deviations principle with rate function
I(φ) =
∫ ∞
0
{
φ(t) + φ˙(t)− φ˙(t) ln
(
− d
dt
lnφ(t)
)}
dt,
where φ ∈ C[0,∞), is a nonnegative non-increasing function with φ(0) = x0.
Next we wish to find the function minimizing the proposed rate function I. Assume first x0 = 1,
and φ(∞) = 0. In this case |φ˙|(t)dt is a probability distribution. In addition, ln(− ddt ln(φ(t)) =
ln
( |φ˙|(t)
φ(t)
)
, and so by Jensen’s inequality we have∫ ∞
0
φ˙(t) ln
(
− d
dt
lnφ(t)
)
dt =
∫ ∞
0
ln
φ(t)
|φ˙|(t) |φ˙|(t)dt ≥ ln
∫ ∞
0
φ(t)dt.
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Hence
I(φ) ≥
∫ ∞
0
φ(t)dt− 1− ln
(∫ ∞
0
φ(t)dt
)
.
The function x−1− lnx over [0,∞) attains a unique minimum 0 at x = 0. The equality in Jensen’s
inequality holds if and only if φ(t)|φ˙|(t) is constant a. s. As is easy to see, this is uniquely attained by
the function φ(t) = e−t. Since for c > 0, I(cφ) = cI(φ), we conclude that unique minimizer under
the condition φ(0) = x0 is then x0e
−t.
4.3 Distribution of minimum fitness in a sub-critical regime
The critical fitness fc can be interpreted as the long-term asymptotic of the minimal fitness
present among the species. In this section we study the asymptotical behavior of the minimal
fitness in a sub-critical regime, namely when p ≤ 1/2 and Kn = Jn ≡ 1.
Recall that both X = (Xn : n ∈ Z+) and L(f) :=
(
Ln(f)
)
n∈Z+ are Z+-valued Markov chain.
More precisely, X is a nearest-neighbor recurrent (under the assumptions imposed in this section)
random walk on Z+ with holding times and reflection barrier at 0. When not at 0, L(f) evolves
according to the transition kernel of a nearest-neighbor random walk with probability pf of jumping
to the right, probability q of going to the left, and probability 1−pf−q of staying put. If L(f) is at
0, then it jumps to the right with probability pf , and stays put with the complementary probability
1− pf . Note that L(f) is positive recurrent since p < q implies pf < q.
0 1 . . n− 1 n n + 1 .
q + (1− f)p
pf
q
pf
p(1− f)
Figure 4.1 Transition kernel of Ln
The main result of this section is stated in the following theorem.
Theorem 4.3.1. Assume that p ≤ 1/2 and Jn = Kn ≡ 1 for all n ≥ 0. Let ρ = p/q and set
νn := min
1≤k≤Xn
fk, n ∈ N.
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Then
lim
n→∞P (νn ≤ f
)
= 1− ρ(1− f), f ∈ [0, 1].
The limiting distribution puts a positive (for p < 1/2) mass 1−ρ at zero since νn = 0 whenever
Xn = 0, and the latter event occurs with positive asymptotical frequency limn→∞ P (Xn = 0) =
1− ρ.
Proof of Theorem 4.3.1. We have:
P (Ln = 0) = P
(
νn > f) + P (Xn = 0) (4.6)
Notice that if p = 1/2 then P (Xn = 0) = O(1/
√
n) [29] and hence limn→∞ P (Xn = 0) = 0.
Fix any f ∈ (0, 1]. Let pi = (pij)j∈Z+ denote the stationary distribution of Ln(f). . Using the
first-step analysis and the Markov property, we obtain from figure 4.1 that
pij = pfpij−1 + qpij+1 + p(1− f)pij+1, n ≥ 1
pi0 = qpi1 + [q + (1− f)p]pi0.
Thus
pij+1 − pij = p
q
f(pij − pij−1) = . . . =
(p
q
f
)j
(pi1 − pi0) (4.7)
pi1 =
p
q
fpi0, (4.8)
and hence
pij+1 =
p
q
f
(1− (pqf)j
1− pqf
)
(pi1 − pi0) + pi1
In the next equation we consider an arbitrary f ∈ [0, 1] and write pif for pi. It follows from (4.6)
that
lim
n→∞P
(
min
1≤k≤Xn
fk ≥ f
)
= lim
n→∞P (Ln = 0)− limn→∞P (Xn = 0) = pi
f
0 − pif0 = 1− ρf − ρ = 1− ρ(1− f)
This proof of the theorem is complete.
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4.4 Future work
The purpose of this section is to state the following three goals for the future research on the
species survival model.
1. Our first goal is to obtain large deviations results for the empirical distributions Ln(f)/Xn.
Specifically, under assumption (4.3), we wish to find a rate function I on a suitable topological
space consisting of paths which satisfies
− inf
x∈A◦
I(x) ≤ lim inf 1
n
lnP (∆n ∈ A) ≤ lim sup 1
n
lnP (∆n ∈ A) ≤ − inf
x∈A
I(x),
for some rate function I and Borel sets A [24, 28].
2. We also plan to study the above model in the case when the distribution tails of the random
variables In are regularly varying functions [18]. This would partially fill a gap in the results
of Michael and Volkov which is discussed in their Remark 1 in [75]. We hope that using
fundamental properties of random walks with heavy-tailed increments (see, for instance, [20]
for a general comprehensive survey and [25] for certain conditioned large deviation estimates),
we will be able to fulfill the program of [39] and [16, 75] and 1) show the existence of the
critical fitness in this regime, such that the species with the fitness lower than the critical
value vanish asymptotically from the system; 2) show the existence of the limiting distribution
for Ln(f)Z above the critical; 3) obtain a sharp estimate on the rate of convergence to the
stationary distribution above the critical threshold (for instance, a suitable version of the law
of iterated logarithm as in [16]).
3. We are planning to continue the study of the sub-critical regime. The major difficulty here
seems to be the impossibility to access the explicit form of the stationary distribution for the
pair (Ln, Rn).
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CHAPTER 5. CONCLUSION
The main objective of this dissertation is to contribute to the understanding of characteristics
of some stochastic growth models. Each of the chapters discuss “particle behavior” in different ways.
In chapter 2 we introduce CMBP, a variant of MTMBP. An application of these processes to the
queueing theory (for gated infinite-server queues, cf. [22]) is discussed in [64]. Main results of this
paper is the asymptotic probability of the empirical frequencies of the types. The result shows ex-
plicitly how the initial distribution of types is modified in the long run by a mechanism of selection
among competing individuals in a maximal branching process. This version of multi-type model is
based on the assumption that the mechanism of assignment of colors on the particles is indepen-
dent to the process of generation. This key assumption translates the process to a one-dimensional
random walk with vanishing drift and hence Lamperti’s idea is rendered plausible to implement.
This principal idea helps us to reveal the long term behavior of a winning color as a sequence of
independent coin tossing trials. We hope that findings of this chapter will be able to cater many
models that is linked to the same underlying process. In particular, results of the chapter can
be extended to CMBP on RD+. But, the main question on the limiting probability of the empiri-
cal frequency in these type of models remains open when the aforementioned assumption is not met.
Dynamic networks are the most common networks in modern days. Chapter 3 proposes a
descriptive-generative type p∞1 model that is a significant attempt to model these networks. This
type of models can capture both the structural and growth aspects of networks and can be subjected
to study asymptotics. The core idea of this model stems from a “dyadic independence” model and
preferential attachment type models. This work explores the process of attaching a node to the
existing network such that the combined model retains the same form across evolution. We discuss
72
various structural aspects of this model through simulation and study model comparison on good-
ness of fit through graphical summaries. But there are various limitations of this study in terms
of complexity. Even a simple generative model like p∞1 ends up being very complex in form. This
renders analytical study of the maximum likelihood estimates of the parameters intractable and
also not consistent unless there are further simplified structures of evolution. However, an attempt
to address real life networks through this type of models doesn’t limit further study, in fact this
work opens up a new direction on descriptive preferential attachment models i.e. PAM with nodal
attributes and dynamic ERGM with tractable degree distribution like PAM. The relevant features
to study in these models are: growth rates for a typical degree and maximal degree, size of giant
component and phase transition, clustering coefficient and estimability of the estimators of the
parameters. All these studies will go beyond the scope of thesis.
A species survival model is discussed In Chapter 4. This model, based on the highly influential
Bak-Sneppen model for biological evolution [10], and its variations have attracted significant volume
of research activity over the past few decades. The work presented here is closely related to the
work of Ben-Ari in [14] where a law of large numbers and a central limit theorem for the empirical
process of fitness levels have been established. Naturally, the next question of interest is establishing
the large deviation principles. In this chapter, we present some key results for providing the large
deviation principles. We also consider some special cases, where we get interesting limiting behavior
that are drastically different from the previously known cases. We also our outline a plan of future
work on species survival models at the end of this chapter.
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