Introduction {#s1}
============

First, the purpose of toxicity studies and the strategy of statistical analysis are described briefly.

Toxicity studies are conducted to ascertain the toxicity of chemical substances, and the information that toxicologists are required to obtain, depends on the application field of the chemical substance and the purpose of toxicity studies. According to the purpose of the studies, the animal species, sample size, administration route, dose, period, evaluation measurements, study design, and other details of the studies are determined. In addition, an appropriate statistical analysis method for the obtained data should also be selected. There are various types of toxicity studies, and specific data is obtained in each study. Basically, in toxicity studies, certain numbers of animals, tissues, or cell populations (groups) are exposed to different dose of a test substance, and differences among groups, dose response relationships, and time trend are investigated. Since the study subjects are organisms, the data from toxicity studies show variation due to biological mechanisms. Generally, multiple statistical analysis methods can be applied for certain kinds of data, and the conclusion could differ, depending on the selected statistical method. Therefore, it is necessary to fully understand the performance of each statistical method to examine which method is appropriate to use, and to standardize statistical methods for toxicity studies to be carried out routinely.

Through the interpretation of individual results in toxicity studies, a comprehensive judgment is made by adding the knowledge of toxicology to the results of statistical analysis. The main topic of this review, however, concerns statistical analysis. Statistical methods widely used in toxicity studies and how to select an appropriate method are described herein.

Efforts at an international level have been made to standardize procedures and methods in many areas of toxicology. In the statistical area, the first steps have been taken^[@r1]^. It is obvious that biostatistics plays a basic role in adequate toxicity assessment. Biostatistical evaluations in repeated toxicity studies should support the positive or negative findings of the study and support the quantitative assessment of toxic effects.

Because of limitation with respect to space, the details required for actual statistical computations are not presented in this article, so readers should refer to standard statistical textbooks^[@r2],[@r3]^ and appropriate statistical software^[@r4],[@r5],[@r6]^ for the contents of individual statistical methods and actual computation methods.

Analysis of Quantitative Data {#s2}
=============================

In repeated dose toxicity studies (general toxicity studies), blood laboratory tests, biochemical examinations, urinalysis, organ weight measurement, etc., are evaluated. Many of these tests provide metric quantitative data taking continuous values.

Statistical methods commonly used in toxicity studies are shown in [Table 1](#tbl_001){ref-type="table"}Table 1.Parametric and Nonparametric Statistical Methods for Quantitative Data.

Parametric and nonparametric methods
------------------------------------

Statistical methods are roughly classified into parametric (para) and nonparametric (nonpara). In the strict sense, the former requires that the distribution form follows a symmetric normal distribution. The latter does not need a distribution form assumption, and it is a valid method for data other than normal distribution. Assuming a normal distribution, Student's *t*-test is a method for evaluating the difference in mean values between two groups parametrically. For a right skewed distribution, such as liver function measurements and serum lipids, application of Student's *t-*test requires the variable transformation, such as logarithmic transformation, to be performed in advance in order to make the distribution closer to a normal distribution. In contrast, the Wilcoxon test is a typical nonparametric method for comparing the distributions of two groups. Since the data in the two groups are converted into ranks to calculate the sum of the ranks for each group, this method is also referred to as the rank-sum test. The Wilcoxon test is also called the Mann-Whitney U test.

Since both methods conduct essentially the identical evaluation, they are sometimes described as the Mann-Whitney U test as an alias. This method is also applicable to ordered categorical data other than quantitative data, as in the case of pathological findings, that is, ordered categorical data(−, ± , +, ++, and +++), in which the response variable is represented by a grade. Since ordered categorical data are not metric data, they cannot be evaluated by their mean values and standard deviations; however, because there is a natural order relationship between categorical levels, it is possible to rank them. Even if there is data below the detecting measurement limit, we can apply the Wilcoxon test by giving them the lowest ranking. Basically, nonparametric statistical methods corresponding to parametric ones are available, including methods for multiple comparisons. For example, the Kruskal-Wallis test extends the two- sample nonparametric Wilcoxon test to comparisons of more than two groups, and it corresponds to the nonparametric version of parametric one-way ANOVA (analysis of variance), which compares the means among more than two groups, assuming a normal distribution and homogeneity of variance.

Nonparametric methods have a great advantage in that they can be applied irrespective of the distribution form. Even if they are applied when the distribution form is closer to a normal distribution, it is known that they can demonstrate considerably good performance (high statistical power). A common disadvantage in nonparametric approaches is that when the sample size per group is small (less than 7), there is extreme performance deterioration. In toxicity studies using large animals (such as dogs or primates), the sample size per group is often less than 5, so use of a nonparametric approach is not recommendable. In addition, there is a detailed option in the nonparametric approaches, and it is necessary to pay attention to the fact that the result will differ slightly depending on the statistical software and such things as the ranking methods, separate ranking (ranking of each pair comparison) or joint ranking (overall ranking among all groups), and the presence or absence of a continuous correction for approximating the discrete distribution to the theoretical continuous normal distribution.

A preliminary test, such as Bartlett test, can be used to evaluate the hypothesis of homogeneity of variance, and if it is significant, a nonparametric comparison is selected: if it is not significant, a parametric statistical method is selected. This is the common practice with respect to how to choose between a parametric or nonparametric method; however, it has a logical contradiction because both approaches require the assumption on an equal distribution when comparing two groups. Assuming an equal distribution, assumption of equal variance is held, both approaches require an assumption concerning homogeneity of variance.

The choice of parametric or nonparametric methods should be based on the distribution forms of the data. With respect to evaluating the distribution form of data, the distribution form should be explored using a boxplot or a scatter plot, etc., the deviation from the normal distribution should be demonstrated by calculating summary statistics, such as skewness and kurtosis, and it is useful to apply a statistical test for the assumption of a normal distribution.

Multiplicity problems of statistical tests
------------------------------------------

The usual design in toxicity studies consists of multiple groups (4--5 including a control group), and differences between the groups are often assessed in various combinations of comparison. When the Student's *t*-test is repeatedly applied for these comparisons, according to the multiplicity problems for statistical tests, the type I error (false positive error) increases. Here the multiplicity problem and multiple comparison are illustrated using a repeated toxicity study in rats (red blood cell count data).

[Table 2](#tbl_002){ref-type="table"}Table 2.RBC (red Blood Cell Count) in Rats, Summary Data(10^4^/mm^3^) shows that administration of the drug induced a trend of erythrocyte count decline. In toxicity studies, we compare a control group and each dose group in order to investigate the dose that exhibits change compared with the control group. For this purpose, the results of applying the unpaired Student's *t*-test at the two-tailed 5% significance level are shown in [Table 3](#tbl_003){ref-type="table"}Table 3.Unpaired Student's *t*-test (at Two-sided 5%) Applied to the RBC Data.

In comparisons between the control and middle-dose group and the control and high-dose group, the absolute t values are greater than the critical value, 2.101 (corresponding to a p value of less than 0.05), and the results are significant at the 5% level.

In the comparison between the control group and the high-dose group, the difference between the mean values is 33.0, and the fact that the p value is 0.028 indicates that if the population mean values are equal in the two groups under the null hypothesis, the probability that a difference more than −33.0 will occur due to random error is only 2.8% when the true mean value in the two groups are equal. It is less than the 5% significance level, and it can be interpreted to mean that a large difference is unlikely to occur under the null hypothesis and that a difference is beyond random error. Therefore, it is difficult to consider that the population means are equal between two groups and there is a significant difference.

If a statistical test is applied only once, it is possible to control the alpha error that there is a difference by mistake when there is actually no difference, less than the significance level. However, when simultaneously performing multiple statistical tests in a single study, the situation is different. For example, three comparisons carried out simultaneously are shown in [Table 2](#tbl_002){ref-type="table"}. Even at a 5% significance level per comparison, since the three comparisons are conducted repeatedly in total, the overall probability of declaring a significant difference by chance through three comparisons is considerably larger than 5% (about 12.5%). In this way, the probability being significant by chance is increased, due to conduct of several statistical tests simultaneously, and this is the problem of multiplicity for statistical tests.

Multiple comparisons
--------------------

When several comparisons among groups are carried out in an experiment, in order to deal with the problem of multiplicity, the entire set of comparisons is regarded as an analysis, and the probability of incorrectly identifying significance throughout the comparisons is controlled to below the nominal significance level; this statistical method is referred to as multiple comparisons. There are several methods for multiple comparisons depending on the combination of groups being compared. Hereinafter, typical multiple comparisons, Bonferroni, Dunnett, Tukey, and Williams test, are discussed.

Bonferroni test: To counter the multiplicity problem, Bonferroni test, when performed k times, determines conservatively the significance level at alpha/k. The p value that is not adjusted, as comparing the significance level at alpha/k is equivalent to comparing the adjusted p value(k×p value) with the significance level alpha, so in Bonferroni test, a multiplicity-adjusted p value is generated by multiplying the raw p value by k. In experiment with four groups, k equals 6 for Tukey type comparisons, and k equals 3 for Dunnett type comparisons. Although Bonferroni test can flexibly cope with various comparisons, assuming independence of comparisons, when there is a correlation among actual comparisons, Bonferroni test is less likely to provide significant results (larger p value), compared with Dunnett or Tukey test. [Table 4](#tbl_004){ref-type="table"}Table 4.Bonferroni Test (at Two-sided 5%) Applied to the RBC Data shows the results of application of Bonferroni test to RBC data. Since three comparisons are conducted, each p value for Bonferroni test is three times that obtained for the Student's *t*-test shown in [Table 3](#tbl_003){ref-type="table"}; the results are no longer significant, as multiplicity has been considered for the three comparisons with the control group. The p value for Bonferroni test is six times the non-adjusted p value for all combinations of pairwise comparisons among the four groups.

Dunnett test: Dunnett test is used for multiple comparisons when comparing a certain reference group with all other groups (a total of 3 times in the example shown in [Table 2](#tbl_002){ref-type="table"})^[@r7],[@r8]^. Because Dunnett test calculates critical values considering multiplicity, with comparisons (three in the example in [Table 2](#tbl_002){ref-type="table"}) conducted simultaneously, the critical value is large, compared with that in the Student's *t*-test, and it is less likely to be significant. The results of Dunnett test are shown in [Table 5](#tbl_005){ref-type="table"}Table 5.Dunnett Test (at Two-sided 5%) Applied to the RBC Data at the two-sided 5% significance level. The critical value of Dunnett test (DF, degree of freedom = 36) in this example is 2.452, and the comparison between the control and middle-dose group is barely significant. The p value for Dunnett test is larger than that for the Student's *t*-test and smaller than that for Bonferroni test.

Tukey test: Tukey test conducts all possible pairwise comparisons among four groups (six in this example)^[@r9]^. Due to the increased types of comparisons of interest compared with Dunnett test, individual comparisons in Tukey test are less likely to be significant than those in Dunnett test. The critical value of Tukey test at the two-sided 5% significance level in this example is 2.694. The results of Tukey test are shown in [Table 6](#tbl_006){ref-type="table"}Table 6.Tukey Test (at Two-sided 5%) Applied to the RBC Data. None of the comparisons are significant.

Williams test: In the results of Dunnett test shown in [Table 5](#tbl_005){ref-type="table"}, the comparisons between the control and low-dose groups and between the control and high-dose groups are not significant at the 5% level (p value greater than 0.05). In contrast, the result of the comparison between the control and middle-dose group is subtle, but it is significant at the 0.05 level. In such a case, however, interpretation of the results is difficult. Although these results are from an actual toxicity study and it is biologically plausible for a dose dependent change to occur if the chemical substance has the effect of decreasing the red blood cell count, in these data, only the intermediate middle-dose group showed a significant decrease in the number of erythrocytes compared with the control group. Exploring the details of the data, the mean value is 891.5 in the middle-dose group and 893.0 in the high-dose group, so it can be seen that the value is almost unchanged. In this case, it is natural to interpret this as meaning that the effect is almost the same in the middle-dose group and high-dose group, rather than considering that only the middle-dose group showed decrease. In fact, Dunnett test, often indicates such a significant difference in only an intermediate-dose group, so it is difficult to interpret the results. Basically, assuming a monotonic dose response relationship, if there is a significant difference at a certain dose, above the dose, all doses are considered to result in significant differences; because Dunnett test does not assume monotonicity between dose and response, it is not always possible to obtain such a plausible result. In contrast, Williams test assumes a monotonic dose response relationship, if a middle-dose results in a significant change, all higher doses are considered to result in significant changes, so there is an advantage with respect to the consistency of results among the dose groups^[@r10]^. Dunnett test is a method for detecting whether there is a difference in a group compared with the control group; in contrast, Williams test is considered to find the dose at which a change begins to be shown compared with the control.

Case 1: control group, drug A group, drug B group, drug C group
---------------------------------------------------------------

Dunnett test, which takes into account the multiplicity in the context of case 1) shown above, was originally developed to identify a drug effect compared with a control group. Here, drug A, B, and C groups have no natural order relationship. However, in practice, Dunnett test is also frequently used in the context of case 2) shown below.

Case 2: control group, low-dose group, middle-dose group, high-dose group
-------------------------------------------------------------------------

The difference from the context of case 1) is that there is a natural order relationship among the dose groups (low-dose group \< middle-dose group \< high-dose group). If a monotonic relationship is biologically plausible between dose and response, the reaction should increase or decrease with increasing dose. In fact, because Dunnett test does not utilize information about the sequential relationship between such groups, in the context of case 2, it may provide results that are difficult to interpret. In contrast, due to the necessity for ordering relationships among groups, Williams test cannot be used in the context of case 1), and if the monotonic dose response in the context of case 2) is satisfied, Williams test has higher power than Dunnett test.

The mean values of the groups in the [Table 7](#tbl_007){ref-type="table"}Table 7.Williams Test (at Lower 2.5%) Applied to the RBC Data are 926.0, 911.9, 891.5, and 893.0, and it can be seen that they almost monotonically decrease, although the mean values are reversed at the high and middle doses.

Since monotonicity is assumed for the dose response in Williams test, this reversal is regarded as occurring by chance, and there is actually no difference in population mean value between the middle-dose and the high-dose. An estimate of the effect at the high-dose can be calculated as the aggregate mean value of the mean values for the middle-dose (891.5) and high-dose (893.0), which corresponds to 892.25 in this example.

In this manner, if the assumption concerning monotonicity among groups is not held, Williams test calculates the weighted mean between adjacent groups. After conducting such an operation and holding monotonicity among groups, comparison with the control group is continued from higher dose sequentially, until any significant difference disappears. Multiple comparisons accompanying such a hierarchical procedure are called step-down methods. Based on the assumption of monotonicity, unless the dose response is significant at higher doses, the dose response at lower doses will not be significant and application of the step-down procedure is reasonable.

[Table 7](#tbl_007){ref-type="table"} shows the results of applying Williams test at the lower significance level of 2.5%. Williams test is essentially a one-sided test, so in order to compare it with Dunnett test at the two-sided significance level, the one-sided significance level is set to 2.5%.

In this example, Williams test first compares the control group (926.0) and the high-dose group (892.25) and the result is significant, then it makes a comparison between the middle-dose group and the control group, which is also significant. Finally, comparison between the control group and the low-dose group is conducted, but the result is not significant. As described above, Williams test (at the lower significance level of 2.5%), when applied to these data, becomes significant above the middle-dose group.

Williams test is necessary to determine whether a monotonically decreasing (lower) or monotonically increasing (upper) dose response before conducting statistical test. In this sense, Williams test is considered to be an essentially one-sided oriented method. If a two-sided test is desired, the significance level should be split into lower and upper hypotheses (half and half) as in the case of the Bonferroni test. In addition, since Williams test is a step-down procedure, the lower level hypothesis is only evaluated, when the upper level hypothesis is significant. Therefore, the p value of Williams test cannot be interpreted as the p value obtained from simultaneously conducted statistical tests, as in the case of Dunnett test.

Although Dunnett test has been used as the standard analysis methods for comparing the dose groups with a control group in repeated dose toxicity studies, if a monotonic relationship can be assumed, Williams test has considerably higher power than Dunnett test and is recommendable. Since the actual calculation of Williams test is a little bit complex, readers should refer to a standard textbook for details. [Table 8](#tbl_008){ref-type="table"}Table 8.Comparison of Dunnett Test and Williams Test shows a summary of characteristics of Dunnett test and Williams test.

Other multiple comparisons: In Japan, Dunnett test and Scheffe test were selectively used, that is, Dunnett test when sample sizes were equal among groups, and Scheffe test when they were not, for a long time in repeated dose toxicity studies for comparing a control group with individual dose groups. This method was incorporated in standard GLP systems for toxicity studies until recently^[@r11]^. When the GLP systems were introduced, selective use of Dunnett test and Scheffe test became the standard algorithm because multiple comparisons without problems in unbalanced cases, besides Scheffe, were widely unknown, Scheffe test makes it possible to control the alpha error to lower than the nominal significance level, and it satisfies the prerequisites for multiple comparisons in this sense, however, it is well known that Scheffe test is too conservative to detect true significance.

An example of the actual significance level for a comparison between a control group and individual groups using Scheffe test is shown in [Table 9](#tbl_009){ref-type="table"}Table 9.Actual Significance Level Using Scheffe Test in Comparisons with a Control (Dunnett Type, Degree of Freedom is Infinity).

As the number of groups increases, it can be confirmed that the actual significance level gradually decreases compared with the nominal significance level. For example, at five groups, when the t value exceeds 2.442, Dunnett test becomes significant at the two-sided 5% significance level, but Scheffe test does not become significant if it does not exceed 3.080. Compared with the nominal significance level of 5%, the actual significance level of 0.8% is much lower. In this way, Scheffe test has a conservative alpha error, and as a result, it provides a larger probability of beta error, which misses the true toxicological response. Therefore, we should not apply Scheffe test in toxicity studies.

As already stated, Dunnett test and Tukey test, they originally assumed that the sample sizes among groups are equal, and they were subsequently extended to cases in which the sample sizes are not equal among groups. Exact calculation methods or precise approximation methods are known and several statistical software are available for unbalanced data. In addition, even though sample sizes among groups are different, the difference less than 20% does not provide a big problem even if the critical value is used, when sample sizes are equal.

Although many statistical packages can conduct multiple comparisons using Duncan method^[@r12]^, this method does not satisfy the requirement for multiple comparisons (the probability of alpha errors in the overall comparisons can be kept below the nominal level); therefore, Duncan test should not be used. The total size of the alpha error is much higher than the nominal level; as in the case of repeated t tests, and ignoring the multiplicity, performance of Duncan test is almost the same as that of repeated t test. For this reason, although it is likely to provide more significant results than other multiple comparison methods, this is because the alpha error cannot be controlled and Duncan test does not satisfy the requirement for multiple comparisons. Although the Student-Newman-Keuls method, which is similar to Duncan test, is also often used in Europe and the USA, this method inflates the alpha error, compared with the nominal level and is not recommended to be used.

ANOVA and multiple comparison
-----------------------------

When several factors consist of variation in experimental data, analysis of variance is a generic statistical method for decomposing the overall variation into the individual elements. For example, one-way ANOVA decomposes the total sum of squares into the between-group variation and within-group variation. Assuming the homogeneity of variances and normality, the magnitude of the variation of each factor is shown by an analysis of variance table, the F test, comparing its magnitude with error variation. Analysis of variance is often abbreviated as ANOVA (Analysis of Variance). Classical statistical textbooks may have positioned multiple comparisons as an ad hoc analysis after one-way analysis of variance, and ANOVA is traditionally conducted before multiple comparisons. When a significant difference is only observed by ANOVA, comparisons among groups is conducted in toxicity studies. In principle, however, multiple comparisons are designed to be applied independently from one-way analysis of variance, as each can independently control the significance level. If the results are judged to be significant only when there is a significant difference in both ANOVA and multiple comparisons, the overall significance level is smaller than the significance level of the individual method, and the judgment becomes conservative. [Table 10](#tbl_010){ref-type="table"}Table 10.Overall Significance Levels for Combined Analysis with ANOVA and Dunnett at the 5% Level shows the overall significance levels for different sample sizes and the different number of groups, when a combined analysis with ANOVA and Dunnett test at the 5% level, respectively, is applied. The actual significance level is reduced to 3--4%.

Decision Tree for Statistical Analysis in Toxicity Studies {#s3}
==========================================================

Since the performance of each statistical method depends on the distribution form and we usually do not have exact information about this, selection of one method in preference to another can be very difficult. Therefore, it is convenient to choose a suitable method according to the data obtained. [Figure 1](#fig_001){ref-type="fig"}Fig. 1.Decision tree. C, Control group; L, Low-dose group; M, middle-dose group; H, high-dose group shows a decision tree for statistical analysis in toxicity studies^[@r13],[@r14],[@r15]^.

The first step is visual expression of the data using a scatter plot or a stratified boxplot. A scatter plot and stratified boxplot for RBC data are shown in [Fig. 2](#fig_002){ref-type="fig"}Fig. 2.Scatter plot for RBC data and [Fig. 3](#fig_003){ref-type="fig"}Fig. 3.Stratified boxplot for RBC data, respectively. The viewpoints of visualization of data are existence of outliers, normality of the distribution and homogeneity of variance. The stratified boxplot for the RBC data shows two outliers in the control group and middle-dose group.

An increase of variance with an increasing mean value of the response variable is frequently observed in repeated toxicity studies. We also often find outliers that could be related to any compound effect, could be from an abnormality in the animal, or might not be directly related to the compound, e.g., wrong operations in the experiment. These phenomena make statistical analysis more difficult. When heterogeneity of variance is observed, variable transformation should be conducted. It is well known that log transformation often improves heterogeneity of variance.

According to the distribution form, i.e., whether the distribution has a bell shape without outliers or not, either a parametric approach or nonparametric approach should be selected. The nonparametric approaches are also available for categorical data (e.g., graded histopathological data).

Depending on the design and purpose of a study, several statistical analysis are available. Assuming dose dependency, comparisons with a control are conducted by Williams test (nonparametric: Shirley-Williams test). When a dose dependent reaction is not expected, comparisons with a control are conducted by Dunnett test (nonparametric: Steel test). All possible pairwise comparisons among groups are conducted by Tukey test (nonparametric: Steel-Dwass test). If we are interested in specific several comparisons among groups, Bonferroni-adjusted Student's *t*-test (nonparametric: Bonferroni-adjusted Wilcoxon test) can be used.
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In memory of the late Prof. Chikuma Hamada.

Dr. Chikuma Hamada passed away on December 21, 2017, at the age of 52. Dr. Hamada was a foremost authority on toxicological statistics providing an important contribution to the field of toxicology. He was a valued and respected professor and he will be greatly missed. We are saddened by his death and our thoughts and condolences go to his family at this difficult time. We pray that his soul may rest in peace.
