Abstract. Perfectly symmetric integration formula of degrees 9-15 with a minimal number of points are computed for the square, the circle and the entire plane with weight functions exp ( -(x2 4-y2)) and exp ( -(x2 + y2)1 /2). These rules were computed by solving a large system of nonlinear algebraic equations having a special structure. In most cases where the minimal formula has a point exterior to the region or where some of the weights are negative, 'good' formulas, which consist only of interior points and have only positive weights, are given which contain more than the minimal number of points.
Introduction.
Integration rules over a square with a minimal number of points are not too important for the computation of particular definite integrals. Since the computation of the integrand on a larger set of points does not make too much difference for a computer, accurate integration rules are readily available. Among these are the product Gauss rules [4] , Romberg integration in two dimensions [1] , [6] , and iterated integration, where in each dimension, an adaptive scheme is used [7] , [8] . However, the number of points in an integration rule is very important when solving a two-dimensional integral equation by numerical integration.
Consider for example, the linear homogeneous Fredholm equation of the second kind (1.1) f(x,yj=\ / K(x,u,y,z)f(u,zjduaz,
where K(x, u, y, z) is the kernel of the equation, X is an eigenvalue and f(x, y) an eigenfunction to be determined. Replacing the double integral by a numerical integration rule, we get n (1-2) J(x, y) = X X. u>iK (x, Xi, y, yP¡J(xi, yP) , i=i where w>, are the weights and (x{, y¡) the 'abscissas' of the given n-point integration rule. The solution of (1.2), f(x, y), is then an approximation to the desired eigenfunction f(x, y) while X is an approximation to the corresponding eigenvalue X. Substituting in (1.2) the n 'abscissas' of our integration rule, we get where/y = J(Xj, yf), Ktj = WjK(xí, x¡, y¡, y p. Thus, our original problem has been transformed into a linear homogeneous system of n algebraic equations in n unknowns. The solution of this approximation to Eq. (1.1) requires the computation of the eigenvalues and eigenvectors of the n-dimensional matrix (Ka). The order of the matrix, n, plays an important role in determining the difficulty of the computation since computing time varies as n3 and memory space varies as n2. Hence, small values of n which give the accuracy needed are desirable. A second application in which the number of points in an integration rule is critical is when a sequence of functions of two variables is to be orthonormalized by the Gram-Schmidt process. Here, each function is represented by a vector of points, taken to be 'abscissas' of a sufficiently accurate integration rule, since the inner product (/.</)=/ / f(x,y)g(x,y)dxdy is approximated by the sum n (/> 9) = Z. Wif(xi, yP)g(xi, yP) .
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Again, the amount of computation and storage depends on n, although in this case, only linearly.
Hammer and Stroud [3] have given perfectly symmetric integration rules over the square with a minimal number of points which are accurate for polynomials up to degree 7. In this work, formulas will be given which are accurate for polynomials up to degree 15. We point out that there may exist integration rules with fewer number of points which are accurate for polynomials of a particular degree. Thus Radon [10] has given a 7-point formula of oth degree accuracy while the 5th degree formula in [3] requires 9 points. However, formulas which are not perfectly symmetric are much more difficult to compute if they exist at all. Because the region under consideration is perfectly symmetric, we limit ourselves to perfectly symmetric rules.
Since the method of computation does not depend on the region involved, so long as it is perfectly symmetric, we have also computed integration rules for the unit circle and for the entire plane. In the latter case, suitable perfectly symmetric weight functions were used. The discussion will generally refer to the square but can be applied to the other regions with the obvious changes. In fact, the only real change is in the definition of I{f{x, y)].
In addition to minimal formulas, we give 'good' formulas, which consist only of interior points and have positive weights, in most cases where the minimal formula was not 'good.' These formulas contain more than the minimal number of points. In no case did the minimal formulas computed here have a zero weight. Hence, for the cases considered here, there is no 'subminimal' rule with fewer than the expected minimal number of points needed for consistency with the exactness conditions. 2. Perfectly Symmetric Rules. The square S with vertices (±1, ±1) is a perfectly symmetric region, in that, for each point (x, y) in S, ever}' point of the form (dzx, ±y) and (day, zhx) belongs to S. Perfect symmetry of a set implies thus that it is closed with respect to change of sign and/or permutation of coordinates. Since we are interested in integration rules over S, we shall choose our integration points as the union of perfectly symmetric sets, where we shall assign the same weight to all points of a given set. Every such set is well defined by one of its points which we shall call its generator. Thus, an integration rule will be given by a set of generators and corresponding weights.
The integration rules given in [3] and [11] consist of points whose generators are of the form (0, 0), (a, 0), (b, b) . By restricting oneself to points of this form, it is only possible to derive rules of degree g 7. For rules of degree ^ 8, it is necessary to include points whose generators are of the form (a, b). To get a rule of degree k, we have to find weights and points which satisfy the set of equations necessary to insure that the rule will be exact for all polynomials of degree ^ k.
We introduce the following notation :
Weight Number of points in set p 1 a, 4 bi 4
Ci 8 With this notation, we get the following set of equations for an integration rule of degree n: It is clear that an integration rule of degree 2m is identical to that of 2m -\-1, since both yield the same set of equations. The numbers Ki, K%, K3 are determined by the form of the system, as we shall see. There are two types of equations in the system. Type I consists of those equations which contain all the unknowns or all except p, i.e. Eqs. (2.1), (2.2fc 5. Type IV equations: Subset of type II equations withy = 1. Once c», w¿ and Zi are computed by solving the set of type III equations, the set of type II equations are not linearly independent. The set of type IV equations is a linearly independent and complete subset.
6. Type IV equations : A similarly defined subset of type IF equations. 7. A 'good' rule: A rule which has positive weights and abscissas lying within the region of integration.
To get rules with a minimal number of points, K3 should be the smallest integer which satisfies 3K3 ¿i l3. This is so since a generator of the form (to,-, z,) contributes 8 points to the integration rule and adds only 3 unknowns, while generators of the form (uí, 0), (vi, vi) contribute only 4 points while adding 2 unknowns. Thus K3 is uniquely determined. Since the number of equations of type II (IF) is Z2, Ki and Ki must satisfy the following conditions:
The meaning of K0 = 1 is that the point (0, 0) which contributes one unknown p is included in the rule.
The following scheme gives an overall picture of the calculation. The details, which differ according as h is divisible by 3 or not and as m is even or odd, are given in subsequent sections.
1. Consider the system SUi of type III equations. 4. Iterate between 1(a) or 2(a) and 3 until the residuals involved vanish. 5. If the solution yields a 'good' rule, terminate the process. Otherwise introduce additional points (Section 6) and return to 1.
Sections 3 and 4 indicate the form of *Siv (<Siv) in the various cases. Section 5(a) gives an algorithm for solving Siv and »Si algebraically. Section 5(6) gives the form of iSin and the method of solution. Section 6 discusses the addition of points to achieve 'good' rules.
3. Detailed Description of all Calculations. For the solution of the system of equations, it is desirable to distinguish 2 cases : Case 1. l3 is divisible by 3. Case 2. l3 is not divisible by 3.
In the present paper, we computed integration formulas for m = 4, 5, 6, 7. For these values of m, Case 1 occurs only for m = 7 while Case 2 occurs for the other values of m.
Solution of the System of Equations for Case 1 (m = 7). Since K3 = Z3/3 for Case 1, the set of equations of type III consists of a system of l3 equations in the l3 unknowns c<, w,, z%, i -1, ■ • -, K3. After solving this subsystem, we must solve m -1 equations of type II (II'), each one of a different degree.
In this work, we chose as the m -1 equations of the set (2.3/fc), those for which j = 1, k = 1, 2, ■ ■ -, [n/2] -1. We call these equations type IV. There is a corresponding set which we call type IV whose relation to type IV is similar to the relation of type II' to type II. (b) to even. (We include this section for the sake of completeness, although this method was never used, since for to = 8, the attempt to solve the type III equations failed.) The solution is possible in only one way since Ki = Ki = m/2. The number of equations of type IV is to -1 and therefore this is a system in which the number of unknowns is one more than the number of equations. To solve these equations, we employ the following method: To one of the m unknowns from the set &,-, Vi, i = 1, ■ ■ -, Ki which we shall denote by x, we give an arbitrary value. With this value of x, we solve the to -1 equations for the remaining to Case 2 (to = 4, 5, 6) . For to = 4, the general scheme described below was not used, since in this case l3 = 1 and hence we could solve directly the set of equations of type II. We thus could solve the system with only one residual to be made zero while the general scheme would have required us to find the zeros of two residuals.
Solution of the System of Equations for
In Case 2, l3 is not divisible by 3 and therefore 3K3 > l3. Hence the set of equations of type III cannot be solved directly since the number of unknowns is greater than that of equations. Therefore, the minimal value of Ki (Ki) is [(to -l)/2]. For such a choice, Ki (KP) is uniquely determined and takes on its maximum value [m/2] . This follows since the total number of equations in the system is l3 4-2to and Ki (Ki) satisfies the requirement K0 + 3K3 + 2K2 + 2Ki = l3 + 2to (K0 = 1 for to odd and K0 = 0 for to even). Thus, for to odd, Kh K2 are uniquely determined, Ki -Kt -(to -l)/2, while for to even, there are two choices for Ki, K2:
Hence, we shall again distinguish between the cases to even and to odd. (a) to odd. The set of equations of type III has l3 equations in l3 -\-1 unknowns Ci, Wi, Zi, i = 1, • • -, K3. We assign to one of the unknowns, x, an arbitrary value and then solve the resulting system. We then proceed to solve the set of equations of type IV, which consists of to -1 equations in 2K2 unknowns, 6,-, v¡, i = 1, • • •, K2. Since Ki = (to -l)/2, this set can be solved. To complete the solution, we must solve the to 4-1 equations of type I where the unknowns are p, a,-, u<, i = 1, • • •, Ki. Since Ki -(to -l)/2, the number of unknowns, to, is less by one than the number of equations and hence we solve only m of the to 4" 1 equations. Denoting by D(x), the residual in the remaining equation, we proceed as before to solve D(x) = 0 by bisection.
(b) to even. This is the most complicated case, and as before, can be treated in two ways. The number of equations of type III is two less than the number of unknowns, and hence we choose two unknowns denoted x, y and assign them arbitrary values. Then we solve the set for the remaining l3 unknowns. We next choose Ki = (to -2)/2 (Ki = (to -2)/2) and solve set IV (IV). This set has to -1 equations in to -2 unknowns bi, vit i = 1, • • -, K2 (ait uit i = 1, • ■ -, Kp). Therefore we can only solve to -2 of the equations in this set and for the remaining equation, the equation of (2.3kj) corresponding to j -k = 1, (the corresponding equation of type IV), we compute the residual Di. There remains now to solve the to 4-1 equations of type I for the to unknowns a¿, u¡, i -1, • • -, Ki (bi, Vi, i = 1, • ■ -, Ki). Again we solve to of these equations and for the equation not satisfied, Eq. (2.1), we compute the residual D2. We thus have Di = Di(x, y) and D2 = D2(x, y) and it remains to find a point in the (x, y) plane so that Di = D2 = 0.
This method was used for to odd to compute the integration rule of degree 10 (to = 5). For to = 6, no point (xo, yP) was found for which Di(x0, yP) = Di(x0, yP) = 0. However, points were found for which Di(x, y) = 0 and Di(x, y) = 4 -4 £ at -4 £ 6,• -8 £ c, > 0 .
Hence, by the addition of the generator (0, 0) which contributes only one point to the integration rule, we could satisfy (2.1) by setting p = Di(x, y). This yielded an integration rule of degree 12. After n steps, we are left with the following system of n equations in the n unknowns Xi, ■ ■ ■, x":
where Qi is the symmetric polynomial of degree i in the n variables xi, • • ■, xn. The system (5.3) is a linear system of n equations in the n unknowns Qi, ■ ■ ■, Qn which can be solved by Gaussian elimination. Having computed the Qi, we now find the roots of the polynomial Pn(x) =xn+ ¿Z(-\)iQiXn-i .
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This yields the desired roots of (5.1), xi, ■ • -, .r".
To find values for pi, • • •, pn, we can substitute the values of xi, • • •, xn into (5.1) and solve a set of linear equations by the usual methods. However, it is possible to benefit from the special form of the system to compute the p¿ directly. At step n -1 in the reduction of system (5.1), we have equations of the form n-1 p".rn'(.T" -.r,)(:r" -xP) ■ ■ ■ (xn -xn-P = Tn-i -£ (-l),Q/">7V-i_4 where QPn) is the symmetric polynomial of degree i in the n -1 variables Xi ■ ■ -.r"_i. From this equation, one can compute the value of p", given the values of Xi, ■ ■ ■, xn. Since each pair pt, Xi has the same role in (5.1), we can compute all the p¡ by interchanging subscripts as follows :
where Qp3) is the symmetric polynomial of degree i in the n -1 variables xi, Xi, ', Xj-l, Xj+l, •, Xn.
By multiplying each equation of system (5.2) by A and subtracting it from the succeeding equation, we can bring (5.2) to the form of (5.1). We then have a system of 2n equations in 2n unknowns Xi, ■ ■ -, xn, pi, • • -, pn where pu = Pí(xí -A).
(b) The first stage in the solution of the original system of equations involves the solution of a set of type III. For to = 4, 5, 6, 7 the number of such equations to be considered is only 1, 2, 4, 6 respectively. This set results from the elimination of one equation of each degree from the set of type II. This elimination can be done in various ways. In our method, the following equations resulted:
ajk can be readily expressed in terms of the known values of I[x2sy2'].
By setting x( = wp + zp, p{ = d(wp -zp)wpzp, the to -3 equations of (5.4) for j = 1 take the form of (5.1) and can be treated as above. Knowing these values of x(, pit the to -5 equations of (5.4) for j = 2 are linear in the unknowns (wpzp) and readily solvable. For to = 6, 7, equations of type III exist for j = 1, 2 only so that we can get values of wpzp and wp 4-zp. By solving a quadratic equation, we find Wi, zt and then from p¿, we find c¿. For to = 5, equations of type III exist only îov j = 1. There are two equations and three unknowns. Hence as mentioned in Section 4(a), we take an arbitrary value for zx and solve for the other two unknowns. For to 2: 8, system III could not be solved by the above method nor was any other method found.
6. Additional Points. Since we were interested in 'good' integration rules with positive weights and with points within the region of integration, we added points to the integration rule in those cases where either a real solution did not exist or where the minimal rule had external points or negative weights. This yielded 'good' rules although with more than the minimal number of points. The addition of generators was done in such a manner as to minimize the total number of points in the rule as follows : (a) To rules which did not contain the generator (0, 0) it was added, thus adding only one point while contributing one free parameter. In rules which did contain (0, 0) it was replaced by a generator of type (v, 0) or (v, v) . This added three points while also contributing one free parameter.
(b) If step (a) was not successful, the following device was attempted for rules without (0, 0). Two generators of type (u, 0) or (v, v) were replaced by the generators (0, 0) and (w, z) . This increased the number of points by one, while remaining with a system of n equations in n unknowns. For rules with the point (0, 0), it and a generator of type (u, 0) or (v, v) were replaced by a generator of type (w, z). This added three points while again remaining with a system of n equations in n unknowns.
(c) If the above actions were unsuccessful, then the minimum number of additional points was 4. This occurred either by the addition of a generator contributing 4 points to the integration rule and 2 free parameters or by the exchange of a generator contributing 4 points by one contributing 8, yielding one free parameter. One could, of course, continue to add points in case of failure, at each stage adding a minimal number of points. However, there is a limit to this process insofar as it concerns the efficiency of the resulting integration rules. Since the product of two TO-point Gauss integration rules requires to2 points and is accurate for all polynomials up to degree 2to -1, only rules of degree 2to -1 requiring less than to2 points are of interest.
7. Summary of Integration Rules Computed, (a) For the square, the following rules were computed and are listed in Table 1 . For degree 9, a 'good' rule with the minimal number of points was found. This rule uses 20 points while the product Gauss rule of degree 9 requires 25 points. For degree 11, the minimal integration rule of 25 points had one generator exterior to the square. Upon the addition of 3 more points, a 'good' rule was found with 28 points while the corresponding Gauss rule has 36 points. For degree 13, no rule containing the minimal number of points was found. However, upon the addition of the origin, a 'good' rule with 37 points was computed. The corresponding Gauss rule consists of 49 points. Finally for degree 15, the minimal rule of 44 points had one exterior generator. A 'good' rule with 48 points was found as against 64 for the corresponding Gauss rule.
(b) For the unit circle, the following rules were computed and are listed in Table  2 . For degree 9, the minimal rule of 20 points had an exterior generator. A 'good' rule with 21 points was found. For degree 11, two 'good' formulas with 28 points, 3 more than the minimum, are given. For degree 13, the 'good' formula has 37 points as in the case of the square while for degree 15, the 'good' formula has the minimal number of points, 44. Some of these formulas, namely, the degree 9 formula with 21 points, a degree 11 formula, and the degree 15 formula are given in Krylov and Sul'gina [5] . They were computed in a different fashion and partial details are given by Mysovskih [9] . A different degree 9 formula with 21 points is given in [3] . ' (c) For integrals over the entire plane, two sets of rules were computed corresponding to the weight functions exp ( -(x2 -\-y2)) and exp ( -(x2 -\-y2)1 '2) respectively. For these weight functions, rules up to degree 7 are given by Stroud and Secrest [11] . For both weight functions, rules were computed for degrees 9 to 15 and are listed in Tables 3 and 4 . For degrees 9 and 15, the number of points required for 'good' rules was minimal. For degree 11, two 'good' rules are given in each case, requiring 28 points. For degree 13, rules using 37 points are given but in both cases one weight is negative. Since degree 13 is the most difficult case to compute, we did not pursue the matter further. 8. Examples. We tested the various rules for a square on four functions and compared the errors with those obtained by using Gaussian product rules. The results are listed in Table 5 where we have used the notation Mp to denote a minimal rule with p points and Gp, the product of 2 Gauss n-point rules. These examples seem to indicate that not only is a product Gauss rule of given degree superior to other formulas of that degree but also that in many cases, a Gauss rule of lower degree is equal if not superior to a minimal rule of higher degree. This is due to the fact that a product Gauss rule of degree n integrates exactly all monomials x'y1 for which i ^ n, j ^ n while the two-dimensional rules of degree n integrate exactly all monomials x*y3' for which i + j á n. Because of this, it turns out that the number of points in rules of comparable accuracy is about the same. In addition, all the rules were tested to see to what accuracy the polynomials, for which they were supposed to be exact, were integrated. Using the listed weights and abscissas and floating point arithmetic correct to over 18 decimal figures, we found the largest relative error to be less than 10~12. 
