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We observed the evolution of unstable fluid interfaces in experiments
on viscous fingering, pinch-off, and bouncing jets. If we can first identify
classes of universal behavior, then we can begin building a unified framework
to understand nonlinear processes.
We performed the first experimental test of the harmonic moments of
viscous fingering patterns, grown by injecting air into a thin layer of silicone
oil, which was confined between two closely spaced plates, called a Hele-Shaw
cell. We observed that the predicted decay of the moments was accurate within
our measurement uncertainty, which confirmed the predicted conservation of
the moments for zero surface tension. With greater forcing, the air bubble
will undergo a secondary tip-splitting instability, where the fingers of air fork
into two or more fingers. We discovered two selection rules for the changing
base width and the nearly invariant opening angle of fjords, which are the
regions of oil between the fingers of air. We then compared our experiments
viii
on viscous fingering with diffusion-limited aggregation (DLA), a model of un-
stable growth. We calculated that DLA and viscous fingering have the same
spectrum of singularities [called f(α)] within measurement uncertainty. Since
the spectrum is a global encapsulation of the growth dynamics and scaling
properties, we say that the two processes are in the same scaling universality
class. All of these results for viscous fingering are expected to apply to other
physical systems which approximate Laplacian growth, a model of an interface
where its growth rate is determined by the local gradient of a field φ obeying
Laplace’s equation ∇2φ = 0.
Next we present preliminary work on the experimental test of two pre-
dictions for flows in Hele-Shaw cells: 1) soliton-like behavior of two viscous
domains and 2) self-similar, universal pinch-off of an inviscid bubble in a vis-
cous liquid. Finally, we report our observations and analysis of a liquid stream
with constant viscosity (i.e. Newtonian) which rebounds from the free surface
of a moving bath. The stream bounces on a thin layer of lubricating air which
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This dissertation presents experiments on five interfacial phenomena:
the geometry of fjords in viscous fingering, the singularity spectrum of viscous
fingering and diffusion-limited aggregation (DLA), the evolution of the har-
monic moments of viscous fingering, non-capillary pinch-off of bubbles, and
the rebound of a viscous jet from a moving free surface.
The dissertation is based on work which has already been published in
four papers [86, 118, 136, 137] and Chapter 4 is based on a fifth paper which
is forthcoming. Because the published papers are readily available online,
the papers are not reprinted here. Instead the dissertation covers additional
material not in the papers, such as background material, experimental details,
additional results, and discussion of the relevance of the five phenomena.
1.1 Overview of viscous fingering
Viscous fingering is an interfacial instability that occurs during the
displacement of a viscous fluid by a less viscous fluid. Initially small distur-
bances on the interface that penetrate farther into the viscous fluid than the
surrounding interface will grow faster than the surrounding interface. These
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Figure 1.1: A ramified viscous fingering pattern grown in our experiments. Air
is the black domain, viscous oil is the white exterior domain. The diameter of
the pattern is 22 cm. The central black circle is not the air bubble, but rather
an artefact from the interface extraction algorithm (see Sect.3.2). Reprinted
with permission from Mathiesen, Procaccia, Swinney, and Thrasher [86].
disturbances are amplified to fingers that penetrate into the viscous fluid. A
growing finger can undergo a second instability where the tip of the finger
divides into two or more fingers. This tip-splitting instability can repeat to
create very ornate and complicated interfacial patterns, such as in Fig. 1.1.
Since its discovery in 1958 by Saffman and Taylor [121], there have
been over 700 papers published on viscous fingering. There have also been
many successes in explaining the different aspects of the problem [120]. For a
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survey of different experiments and an introduction to the basic mathematics
of viscous fingering, see [28]. There are many variations on viscous fingering
experiments. The less viscous fluid can be driven into the more viscous fluid by
injection or suction [102]. The interface of the two fluids can be perpendicular
or parallel to the flow [151]. The flow can happen within a porous media or a
Hele-Shaw cell [57, 77]. The two fluids can be miscible or immiscible [57, 107,
145]. The experiment can be contained by different geometries, such as the
rectangular [121], radial (Fig. 1.1) [102], sector [134], conical [95], spherical
[100], and cylindrical geometries. The two fluids can be Newtonian liquids
[121], non-Newtonian liquids [78], liquid crystals [18, 19], polymers [79, 153],
liquid He [46, 155], or reactive fluids [154]. Experiments can be done with or
without surfactants [79]. A variety of other parameters can be introduced,
such as rotation [22], gravity [57, 87], bubbles [87], etched grids [66], wires
[87], anisotropy [10], magnetic fields [44], substrate wetting effects [3], and
many others [87]. In addition, there is an extensive literature of mathematics
and theoretical physics that pertains to viscous fingering, such as problems
in electronic physics [2], string theory [76], conformal mapping [11, 132], and
integrable mathematics [68, 93].
Viscous fingering belongs to a larger class of problems called isotropic
Laplacian growth, which is discussed in Chapter 4. Laplacian growth is appli-
cable to a variety of physical situations, such as solidification [139], electrode-
position [80], bacterial colony growth [146], flame propagation [154], dielectric
breakdown (e.g. lightning, streamers, and sparks) [36], ionization fronts [90],
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doublets in directional solidification [67, 82], underground hydrogen storage
[103], drying water films [123], viscous sintering [30, 58, 70], and oil production
[71].
Viscous fingering occurs during secondary and enhanced oil recovery
[71]. Underground oil is pumped out of the ground often with air or water
replacing the oil. The interface between the oil and pumping fluid is unstable
when the less viscous, more mobile fluid replaces the more viscous, less mobile
oil from the porous rock. The less viscous fluids finger into the oil reservoir,
and once one reaches the extraction pump, the oil yield drops off quickly. A
better understanding of this mechanism that traps oil in porous media could
aid in developing procedures to increase the productivity and efficiency of oil
recovery from a reservoir. However, there is a large and controversial gap
between the real oil recovery procedures and the theoretical descriptions of
the physical processes. One step to bridge the two is to experimentally test
the assumptions and results of the theoretical literature. In this respect, the
Hele-Shaw cell is a useful tool as a laboratory model for porous rock, because
both flows are governed by Darcy’s law [53] (see Sect.4.1.1).
1.2 Apparatus
We conduct viscous fingering in two Hele-Shaw cells consisting of closely
spaced parallel flats; one has a radial geometry and one has a rectangular
geometry. These were built by Mitchell Moore and Eran Sharon and modified
by Olivier Praud. Details and machine drawings for these cells are available
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in Moore’s dissertation [96].
Figure 1.2 is a diagram of the rectangular cell with dimensions of 254
cm by 25 cm. The gap thickness was typically 0.0508 cm. For our experiments
in this geometry, the mirror was held fast and the camera viewed the center of
the channel’s length. Silicone oil and air were used as the working fluids. The
oil and air buffers equilibrated the pressure along the open edges of the cell.
The oil was withdrawn from the oil buffer with a syringe pump to keep the
injection rate of air constant. This boundary condition maintained a constant
average tip velocity during our experiments. Fluorescent bulbs were positioned
behind diffusive translucent plastic and below the rectangular cell to provide
uniform lighting for the experiments (Fig. 1.3). The oil-air interfaces were
imaged from above with a monochrome camera using a resolution of 1300 by
1030 pixels and a maximum frame rate of 12 frames per second. With this
lighting, the interface was a dark line on a bright background because of the
refraction of the interface.
Figure 1.4 is a drawing of radial cell with a diameter of 30 cm. It
essentially consists of two 6 cm thick telescope blanks separated by metal
shims, typically 0.0127 cm thick. The glass plates were clamped between an
aluminum vessel and an acrylic top plate. The aluminum vessel also served as
the container for the oil reservoir, which surrounds the plates and equilibrates
the pressure around the edge of the gap. A hole is drilled through the bottom
plate to allow the injection and withdrawal of fluid between the plates. Other
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Figure 1.2: An overview of the rectangular Hele-Shaw cell. Reprinted from















Figure 1.3: A cross-section of the rectangular Hele-Shaw cell. Reprinted from
the dissertation of Mitchell Moore [96].
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Figure 1.4: A cross-section of the radial Hele-Shaw cell. Reprinted from the
dissertation of Mitchell Moore [96].
(not shown in Fig. 1.4) and at the top of the reservoir.
An array of circular fluorescent bulbs were positioned above the radial
cell and provided lighting for the experiments. To make the illumination uni-
form, a tall cylinder of translucent plastic covered the experiment (Fig. 1.5).
The cylinder has a hole in the very top for a camera to view the cell. Two
cylinders were made by Moore and Sharon, one with a large diameter and a
large hole for the camera and one with a smaller diameter and a smaller hole
for the camera. The larger hole allowed for more flexibility in positioning the
camera, while the smaller hole cast a smaller shadow onto the middle of the
cell.
A third Hele-Shaw cell with a square geometry and four inlets was used









Figure 1.5: An overview of the radial Hele-Shaw cell with the lighting and
plastic cylinder in place. Reprinted from the dissertation of Mitchell Moore
[96].
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was built by Brooks. The square cell is described in Sect. 5.2.
1.3 Fjords in viscous fingering
We describe our experiments on viscous fingering of air into oil con-
tained in the radial and rectangular geometry. We concentrated on the fjords
of oil that separate fingers of air (Chapter 2).1 The experiments were mo-
tivated by theoretical work on zero surface tension Laplacian growth, which
identified the fjords as the fundamental unit of solutions for this highly unsta-
ble, nonlinear problem. Two robust selection rules were found for the proper-
ties of fjords: their changing widths and their invariant opening angles. Mark
Mineev-Weinstein developed the theory. Leif Ristroph and I conducted the
experiments. Leif wrote a undergraduate honor thesis with Harry Swinney
[117], which we used as the basis for our paper [118].
1.4 Harmonic measure of viscous fingering and diffusion
limited aggregation
Viscous fingering and diffusion-limited aggregation (DLA) are nonlinear
growth processes in a radial geometry that produce visually similar fractals
patterns. Since it is best not to trust our intuition in these often counter-
intuitive systems, we are interested in whether the visual similarity can be
1This section and Chapter 2 are based on an article in Physical Review E titled “Fjords
in viscous fingering: selection of width and opening angle” written by Leif Ristroph, me,
Mark Mineev-Weinstein, and Harry L. Swinney [118]. The paper can be downloaded from
http://link.aps.org/abstract/PRE/v74/e015201.
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confirmed quantitatively in a way that will address whether or not the physical
mechanisms of growth are also similar (Chapter 3). Some have argued that
because the viscous fingering interface grows in parallel and the DLA cluster
grows serially, the two patterns should have fundamentally different properties
[6]. Using data previously collected by Olivier Praud and his modifications
to the radial cell, I grew more fractal viscous fingering patterns. Mathiesen
and Proccacia measured the patterns’ harmonic measures (probabilities or
velocities of growth for each point on the interface), fractal dimensions, and
singularity spectra by constructing conformal maps of the final stage of growth.
This analysis resulted in strong evidence that the two growth patterns have
the same global geometric properties.2
1.5 Harmonic moments of viscous fingering
S. Richardson predicted that there are an infinite number of conserved
quantities for Laplacian growth with zero surface tension [94, 114]. Those con-
served quantities are harmonic moments, which are integrals over the viscous
domain of integer powers of z = x + iy, where x and y are Cartesian coordi-
nates in the complex plane. The harmonic moments are also called analytic
moments in other literature. The harmonic moments yield a special decompo-
sition of the potential field that is time invariant for the zero surface tension
2This section and Chapter 3 are based on a paper in Europhysics Letters entitled “The
Universality Class of Diffusion Limited Aggregation and Viscous Fingering” written by
Joachim Mathiesen, Itamar Procaccia, Harry L. Swinney, and me [86]. It can be downloaded
from http://chaos.utexas.edu/manuscripts/1161977332.pdf.
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problem. The time invariance has not yet been observed in experiments. Our
collaborator, Mark Mineev-Weinstein, has extended the theory of harmonic
moments to include the effect of surface tension (Chapter 4). He has calcu-
lated that the harmonic moments should decay at a rate which depends on
the shape of the interface. This powerful technique describes the dynamics of
the shape completely.
If we use viscous fingering as an example of Laplacian growth, this law
of motion for a viscous domain can be tested by tracking the interface evolution
of viscous fingering patterns in a Hele-Shaw cell.3 This requires accounting for
the oil wetting the plates of the Hele-Shaw cell and measuring the velocities
of each piece of each interface. After Alex Leshchiner, Harry Swinney, and I
conducted the experiments and analyzed the data, we successfully confirmed
Mark Mineev-Weinstein’s theory. This work determined that the harmonic
moment description of viscous fingering growth is physically realizable, robust,
and powerful.
The point of common interest is that the complicated nonlinear dynam-
ics in growth problems are difficult to describe and predict because of their
instabilities and singularities. Our method can describe the full dynamics and
predict the instantaneous change in moments given an interface with negligible
wetting. We used viscous fingering as a scenario to demonstrate the validity of
3This section and Chapter 4 are based on work that is in preparation as “Harmonic
moment dynamics in Laplacian growth” to be submitted to Physical Review E. The work
is being written by Alexander Leshchiner, me, Mark B. Mineev-Weinstein, and Harry L.
Swinney.
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the technique (a proof of principle) to completely describe a growth problem.
The law of dynamics for harmonic moments could also be applied to Laplacian
growth processes other than viscous fingering.
1.6 Pinch-off in a Hele-Shaw cell
In Chapter 5, we present our attempts to test two predictions from
the theoretical work on pinch-off problems.4 First, S. Richardson predicted
that after an expanding annulus of viscous liquid merges with a stationary
liquid drop, an identical drop will be deposited in the same place after the
annulus moves past the original location of the drop (Sect. 5.4) [116]. He
calculated that the viscous domains could pass through each other and that
their final shapes would not change if certain criteria are met. Second, Lee et
al. predicted that without surface tension an inviscid bubble surrounded by a
viscous liquid breaks into two bubbles in a manner such that the shape of the
interface near the breaking point is self-similar and universal (Sect. 5.3) [76].
Brooks Campbell built an experimental apparatus with only design
help from me, and he conducted experiments designed to test these predictions
(Sect. 5.2). These tests were motivated by the connections that would open
between physics and a large literature of existing theory, which has not been
verified experimentally. Moreover these tests can provide useful understanding
for applications to the extraction of oil from underground reservoirs, which is
4This section and Chapter 5 is based on work with Brooks Campbell. His thesis can be
downloaded from http://chaos.utexas.edu/manuscripts/1196733333.pdf.
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an industrial problem of great power and effect (Sect. 5.3 and 5.4). Pinch-off
occurs during the recovery of oil from wells. If the predicted phenomena exist,
another possible mechanism responsible for the trapping of oil in porous rock
will be observed.
1.7 Bouncing jet
The collision of two fluid bodies most commonly results in the two bod-
ies merging together. However, I discovered that a falling viscous liquid stream
can bounce off the free surface of a bath of the same liquid if the bath is moving
horizontally with respect to the falling stream (Chapter 6).5 A good introduc-
tion to the bouncing jet phenomenon is [137]. Movies of the phenomena are
available at http://pof.aip.org/pof/gallery/2007toc.jsp.
Similar falling streams have been seen to bounce off a bath but only
with non-Newtonian liquids (i.e. for fluids with viscosities that depend on
shear rate) [64, 142], while the phenomenon we report occurs for Newtonian
liquids. Sunghwan Jung, Yee Kwong Pang, Chih-Piao Chuu, Harry Swinney
and I used silicone oil in our experiments; mineral oil and cooking oil also
5This section is based on my previously published paper “Bouncing of a jet off a
Newtonian liquid surface” Phys. Fluids 19, 091110 (2007) written with Sunghwan Jung
and Yee Kwong Pang and Harry L. Swinney [137]. This paper can be downloaded
from http://link.aip.org/link/?PHFLE6/19/091110/1. I have also published an arti-
cle “Bouncing jet: A Newtonian liquid rebounding off a free surface” with Sunghwan Jung,
Yee Kwong Pang, Chih-Piao Chuu, and Harry L. Swinney in Physical Review E [136].
This paper can be downloaded from http://link.aps.org/abstract/PRE/v76/e056319.
In 2005, I wrote a Master’s thesis on the bouncing jet “A Liquid Stream Bouncing off a
Moving Liquid Bath [135].” This thesis can be downloaded from http://chaos.utexas.
edu/manuscripts/1193518381.pdf.
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Figure 1.6: Jet bouncing spontaneously as the flow rate Q rapidly decreases.
Conditions: µ = 361 mPa s, H = 4.2 cm, and Vbath = 5.2 cm/s. The rela-
tive times of each image are 0, 0.46, 0.66, 0.71, 0.82, and 0.90 s. The white
splotches below the surface are bright reflections from the aluminum back-
ground. Reprinted with permission from Thrasher, Jung, Pang, and Swinney
[137].
Figure 1.7: Jet’s dependence on bath velocity Vbath. Conditions: µ = 361
mPa s, Q = 0.24 cm3/s, and H = 4.2 cm. Reprinted with permission from
Thrasher, Jung, Pang, and Swinney [137].
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Figure 1.8: Double bouncing jet. Conditions: µ = 106 mPa s, Q = 0.35 cm3/s,
H = 5.0 cm, and Vbath = 15.7 cm/s. Picture taken by me. Reprinted with
permission from Thrasher, Jung, Pang, and Swinney [137].
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bounce. The enabling mechanism for the bouncing is a thin, lubricating layer
of air that separates the bouncing jet from the bath. The shear between the jet
and the bath replenishes the film of air. The jet and the bath do not mix while
bouncing, and the bouncing jet can be unsteady and stable. In Figs. 1.6 to 1.8,
a stream of silicone oil with a flow rate Q and a viscosity µ falls from height H
to a bath of the same liquid, which is moving to the right with velocity Vbath.
Figure 1.6 shows a stream spontaneously begin to bounce after a decrease
in the flow rate. The fluid above and below the surface is visible with the
surface being the dark, horizontal line. Before the jet bounces, it entrains a
cylindrical film of air into the bath. The contrast in the image is provided by
the refraction at the surfaces of the air film. As the flow rate decreases, the
length of the entrained film decreases until the jet bounces. Figure 1.7 shows a
nearly vertical rebound at a small bath velocity and more oblique rebound at
a larger bath velocity. Figure 1.8 shows a jet bouncing twice. Liquid streams
are able to bounce in a broad range of experimental parameters. This makes




Selection rules for fjord geometry
The first selection rule for viscous fingering was reported by Saffman
and Taylor in 1958 [121]. In their experiments, a channel consisting of two hor-
izontal plates was filled with a viscous oil and then air was injected between
the plates. In this way, a viscous finger was grown in a Hele-Saw cell. At
very low injection rates, the finger was almost the entire width of the channel;
nearly all the oil was replaced by air. As the injection rate increased, the width
of the finger decreased. Asymptotically, the width of the finger approached
about one-half of the channel width. Saffman and Taylor carried out a comple-
mentary analysis to attempt to explain why the width was one-half. Making
several approximations, they arrived at a family of curves for the finger shape
with a continuous parameter for the finger width relative to the channel width
ranging from 0 to 1. One of the curves was the asymptotic shape observed
in experiment, but they didn’t know why it was that particular curve. This
proved to be a difficult problem; it was twenty-three years until Saffman and
McLean used computations to isolate that it was the introduction of surface
tension, taken to be zero in the original Saffman-Taylor analysis, that selected
for the one-half width [88]. Another ten years of detailed studies confirmed
this result theoretically [126].
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This chapter reports the search and discovery of two more selection
rules. The new rules are simple, applicable to nearly every viscous fingering
pattern, and can be tested in many other systems.
2.1 Geometric selection rules
Selection is a recurring theme in the study of the growth of interfaces
in nonlinear pattern formation. Selection arises when a physical situation
is represented by a set of simplified growth equations and several different
solutions exist where in experiments only one of the solutions is observed.
Why is this one solution observed, while the other, equally plausible solutions
are not? The influence that breaks this degeneracy is called the selection rule.
For instance, electromagnetic dipole transitions follow a set of selection rules,
which conserve angular momentum [122]. Phonons in crystals obey a set of
selection rules because of symmetry [105]. There are selection rules for nuclear
spin transitions [140] and the size distribution function of the minority phase
in two-phase mixtures (Ostwald ripening) [89]. We can ask, “Why does plant
growth often exhibit numbers from the Fibonacci sequence?” But we do not
mean to imply that nature has a choice. Instead in our simplifications we have
overlooked a crucial piece. Usually this rule comes from the wavelength of
the fastest growing mode, the conservation of some relevant physical quantity,
a minimization of an energy, a maximization of a relevant quantity (such as
density), a principle of least action, or a stability criterion, such as in the
parabolic tip of solidification [14, 74].
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Some selection rules are rigid, while others are only rules of thumb. For
example in simulations and analysis, the effects of surface tension cause a finger
of half-width to be chosen from fingers of all widths, but in experiments of
increasing injection rate, the observed width overshoots the half-width solution
to about 0.43 of the channel width, because of another factor: the wetting film
left on the plates [131].
We are concerned with selection rules that dictate how shapes develop
during viscous fingering. Specifically, we searched for selection rules not in the
well studied fingers but in the less studied fjords (Fig. 2.1). Fingers are the
intrusions of less viscous fluid into the more viscous fluid, and fjords are the
complementary strips of more viscous fluid left behind the growing front. Of
the hundreds of papers on viscous fingering, only a few address fjords. The
fjords can be seen as fingers of the more viscous liquid. These features are
named after the flooded, glacial valleys in Norway that are long, narrow inlets
of water with steep walls.
Two selection rules were found for the fjords. The fjord base width
was measured to be one-half of the most unstable wavelength on the growing
interface. This selection rule was predicted and explained. The fjord’s open-
ing angle was measured to be 8.0◦ ± 1.0◦ for a wide range of experimental
conditions. This was unexpected and is a challenge for theoretical physics as
no explanation has been found so far. This research appears as “Fjords in
viscous fingering: selection of width and opening angle” in Physical Review E







Figure 2.1: A finger and a fjord is labeled on a viscous fingering pattern grown
at low forcing in our radial Hele-Shaw cell. Air is the black domain, viscous




These selection rules are the first to be reported for viscous fingering
patterns since Saffman and Taylor’s original paper in 1958 [121]. They are
simple, counter-intuitive, and hold for a wide range of parameters. Previous
studies have grown ramified patterns but examined different properties, such
as the pattern densities and the scaling between different measures [148].
The possible applications of these new selection rules to other growth
problems should be explored, especially if the problem can be modeled as
Laplacian growth. For example, consider the multibranched structures of a
crystal in a material with low anisotropy (Fig. 2.2) and the structures that
evolve in a reaction-diffusion system (Fig. 2.3). Our discovery of two new
selection rules provides strong motivation for precision experiments and the-
oretical analyses to characterize a broad variety of systems and to determine
similarities and differences in the growth processes.
1Leif Ristroph also wrote an undergraduate Honors thesis entitled “Fjord geometry in
viscous fingering [117].”
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Figure 2.2: Consider the possible opening angle and fjord width for this sea-
weed structure grown along a crystalline orientation with low surface tension
anisotropy. The white line indicates the solid-liquid interface. The solid grows
upwards into the undercooled melt. The thermal gradient is 18 K/cm, the
concentration is 0.25% succinonitrile-poly(ethylene oxide), and the growth ve-
locity is 2.71 µm/s. Reprinted with permission from Utter and Bodenschatz
[138] Fig. 2(b). Copyright 2002 by the American Physical Society.
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Figure 2.3: Another system to search for corresponding selection rules. Seg-
mented spirals in a BZ-AOT ME. Stroboscopic composites (c and d) show
trajectories built from spiral segments (a and b). (c) Superposition of snap-
shots taken every 50 s of segments of spiral turns initially closest to the cores.
(d) Summation of c and trajectories of segments of the second turn of the
spiral at the upper right. White corresponds to higher concentration of batho-
ferriin in (a) and (b), and marks overlapping trajectories in (c) and (d). Frame
size 3.72 mm by 4.82 mm. Time between (a) and (b) is 66 s. Reprinted with
permission from Vanag and Epstein [141].
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Chapter 3
Harmonic measure of viscous fingering and
diffusion-limited aggregation
This chapter compares the singularity spectrum of two growth pro-
cesses: viscous fingering and diffusion-limited aggregation. It is also a demon-
stration of a computational technique to determine the singularity spectrum
for large interfacial patterns. While similar experiments have been conducted
before and the analysis technique is not new, the coupling of the powerful
analysis tool and the unprecedented scale of the experiments is new. The
technique constructs the conformal map from the exterior of the unit circle
to the exterior of a highly complex, experimental interface. Most other meth-
ods, including the Schwartz-Christoffel transformation [127], cannot match the
convergence of our method or the size of patterns that can be analyzed using
our method. Many systems produce complex interfaces during their evolution,
and this technique could be applied to most of these interfaces.
The details are presented in a previously published paper entitled “The
universality class of diffusion limited aggregation and viscous fingering,” which
appeared in Europhysics Letters [86]. This chapter presents background ma-





Diffusion-limited aggregation (DLA) is a simple procedure to assemble
a collection of particles. A particle, released far from the origin, undergoes
a Brownian walk until it collides with a fixed seed particle at the origin and
becomes immobile. In the same way, particles are released one at a time and
stick to the growing aggregation, producing a branching, dendritic scaffolding
(Fig. 3.1).
Originally this model was created to mimic the condensation of a metal
vapor onto a substrate [149], but it also simulates the basic mechanisms of
many unstable physical situations, including electrodeposition [69], dielectric
breakdown [97], bacterial growth [45], sputter-deposition of thin films [41], and
reactive erosion [32]. DLA has also simulated stable displacement in porous
media by using an anti-DLA process, where random walker annihilates the
pattern at the place of sticking [104]. Exact physical analogues of DLA have
been proposed, including thin gap electrodeposition [69] and viscous finger-
ing in a Hele-Shaw cell (with the appropriate averaging of the aggregate to
smooth the skeletal patterns into continuous interface) [4, 15]. The relation-
ship between DLA and viscous fingering in a Hele-Shaw cell is the subject of
this chapter, and several tools for analyzing these patterns are presented next.
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Figure 3.1: A diffusion-limited aggregate with 5×107 particles. Made by Ellak
Somfai and appearing in Mathiesen, Procaccia, Swinney, and Thrasher [86],
used with permission.
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3.1.2 Harmonic measure and conformal mapping
For DLA, the harmonic measure is the probability of a random walker
to diffuse from infinite distance and collide with a location on the existing
aggregate [61]. For viscous fingering, the harmonic measure is the velocity (up
to a normalization factor) that a piece of the interface will grow, or equiva-
lently, it is the probability measure of the pressure gradient field surrounding
a viscous fingering pattern. Large DLA clusters and viscous fingering patterns
can have regions of very small harmonic measure. For a DLA cluster of 3×104
particles, the harmonic measure can be 1025 times smaller at the back of deep
fjords compared to the tips of fingers [85]. For a DLA cluster of 5 × 107, the
probability to hit the back of a fjord can be as small as 10−70 [109].
For the present work, we calculate the harmonic measure from the
conformal map of the growth pattern. Most simply, a conformal map is a
mathematical function which preserves angles. The construction of a confor-
mal map from the exterior of the unit circle to the exterior of an arbitrarily
complicated line was developed by Bouchbinder, Mathiesen, and Procaccia
[16]. It involves first modifying the unit circle with a semicircular bump and
then mapping this back to the exterior of the unit circle. These semicircular
bumps are incorporated repeatedly in this fashion to build up the arbitrary
viscous fingering pattern. The method we used was developed by J. Mathieson
and I. Proccacia and the details of the calculation of the harmonic measure
and conformal map are in our Europhysics Letter [86].
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3.1.3 Box-counting dimension
Another property of our growth patterns is the fractal dimension. There
are many kinds of dimensions which can be calculated [56]. The simplest of
the methods will be presented here. Fractal objects have non-integer values of
dimension. Often we know that an object’s dimensionality lies between two
integers. For example, the Sierpinski gasket (Fig. 3.2) has more dimensions
than a line but it does not fill the entire plane; the dimension is somewhere
between 1 and 2.
One method to quantify the dimension more accurately is the box-
counting method. The first step is to count the minimum number of boxes
with side length R needed to entirely cover the object in question (Fig. 3.3). If
the object has a dimension between 0 and 1, then the boxes are line segments.
If the object has a dimension between 1 and 2, then the boxes are squares,
etc. Then the side length is changed and the number of boxes counted again.




then D0 is the object’s dimension. For real data, the limit R → 0 can only
be approximated because of the presence of noise and the limits of resolution.
Therefore to measure D0 a range of box sizes must be chosen to calculate
the slope of log(N(R)). The choice of the range can introduce error into the
measurement of D0.
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Figure 3.2: Sierpinski gasket, a fractal object created by successively removing
the inner triangle formed by the connection of the midpoints of the closest line
segments. The subunits of the fractal are the same as the original pattern.
Figure 3.3: A viscous fingering pattern subdivided by a grid of boxes, used
in the box-counting method of calculating fractal properties. This image was
created by Harry Swinney and Olivier Praud, used with permission.
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3.1.4 Long time asymptotics and the dense branching morphology
The fractal dimensions of DLA and viscous fingering patterns have been
studied before [108], and it appeared at first that the dimensions depended on
the size of the cluster and the geometry in which it was grown [33]. The argu-
ment was that DLA is not really a fractal, because the lengths scale differently
depending on the size of the cluster. But Somfai, Sander and Ball presented
evidence that scaling of lengths in DLA is due to a slow crossover with increas-
ing cluster size which can account for the observed differences [130]. And it
was later shown that the dimension of DLA is the same for both the channel
and the radial geometries [129].
The long term asymptotics of viscous fingering patterns has also been
a puzzle, though for different reasons. For a growing pattern, surface tension
stabilizes the interface and smooths out regions of high curvature. At the same
time, the interface is unstable and some noise on the interface is amplified to
macroscopic features. The question is “Will the instability win or will surface
tension win?” For constant pressure boundary conditions, the velocity of the
farthest tip is a constant until the tip approaches the edge of the experimental
cell [108]. Under these conditions, the patterns are asymptotically fractal
by several measures, including the box-counting dimension and an angular
measure of the growth regions [108]. However, Yeung and Jasnow claimed
that for constant pumping rate boundary conditions in a circular geometry,
the growing pattern will not be a fractal at long times [150]. For constant flux,
the farthest tips are slowing down as the average radius of the pattern grows.
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The experimental patterns that the two authors present are from Ben-Jacob
et al. and demonstrate what is called the “dense branching morphology” (left
image in Fig. 3.4) [9]. In fact, Ben-Jacob et al. observed the dense branching
morphology for viscous fingering patterns grown with both constant pumping
rate and constant pressure [9]. From my estimates based on the description
of their experimental apparatus, the deflection of the Hele-Shaw plates was
comparable to the gap between the plates. Mickey Moore saw similar dense
branching patterns in experiments conducted with an early Hele-Shaw cell
that bowed greatly under the pressure of the injected fluid. In a more rigid
apparatus where the gap thickness changes less than a few percent under the
maximum pressures tested, dense branching morphology was not observed,
which suggests that the changing gap thickness could account for the different
morphology between the two patterns in Fig. 3.4. The right image in Figure
3.4 shows a typical pattern grown at constant pumping rate in our radial
Hele-Shaw cell with very little plate bending.
3.1.5 Singularity spectrum f(α)
A multifractal can be thought of as the intersection of many fractals of
different dimensions that creates a single pattern [56]. To extract all the scal-
ings from such a pattern, the previous box-counting procedure for calculating
D0 needs to be modified [52, 54].
If an object is divided into boxes of size L, the fractional area (or
probability) that is filled in each box i is pi(L) = Ai/A, where Ai is the area
31
Figure 3.4: Left: The dense-branching morphology of air into glycerol at a
pressure of 100 mm of Hg and a plate spacing of 0.5 mm. The Hele-Shaw
plates are 58 cm in diameter. Right: A typical viscous fingering pattern grown
in our radial cell with a nominally constant pump rate of 1/30 cm3/s and a
diameter of 19 cm. The figure on the left was reprinted with permission from
Fig. 1(a) of Ben-Jacob et al. [9]. Copyright 1986 by the American Physical
Society.
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that the pattern occupies inside of the box i and A is the total area of the box.




pi(L) ∝ Lαi , (3.2)
where αi is the scaling exponent for that point (also called the singularity
strength). Next we count the number of boxes with a scaling exponent between
α and α + dα and call it F (α)dα. Assuming that F (α)dα scales with L, the
singularity spectrum can be defined as f(α), where
F (α) ∝ L−f(α). (3.3)
This definition follows Halsey et al. and Hilborn [52, 56]. The maximum of
the f(α) spectrum is the box-counting dimension D0 [56]. A discontinuity in
f(α) indicates a “phase transition,” analogous to thermodynamics, where a
distinct change in the dynamics is observed [25, 50].
To calculate the singularity spectrum, we are performing two box-
counting steps. First we count to find the local scaling of each point, then
we count to find the dimension of all points which share the same local scal-
ing exponent [48]. For viscous fingering, large α exponents correspond to the
fjords (low growth probability), and small α exponents correspond to the tips
(high growth probability).
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Figure 3.5: An unprocessed image of a typical fractal growth pattern. The
bubble is 22 cm in diameter.
3.2 Experimental notes
Experiments growing fractal viscous fingering patterns were performed
in the radial Hele-Shaw cell described in the Introduction (Chapter 1) with a
gap thickness of 0.127 mm ± 0.13 µm. The radial cell was modified by Olivier
Praud to maintain a constant pressure difference between the center of the air
bubble and the surrounding oil reservoir. The gap was carefully leveled by
recording the slow drift of air bubbles between the plates. Data existed from
a previous study by Olivier Praud and Harry L. Swinney reported in [108]
with a viscosity of 345 mPa s and a pressure difference from 0.1 to 1.25 atm.
I performed additional experiments with oil of a viscosity of 50.8 mPa s and
pressure differences ranging from 0.1 to 0.6 atm.
Figure 3.5 is a raw image showing a viscous fingering pattern growing
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in the radial Hele-Shaw cell. The air is the light region and the oil is the
dark region. The white exterior is the cylindrical light diffuser covering the
experiment. High resolution images were desired, so the camera’s lens was
zoomed so that the largest bubble size took up as much as possible of the
camera’s field of view. Care was taken that the images were not blurred by the
fast motion of the interface, especially at the tips of the fingers. Determining
the location of the interface is less accurate and more difficult for blurred tips.
To accomplish this, the camera’s settings were adjusted for each particular
experiment, depending on the interface speed. The lens focus and aperture
were set manually for the best contrast between the oil and air regions. Using
the DVC Camera Control Panel program, the exposure time was set as short as
possible (to allow for the greatest frame rate and the sharpest interfaces) with
a light level still adequate for proper contrast. The narrow diffuser cylinder
had a small hole for the lens which caused a small dark spot in the center of
the cell. The area within the dark spot had little contrast at the interface and
had to be discarded before extracting the location of the interface. The scale
of the image was measured from the size of the white central needle valve,
which is 0.618 cm and ranged from 29 to 70 pixels. The measurement was
accurate within ± 1 pixel.
The interface was the dividing line between air and oil (Fig. 3.6). The
radii of the patterns were grown as large as possible in our experimental cell.
However, we restricted our study to patterns with no instances of pinch-off
(Fig. 3.7) [148], because the effect of pinch-offs on the fractal dimension is
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Figure 3.6: The line of the interface was extracted from the images by locating
the steep change in intensity between air (light area) and oil (dark area). The
image is a closeup of the upper left corner of Fig. 3.5.
unknown. For the same experimental conditions, some growth series would
have pinch-off events, while others would not; the occurrence of this process
depended sensitively on the initial noise conditions. No differences were ob-
served between patterns far from pinch-off and patterns with no pinch-off
events that were nonetheless close to pinch-off [108, 144].
As a consistency check, the fractal dimension for 50.8 mPa s and 345
mPa s viscous fingering patterns was measured to be 1.71 ± 0.02, consistent
with the previously found D0 = 1.70 ± 0.02 [108]. The box-counting method
was also confirmed on a Sierpinski gasket, which has an exact solution for the
fractal dimension of log(3)/log(2) ≈ 1.58496. The dimension of the gasket was
measured to be 1.50 to 1.58, depending the exact range of box sizes over which
the scaling was calculated. As in previous studies, the box-counting dimension
was consistently below the real value.
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Figure 3.7: Image sequence of pinch-off occurring to the right of the needle
valve. Successive frames are separated by 1/12 s. The circular white needle
valve is 0.618 cm in diameter. The faint, irregular spots are oil films on the
top of the acrylic window.
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3.3 Summary of results
Figure 3.8 summarizes the results of this study. The singularity spectra
for viscous fingering patterns and DLA are the same within the uncertainty.
The curves are averages of the f(α) curve calculated for many realizations
of growth patterns. The large α exponents correspond to regions of slow
growth (i.e. the fjords), and small α exponents correspond to regions of high
growth (i.e. the finger tips). The spectra were measured for two sets of
viscous fingering patterns. One set of patterns were grown in a silicone oil of
viscosity µ = 50.8 mPa s and the other set was grown with µ = 345 mPa s.
To confirm the spectra of viscous fingers, 106 random walkers were released
and where they struck the pattern’s interface were tallied. This sampled the
most probable regions of the interface and confirmed our calculations for the
singularity spectrum of the harmonic measure near the tips of the fingers. For
more details, see Mathiesen, Procaccia, Swinney, and Thrasher [86].
3.4 Scaling of area with perimeter
We performed another series of experiments to observe if different
boundary conditions affect the growth properties of fractal viscous fingering
patterns. The two most common boundary conditions are constant pressure
difference and constant pumping rate. The experiments described above were
conducted at constant pressure difference ∆p from 0.1 atm to 1.25 atm. More
experiments were completed at constant pumping rates Q, using a syringe
pump to extract oil at a particular rate from the buffer. In the constant
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Figure 3.8: Left: Singularity spectra f(α) for the harmonic measure of the
viscous fingering patterns and DLA. The spectra are averages over many pat-
terns. Curve (a) is for 15 bubbles of viscosity µ = 345 mPa s. Curve (b) is
for 15 bubbles of viscosity µ = 50.8 mPa s. Curve (c) is the f(α) spectrum
for DLA clusters with more than 5 × 107 particles. Left: A close-up of the
left-hand side of the spectra, where the probability of growth is largest (i.e. on
the finger tips). The spectra are consistent with results obtained by releasing
106 random walkers and averaging where they strike the experimental viscous
fingering patterns. The error bars are for viscous fingering data labeled (a).
Reprinted with permission from Mathiesen, Procaccia, Swinney, and Thrasher
[86].
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pumping rate experiment, the radial cell was filled with silicone oil of viscosity
of 50.1 mPa s and the gap thickness was 0.127 mm.
We decided to measure the scaling of area A of the bubble versus the
perimeter P of the bubble (A ∝ P β). Many other studies have measured
the different scalings of DLA and viscous fingering growth patterns [43, 124,
148]. Wiggert and Maxworthy measured the scaling of area with perimeter for
rectangular viscosity fingering experiments to be between 1.26 to 1.42 [148].
Fast and Shelley measured the scaling of area with perimeter of a simulated
viscous fingering pattern to be β ' 1.45 for large clusters. When the scaling
stabilized, they decided it was asymptotic; however, there does not appear
to be any agreement on how to measure whether or not a viscous fingering
pattern is asymptotic. At least three different methods have been proposed:
1. the unscreened angle approaching a constant distribution [108]
2. the fraction of air in a small annular section at some radius starts high
and approaches 0.6 [134]
3. the scaling of area with perimeter becomes 1.45 [43].
My preliminary results show a difference between the two conditions,
which implies that asymptotic conditions are different for each boundary condi-
tion. Figure 3.9 shows two typical growth series for constant pressure difference
and constant pumping rate. Figure 3.10 shows the measured scaling exponent
as a function of forcing. For the constant pressure difference experiments, the
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Figure 3.9: Area A scales with perimeter P as a power-law. Left: A typical
growth series for constant pressure difference, β = 1.04. The straight line
plotted over the data shows the range over which the slope is computed. Right:
A typical growth series for constant pumping rate, β = 1.48.
forcing parameter is the capillary number, where the velocity is measured from
the farthest tip. To facilitate a comparison with Fast and Shelley, the capillary
numbers were calculated in the same way as in [43], Ca = (12µ/b2)(V/σ)R20,
where R0 was the radius of the slightly perturbed initial bubble in the simula-
tion. To compare their simulations with our experiments, the velocity V of the
farthest point of the experimental interface was measured when the average
radius of the bubble R0 was 2 cm. For the constant pumping rate experiments,
the forcing parameter is the pumping rate. As the figures show, the scaling
exponents for the constant pressure difference experiments are constant within
uncertainty for different forcing, while the scaling exponents for the constant
pumping rate experiments decreases as forcing increases. If to compare the
scaling exponents of high forcing for two boundary conditions with each other,
they are within uncertainty the same. The data at low pumping rate had a
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Figure 3.10: The scaling exponents for different boundary conditions. Top:
The patterns grown at a constant pressure difference have the same scaling
independent of the magnitude of the forcing within uncertainty. A scaling
exponent of one would be a linear relationship between the capillary number
and the perimeter. The uncertainty is mostly from the measurement sensitiv-
ity of the scaling exponent with the range over which the slope is computed
(see Fig. 3.9). The data points on the left are from different bubbles but the
same viscosity and pressure difference (µ = 50.8 mPa s and ∆p=0.2 atm).
The difference in the capillary number for two experiments at the same con-
ditions is most likely because the pressure gauge was not accurate at lower
pressure. Bottom: Patterns grown at a constant pumping rate have different
scaling exponents, depending on the level of the forcing. Capillary numbers
are measured when the bubble had a radius of R0 = 2 cm.
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particularly high scaling exponent, but this regime of low capillary number is
not represented in the data taken at a constant pressure difference.
However, these are preliminary results. Without a thorough and sys-
tematic study, it is not possible to rule out other factors that might contribute
to the apparent difference between constant pressure difference and constant
pumping rate. For example, the pumping rate of the syringe pump and the
actual pumping rate in between the plates might be different because of air
bubbles in the cell or flexibility of the pipes.
43
Chapter 4
Dynamics of harmonic moments in Laplacian
growth
4.1 Introduction
The different patterns created by non-equilibrium interfacial processes
exhibit a rich variety of geometric properties [29, 49].1 Their growth is often
unstable. Examples include crack propagation, fluid-fluid interface dynamics,
and crystal and biological growth. Despite the very different growth mecha-
nisms, these systems often display similar behaviors, such as fractal interfaces,
power-law scaling, and selection rules. These universal features inspire the
hope that there is a common description which can account for the similari-
ties. Significant discoveries in physics, new mathematical methods, and even
new branches of science (e.g. fractal geometry [84]) have resulted from the
study of these universal features, which have attracted a great deal of atten-
tion particularly during last 30 years [29, 49].
1This section is in preparation by Alexander Leshchiner, me, Mark B. Mineev-Weinstein,
and Harry L. Swinney as “Harmonic moment dynamics in Laplacian growth” to be sub-
mitted to Physical Review E. Mark Mineev-Weinstein developed the theory, I modified the
experimental apparatus, Alex and I ran the experiments, Alex and I wrote the Matlab code
for the analysis, all four of us discussed the data and wrote the paper.
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4.1.1 Laplacian growth in viscous fingering
The simplest process leading to unstable universal patterns is Laplacian
growth, which is the growth of an interface driven by the local gradient of a
potential field φ that obeys Laplace’s equation∇2φ = 0. The simplest example
of the Laplacian growth is viscous fingering in the Hele-Shaw cell. We will
use viscous fingering as an archetype of Laplacian growth to experimentally
test a theoretical prediction of Mark Mineev-Weinstein. Figure 4.1 shows
four viscous fingering patterns grown in the radial Hele-Shaw cell described
in Sect. 1.2, where viscous silicone oil is displaced by air between two closely
spaced parallel plates. As oil is removed from a buffer surrounding the plates,
air enters between the plates through a central hole in the bottom plate.
As the air bubble expands, its interface is unstable. The depth-averaged
velocity v and pressure p are related via Darcy’s law [72]
v = − b
2
12µ
∇p (in oil), (4.1)
where b is the spacing between the plates and µ is the oil’s dynamic viscosity.
The velocity in the air domain also obeys Darcy’s law, but since the viscosity
contrast between the oil and air is so large, the air is almost inviscid and any
small pressure drop in the air is neglected. The velocity components normal
to the interface of the two fluids coincide [72], hence
V = − b
2
12µ
∂np (at the interface), (4.2)
where ∂n is the normal component of the gradient. The process is called
Laplacian because, assuming that the oil is incompressible (∇ · v = 0), the
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Figure 4.1: Controlling the viscous fingering instability, images of four air
bubbles with different growth conditions. Each box is 13.85 cm wide. Bubble
(a) was grown at a constant pumping rate of 0.52 mL/min. Bubbles (b),(c)
and (d) were grown with varying pumping according to Bataille formula (4.21).
See Fig. 4.3 for pumping details of bubble (b).
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pressure field is a harmonic function
∇2p = 0 (in oil). (4.3)
Equations 4.1-4.3 must be supplemented by a pressure condition at the
interface and a boundary condition for the pressure at infinity to completely
formulate the problem. The pressure jump across the oil-air interface was















where κ is the local curvature of the interface in the horizontal plane. The
first term of the pressure jump is the traditional pressure condition p = −σκ
[121] corrected by Park and Homsy to include a factor of π/4. The second
term accounts for the thin wetting layer of oil left behind on the glass plates
of the Hele-Shaw after the interface advances. The faster the interface travels,
the thicker the film that is deposited and the larger the correction term is
[73, 101, 133]. The predicted thickness of the film was experimentally confirmed
by Tabeling and Libchaber for 6× 10−4 < µV
σ
< 3× 10−3 [131]. This film can
be seen as interference fringes on the images in Fig. 4.1, because the interface
is slowing down as the bubble expands, leaving a successively thinner film.
In the radial geometry, the asymptotic pressure boundary condition in
the oil far from the interface is
p = −3µQ
πb2
log(x2 + y2) (for x2 + y2 →∞), (4.5)
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where Q is the pumping rate (the rate of area growth), which may depend
on time. This system of equations (4.1-4.5) constitutes 2D viscous fingering,
which is the prototype of Laplacian growth.
Laplacian growth is one of the famous classical free-boundary problems
[47, 68]. Being a highly unstable, dissipative, non-equilibrium, and nonlinear
process, it produces universal patterns [118, 121, 126]. It occurs in many phys-
ical systems and is known by different names, such as crystal growth, amor-
phous solidification [74], electrodeposition [26, 125], bacterial colony growth
[8], diffusion-limited aggregation (DLA) [149], motion of a charged surface in
liquid Helium [155], and fractal growth (of the DLA type) in a viscous medium
[108]. Many features are still unexplained, despite long effort and full knowl-
edge of the laws of physics standing behind the process. There are thousands of
articles (theoretical, experimental, and computational) devoted to Laplacian
growth if one counts the works on closely connected areas, such as the Ste-
fan problem (solidification) [66, 75], DLA fractal growth, and the phase-field
model [55].
4.1.2 Harmonic moment description of viscous fingering
This work is devoted to applying a powerful description of Laplacian
growth called harmonic moments to the growth of viscous fingering patterns.
As we will see, the harmonic moment description is uniquely matched to Lapla-
cian growth and predicts several remarkable features of the process. All of the
harmonic moments except the zeroth moment are conserved during Laplacian
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growth without surface tension. Our eventual goal is to test whether or not
this prediction is observable and robust.














where k = 1, 2, . . . ,∞, z = x + iy, z is the complex conjugate of z, and the
domain of integration D is exterior to the pattern’s boundary Γ.3 Harmonic
moments form a complete basis for representing any 2D interface, regardless
of its complicated shape, provided that D is analytic and singly connected
[42, 99]. Like Fourier modes, each harmonic moment Mk corresponds to a par-
ticular aspect of the interface. M0 is the area of the domain D divided by
π. Moments Mk for k > 1 are measures of the components present on the
nearly circular interface of the form z = R exp(iφ)[1 + a exp(−ikφ)], where φ
is the phase, a is an amplitude, and R is the bubble radius. For an approxi-
mately n-fold pattern [e.g. Fig. 4.1(b) is approximately 7-fold symmetric and
Fig. 4.1(c) is approximately 5-fold symmetric] the dominant moments are Mn,
2This is the definition of exterior harmonic moments, which is relevant for the Laplacian
growth described in this work. Interior moments are defined similarly, but with positive
powers of z under the integral, and the domain of integration occupies the interior of the
pattern.
3For completeness, we should mention that harmonic moments are defined differently in
different geometries. For instance in a rectangular geometry, which corresponds to a Hele-
Shaw cell in a form of a channel [121], the domain of oil Doil occupies a semi-infinite strip








For the wedge geometry, the definition of Mk is the same as for the radial one in (4.6). The
definition for multiconnected cases are less trivial and are presented in [68].
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M2n, M3n, etc. We should be careful in comparing magnitudes of moments
directly though, since different moments have different units; the moment Mk
has units of cm2−k. In contrast to the Fourier basis, there is no general inverse
transform from harmonic moments to the shape of the domain. Harmonic
moments should not be confused with the harmonic measure [56], which is the
growth velocity along the interface, and they should not be confused with the
moments of some distribution.
In 1972 S. Richardson showed that, during Laplacian growth in the
absence of surface tension, all moments Mk except k = 0 are conserved in time
[114]. Richardson’s analysis relied on a finite D (e.g. the interior of a viscous
domain). The whole evolution of D(t) is then reduced to the time-dependent
area A(t) =
∫ t
Q(τ)dτ ∝ M0. This result was extended by Mark Mineev-
Weinstein to an infinite viscous domain exterior to an interface [92], which is
the case in our experiments. The moments are defined purely geometrically,
but they are more than geometric measures. Harmonic moments form a basis
that is matched to Laplacian growth so well that the moments are conserved
quantities (i.e. the geometric objects contain the physics). The same is not
true for other decompositions, such as Fourier modes, Pade-approximants [5],
and wavelets [91]. This conservation of harmonic moments relies on the sur-
face tension being zero. However, the experiments we conducted have surface
tension, so we must be able to account for its effects.
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4.2 Theory of the dynamics of harmonic moments with
nonzero surface tension
In Laplacian growth with nonzero surface tension σ, the moments Mk













We want to exchange the derivative between p and z−k, so we add and subtract
p ∂nz








(z−k ∂np− p ∂nz−k + p ∂nz−k) dl
π
, (4.8)
where l is the arclength along the interface Γ. The integral of the first two
terms is zero by virtue of Gauss’s theorem, after using (4.2) and the analyticity
of z−k in D:
∮
Γ
(z−k ∂np− p ∂nz−k)dl =
∮
Γ




∇ · (z−k∇p− p∇z−k) dx dy = 0. (4.10)



































Using the definition of curvature κ = dθ/dl where θ is the angle of a line
tangent to the interface and the identity ∂n z
−k = −i∂lz−k = ikz−(k+1)dz/dl,














































































This relationship makes testing the harmonic moments description of Lapla-
cian growth feasible, because it no longer requires zero surface tension. Note
that the moment’s evolution dMk/dt goes to 0 as surface tension σ vanishes,
which reproduces the conservation of moments in a simple, well-defined man-
ner. The surface tension is now a regular rather than a singular perturbation.
Five parameters enter our theory: surface tension, viscosity, gap thick-
ness, size of the bubble, and time. Given the interface dynamics and any four
of the parameters, we can calculate the fifth. We can measure the surface
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tension, viscosity, and gap thickness using traditional equipment, such as a
tensiometer, rheometer, and micrometer screw gauge. We know the size of the
bubble and time from the images and the image times. So we know all five
parameters and we can measure dMk/dt and V directly from our experimental
images; thus we can directly test the theory.
4.3 Experiment
4.3.1 Apparatus
Silicone oil was displaced by air in a circular Hele-Shaw cell consisting
of two horizontal, closely spaced glass plates with a central hole in the bottom
plate (Sect. 1.2). The optically polished glass plates have a diameter of 28.8
cm and a thickness of 6 cm, as described in [96, 108, 118]. The gap between
the plates was 125.5 ± 4.6 µm or 384.0 ± 5.3 µm. Most of this uncertainty
is from using a micrometer to measure the thickness of the metal shim used
to set the height of the gap. The nonuniformity of the gap thickness is known
more precisely than the absolute thickness, 0.3 microns for the smaller gap
and 1.6 microns for the larger gap, because the uniformity was measured by
interferometry. A sodium lamp was suspended above the cell and the exper-
imentalist stood over the cell and counted the number of interference fringes
that appeared or disappeared as he moved his head from directly above the
center of the plates to directly above the outer edge of the plates.
An annular buffer and the gap are initially filled with silicone oil (Dow
Corning 200 fluid at 24 ◦C: viscosity µ = 49.9 ± 0.3 mPa s, surface tension
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σ = 21.12 ± 0.02 mN/m, density ρ = 0.9585 ± 0.0005 g/cm3). An initial,
nearly circular bubble was obtained by withdrawing oil slowly from the buffer
surrounding the gap between the plates, while the hole in center of the bottom
glass plate was open to the atmosphere. The bubble was imaged from above
with a CCD camera (1300 x 1030 pixels, 12 frames per second maximum).
4.3.2 Growing a bubble
A bubble was grown using a precision computer controlled syringe
pump to remove oil from the annular buffer at the withdrawal rate q(t) = bQ(t)
after an initial bubble had been grown. The withdrawal rate Q has units of
area per unit time, while q has units of volume per unit time. The initial
bubble radius was chosen to be at least 20 mm, which is sufficiently large
to give good resolution by the imaging system. Depending on the conditions
of the experiment, the frame rate ranged from 1/6 frames/s to 2 frames/s.
Experiments ranged from 30 to 1600 seconds with a typical duration of 300
seconds.
To avoid any interactions between modes, we wanted to watch a single
moment evolve individually as a perturbation on a nearly circular bubble. A
bubble with only one dominant moment, say Mn, will have an approximate
n-fold symmetry (Fig. 4.1).4 As a bubble’s area A grows, its average radius
R =
√
A/π increases. To grow a bubble with a single dominant moment n,
4The subscript n refers to the single moment number of a bubble with a particular n-fold
symmetry. Typically the single dominant moment number n is grown using the Bataille
formula (4.21). The subscript k refers to an arbitrary moment number.
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the pumping rate must decrease as the bubble’s radius R increases such that




Linear stability analysis by Bataille [7] and later by Paterson [102] provides
an expression for the withdrawal rate Qn needed to keep the same n-fold




(3n2 − 1). (4.21)
The units of both sides of this equation are m2/s. Although the original
Bataille analysis used the traditional pressure jump (p = −σκ), we used the
first term of the Park and Homsy pressure jump (p = −σκπ/4) to calculate
Qn. The basic idea and first implementation of this method was done by
Olivier Praud.
We used (4.21) to adjust the pumping rate as the bubble radius in-
creases, to maintain a maximal growth rate for a chosen n-fold mode (the
chosen number of fingers). A feedback loop made of the camera imaging the
bubble and the LabVIEW-controlled pump ensures the correct withdrawal rate
Qn. Maintaining the withdrawal rate according to the Bataille formula does
not prevent perturbations of other moment numbers from growing. However,
the growth rate of perturbations with moment number other than n dimin-
ishes as the moment numbers become further away from the mode of maximal
growth n. Pumping with this method insures that the desired moment num-
ber grows most quickly. While this method does not produce bubbles with
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only a single mode, a distinct n-fold symmetry can be achieved, as Fig. 4.1(b)
demonstrates.
The exact conditions at the initial stages of a bubble’s growth deter-
mines the bubble’s dominant mode structure at early times. If the initial
growth stage selects moment numbers that are not desired, then growing the
desired moment number is much more difficult, even to the extent that it ap-
pears to us that the initial structure of the bubble predetermines the bubble’s
resulting shape and that non-uniformities and errors in the withdrawal rate
are less important than the initial stage of growth (Fig. 4.2). This behavior
places a practical requirement on the initial interface; it should not be “too
perturbed” so that we can still influence the growth of the desired wavelength
with our feedback loop. Another method was to grow an initial bubble, observe
the dominant moment on the initial bubble, and then choose that moment to
grow using the Bataille process.
The withdrawal rates Qn as a function of R(t) for different mode num-
bers n are plotted in Fig. 4.3, where the bold stepping line indicates the Qn(R)
used in an ideal experiment with a target mode number n = 7 following the
Bataille formula. Conventional pumping with constant Q would appear as
a vertical trajectory on Fig. 4.3. In practice, the lowest n achievable was 5;
the moment amplitude for smaller n grew too slowly to overcome the initial
perturbations on the interface before the bubble reached the edge of the cell.
The bubbles grown in these experiments have a nonzero Q during the
entire evolution. This is to prevent a bubble from relaxing under surface ten-
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Figure 4.2: An air bubble grown without a clean n-fold symmetry. Adjacent
interfaces are separated by 20 s. The pumping rate followed (4.21). The bubble
is not symmetric, because during the growth of the initial bubble, the growth
rate was such that perturbations with moment numbers other than n = 7 were
grown faster than moment number n. These unwanted perturbations did not
relax in the duration of the experiment. The gap thickness was 384 µm and
the maximum bubble diameter at t = 200 s was 20 cm. The same growth
curve as in Fig. 4.3 was followed, but for different initial and final radii.
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Figure 4.3: The withdrawal rate Qn changes in time according to (4.21) to
grow an n-fold symmetric bubble (solid line). The bold stepping line shows
how the pumping rate can be adjusted to maximize the growth rate of 7-fold
perturbations, depending on the area of the bubble. The arrow indicates that
the bubble’s area is increasing in time. The bubble radius is the average radius
R =
√
A/π computed from the total bubble area A.
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sion to the extent that the interface moves backwards (i.e. toward the center).
If the interface reverses direction, it absorbs the wetting film it left behind when
it passed that point earlier in its evolution. The bubble moves faster where the
film is thicker, and the thickness of that film depends on what speed the inter-
face had at the earlier time. This non-uniform, history-dependent disturbance
of the bubble evolution is avoided with the aforementioned nonzero pumping
rate.
4.3.3 Image analysis
The interface in each image was first obtained by subtracting the back-
ground image, thresholding, and using an edge detection algorithm. This
located the interface to within a pixel. The resolution of the air-oil interface
was typically 50 pixels/cm, so that one pixel’s length was about 0.2 mm.
Then for each image, the position of each point on the interface was
obtained with sub-pixel accuracy by interpolating the location along a line
perpendicular to the rough interface that was half of the intensity difference
between the inside of the bubble (more intense) and the outside of the bubble
(less intense). The algorithm typically found a position of half-intensity to 0.1
pixel (about 20 µm).5 This algorithm for finding the interface was consistent
5While the interface looks like a line when viewed from above, it should be noted that the
actual interface between the volumes of air and oil exists in three dimensions, because the
air bubble is confined in the gap, which was 125.5 or 384.0 µm, much larger than the 20 µm
spatial resolution. We chose the position of the interface to be the location of half-intensity
as described above. To identify where the half-intensity occurs on the real interface, we
would need to calculate what the light profile would look like after the uniform overhead
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enough that the data did not require smoothing.
4.4 Results
Figure 4.4 shows a bubble’s growing interface and plots the harmonic
moment evolution of the same bubble, which was grown in a gap of 125.5 µm.
As in all of our experiments, the harmonic moments decay with time. While
it is clear that the moments are not conserved, a detailed analysis is needed
to decide if the rate of decay of the harmonic moments agrees with the rate
predicted in (4.19).
To this end a time integration of (4.19) improves the signal-to-noise
ratio in the analysis of the experimental interfaces, because the derivatives in
(4.19) amplify the effects of experimental noise. The final formula used to
compare our harmonic moments theory with our experiments is



























The time t1 was chosen when the amplitude of the perturbation from
a circle was larger than 3 pixels with the amplitude being defined as
ak = |Mk| ∗ |M0| k−22 . (4.24)
The time t2 − t1 was chosen as the time to collect at least 10 useable images,
which was at least 5 seconds. This criterion for t2− t1 was not as well-defined
illumination is reflected, scattered, and refracted by the air bubble in the silicone oil.
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Figure 4.4: Surface tension breaks the conservation of the moments. (a) An
air bubble growing in oil within a Hele-Shaw cell. Adjacent interfaces are
separated by 55 s. The maximum span of the bubble at t = 445 s is 9 cm.
The time-dependent pump rate selects the 7-fold symmetry (cf. Fig. 4.3). (b)
Amplitudes of moments 6,7,8,10 and 14, computed using (4.24). The units of
Mk are cm
2−k. Initial conditions set the initial magnitude of each moment.
The gap thickness was 125.5 µm.
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as the criterion for t1. If the time t2 − t1 was too small, the advantage of the
time integration would be lost. If the time t2 − t1 was too large, then time
integral would average out any subtle changes in the dynamics of the bubble.
However, the result was not sensitive to the choice of t2−t1 and the operational
criterion was sufficient. The velocity V was calculated by projecting the local
normal to the next good interface in time. The use of splines allowed for the
intersection to occur between interface data points, so that the velocity could
be computed more precisely. Sums over the points of the interface were used
as approximations of a contour integral, and sums over the time sequence
of interfaces were used as approximations of a time integral. The capillary
number µV/σ of our experiments, which appears in (4.23) was in the range
9× 10−5 < µV
σ
< 2× 10−2.
The constant system parameters were measured using well developed
techniques. We had the surface tension measured by the Wilhelmy Plate (WP)
method using a Kruss K11 tensiometer in a commercial lab, we measured the
viscosity using a Paar Physica MCR300 rheometer, we know the gap thick-
ness from micrometer measurements of the shim. We call the surface tension
resulting from the WP method the reference value of surface tension σreference.
We decided to pretend that we did not know the value of surface ten-
sion for the silicone oil and try to calculate the surface tension using (4.23).
Equation (4.23) is effectively a cubic equation of the form aσ + bσ1/3 + c = 0,
which was solved numerically for surface tension; we call this number the
measured value for surface tension σmeasured. We can then compare the value
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measured by the conventional technique in the commercial lab σreference with
the value extracted from (4.23) using our experiments σmeasured. The ratio
σmeasured/σreference is an indication of how much of the observed decay in the
harmonic moments is accounted for by the theory.
We grew 26 different bubbles with a representative set of different con-
ditions. The two gap thicknesses were 125.5 and 384 µm, one viscosity of 49.9
mPa s, and the extraction rates followed the pumping curves Qn [see (4.21)]
for moment numbers n = 5− 14. For each bubble, Tables 4.1 and 4.2 list the
individual experiments and the moment numbers of sufficient amplitude. I
want to stress that the special Bataille growth method is not necessary for the
harmonic moments description of viscous fingering to be valid; it only makes
the results easier to interpret. Figure 4.1(b) shows a nearly symmetric bubble.
Figures 4.1(a,d) show bubbles with perturbations of various wavelengths and
amplitudes. A spectrum of the harmonic moments present in a bubble can be
calculated by using (4.24). A highly symmetric bubble has only a few domi-
nant moments and their integer multiples. For example the bubble displayed
Fig. 4.5(a) has significant components of the moments 7, 14, and 21. A bubble
with imperfect symmetries has a mixed moment spectrum [Fig. 4.5(b)].
For each pair of images separated by t2 − t1, we calculated the value
of the surface tension using (4.23), thus obtaining anywhere from 50 to 500
measurements of surface tension during one bubble’s evolution (Fig. 4.6). If a
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Table 4.1: Experiments with a gap thickness of 384 µm











Table 4.2: Experiments with a gap thickness of 125.5 µm


















Figure 4.5: Moment spectra for the bubbles on Fig. 4.4 (top) and Fig. 4.2 (bot-
tom) are plotted. One can see how the symmetry of the bubble is represented
in the spectrum. For a nearly 7-fold symmetric bubble (top) the spectrum
has only one dominant moment number and its integer multiples, unlike the
spectrum for nonsymmetric bubble (bottom).
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bubble had several moments numbers with an amplitude over 3 pixels, surface
tension calculations were performed for all the moment numbers that had
a sufficient amplitude. In gathering statistics, every measurement of every
experiment is weighted the same.
To determine the contribution of wetting to the dynamics of the oil
domain, we computed a value of surface tension σ′measured, which does not in-
clude the effect of the velocity-dependent wetting term in (4.4). The difference
between σmeasured and σ
′
measured depends on the forcing, bubble size and gap
thickness of the experiment. In Fig. 4.6, σmeasured and σ
′
measured differ signifi-
cantly in the first 100 seconds of the experiment before the wetting correction
becomes small due to the decreasing velocity of the interface. This indicates
that wetting, while being irrelevant to most Laplacian growth processes, is
important for experiments conducted on viscous processes in the Hele-Shaw
cell.
For over 6000 measurements on 26 bubbles with dominant moments
from 5 to 14, the resulting statistics of σmeasured/σreference and σ
′
measured/σreference
are presented in Fig. 4.7. The histogram is an aggregate of all measurements
for all of the bubbles, of which Fig. 4.6 is a particular example. The reference
value of surface tension was 21.12 ± 0.02 mN/m. For the theory without the
velocity-dependent wetting correction, σ′measured was 23.3 ± 3.5 mN/m. With
the velocity-dependent wetting correction, σmeasured was 17.8 ± 1.9 mN/m.
The distribution for the surface tension value σmeasured including the wetting


















Figure 4.6: Results from one bubble’s evolution. The measured surface tension
σmeasured is calculated using image data from the bubble in Fig. 4.2 and the
bottom of Fig. 4.5. The abscissa is time t1 from (4.23). The theory can account
for most of the dynamics of the harmonic moments as quantified by the ratio
of the measured value of the surface tension σmeasured and the reference value
σreference, plotted as a function of time. The analysis is done for the theory
with (•,σmeasured/σreference) and without (×,σ′measured/σreference) the wetting
correction. The wetting correction is the velocity-dependent double integral of
(4.23). The dashed line is the reference value of surface tension normalized to
unity. Adjacent interfaces are separated by 20 s. We remind the reader that
the actual surface tension itself is assumed to be constant, but the ratios are
measures of the theory’s accuracy.
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the size of the wetting correction. However, it also appears that the velocity-
dependent wetting correction term is too large and shifts the distribution to
values of surface tension lower than the reference.
Our estimate of the known sources of error from system parameters is
8%. The main sources of error are the measurements of the gap thickness,
the oil viscosity, and the image scaling. Other possible sources of error not
included in the estimate are the discretization of the integrals and derivatives
and a known camera synchronization problem. Another intriguing possible
source of error is the 3.8 factor in the Park and Homsy wetting correction
term [101], which has its origin in a numerical integration done by Ruschak
[119].
Bubbles in the experiments presented have had non-zero pump rate Q
at all times. An alternative condition is to allow the bubble to undergo pure
relaxation (Q=0) after an initial period of unstable growth. We conducted
experiments of this kind and found that the extracted surface tension from pure
relaxation yields a value consistently lower than the reference value σreference
by 15% to 25%. We emphasize that the actual value of the surface tension
of the silicone oil is the same in the experiments, but the extracted surface
tension we report is a composite measure of how well the theory describes the
interface dynamics. We suspect that because the interface travels backward
during the relaxation process, the wetting film has been absorbed and has
effected the dynamics significantly. The optimal pumping conditions are then
slow enough for the wetting correction to be small and fast enough for the
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relaxation process to be prevented.
The reference value of surface tension σreference lies within 16% of both
σ′measured and σmeasured. This result is strong evidence that the theory presented
in this paper successfully accounts for the observed decay in the harmonic
moments within our measurement uncertainty. By deduction, for the case











Figure 4.7: A distribution of surface tension extracted from the theory divided
by reference value is plotted. The histogram includes over 6000 measurements
taken from the growth sequences of 26 bubbles. Each bubble had one or more
dominant moments ranging from 5 to 14. Solid line represents the computa-
tions carried taking in account the wetting term, dotted assuming there is no
wetting in the system. The bin size is 0.05. A few outlying points are outside
of the abscissa’s range.
69
4.5 Discussion
Harmonic moments Mk form a complete basis for a complicated time-
dependent domain D, provided that D is analytic and singly connected. We
have made the first demonstration that harmonic moments evolve in time be-
cause of the nonzero surface tension; otherwise all moments (but M0, the area)
would be conserved. This work is the first laboratory determination of har-
monic moments and their dynamics. The harmonic moment description of
Laplacian growth pattern dynamics including surface tension has been experi-
mentally confirmed. Surface tension values deduced from the dynamics of the
harmonic moments are within 16% of independently determined values. This
result is robust and does not depend on n, the bubble symmetry, or how far
the bubble has deviated from a circle.6
Use of the Bataille formula to adjust the pumping rate Qn(t) enables
one to grow a nearly n-fold symmetric bubble. We find that if an n-fold bub-
ble is grown initially from a slightly perturbed circle, the n-fold symmetry is
retained even for large amplitude fingers, far beyond the range of the applica-
bility of Bataille formula, which was obtained from a linear stability analysis
(an analysis of infinitesimal perturbations).
We believe that the harmonic moment interface representation is im-
portant in light of the theoretical progress in the field of growing interfaces.
Because Laplacian growth patterns evolve to a fractal with universal character-
6Although tested for large deviations from a circle, the theory was not tested for patterns
with multiple generations of fjords.
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istics (indistinguishable from those obtained in diffusion-limited aggregation
[86]), we believe that a great challenge in the elucidation of the geometry
in long-time asymptotics of Laplacian growth is to know the behavior of the
moments Mk in the long-term limit. To this end, it would be interesting to
conduct the same measurements on other secondary tip-splitting instabilities,
such as in electrodeposition and bacterial colony growth.
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Chapter 5
Pinch-off in a Hele-Shaw cell
5.1 Background
This chapter presents previously unpublished tests of two theoretical
predictions for flows in a Hele-Shaw cell involving the break-off process of fluid
domains.1 For a connected volume of fluid to divide into two separate volumes
of fluid, the interface of the original volume must rupture. This process is called
pinch-off and occurs in liquid drops [1, 27, 35, 38, 40, 62, 128, 152], gas bubbles
[12, 20, 65], and crystals [59]. The field is over a hundred years old and the
array of work is staggering, which is reviewed in [37]. Most commonly, pinch-
off is driven by surface tension (and is called capillary pinch-off), but pinch-off
can also be driven by other mechanisms, such as viscous forces. The opposite
process of two volumes merging to form one volume is called coalescence [23].
In viscous fingering, the existence of surface tension prevents the in-
terface from developing finite-time singularities, such as cusps. In our experi-
ments on viscous fingering, the process of pinch-off was avoided by limiting the
forcing as it could affect our measurements of the fractal dimension (Sect. 3.2)
1This chapter is based on work of Brooks Campbell, which lead to an award-winning
Undergraduate Honor’s thesis [21]. While Harry Swinney and I guided Brooks on these two
experiments, he did the overwhelming majority of the work.
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Figure 5.1: (a) The pinch-off process in a Hele-Shaw cell with two inlets. An
air domain is about to pinch-off. (b) Close-up view of the pinch-off region with
the coordinate system discussed in Sect. 5.3. Adapted from Lee, Bettelheim,
and Wiegmann [76], used with permission.
[86, 108, 118].
Bubble pinch-off is the process of a bubble of a less viscous fluid sur-
rounded by a more viscous fluid separating into two bubbles (Fig. 5.1). The
pinch-off process exhibits a singularity when the thin neck of the bubble breaks.
After pinch-off, the retraction of the air domain is stable, since the more vis-
cous fluid is pushing into the less viscous fluid. Despite the long history, recent
mathematical analyses have predicted surprising results, which if they are ob-
served, would connect a large body of mathematics to the physical world.
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5.2 Apparatus
A square Hele-Shaw cell was built to conduct quasi-two dimensional
fluid experiments (Fig. 5.2) and was based on the suggestions of Lee et al.
(Fig. 5.1). The two plates were made of acrylic, so they were easily machinable
and the interface between two fluids could be imaged with a CCD camera from
above. The plates were separated by metal shims. Two holes were drilled in
the bottom plate so that fluid and air could be injected and withdrawn in
the thin space between the plates. Experiments were conducted with air and
103 mPa s silicone oil. A series of tubes, valves, syringes, and syringe pumps
determined the location, rate, and direction of fluid flow. Clamps held the two
plates down to maintain the thickness of the gap. A reservoir of fluid surrounds
the thin gap so that the pressure at the edge of the entire cell is nearly the
same. The size of the reservoir was chosen so that the pressure drop from
fluid flow in the reservoir was much smaller than the pressure drop in the gap.
An O-ring around the reservoir sealed the fluid in between the plates. The
fluids are lit from below with an array of LEDs behind a diffusive, transparent
plastic panel. The scaling in the square cell was either set by the diameter
of the inlet valve’s nut or calibrated using grids. For a detailed description
and machine drawings, see Campbell’s thesis [21]. The radial Hele-Shaw cell
described in Chapter 1 was also used for experiments.
A Phantom brand high speed camera recorded the dynamics at 200-
1000 frames per second at a resolution of 512 by 512 pixels. A typical image
of an air bubble in the oil layer is displayed in the left image of Fig. 5.3.
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Figure 5.2: The square Hele-Shaw cell, 30.5 cm on a side. The plates are
separated by 1.0 mm. The gray area is the 2.5 cm deep reservoir. The inlets
(1) and (4) are in the reservoir and the inlets (2) and (3) are in the gap.
Reprinted with permission from Campbell’s thesis [21].
An algorithm was developed by Brooks Campbell for extracting the pixels
corresponding to the interfaces. The interface points extracted from the image
are highlighted in the right image of Fig. 5.3.
5.3 Pinch-off in a Hele-Shaw cell
Based on the work of Richardson, Lee et al. have predicted that the
shape of an inviscid bubble breaking into two bubbles while surrounded by
viscous liquid is self-similar and universal [76, 114]. This means, respectively,
that each interface near the pinch-off region can be rescaled to a common func-
tional form and that the initial global shape of the bubble does not influence





Figure 5.3: Left: An experimental image of the approaching interfaces. The
field of the image is 2.8 mm wide. This image was taken in the radial cell with a
gap thickness of 125.5 µm. Right: The dark dots are the points of the interface
identified by the algorithm. Reprinted with permission from Campbell’s thesis
[21].
persionless limit of the ANKS hierarchy, using the mathematics of harmonic
moments, the Cauchy transform, and the Schwarz function [76]. If this the-
orized connection between mathematics and the physical world was verified,
further work could provide a better understanding of nonlinear and integrable
phenomena. While the process of pinch-off is very common in manipulat-
ing fluids and bubbles, the conditions required for self-similarity are specific.
We propose to test these predictions in carefully controlled experiments in a
Hele-Shaw cell.
Before pinch-off, Lee et al. predicted that the interface’s shape [sketched
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in Fig. 5.1(b)] will be
y = x2 (±a + c) + t (γ ± 1) , (5.1)
where x and y are spatial coordinates with dimensions of length, time t has
dimensions of length, a and c are the constants with dimensions of inverse
length that define a parabola, and γ is the dimensionless drift constant. This
equation appears in Lee et al. [76] as Equation (26). Pinch-off happens at
t = 0. Equation 5.1 defines two curves, which correspond to the upper and
lower curves of the interfaces to merge. The theory makes several assumptions:
1. surface tension is zero and the flow is dominated by viscosity,
2. the flow is two dimensional,
3. the air domains are at the same pressure (even after pinch-off).
A procedure to find the constants a, c, and t from experiments was
developed with the assistance of Eldad Bettelheim. At the instant of pinch-off
(t = 0), the two interfaces are approximated as parabolas. The two constants a
and c are chosen such that both interfaces are well described by y = x2(±a+c).
Then as the interfaces approach each other, the shortest distance between the
two interfaces is 2t. The extracted volume of air T is linearly related to the
separation distance t
T = A + Bt, (5.2)
where A and B are constants. This prediction that the interfaces approach
linearly is a result from the theory, given that the length scale of the pinch-off
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is much smaller than the length scale of the bubble. Since time is measured
as a distance, the drift velocity γ is dimensionless.













The constants a, c, and γ are the same before and after pinch-off. This equation
appears in Lee et al. [76] as Equation (27).
All the curves after pinch-off collapse to a self-similar form
Y = X
√
2 + X2 + CX2 + Γ, (5.4)




, C = c/a, and Γ = γ. Each of the new rescaled
variables are dimensionless. After pinch-off, the linear relationship between
the tip separation and time is relaxed, but the same A and B apply when
changing extracted volume T into the time t of (5.2).
5.3.1 Preliminary experiments
We attempted experiments in both the square and the radial Hele-
Shaw cells. The Hele-Shaw cells approximate two dimensional flows. Air has
a viscosity µ = 0.018 mPa s, which is much less viscous than the silicone oil of
viscosity µ = 103 mPa s. So the fluids approximate the inviscid and viscous
domains of the theory. In this way, the second and third assumptions of the
theory are approximated. A few preliminary results obtained in the radial
cell are presented here. The experiments in the square cell still have some
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issues to resolve before reliable data can be taken reproducibly, as discussed
in Sect. 5.3.2.
Previous theoretical studies of pinch-off most commonly deal with three
dimensional, rotationally symmetric situations. While this study was initially
thought to study two dimensional pinch-off, the experimental parameters we
have tested so far do not exhibit pinch-off until the size of the neck width
approaches the gap thickness b. At times close to the actual pinch-off event,
the third dimension cannot be neglected. It is hoped that a careful choice
of experimental parameters would allow the interface’s dynamics approaching
pinch-off to be two dimensional for some time, even if the dynamics inevitably
become three dimensional.
Another condition of the theory is that the two bubbles of air must be
at the same pressure at all times, so we connected the inlets to the gap to the
same air reservoir, as in Fig. 5.1. The paper of Lee et al. calls for the air to
be removed, decreasing the area of the bubble until it pinches-off. However,
instead of driving the bubble in this fashion, we decided use the radial cell
and inject air and then inject oil. This grew an annulus of air which became
thinner and thinner as more oil was injected. Finally the annulus became
unstable, and the interior and exterior interfaces of the annulus merged to
form a single, crescent shaped bubble of air (Fig. 5.4). This experiment did
not yield satisfactory data, since the region that changes as pinch-off occurs is
too small to be resolved with our optics. In this case, only the global dynamics
are observed, and no local, self-similar dynamics are observed.
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Figure 5.4: Pinch-off of a thin annulus of air in the radial cell. The gray
background is silicone oil. Each frame is 0.73 cm tall. The relative times
between images are 0, 12, 16, and 32 ms.
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For a later set of experiments in the radial cell, we injected air into
the oil layer and grew a viscous fingering pattern with a few fingers and no
tip splitting beyond the initial instability. Then we injected oil and grew a
stable oil domain inside of the viscous fingering pattern. This produced a set
of interfaces with curvatures more appropriate for imaging. The interfaces
extracted from this experiment are shown in Fig. 5.3. The radial cell has a
much better defined gap thickness and uniformity than the square cell. Figure
5.5 is a comparison of data and theory.
It is observed that before pinch-off, the interfaces simply translate to-
ward each other. The interfaces are self-similar, but in a trivial manner. Af-
ter pinch-off, the interfaces do not have the shape predicted by the theory.
Moreover, no scaling law has been found to describe all of the experimental
interfaces. This is not strong evidence against the existence of the scaling
regime, rather it probably indicates that our experimental parameters do not
meet the criteria necessary for the theory to be predictive. It is thought that
this is because these dynamics are dominated by surface tension and not by
the viscous flow, as the pumping rate is low. However, this suggestion has not
been confirmed either.
5.3.2 Next steps
For a complete experimental test of the predictions of Lee et al., there
are several experimental parameters to change and several issues to resolve.
In the radial cell experiments, the pumping rate and surface tension should
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Figure 5.5: Experiments match the theory well only before pinch-off. After
pinch-off, there are significant deviations. The oil domain is gray and the air
domain is white. The boundary between the areas shaded gray and white is
the predicted interface between the oil and air domains. The interfacial points
are data extracted from the experiment. The times relative to pinch-off for the
images are -0.9, -0.6, -0.3, 0, 0.3, and 0.6 s. Adapted from Campbell’s thesis
[21], printed with permission.
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be varied so that the flow can be varied through the full range from surface
tension driven to viscosity driven.
An expression relating the experimental parameters to the relative
strength of surface tension and viscosity would be most helpful. The cap-
illary number µV/σ would be a good place to begin, but more work would
need to confirm its usefulness. For example, increasing the viscosity µ would
also decrease the velocity V for a given pressure difference ∆p. If the viscosity
µ was increased and the pressure difference ∆p was increased to keep V con-
stant, then we would expect the flow to become more dominated by viscosity.
A smaller gap thickness b would prevent pinch-off until the interfaces were very
close, since we observed that the interface did not pinch-off until the interfaces
are separated by a distance on the order of b. A smaller b would also decrease
V for a given pressure difference ∆p, so this change in expected to make the
viscous forces less dominant.
The next step would be to use two fluids with a smaller surface tension
than air and silicone oil. For example, perfluorohexane (CAS Ref. No. 355-
42-0) has a surface tension of 12 mN/m at 20 ◦C in air and is relatively
safe to work with. However the viscosity of the perfluorohexane would need
to be increased (such as with glycerine) to maintain a large viscosity contrast
between the two fluids. This would probably then increase the surface tension.
The compatibility and solubility of these fluids would need to be checked to
ensure a safe experiment. Surface active chemicals could be added to lower the
surface tension. The tension between water and carbon dioxide can be changed
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from 20 mN/m to 2 mN/m by adding surfactants [31]. Two liquids could also
be used to lower the interfacial tension. For instance, water and octyl alcohol
have an interfacial tension of 8.5 mN/m at 20 ◦C [147]. The surface tension and
viscosity of most liquids decrease with increasing temperature. If the surface
tension decreases more quickly than viscosity, then a heated liquid might be a
possibility for making viscosity more dominant. Finally, silicone oils wet the
glass plates completely. To change this, the glass plates could be coated or
different fluids could be used that wet the plates differently.
In the square cell, the most important problem is that there is no
reliable method to connect the air bubbles of the two inlets. Moreover there is
no method to produce a pinch-off event in a reproducible location. Ideally, the
pinch-off could occur in a predictable place so that the camera can be zoomed
to high magnification. If the gap thickness was much smaller in a particular
region, then perhaps pinch-off would happen there preferentially. This might
change the dynamics of the pinch-off and the smaller gap would be more
difficult to bridge an air bubble across it to initialize the experiment. Overall
the parameters have complicated dependencies and changing a parameter can
have unexpected consequences.
Another issue in the square cell is that air and oil are often held in the
same pipe, making the experiment only sporadically successful. This could be
solved by pumping oil from the reservoir and by having the inlets to the gap
layer open to the atmosphere, draining by gravity to a dish below the lighting
panel. If this was done, the LEDs and electrical connections would need to be
84
protected from the draining oil. Finally the uniformity of the gap thickness
should be verified with interferometry. The uniformity of the rectangular and
radial cells were confirmed by counting the interference fringes produced by
the light of a sodium lamp.
5.4 Richardson’s “soliton”
In two papers published in 1996, S. Richardson presented an counter-
intuitive theoretical result: a region of oil absorbed by a moving oil domain
with finite length would cause another region of oil to be deposited in its
original location after the moving oil domain had passed by [115, 116]. Figure
5.6 shows such an event in the radial geometry. An example of Richardson’s
“soliton” in the rectangular geometry appears in Fig. 5.7 [115]. The result
came from a functional approach to Laplacian growth of multiply-connected
viscous oil domains, assuming zero surface tension. Mark Mineev-Weinstein
helped us by modifying, interpreting, and applying Richardson’s work to our
experiments.
In a sense, the two oil domains passing through each other are soli-
tons, because they are localized objects that interact without changing shape.
Otherwise they are not like solitons, which have more special conditions and
properties. Despite the zero surface tension assumption, if experiments would
exhibit these phenomena in some parameter range, the work could readily be
applied to the extraction of oil from underground reservoirs. Often gas and liq-
uid are injected repeatedly during secondary and tertiary recovery [71], which
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Figure 5.6: Air is withdrawn from the left dot. Regions of oil are shaded gray
and inviscid regions are white. The droplet of oil centered on the right dot (an
injection port used to grow the oil droplet) is initially inside of the annulus.
The droplet is absorbed and then subsequently disgorged by the annulus of
oil. The label t gives the order in time. Adapted from Richardson [116], used
with permission.
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Figure 5.7: A rectangular oil domain absorbs and disgorges an oil droplet.
The left-hand and right-hand free boundaries are drawn as dashed and solid
lines, respectively. The dot marks the center of the oil drop. Reprinted with
permission from Richardson [115].
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are attempts to free oil that is trapped in the porous rock. These pumping
schemes could lead to situations where domains of oil are absorbed and then
disgorged, which would leave behind substantial quantities of oil.
We should be aware that even Richardson thought the experiment
would be difficult [115]:
A final note of caution is, perhaps, called for. Our analysis con-
cerns an idealized model of the motion taking place in a Hele-Shaw
cell, the most contentious assumption probably being that of con-
stant pressure along a free boundary. This is generally regarded
as appropriate for a hypothetical situation where surface tension is
generally zero, but in a real situation with non-zero surface tension
this feature must become significant as any configuration involv-
ing a cusp is approached, no matter how small the relevant surface
tension parameter may be. The inclusion of a non-zero surface ten-
sion into the theory would almost certainly have important conse-
quences for the phenomena illustrated in the examples, and it is
not clear whether a convincing demonstration of these phenomena
could be given in an experiment.
Acknowledging this warning and accepting the challenge, we knew to study
the predicted absorption and disgorging phenomenon for a wide range of ex-
perimental fluid parameters was necessary. The most important parameters
are the surface tension, viscosity, and wettability. Other parameters to vary
include the gap thickness, initial conditions, and the sizes of the oil domains.
The relative influence of viscosity and surface tension can be expressed as the
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capillary number, Ca = µV/σ. For immiscible fluids, the pumping rate could
vary the capillary number, but the capillary number would remain finite. Sur-
face tension introduces qualitatively different behavior (even if it is very small),
because it is a singular perturbation meaning that the limit of surface tension
going to zero is not the same as surface tension being zero. Miscible fluids
are usually considered as having no surface tension, but there is evidence that
there does exist an effective surface tension between two miscible fluids [106].
It is clear then that the experimental parameters must be varied widely and
carefully chosen. If the same engorging and disgorging phenomena exist for
nonzero surface tension, we will attempt to identify the mechanism.
Preliminary experiments were undertaken. First a field of small oil
droplets was prepared by rapidly injecting air into the oil-filled gap. Then a
quantity of oil was injected, followed by air, which produced an annulus of
oil. As more air was injected, the annulus expanded and collided with the oil
droplets. If the experimental parameters meet the conditions of the theoretical
prediction, then oil droplets are expected to be deposited where the original oil
droplets were located. Figure 5.8 shows one such experiment, and the bubbles
absorbed by the oil annulus are not disgorged.
Figure 5.9 illustrates the problems I suspect will prevent the phenom-
ena with nonzero surface tension. Figure 5.9(a) is a sketch of a strip of oil
approaching a oil droplet. The strip of oil could be part of a larger annulus
of oil or it could be confined between the two parallel walls of the rectangular
Hele-Shaw cell. As the strip approaches, the oil drop is stationary because the
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Figure 5.8: A sequence of images showing air being injected to drive an annulus
of oil. As the annulus grows, it absorbs drops of oil, but does not deposit any
oil. The arrow identifies the absorption of a single oil droplet that is not later
disgorged. The arrow remains in the same relative location in each image.
The total injected volume was 4.2 cm3. The pumping was done by hand in
this experiment. The gap thickness in this experiment was 1.0 mm. The
maximum diameter of the hexagonal nut in the image is 1.42 cm. The time
between images was 2.5 s. The silicone oil viscosity was 103 mPa s. Data
taken by Brooks Campbell.
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a) b) c) d)
air
oil oil
Figure 5.9: My interpretation of the absorbing and disgorging of a oil drop is
used to point out potential reasons why nonzero surface tension would prevent
the disgorging of a drop. (a) A strip of oil advances toward a drop of oil. (b)
As the drop is absorbed, two fingers begin to grow on the back interface. (c)
The fingers grow toward each other as the drop to be disgorged forms. (d)
The fingers meet, separate the new oil drop, and the back interface flattens
out.
nearly inviscid air around it equilibrates the pressure on the drop’s interface.
Once the drop merges with the moving strip of oil [Fig. 5.9(b)], the bump on
the front of the drop will flatten, because the interface propagation is stable
when more viscous fluid enters less viscous fluid. The back interface is unsta-
ble though, and for the drop to be disgorged after the strip passes, two fingers
of air need to begin to grow. As Fig. 5.9(c) shows, the fingers of air must
come together for the bubble to be disgorged. The same pressure difference
that drives the strip of oil forward could grow fingers on the unstable back
interface. However, it is not clear what drives the tips of the fingers together.
In all of our other experiments, the tips competed and shielded the gradient
from each other. There is no apparent source of a gradient between the tips,
which would be required for them to come together and form the new droplet.
The same problem exists in finding a mechanism that is compatible with the
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presence of surface tension for the fingers to finally meet and separate the
bubble from the strip [Fig. 5.9(d)]. I suspect that if the two fingers formed
in the correct place, the strip of oil would be broken by one of the fingers of
air. The pressure gradient driving the strip of oil would also drive the finger
of air to the strip’s front interface and not drive the two fingers together. I
think only one of the fingers would make it to the front because the two fingers
would compete, and whichever finger was slightly ahead of the other would
win. Finally, after the droplet has been disgorged, the unstable back interface
must straighten. How this occurs without surface tension is not intuitive. For
it to occur with surface tension, the surface tension would have to dominate
over the strip’s driving force, but this would possibly preclude the formation of
the initial two fingers of air in the first place. At this point, this is good news
for oil recovery, since no oil drops were observed to be left behind. Further
experiments at other conditions (especially with miscible fluids) are necessary




Our work on the bouncing jet has been published as “Bouncing jet:
A Newtonian liquid rebounding off a free surface” in Physical Review E with
me, Sunghwan Jung, Yee Kwong Pang, Chih-Piao Chuu, and Harry L. Swin-
ney [136], which grew from a Master’s research project [135]. These can be




Careful measurements of viscosity as a function of shear rate were made
with a Paar Physica MCR300 rheometer.1 Figure 6.1 shows my measurements
of dynamic viscosity for silicone oils rated with nominal kinematic viscosities
of 50 cS, 100 cS, 200 cS, 350 cS, 500 cS, and 1000 cS. All measurements were
controlled at a temperature of 22 ◦C, because our collaborator Yee Kwong
Pang observed that a temperature change of 1 ◦C in the bath changed the
1We wanted an equally precise way to measure surface tension, but it was decided that
it was better to pay a commercial lab to measure our limited number of samples instead of
buying the equipment.
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boundary of the bouncing regime by 1-2%. For 1000 cS (≈ 1 Pa s) above 3500
s−1, the fluid began to be spun out from between the cone and plate, and so


























Figure 6.1: Dynamic viscosity as a function of shear rate for silicone oils with
nominal viscosity of 50, 100, 200, 350, 500, and 1000 cS.
Silicone oil was a convenient liquid to use since it stayed clean and
came in a wide range of viscosities, but the bouncing jet occurs in fluids other
than silicone oil. Table 6.1 lists some conditions for the bouncing jet in several
common fluids. For many more fluids and conditions, see my Master’s thesis
[135]. Figure 6.3 shows the measurements of dynamic viscosity at 22 ◦C for
mineral oil, motor oil, canola oil, and a 1:10 solution of dish soap and water.
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Figure 6.2: A solution of soap and water bouncing. The solution was one
part dish soap and ten parts water. Conditions: Vbath = 15 ± 1 cm/s, and
H = 2 cm. The nozzle diameter was 0.1 cm, and the field of view is 6.4 cm.
The exact flow rate and liquid viscosity are not known, but the viscosity was
approximately 1 mPa s. This picture was taken by Yee Kwong Pang, used
with permission.
Table 6.1: Some common fluids with typical parameters* for bouncing.
Fluid Viscosity Nozzle Flow Bath Bath
Height Rate Velocity Depth
mPa s cm cm3/min cm/s cm
canola oil 64±1 3 50 14 4
10W-40 motor oil 250±4 5 30 17 3
heavy mineral oil 175±2 6 50 10 4
*Typical parameters for bouncing are meant as guidelines. To find the range of
parameters where the bounce is most stable, the parameters should be varied
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Figure 6.3: Dynamic viscosity as a function of shear rate for mineral oil (◦),
10W-40 motor oil ( ), canola oil (♦), and a 1:10 solution of dish soap and
water (/).
For the soap solution above 4000 s−1, the fluid began to foam and be spun out
from between the cone and plate, thus those measurements are not accurate.
In our experience, water and mixtures of water and glycerine were not
observed to bounce without surfactants. Observations suggested that the large
surface tension of water and glycerine pinched the air film into bubbles too
quickly to form a stable air film. Water jets plunging into baths of water have
been studied before [13, 39], but our collaborator Yee Kwong Pang observed
a solution of water and detergent bouncing (Fig. 6.2). It is unknown if the
non-Newtonian properties of the solution play a role in the bouncing.
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6.2 Velocity lost
During the bounce, the jet and the bath are separated by a thin layer
of air. Although the air lubricates the relative motion between the two bodies,
the jet does lose energy and slow down. The energy dissipated in the jet’s
interaction with the surface was measured by comparing the velocity of the jet
before and after bouncing off the surface.





where Q is the jet’s flow rate. However, this method is inaccurate because
the resolution of images only gives the diameter of the jet to 4%. A more
accurate method is to measure the height Hrebound and the horizontal distance
Drange that the jet rebounds. Simply because these distances are much larger,
they can be measured to 1% or better. From these two measurements and the
assumption that the jet undergoes free fall, the measured velocity Vm and the








The angles here are measured from the horizontal axis.
We will examine the rebound velocity of the jet for a flow rate Q from
0.18 cm3/s to 0.54 cm3/s, a bath velocity Vbath from 0.66 cm/s to 7.87 cm/s, a
viscosity of µ = 349 mPa s, a falling height H = 3.0 cm. We would like to look
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Figure 6.4: The dependence of the jet’s angle of rebound θr as a function of
the jet’s angle of incidence θi for Q = 0.18 cm
3/s (¤), 0.36 cm3/s (◦), 0.54
cm3/s (5). Parameters: µ = 349 mPa s, H = 3.0 cm, and Vbath = 0.66− 7.87
cm/s.
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at two effects, how the angle of incidence changes the angle of rebound and
how much energy is lost during the rebound process. We can define a velocity
of incidence Vi and an angle of incidence θi as
Vi =
√





Before we can discuss how the angle of incidence θi affects the measured angle
of rebound θm, we must transform the angle of rebound into the same moving








where Vm is the velocity of rebound measured in the lab frame and θr is the
angle of rebound in the frame moving with the bath velocity Vbath. Similarly,




2θm + [Vmcosθm + Vbath]2, (6.7)
where Vr is the velocity of rebound measured in the moving frame. Finally,
we can calculate the fraction of the initial energy lost during the bounce to be
(V 2i − V 2r )/V 2r . (6.8)
Figure 6.4 shows the dependence of the angle of rebound θr on the angle
of incidence θi. The different curves are for different flow rates. The general
trend is that the jet rebounds at a steeper angle for angles of incidence closer
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Figure 6.5: The fraction of the jet’s initial kinetic energy lost during rebound
for Q = 0.18 cm3/s (¤), 0.36 cm3/s (◦), 0.54 cm3/s (5). Parameters: µ =
349 mPa s, H = 3.0 cm, and Vbath = 0.66− 7.87 cm/s.
to normal incidence. It is interesting to note that small changes in the angle
of incidence changes the angle of rebound greatly.
Figure 6.5 shows the fraction of the jet’s initial kinetic energy lost dur-
ing the rebound as a function of the angle of incidence. Again, the different
curves are for data taken at different flow rates Q. The general trend is that
more energy is lost the closer to normal that the jet is incident. Data for
the energy lost at different viscosities is not available, but the same general
trend was observed. When changing the fluid viscosity, the size of the semicir-
cular indentation that the jet makes in the surface decreases with increasing
viscosity. Thus, more viscous jets rebound with more of their original velocity.
100
The angle of the jet emerging from the nozzle is a parameter that
was not varied in our experiments but would be useful in understanding the
bouncing jet. Mei Yi Cheung performed such experiments as part of her In-
ternational Baccalaureate program at the United Nations International School
in New York City [24]. Anaëlle Hallé and David Quéré at Ecole Supérieure
de Physique et de Chimie Industrielles (ESPCI, Paris) also conducted experi-
ments varying the jet’s collision angle [51].
6.3 Air layer confirmation
The presence of the air layer was confirmed experimentally by two
methods. The first confirmation came from observations that the air layer
will pinch into bubbles while the jet is impinging into the bath and entrain-
ing air. The second confirmation came from observations that the transition
from entraining (with bubbles produced) to bouncing by increasing bath ve-
locity when the jet is in the half-entraining state [136]. Another simple visual
experiment would be to add dye to the falling jet.
The many experiments which have been done on bouncing and floating
drops of fluid [60, 63, 83, 110, 112, 113, 143] can inform our understanding of
the bouncing jet. For example, C.V. Boys popularized Lord Rayleigh’s work
on the collision of two water jets in midair [17]. Rayleigh knew then that
the bounce was a “question of ... air .. [being] squeezed out during ... [the]
collision” as he experimented with atmospheres of different gases, observed
the absence of any electrical contact between the rebounding jets, and knew
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to make sure that the water surfaces were very clean [110–112]. Mahajan
furthered the studies by replacing the surrounding air with other gases and
observed the effect on noncoalescing drops [83]. Similar experiments could be
done with the bouncing jet by replacing the air with another fluid, such as
water, helium (by putting the experiment in a balloon), carbon dioxide (No
balloon is needed since carbon dioxide is more dense than air.), or SF6. This
would allow the density and viscosity of the surrounding medium to be varied
considerably.
Another experiment that could shed light on the role of the air lubri-
cation layer would be to change the pressure of the surrounding air. Vetrano
and Dell’Aversana built an experiment contained in a vacuum chamber from
which the air could be pumped out [143]. For a pendant drop suspended above
a moving solid surface, they observed that the shape of the film did not change
significantly if the ambient pressure of the surrounding air was at least 0.3 to
0.4 atm.
6.4 Lubrication theory
We present now an approximate calculation of the air film thickness,
based on lubrication theory. The film thickness can be estimated by balancing
the air squeezed out and the air drawn into the gap by the motion of the
jet and bath. This mechanism was originally suggested by a Referee of our
Physical Review E article [136]. A more rigorous derivation is needed if we are
to arrive at a publishable conclusion. While this is an interesting and feasible
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task, it will be left for a careful execution and experimental check at some
later time. This calculation serves as only a demonstration of the complicated
dependencies that arise in the bouncing jet phenomenon. We have found that
simple relationships between parameters are very rare in this experiment.
Following Dorbolo et al. [34], the simplified Navier-Stokes for a uni-







where v(z) is the velocity of the air, p is the pressure, µair is the air viscosity,
x is along the gap and z is across it. With the bath surface moving at v(z =
0) = Vbath and the jet moving at v(z = ε) = Vjet, the velocity averaged over
the gap is








In this very simple estimation, the pressure term accounts for the air
squeezed out from the gap and the velocity term accounts for the air coming
into the gap. The transition between a steady gap and a shrinking gap is when









We can calculate the pressure gradient from the forces pushing the gap
together, which are already estimated at the end of Section IIIA of our paper
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as [136]
FI ≈ ρπ(djet/2)2V 2jet(1 + sinθm) (6.12)
FS ≈ 2σ`, (6.13)
where FI is the force due to the change of momentum of the jet, FS is the force
due to the surface tension, ρ is the density of the liquid, and θm is the rebound
angle of the jet measured in the lab frame. To get the pressure gradient,
we assume that the pressure drop occurs across half of a jet diameter djet
(assuming air is squeezed out to the side of the jet) and that the forces are
distributed over the area djetS, where S is the semicircular length that the jet













Using Q = πd2jetVjet/4 and S = bQ (an empirical relation where b = 3.13










Now the only unknown in (6.11) is the gap thickness ε. We can solve












Only Q, µair, and Vbath are varied experimentally. The quantities ρ, σ, and
Vjet are nearly constant. The angle θm was not measured systematically; for
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Figure 6.6: The gap thickness calculated from (6.16) using the transition curves
between non-bouncing and bouncing states from Fig. 5 of [136]. Viscosity
values µ = 53 ( ), 102 (M), 211 (◦), and 349 mPa s (O).
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simplicity we assume θm=90
◦. We can compute the gap thickness using the
parameters at the transition between non-bouncing and bouncing states from
Fig. 5 of our Physical Review E paper [136] (Fig. 6.6). Qualitatively the plots
in Fig. 6.6 make sense. For larger Vbath the gap thickness grows as more air is
pulled into the gap. For larger Q the gap thickness shrinks as the larger force
squeezes more air out. However, this expression for the thickness does not
collapse the transition curves. Quantitatively the gap thicknesses (computed
here to be 10 to 30 µm) are larger than would be expected from previous work
(0.1 to 10 µm) [60, 81, 143], but the rough agreement between our expectations
and the model suggests that the air budget is a promising mechanism. It should
be noted that this argument has not been confirmed and is just one mechanism
of many possibilities.
6.5 Improving the methods
There are many possibilities for extensions of this work. Some have
been discussed in Section VI of our paper [136].
A curious phenomenon that was observed resembled a fluid trampoline.
If the flow rate of the bouncing stream abruptly goes to zero, the last bit of
jet is thrown farther than the steady bouncing jet. It seems plausible that
since the jet is no longer maintaining the indentation on the surface, the end
of the jet absorbs some of the energy stored in the indentation as it springs
back to the bath level. This propels the end of the jet much farther than the
jet ordinarily bounces.
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There were many small details that, if we had the experiments to do
over again, would be done differently. For instance, the bath’s interface pinned
on edge of the inner cylinder, because this edge was machined rather sharp.
The inner cylinder set the height of the bath, so the height of the surface
relative to the jet nozzle would fluctuate as the fluid repeatedly built up enough
height to spill over the edge of the inner cylinder into the reservoir. If the inside
edge was rounded, the surface pinning would be avoided and the bath level
would stay more constant.
A very productive next step would be to vary the velocity and diameter
of the jet independently. By varying the flow rate as it was done in our exper-
iments, the jet velocity and diameter could not be controlled easily. Moreover,
the flow rate cannot be non-dimensionalized as meaningfully as the velocity
and the diameter of the jet. The jet velocities in our experiments were known
to about 8% and the velocity profiles within the jet were not known. This
and the fact that most data was taken at the same height let us assume that
the velocity of the jet was constant in our experiments, which was only an
approximation. One way to measure the jet velocity profile is to track the
motion of tracer particles in the falling jet. With the velocity and diameter of
the jet known, one could begin to understand how different measurements of
the bouncing jet behave as a function of the diameter of the jet.
All of our publishable data was taken at a single nozzle diameter. The
nozzle was large and the fluid exited the large nozzle at a low velocity, which
was beneficial for allowing the jet to fall from a fixed height with almost the
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same velocity at different flow rates. But this precluded measuring how the
jet bounces differently as the angle of incidence is varied in the lab frame.
In addition, several changes could be made to better image the bounc-
ing jet. In our experiments all jets were seen through the wall of the acrylic
tank, which introduced distortions and scattering. The walls of the cylin-
der could be cut shorter so that views to the top of the surface would be
unimpeded, although the edge of the wall could make other problems. An-
other simple change would be to increase the contrast between the jet and
the bath. This could be accomplished by having more homogeneous lighting
and a more homogeneous background. Often the uneven reflective texture of
the inner cylinder made interpreting the image more difficult. Aligning the
camera carefully so that the camera could image above and below the surface
simultaneously was useful, but was not practical in all cases, because of the
meniscus and the change in the bath level due to the bath’s changing rotation
rate. Finally, the lighting used was continuous from two halogen bulbs, which
would heat the bath. A strobe light synchronized with the still camera could
spread the same intensity of light only when it was required and with only a
fraction of the heat. Continuous lighting is probably still the easiest option
for taking video because of synchronization issues.
Another improvement would be to measure the flow pattern in the bath
with streak photography or particle image velocimetry using seed particles and
laser sheets.
Finally, one unresolved puzzle has to do with the general need of a
108
perturbation to start the jet bouncing. The jet only starts to bounce spon-
taneously in specific situations (Sect. 1.7 and Fig. 1.6). This introduces an
issue with the energy balance argument presented in our paper [136]. The jet
does not start to bounce spontaneously once plunging becomes energetically
unfavorable at all parameters, so why does the energy balance collapse the
regime diagrams of Fig. 5 of [136]?
6.6 Image gallery
The bouncing jet has great visual appeal and some of the many behav-
iors are displayed in Figs. 6.7-6.13 below. To make the contour of the surface
more visible, a polar grid was printed and laminated for the bottom of the
bath’s tank (Fig. 6.10). To capture these pictures, we used a Kodak Motion
Corder Analyzer (Model SR-1000) and a Nikon D70 digital camera with a
50mm Macrolens. All but Fig. 6.12 were taken by Sunghwan Jung and me.
Figure 6.12 was taken by Yee Kwong Pang.
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Figure 6.7: Rayleigh-Plateau instability occurring during the bounce. The
field of view is 3 cm wide. Conditions: µ = 102 mPa s, Q = 0.23 cm3/s, Vbath
= 15.7 cm/s, H = 5.0 cm.
Figure 6.8: A jet floating after rebound. The field of view is 3 cm wide.
Conditions: µ = 102 mPa s, Q = 0.35 cm3/s, Vbath = 15.7 cm/s, H = 5.0 cm.
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Figure 6.9: A jet bouncing twice with a blub of fluid on surface. This image
was taken after a drop of fluid pinched off from the jet and merged with the
bath, which created the indentation to the far right. The field of view is 3 cm
wide. Conditions: µ = 102 mPa s, Q = 0.35 cm3/s, Vbath = 15.7 cm/s, H =
5.0 cm.
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Figure 6.10: A view of the double bouncing jet from above against the back-
ground of the grid on the bottom of the tank, which accents the shape of the
interface. The field of view is 4.3 cm wide. Conditions: µ = 102 mPa s, Q =
0.44 cm3/s, Vbath = 15.7 cm/s, H = 5.0 cm.
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Figure 6.11: A view above and below the surface of a double bouncing jet while
the bath velocity is low. The field of view is 3.3 cm wide. In both images, the
bath surface extends back in perspective. Conditions: µ = 102 mPa s, Q =
0.35 cm3/s, Vbath = 11.0 cm/s, H = 5.0 cm.
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Figure 6.12: An irregularity in the falling jet has perturbed the bouncing jet
in its trajectory. The irregularity passes and the bouncing jet returns to a
nearly parabolic flight. The relative times of the images are 0, 0.04, 0.08, 0.10,
0.12, 0.16 s going left to right in the first row then left to right in the second
row. The field of view is 3.7 cm wide. Conditions: µ = 349 mPa s, Q = 0.36
cm3/s, Vbath = 4.9 cm/s, H = 4.2 cm.
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Figure 6.13: A jet bouncing opposite to the direction of the bath velocity. The
bath is traveling slowly from left to right and the indentation in the surface
is deep, pushing the jet opposite to the bath velocity. The rebounding jet
emerges traveling upward on the right side of the stream. It bounces to the
inside and lands in front of the stream. The lower edge of the white nozzle is
visible in the top of the image; the jet falls 3.0 cm to the surface. Conditions:




Unstable interfaces produce a variety of shapes, depending on the con-
ditions of growth and the underlying physical process. In the preceding chap-
ters, we told about the research done on five instabilities involving viscous
fingering, diffusion-limited aggregation (DLA), pinch-off, and bouncing jets.
In these concluding remarks, we review what we learned that was already
known, what we learned that was new, and why this work matters.
For the fjords of viscous fingering, we found the first new selection rules
since the original Saffman and Taylor paper in 1958 [121] (Chapter 2). The
selection rules pertain to the secondary tip-splitting instability.1 Relative to
the fingers of viscous fingering, the fjords have been neglected, so that it was
for the fjords that we looked for two new rules. We found that the fjord base
width was one-half of the most unstable wavelength at the time of the fjord’s
birth, which we defined as the moment that the curvature was zero for the
piece of interface that would evolve to be the fjord’s base. We also also found
that the opening angle of fjords was 8.0◦ ± 1.0◦ for a large range of viscosities,
1The distinction between the primary and secondary instability is historical and not
entirely warranted. The primary Saffman-Taylor instability can be viewed as fjords pinned
at the corners of the Hele-Shaw cell.
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forcing, fjord length, and other experimental parameters. We propose that
these two selection rules are fundamental to the preservation of the fractal
dimension for viscous fingering patterns grown under different conditions. As
the forcing increases the fjord base widths decrease and the fjord opening
angles stay the same, which is similar to simply changing the spatial scale of the
pattern. Looking at viscous fingering from the perspective that the fjords are
the constituents of the patterns offers a challenge for theorists to find the source
of the nearly invariant 8◦ opening angle, and a challenge for experimentalists
to find the corresponding selection rules for other unstable systems. The first
place to look would be other physical systems which approximate Laplacian
growth with isotropic surface forces.
Previous to our work, Bouchbinder et al. developed methods to con-
struct the conformal map from the unit circle to a complicated interface [16].
We had also taken fresh experimental data for complicated viscous fingering
patterns. We combined the newest analytic tools with the newest data to help
answer the question of whether or not viscous fingering and DLA produced
quantitatively similar patterns (Chapter 3). In the process, we not only remea-
sured the fractal dimension of both patterns, but we also calculated that DLA
and viscous fingering have the same f(α) spectrum of singularities within mea-
surement uncertainty. The f(α) spectrum is a global measure of the growth
dynamics and the geometry of the patterns. Since the two spectra are the
same, we say that the two processes are in the same scaling universality class.
This adds evidence to the argument that DLA and viscous fingering patterns
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stem from the same underlying growth class. The hope is that more systems
can be added to this class and that we can approach a unified foundation of
how unstable systems grow and what mechanisms give them their properties.
We also show preliminary data that the boundary conditions of viscous finger-
ing growth patterns change the exponent of the power-law scaling of the area
with perimeter, which could help to resolve reports of different scalings in the
literature.
With this same goal of unification, we performed the first experimental
test of harmonic moments as a special mathematical representation of Lapla-
cian growth (Chapter 4). Harmonic moments have been known to be conserved
quantities theoretically for almost 15 years [94]. However we found with the
introduction of surface tension into the problem, the harmonic moments are
no longer conserved and the moments decay at a specific rate. We observed
that the predicted decay of the moments in experiments of growing viscous
fingering patterns was accurate to within our 16% uncertainty. Because the
moments decay as expected with non-zero surface tension, our experiments
provide evidence that the moments would be conserved in growth with zero
surface tension. This representation of harmonic moments should apply to any
system undergoing Laplacian growth. Like the scaling universality class, the
harmonic moments can bring us closer to unifying unstable, non-equilibrium
systems. In the process of these experiments, we developed a clever application
of Bataille’s formula for the most unstable wavelength of an interface [7], which
enabled us to grow nearly symmetric bubbles with an almost monochromatic
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perturbation of a chosen moment number.
The first studies on pinch-off processes were concerned with capillary
pinch-off of a fluid thread [37]. Now a trend is to study the singularity of
the pinch-off event [152]. The goal is to develop integrable hierarchies and
functional forms for describing nonlinear dynamics. We experimentally tested
two such predictions for viscous fluids in a Hele-Shaw cell (Chapter 5):
1. Richardson predicted that two oil domains under the correct conditions
can pass through each other without changing shape [115, 116].
2. Lee et al. predicted that for a bubble of air breaking into two bubbles,
the shape near pinch-off will be self-similar and independent of the global
shape of the air bubble [76].
However, while the theory is two-dimensional, we could not avoid fully three-
dimensional pinch-off. The shape of interface depends on whether surface
tension or viscous effects dominate. To experiment on this instability, the
conditions must be very well controlled. The work presented on this problem
is only preliminary.
The crucial importance of thin lubricating layers in stabilizing the non-
coalescence of drops and streams of liquid has been known for over one hundred
years [110]. These bouncing and floating drops and jet have been observed in
Newtonian and non-Newtonian liquids [98, 143]. Adding to this body of knowl-
edge, we have discovered that a Newtonian liquid stream can rebound from
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the free surface of a moving bath (Chapter 6). The mechanism of bouncing
was identified as a thin layer of lubricating air replenished by the relative mo-
tion of the jet and the bath. We measured the conditions necessary for the
phenomenon to occur by varying three parameters: viscosity, bath velocity,
and jet flow rate. Using these data, we presented evidence that an energy bal-
ance defines the transition curve between non-bouncing and bouncing states.
Bouncing jets can be used as a method to control air entrainment, a method
to control the attachment of a liquid stream to a substrate, an example of fluid
flow with multiple steady states for the same parameters, and an example of
steady non-coalescence.
The work presented in this dissertation was as much about developing
and proving the techniques used to study the phenomena as understanding the
phenomena themselves. The theme has been to distinguish what influences the
patterns by observing their evolution. The overall goal has been to categorize
the nature of the growth processes as being the same or different from other
physical phenomena. If first we can identify classes of universal behavior, then
it might be possible for the work of building a unified framework to understand
nonlinear processes to begin.
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