Introduction
Endogenous sampling is a pervasive problem in applied microeconometrics. In an extensive survey on the topic of sample selection modelling, Vella (1998) affirms that "the ability to estimate and test econometric models over nonrandomly chosen sub-samples is unquestionably one of the more significant innovations in microeconometrics". While progress in the econometric analysis and treatment of sample selection cannot be denied, the debate is still open on what is the best procedure to be followed to obtain robust estimates from sample selection models.
In general, Full Information Maximum Likelihood (FIML) estimates are recognized as the most efficient, as long as the underlying models are correctly specified. The proviso is important, since FIML sample selection models are typically based on the assumption of bivariate normality of the joint distribution, which implies that the marginals are themselves univariate normals.
Unfortunately, this assumption can often be seen as unduly restrictive: this is, in general, the case for the two fields of application chosen in the present paper to illustrate the copula approach to sample selection, i.e. models of labour supply, and models of contingent valuation.
Sample selection issues arise in the context of labour supply because not all individuals participate in the labour market. In this context, Heckman et al. (2001) suggest that since the wage density tends to be fat tailed, "the family of Student-t distributions offers an attractive and potentially more appropriate class of models for the treatment parameters than those implied by the benchmark Normal model".
In contingent valuation studies selectivity may be induced by people refusing to state, or deliberately misrepresenting, their reservation price for the good under analysis. The estimates of Willingness To Pay (WTP) based on the truncated sample of valid responses may be biased. Sample selection models can be used to detect and correct selectivity bias generated by protest behaviour:
see Donaldson et al. (1998) , Alvarez-Farizo et al. (1999) , Kontoleon and Swanson (2002) , Strazzera (2002, 2003) . The Heckman's sample selection model might not be considered suitable in many applications, as the WTP distribution is generally non-normal: skewed and platikurtic distributions often provide a better fit to the data.
In an effort to attain more flexibility in sample selection modelling, a conspicuous stream of research has focused on non-parametric or semi-parametric methods, which do not require stringent distributional assumptions. Unfortunately, semiparametric methods impose some costs: for example, the intercept in the outcome equation is not identified, and its estimation requires additional procedures (such as those proposed by Heckman, 1990, or Andrews and Schafgans, 1996) . Estimation of the covariance matrix of the parameters is more demanding than in the parametric case (see Vella, 1998, pp. 143-44) . Furthermore, the choice of the bandwidth can affect the resulting estimates: in particular, problems of overfitting have been reported when crossvalidation techniques are used in conjunction with kernel estimates (Mroz and Savage 1999) , and this is especially so in two-stage estimation problems. On the other hand, if no cross-validation or optimal criteria are used to select the bandwidth, then many estimation rounds using different bandwidths are needed to ensure the resulting estimates do not differ drastically across bandwidths.
Another path of research maintains the parametric structure of the standard Heckman's model, but allows for other distributional assumptions. Early works in this direction are Olsen (1980) and Lee (1982 Lee ( , 1983 , who propose two-step methods where the assumption of normality is relaxed into an assumption of linear relationship between the disturbances. Of particular interest for our paper is the FIML model suggested by Lee in the same papers cited above (1982, 1983) . It is shown that the FIML approach could be maintained even in presence of a non normal joint distribution: all that is needed is that the econometrician knows (or, has good priors on) the non normal distributions generating the errors. It is sufficient to apply the inverse standard normal distribution function on the non normal marginals to transform them into normal variates, so that the bivariate normal F o r P e e r R e v i e w 4 (BVN) distribution can be safely applied. This procedure is a particular case of the copula approach suggested by Smith (2003) to model sample selection using a FIML framework and relaxing the restrictive BVN distributional assumption of the standard Heckman's model. Broadly speaking, a copula is a function that links separately specified marginals into a multivariate distribution on [0, 1] n . The copula representation of the multivariate distribution allows different specifications for the marginals and greater flexibility in the specification of the dependence, therefore bypassing some of the limitations of bivariate normality mentioned above. As will be seen in the course of the paper, this is especially useful in situations where the researcher might have some prior knowledge of the marginal distributions and also when asymmetry and/or fat tails in the bivariate distribution are suspected.
A limitation of the aforementioned Lee's copula is that while allowing great flexibility in the specification of the marginals, it still restricts the type of dependence to linear correlation, and the resulting distribution may still be unsuitable to fit the data. This could prove to be crucial in cases where dependence other than linear correlation exists, since the lack of the latter could lead to the erroneous conclusion that no sample selection bias exists. Other copulas, allowing a wider range of dependency patterns, would be more appropriate in such cases. Smith (2003) indicates a special class of copulas, namely the Archimedean copulas, easy to implement and quite flexible to fit a variety of distributional shapes.
In this paper, we first show how the copula approach works when the assumption of normality of the joint distribution is patently violated. It is a labour supply application, based on Martins ' (2001) work on female labour participation and wages. The copula parametric approach is compared to the Heckman's FIML, and to the semiparametric 2-step method that Martins uses to correct selectivity bias in the wages estimates.
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The paper is organized as follows: the next section describes the copula models and their application to the sample selection problem; section 3 shows how the copula approach works in comparison to the standard Heckman's FIML model, and the semiparametric method on female labour data. The fourth section is devoted to the application of the copula approach to contingent valuation data on the recreational value of forests, characterized by selectivity bias due to protest responses to the WTP question. Several models are estimated, allowing testing of different dependence structures and distributional assumptions for the marginals. Section 5 concludes the paper.
The Copula Approach to Sample Selection
The structure of the sample selection model (in its simplest parametric form) is a two-equation (1) which determines the observability or not for all the members in the sample of the second equation, the Outcome equation 
where g is the pdf of u i , and F is the cdf of i . This model was originated in Gronau (1974) and Heckman (1974) , who specified H as a Bivariate Normal. This distributional assumption is still the paradigm in FIML sample selection modelling, due to ease of implementation and relative flexibility in modelling correlation 1 . Unfortunately, distributional misspecification will, in general, produce inconsistent estimates of the parameters: see Vella (1998) for a thorough discussion.
A recent trend is to relax the normality assumption by using semiparametric methods, which do not impose parametric forms on the error distribution. As explained in the introduction of this paper, this strategy imposes several costs. Lee (1982 Lee ( , 1983 suggests a different approach: even if the stochastic parts of the two equations are specified as non-normal, they can be transformed into random variables that are characterized by the bivariate normal distribution. This transform, which involves the use of the inverse standard normal distribution, is an example of a bivariate copula function, which is defined as follows: 
The last condition is the two-dimensional analogue of a nondecreasing one-dimensional function.
The theoretical basis of multivariate modeling by copulas is provided by a theorem due to Sklar (1959).
Sklar's Theorem
Let H be a joint distribution function with margins F 1 and F 2 , which are, respectively, the cumulative distribution functions of the random variables x 1 and x 2 . Then there exists a function C Since the copula function "links a multidimensional distribution to its one-dimensional margins" (Sklar, 1996) , the name "copula" (connection) is explained. The parametric copula approach ensures a high level of flexibility to the modeler, since the specification of the margins F 1 and F 2 can be separated from the specification of the dependence structure through the function C and an underlying parameter % , which governs the intensity of the dependence
The aforementioned Lee's inverse normal transformation corresponds to specifying a bivariate normal copula with non-normal margins. Although it is computationally straightforward, and flexible in the specification of the marginals, its use in empirical work has been relatively scant: the reason may be that the type of dependence allowed for by this copula is restricted to linear 2 The present work only deals with parametric copulas. 
The additive structure of copulas in this class makes estimation of the maximum likelihood, and calculation of the score function, relatively easy. Furthermore, the family is sufficiently large so as to allow a wide range of distributional shapes (right or left skewness, fat or thin tails, etc.).
Another characteristic of copulas that can be valuable to the applied researcher is the capability of . The former is defined as follows:
Another expression for K ( is in terms of copulas (see Nelsen, cit., p. 129):
that is the expression we will use to compute it when a closed form expression is not available. The measure proposed by Spearman is given by in the left tail of the joint distribution: exactly the opposite to the Joe copula, which exhibits a strong clustering of values in the right tail. The Gumbel copula is similar to the Joe, but with a thinner tail. Unfortunately, the last three copulas, just as the most part of Archimedean copulas (one exception is the Frank copula), are monotonic: they cannot accommodate negative dependence.
Figures 1 and 2 show the plots of some copulas (Clayton, Lee, Gumbel, Joe) based on standard
Normal and Logistic marginals, and the BVN standard model.
Sample selection modelling on female labour supply data
In a study published by the Journal of Applied Econometrics ( apparently calculated from the cross product of the first derivatives. In the selection equation, the husband's wage seems to have no significant effect on the decision to participate in the labour market, while in the wage equation the only coefficient that is significant at the 5% level is the educational attainment. Martins shows that the HH test (Horowitz and Härdle, 1994) rejects the Probit for the participation equation at the 5% level at bandwidth greater than 0.55, and argues that a semiparametric approach can be useful to overcome the misspecification problem. The estimates of the selection equation parameters in the semiparametric model can be obtained up to a factor of proportionality (i.e. one of the coefficients is normalized to one), so they are not directly comparable to the competing models; it can be noticed however that the coefficient of the husband wage becomes significant in the semiparametric model. Focusing on the wage equation, significant estimates are obtained for the educational level and the two variables related to potential experience, while the 5% level of significance is not attained for the two interaction terms between potential experience and children.
The 2-step semiparametric estimator is in general less efficient in comparison to the FIML estimator, provided the latter is correctly specified. We show now how the copula approach allows fairly easy estimations while relaxing the distributional assumptions imposed by the standard method, based on the BVN distribution. As a first step, the margins should be specified, based on some explorative analysis of the data, or theoretical priors. For the selection equation, applying the HH test to the Logit specification, we observe that it is not rejected at the 5% level up to bandwidth The parameter of the t distribution is estimated along with the other parameters. Its value, about 3, indicates very heavy tails in the distribution: we recall that for =1 the t distribution is a Cauchy, while for >30 it approximates a Normal. In the selection equation, the husband's wage is significant at the 5% level; in the wage equation the two interaction terms between potential experience and children are not statistically significant, while all the other estimates are significant at the 1% level. These results are close to those obtained with the 2-step semiparametric estimator, but they have been obtained with less computations than those required by the semiparametric approach, since the latter entails approaching the estimation as a two-step procedure and trying several bandwidths both for the first step estimates and for the constant term of the wage equation.
Furthermore, the copula approach allows estimation of the dependence structure, not estimated in the semiparametric model, which is important to analyse the statistical significance of the self selection effect (especially when the FIML BVN model does not produce a reliable estimate of the selection parameter). Also, observing the level and sign of the selection parameter may be useful for the interpretation of the self-selection process.
The approach using copulas can very easily be implemented using any software that allows for user specified likelihood functions such as GAUSS, LIMDEP, STATA, or EVIEWS. Model selection criteria such as Akaike or tests such as Vuong (1989) can be used as an aid in selecting between any two competing models. In the example above, the Akaike and Schwarz information criteria which use a penalization for the number of parameters in a model as well as the Vuong test favor the Joe 
Sample Selection Modelling on Contingent Valuation Data
In the following we present an application of the copula approach to the analysis of data on recreational benefits provided by forests and woodlands in Scotland. The study was conducted by the Queens University Belfast, and published by Strazzera, Genius, Hutchinson and Scarpa in
Environmental and Resource Economics (2003).
The questionnaires were administered on-site in selected forest and woodlands sites used for recreation, through face-to-face interviews. Individuals were asked various questions aimed at conveying information about their demographic and socio-economic characteristics, interests and hobbies, previous excursions to forests, and details on the present visit. Afterwards, they were asked if they would be willing to pay a given entry fee (bid) to the forest, were this the only possibility to maintain public access to the forest. The fee was supposed to be paid by the respondent for each person in the party. The initial bid amounts t used were uniformly distributed across visitors, and were chosen on the basis of initial estimates of the WTP distribution obtained from extensive pilot studies. Next, individuals were asked the exact amount they would be willing to pay as an entry charge to the forest for each component of the party. Table 3 gives summary statistics for the data used in this analysis: mean and standard deviation of the covariates for the full sample, and for the sub-sample of non protesters. Full descriptions of these variables are given in an Appendix. It can be seen that there are 535 protest responses, which amounts to 18% of the sample. We first estimate a standard FIML model, based on the assumption of bivariate normality of the joint distribution: column 1 of Table 4 The negative estimate for the coefficient of Children seems to indicate that respondents placed lower values for children in their party; but the effect must be somehow counter-balanced, since the coefficient estimate for party size close to one indicates that there is some proportionality between the total amount the respondent is willing to pay and the number of people in the pool.
Although this model does not show evident symptoms of misspecification (namely, instability of the coefficient estimates, and the correlation coefficient close to its boundary), we wish to investigate the tenability of the assumption of bivariate normality for the joint distribution. The following step involves the analysis of the distributional specification of the two margins. As in the previous case, both the Horowitz (1993) and Horowitz and Härdle (1994) Table 4 report results for the best fitting model, i.e. the Joe copula, which under all distributional assumptions performed better than the competing models. Its opposite, the Clayton copula, is also reported for demonstrative purposes. We also show results for the Lee copula, since it is fairly well known in the econometrics literature: recent applications include Von Ophem (2000) and Heckman et al. for most parameters the Joe and the Clayton copulas show departures in opposite directions from the benchmark estimates. The estimate of % in the Clayton copula, and its associated standard error, would indicate lack of dependence; however, this is due to the fact that the type of left tail clustering assumed by this copula is not compatible with our data, and the value of the loglikelihood confirms the relatively bad fit. The parameter % is not directly comparable across copulas, but Kendall's ( and Spearman's ) are. The Akaike and Schwarz criteria indicate the Joe copula, which exhibits the highest degree of dependence, as the best fitting model. However, unlike the first application, in this case the Vuong test fails to reject the BVN model: the fitted Joe copula is in fact quite similar to the fitted BVN distribution, as the plots in Fig. 5 show. Table 5 reports the estimates and confidence intervals for the measures of central tendency of WTP, obtained from the BVN and the Joe copula with Logistic marginals. Since the parameter estimates do not differ much across models, the mean and median values estimates obtained from them are also very close. The plots reported in Figure 5 are useful to explain this result: while the fitted Joe copula exhibits some skewness and fatter tails with respect to the fitted BVN, yet the divergence is not dramatic. Using the copula approach when there is a weak departure from normality of the joint distribution would not produce major changes in the estimates, but there is some gain in precision, resulting in narrower confidence intervals.
Conclusions
The copula representation of the bivariate distribution underlying the sample selection model allows different specifications for the marginals and great flexibility in the specification of the dependence. In a recent paper, Smith (2003) suggests the use of copula functions, and in particular Archimedean copulas, to correct selectivity bias in data affected by endogenous sampling. In this 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
