Abstract. It is now accepted that the most eective video shot retrieval is based on indexing and retrieving clips using multiple, parallel modalities such as text-matching, image-matching and feature matching and then combining or fusing these parallel retrieval streams in some way. In this paper we investigate a range of fusion methods for combining based on multiple visual features (colour, edge and texture), for combining based on multiple visual examples in the query and for combining multiple modalities (text and visual). Using three TRECVid collections and the TRECVid search task, we specically compare fusion methods based on normalised score and rank that use either the average, weighted average or maximum of retrieval results from a discrete Jelinek-Mercer smoothed language model. We also compare these results with a simple probability-based combination of the language model results that assumes all features and visual examples are fully independent.
Introduction
The purpose of video retrieval is to locate video from a collection that meets a user's information needs. In this paper we address the general video retrieval task, as supported by the TRECVid search task, which expresses search topics in terms of a text description coupled with multiple image and video examples. Because video retrieval is situated in a diverse feature environment, it potentially requires the combination somehow of many dierent features. These include text (automatic speech recognised text, closed caption text, video optical character recognition text), audio features (e.g. monologues, music, gun ring), visual features (colour, texture, shape), motion features (cameras and objects), highlevel concepts (`visual keywords' such as outdoors, indoors, landscape, faces) and other specic audio-visual models such as for identifying specic people, animals or objects. Early fusion methods, which combine features before performing matching, are not practical for such a large number of features due to the high dimensionality of any combined representation. Late fusion methods, which are the topic of this paper, perform matching on individual features and fuse these matching scores. Late fusion can potentially support adaptive fusion methods when relevance information is available and also allows the use of tuned retrieval models (or completely dierent retrieval models) for each feature.
At their most basic, late fusion methods combine the scored and ranked retrieval results from dierent systems/models/features in order to improve upon the best individual retrieval result. Traditional fusion techniques in information retrieval can be broadly divided into rank and score-based [6] . Rank-based methods such as Borda count combine separate search results based on summing the rank position of documents from dierent result lists. An extension to this combination method is weighted Borda count, which gives preferential weight to specic search result lists. Traditional score-based combination methods include CombSUM, which sums the multiple retrieval scores, and CombMNZ which sums the scores from truncated results lists (such as top 1000) and multiplies the average by the number of retrieval models that returned it [3] . Weights are predominantly included though a linear interpolation of scores. When combining heterogenous retrieval models/features normalisation of retrieval scores is necessary and generally involves linear normalising the results from 0 to 1. Quite dierent approaches include distribution modelling [4] and logistic regression [5] , which attempt to learn a relationship between scores/ranks and relevance.
Fusion is very important in the video search task. Smith et al. [7] , reports on many score-based fusion methods used in an interactive video retrieval experiment but does not cross compare their performances. In [8] Westerveld et al. combine their visual language model results with the text language model results using the joint probability of generating both features assuming independence between modalities and combine the results of multiple visual examples using round-robin (minimum rank). Yan et al. [9] use a boosted co-training approach that trains the weights for combining concept and low-level feature results with text-based results on a per-query basis. In [10] the search topics were automatically classied into one of four classes (named people, named objects, general objects, scenes) and they used query-class dependent weights for fusing results in a hierarchical mixture of experts framework. Yavlinsky et al. [11] compared support vector machines with the standard fusion methods CombMIN, Comb-MAX, CombSUM and Borda count for the task of combining text and visual feature results on TRECVid 2003 but found that no fusion method improved on the results of text.
In this paper we investigate standard fusion methods based on scores, ranks and probability for single visual example search (fusing multiple visual features), for multiple visual example search and for multiple modality search. We evaluate fusion methods for visual retrieval models based on the results of Jelinek-Mercer smoothed language model for three visual features (regional colour, edge and texture) on three video retrieval collections (TRECVid 2002 (TRECVid , 2003 (TRECVid and 2004 . We successfully used the same features and retrieval model (discrete Jelinek-Mercer language model) in our TRECVid 2004 automatic search submission and the discrete language model has previously been studied in [1] but achieved poorer results due probably to their discrete feature representation, which was highdimensional and lacked x, y location information. The contribution of this paper is in empirically establishing eective fusion methods for supporting dierent types of video search such as single feature, multiple feature, multiple example or multimodal search that achieve state-of-the-art performance in the TRECVid video search task.
The rest of this paper is organised as follows: In section 2 we describe the fusion methods that we will evaluate in this paper, while in section 3 we describe our experiment setup. In section 4 we present and discuss our fusion results and nally in section 5 we summarise our conclusions. 2 Fusion for Multi-Modal, Multi-Example Video
Retrieval
We investigate the fusion of retrieval model results in order to combine (A) the multiple visual features, (B) the multiple visual examples and (C) the multiple modalities text and visual. The combination (A) supports the retrieval of video shots using a single visual example and in our experiments involves the automatic fusion of colour, edge and texture retrieval models. The combination (B) supports visual-based retrieval of video shots using a query with multiple visual examples (images and/or videos) and involves the automatic fusion of results from possibly quite disparate image or video examples. The combination (C) supports the retrieval of video shots using a query which has both text and multiple visual examples and for which the combination would involve very dierent and possibly conicting result sets. We also investigate the fusion of results for multiple visual examples using a single visual feature, which provides support for users who wish to use a single visual feature in their search. The multi-example multi-feature search can be performed in two dierent sequences. Firstly, visual features can be combined for each visual example and then the visual examples' scores are fused, or secondly, the visual features can rst be separately combined for each visual example and then the scores for each visual feature can be combined. Due to score normalisation and result list truncation these dierent sequences do not yield exactly the same results.
We combine results using fusion methods originally investigated for fusing the results of multiple text search engines [2, 3] . These fusion methods are computationally inexpensive and have been shown to be quite eective on truncated result lists such as top 1000 results for text retrieval. Truncating the result lists is benecial as it reduces the amount of information transferred between nodes within a video retrieval server that is distributed across multiple machines. We compare fusion methods based on normalised score and rank that use either the average, weighted average or maximum of individual results as the combination function. We also compare these results with a probabilistic combination that assumes all features and examples are fully independent and which does not truncate the result lists. We will use the following notation to refer to each fusion strategy: { CombJointPr -multiply the probabilities of individual retrieval models (or add the log-likelihoods). { CombSumScore -add the normalised scores of the top N results (ie. traditional CombSUM).
{ CombSumRank -add the normalised ranks of the top N results (ie. traditional Borda count) { CombMaxPr -order by the maximum of the probabilities. { CombMaxScore -order by the maximum of the scores -same as CombMaxPr when inputs are probabilities. { CombMaxRank -order by the maximum of the normalised rank score (ie.
round-robin/order by increasing rank removing duplicates). { CombSumWtScore -weighted average of the normalised scores of the top N results. { CombSumWtRank -weighted average of the normalised ranks of the top N results (weighted Borda count).
For all score and rank based fusion methods we truncate the input result lists to their top N results. As in [3] we dene normalised rank as
where N is the number of shots in the truncated result list and normalised score is dened as norm score shot = score shot score min score max score min (2) where score min is the score of the lowest ranked shot in the truncated result list. When combining features we truncate the feature result lists to their top 1000 results (N=1000), but when combining results from multiple visual examples we truncate the visual examples' result lists to N = M=num visual examples, where M is a value between 1000 and 3000 and is empirically chosen for each fusion method by tuning on separate topics and video collection. We use log-query-likelihoods as our score for each shot's text and visual language model's retrieval results since the generative probabilities for our visual features are extremely small and cannot be directly represented using double precision oating point numbers. As a result we are limited in how we can directly combine these probabilities but one simple combined generative model is to assume that all the features and visual examples are independent, which is straightforward to calculate by adding the log-probabilities. For some fusion tasks, especially combining visual and textual results, it would be benecial to combine the generative probabilities using a nite mixture model (linear interpolation) but as yet we have not evaluated this approach, which we believe would be more benecial than using joint probability for combining text and visual results as it allows for the inuence of the visual model to be reduced -the joint probability of text and visual features allows the visual features probabilities to overwhelm the combination since it is the result of the product of probabilities for each pixel in the query image whereas the text probability is the result of the product of only a few probabilities of the search terms.
We prefer the normalised score fusion methods over the normalised rank fusion methods as we believe that the distribution of scores holds valuable information that is lost when normalising based on rank. Ideally the result sets being fused have somewhat similar relevant documents and dissimilar irrelevant documents. If this is the case then combining results using the average function should be preferable to the max function because averaging should reduce the noise from a single query image/feature's results whereas using the max function assumes that a document which matches well a single query image/feature is preferable. We can think of averaging as indicating the document should somewhat match all features/examples (AND logic), whereas max implies that a relevant document need only match a single feature/example (OR logic). 3 Experiment Setup
We perform automatic retrieval experiments, where by \automatic" we mean that retrieval does not involve iterative renement from end-users, on the We represent the video shot content using four features ASR text, HSV colour, Canny edges and DCT-based texture. The visual features are all calculated using a 5x5 grid based representation thus providing a limited but still potentially benecial amount of positional information. The HSV colour is quantised into a 16x4x4 multidimensional histogram (16 hue by 4 saturation by 4 brightness levels). The Canny edge direction feature is quantised into 64 directions with the rst direction centred on the horizonal axis and non-edge pixels are counted in an extra bin for each image region. The DCT feature quantises the rst 5 DCT coecients of the brightness band of the YCbCr colour space into 3 bins each with the quantisation boundaries for each DCT coecient calculated across the whole keyframe collection so that the marginal distribution of a specic DCT coecient uniformly populates its quantisation bins. The DCT transform is calculated for non-overlapping 8x8 pixel blocks in the image. The visual features representations were chosen for our ocial TRECVid 2004 automatic discrete language model experiments and their selection was based on their performance on the TRECVid 2003 collection. This implies that our visual results for TRECVid 2003 collection are somewhat biased though still useful for comparing fusion models.
For the ASR text feature, we use the hierarchical Jelinek-Mercer smoothed language model [8] that smoothes a shot with the text from adjacent shots, from the enclosing video and from the collection. For the visual features we use a discrete language modelling approach. In the language modelling approach shots are ranked by the probability of their language model generating the query, an approach known as query-likelihood. Jelinek-Mercer smoothing uses a collection model (distribution of the events in the whole collection of the visual feature) to adjust the empirical distribution of the features so as to better handle lowfrequency (particularly zero frequency) events and to reduce the importance of frequent events. Its retrieval status value is
where t is a symbol from the visual feature's discrete language (histogram bin index), f q;t is the frequency of the symbol in the query (visual example), Pr M L (tjd) is its empirical probability in a document (video shot), and Pr M L (tjg) is its empirical probability within the whole collection.
For each experiment we tune the retrieval models that have free parameters on an independent search collection so as not to bias our experiment. The tuning process is automatic and identies a single parameter setting over all tuning topics that optimises mean average precision (MAP). and precision at cuto 10 and 100 we indicate whether the dierence between these result and our best fusion result is statistically signicant according to the Wilcoxon sign-rank test at 95% signicance level. We furthermore aggregate all results from the three collections and test whether the overall best result is signicantly better than the other fusion methods. 4 Results
The results for all our experiments are shown in Table 1 Multiple Features, Multiple Example Fusion: In our VisExs*Vis multi-feature multi-example visual experiments we combine the visual features using CombSumScore for each example and then combine the multiple visual examples, while in our VisExs*CET multi-feature multi-example experiments we combine visual examples separately for the three features using CombSumScore and then combine the results of the multiple visual features. In the case of the CombJointPr both these orderings produce exactly the same results, however the other fusion methods are not symmetric to the order of fusion. The VisExs*CET CombSumRank (Borda count) fusion performs consistently better than the other fusion methods. Again both it and the respective CombSumScore perform similarly but this time CombSumScore has the slightly lower results and again neither fusion method is signicantly bettered by another fusion method. We believe the previous fusion task (in particular the truncation of results) may have reduced the usefulness of the scores for this fusion task. Multimodal Fusion The multimodal fusion results (TextVis) which combine the ASR text retrieval results with the retrieval results of multiple visual examples (specically CombSumRank, VisExs*CET) indicates that CombSumWtScore is the best multimodal fusion strategy for this task and shows positive improvement in terms of MAP and precision at cuto 10 and 100 for all three collections. These results are representative of the current state-of-the-art for automatic video retrieval experiments and improve but not statistically signicantly on our previous submitted TRECVid 2004 automatic video retrieval results (MAP 0.078), which achieved the highest MAP of the submitted automatic TRECVid video retrieval runs. This improvement is solely due to better fusion strategies since we did not change any of the features or retrieval models. The CombJointPr fusion performs very poorly, actually achieving the same performance of visualonly searching, due to the fact that the visual probabilities for a large sample of pixels overwhelms the generative text probabilities for a small sample of text in the joint probability. This eect was expected but the magnitude in overwhelming the good performance of text was not. The dierence between optimal weights is again highlighted by the result of CombSumScore which achieves the highest MAP of 0.0862 for TRECVid 2004 though not signicantly better than CombSumWtScore.
Conclusions
We combined results for the text and visual features using variations of datafusion methods originally developed for combining the results of multiple text search engines. We found consistent results indicating that CombSumScore is best for combining a single visual feature over multiple visual examples and that CombSumWtScore is best for combining text and visual results for TRECVid type searches. Our experiment results also indicated that CombSumScore (and CombSumRank) are best for combining multiple features for a single query image. Our results for multi-example multi-feature visual search, while less clear cut, indicate that features should rst be fused separately for the visual examples and then these features' scores should be fused using CombSumRank or CombSumScore. In our experiments all the retrieval models and fusion models have been trained and tested on separate collections and therefore our experiments should represent a fair comparison of fusion strategies. The limitations of the current study is that it is possible our ndings could be tied to the particular retrieval model (discrete Jelinek-Mercer langauge model) and the particular set of visual features. Our future work entails improving the visual features and evaluating fusion methods for alternative retrieval models (e.g. L1) and features.
Our current results highlight problems with tuning weights for combining visual features which is likely exacerbated when trying to fuse more visual features.
