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Abstract 
This paper studies the strong observability property and the reduced-order 
dead-beat observer design problem for a continuous bioreactor. New 
relationships between coexistence and strong observability, and checkable 
sufficient conditions for strong observability, are established for a 
chemostat with two competing microbial species. Furthermore, the dynamic 
output feedback stabilization problem is solved for the case of one species.  
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1. Introduction 
 
The design of observers is a very important problem in mathematical control theory. In this work we focus on the 
observer design problem for the chemostat with n  competing species and one limiting substrate (see [30]): 
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with measurement sy =  and inputs 22),0[),( ℜ⊆+∞=∈= UsDu in . As usual )(txi  denotes the concentration of 
the ith microbial species and )int( n+ℜ=Ω , ),0()( +∞⊆∈ Ats  denotes the concentration of the limiting nutrient, 
)(tsin  denotes the inlet concentration of the limiting nutrient and )(tD  denotes the dilution rate. The specific growth 
rate )(siμ  of the ith microbial species is a continuously differentiable, bounded function ),0[),0[: +∞→+∞iμ  with 
0)0( =iμ  and 0)( >siμ  for all 0>s  ( ni ,...,1= ). The constants 0≥ib  ( ni ,...,1= ) are the mortality rates of the 
microbial species, while the continuously differentiable, bounded functions ),0[),0[: +∞→+∞ig  with 0)0( =ig  and 
0)( >sgi  for all 0>s  ( ni ,...,1= ) are the products of the specific growth rates of the species with the corresponding 
possibly varying yield constants (see [32,33] for the chemostat with variable yields). For the open set ),0( +∞⊆A , 
we will distinguish the following cases: 
 
• ),0( +∞=A  (the general case), 
 
• for the case inin sts ≡)( , ),0( insA = . 
 
The literature concerning chemostat models of the form (1.1) is vast, since the chemostat appears to be one of the 
cornerstones of Mathematical Population Biology. The dynamics of (1.1) were studied in [7,25,30,32,33] (see also 
references therein), where the theory of monotone dynamical systems (see [2,29,30]) plays an important role. 
Feedback stabilization problems for the chemostat have been studied in [3,6,12,13,14,16,17,18,19,23,24,26,27,28]. 
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Observer problems for the chemostat have been studied in [3,4,5,8,9,10,11,22]. It should be noted that the successful 
observer designs for the chemostat can lead to the solution of dynamic output feedback control problems (see [3]).  
 
In this work, we apply recent results for the observability of systems which are linear to unmeasured state 
components in [20] in order to design hybrid dead-beat reduced-order observers for system (1.1). More specifically, 
we show that: 
 
• system  (1.1) with 1=n  is strongly observable in time 0>r  for arbitrary 0>r , 
 
• the dynamic output feedback stabilization problem for (1.1) with 1=n  can be solved with the combination 
of a static state feedback stabilizer and the proposed dead-beat hybrid reduced order observer (Proposition 
3.1),  
 
• coexistence implies absence of strong observability for 2=n  (Proposition 3.3), 
 
• it is impossible to design a smooth observer for system (1.1) with 2=n  which guarantees convergence of 
the estimates for all inputs );(),( UsD locin +∞ ℜ∈L , under the assumption of coexistence, 
 
• system (1.1) with 2=n , 0≡D  (batch culture) and Michaelis-Menten kinetics for the specific growth rates 
is strongly observable in time 0>r  for arbitrary 0>r  if and only if the specific growth rates and the 
mortality rates of the two microbial species are not identical (Theorem 3.5); this result is important because 
batch cultures of microbial species are used only for finite time and the proposed dead-beat hybrid reduced 
order observer can provide exact estimates in very short times, 
 
• a set of sufficient conditions (which does not allow coexistence) can guarantee strong observability of 
system (1.1) with 2=n  in time 0>r  (Theorem 3.8 and Theorem 3.9). 
 
 
Notations Throughout this paper we adopt the following notations:  
   
∗  Let ),0[: +∞=ℜ⊆ +I  be an interval. By  );( UI∞L  ( );( UIloc∞L ) we denote the space of measurable and (locally) 
essentially bounded functions )( ⋅u  defined on I  and taking values in mU ℜ⊆ . 
∗  For definitions of the function classes ∞K , KL  see [21]. 
∗  By  );(0 ΩAC , we denote the class of continuous functions on A , which take values in Ω . 
∗  For a vector nx ℜ∈  we denote by x′  its transpose. The determinant of a square matrix nnA ×ℜ∈  is denoted by 
)det(A . mnA ×ℜ∈′  denotes the transpose of the matrix nmA ×ℜ∈ .  
∗  By ),...,,( 21 nllldiagA =  we mean that the matrix },...,1,,...,1;{ njniaA ij ===  is diagonal with iii la = , for 
ni ,...,1= .  
∗  By UU ⊆)int(  we denote the interior of a set mU ℜ⊆ . By n+ℜ  we denote the set of all nnxxx ℜ∈′= ),...,( 1  with 
0≥ix  ( ni ,...,1= ).  
 
Under the assumption that the continuously differentiable functions ),0[),0[: +∞→+∞iμ  with 0)0( =iμ  and 
0)( >siμ  for all 0>s , ),0[),0[: +∞→+∞ig  with 0)0( =ig  and 0)( >sgi  for all 0>s  ( ni ,...,1= ) are bounded, it 
follows that for every pair of inputs );(),( UsD locin +∞ ℜ∈L  and for every Asx ×Ω∈),( 00  there exists a unique 
solution Atstx ×Ω∈))(),((  of (1.1) defined for all 0≥t  with initial condition ),())0(),0(( 00 sxsx =  corresponding 
to inputs );(),( UsD locin +∞ ℜ∈L .  
 
 
2. Review of Recent Results 
 
Consider an autonomous system described by ordinary differential equations of the form: 
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where nℜ⊆Ω  is an open set, mU ℜ⊆  is a non-empty closed set and the mapping nUf ℜ→×Ω:  is locally 
Lipschitz. The output of system (2.1) is given by 
))(()( txhty =                                                                                   (2.2) 
 
where the mapping kh ℜ→Ω:  is continuous. We assume that for every Ω∈0x  and );( Uu loc +∞ ℜ∈L , the solution 
);,( 0 uxtx  of (2.1) with initial condition 00 );,0()0( xuxxx ==  and corresponding to input );( Uu loc +∞ ℜ∈L  exists 
for all 0≥t , i.e., we assume forward completeness. For system (2.1) we adopt the following notion of observability. 
 
Definition 2.1 (Definition 2.1 in [20]): Consider system (2.1) with output (2.2). We say that the input 
)];,0([ Uru ∞∈L  strongly distinguishes the state Ω∈0x  in time 0>r , if the following condition holds  
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ξ , for all D∈ξ  with ξ≠0x                                     (2.3) 
 
We next define the notion of strongly observable systems in time 0>r . The reader should note that strong 
observability is a more demanding notion than simple observability (see [31]). 
 
Definition 2.2 (Definition 2.7 in [20]): Consider system (2.1). We say that (2.1) is strongly observable in time 0>r  
if every input )];,0([ Uru ∞∈L  strongly distinguishes every state Dx ∈0  in time 0>r .  
 
      Now we show how the main results of [20], that is, Proposition 2.3 and Corollary 2.11 of [20], can be applied to 
the continuous bioreactor model (1.1). More precisely, assuming for the time being that system (1.1) is strongly 
observable in time 0>r , we are in a position to define the operator: 
 
Ω→× ∞ )];,0([)];,0([: 0 UrArCP L  
 
For each )];,0([0 ArCs∈ , )];,0([),( UrsD in ∞∈L , ),,( insDsP  is defined by  
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],0[ r∈τ . Proposition 2.3 in [20] guarantees that, under the assumption of strong observability in time 0>r  for 
system (1.1), then for every Asx ×Ω∈),( 00  and );(),( UsD locin +∞ ℜ∈L  the following equality holds: 
 
),,()( inrtrtrt sDsPtx −−−= δδδ , for all rt ≥                                           (2.5) 
 
where ( ) )()( wrtswsrt +−=−δ , ( ) )()( wrtDwDrt +−=−δ , ( ) )()( wrtsws ininrt +−=−δ  for ],0[ rw∈ . 
 
    Therefore, if system (1.1) is strongly observable in time 0>r , then we are in a position to provide a reduced order 
dead-beat observer for system (1.1). Given 00 ≥t , Ω∈0z , we calculate )(tz  by the following algorithm: 
 
Step i : Calculation of )(tz  for ])1(,[ 00 ritirtt +++∈  
 
1) Calculate )(tz  for ))1(,[ 00 ritirtt +++∈ , the solution of )())(),(()( tztDtsMtz =& , where ( )nn bDsbDsdiagDsM −−−−= )(,...,)(),( 11 μμ . 
 
2) Set ),,())1((
0000 inirtirtirt sDsPritz +++=++ δδδ , where Ω→× ∞ )];,0([)];,0([: 0 UrArCP L   is the operator 
defined by (2.4). 
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For 0=i  we take 00 )( ztz =  (initial condition). Schematically, we write: 
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Thus, we obtain from Corollary 2.11 in [20] the following result. 
 
Proposition 2.3: Consider system (1.1) and assume that it is strongly observable in time 0>r . Consider the unique 
solution Ω××Ω∈ Atztstx ))(),(),((  of (1.1), (2.6) with arbitrary initial condition Ω××Ω∈ Azsx ),,( 000  
corresponding to arbitrary input );(),( UsD locin +∞ ℜ∈L . Then the solution Ω××Ω∈ Atztstx ))(),(),((  of (1.1), (2.6) 
satisfies: 
 
)()( txtz = , for all rt ≥                                                                        (2.7) 
 
The explicit formulae for the observer (2.6) for 2=n  are given next. 
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It should be noted that the observer (2.6) is a hybrid observer which uses delays and guarantees exact knowledge of 
the concentrations of the microbial species after r  time units.  
 
Finally, we end this section by presenting the following lemma, which is to be used in next section. 
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Lemma 2.4: Suppose that system (1.1) with 2=n  is not strongly observable in time 0>r . Then there exist 
)];,0([),( UrsD in
∞∈L  and Asx ×ℜ∈ + )int(),( 200  such that 
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where Ats ∈)(  denotes the component of the solution Atstx ×ℜ∈ + )int())(),(( 2  of (1.1) with initial condition 
Asx ×ℜ∈ + )int(),( 200  corresponding to input );(),( UsD locin +∞ ℜ∈L , )int(),( 20,20,10 +ℜ∈= xxx  and 
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Proof: Suppose that system (1.1) is not strongly observable in time 0>r . By virtue of Remark 2.4 in [20] there 
exists )];,0([),( UrsD in
∞∈L , Asx ×ℜ∈ + )int(),( 200  and 221 ),( ℜ∈′= ξξξ , 0≠ξ   such that 
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where Ats ∈)(  denotes the component of the solution Atstx ×ℜ∈ + )int())(),(( 2  of (1.1) with initial condition 
)int(),( 300 +ℜ∈sx  corresponding to input );(),( UsD locin +∞ ℜ∈L . Therefore, (2.11) implies that: 
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Equality (2.13) in conjunction with (1.1) and the fact that ( ) ⎟⎟⎠
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implies equality (2.8). Equality (2.9) is obtained by differentiation of (2.13).            <  
 
 
 
3. Strong Observability of the Chemostat 
 
The results of the previous section clearly indicate that it is important to study under what conditions the chemostat 
(1.1) is a strongly observable system.  
 
 
3.A. Case 1=n  
 
For this case we have the system: 
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Using Corollary 2.5 in [20], we conclude that system (3.1) is strongly observable in time 0>r  for arbitrary 0>r . 
The observer (2.6) can be used for system (3.1), which for  1=n  takes the form: 
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The hybrid reduced-order observer (3.2) guarantees that for every initial condition Ω××Ω∈ Azsx ),,( 000  and for 
every );(),( UsD locin +∞ ℜ∈L  the solution of (3.1), (3.2) satisfies )()( txtz =  for all rt ≥ .  
 
It is important to notice that the observer (3.2) can be combined with state feedback laws for the stabilization of the 
chemostat model (3.1) by means of dynamic output feedback. More specifically, we obtain the following result. 
 
Proposition 3.1: Let ),0(),0(),( +∞×∈∗∗ insxs  be an equilibrium point for (3.1) with 0)( >≡ inin sts , 
0)( >≡ ∗DtD , i.e.,  bDs += ∗∗ )(μ  and ( ) ∗∗∗∗ =− xsgssD in )( . Suppose that there exists a locally Lipschitz 
feedback law ),0(),0(),0(: +∞→+∞×insk  with ),( ∗∗∗ = xskD  such that ),0(),0(),( +∞×∈∗∗ insxs  is globally 
asymptotically stable for the closed-loop system (3.1) with the feedback law ),( xskD =  and ),0(),0(),( +∞×∈ insxs . 
Moreover, suppose that system (3.1) with the dynamic feedback law ),( zskD = , ( )zbDsz −−= )(μ& , ),0( +∞∈z  is 
forward complete.  
 
Then for every 0>r , the equilibrium point ),,(),,( ∗∗∗= xxszxs  is globally asymptotically stable for the closed-
loop system (3.1) with (3.2) and ),( zskD = .   
 
Proof: Let 0>r  be arbitrary. First, the following change of coordinates is performed: 
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. Since the feedback law 
),( xskD =  guarantees that ),0(),0(),( +∞×∈∗∗ insxs  is globally asymptotically stable for the closed-loop system 
(3.1), it follows that 20 ℜ∈  is globally asymptotically stable for the closed-loop system (3.4) with 
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System (3.1) with the dynamic feedback law ),( zskD = , ( )zbDsz −−= )(μ&  is transformed to system (3.4) with 
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Since )()( txtz =  for all rt ≥ , it follows from (3.3), (3.5), (3.7) and (3.8) that the closed-loop system (3.1) with (3.2) 
and ),( zskD =  satisfies the following estimates:  
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛≤⎟⎠
⎞⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+⎟⎠
⎞⎜⎝
⎛
∗
∗
∗∗∗∗
∗
∗ rtsss
sss
x
z
x
xa
x
tz
tsss
tsss
x
tx
in
in
in
in ,
))0((
)0()(
ln)0(ln)0(ln3)(ln
))((
)()(
ln)(ln σ , for all rt ≥ (3.9) 
 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛≤⎟⎠
⎞⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+⎟⎠
⎞⎜⎝
⎛
∗
∗
∗∗∗∗
∗
∗ ))0((
)0()(
ln
)0(
ln
)0(
ln3
)(
ln
))((
)()(
ln
)(
ln
sss
sss
x
z
x
xa
x
tz
tsss
tsss
x
tx
in
in
in
in , for all ],0[ rt∈    (3.10) 
 
Inequalities (3.8), (3.10) allow us to conclude that the equilibrium point ),,(),,( ∗∗∗= xxszxs  is globally 
asymptotically stable for the closed-loop system (3.1) with (3.2) and ),( zskD = . The proof is complete.     <  
 
Example 3.2: In [18] it is shown that the feedback law ( )ssL
s
x
xbD
sDsD −++=
∗
∗∗
∗∗
,0max
)(
)(μ , where 0>L  is a 
constant, guarantees that ),0(),0(),( +∞×∈∗∗ insxs  is globally asymptotically stable for the closed-loop system (3.1) 
with )()( sKsg μ= , inin sts ≡)( , where 0>K  is a constant.  
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Here, we will show that system (3.1) with )()( sKsg μ= , inin sts ≡)( , ( )ssLszxbD sDsD −++= ∗∗∗
∗∗
,0max
)(
)(μ , 
( )zbDsz −−= )(μ&  is forward complete. Therefore, Proposition 3.1 guarantees that for every 0>r , the equilibrium 
point ),,(),,( ∗∗∗= xxszxs  is globally asymptotically stable for the closed-loop system (3.1) with (3.2) and 
( )ssL
s
z
xbD
sDsD −++=
∗
∗∗
∗∗
,0max
)(
)(μ , )()( sKsg μ= , inin sts ≡)( . 
 
We consider system (3.1) with )()( sKsg μ= , inin sts ≡)( , ( )ssLszxbD sDsD −++= ∗∗∗
∗∗
,0max
)(
)(μ , 
( )zbDsz −−= )(μ& . Clearly, for every ),0(),0(),0(),,( 000 inssxz ×+∞×+∞∈  there exists 0max >t  such that the 
solution ),0(),0(),0())(),(),(( inststxtz ×+∞×+∞∈  of system (3.1) with )()( sKsg μ= , inin sts ≡)( , 
( )ssL
s
z
xbD
sDsD −++=
∗
∗∗
∗∗
,0max
)(
)(μ , ( )zbDsz −−= )(μ&  initiated from ),,())0(),0(),0(( 000 sxzsxz =  exists 
for all ),0[ maxtt∈ .  
 
 
Using the fact that max)( μμ ≤s  for all 0≥s , it follows that: 
 
0
0)()(
x
z
txtz = , for all ),0[ maxtt∈                                                         (3.11) 
 ( )( )tbxtx −≤ max0 exp)( μ , for all ),0[ maxtt∈                                               (3.12) 
 
Simple manipulations show that  ( )( ) ( )∗∗∗ +−−+−−= sssscs sxsKssssLs ininin ωμ )()(,0max& , where 
ins
scc
z
x
c
∗
−+== )1(,
0
0 ω . It follows that 0<s&  for all ( )1,1max −∗> ωss  and 0>s&  for all ( )1,1min −∗< ωss . At 
this point it should be noticed that ( )1,1max −∗> ωssin . Therefore, the following inequalities hold: 
 
 ( ) ( )1010 ,,max)(,,min −∗∗−∗∗ ≤≤ ωω ssstssss , for all ),0[ maxtt∈                                   (3.13) 
 
Using (3.11), (3.12), (3.13), it follows that the following differential inequality holds for all ),0[ maxtt∈  
 
( ) ( )( ) xbLstbzKsssss sx in ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−−−≥
∗
−∗∗∗
∗
max01
0
max exp
,,min)(
μωμ&  
 
which directly implies that the following estimate holds: 
 
( ) ( ) ( )( )( ) 0max10max 0max 1exp,,min)(exp)( xtbtLstbsssssb
zKs
tx
in
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−−−−−≥
∗
−∗∗∗
∗
μωμ
μ
, for all ),0[ maxtt∈  (3.14) 
 
Inequalities (3.12), (3.13) and (3.14) in conjunction with (3.11) and a standard contradiction argument show that we 
must have +∞=maxt . Hence, system (3.1) with )()( sKsg μ= , inin sts ≡)( , 
( )ssL
s
z
xbD
sDsD −++=
∗
∗∗
∗∗
,0max
)(
)(μ , ( )zbDsz −−= )(μ&  is forward complete.       <  
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3.B. Coexistence implies absence of strong observability for 2=n  
 
Consider system (1.1) for 2=n  with constant inputs DtD ≡)(  and inin sts ≡)( . A coexistence equilibrium point for 
the chemostat model (1.1) is an equilibrium point ),0()int(),,( 221 inssxx ×ℜ∈ +∗∗∗  of (1.1) satisfying (see [30]) 
 
2
*
211 )()( bsDbs −==−∗ μμ                                                                     (3.15) 
 
∗∗∗∗∗ +=− 2211 )()()( xsgxsgssD in                                                                (3.16) 
 
 
Proposition 3.3: If system (1.1) with 2=n  admits a coexistence equilibrium point then for every 0>r , system (1.1) 
with 2=n  is not strongly observable in time 0>r .  
 
Proof: By virtue of Definition 2.1 and Definition 2.2, it suffices to show that there exist inputs 
)];,0([),( UrsD in
∞∈L , states Asx ×Ω∈),( 00 , As ×Ω∈),( 00ξ  such that  
 
)()( tsts = , for all ],0[ rt∈                                                               (3.17) 
 
where Ats ∈)(  denotes the component of the solution Atstx ×Ω∈))(),((  of (1.1), with initial condition 
Asx ×Ω∈),( 00  corresponding to input );(),( UsD locin +∞ ℜ∈L  and Ats ∈)(  denotes the component of the solution 
Atstx ×Ω∈))(),((  of (1.1), with initial condition As ×Ω∈),( 00ξ  corresponding to input );(),( UsD locin +∞ ℜ∈L .  
 
Consider the constant inputs DtD ≡)( , inin sts ≡)(  and notice that for every Ω∈= ),( 21 ξξξ  with  
 
( ) ∗∗∗∗ +−= 211
2
1
2
)(
)(
xx
sg
sg ξξ                                                               (3.18) 
 
the component Ats ∈)(  of the solution Atstx ×Ω∈))(),((  of (1.1), with initial condition Asx ×Ω∈∗∗ ),(  
corresponding to input );(),( UsD locin +∞ ℜ∈L  and the component Ats ∈)(  of the solution Atstx ×Ω∈))(),((  of 
(1.1), with initial condition As ×Ω∈∗ ),(ξ  corresponding to input );(),( UsD locin +∞ ℜ∈L  satisfy 
 
∗≡≡ ststs )()(                                                                     (3.19) 
 
The proof is complete.         <  
 
 
Remark 3.4: It should be emphasized that if a coexistence equilibrium point for the chemostat model (1.1) with 
2=n  exists, then no smooth observer of the form 
 ( ) ( )
( ) ( )
( ) ( )
Attztztz
tstDtztzttsGttstztsgtztsgtststDt
tstDtztzttsGttstzbtDtstz
tstDtztzttsGttstzbtDtstz
inin
in
in
∈Ω∈′=
−+−−−=
−+−−=
−+−−=
)(,))(),(()(
))(),(),(),(),(),(()()()())(()())(()()()()(
))(),(),(),(),(),(()()()()())(()(
))(),(),(),(),(),(()()()()())(()(
21
2132211
2122222
2111111
ξ
ξξξ
ξξμ
ξξμ
&
&
&
    (3.20) 
 
for system (1.1) with 2=n  exists, where ℜ→×Ω×× UAAGi :  ( 3,2,1=i ) are locally Lipschitz functions. Indeed, 
using the argument in the proof of Proposition 3.3, we consider system (1.1) with 2=n , ∗≡ DtD )( , inin sts ≡)(  
initiated at ),,( 21
∗sxx , where Ω∈= ),( 21 xxx  satisfies 2211 )()()( xsgxsgssD in ∗∗∗∗ +=−  and system (3.20) 
initiated at ),,( 21
∗szz , where Ω∈= ),( 21 zzz  satisfies 2211 )()()( zsgzsgssD in ∗∗∗∗ +=−  and xz ≠ . In this case 
it holds that ∗≡= stst )()(ξ  and )0()0()()( xztxtz −≡− .  
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It should be noticed that no smooth observer of the form (3.20) can be designed such that for every 
);(),( UsD locin +∞ ℜ∈L  we have 0)()(lim =−+∞→ txtzt . If special inputs );(),( UsD locin +
∞ ℜ∈L  are used then we may 
be able to obtain an observer for system (1.1). The following subsection shows that this is the case. 
 
 
3.C. Batch Culture for 2=n . 
 
The model of a batch culture of n  species in competition is given by (1.1) with 0≡D . For 2=n  we obtain the 
input-free model: 
 ( ) ( )
2211
22221111
)()(
)(,)(
xsgxsgs
xbsxxbsx
−−=
−=−=
&
&& μμ
                                                        (3.21) 
 
We will assume constant yield coefficients, i.e., )()( ssg ii μ=  for 2,1=i  and Michaelis-Menten kinetics for the 
specific growth rates, i.e., 
sk
sa
s
sk
sa
s +=+= 2
2
2
1
1
1 )(;)( μμ                                                                   (3.22) 
 
where 0,,, 2121 >kkaa  are positive constants. Therefore, we obtain the model: 
 
)int(),,(
,
3
21
2
2
2
1
1
1
22
2
2
211
1
1
1
+ℜ∈
+−+−=
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+=
sxx
x
sk
sa
x
sk
sa
s
xb
sk
sa
xxb
sk
sa
x
&
&&
                                                  (3.23) 
 
 
We are in a position to prove the following result. 
 
 
Theorem 3.5: For every 0>r  the following implication holds: 
 
System (3.23) is not strongly observable in time 0>r   ⇒  21 aa = , 21 bb =  and 21 kk =  
 
 
Remark 3.6: Theorem 3.5 guarantees that if the specific growth rates and the mortality rates of the two species are 
not identical, then for every 0>r , system (3.23) is strongly observable in time 0>r . Therefore the hybrid observer 
(2.6) will be a reduced order dead-beat observer. It is clear that the converse implication of the one provided by 
Theorem 3.2 automatically holds. Notice that if aaa == 21 , bbb == 21  and kkk == 21 , then system (3.23) can be 
decomposed into two subsystems: 
 
---the “observable” subsystem  
)(
)()(
21
2121
xx
sk
ass
xxb
sk
asxx
dt
d
++−=
+⎟⎠
⎞⎜⎝
⎛ −+=+
&
 
and  
 
---the “unobservable” subsystem  
 
)()( 2121 xxbsk
asxx
dt
d −⎟⎠
⎞⎜⎝
⎛ −+=−  
 
Therefore the characterization provided by Theorem 3.5 is sharp. 
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Proof: Suppose that system (3.23) is not strongly observable in time 0>r . Applying Lemma 2.4 with 0≡D  and 
using (3.22) and the fact that )()( ssg ii μ=  for 2,1=i , we guarantee the existence of )int(),( 300 +ℜ∈sx  such that: 
 
( ) [ ] [ ] )())(( 1221211212212122112 bbkkskkbbkakasbbaaskk −++−+−+−+−=− & , for all ],0[ rt∈         (3.24) 
 
 
( ) 0))((exp))((
)(
)()(
0
2220,1
02
01
0,2 <⎟⎟⎠
⎞
⎜⎜⎝
⎛
−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−= ∫t dwbwstsxssxts μμμμ& , for all ],0[ rt∈                       (3.25) 
 
where 0)( >ts  denotes the component of the solution )int())(),(( 3+ℜ∈tstx  of (3.23) with initial condition 
)int(),( 300 +ℜ∈sx .  
 
We next distinguish the following cases: 
 
Case 1: kkk == 21 . From (3.24) and (3.25) we conclude that the polynomial 
[ ] [ ] )()(2)( 122122121221 bbksbbaaksbbaasp −+−+−+−+−=  must be the zero polynomial. It follows that 
21 bb =  and 21 aa = .  
 
 
Case 2:  21 kk ≠ . We will show that this case cannot happen because it leads to a contradiction. 
 
In this case, we get from (3.24) and (3.25): 
 
12
12
21
12
211212212
12
1221 ))((:)(
kk
bb
kks
kk
kkbbkaka
s
kk
bbaa
sfs −
−+−
+−+−+−
−+−==& , for all ],0[ rt∈          (3.26) 
 
and  
( ) Adwbws
s
s
t
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−− ∫
0
22
2
))((exp
)(
μμ
&
, for all ],0[ rt∈                                             (3.27) 
 
where 0,1
02
01
0,2 )(
)(: x
s
sxA μ
μ+= . By virtue of (3.27) it follows that for all ],0[ rt∈ : 
 
( ) 0)()(
)( 2222
2
=−−′− bsss
s
ss μμμ &
&&&                                                                    (3.28) 
 
and by virtue of (3.26) it follows that for all ],0[ rt∈ : 
 
)()( sfsfs ′=&&                                                                                  (3.29) 
 
Combining (3.26), (3.28) and (3.29), we obtain for all ],0[ rt∈ : 
 
( ) 0)()()(
)(
)(
)( 222
2
=⎥⎦
⎤⎢⎣
⎡ −−′−′ sfbss
s
sfsf μμμ  
 
or equivalently, 
0)()( =sfsp                                                                            (3.30) 
 
where  
( ) ( )[ ]
( ) 221121222
2
21121221
3
1221
)(
)(3222)(
kkbbskkbk
skkbkbbaasbbaasp
−−−+
+−−+−+−+−=
                          (3.31) 
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The fact that 0<s&  implies that the polynomial )()( sfsp  must be the zero polynomial. Therefore, 021 == bb  and 
021 >== aaa . However, notice that in this case (3.26)  gives ass =& , which contradicts (3.25) and the fact  0<s& . 
 
The proof is complete.      <  
 
 
 
3.D. Conditions for strong observability in time 0>r  for 2=n . 
 
We next provide conditions for strong observability of system (1.1) with 2=n  for two different cases. 
 
Theorem 3.8: Consider system (1.1) with 2=n , inin sts ≡)(  and ),0( insA = . Assume that there exists a constant 
0>c  such that one of the following holds: 
 
(A1) 0)( ≠sκ  and c
s
bbss −≤−+−
)(
)()( 2112
κ
μμ
, for all ),0( inss∈  
 
or  
 
(A2) 0)( ≠sκ  and c
s
bbss ≥−+−
)(
)()( 2112
κ
μμ
, for all ),0( inss∈  
 
where κ  is defined by (2.10). Then for every inscr 1−≥ , (1.1) is strongly observable in time 0>r .  
 
 
Theorem 3.9: Consider system (1.1) with 2=n  and ),0( +∞=A . Assume that there exist constants 0, >ca  such 
that one of the following holds: 
 
(A3) 0)( ≠sκ  and cas
s
bbss −−≤−+− 22112
)(
)()(
κ
μμ
, for all ),0( +∞∈s  
 
or  
 
(A4) 0)( ≠sκ  and cas
s
bbss +≥−+− 22112
)(
)()(
κ
μμ
, for all ),0( +∞∈s  
 
where κ  is defined by (2.10). Then for every 11 −− +≥ acr , (1.1) is strongly observable in time 0>r .  
 
 
Remark 3.10: For the usual case where )()( ssg ii μ=  for 2,1=i  and the specific growth rates satisfy the Michaelis-
Menten kinetics (3.22), conditions (A1), (A2), (A3), (A4) are expressed by: 
 
 (A1’) 21 kk ≠  and ckk
bb
kks
kk
kkbbkaka
s
kk
bbaa −≤−
−+−
+−+−+−
−+−
12
12
21
12
211212212
12
1221 ))(( , for all ),0( inss∈  
 
or  
 
 (A2’) 21 kk ≠  and ckk
bb
kks
kk
kkbbkaka
s
kk
bbaa ≥−
−+−
+−+−+−
−+−
12
12
21
12
211212212
12
1221 ))(( , for all ),0( inss∈  
 
and  
 
(A3’) 21 kk ≠  and caskk
bb
kks
kk
kkbbkaka
s
kk
bbaa −−≤−
−+−
+−+−+−
−+− 2
12
12
21
12
211212212
12
1221 ))(( , for all ),0( +∞∈s  
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or  
 
 (A4’) 21 kk ≠  and caskk
bb
kks
kk
kkbbkaka
s
kk
bbaa +≥−
−+−
+−+−+−
−+− 2
12
12
21
12
211212212
12
1221 ))(( , for all ),0( +∞∈s  
 
For Theorem 3.8, if in addition we have ],0[)( maxDtD ∈ , where 0max ≥D , then condition (A2) can obtain the 
following, less demanding form:  
 
(A2’’) 0)( ≠sκ  for all ),0( inss∈  and cs
bbss ≥−+−
)(
)()( 2112
κ
μμ
 for all ),0( inss∈  with 
max
2112
))((
)()( D
sss
bsbs
in
<−
−−+
κ
μμ . 
 
 
Proof of Theorem 3.8 and Theorem 3.9: Employing Lemma 2.4, we can guarantee the existence of 
)];,0([),( UrsD in
∞∈L  and Asx ×ℜ∈ + )int(),( 200  such that: 
 
))((
))(())((
)( 2112
ts
bbtsts
ts κ
μμ −+−=& , for almost all ],0[ rt∈                                  (3.32) 
 
Notice that (3.32) can only be satisfied ( ))()()(
))((
))(())((
)( 2112 tststD
ts
bbtsts
ts in −<−+−= κ
μμ&  and consequently, for 
the case of Theorem 3.8 with ],0[)( maxDtD ∈ , we can guarantee that max2112 ))())(((
))(())(( D
tssts
btsbts
in
<−
−−+
κ
μμ  for all 
],0[ rt∈ . It is direct to verify that if ),0(0 insAs =∈ , inscr 1−≥  and hypothesis (A1) or hypothesis (A2) holds then 
the solution of (3.32) cannot satisfy ),0()( insAts =∈  for all ],0[ rt∈ , a contradiction.  
 
For Theorem 3.9, if hypothesis (A4) holds then by using the comparison lemma in [21], we can guarantee that the 
solution of (3.32) presents a finite escape time in the interval ],0[ 11 −− + ca . On the other hand, if hypothesis (A3) 
holds then by employing the comparison lemma in [21], we can guarantee that the solution of (3.32) cannot satisfy 
)(ts  for all ],0[ 11 −− +∈ cat . 
 
Details are left to the reader.         <  
 
 
 
4. Concluding Remarks 
 
     In this work, we have applied recent results for the observability of systems which are linear with respect to the 
unmeasured state components in [20] in order to design hybrid dead-beat reduced-order observers for the chemostat 
with microbial species in competition, i.e., system (1.1). We have assumed that the measured output is the 
concentration of the nutrient and we are interested in the estimation of the size of the populations of the competing 
microbial species. We have showed that the chemostat with one species is strongly observable in time 0>r  for 
arbitrary 0>r . The design of a reduced-order hybrid dead-beat observer for the case with one species allowed us to 
show that the dynamic output feedback stabilization problem for (1.1) with 1=n  can be solved with the combination 
of a static state feedback stabilizer and the proposed dead-beat hybrid reduced order observer.  
 
     Furthermore, new relationships between coexistence and strong observability are established for a chemostat with 
two microbial species (Proposition 3.3). The proposed dead-beat reduced-order observer can be used for system (1.1) 
with 2=n , 0≡D  (batch culture) and Michaelis-Menten kinetics for the specific growth rates: the batch culture is 
strongly observable in time 0>r  for arbitrary 0>r  if and only if the specific growth rates and the mortality rates of 
the two microbial species are not identical. The result (Theorem 3.5) is important because batch cultures of microbial 
species are used only for finite time and the proposed dead-beat hybrid reduced order observer can provide exact 
estimates in very short times. Finally, a set of sufficient conditions (which do not allow coexistence) that can 
guarantee strong observability of system (1.1) with 2=n  in time 0>r  is provided.  
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    The obtained results can be extended in the same spirit to the case of system (1.1) with 3≥n . Moreover, the 
obtained results can be used for the study of the observer design problem of system (1.1) under periodic inputs 
);(),( UsD locin +∞ ℜ∈L . This will be the subject of future research. 
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