Abstract-Photoplethysmography (PPG) is a widely used technology, routinely employed for heart rate measurement in lowcost medical devices. Monitoring is notoriously more difficult during physical exercise, since motion artifacts may considerably degrade PPG signals. The approach discussed in this paper estimates human heart rate and reliably tracks its changes by a robust algorithm, whose main steps include denoising by joint principal component analysis, Fourier-based heart rate measurement and, finally, smoothing and tracking by a Kalman filter. To illustrate overall performance, experimental results are presented using publicly available real-life PPG traces.
I. INTRODUCTION
Monitoring of health parameters during physical exercise is an important aspect of both sports and rehabilitation medicine. In both cases, acquiring accurate measurement information is harder than it would be in a laboratory test, as tradeoffs in the measurement set-up have to be accepted. During exercise, motion artifacts are usually more significant, contributing undesired signal components as well as causing the useful signal to occasionally become erratic. On the other hand, attempts at limiting these effects may come at the expense of individual comfort, so that improvements from the viewpoint of signal quality may cause the situation to become less representative, as far as freedom of body movement and attitude are concerned.
Photoplethysmography (PPG) is a widely used technology, routinely employed for heart rate (HR) measurement in lowcost medical devices, since the periodicity of the PPG signal corresponds to the cardiac rhythm [1] . However, its use in HR monitoring during physical exercise is notoriously difficult, since motion artifacts may considerably degrade PPG signals, to the point that an estimation algorithm might focus on a wrong signal component [2] - [4] .
In a wearable data acquisition system it is not difficult to complement PPG sensors by an accelerometric sensor, whose outputs help identify the main features of motion artifacts. This approach is applied, for instance, in [5] , where two-channel PPG signals are acquired together with the outputs of a triaxial accelerometer from a person wrist-band. The auxiliary sensors enable the application of signal processing techniques
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for denoising and artifact removal, but the task is far from simple.
In our approach to the HR monitoring problem we perform PPG signal denoising on the basis of maximal incorrelation between useful components and the motion artifacts represented by accelerometer signals. Furthermore, we define a simple dynamic model of HR variation, that is employed for prediction and smoothing of HR estimates obtained from denoised PPG traces.
Heart rate estimation from PPG signals is a popular research topic and several algorithms have been presented in the literature. In general, one of the main difficulties is finding a right balance between algorithm sophistication and computational cost. Often, multi-stage signal processing approaches have been proposed, e.g., in [5] - [8] and the references therein. The possibilities of lightweight implementations based on machine learning approaches have also been investigated [9] , [10] , although reported accuracy performances currently appear to fall short of those achieved by other signal processing methods. A broader survey of the very extensive literature is beyond the scope of this paper.
The algorithm we present in this paper combines three sequential signal processing stages: 1) denoising, based on joint principal component analysis of PPG and accelerometer signals; 2) spectral analysis of the denoised PPG signal, obtained by a Discrete Fourier Transform (DFT), that provides the initial HR measurement; 3) a Kalman filter (KF), whose input is the raw DFTbased measurement, that is used to track HR temporal evolution and produce a refined and smoothed HR estimate. Two more features were designed into the algorithm to improve the reliability of HR estimates, namely: 1) we exploit the redundancy offered by the availability of signals from two PPG sensors, to minimize the occurrence of missing DFT-based measurements, and 2) we carry out validation checks on DFT-based HR measurements before feeding them to the KF. In the next Section we introduce the problem and discuss signal features of interest. We present our novel denoising approach in Section III, then proceed to discuss frequency analysis and introduce a random walk HR dynamic model that motivated KF application to refine our HR measurement. In Section V we discuss measurement validation criteria that contribute to the robustness of our estimation approach. Finally, we present some results obtained with traces taken from the PPG trace library provided for the 2015 Signal Processing Cup competition [11] .
II. SIGNAL FEATURES
Photoplethysmography is an optical technique that detects the changes in blood volume occurring in tissues at the microvascular level. The PPG signal can be acquired from a pulse oximeter, that measures the changes in the intensity of light reflected from a subject skin when it is illuminated by a light-emitting diode (LED). The resulting waveform presents a pseudo-periodic pulse component attributed to changes in blood volume occurring with each heart beat. Further components, related to respiration, nervous activity and thermoregulation, are superimposed on it [12] .
In this work we assume acquisition of a set of traces composed of PPG recordings from two pulse oximeters and the outputs of a tri-axial accelerometer. The three sensors are carried within a wrist-band worn by the subject. A common sampling frequency F S = 125 Hz was employed in the acquisition of all signals, as well as of an electrocardiographic (ECG) trace providing ground truth data. The test set-up is described in [5] .
The traces considered for algorithm development and testing cover a set of subjects, of various ages, undertaking physical exercises of different intensity. HR varies in accordance with physical stress, though individual responses are closely related to specific physical conditions of the subject. Reference HR values can be obtained from the simultaneously recorded EGC trace. Fig. 1 shows, as an example, the spectrogram obtained from a raw PPG signal, employing 8-s overlapping time windows. The superposed solid black line provides reference HR values obtained by ECG-based measurements. Examination of the color-graded PPG spectrogram shows that peak values (corresponding to red areas) are not univocally associated to the heart rate frequencies, that vary approximately between 1 Hz and 3 Hz (in terms of heart beats per minute (bpm) the corresponding range is from 60 to 180 bpm) . On the contrary, stronger peaks may be present at different frequencies, that can be attributed to the presence of motion artifacts. This gives rise to a more complex frequency spectrum.
The trace library employed for trials provides a comprehensive set of test cases [5] . Overall, each test lasts about 300 seconds, producing between 35,000 and 40,000 samples per trace. We analyze each signal employing an observation window of length T W = 8 s, resulting in a segment of N = 1000 samples. Consecutive windows have a 75% overlap (that is, 6 s), so that the algorithm provides a new HR estimate every 2 s, corresponding to a reporting rate of 0.5 Hz.
III. MAXIMAL INCORRELATION PPG DENOISING
To avoid interference effects originating from motion artifacts, we select PPG principal signal components on the basis of their degree of incorrelation with accelerometer signals. For each data segment of length N , obtained from either of the two PPG sensors or from one of the three accelerometer axes, we compute trajectory matrices, respectively: An estimate of the mutual correlation between, for instance, the signal from the first PPG channel and the xaxis accelerometer output is given by the matrix product D T P P G1 D Ax , but for our purposes it suffices to consider:
Specifically, matrix element c 1,x (i, j) provides an indication of the degree of correlation between the i-th left singular vector of D P P G1 and the j-th left singular vector of D Ax . The sum:
reflects correlation of u P P G1 (i) to the whole x-axis accelerometer signal and given the sums C 1,y (i) and C 1,z (i), that are referred, respectively, to the y-and zaxes, the total indication:
We repeat this analysis within a selected subset of the most significant principal vectors, for both D P P G1 and D P P G2 . Following this we keep, as significant PPG signal components, only the vectors u P P G1 (i) and u P P G2 (i) for which the corresponding indicator, respectively C 1 (i) or C 2 (i), is below a given threshold.
The selected vector subsets allow to reconstruct denoised versions of the original PPG signals. However, in a few cases this might actually result in partial cancellation of some useful information as well. In fact, motion artifacts are sometimes found at frequencies that are close to the actual HR frequency. Relevant PPG components, therefore, might sometimes be deleted by our maximal incorrelation denoising approach. For this reason, we introduced a check that relies on diversity between the spectral composition of PPG and accelerometer signals, to counter this and ensure that a correct HR frequency estimate can be produced. This is discussed in the next Section.
IV. HEART RATE ESTIMATION AND TRACKING

A. Frequency analysis
The initial HR measurement is obtained by frequency analysis of the denoised PPG signal. As a target, we aim at the ability of measuring to a resolution of one beat per minute (±1 bpm
Zero padding allows to obtain a finer grid step (approximately 15 mHz) with a moderate increase in computation. Of course, frequency resolution remains inversely proportional to the length of the actual sample sequence, limiting the capability to resolve closely spaced frequency components. Since the spectrum of PPG signals is mostly made up of harmonic components this should not cause problems, with separation being usually good enough to resolve them.
Depending on the type and intensity of physical exercise, some motion artifact component may get close to the HR frequency. Unfortunately, in this case the denoising approach described in Section III tends to remove both the artifact and the useful PPG component, leaving the second harmonic (i.e., the PPG component at twice the HR frequency) as the most likely candidate output. To avoid such gross inaccuracy a frequency check has been introduced, whereby the frequency estimate obtained from the analysis of denoised data is compared with the estimate from unprocessed data. The occurrence of this specific condition can thus be detected and, accordingly, the correct result is obtained as the DFT-based HR estimate divided by two.
B. Dynamic HR model and KF equations
HR measurements provided by the frequency analysis step are regarded as "raw measurements" in the proposed algorithm. The next steps are based on a simple signal model of HR variation and deal with validation, filtering and smoothing, ultimately providing a considerably more accurate HR measurement.
Considerations based on physiology, combined with the need to employ simple equations in the interest of robustness, led us to the representation of the dynamic behavior and possible evolution of human heart rate by a discrete-time model based on the random walk process:
where θ(k) is the KF-smoothed HR estimate and w(k) is a white noise random process with finite variance σ 2 w . The 
where v(k), also a white noise random process whose finite variance is σ 2 v , represents measurement noise and uncertainty. The resulting KF equations are summarized in Table I for conciseness.
V. VALIDATION OF DFT-BASED MEASUREMENTS
The algorithm main iteration takes sensor measurements obtained over fixed-duration overlapping windows from the two denoised PPG measurement traces and processes them to provide an accurate estimate of the actual HR value. Iteration steps are:
• measurement, where a HR estimate is obtained for each PPG channel from a zero-padded DFT computed on the given time window; • validation, where suitable checks determine whether new measurements are acceptable and, if so, merged measurement information is passed to the next step; • update, where a refined a-posteriori HR estimate is provided, and • prediction, where a-priori estimates are obtained both for the HR value and its variance, in preparation for the next algorithm iteration. It can be seen that, besides the straightforward KF iteration steps, we introduced a measurement validation step, specifically to deal with possible measurement inconsistencies originating from residual motion artifact effects, as well as from the possibility of degradation in the acquired signals.
The raw HR estimate is obtained from a N -point PPG data segment x(nT ), considering the index of the peak value of its zero-padded DFT X(mF ), that is:
The corresponding frequency grid step is F and, of course, the estimated frequency in the k-th observation window is z(k) = m peak (k)F . Initially, the range of acceptable values of z(k) is set in accordance with physiological parameters. It should be noted that, in a previous work [13] , information provided by the Kalman filter was fed back to the peak search in (5), establishing an admissible range for m. This solution proved less than optimal and is now made unnecessary by the new denoising approach discussed in Section III.
A preliminary check considers possible variability among measurements z 1 (k) and z 2 (k) from the two PPG channels. For this reason variances of z 1 and z 2 , computed over a suitable window including stored previous values, are compared. Mutual disagreement is considered too great when either of the two variances is greater than twice the other value. Accordingly, the corresponding measurement is flagged as 'unavailable' and discarded from the following steps.
The validation check proper is related to KF innovation and leads to the acceptance of a new measurement only if the following condition is satisfied:
The factor κ can be associated to a suitable confidence level.
For the results presented in the following κ = 3 was applied.
It can be seen from (6) that the check is applied individually to both PPG measurements (provided both are available), therefore it might be passed by both z 1 and z 2 , failed by either of the two, or by both. Consequently the outcome of the validation process must be defined in the three cases: 1) if both measurements are accepted, the actual measurement input passed to the KF is a weighted sum of the two. Specifically, the measurement whose innovation is smaller is given a larger weight. The rationale for this choice is that, on physiological grounds, large HR variations are less likely. In the current implementation, fixed weights of 0.75 (for the measurement whose innovation is smaller) and 0.25 are applied; 2) when one of the measurements fails condition (6), it is flagged as 'unavailable' and only the other is passed on for KF processing; 3) when both new measurements fail the check and are flagged as 'unavailable', the current state prediction is kept for the next KF iteration, i.e.: θ
The output HR measurement at the end of the k-th algorithm iteration is, of course, the a posteriori state estimate θ + (k).
VI. RESULTS
We refer in this Section to traces taken from the library provided for [11] and employed in [5] , as well as in a number of subsequent works. To present an adequate variety, we considered three different traces showing representative acquisitions, respectively, during physical rehabilitation exercises, when running on a treadmill and while practicing boxe.
The reference heart rate values, obtained from the simultaneously recorded ECG trace and indicated in the following as B ref (k) , were compared with the estimate B meas (k) = θ + (k). As in similar works, we consider two different performance metrics:
• the average absolute deviation from reference values:
that is expressed in bpm; • the average relative deviation from reference values:
that is given in percent. We add, as a further indication, the maximum absolute deviation:
that allows an assessment of the algorithm pointwise accuracy by showing the worst-case local disagreement between PPG and ECG measurements. Finally, E 4 is the standard deviation:
computed over the whole trace. Results for the three traces are reported in Table II and show very encouraging performance. It may be of interest to note that, as mentioned in [8] , the best performing algorithm in the 2015 Signal Processing Cup achieved E 1 = 2.27 bpm. trace is shown in Fig. 2 . Reference values are shown by a continuous (cyan) line, raw DFT-based measurements correspond to circles, while the final estimate is a dashed (red) line. The algorithm tracks the reference value fairly well, although occasional fluctuations may take place. These are often the consequence of discarding some measurements, following the validation check defined by (6) . The approach proposed with this algorithm effectively reduces the impact of motion artifacts to the point that, unlike many other tracking algorithms, there is no need for a preliminary training phase to ensure correct algorithm initialization. Training is usually carried out under the assumption that the subject is not in motion for some given time interval, so that the PPG-based frequency estimate is unaffected by the presence of artifacts. Conversely, as we show next, our algorithm is remarkably robust and the KF estimate quickly converges to the correct HR value, regardless of initial conditions.
We repeatedly ran the algorithm with the same trace, using randomly selected start times that fell after the end of the training phase included in all traces. the arrival of measurement outliers. This initially disrupts the PPG-based estimates but, regardless of the particularly adverse initial conditions, the algorithm again converges quickly, then tracks the HR value rather closely. After the first three iterations, estimate deviations from the reference trace fall within the bound given by E 3 in Table II .
VII. CONCLUSIONS
The algorithm proposed in this work employs a zeropadded DFT to obtain raw HR estimates, then refines the measurement by a simple Kalman filter using just one state variable to track the temporal evolution of the heart rate. In terms of computational requirements, therefore, this part is fairly lightweight. For the results presented in the paper, computing time was 200 ms per second of recoding time, using MatLab R2015b on a personal computer, with Intel Core i7 running at 2.4 MHz, 8 Gbyte RAM and Windows 10 operating system. The most demanding steps involve SVD and the eigenvector analysis of a number of trajectory matrices, that take place in the signal denoising part.
Overall performances appear to be quite encouraging, as the algorithm runs close to the better perfoming ones reported in the literature. More extensive testing and algorithm development are to follow, so that its potential can be understood and fully exploited.
