Abstract: We investigate a class of distributionally robust optimization problems that have direct applications in finance. They are semi-infinite programming problems with ambiguous expectation constraints in which fractional functions represent reward-risk ratios. We develop a reformulation and algorithmic data-driven framework based on the Wasserstein metric to model ambiguity and to derive probabilistic guarantee that the ambiguity set contains the true probability distribution. The reformulation phase involves the derivation of the support function of the ambiguity set and the concave conjugate of the ratio function, and yields a mathematical programming problem in a finite dimensional constraint space. We design modular bisection algorithms with finite convergence property. We specify new ambiguous portfolio optimization models for the Sharpe, Sortino, Sortino-Satchel, and Omega ratios. The computational study shows the applicability and scalability of the framework to solve large, industry-relevant size problems.
Introduction

Problem Overview
Stochastic Programming (SP) has been extensively used to solve optimization problems under uncertainty (Prékopa, 1995; Birge and Louveaux, 2011; Shapiro et al., 2014) . The SP paradigm usually requires the knowledge of the probability distribution of the random variables. However, the full information about the distribution is not always available in practice and often can only be approximated from data. To alleviate the difficulty of specifying the probability distribution, an alternative modeling paradigm, named Distributionally Robust Optimization (DRO) (Delage and Ye, 2010; Zymler et al., 2013; Wiesemann et al., 2014) , has recently received extensive attention. The DRO approach involves the construction of an ambiguity set of the probability distribution, and the derivation of robust counterparts for the constraints involving the uncertain variables. This paper investigates a class of distributionally robust optimization problems DRR in which the ambiguous expectation of a fractional function representing a reward-risk ratio is lower bounded by a decision variable and the ambiguity set is required to include the true probability distribution with a large specified probability. This class of problems has immediate applications in financial optimization, in which asset returns are random variables whose probability distribution is difficult to elicit, and investment strategies are frequently determined by using risk-adjusted return metrics (see, e.g., Bacon (2012) , and Cheridito and Kromer (2013) ).
This study also proposes a series of novel DRR portfolio optimization problems implementing risk-adjusted return performance measures. The generic formulation for the class of DRR problems is given by:
P (Q ∈ D) ≥ q (3)
x ∈ X (4)
where x ∈ R M + is a vector of decision variables and ξ ∈ R M denotes the vector of uncertain variables with unknown true probability distribution Q. The function µ(·, ·) : R M × R M → R in the numerator of the stochastic fraction function subject to the distributionally robust requirement (2) represents a reward measure, while the function ρ(·, ·) : R M × R M → R in the denominator is a risk measure. The term E P denotes the expectation of the reward-risk ratio with respect to the underlying probability distribution P belonging to the ambiguity set D. The chance constraint (3) requires the ambiguity set D to be constructed in such a way that it contains the true probability distribution Q of ξ with a large predefined probability level q. The objective function (1) maximizes the value of the non-negative decision variable β (5) that is upper-bounded by the ambiguous expression in (2) and is thereafter referred to as the worst-case expected reward-risk value. The notation X is the polytope representing the convex feasible area defined by the deterministic constraints.
In this paper, the ambiguity set D is constructed via a data-driven approach using a finite number of data points. This allows the approximation of the true and (partially) unknown probability distribution Q with a reference distribution P 0 that has a finite number of fixed atoms. A key objective is to solve DRR exactly and efficiently, without any further assumptions about the structure of the true probability distribution. Problem DRR is typically nonconvex and NP-hard. The difficulty to solve DRR stems from three main reasons:
1. DRR is a semi-infinite optimization problem, since (2) has infinitely many constraints.
2. The right-hand side β of the stochastic inequality within the constraints (2) is a decision variable and not a fixed parameter. We describe in Sections 3 and 4 how this further complexifies the solution process and in particular the derivation of a tractable robust counterpart for (2).
3. The chance constraint (3) providing a probabilistic guarantee on Q belonging to D is non-convex.
derive tractable reformulations under certain convexity and support compactness assumptions, respectively. Gao and Kleywegt (2016) also investigate the same DRO problem and consider Wasserstein distances of any order (i.e., ≥ 1) without imposing any restriction on the form of the reference distribution.
Risk-Adjusted Return Performance Measures
The DRR class of optimization problems is perfectly suited for the derivation of risk-adjusted return investment policies. The earliest reward-risk ratio performance measure dates back to 1950s with the safety-first measure proposed by Roy (1952) . Shortly after, Sharpe (1966) introduced the Sharpe ratio for the management of mutual funds. A flurry of performance ratio measures, such as the Sortino (Sortino and Van Der Meer, 1991) , SortinoSatchel (Sortino and Satchel, 2001) , or Omega (Keating and Shadwick, 2002) ratios, have been introduced since. Stoyanov et al. (2007) , Bacon (2012) , and Cheridito and Kromer (2013) provide in-depth analyses of the features of ratio performance measures.
Regardless of the selected reward-risk ratio, the evaluation of its value is affected by the knowledge and assumptions made on the distribution of the asset returns. Typically (Sharpe, 1966) , a one-point estimate (i.e., the mean return vector) is used to replace the vector of random asset returns. This leads to the well-documented estimation risk problem. Empirical analyses (e.g., Chopra and Ziemba (1993) ) have shown that the optimal portfolios constructed under this assumption are very sensitive to the estimated mean return vector and that small perturbations can result into very different investment strategies.
To mitigate the estimation risk, SP, RO, and DRO models have been proposed. SP models, such as VaR (Gaivoronski and Pflug, 2005) , CVaR (Rockafellar and Uryasev, 2000) , probabilistic Markowitz (Bonami and Lejeune, 2009 ), or probabilistic risk-budgeting (Ji and Lejeune, 2016) , explicitly model the asset returns as random variables which yield to a probability distribution that must be specified. RO models (see, e.g., Goldfarb and Iyengar (2003) ; Ghaoui et al. (2003) ) allow the uncertain parameters to take any value within the uncertainty set taking usually a polytopic, box, or ellipsoidal form. Given that limited information (e.g., bounds) of the uncertain variables is utilized and that the optimal value is obtained at the worst-case realization within the uncertain set, RO models can be over-conservative. Calafiore (2007) study some DRO portfolio optimization models under the assumption that the true return distribution is within some distance -measured with the Kullback-Leibler divergence -from a reference distribution. Pflug and Wozabal (2007) and Wozabal (2012 Wozabal ( , 2014 ) conduct a series of DRO studies with the Wasserstein distance metric and present portfolio optimization illustrations. Pflug and Wozabal (2007) model the ambiguity set with the Wasserstein distance metric under the assumption that the probability space has a finite support with fixed atoms. While they focus on the CVaR metric, we strive in this study to maximize several worst-case risk-adjusted return performance measures. Doan et al. (2015) develop a distributionally robust portfolio optimization model with a Fréchet class of discrete distributions and overlapping marginals. They come up with a set of linear reformulations to minimize the worst-case CVaR of the portfolio.
Very few DRO, RO, or SP models have been proposed for reward-to-risk ratio performance measures. Recently, Bailey and de Prado (2012) introduced the probabilistic Sharpe ratio that measures the probability that the excess return to standard deviation ratio exceeds a certain value. Deng et al. (2013) proposed the Valueat-Risk adjusted Sharpe ratio measure to construct a portfolio with the largest worst-case-scenario Sharpe ratio within a given confidence interval. They show that the original Sharpe ratio and the probabilistic Sharpe ratio are both special cases of the Value-at-Risk adjusted Sharpe ratio. Kapsos et al. (2014) study the worst-case
Omega ratio with three types of uncertainties including mixture distribution, box (hyper-rectangle) uncertainty, ellipsoidal uncertainty, and derive tractable reformulations. Tong and Wu (2014) investigate robust rewardrisk ratio optimization with composite mixture uncertainties. Liu et al. (2015) propose a distributional robust reward-risk ratio optimization model where the ambiguity set is constructed through moment conditions. They utilize Lagrangian dualization to reformulate the distributionally robust problem as a semi-infinite one, approximate the semi-infinite constraints with the entropic risk measure (see Liu and Xu (2014) ), and solve the resulting approximation problem with an implicit Dinkelbach method. This study proposes new DRO portfolio optimization problems that implement risk-adjusted return performance measures and belong to the class of DRR problems. In terms of model features, our study is closest to Postek et al. (2015) 's work, in which a distributionally robust counterpart for a Sharpe ratio expectation constraint is presented. A key difference with our study is that their model requires the constructed portfolio to attain a fixed, pre-specified Sharpe ratio value, while our formulation generates the portfolio with the largest worst-case Sharp ratio value (i.e., β is defined as a decision variable) attainable.
Contributions and Notations
The main contributions of this paper are summarized below:
• We formulate and analyze a class of DRO problems in which fractional stochastic functions define reward-risk ratios, ambiguous expectation constraints permit to maximize the worst-case reward-risk ratio level, and a chance constraint ensures that the true probability distribution is within the ambigu-ity set with a large probability. This class of ambiguous semi-infinite programming problems has wide applicability in finance and has not been, to our knowledge, studied before.
• We use a data-driven approach and the Wasserstein distance metric to model ambiguity. We provide guidelines to properly specify the model and its parameters, such as the reference distribution, the support function of the Wasserstein ambiguity set, and the minimal admissible size of the Wasserstein ambiguity set.
• We introduce the q-valid radius concept and develop a constructive approach to build ambiguity sets that give: 1) a probabilistic guarantee on the inclusion of the true probability distribution within the ambiguity set, and 2) a guarantee of the feasibility of the solution of the ambiguous problem for the ambiguity-free formulation.
• We develop a reformulation and algorithmic framework to efficiently solve the class of DRR problems.
In terms of reformulation, we extend the framework proposed by Ben-Tal et al. (2015) to derive robust counterparts for reward-risk ratio expectation constraint. The method is designed for ambiguous probability distributions with fixed atoms, and encompasses two separate reformulation phases involving the derivation of: 1) the support function of the ambiguity set and 2) the concave conjugate of the reward-risk function. We reformulate the semi-infinite programming problem DRR and its infinitely many chance constraints in a finite dimensional constraint space. In terms of solution method, we design bisection algorithms that take advantage of the properties of the reformulated problem and permit to solve exactly and efficiently problems of form DRR. The algorithms are modular, solve a sequence of convex programming problems, implement a descent-type approach, and have the finite convergence property.
• We formulate a series of new portfolio optimization models that use risk-adjusted return measures expressed as ratios. We provide such models in a distributionally robust setting for the Sharpe, Sortino, Sortino-Satchel, and Omega ratios, which are traditionally used in a deterministic setting. These models maximize the value of the ratio that can be attained with a certain confidence level and without assuming the perfect knowledge of the probability distribution of the asset returns.
• We formulate a series of new portfolio optimization models based on risk-adjusted return measures expressed as ratios. We provide such models in a distributionally robust setting for the Sharpe, Sortino, Sortino-Satchel, and Omega ratios, which are traditionally used in a deterministic setting. The models maximize the value of the worst-case ratio that can be attained with some confidence level and without assuming the perfect knowledge of the asset return distribution.
• We use real financial data to carry out a computational study on the DRR Sharpe ratio model. The results
show the applicability and scalability of the proposed framework. We derive insights about the impact of the model inputs on the solution time. The out-of-sample analysis attests the robustness of the investment policies based on the distributionally robust Sharpe ratio model. The proposed method permits to solve exactly industry-relevant size problem instances that are larger (i.e., number of assets four times larger) than those presented so far in the DRO literature.
Notations. We denote by R + the set of non-negative real numbers. Let D be the ambiguity set, P ∈ D be an underlying probability distribution, P 0 be the reference distribution, and Q represent the true and unknown probability distribution. We assume that joint distribution of the asset returns has a finite support Ω sitting on N data points or atoms. The vector of decision variables is x ∈ R M + , while the vector of random variables is ξ ∈ R M . We denote by α(x, ξ) = µ(x, ξ)/ρ(x, ξ) the reward-risk ratio. We use the index sets N = {1, . . . , N } and M = {1, . . . , M }.
Specification of Ambiguity Set
In practice, the full knowledge of the true probability distribution of ξ and of the reward-risk ratio α(x, ξ)
is seldom available. The probability distribution of ξ is here imperfectly known. The distributionally robust expectation constraint (2) can be rewritten as:
This raises the question whether (6) can be reformulated into an equivalent form that does not have the semiinfinite for all form. To do so, we first specify the ambiguity set.
The literature distinguishes two main types of ambiguity sets. Moment-based ambiguity sets are defined with respect to some moments of the probability distribution (see Delage and Ye (2010) , Goh and Sim (2010) , Wiesemann et al. (2014) and the references therein). Statistical-based ambiguity sets include all underlying probability distributions that fall within a certain specified statistical distance from a reference distribution, which is an approximation of the true probability distribution. Popular statistical distance measures, such as Prohorov (Erdogan and Iyengar, 2006) , Kullback-Leibler divergence (Jiang and Guan, 2015; , and Wasserstein (Pflug and Wozabal, 2007; Wozabal, 2012; Pflug and Pichler, 2014; Wozabal, 2014; Esfahani and Kuhn, 2015; Zhao and Guan, 2015b; Gao and Kleywegt, 2016) , have been used to estimate the "closeness" between distributions. Esfahani and Kuhn (2015) ; Goh and Sim (2010) , and Wiesemann et al. (2014) ) observe that tractable conic reformulations are in general easier to derive for models with moment-based ambiguity sets.
For moment-based ambiguity sets, the information about the distribution of the uncertain parameters is inferred from the available data points. As their number increases, the values of the estimated first and second moments of the distribution eventually converge. However, there can be an infinity of distributions -among which the true one -that have the same first and second moments, which means that moment-based approach do not guarantee convergence to the true distribution. In contrast, statistical-based ambiguity sets enjoy convergence properties. Let d(P, P 0 ) denote any statistical distance between the underlying distribution P and the reference distribution P 0 (defined in more details in Section 2.2) and let θ be the largest admissible distance, the statistical-based ambiguity set is defined as:
One attractive feature of statistical-based ambiguity sets is that the conservatism of the optimization problem can be controlled by adjusting the values assigned to the parameter θ defining the size of the ambiguity set.
The DRO problem reduces to an ambiguity-free problem if θ is set to zero. Three main criteria (Jiang and Guan (2015), Hanasusanto et al. (2015) , Esfahani and Kuhn (2015) ) prevail to select the ambiguity set D. First, D must contain the true and unknown probability distribution Q with high probability. Second, the size of D decreases when more data points (i.e., sample size N goes to infinity) are used. Finally, D should allow for the derivation of tractable reformulations.
In this study, we use the Wasserstein metric to construct a statistical-based ambiguity set. The following subsections define the Wasserstein metric, describe the construction of the reference distribution P 0 , and propose a constructive approach to set up the size of the ambiguity set to ensure that it probabilistically contains the true unknown distribution.
Wasserstein Metric
The Wassserstein metric is defined as a distance function between two probability distributions on a given support space Ω. Let P and P 0 be two discrete probability distributions with N atoms. Let Y j denote the j-th atom of the underlying distribution P, Y 0 i be the i-th atom of the reference distribution P 0 , p j (resp., p 0 i ) denote the probability of the j-th (resp., i-th) atom of P (resp., P 0 ), and π ij be the bivariate probability of the i-th atom of P 0 and the j-th atom of P.
Definition 1 (Wasserstein Metric). The Wasserstein distance d W (P, P 0 ) of order 1 (also known as Kantorovich distance) between P and P 0 is given by:
The Wasserstein distance (7) can be interpreted as the minimum transport cost of the probability mass distribution from P 0 (i.e., the supply or reference distribution) to P (i.e., the demand or underlying unknown distribution), where the unit cost between p 0 i and p j is ||Y j − Y 0 i ||.
In this paper, we study the case of distributions with finite support and fixed atoms. The underlying probability distribution P that we try to elicit has the same N atoms as the reference distribution P 0 , but the probabilities p 1 , p 2 , . . . , p N of the atoms are decision variables whose values must be uncovered. In other words, we purport to "transport" the reference probability measure P 0 to a new one P that sits on the same data points. Since the distances ||Y j − Y 0 i || are fixed parameters, the representation (7) of the Wasserstein distance is linear in π and the constraint set is polyhedral.
The determination of the worst-case probability distribution in the vicinity of the reference distribution P 0 raises the question of how close P 0 and P are. The proximity between probability distributions is typically estimated with a distance metric. The Wasserstein distance exhibits the defining properties (listed below) of a probability distance metric. The notations P a , P b , and P c refer to probability distributions:
• Non-negativity:
• Positive-definiteness: d W (P a , P b ) = 0 if and only if P a = P b .
• Symmetric property:
• Triangle inequality:
The above properties make the Wasserstein distance very suitable to construct ambiguity sets.
Reference Distribution.
The reference (also called nominal) distribution P 0 is an estimate of the true probability distribution Q. We use in this study a nonparametric approach to construct the reference probability distribution and define it by relying on a series of data points. The reference distribution is defined as a step function that jumps up by 1/N at each of the N independent and identically distributed (IID) data points, and can be viewed as an empirical distribution. Given the observed IID data samples Y 0 i , i ∈ N , the reference distribution is
where
is an indicator function taking value 1 if x ≥ Y 0 i and 0 otherwise. We assume that the support space Ω is finite and that the reference distribution P 0 (x) can be represented by its mass probability
2.3 Wasserstein Ambiguity Set.
Having specified the Wasserstein metric and the reference distribution, we can now construct the Wasserstein ambiguity set. Its construction is based on the direct relationship between the number of available data points N and the distance θ between probability distributions that can be attained with a given probability level q. For any arbitrary q, the distance parameter θ can be set to a smaller value as N increases.
Definition 2 (Wasserstein Ambiguity Set) Suppose that we have N independent samples Y 0 i , i = 1, . . . , N for an unknown true distribution Q with bounded support. The Wasserstein ambiguity set D W is a ball of radius θ centered around the reference distribution P 0 :
It is important to note that data-driven Wasserstein ambiguity sets enjoy the convergence properties presented below.
Remark 1 (Asymptotic Convergence) As the number of IID data samples N increases (to +∞), the following asymptotic convergence results hold true:
(i) The reference distribution P 0 converges pointwise to the true probability distribution Q (Zhao and Guan, 2015a ).
(ii) The distance between the true distribution Q and reference distribution P 0 converges to 0.
(iii) Consider a sequence {P N } of random underlying distributions P N ∈ D W . The sequence {P N } converges to the true probability distribution Q almost surely: P lim .
Property (i) is based on the strong law of large numbers (Van der Vaart, 2000) and (ii) is a direct consequence of (i). Property (iii) is the asymptotic guarantee property presented by Esfahani and Kuhn (2015) (see Corollary 3.4). It follows from Remark 1 that as the number of available data points increases to +∞, the ambiguity set becomes smaller to finally only include the reference distribution, while the distances between the true, underlying, and reference distributions converge to zero. In this special case, the true and reference distributions tend to coincide.
Size of Ambiguity Set and Probabilistic Guarantee
The next question concerns the size of the ambiguity set and of its radius θ so that the inclusion of the true distribution Q in the ambiguity set D W is probabilistically guaranteed and is as least equal to q. We now discuss the impact of the number of data points on the value of θ. In particular, we determine the smallest value that can be assigned to θ so that (3) holds. We next introduce the definition of the q-valid radius concept and continues with the presentation of three approaches allowing for its determination.
Definition 3 (q-valid radius) The radius θ of the Wasserstein ball is thereafter said to be q-valid if its value ensures that Q ∈ D W with probability at least q.
First, we propose an approach in which the value of θ depends on the number of random variables M , the number of data points N , the probability level q, and a constant K (Pflug and Wozabal, 2007) .
Theorem 1 (Pflug and Wozabal, 2007) Given M , N , and q, and a constant K, the radius
See Appendix A.1 for the proof.
Theorem 2 presents an alternative approach to compute the value of the radius θ using the light-tailed assumption. A distribution is said to be light-tailed if there exists an exponent a > 1 such that
The assumption is easily satisfied if the support Ω is compact (Esfahani and Kuhn, 2015) . Let 1 Z denote the indicator function taking value 1 if the event Z occurs and 0 otherwise.
Theorem 2 (Fournier and Guillin, 2015) Suppose the light-tailed assumption holds, we have
of the ball D W is q-valid, where c and C are positive constants that depend on a, A, and M .
Theorem 2 is used in Esfahani and Kuhn (2015) to establish the finite sample guarantee property. Zhao and Guan (2015b) propose an alternative approach, presented in Theorem 3, to determine a q-valid radius.
Theorem 3 (Zhao and Guan (2015b) ) Let N be the number of data points and B be the diameter of Ω. For any M -dimensional (i.e., M ≥ 1) support space Ω, we have
2B 2 N , the radius
of D W is q-valid when the diameter B of the support space Ω is defined (Gibbs and Su, 2002) by:
The diameter B defines the maximal Wasserstein distance between any pair of atoms in Ω. The proof of Theorem 3 is given in Appendix A.2.
The next lemma provides a probabilistic guarantee that the true probability distribution Q is in the ball of radius θ defining the Wasserstein ambiguity set.
Lemma 4 (Probabilistic guarantee) For any N > 1 and any arbitrary value for q, M , and B, the true distribution Q is contained within the Wasserstein ambiguity D W with probability at least q if the radius θ q of the ball D W is such that:
where θ 1 , θ 2 , and θ 3 are respectively defined by (10), (12), and (14). Therefore, we have
Lemma 4 is a direct consequence of Theorems 1, 2 and 3. Hereafter we call θ q the minimal q-valid radius, and the ball D Wq with radius θ q the q-valid Wasserstein ambiguity set that contains the true probability distribution Q with probability at least q:
For any arbitrary N and M and B defined by (15), Lemma 4 sets an one-on-one projection of q on θ. In other words, by properly setting the value of θ (i.e., using (16)), Lemma 4 establishes a probabilistic guarantee on the inclusion of the true probability distribution Q in the Wasserstein ambiguity set D W . The ambiguity set can then be understood as a confidence set containing the true probability distribution with confidence level q.
We next establish a bound on the value of the reward-risk ratio problem with known true probability distribution. Consider the epigraph formulation DRRQ of the ambiguity-free reward-risk ratio problem
where β Q represents the largest attainable ratio under the true distribution Q.
Assume that D W is constructed in such a way such that it contains Q with confidence 100%: (3)). The optimal value of DRRQ is therefore larger than or equal to the optimal value of DRR with certainty. Similarly, setting q = 0.95 and considering D W 0.95 , the ambiguity set D W 0.95 is such that P (Q ∈ D W 0.95 ) ≥ 0.95. There is thus a 95% probability that the optimal value of DRRQ exceeds or is equal to that of problem DRR.
The above observation lead to Lemma 5 and Lemma 6.
Lemma 5 (Probabilistic lower bound) Let β * be the optimal value of problem DRR with q-valid ambiguity set D Wq and let β * Q be the optimal value of the ambiguous-free problem DRRQ. The optimal value of the ambiguous problem DRR provides a probabilistic lower bound on the value of the true reward-ratio:
Lemma 6 (Feasibility Guarantee) Let x be a feasible solution for problem DRR with q-valid ambiguity set D Wq . The probability of x being feasible for the ambiguous-free problem DRRQ under the true and unknown probability distribution Q is larger than or equal to q.
Assume that D W is constructed in a way such that it contains Q with confidence 100%. Then any solution x feasible for the distributionally robust expectation constraint (2) is also feasible for (19) under the true distribution Q. Similarly, by setting q = 0.95 and θ along (16), we obtain an ambiguity set such that
x is feasible for all distributions in D Wq , then the probability that x is feasible under the true probability distribution Q is also 95% or larger.
Reformulation Framework
In this section, we develop a reformulation framework for the class of DRR reward-risk ratio optimization models with Wasserstein ambiguity and fixed atoms. Note that we use the notation α(x, p) instead of α(x, ξ)
since the atoms of the distribution are fixed but their probabilities are unknown. We first utilize the definition of the Wasserstein ambiguity set (9) and the probabilistic guarantee results (Lemma 4) to reformulate problem DRR.
Theorem 7 Consider the q-valid Wasserstein ambiguity ball D Wq with radius θ q defined by (16). The distributionally robust optimization problem DRRW DRRW: max β
is a reformulation of DRR.
Proof Using a q-valid ambiguity set D Wq implies that the chance constraint (3) holds (Lemma 4). Thus, the constraints (2) become
which is equivalent to (21). Finally, (22)- (24) come from the definition of the Wasserstein distance (7) and of the Wasserstein ambiguity set (9) and imply that any underlying probability distribution P with probability vector p belongs to D Wq .
In this section, we reformulate the above problem in a form amiable to its exact numerical solution. It is important to note that problem DRRW maximizes the worst-case reward-risk ratio value β (in the right-hand side of the distributionally robust inequality) defined as a decision variable. As it will be seen later, defining β as a decision variable further complexifies the solution process. The distributionally robust problem DRRW is a semi-infinite programming problem. We focus now on the challenges posed by (21). We introduce the concepts of conjugate and support functions to derive robust counterparts for the reward-risk ratio constraints (21) to handle this challenge.
Conjugate and Support Functions
In this paper, we extend the framework proposed by Ben-Tal et al. (2015) and Postek et al. (2015) to tackle distributionally robust reward-risk ratio constraints (21) with Wasserstein ambiguity set including a finite set of fixed atoms. The framework is designed to derive robust counterparts of inequalities that are concave in the uncertain parameters. Robust counterparts are obtained by following two independent reformulation stages involving respectively the support function of the ambiguity set (Section 3.2), and the concave conjugate of the ratio function (Section 3.3). For self-containment purpose, we now provide an overview of the central concepts of this approach.
The concave conjugate f * (·) of a function f : R N + → R is defined as:
The function f * (x, v) denotes the partial concave conjugate of f (x, p) with respect to the second variable p.
The convex conjugate g * (·) of a function g : R N + → R is given by:
The indicator function δ(·|D) of a nonempty ambiguity set D is defined as:
Taking the convex conjugate of δ(p|D), we obtain the support function δ * (·|D):
Theorem 8 (see also Postek et al. (2015) ) is instrumental to derive the robust counterparts of the ambiguous reward-risk ratio constraints. We denote by ri(D) the relative interior of the set D, δ * (v|D) the support function of D, and f * (x, v) the concave conjugate function of f (x, p) with respect to the second component p.
hold true for any x if and only if:
If a solution v exists for (31), a semi-infinite programming problem including constraints (30) can be equivalently reformulated in a finite dimensional space. The proof of Theorem 8 is provided in Appendix A.3.
Theorem 8 supports the decomposition of the reformulation process into two independent stages described in Sections 3.2 and 3.3.
Support Function of Wasserstein Ambiguity Set
In this section, we propose a linear programming formulation to derive the support function of the Wasserstein ambiguity set.
Theorem 9
The support function δ * (v|D W ) of the Wasserstein ambiguity set D W is the optimal value of the
with decision variables γ, y i , where y i , i ∈ N are unrestricted in sign.
Proof Using (29), we obtain the support function of D W :
with decision variables π ij and p j . Owing to (38), we substitute i∈N π ij for p j , j ∈ N in the objective function, which gives:
Let γ and y be the dual variables for the constraints (36) and (37), respectively. The dual of WA-P is the linear problem WA-D, which provides the desired result.
Reformulation of Reward-Risk Ratio Constraints
The above results allows us to now reformulate the reward-risk ratio constraints (21). We recall that we use a Wasserstein ambiguity set with fixed atoms, in which the probabilities of the atoms are decision variables.
Also, under the assumptions that both the reward function µ(x, p) and the risk function ρ(x, p) are positive, β is also positive. Hence, we have also that:
For any arbitrary positive value set to β, the constraint
is in the form of (30) with η = 0. We derive the conjugate function of f (x, p) to reformulate the reward-risk constraints (41) in a finite dimensional constraint space. We study two classes of function f (x, p) that differ in their dependency (i.e., linear or nonlinear) on the probability vector p. This makes our reformulation approach applicable to various forms of reward and risk functions.
Linear Uncertainty.
We first consider the case of functions f (x, p) that are linear in p. Both the reward µ(x, p) and risk ρ(x, p)
functions are linear in p:
The reward µ(x, p) (resp. risk ρ(x, p)) has possible outcomes µ j (x) (resp. ρ j (x)) with probability p j . With (42) and (43), the modified reward-risk ratio function is
For any β > 0, the function f L (x, p) is linear in p for every x ∈ R M and its concave conjugate function is:
3.3.2 Nonlinear Uncertainty.
We now consider functions f (x, p) that are nonlinear and concave in p. More precisely, the reward function µ(x, p) (42) is linear in p, while the risk function ρ(x, p) is concave in p:
The modified reward-risk ratio function reads
and its concave conjugate is:
Observe that, for any positive β, the function f N (x, p) with reward and risk functions taking form (42) and (46) is concave in p.
Reformulations in Finite Dimensional Constraint Space
The results presented in the previous subsection allow us to rewrite the constraints (30) in a finite dimensional constraint space using (31). The support function WA-D of the Wasserstein ambiguity set is obtained through the solution of the linear programming problem given in Theorem 9, and the concave conjugates of the modified reward-risk ratio functions are given in Section 3.3.
We first consider the constraints corresponding to the modified reward-risk ratio function (44) that is linear in p.
Theorem 10 The infinitely many constraints
corresponding to the modified reward-risk ratio function f L (x, v) (44) can be reformulated into the following finite dimensional constraint space:
Proof It follows from (41) that the optimal value of problem WA-D must be nonpositive, which is enforced via (52) and (33)-(34). Constraint (53) is due to the form of the concave conjugate
We proceed similarly for the constraints corresponding to the modified reward-risk ratio function (47) that is nonlinear in p.
Theorem 11 The infinitely many constraints
corresponding to the modified reward-risk ratio function f N (x, v) (47) can be reformulated into the following finite dimensional constraint space:
(33) − (34); (49) − (51)
Proof The optimal value of WA-D must be nonpositive due to (41), which is ensured with (54) and (33)- (34).
Constraints (49)- (51) are due to the form of f N * (x, v).
Risk-Adjusted Return Financial Performance Measures
The class of problem DRR studied in this paper has direct applications in finance when risk-adjusted return measures (e.g., Sharpe ratio) are used to build or rebalance a portfolio of securities. In this section, we consider several of the most commonly used reward-risk performance ratios in the finance industry. We provide new models that permit to construct the portfolio generating the highest worst-case reward-risk level. In this financial context, the polytope X defining the feasible set of the deterministic constraints is:
The decision variable x m denotes the proportion of capital invested in security m, and M is the number of securities. The constraint in (55) ensures that the entire capital is invested, while the nonnegativity of x prevents short-selling. Next, we study the DRO problems with ambiguous Sharpe (Section 4.1), Sortino-Satchel (Section 4.2), and Omega (Section 4.3) ratios used as performance measures.
Sharpe Ratio
The Sharpe ratio (Sharpe, 1966) , also called reward-to-variability ratio, is the quotient of the excess portfolio return (i.e., with respect to the fixed return of the risk-free asset) to the standard deviation of the portfolio return.
Without loss of generality, we set the return of the risk-free asset equal to 0 in order to ease the notations. We The robust constraint on the ambiguous Sharpe ratio constraint takes the following form:
Let β be fixed to some arbitrary positive value. The constraint corresponding to the modified Sharpe ratio function f S (x, p) derived from (41) reads
and is equivalent to
where κ is an auxiliary decision variable. Indeed, the minimum of
2 is the standard deviation and obtained when κ is equal to the mean return j∈N p j R j (x). Additionally, the inf expression in (57) can be dropped since it appears on the left-hand side of a stochastic inequality with "≤" form, which gives:
The modified reward-risk function f S (x, p) is nonlinear and concave in p when β is set to any fixed positive value; f S (x, p) takes the form of (47) by setting µ j (x) = R j (x) and ρ j (x) = R j (x) − κ. Using formulations DRR-N and making the appropriate notational substitutions, we obtain the following set of inequalities
(33) − (34); (50) − (51); (54) that provides an equivalent reformulation of the feasible set of the ambiguous Sharpe ratio constraint. The decision variables are γ, y, w, v, κ, x.
Sortino-Satchel Ratio
The Sortino-Satchel ratios constitute a class of reward-risk financial performance measures that use downside risk measures of various orders. The Sortino ratio (Sortino and Van Der Meer, 1991) is the ratio of the expected excess return to the downside semi-standard deviation. Later, Sortino and Satchel (2001) generalized the Sortino ratio by considering the lower partial moments, and called the resulting measures reward-to-lower partial moment ratio or Sortino-Satchel ratio. We denote by ν the order of the lower partial moment, and by τ the return level with respect to which return excess and shortfall are computed.
The robust constraint for the ambiguous Sortino-Satchel ratio reads:
The constraint corresponding to the modified Sortino-Satchel ratio function f SO (x, p):
Next, we consider the two most commonly used Sortino-Satchel ratios, with degree ν = 1 and ν = 2 (Sortino ratio).
(i) For ν = 1, we have
which, with the insertion of the variables d j = max {τ − R j (x), 0} , ∀j ∈ N , becomes:
The function f SO1 (x, p) is linear in p and is in the form of (44) with µ j (x) = R j (x) and ρ j (x) = d j = max {τ − R j (x), 0} , ∀j ∈ N . With β fixed to an arbitrary positive value, we have that f SO1 (x, p) is linear in p. Using DRR-L and inserting the appropriate notational substitutions, we obtain the following set of inequalities DRR-SO1 :
(33) − (34); (52) that provides an equivalent reformulation of the feasible set of the ambiguous Sortino-Stachell ratio (ν = 1)
(ii) For ν = 2, we have:
which is equivalent to:
The function f SO2 (x, p) is concave in p for any arbitrary positive value set to β, and is in the form (47) with µ j (x) = R j (x) and ρ j (x) = d j = max {τ − R j (x), 0} , ∀j ∈ N . Using DRR-N, we obtain the following set of inequalities DRR-SO2 :
(33) − (34); (50) − (51); (54); (62) − (63) that provides an equivalent reformulation of the feasible set of the ambiguous Sortino ratio (ν = 2) constraint.
The decision variables are γ, w, y, v, d, x.
Omega Ratio
The Omega ratio (Keating and Shadwick, 2002) belongs to the group of upside/downside ratio performance measures. Let τ be the target return value set by the investor and with respect to which the portfolio upside (i.e., excess return) and downside (i.e., return shortfall) are computed. The ambiguous Omega ratio takes the following form:
The robust constraints for the Omega ratio read: 
The modified Omega ratio function f O (x, p) is linear in p for β fixed to an arbitrary positive value and is in the form of (44) with µ j (x) = d
Using DRR-L and the appropriate notational substitutions, the resulting set of inequalities In the next section, we design two algorithms allowing for the efficient and exact solution of the ambiguous reward-risk financial ratio problems.
Bisection Algorithmic Methods
As above-mentioned, since β is a decision variable, the reformulations of the DRR reward-risk ratio problems are nonconvex and it would be very challenging to solve them directly. Instead, we develop in this section two bisection algorithms that provide their exact optimal value via the solution of a sequence of convex programming problems. to β t can be dropped and the next iterations focus on the interval [β t L , β t ). The process continues until the interval is sufficiently small. We implement this idea for the problem at hand. We first present in Section 5.1 the details of the standard bisection algorithm (SBA). Developing upon that, we propose in Section 5.2 the bisection algorithm with interval compaction (BAIC) that improves the efficiency of the search procedure by compacting the search intervals at each iteration.
Consider a maximization problem with a continuous objective function defined on
[β 0 L , β 0 U ]. A bisection algorithm divides at each iteration t the incumbent interval [β t L , β t U ] in
Standard Bisection Algorithm
For any arbitrary value assigned to β, it is easy to see that the feasible sets DRR-L and DRR-N of the generic formulations are convex. Additionally, the objective function of DRR is nondecreasing in β. These are key properties that motivated us to resort to a bisection search procedure. To describe the algorithmic procedure,
we consider the case of f (x, p) nonlinear and concave in p. The exact same procedure applies to the case of f (x, p) linear in p (with slightly different notations).
The distributionally robust ratio optimization problem DRR in case of f (x, p) nonlinear in p has feasible set DRR-N and can be recast as:
Let β * be the optimal solution of DRR and [β 0 L , β 0 U ], β 0 L ≥ 0 be the domain on which β is initially defined. To allow for the convergence of the algorithm, we must set β 0 L and β 0 U so that
by [β t L , β t U ] the updated interval on which β can take value at the incumbent iteration t.
The proposed bisection algorithm solves at each iteration t a convex programming feasibility problem in which the variable β is fixed to the midpoint β t of the incumbent interval [β t L , β t U ]. The feasibility problem DRR-F t at iteration t takes the form:
The problem above has a fictitious objective function since its value is fixed and equal to β t , and a convex feasible set. The only goal is to check whether DRR-F t is feasible under (76).
The following algorithm implements an iterative bisection scheme to solve problem DRR. Let s t be a variable that stores the best value known at iteration t. The tolerance level for the stopping criterion is ε. The iterative procedure stops if
Step 1:
Step 2: Solve the feasibility problem DRR-F t ; if DRR-F t is feasible, then Lemma 12 The standard bisection algorithm finds the optimal solution of the DRO reward-risk ratio problem in finitely many iterations with precision level ε.
Bisection Algorithm with Interval Compaction
The computational efficiency of the standard bisection algorithm is highly impacted by the length of the search intervals [β t L , β t U ], t = 0, . . . , T . In this section, we develop a bisection algorithm that integrates two schemes to compact the search interval. The a priori interval compaction procedure (Section 5.2.1) reduces the size of the initial interval, while the iterative interval compaction procedure (Section 5.2.2) is carried out on each of the successive intervals. We note that the proposed a priori and iterative interval compaction methods are independent and modular; they can be implemented individually or jointly.
A Priori Interval Compaction.
The objective is to find a small initial search interval that contains with certainty the optimal value of β. The lower bound β 0 L can be set to zero due to the non-negativity of the reward and risk measures. The upper bound β 0 U can be set to an arbitrary large positive number (e.g., a high reward-risk ratio value that can not be achieved in practice) to ensure that the interval [β 0 L , β 0 U ] contains the optimal value of β. The a priori interval compaction method determines a tight upper bound β U for β, thereby initializing the bisection algorithm with a narrower search region, which in turn will reduce the number of iterations.
Naturally, the reward-risk ratio µ(x, p)/ρ(x, p) is upper bounded by the maximal reward value divided by the minimal risk value:
where β µ and β ρ are non-negative variables, denoting respectively the largest possible reward and the smallest risk level. The computation of the upper bound β U on β can be carried out through the solution of two subproblems: (1) Maximizing the robust reward measure (i.e., portfolio return) without restriction on the risk measure; (2) Minimizing the robust risk measure (i.e., standard deviation) without restriction on the reward.
We shall next solve the two corresponding DRO problems by adapting the reformulation framework presented in Section 3. Note that we only need to adjust the reward and risk functions appropriately into formulation (30) and derive the corresponding conjugate functions, while the support function of the Wasserstein ambiguity set remains the same as in WA-D.
Maximizing Robust Reward.
The generic problem maximizing the robust reward measure with Wasserstein ambiguity is:
The two sides of the inequalities in (79) are written with negative sign in order to fit the form of (30) in Theorem 8.
Suppose that the reward measure µ(x, p) is the portfolio's mean return, that is linear in p:
where R j (x) represents the portfolio return in time period j. Let the function f µ (x, p) = −µ(x, p) denote the negative mean return. The corresponding conjugate function then reads:
The reformulation of constraints (79) is based on Theorem 8 and involves the support function of the Wasserstein ambiguity set (WA-D) and the conjugate function f µ * (x, v) of the "risk" measure (negative mean return, −µ(x, p)). Problem DRR-µ can be reformulated as:
(4); (33) − (34); (80) The above problem DRR-Rµ is a linear programming problem with decision variables (x, y, β µ , v, γ).
Minimizing Robust Risk.
The generic problem minimizing the risk measure with Wasserstein ambiguity set can be cast as:
We consider a risk measure ρ(x, p) nonlinear in p. Let the function f ρ (x, p) = ρ(x, p), the corresponding conjugate function f ρ * (x, v) is then:
As above, the reformulation of constraints (79) is also based on Theorem 8, involving the support function of the Wasserstein ambiguity set (WA-D) and the conjugate function f ρ * (x, v) of the risk measure ρ(x, p). Problem DRR-ρ can be reformulated as:
(4); (33) − (34); (88); (90) − (92) (94) where the decision variables are (x, y, β ρ , v, γ, w).
The solution of problems DRR-Rµ and DRR-Rρ provides the maximal robust reward value β * µ and the minimal robust risk value β * ρ , and the value of the upper bound
Iterative Interval Compaction.
The objective of the bisection algorithm with iterative interval compaction method is to derive a better lower bound β t L for β at each iteration t, thereby narrowing down the search region at each iteration, reducing the number of iterations, and speeding up convergence. Similar to the standard bisection algorithm, the bisection algorithm with iterative compaction starts with the solution of the convex programming feasibility problem DRR-F t where β is fixed equal to β t = (β t L + β t U )/2. If the problem is feasible, the bisection algorithm with iterative interval compaction calls a procedure to check whether the feasibility of DRR-F t can be maintained if β is set to a value larger than β t .
Assume that (x, v, y, w, γ) with β = β t is feasible for DRR-F t . The proposed algorithm will then verify whether β can take a value larger than β t by examining the status (i.e., binding or not) of the constraints in which β appears (i.e., (49) and (50)) in problem DRR-N. If at least one of these constraints is binding, then setting β > β t would violate the binding constraint(s). However, if all inequality constraints involving β are not binding, β can then be set to a larger value β t (than β t ) without violating any constraints. This permits to compress the search region
Assume that at any arbitrary iteration t, (x, v, y, w, γ) is feasible for DRR-F t and that none of the inequality constraints involving β is binding. We can then derive a better lower bound for β by solving the following
where β is a decision variable and v j , µ j (x), w, ρ j (x) are parameters computed according to the obtained feasible solution (x, v, y, w). The above problem (95)- (97), in which the decision variable β appears in the denominator of the left-hand side of constraints (96), is in general nonconvex. However, by setting α = 1/β , we obtain the equivalent convex programming problem DRR-RF t :
We only solve DRR-RF t if none of constraints involving β is binding at the incumbent solution of DRR-F t .
The pseudo-code of the bisection algorithm with interval compaction methods is given below.
, where β 0 U = β U is obtained from (77) using a priori compaction method; set s 0 = β 0 L . Iterative Process: repeat
Step 2: Solve the feasibility problem DRR-F t ; if DRR-F t is feasible, then check the binding status of all constraints involving β t ; if none of checking constraints is binding then solve problem DRR-RF t , obtain solution β t ; set 
Computational Tests
In this section, we conduct computational tests based on real financial data and problems of industry-relevant size. The objective is to test the applicability of the proposed reformulation and algorithmic framework and to evaluate its scalability. We first describe the data and the setup of the computational experiments. Second, we derive insights pertaining to the impact of the number of assets and number of data points on the scalability of the proposed framework. We also assess the efficiency of the bisection algorithms in terms of the number of iterations and computational time. Finally, an out-of-sample analysis is conducted to test the robustness and performance of the portfolios constructed with the ambiguous Sharpe ratio model.
Data and Experimental Design
Our entire dataset comprises the weekly prices of 400 securities included in the Standard & Poor's 500 (S&P 500) index from 01/07/2000 to 12/30/2011. The selected 400 assets were all part of S&P 500 index during that period and have no missing data. Those assets who were included/delisted during that period, or with any missing data were removed. We use the collected data to create twenty-four problem instances by specifying three levels for M (i.e., M = 25, 100, 400) and four levels for N (i.e. N = 24, 60, 120, 180), and two levels (0.01 and 0.001) for ε. We solve the twenty-four corresponding DRO Sharpe ratio problems with the two proposed bisection algorithms. We use the ambiguous Sharpe ratio model introduced in Section 4.1 to carry out the tests for two main reasons. First, the Sharpe ratio is the performance ratio most commonly used in the finance industry. Second, among the four ambiguous reward-risk ratios covered in Section 4, the Sharpe ratio problem (along with the Sortino-Satchel ratio with order of 2) is the most complex one to solve and is hence most suitable to test the efficiency of our approach. Indeed, the Sharpe ratio (resp., Sortino-Satchel ratio with order of 2) model has reward-risk ratio constraints that are nonlinear in the probability vector p and the reformulated feasible set DRR-N (resp., DRR-SO2) includes nonlinear inequalities. In contrast, the Satchel ratio with order of 1 DRR-SO1 and the Omega ratio DRR-O models cam be reformulated with linear inequalities.
We use two schemes to set the initial upper bound β 0 U for β. In the first one, we use an arbitrary (and unrealistically) large value for the upper bound β 0 U and the initial interval [β 0 L , β 0 U ] is set to be [0, 5] . Setting the lower bound to zero is due to the assumed non-negativity of the reward and risk measures. In the second one, we use the a priori compaction approach presented in Section 5.2.1 and in which the ambiguous Sharpe ratio is upper-bounded by the ratio of the maximal robust mean return to the minimal robust standard deviation.
The AMPL modeling language is used to formulate the mathematical programming problems with DRR-S and code the algorithmic procedure. Each problem instance is solved with Cplex 12.6.3.0 solver on a 64-bit desktop with Inter(R) Core(TM) i7-2600 processor, running at 3.4GHz CPU and with 16GB RAM.
Computational Assessment
We now assess the scalability and computational efficiency of the proposed reformulation and algorithmic framework. All tests in this section are conducted with a probability level q equal to 0.95. For each problem instance, we report for each algorithm the optimal values of β, the number of iterations (labeled # Iter), the total CPU time (labeled TotalCPU) in seconds, and the average CPU time per iteration (labeled AveCPU) in seconds.
Note that for all problems instances, the lowest value of the radius θ defining the Wasserstein ambiguity set (see Lemma 4) is always obtained with the method Zhao and Guan (2015b) presented in Theorem 3. We denote by SBA the standard bisection algorithm, by BAIC-IC the bisection algorithm that uses the iterative interval compaction method, by BAIC-PC the bisection algorithm that uses the a priori interval compaction method, and by BAIC the bisection algorithm that uses both the a priori and iterative interval compaction methods.
We first derive some observations and insights regarding the impact of the number of assets M , number of data points N , precision level on the solution times. Figure 1 and 2 display for each algorithm the average CPU time per iteration in terms of the number of assets M and number of data points N , respectively. Figure 3 shows the average number of iterations with respect to the precision level. More detailed computational results are reported in Table 3 and 4 in Appendix C.
The bisection algorithms all scale very well with respect to the size M of the asset universe. As seen in Figure 1 , an increase in the number M of assets does not translate into an (significant) increase in the computations time. Take for example the algorithm SBA. Its average solution time for the instances with 400 assets is respectively 1.56% and 7.25% smaller than the one for the instances with 25 and 100 assets. The remarkable scalability of our algorithmic procedure allows to efficiently solve problems with asset universe comprising up to 400 securities. The size of these problem instances is much larger than the financial problems or numerical illustrations that have been presented so far in the distributionally robust literature, in which -to our knowledge -the largest problem instances consider 100 (Wozabal, 2014) or 80 securities .
Most DRO financial illustrations consider no more than 15 assets (see, e.g., Pflug and Wozabal (2007); Wozabal (2012) ; Liu et al. (2015) ; Esfahani and Kuhn (2015) ; Postek et al. (2015) . This is even more striking given that our reformulation is nonconvex, while the reformulations of the above-mentioned earlier studies are convex programming problems.
The computational time is impacted by the number of data points N and is monotone increasing in N .
Consider the algorithm SBA. Switching from 60 to 120 (resp., 180) data points, the average solution time per iteration increases from 16.72 to 239.46 (resp., 1367.57) seconds. This observation can be extended to the other algorithms as well. The impact of N on the solution time is due to the number of constraints which is quadratic in N (see constraint (59)). As expected, the solution time is decreasing in and becomes larger when the precision level is smaller. The average number of iterations across the four algorithms increases from 7.06 to 10.27 when the precision level moves from 0.01 to 0.001. The above observations are valid for the four algorithms.
We now use Figures 4, 5 , and 6 to compare the four bisection algorithm variants and study the computational benefits of two (a priori and iterative) compaction schemes. In particular, we check the impact on the number of iterations, time per iteration and total solution time. Figure 4 illustrates the effect of the a priori compaction method on the value of the initial upper bound of the search interval. Figure 5 The three bisection algorithms BAIC-PC, BAIC-IC, and BAIC incorporating at least one of the compaction schemes reduce the number of iterations needed as compared to the standard bisection algorithm SBA. Additionally, we observe the following:
• Reduction in number of iterations due to a priori compaction. Figure 4 displays the initial upper bounds obtained via the a priori compaction method. On average, the a priori compaction method reduces the initial upper bound by 67.59% (i.e., 1.62 vs. 5). At the = 0.01 precision level, the average number of iterations with BAIC-PC is 6.58, while it is 8 for SBA, which corresponds to a decrease of 17.75% in the number of iterations due to the a priori compaction method. Similarly, the average number of iterations with BAIC is 5.83 while it amounts to 7.83 for BAIC-IC, which corresponds to a 25.54% of reduction.
Similar reductions can be observed at the 0.001 precision level.
• Reduction in number of iterations due to iterative compaction. For = 0.01, the BAIC-IC and the SBA algorithms require on average 7.83 and 8 iterations, respectively. Thus, the iterative compaction method used independently from the a priori compaction method reduces the number of iterations by 2.13%. On the other hand, the BAIC and BAIC-IC algorithms respectively need on average 5.83 and 6.58 iterations.
The iterative compaction method used jointly with the a priori compaction method reduces the number of iterations by 11.40%.
• Impact of a priori compaction on average time per iteration. Compared to SBA, the introduction of the a priori compaction method -algorithm BAIC-PC -reduces the average solution time per iteration by 20. 57% (322.45s vs. 405.98s) . When added to the iterative compaction method, the a priori approach reduces the average solution time (across all problem instances) per iteration by 16.79% (i.e., 353.95s for BAIC-IC vs. 425.38s for BAIC).
• Impact of iterative compaction on average time per iteration. Across the 24 problem instances, the average time per iteration with the BAIC-IC algorithm is 4.56% higher than with the SBA one (i.e., 425.38 vs 405.98 seconds). This time increase is due to the fact that at each iteration, the BAIC-IC algorithm solves two convex optimization problems (i.e., DRR-F t and DRR-RF t ), while SBA only solves the first one.
As explained above, the a priori compaction method decreases both the number of iterations and the average time per iteration, while the iterative compaction method reduces the number of the former one but increases the time per iteration. In general, the BAIC-IC algorithm takes more time at each iteration, but have less iterations than SBA, which leads to an overall smaller total solution time. The reduction in the number of iterations more than compensates for the increase in time per iteration. The following example illustrates this observation.
For the problem instance with M = 25, N = 120 and = 0.001, the standard bisection algorithm finds the optimal solution after 2860.54 seconds (12 iterations with 238.38s per iteration on average), while it takes 2520.30 seconds for the BAIC-IC algorithm (10 iterations with 252.03s per iteration). The BAIC-IC algorithm eventually saves 2 iterations (10 vs. 12) and 11.89% of the total CPU time, although the average CPU time per iteration increases by 5.73% compared to SBA.
As shown in Figure 6 , the three algorithms incorporating one or more interval compaction methods are all faster than the standard bisection algorithm SBA. The fastest algorithm is BAIC and use both the a priori and iterative compaction methods. It is on average 4.46% quicker than the second fastest algorithm BAIC-PC and 37.04% faster than the standard bisection algorithm SBA.
Out-of-Sample Performance Evaluation
In this section, we conduct an empirical analysis to assess the out-of-sample performance of the portfolios constructed with the ambiguous Sharpe ratio maximization model. As in DeMiguel et al. (2009), we employ a rolling-horizon procedure to rebalance the portfolio on a weekly basis. The procedure involves the following steps:
• We construct three datasets including a number M = 25, 100, 400 of assets and corresponding to small, medium, and large asset universe. A window of training periods with length ζ is selected to construct the portfolios. In our data set, we use weekly returns from 01/07/2000 to 12/30/2011. The total number of periods T is equal to 626. The number ζ of training periods is equal to 52 and includes the weekly returns over one year. • We construct two portfolios for each dataset (M = 25, 100, 400) and for each training window. The first portfolio, denoted by P q=0.95 , is obtained by solving to optimality model DRRW in which the probability level q is set to 0.95. The second one, denoted by P Q=P 0 , and is obtained by solving the ambiguity-free model DRRQ that assumes that the reference distribution is the true distribution. The second portfolio P Q=P 0 is called thereafter the nominal portfolio and serves as benchmark for the distributionally robust portfolio P q=0.95 . The precision level is set to 0.01.
• We repeat the rolling horizon procedure. For each new training dataset, we add the data of the first week of the current testing period and drop the first (i.e., farthest away) week of the current training period.
• We continue this procedure until reaching the end of the testing period (12/30/2011). The procedure involves the construction of T − ζ = 574 portfolios for each problem instance (M = 25, 100, 400) and model (P q=0.95 v.s. P Q=P 0 ).
• We fix the positions of the constructed portfolios, apply them to the next week, i.e., the first week of the current testing period), and record the portfolio's weekly return. Let r mt , m = 1, . . . , M and t = -The out-of-sample Sharpe ratio:
SR =μ σ withμ andσ respectively denoting the out-of-sample average return and the out-of-sample standard deviation.
-The out-of-sample cumulative return:
-The percentage of time the distributionally robust Sharpe ratio portfolio beats the nominal Sharpe ratio portfolio:
where s t = 1 if the cumulative return CR t of portfolio P q=0.95 is higher than the cumulative return of P Q=P 0 in testing period t, and s t = 0 otherwise. Table 1 displays the comparison of the out-of-sample performance of the nominal (P Q=P 0 ) and distributionally robust (P q=0.95 ) portfolios. The distributionally robust portfolio P q=0.95 outperforms the ambiguity-free portfolio P Q=P 0 with respect to the out-of-sample Sharpe ratio (SR) and terminal cumulative return (T CR) for the three datasets with small, medium, and large assets universe (M = 25, 100, 400). The Sharpe ratio of the distributionally robust portfolio P q=0.95 is larger than the one of the nominal portfolio (P Q=P 0 ) for each dataset.
Figures 7-9 show the time-series cumulative return performance of P q=0.95 and P Q=P 0 for the different asset universe sizes (M = 25, 100 and 400, respectively).
The last row in Table 1 displays the percentage of time the robust Sharpe ratio portfolio P q=0.95 beats the nominal one P Q=P 0 . Even if the frequency of P q=0.95 beating P Q=P 0 for the small asset universe data set is only 25.26%, the terminal cumulative return (T CR) of the distributionally robust portfolio P q=0.95 significantly exceeds (i.e., 24.05%) that of the nominal portfolio P Q=P 0 . For the medium and large asset universes (M = 100, 400), P q=0.95 beats P Q=P 0 89.55% and 94.60% of the time, and the cumulative terminal return P q=0.95 exceeds that of P Q=P 0 by 89.14% and 42.65%. These results are indicative of the robustness of the distributionally robust portfolio P q=0.95 and of its stronger performance over the out-of-sample period. 
Conclusion
We study a new class of distributionally robust optimization problems in which fractional stochastic functions define reward-risk ratios, ambiguous expectation constraints permit to maximize the reward-risk ratio level obtained, and a chance constraint ensures that the true (unknown) probability distribution is included in the ambiguity set with a large probability. The problems take the form of semi-infinite programming problems, are particularly complex to solve, and have direct application in finance to enforce risk-adjusted return performance measures. We model ambiguity using a data-driven approach and the Wasserstein distance metric and provide guidelines to properly specify the model and its parameters. We establish a probabilistic guarantee on the inclusion of the true probability distribution within the Wasserstein ambiguity set and on the feasibility of a distributionally robust solutions for the ambiguous-free problem that could be employed were the true probability distribition known.
We develop a reformulation and algorithmic framework to solve exactly and efficiently real-life problem instances. The reformulation phase involves the derivation of the support function of the ambiguity set and of the concave conjugate of the reward-risk function. We reformulate the semi-infinite programming problem DRR in a finite dimensional constraint space and design bisection algorithms that solve exactly and efficiently industrysized problems. The algorithms include modular methods to compact the search intervals. They scale well, solve a sequence of convex programming problems, are descent-type methods, and have the finite convergence property. The bisection algorithm with interval compaction contributes to reduce the total number of iterations and solution time compared to the standard bisection algorithm. The a priori interval compaction technique is most impactful to reduce the solution times. We formulate a series of new portfolio optimization models that use risk-adjusted return performance measures taking the form of ratios. We provide such distributionally robust models for the Sharpe, Sortino-Satchel, and Omega ratios. These models maximize the worst-case ratio level within the ambiguity set. The computational study attests the applicability of the proposed framework, and shows the robustness of the portfolios constructed with the ambiguous Sharpe ratio model. The remarkable scalability of the proposed method permits to solve problem instances that include a much larger number of securities than the one considered in previous distributionally robust (financial) studies.
A Technical Proofs
A.1 Proof of Theorem 1 (Pflug and Wozabal, 2007) .
Proof For an empirical distribution with N data points and for some constant K < ∞, Dudley (1969) demonstrates that:
In order to uncover a small and valid value for θ such that
we derive an upper bound on P (d W (P 0 , Q) ≥ θ):
The first inequality in (103) follows from Markov's inequality, while the second one is due to (101). Combining (101) and (102), we impose
and solve the following linear program
whose optimal value θ * is given by (10).
A.2 Proof of Theorem 3 (Zhao and Guan, 2015b) Proof Let
be the set including all probability distributions that are outside the Wasserstein ball with radius θ and centered around the true distribution Q. Let set C(Ω) be the collection of all bounded continuous functions φ : Ω → R.
We have
where P is the distribution for which the infimum of Ω φdP is attained. Utilizing the Chebyshev exponential inequality, we get for any N > 0:
= exp −N inf
Let us now define ∆ = sup φ∈C(Ω) Ω φdP − log Ω e φ dQ. Since C(Ω) is bounded, there exists a sequence
Substituting φ n for φ, we then have:
Sanov's theorem (see Section 6.2 (Lemma 6.2.13) in Dembo and Zeitouni (2010) ) indicates that ∆ can be represented by the Kullback-Leibler divergence:
Since the support Ω is bounded, Bolley and Villani (2005) show that for any Q ∈ B, one can obtain
We can therefore establish the relationship between ∆ and θ through d KL (Q, P) as follows:
With substitutions, we then have
Taking the complement of both sides, we obtain the result that we set out to prove:
A.3 Proof of Theorem 8 (Postek et al., 2015) Proof The proof uses the Fenchel duality theorem, which we recall.
Theorem 13 (Fenchel Duality) Assume f (·) is a closed concave function and g(·) is a closed convex function.
Let f * (·) and g * (·) be the concave and convex conjugates. Define the primal (P) and dual (D) problems as follows:
If ri(dom(f )) ∩ ri(dom(g)) = ∅, then the optimal values of (P) and (D) are equal and minimal value of (D) is attained. If ri(dom(f * )) ∩ ri(dom(g * )) = ∅, then the optimal values of (P) and (D) are equal and maximal value of (P) is attained.
The constraints f (x, p) ≤ η, ∀P ∈ D can be formulated as:
Following Fenchel duality theorem, G(x) is equivalent to:
The result (31) is obtained by removing the inf term on the left side of an inequality with sign "≤".
B Numerical Example -Ambiguous Sharpe Ratio
We illustrate our reformulation and algorithmic framework with a simple numerical example (see Table 2 ) and using the DRO Sharpe ratio problem. We consider two assets (M = 2) with three equally likely joint return scenarios (N = 3). The reference distribution P 0 has 3 possible joint realizations (0.01, 0.02), (0.02, 0) and (0.03, 0.01) with probabilities p 0 1 = p 0 2 = p 0 3 = 1/3. The portfolio return R j (x) for each realization (or atom) j = 1, 2, 3 is given below: R 1 (x) = 0.01x 1 + 0.02x 2 R 2 (x) = 0.02x 1 R 3 (x) = 0.03x 1 + 0.01x 2 Let q = 0.95 and the diameter B determined by equation (15) • Iteration 1: Compute β 1 = (2 + 4)/2 = 3, the problem DRR-F 1 is feasible at β 1 = 3. Set s 1 = 3 and The optimal value is β * = 3.5234375 and is obtained after eight iterations. The optimal investment strategy is to set x 1 = 0.6664 and x 2 = 0.3336. The constructed distribution has the probabilities (p 1 , p 2 , p 3 ) = (0, 0.6364, 0.3636). 
C Computational Results
