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Resumo
Neste trabalho introduzimos as noc¸o˜es ba´sicas do estudo de PI-a´lgebras. Des-
crevemos um sistema de geradores das identidades polinomiais graduadas das a´lgebras
do tipo Mα(E) ⊗Mβ(E), em que E e´ a a´lgebra de Grassmann e α e β sa˜o func¸o˜es
que induzem uma Z2-graduac¸a˜o sobre E. Apresentamos uma forma alternativa para a
prova de uma das PI-equivaleˆncias do Teorema de Kemer.
Apresentamos resultados que relacionam as identidades graduadas das a´lgebras A
e A ⊗ E. Como resultado mostramos a PI-equivaleˆncia entre M2(E) e M1,1(E) ⊗ E,
um caso particular do Teorema de Kemer.
Palavras-chave: PI-a´lgebras, identidades graduadas, produtos tensoriais, a´lgebras
de Grassmann.
Abstract
In this work we introduce the basics of the studies of PI-a´lgebras. We describe
a system of generators of graded polynomial identities of algebras of type Mα(E) ⊗
Mβ(E), where E is the Grassmann algebra and α e β are maps that induce a Z2-
gradings. We show an alternative proof of some of the PI-equivalences of kemer’s
theorem.
We present results that relate the graded identities of the algebras A and A ⊗ E.
As a result, we show the PI-equivalence of M2(E) and M1,1(E)⊗ E, a particular case
of Kemer’s Theorems.
Keywords: PI-algebra, graded identities, tensor products, Grassmann algebra.
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Introduc¸a˜o
Uma identidade polinomial de uma a´lgebra associativa A sobre um corpo e´
um polinoˆmio em varia´veis na˜o-comutativas que se anula sobre toda a a´lgebra. Uma
a´lgebra que satisfaz ao menos uma identidade na˜o trivial e´ chamada de PI-a´lgebra.
Sa˜o exemplos de PI-a´lgebras as a´lgebras comutativas, as a´lgebras de dimensa˜o finita
e as a´lgebras de matrizes quadradas sobre corpos. O objetivo de estudar PI-a´lgebras
e´ tentar entender como a existeˆncia de identidades polinomiais influeˆncia a estrutura
das a´lgebras que as satisfazem.
Identidades polinomiais de a´lgebras sa˜o encontradas em trabalhos antigos de Dehn
[9] e Wagner [36]. Mas o interesse geral na PI-teoria comec¸ou apo´s o artigo de Ka-
plansky [22]. Mais tarde, Kaplansky, em [23], tambe´m elaborou uma extensa lista de
problemas relevantes na teoria de ane´is com va´rios problemas que hoje sa˜o estudados
pela PI-a´lgebra. Na mesma epo´ca foi demonstrado o Teorema de Amitsur-Levistsky
[3] o qual afirma que a a´lgebra Mn(K) das matrizes n×n sobre um corpo K satisfaz a
identidade standard de grau 2n. Ainda na mesma e´poca Spetch apresentou o seguinte
problema: “O T-ideal de identidades polinomiais satisfeitas por uma a´lgebra e´ sempre
finitamente gerado?”. Este problema ficou conhecido como o problema de Specht. A
resposta afirmativa deste teorema, em caracter´ıstica zero, foi obtida por Kemer [25] e
[24]. Em seu trabalho, Kemer ainda classificou as a´lgebras T-primas, a menos de PI-
equivaleˆncia, no que ficou conhecido como o teorema do produto tensorial de Kemer.
Denotamos por A ∼ B se A e B satisfazem as mesmas identidades polinomiais.
Teorema 0.0.1 (Kemer). Se K e´ um corpo de caracter´ıstica zero, enta˜o
i) E ⊗ E ∼M1,1(E);
ii) Mp,q(E)⊗ E ∼Mp+q(E);
iii) Mp,q(E)⊗Mr,s(E) ∼Mpr+qs,ps+qr(E).
Provas alternativas deste teorema foram dadas em [32], [10] e [12]. Tambe´m foi
provado em [4] e [5] que para caracter´ıstica positiva as afirmac¸o˜es i) e ii) falham.
Por outro lado, Kemer na˜o mostrou como encontrar as bases finitas. Atualmente a
2descric¸a˜o das identidades e´ conhecida apenas para algumas a´lgebras. Encontramos
algumas descric¸o˜es em [15], [26], [27] e [29].
Devido ao trabalho de Kemer, uma importante parte do estudo de PI-a´lgebras se
concentra nas identidades graduadas das matrizes Mn(K) e Mn(E), onde E denota a
a´lgebra de Grassmann. Muito sobre estas graduac¸o˜es foi feito em [35], [34], [17] e [10].
Em [7], Bahturin e Drensky descreveram a relac¸a˜o entre identidades G-graduadas da
a´lgebra G-graduada Mn(K) e as identidades G×H-graduadas das a´lgebras Mm(K)⊗
Mn(K), onde Mn(E) possui H-graduac¸a˜o.
Nesta dissertac¸a˜o apresentamos os fundamentos da PI-teoria ale´m de nos apro-
fundarmos no estudo das identidades G-graduadas das a´lgebras Mn(E) e alguns de
seus produtos tensoriais. Mais especificamente, daremos uma base das identidades
Zn×Z2-graduadas da a´lgebra das matrizes Mn(E) e faremos uma demonstrac¸a˜o alter-
nativa da afirmac¸a˜o iii) do teorema de Kemer. Tambe´m apresentaremos as suba´lgebras
de Mm(E) que na˜o admitem identidades monomiais na˜o triviais e descreveremos a
sequeˆncia de cocaracteres da a´lgebra M2(E).
No Cap´ıtulo 1 sa˜o introduzidos os conceitos e resultados ba´sicos da PI-teoria.
Tambe´m constru´ımos e exemplificamos o Produto Tensorial e apresentamos os con-
ceitos ba´sicos da representac¸a˜o de grupos.
No Cap´ıtulo 2 nos aprofundamos no estudo de PI-a´lgebras apresentando a G-
graduac¸a˜o e as identidades G-graduadas de uma a´lgebra. Mostramos a relac¸a˜o entre
o T-ideal e o TG-ideal graduado. Apresentamos o espac¸o dos monoˆmios multilineares
graduados V Gn e definimos a sequencia de codimenso˜es. Estudamos as definic¸o˜es ba´sicas
de representac¸o˜es de grupos sime´tricos e por fim o conceito de base multiplicativa.
No Cap´ıtulo 3 nos concentramos nos resultados obtidos por Di Vincenzo e Nardozza
em [14]. Estudamos a´lgebras do tipo Mα(E) ⊂ Mm(E), onde α : {1, . . . ,m} → Z2 e´
uma func¸a˜o que induz uma Z2-graduac¸a˜o sobre E. Mostraremos que o produto tensorial
Mα(E) ⊗ Mβ(E), onde Mβ(E) ⊂ Mn(E), pode ser visto como uma a´lgebra Zmn-
graduada e descreveremos um sistema de geradores das suas identidades polinomiais.
Por fim mostraremos de forma alternativa a afirmac¸a˜o iii) do teorema de Kemer.
No Cap´ıtulo 4 nos concentramos nos resultados obtidos em [13]. Tomamos a K-
a´lgebra G-graduada A e consideramos a a´lgebra A⊗E. Deduzimos enta˜o as identidades
G× Z2-graduadas de A⊗ E partindo das identidades G-graduadas de A. Mostramos
tambe´m a PI-equivaleˆncia entre M1,1(E)⊗E e M2(E), um caso particular do teorema




Neste cap´ıtulo introduziremos definic¸o˜es ba´sicas que sera˜o necessa´rias para o de-
senvolvimento e compreensa˜o da dissertac¸a˜o, construindo alguns dos principais objetos
de estudo, como a a´lgebra de Grassmann E e a a´lgebra das matrizes sobre a a´lgebra
de Grassmann Mn(E). Alguns dos resultados apresentados neste cap´ıtulo foram en-
contrados em [2] e [18].
Iniciaremos com a definic¸a˜o de a´lgebra e seus resultados elementares, definimos iden-
tidades polinomiais, PI-a´lgebras e T-ideais. Depois, definimos variedades de a´lgebras
e estudamos sua relac¸a˜o com T-ideais. Apresentaremos as definic¸o˜es e consequeˆncias
ba´sicas sobre representac¸o˜es e por fim constru´ımos o produto tensorial sobreR-mo´dulos.
1.1 A´lgebras
Seja A um espac¸o vetorial sobre um corpo K, enta˜o:
Definic¸a˜o 1.1.1. Dizemos que A e´ uma a´lgebra (ou K-a´lgebra) se A e´ munido com
uma operac¸a˜o bina´ria ∗ (i.e. uma func¸a˜o ∗ : (A,A) → A) chamada multiplicac¸a˜o, tal
que para quaisquer a, b, c ∈ A e qualquer α ∈ K, temos:
i. (a+ b) ∗ c = a ∗ c+ b ∗ c
ii. a ∗ (b+ c) = a ∗ b+ a ∗ c
iii. α(a ∗ b) = (αa) ∗ b = a ∗ (αb).
Denotaremos a multiplicac¸a˜o por · e escreveremos ab ao inve´s de a · b
Definic¸a˜o 1.1.2. Dizemos que uma a´lgebra A e´:
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i. Associativa se o produto de A e´ associativo, isto e´, (ab)c = a(bc), para quaisquer
a, b, c ∈ A.
ii. Comutativa se o produto e´ comutativo, isto e´, se ab = ba para quaisquer a,
b ∈ A.
iii. Unita´ria(ou com unidade) se o produto de A possui elemento neutro, isto e´,
se existe 1A ∈ A tal que 1A · a = a · 1A = a para todo a ∈ A.
Para melhor compreensa˜o, mencionaremos alguns exemplos de a´lgebras sobre um
corpo K. Dentre estes, chamamos atenc¸a˜o para os Exemplos 1.1.4, 1.1.6 e 1.1.12 que
sera˜o importantes no decorrer do trabalho.
Exemplo 1.1.3. Qualquer extensa˜o L do corpo base K com a operac¸a˜o usual e´ uma
K-a´lgebra.
A dimensa˜o da K-a´lgebra e´ a sua dimensa˜o como K-espac¸o. Se a dimensa˜o e´ finita,
A chama-se a´lgebra de dimensa˜o finita.
Exemplo 1.1.4. Seja Mn(K) o espac¸o vetorial das matrizes n×n com entradas em K.
Munido da operac¸a˜o produto usual de matrizes, Mn(K) e´ uma a´lgebra com unidade,
que e´ exatamente a matriz identidade In×n. Destacamos que nesta a´lgebra as matrizes
eij, com 1 ≤ i, j ≤ n, onde eij e´ a matriz elementar cuja u´nica entrada na˜o nula
esta´ na i-e´sima linha e j-e´sima coluna, formam uma base para Mn(K) e, portanto,
dimMn(K) = n
2.
Generalizando, se A e´ uma K-a´lgebra e se consideramos o espac¸o vetorial Mn(A) de
todas as matrizes n×n com entradas em A, definindo um produto em Mn(A) ana´logo
ao produto usual em Mn(K), obtemos uma estrutura de K-a´lgebra em Mn(A).
Exemplo 1.1.5. Sejam G um grupo e K um corpo. Denotaremos por KG = K[G] o
conjunto de todas as somas formais finitas
∑
g∈G
αgg; αg ∈ K. O conjunto KG possui
































em que 0 =
∑
g∈G








(λαg)g, para λ ∈ K, l = gh e γl = αgβh, para
g, h ∈ G.
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Assim, munido destas operac¸o˜es, temos que KG e´ uma K-a´lgebra associativa e
unita´ria com unidade 1K1G, onde G (visto em KG) forma uma base para KG. Assim
segue que dimKG = |G|.
A a´lgebra KG e´ dita uma a´lgebra de grupo sobre K. Ela tem importante pa-
pel no estudo de representac¸o˜es, em especial a a´lgebra KSn, onde Sn e´ o grupo das
permutac¸o˜es.







onde P,Q,R e S sa˜o matrizes de dimensa˜o k × k, k × l, l× k e l× l, respectivamente,
com k ≥ l > 0, e´ uma K-a´lgebra associativa, unita´ria e na˜o comutativa de dimensa˜o
(k + l)2, com o produto usual de matrizes.
Definic¸a˜o 1.1.7.
i. Um subespac¸o S da a´lgebra A e´ chamado de suba´lgebra se e´ fechado para a
multiplicac¸a˜o, isto e´, se s1, s2 ∈ S implica que s1 · s2 ∈ S
ii. Um subespac¸o I de A e´ um ideal (bilateral) de A se xa, ax ∈ I, para quaisquer
x ∈ I e a ∈ A.
Seja agora A uma a´lgebra e I um ideal de A. Consideramos o espac¸o vetorial
quociente A/I = {a + I | a ∈ A}, onde a + I = {a + x | x ∈ I}. Para cada a ∈ A,
vamos denotar a+ I por a. As operac¸o˜es de soma e produto por escalar sa˜o definidas
por
a+ b = a+ b e λa = λa
para a, b ∈ A e λ ∈ K. Considere agora o produto
· : A/I × A/I → A/I
(a, b)→ a · b = ab.
Este produto esta´ bem definido e e´ bilinear. Portanto, A/I munido desta operac¸a˜o e´
uma a´lgebra, chamada de a´lgebra quociente de A por I.
Definic¸a˜o 1.1.8. Seja A uma a´lgebra associativa com unidade e S um subconjunto
de A. Definimos:
i. A suba´lgebra de A gerada por S, denotada por K〈S〉, como sendo a intersec¸a˜o
de todas as suba´lgebras de A que conte´m S ∪ {1}.
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ii. O ideal de A gerado por S como sendo a intersec¸a˜o de todos os ideias de A que
conte´m S.
Se A = K〈S〉, enta˜o dizemos que S gera A como a´lgebra ou que S e´ um conjunto
gerador de A como a´lgebra. Uma caracterizac¸a˜o de suba´lgebra gerada e ideal gerado
por um conjunto de uma a´lgebra associativa e´ dada a seguir. Sejam A uma a´lgebra
associativa com unidade e S um subconjunto na˜o vazio de A. Enta˜o:
i. A suba´lgebra de A gerada por S coincide com o subespac¸o de A gerado pelo
conjunto
{1, si1si2 · · · sik | i1, i2, . . . , ik ∈ I, si ∈ S},
onde I e´ um conjunto de ı´ndices. Note que o produto si1 · · · sik ira´ abranger
diferentes comprimentos.
ii. O ideal de A gerado por S coincide com o subespac¸o de A gerado por
{asb | s ∈ S, a, b ∈ A}.
Definic¸a˜o 1.1.9. Sejam A e B duas a´lgebras. Uma transformac¸a˜o linear φ : A → B
e´ um homomorfismo de a´lgebras se
φ(xy) = φ(x)φ(y)
para todo x, y ∈ A. Se A e B possu´ırem unidade, vamos exigir que φ(1A) = 1B.
Se o homomorfismo φ for bijetor, ou seja injetor e sobrejetor, dizemos que φ e´ um
isomorfismo. Quando existe um isomorfismo φ : A → B, dizemos que A e B sa˜o
a´lgebras isomorfas e denotaremos por A ∼= B. Se φ e´ um homomorfismo de A em A
dizemos que φ e´ um endomorfismo.
Denotamos por
i. EndA o conjunto de todos os endomorfismos de A.
ii. Imφ a imagem da transformac¸a˜o φ, isto e´, Imφ = {φ(a) | a ∈ A}.
iii. Kerφ o nu´cleo de φ, isto e´, Kerφ = {a ∈ A | φ(a) = 0}.
Exemplo 1.1.10. Seja V um K-espac¸o vetorial. Enta˜o EndK(V ), o conjunto das
transformac¸o˜es lineares de V munido da composic¸a˜o de func¸o˜es, e´ uma K-a´lgebra com
unidade (operador identidade).
E´ bastante conhecido e de fa´cil verificac¸a˜o que Kerφ e´ ideal de A e que Imφ e´
suba´lgebra de B. Com isso, temos o importante teorema do homomorfismo de a´lgebras.
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Teorema 1.1.11 (Teorema do homomorfismo de a´lgebras). Sejam A e B a´lgebras e
φ : A→ B um homomorfismo de a´lgebras. Enta˜o
A/Kerφ ∼= Imφ.
Vamos agora construir um importante objeto que sera´ amplamente utilizado e es-
tudado no decorrer desta dissertac¸a˜o, a a´lgebra de Grassmann. Para tal, comec¸aremos
apresentando a a´lgebra livre.
Sejam X = {x1, x2, . . .} um conjunto enumera´vel de varia´veis na˜o comutativas. A
a´lgebra livre associativa K〈X〉 livremente gerada por X sobre K e´ o K-espac¸o que tem
por base o conjunto de monoˆmios {xi1 . . . xin | n = 0, 1, 2, . . .}, onde chamamos estes
monoˆmios de palavras e denotaremos por 1 a palavra vazia (comprimento zero). Dois
monoˆmios da a´lgebra K〈X〉 sa˜o iguais se eles possuem o mesmo comprimento e termos
iguais nas respectivas posic¸o˜es, ou seja, xi1xi2 · · · xin = xj1xj2 · · · xjm se, e somente se,
n = m e i1 = j1, i2 = j2, ... , in = jn. Os elementos de K〈X〉 sa˜o chamados de
polinoˆmios.
Consideremos em K〈X〉 a multiplicac¸a˜o de monoˆmios definida por justaposic¸a˜o, ou
seja,
(xi1xi2 · · ·xin) · (xj1xj2 · · ·xjm) = xi1xi2 · · ·xinxj1xj2 · · ·xjm .
Podemos estender esta operac¸a˜o para todo K〈X〉 por linearidade. Com isso, K〈X〉
munido deste produto e´ uma a´lgebra associativa com elemento neutro 1. A cardina-
lidade de X e´ chamada de posto. Observe que se a cardinalidade de X for finita a
construc¸a˜o de K〈x1, . . . , xn〉 e´ ana´loga.
Agora, finalmente, vamos construir a a´lgebra de Grassmann, encerrando os nossos
exemplos de a´lgebras sobre um corpo.
Exemplo 1.1.12. Seja K〈X〉 a a´lgebra livre sobre X = {x1, x2, . . .}, de posto enu-
mera´vel e seja I o ideal bilateral gerado pelo conjunto dos polinoˆmios {xixj+xjxi | i, j ≥
1}. Enta˜o a a´lgebra de Grassman E e´ tal que E ∼= K〈X〉/I.
Se escrevermos ei = xi + I para i = 1, 2, . . ., enta˜o E tem a seguinte representac¸a˜o
E = 〈1, e1, e2, . . . | eiej = −ejei〉, para todo i, j ≥ 1,
pois eiej + ejei = (xi + I) · (xj + I) + (xj + I) · (xi + I) = (xixj + xjxi) + I = 0 + I.
Denote por Sn o grupo sime´trico sobre {1, 2, . . . , n}. E´ fa´cil ver que para quaisquer
1 ≤ k < l ≤ n
ei1 · · · eik−1eikeik+1 · · · eil−1eileil+1 · · · ein = −ei1 · · · eik−1eileik+1 · · · eil−1eikeil+1 · · · ein ,
uma vez que eiej = −ejei. Portanto, escrevendo qualquer permutac¸a˜o σ ∈ Sn como
produto de transposic¸o˜es, obtemos que
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eσ(i1) · · · eσ(in) = (sgnσ)ei1 · · · ein ,
em que sgnσ e´ o sinal da permutac¸a˜o σ (i.e, sgnσ = 1 se σ for par e sgnσ = −1 se σ
for ı´mpar). Segue que
B = {1, ei1 · · · eik | 1 ≤ i1 < . . . < ik}




αiwi = 0 e´ uma relac¸a˜o com o nu´mero minimal de coeficientes na˜o-nulos αi,
onde wi ∈ B. Se o elemento em aparece em w1, mas na˜o aparece em w2, temos que
emw1 = 0, pois e
2
i = 0, e que emh =
n∑
i=2
αiemwi = 0. Isto contradiz a minimalidade de
h, portanto B e´ base de E.
E´ conveniente escrever E na forma E = E0 ⊕ E1, onde
E0 = span{ei1 · · · ei2k | 1 ≤ i1 < . . . < i2k, k ≥ 0}
E1 = span{ei1 · · · ei2k+1 | 1 ≤ i1 < . . . < i2k+1, k ≥ 0},
de onde temos que E0E0 + E1E1 ⊂ E0 e E0E1 + E1E0 ⊂ E1.
1.2 Identidades Polinomiais
Seja K um corpo, X um conjunto de varia´veis na˜o comutativas e K〈X〉 a a´lgebra
livre associativa de X sobre K. Escreveremos um polinoˆmio f ∈ K〈X〉 da forma
f = (x1, x2, . . . , xn) para indicar que x1, . . . , xn ∈ X sa˜o as u´nicas varia´veis que ocorrem
em f .
Definimos deg(αm), o grau do monoˆmio αm, α ∈ K, como o comprimento da
palavra m. Da mesma forma, definimos degxi(αm), o grau de αm na varia´vel xi, como
o nu´mero de ocorreˆncias de xi em αm. Naturalmente, o grau de f , denotado por deg f ,
e´ o grau ma´ximo entre seus monoˆmios. Ana´logo para degxi f .
Exemplo 1.2.1. Seja m(x, y, z) = 2x2yz3x. Temos que degxm = 3, degym = 1,
degzm = 3 e degm = 7.




3x1 − 3x1x2x43, temos que degx1 f = 3,
degx2 f = 1, degx3 f = 4 e deg f = 7.
Sejam A uma a´lgebra e h : X → A uma func¸a˜o arbitra´ria de modo que h(xi) =
ai, para xi ∈ X e ai ∈ A. Esta aplicac¸a˜o pode ser estendida unicamente por um
homomorfismo φh : F 〈X〉 → A tal que φh(1) = 1A e
φh(xi1xi2 · · ·xin) = ai1ai2 · · · ain , onde φh|h = h.
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Esta propriedade e´ conhecida como Propriedade Universal de K〈X〉.
Dado f = f(x1, . . . , xn) ∈ K〈X〉, denotamos por f(a1, . . . , an) a imagem de f por
φh. Note que, como A e´ a´lgebra, f(a1, a2, . . . , an) e´ um elemento de A obtido por
substituic¸a˜o dos x′is por a
′
is em f .
Definic¸a˜o 1.2.3. Seja A uma K-a´lgebra e f = f(x1, . . . , xn) ∈ K〈X〉. Dizemos que f
e´ uma identidade polinomial de A, se f(a1, a2, . . . an) = 0, para todos a1, a2, . . . , an ∈ A.
Seja Φ o conjunto de todos os homomorfismo φ : K〈X〉 → A. Enta˜o e´ claro que
f ≡ 0 e´ identidade polinomial de A se, e somente se, f ∈
⋂
φ∈Φ
Ker φ. De fato, se
f(x1, x2, . . . , xn) ≡ 0 enta˜o para qualquer φ : K〈X〉 → A, temos que
φ(f(x1, . . . , xn)) = f(φ(x1), . . . , φ(xn)) = f(a1, . . . , an) = 0,
logo f ∈ Kerφ, para qualquer φ ∈ Φ. Assim, f ∈
⋂
φ∈Φ




Ker φ, enta˜o dados quaisquer a1, . . . , an e uma func¸a˜o h : X → A; h(xi) = ai,
para i = 1, . . . , n, existe um homomorfismo φ : K〈X〉 → A, tal que φ|X = h, da´ı segue
que
0 = φ(f(x1, . . . , xn)) = f(φ(x1), φ(x2), . . . , φ(xn)) = f(a1, . . . , an),
logo f = f(x1, . . . , xn) e´ identidade de A.
Dizemos que f ≡ 0 e´ uma identidade de A ou que A satisfaz f ≡ 0. Como f = 0 e´
uma identidade polinomial trivial para qualquer a´lgebra A, temos a seguinte definic¸a˜o:
Definic¸a˜o 1.2.4. Se uma K-a´lgebra A satisfaz uma identidade polinomial na˜o trivial
f ≡ 0, enta˜o dizemos que A e´ uma PI-a´lgebra ou a´lgebra com identidades polinomiais.
Para melhor compreender o conceito de PI-a´lgebra, vamos ver alguns exemplos.
Exemplo 1.2.5. Se A e´ uma a´lgebra comutativa e [x, y] = xy − yx o comutador de
Lie. Enta˜o A e´ uma PI-a´lgebra, pois f(x, y) = [x, y] ≡ 0 em A.
Exemplo 1.2.6. Se A e´ uma a´lgebra nilpotente, ou seja, An = 0 para algum n ∈ N,
enta˜o A e´ uma PI-a´lgebra. De fato,
f(x1, . . . , xn) = x1 · · · xn
e´ uma identidade para A.
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Exemplo 1.2.7. Seja UTn(K) a a´lgebra das matrizes triangulares superiores de ordem
n sobre K. Para simplificar o caso, vamos comec¸ar avaliando n = 3. Note que, se x,
y ∈ UTn(K), enta˜o
[x, y] = xy − yx =
0 k1 k20 0 k3
0 0 0
 ,
para quaisquer x, y ∈ UT3(K).
Vemos enta˜o que [x, y] e´ triangular estritamente superior. Tomando o caso geral,
em UTn(K) temos que [x, y] e´ estritamente triangular superior para todo n. Assim,
temos que [x, y]n = 0, pois a primeira coluna de [x, y] e´ nula e a cada produto uma
coluna subsequente se anula. Portanto, UTn(K) e´ PI-a´lgebra, pois satisfaz o polinoˆmio
f(x1, x2, . . . , x2n) = [x1, x2] · · · [x2n−1, x2n].
Exemplo 1.2.8. Primeiramente, note que na a´lgebra das matrizes M2(K) se a = [x, y],
com x, y ∈ M2(K), temos que tr(a) = 0. Por outro lado, o polinoˆmio caracter´ıstico e´
tal que
x2 − tr(a)x+ det(a)I = 0,
em que I = I2×2. Substituindo x por a, temos que
a2 = −det(a)I.
Assim, a2 e´ uma matriz escalar e enta˜o comuta com qualquer outra matriz. Da´ı, M2(K)
e´ uma PI-a´lgebra, pois satisfaz o polinoˆnio[
[x, y]2, z
]
Exemplo 1.2.9. A a´lgebra de Grassmann E e´ uma PI-a´lgebra, pois satisfaz a identi-
dade polinomial [[x, y], z] ≡ 0. De fato, como E0 coincide com o centro de E, qualquer
comutador de dois elementos de E torna-se uma combinac¸a˜o linear de monoˆmios ei’s
de comprimento par. Assim, [E,E] ⊂ E0 e a conclusa˜o e´ imediata.
1.3 T-ideais e variedades de a´lgebras
Dada uma a´lgebra A, denotamos por
T (A) = {f ∈ K〈X〉 | f ≡ 0 em A}
o conjunto das identidades polinomiais de A. Claramente, T (A) e´ um ideal bilateral
de K〈X〉, pois se f ≡ 0, enta˜o af ≡ 0 e fa ≡ 0 , para todo a ∈ K〈X〉. Mais ainda, se
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f(x1, x2, . . . , xn) ∈ T (A) e g1, . . . , gn sa˜o polinoˆmios arbitra´rios de K〈X〉 e´ claro que
f(g1, . . . , gn) ∈ T (A).
Como todo endomorfismo de K〈X〉 (homomorfismo de K〈X〉 em K〈X〉) e´ deter-
minado pela func¸a˜o x 7→ g, em que x ∈ X e g ∈ K〈X〉, segue que T (A) e´ um ideal
invariante com respeito aos endomorfismos de K〈X〉.
Proposic¸a˜o 1.3.1. Dado uma a´lgebra A, considere T (A) = {f ∈ K〈X〉 | f ≡ 0} o
conjunto das identidades polinomiais de A. O conjunto T (A) e´ fechado sob os endo-
morfismo de K〈X〉.
Demonstrac¸a˜o. Sejam f = f(x1, . . . , xn) ∈ T (A), g1, g2, . . . , gn ∈ K〈X〉 e tome
φ ∈ End(K〈X〉), onde φ(xi)→ gi. Temos que
φ(f(x1, . . . , xn)) = f(φ(x1, . . . , xn)) = f(g1, . . . , gn) ≡ 0,
pois gi(a1, . . . , an) ∈ A, com a1, . . . , an ∈ A e f ∈ T (A). Assim, φ(f) ≡ 0, para todo
f ∈ K〈X〉. Logo φ (T (A)) ⊂ T (A).
Os ideais com essa propriedade sa˜o chamados de T-ideais.
Definic¸a˜o 1.3.2. Um ideal I de K〈X〉 e´ um T-ideal se φ(I) ⊂ I para todo endomor-
fismo φ de K〈X〉.
Assim, temos que T (A) e´ um T-ideal de K〈X〉. Por outro lado, na˜o e´ dif´ıcil verificar
que todo T-ideal e´ deste tipo. De fato, se I e´ T-ideal, enta˜o K〈X〉
I
e´ PI-a´lgebra, uma
vez que, se f(x1, . . . , xn) ∈ I e g1, . . . , gn ∈ K〈X〉, enta˜o
f(g1, . . . , gn) = f(g1, . . . , gn) = 0,
pois f(g1, . . . , gn) ∈ I. Assim, I ⊂ T (K〈X〉/I). Por outro lado, se f(x1, . . . , xn) ∈
T (K〈X〉/I), enta˜o para xi = xi + I temos
0 = f(x1, . . . , xn) = f(x1, . . . , xn).
Logo, f(x1, . . . , xn) ∈ I e assim T (K〈X〉/I) ⊂ I. Portanto, I = T (K〈X〉/I).
Definic¸a˜o 1.3.3. Dado um conjunto na˜o vazio S ⊂ K〈X〉, a classe de todas as a´lgebras
A tais que f sa˜o identidades em A, ∀f ∈ S, e´ chamada de variedade e denotada por
V = V(S) determinada por S.
Uma variedade V e´ na˜o trivial se S 6= 0 e e´ pro´pria se S e´ na˜o trivial e V (S) 6= 0.
Exemplo 1.3.4. Seja S = {[x, y]}, enta˜o V(S) e´ a classe de todos as a´lgebras comu-
tativas.
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Exemplo 1.3.5. Seja S = {xn}, enta˜o V(S) e´ a classe de todas as a´lgebras que sa˜o
nil de expoente limitado n.
Se S ⊂ K〈X〉, denotamos por 〈S〉T o T-ideal gerado por S. Assim, 〈S〉T =⋂
A∈V(S)
T (A). Definimos enta˜o que T (V) = 〈S〉T . O teorema de Birkhoff caracteriza
uma variedade.
Teorema 1.3.6 (Birkhoff). Seja V uma classe na˜o vazia de a´lgebras. Enta˜o V e´ uma
variedade se, e somente se,
i. Se A ∈ V e B → A e´ um monomorfismo (homomorfismo injetor), enta˜o
B ∈ V.
ii. Se A ∈ V e A → B e´ um epimorfismo (homomorfismo sobrejetor), enta˜o
B ∈ V.





Tomemos agora uma variedade V , uma a´lgebra A ∈ V e Y ⊂ A um subconjunto
de A. Dizemos que A e´ relativamente livre sobre Y , se para qualquer a´lgebra B ∈ V e
para qualquer func¸a˜o α : Y → B, existe um homomorfismo β : A → B estendendo α.
Este homomorfismo e´ u´nico. Quando V e´ a variedade de todas as a´lgebras, a definic¸a˜o
coincide com a de a´lgebra livres sobre Y .
Teorema 1.3.7. Sejam X um conjunto na˜o vazio, K〈X〉 uma a´lgebra livre sobre X
e V uma variedade com ideal correspondente T (V) ⊂ K〈X〉. Enta˜o K〈X〉/T (V) e´
relativamente livre sobre o conjunto X = {x + T (V) | x ∈ X}. Ale´m disso, quaisquer
duas a´lgebras relativamente livres com respeito a V de mesmo posto sa˜o isomorfas.
Demonstrac¸a˜o. Seja B ∈ V e α : X → B uma func¸a˜o. Definimos enta˜o β : X → B por
β(x) = α(x + T (V)). Como K〈X〉 e´ uma a´lgebra livre podemos estender β para todo
K〈X〉 pela func¸a˜o β : K〈X〉 → B. Observe que, se f ∈ T (V), enta˜o β(f) = 0. Assim,
T (V) ⊂ Ker(β) e α pode ser estendido a um homomorfismo α : K〈X〉/T (V) → B,
onde α (g + T (V)) = β(g). Enta˜o K〈X〉/T (V) e´ uma a´lgebra relativamente livre sobre
X.
Agora, sejam F1, F2 ∈ V a´lgebras relativamente livres de mesmo posto sobre X =
{xi | i ∈ I} e Y = {yi | i ∈ I}, respectivamente. Existem homomorfismos α1 : F1 → F2
e α2 : F2 → F1, tais que
α1(xi) = gi e α2(gi) = xi.
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E´ claro que α1 ◦α2 = id e α2 ◦α1 = id. Portanto, temos um isomorfismo e F1 ∼= F2.
Com isso, temos que a correspondeˆncia entre T-ideais e variedades e´ bem entendida.
Teorema 1.3.8. Existe uma correspondeˆncia biun´ıvoca entre T-ideais de K〈X〉 e va-
riedades de a´lgebras. Nesta correspondeˆncia a variedade V corresponde ao T-ideal de
identidades T (V) e o T-ideal I corresponde a variedade de a´lgebras satisfazendo todas
as identidades de I.
Demonstrac¸a˜o. Se I1 e I2 sa˜o T-ideais, I1 6= I2, enta˜o existe f ∈ I1\I2, sem perda de
generalidade. Assim, K〈X〉/I2 na˜o satisfaz f . Logo, K〈X〉/I2 ∈ V(I2) e K〈X〉/I2 /∈
V(I1). Portanto, V(I1) 6= V(I2).
Por outro lado, se V1 e V2 sa˜o variedades, com V1 6= V2, enta˜o existe A ∈ V1\V2.
Logo, existe f ∈ T (V2), tal que f /∈ T (A). Como, T (A) ⊃ T (V1), segue que T (V1) 6=
T (V2).
Observac¸a˜o 1.3.9. Esta correspondeˆncia inverte inclusa˜o, isto e´,
V2 ⊂ V2 ⇒ T (V1) ⊃ T (V2),
S1 ⊂ S2 ⇒ V(S1) ⊃ V(S2),
em que S1, S2 ⊂ K〈X〉.
Se V e´ uma variedade e A e´ uma K-a´lgebra tal que T (A) = T (V), enta˜o dizemos
que V e´ uma variedade gerada por A e escrevemos V = var(A).
1.4 Polinoˆmios homogeˆneos e multilineares
Quando o corpo K e´ infinito, o estudo das identidades polinomiais de uma dada
a´lgebra sobre K pode ser reduzido ao estudo de polinoˆmios homogeˆneos e multilineares.
Seja Kn = K〈x1, . . . , xn〉 uma a´lgebra livre de posto n, n ≥ 1, sobre K. Enta˜o Kn
e´ naturalmente decomposta como
Kn = K
(1)
n ⊕K(2)n ⊕ . . . ,
onde K
(k)
n e´ o subespac¸o gerado pelos monoˆmios de grau k, k ≥ 1. Como K(i)n K(j)n ⊂
K
(i+j)
n , para todo i, j ≥ 1, dizemos que Kn tem estrutura de a´lgebra graduada. Cada
termo K
(i)
n e´ chamado de componente homogeˆneo de Kn.
Assim, podemos refinar a decomposic¸a˜o e escrever












n ⊂ K(i1+j1,...,in+jn)n e neste caso Kn e´ multigraduada.
Definic¸a˜o 1.4.1. Um polinoˆmio pertencente a K
(k)
n para algum k ≥ 1 e´ denominado
homogeˆneo de grau k. Se f pertence a K
(i1,...,in)
n , enta˜o f e´ multihomogeˆneo de
grau (i1, . . . , in).
Exemplo 1.4.2. O polinoˆmio
f(x, y) = xy + x2 + y2
e´ homogeˆneo de grau 2, enquanto o polinoˆmio
g(x, y) = xy
e´ multihomogeˆneo de grau (1, 1) e por consequeˆncia e´ homogeˆneo de grau 2.
Note pelo exemplo anterior que a condic¸a˜o de ser multihomogeˆneo e´ mais forte que
a condic¸a˜o de ser homogeˆneo.
Exemplo 1.4.3. O polinoˆmio
f(x, y, z) = x2yz3 − y2x2z + z2yx2
e´ homogeˆneo em x com degx f = 2.





onde f (i1,...,in) ∈ K(i1,...,in)n e´ uma combinac¸a˜o linear de monoˆmios onde o grau de xj e´
igual a ij. Os polinoˆmios f
(i1,...,in) que na˜o sa˜o nulos sa˜o chamados de componentes
multihomogeˆneas de f com multigrau (i1, . . . , in).
Exemplo 1.4.4. Seja f(x, y, z) = xy+x2y+xyz− yx. Neste caso temos que xy− yx,
x2y e xyz sa˜o as componentes multihomogeˆneas de grau (1, 1, 0), (2, 1, 0) e (1, 1, 1),
respectivamente.
Teorema 1.4.5. Seja K um corpo infinito. Se f ≡ 0 e´ uma identidade polinomial para
a a´lgebra A, enta˜o toda componente multihomoˆgenea de f tambe´m e´ uma identidade
polinomial para A.
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Demonstrac¸a˜o. Para toda varia´vel xt, 1 ≤ t ≤ n, podemos decompor f =
∑n
i=0 fi,
onde fi e´ a soma de todos os monoˆmios em que xt tem grau i e m = degxt f e´ o grau
de f em relac¸a˜o a xt. Vamos mostrar que, para todo xt, fi ≡ 0.
Tomemos enta˜o um t qualquer e seja α0, . . . , αm elementos distintos de K, estes
va˜o existir pois K e´ infinito. Claramente, para todo j = 0, . . . ,m, temos que
f(x1, . . . , αjxt, . . . , xm) ≡ 0.
Como cada componente fi e´ homogeˆnea de grau i, segue que
fi(x1, . . . , αjxt, . . . , xn) = α
i
jfi(x1, . . . , xn).
Da decomposic¸a˜o de f e do fato anterior, segue que
f(x1, . . . , αjxt, . . . , xn) =
m∑
i=0
αijfi(x1, . . . , xm) ≡ 0 (1.4.1)
sobre A, para todo j = 0, . . . ,m. Assim, escrevendo a matriz de Vandermonde
∆ =

1 1 . . . 1










e denotando fi(a1, . . . , an) = fi, para todo ai, . . . , an ∈ A, enta˜o de 1.4.1, segue que
(fn . . . fn)∆ = 0.
Como a matriz de Vandermonde e´ invers´ıvel, det ∆ 6= 0, segue que
(fn . . . fn) = 0.
Logo, f0 ≡ 0, . . . , fm ≡ 0 sa˜o identidades sobre A.
Note que a demonstrac¸a˜o cont´ınua va´lida se K e´ finito com |K| > deg f . Por outro
lado, se K possui q elementos, o polinoˆmio xq − x e´ uma identidade para K, mas as
componentes homogeˆneas xq e x na˜o sa˜o identidades.
Uma das consequeˆncias mais importantes do Teorema 1.4.5 e´ que sobre um corpo
infinito todo T-ideal e´ gerado pelos polinoˆmios multihomogeˆneos.
Definic¸a˜o 1.4.6. Um polinoˆmio f e´ linear na varia´vel xi se xi possui grau 1 em todos
os monoˆmios de f . Um polinoˆmio que e´ linear em todas as varia´veis e´ dito multilinear.
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Em um polinoˆmio multilinear f(x1, . . . , xn) ∈ K〈X〉 cada varia´vel aparece uma
u´nica vez em cada monoˆmio. Assim, f tem o formato
f(x1, . . . , xn) =
∑
σ∈Sn
ασxσ(1) · · ·xσ(n) .
Observac¸a˜o 1.4.7. Seja A uma K-a´lgebra gerada como espac¸o vetorial por um con-
junto B sobre K. Se f e´ um polinoˆmio multilinear que se anula em B, enta˜o f e´ uma
identidade polinomial em A.
Demonstrac¸a˜o. Sejam ai =
∑
aijuj, . . . , αinun =
∑
αijuj elementos de A, onde uj ∈ B
e αij ∈ K. Uma vez que f(x1, . . . , xn) e´ linear em cada varia´vel, temos
f(a1, . . . , an) =
∑
i1,...,in
α1i1 . . . αninf(ui1 , . . . , uin) = 0
em A.
Proposic¸a˜o 1.4.8. Toda K-a´lgebra de dimensa˜o finita n satisfaz o polinoˆmio multili-
near standard sn+1(x1, . . . xn+1) =
∑
σ∈Sn+1(−1)σxσ(1)xσ(2) . . . xσ(n+1).
Demonstrac¸a˜o. Como o polinoˆmio em questa˜o e´ multilinear, basta verificar que o
mesmo se anula para elementos da base β de A. Seja β = {v1, . . . , vn} uma base
de A, enta˜o, ao substituirmos cada xi por um elemento de β, algum vj aparecera´ pelo
menos duas vezes em cada monoˆmio. Denotemos por xi1 e xi2 duas varia´veis subs-
titu´ıdas pelo mesmo vj. Enta˜o, para cada σ ∈ Sn+1 par, os monoˆmios associados a`s
permutac¸o˜es σ e (i1i2)σ fornecem o mesmo elemento de A com o sinal trocado. Logo
a soma de tais parcelas se anula e, portanto sn+1 e´ uma identidade para A.
Definic¸a˜o 1.4.9. Dois conjuntos de polinoˆmios sa˜o equivalentes se geram o mesmo
T-ideal.
Definic¸a˜o 1.4.10. Seja S um conjunto de polinoˆmios. Dizemos que f e´ uma con-
sequeˆncia de S quando f ∈ 〈S〉T .
Seja f(x1, . . . , xn) ∈ K〈X〉 um polinoˆmio multihomogeˆneo de grau k em x1. Con-
sidere tambe´m as varia´veis y1, y2 ∈ X, distintas de x2, . . . , xn. Substituindo a varia´vel
x1 de f por y1 + y2, obtemos o polinoˆmio
h(y1, y2, x2, . . . , xn) = f(y1 + y2, x2, . . . , xn).
Desenvolvendo a componente da direita, encontramos uma componente homogeˆnea
de grau 1 em y1. Chamando essa componente de h1, tem-se que degy2 h1 = k− 1 e que
h1(x1, x1, . . . , xn) = kf(x1, . . . , xn).
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Exemplo 1.4.11. Tome o polinoˆmio f(x1, x2) = x2x
2
1 + x1x2x1. Note que f e´ mul-
tihomogeˆneo de grau 2 em x1. Sendo y1, y2 ∈ X, obtemos que
f(y1 + y2, x2) = x2(y1 + y
2
2) + (y1 + y2)x2(y1 + y2)
= x2y
2
1 + x2y1y2 + x2y2y1 + x2y
2
2 + y1x2y1 + y2x2y1 + y1x2y2 + y2x2y2.
Logo,
h1(y1, y2, x2) = x2y1y2 + x2y2y1 + y2x2y1 + y1x2y2
e finalmente,








h1(y1, y1, x2) = 2f(x1, x2).
Teorema 1.4.12. Se a a´lgebra A satisfaz uma identidade de grau k, enta˜o ela satisfaz
uma identidade multilinear de grau ≤ k.
Demonstrac¸a˜o. Seja f(x1, . . . , xn) ∈ K〈X〉 uma identidade polinomial da a´lgebra A de
grau k. Se cada varia´vel xi aparece com grau ≤ 1 , em todo monoˆmio de f , enta˜o f
e´ multilinear e o teorema segue diretamente. Portanto, vamos assumir que exista uma
varia´vel x1 tal que degx1 f = d > 1. Defina o polinoˆmio
h(y1, y2, x2, . . . xn) = f(y1 + y2, x2, . . . , xn)− f(y1, x2, . . . , xn)− f(y2, x2, . . . , xn).
Note que h e´ uma identidade polinomial de A e que h na˜o e´ um polinoˆmio nulo.
De fato, suponha que h = 0. Qualquer func¸a˜o X → X pode ser estendida a um
endomorfismo de K〈X〉. Substituindo y1 e y2 por x1 em h continuamos com o polinoˆmio
nulo, isto e´
h(x1, x1, x2 . . . , xn) = f(2x1, x2, . . . , xn)− 2f(x1, x2, . . . , xn) = 0.
Decompondo f na soma f = f0 +f1 +f2 + . . .+fd, onde fk e´ a soma dos monoˆmios
em que x1 tem grau k, obtemos
− f0 + (2− 2)f1 + (22 − 2)f2 + . . .+ (2d − 2)fd = 0
f0 = (2
2 − 2)f2 + . . .+ (2d − 2)fd
o que contradiz o fato de d > 1. Assim, degy1 h = d− 1 < degx1 f e por um argumento
indutivo no´s obtemos a identidade multilinear de A desejada.
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Teorema 1.4.13. Se charK = 0, enta˜o cada polinoˆmio na˜o nulo f ∈ K〈X〉 e´ equiva-
lente a um conjunto finito de polinoˆmios multilineares.
Demonstrac¸a˜o. Sabemos que f e´ equivalente ao conjunto de componentes homogeˆneas.
Podemos assumir que f(x1, . . . , xn) e´ multihomogeˆneo. Utilizando o processo de mul-
tilinearizac¸a˜o
f(y1 + y2, x2, . . . , xn) =
d∑
i=0
gi(y1, y2, x2, . . . , xn),
em que degy1 gi = i, degy2 gi = d− i e degxt gi = degxt f , t = 2, . . . , n. Enta˜o todos os
polinoˆmios gi = gi(y1, y2, x2, . . . , xn) sa˜o consequeˆncias de f . Por outro lado,





f(y1, x2, . . . , xn)




) 6= 0. Segue que f e´ consequeˆncia de qualquer
gi, i = 1, . . . , d− 1.
Corola´rio 1.4.14. Se charK = 0 e I e´ um T-ideal, enta˜o I e´ gerado por seus po-
linoˆmios multilineares.
Demonstrac¸a˜o. Como charK = 0, K e´ um corpo infinito e portanto I e´ um ideal
gerado por seus polinoˆmios multihomogeˆneos. Seja f = f(x1, . . . , xn) ∈ I um po-
linoˆmio multihomogeˆneo. Como I e´ um T-ideal, temos que h(y1, y2, x2, ..., xn) =
f(y1 + y2, x2, . . . xn) ∈ I. Enta˜o, por K ser um corpo infinito, h1(y1, y2, x2, . . . , xn) ∈ I,
onde h1 e´ a componente homogeˆnea de h em que y1 tem grau 1.
Da igualdade
h1(x1, x1, x2, . . . , xn) = kf(x1, x2, . . . xn)
e pela hipo´tese de charK = 0, segue que f e´ consequeˆncia de h1(y1, y2, x2, . . . , xn).
Assim, continuando o processo de linearizac¸a˜o para h1, encontraremos h2 e enta˜o h1
sera´ consequeˆncia de h2. Dessa forma, concluiremos que f e´ consequeˆncia de algum
polinoˆmio multilinear e e´ equivalente a ele.
1.5 Produto Tensorial e Identidades Polinomiais
Nesta sec¸a˜o definiremos o produto tensorial. Comec¸aremos pelo produto tensorial
de espac¸os vetoriais, por este ilustrar de forma mais fa´cil a ideia central e as vanta-
gens desta operac¸a˜o. Depois faremos a construc¸a˜o do produto tensorial por meio de
propriedade universal. Para uma visa˜o mais aprofundada veja [8].
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Definic¸a˜o 1.5.1. Sejam A e B K-espac¸os vetoriais sobre um corpo K, com bases for-
madas por {a1, a2, . . . , an} e {b1, b2, . . . , bm}, respectivamente. O produto tensorial
A⊗KB = A⊗B de A e B e´ o espac¸o vetorial de base {ai⊗bj | 1 ≤ i ≤ n e 1 ≤ j ≤ m}.
Em A⊗B tem-se que se a =
n∑
i=1






















em que αi, βj ∈ K.
Os elementos a⊗ b, a ∈ A, b ∈ B, satisfazem as seguintes propriedades:
i. (v1 + v2)⊗ b = (v1 ⊗ b) + (v2 ⊗ b)
ii. a⊗ (w1 + w2) = (a⊗ w1) + (a⊗ w2)
iii. (λa)⊗ b = λ(a⊗ b) = a⊗ (λb)
para quaisquer v1, v2, a ∈ A, w1, w2, b ∈ B e λ ∈ K.
Sejam A e B K-a´lgebras. Vamos definir o produto usual de A⊗B como o produto
bilinear dado por
· : (A⊗B)× (A⊗B)→ (A⊗B)
((a1 ⊗ b1), (a2 ⊗ b2))→ (a1 ⊗ b1) · (a2 ⊗ b2) = (a1a2 ⊗ b1b2)
O produto anterior esta´ bem definido, pois se a = a
′
e b = b
′
, tem-se que
(a⊗ b) · (c⊗ d) = (ac⊗ bd) = (a′c⊗ b′d) = (a′ ⊗ b′) · (c⊗ d).
Note que, o espac¸o A ⊗ B munido com esta´ operac¸a˜o se torna uma K-a´lgebra
chamada de produto tensorial.
Exemplo 1.5.2. Sejam A e B a´lgebras sobre Q tais que A = B = Q[
√
2]. As bases de
A e B coincidem e sa˜o {1;√2} e tomando a a´lgebra A⊗B temos a base {1⊗√2; 1⊗
1;
√
2⊗ 1;√2⊗√2}. Tomando r = √2⊗ 1 + 1⊗√2 e s = √2⊗ 1− 1⊗√2, segue que
rs = (
√
2⊗ 1)2 − (1⊗
√
2)2 = 2⊗ 1− 1⊗ 2 = 0.
Observe que A⊗B na˜o e´ domı´nio.
Caracterizac¸a˜o por uma propriedade universal
Para descrever o produto tensorial de modo universal, comecemos definindo o con-
ceito de mo´dulo.
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Definic¸a˜o 1.5.3. Seja R um anel. Um conjunto M com operac¸a˜o bina´ria + chama-se
um R-mo´dulo a` esquerda (mo´dulo sobre R) se:
i. (M,+) e´ um grupo abeliano;
ii. para quaisquer m ∈M e r ∈ R existe um u´nico rm ∈M ;
iii. (r1 + r2)m = r1m+ r2m para quaisquer m ∈M e r1, r2 ∈ R;
iv. r(m1 +m2) = rm1 + rm2 para quaisquer m1,m2 ∈M e r ∈ R;
v. (r1r2)m = r1(r2m) para quaisquer m ∈M e r1, r2 ∈ R.
Se R e´ um anel unita´rio, enta˜o um R-mo´dulo chama-se unita´rio com unidade 1R, se
1Rm = m para qualquer m ∈M . De modo ana´logo, define-se R-mo´dulo a` direita.
Exemplo 1.5.4. Seja V um espac¸o vetorial sobre um corpo K de dimensa˜o n e R =
Mn(K). Definindo a multiplicac¸a˜o R × V → V como Bv ∈ V , para B ∈ Mn(K) e
v ∈ V , temos que V e´ Mn(K)-mo´dulo a` esquerda.
Sejam M e N R-mo´dulos a direita e a esquerda, respectivamente.
Definic¸a˜o 1.5.5. Uma aplicac¸a˜o φ : M × N → G e´ dita balanceada se satisfaz as
seguintes propriedades:
i. φ(a1 + a2, b) = φ(a1, b) + φ(a2, b)
ii. φ(a, b1 + b2) = φ(a, b1) + φ(a, b2)
iii. φ(ar, b) = φ(a, rb)
Agora, podemos definir o produto tensorial por meio de uma propriedade universal.
Definic¸a˜o 1.5.6. Sejam M um R-mo´dulo a` direita e N um R-mo´dulo a` esquerda.
Um grupo abeliano T juntamente com uma aplicac¸a˜o balanceada φ : M × N → T ,
e´ dito um produto tensorial de M e N se para qualquer grupo abeliano aditivo A e
qualquer aplicac¸a˜o balanceada ψ : M × N → A, existe um u´nico homomorfismo de
grupos ψ : M ×N → A, tal que ψ = ψ ◦ φ.
Denotamos o produto tensorial T por M ⊗N , conforme citado anteriormente.
Lema 1.5.7. Dado um conjunto X e um grupo abeliano livre F , para todo grupo
abeliano G e para toda aplicac¸a˜o f : X → G, existe um u´nico homomorfismo f : F → G
tal que f |X = f .
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Demonstrac¸a˜o. Seja F = 〈∑nxx | nx ∈ Z e x ∈ X〉 e
























(nx +mx)f(x) = f(a) + f(b).
Assim, f e´ homomorfismo e como F e´ livre f e´ unico.
Lema 1.5.8. Seja F um grupo, L / F e pi : F → F/L a projec¸a˜o canoˆnica. Para
todo grupo G e para todo homomorfismo f : F → G tal que L ⊂ Ker(f), existe um
homomorfismo ψ : F/L→ G tal que ψ ◦ pi = f .







Assim, ψ ◦ pi = f . Como L ⊂ f segue que ψ esta´ bem definido e claramente e´ um
homomorfismo.
Teorema 1.5.9. Sejam A e B R-mo´dulos a` direita e a` esquerda, respectivamente.
Existe V e φ : A×B → V tal que V = A⊗B e V e´ u´nico.
Demonstrac¸a˜o. Vamos comec¸ar demonstrando a existeˆncia. Seja X = A × B e F o
grupo livre gerado por X. Defina L como o gerado por
(a1 + a2, b)− (a1, b)− (a2, b); (a, b1 + b2)− (a, b1)− (a, b2); (ar, b)− (a, rb),
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onde a, a1, a2 ∈ A, b, b1, b2 ∈ B e r ∈ R. Seja V = F/L, temos que V = F/L = A⊗ B
e´ o produto tensorial de A e B com aplicac¸a˜o balanceada
φ :
A×B → V
(a, b)→ (a, b) + L .
De fato, φ e´ balanceada, pois
φ(a1 + a2, b)− φ(a1, b)− φ(a2, b) = ((a1 + a2, b) + L)− ((a1, b) + L)− ((a2, b) + L)
= (a1 + a2, b)− (a1, b)− (a2, b) + L = 0,
pois (a1 + a2, b)− (a1, b)− (a2, b) ∈ L. Assim,
φ(a1 + a2, b) = φ(a1, b) + φ(a2, b).
As demais propriedades que caracterizam a aplicac¸a˜o balanceada seguem de forma
ana´loga.








Pelo Lema 1.5.7, existe um homomorfismo ϕ : F → G, tal que ϕ|F = ϕ.







Note que L ⊂ Ker(ϕ) e φ|F na verdade e´ a projec¸a˜o canoˆnica. Assim, pelo Lema
1.5.8, existe um homomorfismo ψ : V → G tal que ψ ◦ pi = ψ ◦ φ = ϕ.
Resta mostrar a unicidade de ψ. Seja f : V → G um homomorfismo tal que
f ◦ φ = ϕ. Temos que para x ∈ X
f ◦ φ(x) = f(x+ L) = ϕ(x+ L) = ψ(x+ L), x ∈ X.
Portanto, f(x + L) = ψ(x + L). E´ facil ver que podemos estender para qualquer
α =
∑
nxx ∈ F e f(α + L) = ψ(α + L). Portanto, V = A⊗B.
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) outro produto tensorial de A e B. Enta˜o, temos a existeˆncia de um u´nico


















′ → V tal que φ = j ′φ′ .









Assim, pelos diagramas e pelo fato de que a extensa˜o e´ u´nica





segue que idV = j
′ ◦j e analogamente idV ′ = j◦j ′ . Assim, j e´ isomorfismo e conclu´ımos
a demonstrac¸a˜o.
Exemplo 1.5.10. Sendo A uma K-a´lgebra. A transformac¸a˜o linear
Φ : Mn(K)⊗ A→Mn(A)
eij ⊗ a→ aeij
e´ um isomorfismo de a´lgebras. De fato, primeiramente, note que {aeij | 1 ≤ i, j ≤
n, a ∈ L} e´ uma base para Mn(A) como espac¸o vetorial, onde L e´ uma base de A.
Considere a trasnformac¸a˜o linear definida por
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Ψ : Mn(A)→Mn(K)⊗ A



































Logo, Φ−1 = Ψ e assim Φ e´ bijetiva. Resta mostrar que Φ e´ um homomorfismo. De
fato, como Φ e´ linear, e´ suficiente mostrar que e´ homomorfismo nos elementos da base
de Mn(K)⊗ A. Para tal, observe que
eijevw =
0, se j 6= veiw, se j = v ,
pois se j 6= v todo elemento da matriz resultante dado por cik = ai1b1k + ai2b2l + . . .+
ainbnk ira´ se anular.
Se j 6= v, temos que
Φ ((eij ⊗ a)(evw ⊗ b)) = Φ(eijevw⊗ab) = Φ(0⊗ab) = 0 = aeijbevw = Φ(eij⊗a)Φ(evw⊗b)
Por outro lado, se j = v, temos que
Φ ((eij ⊗ a)(evw ⊗ b)) = Φ(eijevw ⊗ ab) = abeiw = aeijbevw = Φ(eij ⊗ a)Φ(evw ⊗ b).
Segue que Φ e´ um homomorfismo bijetor, ou seja, e´ um isomorfismo e enta˜oMn(K)⊗
A ∼= Mn(A) como a´lgebra.
Observac¸a˜o 1.5.11. Do exemplo anterior, tomando a a´lgebra de Grassmann E, temos
que Mn(K) ⊗ E ∼= Mn(E). Este produto tensorial sera´ amplamente estudado no
Cap´ıtulo 4 desta dissertac¸a˜o.
Veremos agora um importante exemplo que retrata o produto tensorial de a´lgebras
de matrizes.
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Exemplo 1.5.12. Se A = Mn(K), pelo exemplo anterior, temos que Mm(K) ⊗
Mn(K) ∼= Mm (Mn(K)). Sendo
x =

a11 a12 · · · a1m










b11 b12 · · · b1m










a11 ⊗ y a12 ⊗ y · · · a1m ⊗ y





am1 ⊗ y am2 ⊗ y · · · amm ⊗ y

onde cada termo aij ⊗ y tem o formato
aij ⊗ y =

aijb11 aijb12 · · · aijbim





aijbm1 aijbm2 · · · aijbmm

para todo i, j = 1, . . . , n. Enfim, obtemos
x⊗ y =

a11b11 · · · a11b1n · · · · · · a1mb11 · · · a1mb1n


















am1b11 · · · am1b1n · · · · · · ammb11 · · · ammb1n







am1bn1 · · · am1bnn · · · · · · ammbn1 · · · ammbnn

.
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Portanto, Mmn(K) ∼= Mm (Mn(K)) e da´ı Mm(K) ⊗Mn(K) ∼= Mmn(K), em que o
isomorfismo e´ dado por
Φ : Mm(K)⊗Mn(K)→Mmn(K)
eij ⊗ evw → en(i−1)+v,n(j−1)+w
este produto e´ conhecido como o produto de Kronecker.










sobre M2(R), temos que
A⊗B =

0 · 1 0 · 0 1 · 1 1 · 0
0 · 0 0 · 1 1 · 0 1 · 1
0 · 1 0 · 0 1 · 1 1 · 0
0 · 0 0 · 1 1 · 0 1 · 1
 =

0 0 1 0
0 0 0 1
0 0 1 0
0 0 0 1
 .
Sejam A uma K-a´lgebra, C uma K-a´lgebra comutativa e considere a K-a´lgebra
A⊗KC. Algumas das identidades polinomiais de A podem ser identidades para A⊗KC.
Proposic¸a˜o 1.5.13. Sejam A uma K-a´lgebra, C uma K a´lgebra comutativa na˜o nil-
potente e K um corpo de caracter´ıstica zero. Enta˜o T (A⊗K C) = T (A).
Demonstrac¸a˜o. Seja f um polinoˆmio multilinear em T (A⊗KC). Como C e´ uma a´lgebra
comutativa na˜o nilpotente, existem c1, . . . , cn ∈ C tais que c1 · · · cn 6= 0. Enta˜o, para
quaisquer a1, . . . , an ∈ A, temos que
0 =f(a1 ⊗ c1, . . . , an ⊗ cn) =
∑
σ∈Sn




ασ(a1 · · · an)⊗ (c1 · · · cn) = f(a1, . . . , an)⊗ (c1 · · · cn).
Portanto, T (A⊗K C) ⊂ T (A).
Por outro lado, sejam BA e BC bases de A e C, respectivamente. Enta˜o B =
{a ⊗ c | a ∈ BA e c ∈ BC} e´ uma base para A ⊗F C. Agora seja f um polinoˆmio
multilinear em T (A). Se a1, . . . , an ∈ BA e c1, . . . , cn ∈ BC , temos que
f(a1 ⊗ c1, . . . , an ⊗ cn) = f(a1, . . . , an)⊗ (c1 · · · cn) = 0⊗ (c1 · · · cn) = 0
Logo T (A) ⊂ T (A⊗K C) e T (A) = T (A⊗K C).
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Corola´rio 1.5.14. Sejam K um corpo de caracter´ıstica zero e F uma extensa˜o do
corpo K. Enta˜o as identidades polinomiais de A coincidem com as identidades da
K-a´lgebra A⊗K F consideradas sobre o corpo K.
Mais do que isso, tambe´m podemos assumir que em algum sentido as identidades
polinomiais de A sobre K coincidem com as identidades de A⊗K F considerada sobre
F .
Proposic¸a˜o 1.5.15. Sejam A uma PI-a´lgebra sobre um corpo K e F ⊃ K uma ex-
tensa˜o do corpo. Enta˜o,
TK(A)⊗K F = TF (A⊗K F ),
em que TK(A) e´ o ideal das identidades de A consideradas sobre o corpo K e TF (A⊗KF )
e´ o ideal das identidades de A⊗K F consideradas sobre o corpo F .
Demonstrac¸a˜o. Na˜o e´ dif´ıcil verificar que TK(A) ⊗K F ⊂ TF (A ⊗K F ), basta ver que
uma identidade polinomial multiplicada por uma constante continuara´ sendo uma iden-
tidade. Seja agora f(x1, . . . , xm) =
∑r
i=1 kiMi, onde os Mi’s sa˜o monoˆmios distintos
no alfabeto X e ki ∈ F . Seja {b1, . . . , bn, ...} uma base do espac¸o vetorial F sobre K e
seja ki =
∑
αijbj, αij ∈ K, para todo i = 1, . . . , r. Enta˜o


















identidade polinomial para todo j = 1, . . . , n. Assim, TF (A⊗K F ) ⊂ TK(A)⊗ F .
1.6 Representac¸o˜es de grupos
Nesta sec¸a˜o apresentaremos definic¸o˜es e propriedades ba´sicas de representac¸o˜es de
grupos. Para maiores detalhes ver [8], [21], [33], [16] e [20]. Comec¸aremos dando
algumas definic¸o˜es sobre R-mo´dulos.
Definic¸a˜o 1.6.1. Seja M um R-mo´dulo. Um submo´dulo N de M e´ um subgrupo de
M tal que r · n ∈ N , para todo r ∈ R e n ∈ N
Definic¸a˜o 1.6.2. Um R-mo´dulo a` esquerda M 6= 0 diz-se simples ou irredut´ıvel se
na˜o possui submo´dulo pro´prio, ou seja, submo´dulo diferente de 0 ou M .
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Definic¸a˜o 1.6.3. Um R-mo´dulo e´ semissimples se ele e´ uma soma direta finita de
R-mo´dulos simples.
Exemplo 1.6.4. Seja V um espac¸o vetorial (K-mo´dulo) de dimensa˜o finita. Enta˜o,
para qualquer subespac¸o U de V , existe um subespac¸o W de V tal que V = U ⊕W .
Portanto V e´ um F -mo´dulo semissimples.
Apo´s estas definic¸o˜es ba´sicas de mo´dulos, podemos dar in´ıcio ao estudo de repre-
sentac¸o˜es.
Definic¸a˜o 1.6.5. Sejam A uma K-a´lgebra unita´ria com unidade 1A e V um espac¸o
vetorial sobre K. Enta˜o uma K-representac¸a˜o de A e´ um homomorfismo de K-a´lgebras
ϕ : A→ EndK(V ).
Seja V um espac¸o vetorial sobre um corpo K. Considere GL(V ) o conjunto das
transformac¸o˜es lineares invert´ıveis de V em V . E´ fa´cil verificar que GL(V ) munido da
operac¸a˜o composic¸a˜o de func¸o˜es e´ um grupo. No caso particular de V ser de dimensa˜o
finita, temos que GL(V ) ∼= GLn(K), o grupo das matrizes invert´ıveis de ordem n.
Observac¸a˜o 1.6.6. A menos de menc¸a˜o contra´ria, o espac¸o vetorial V sobre K tera´
dimensa˜o finita.
Definic¸a˜o 1.6.7. Sejam G um grupo e V um espac¸o vetorial.
i. Uma representac¸a˜o de G em V e´ um homomorfismo
φ : G→ GL(V ).
O grau da representac¸a˜o φ e´ igual a dimensa˜o do espac¸o vetorial V . A repre-
sentac¸a˜o φ e´ fiel se o nu´cleo de φ for trivial. Dizemos que φ e´ trivial se seu nu´cleo
coincide com G.
ii. Duas representac¸o˜es φ : G → GL(V ) e ρ : G → GL(W ) sa˜o equivalentes ou
isomorfas se existe um isomorfismo θ : V → W dos espac¸os vetoriais V e W tais
que
(θ ◦ φ(g))(v) = (ρ(g) ◦ θ)(v), v ∈ V, g ∈ G.
iii. Seja W um subespac¸o de V tal que (φ(G))(W ) = W . Enta˜o definimos uma
representac¸a˜o ψ : G→ GL(W ) dada por
(ψ(g))(w) = (ψ(G))(w), g ∈ G,w ∈ W ⊂ V.
Esta´ representac¸a˜o e´ chamada de subrepresentac¸a˜o da representac¸a˜o φ : G →
GL(V ). A subrepresentac¸a˜o ψ e´ pro´pria se W 6= {0} e W 6= V .
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iv. Se φ : G → GL(V ) e ψ : G → GL(W ) sa˜o representac¸o˜es de G, enta˜o a repre-
sentac¸a˜o ρ = φ⊕ ψ : G→ GL(V ⊕W ) definida por
(ρ(g))(v, w) = ((φ(g))(v), (ψ(g))(w)), g ∈ G, (v, w) ∈ V ⊕W,
e´ a soma direta de φ e ψ. De modo ana´logo, definimos a soma direta de um
conjunto finito ou infinito de representac¸o˜es. O produto tensorial ρ = φ ⊗ ψ :
G→ GL(V ⊗W ) e´ definido por
(ρ(g))(v ⊗ w) = (φ(g))(v)⊗ (ψ(g)(w)), g ∈ G, v ⊗ w ∈ V ⊗W.
Em particular, uma importante parte no estudo de representac¸o˜es sa˜o as repre-
sentac¸o˜es irredut´ıveis.
Definic¸a˜o 1.6.8. A representac¸a˜o φ : G→ GL(V ) e´ irredut´ıvel se na˜o possui nenhuma
subrepresentac¸a˜o pro´pria. A representac¸a˜o φ e´ chamada completamente redut´ıvel se e´
uma soma direta de representac¸o˜es irredut´ıveis.
Teorema 1.6.9 (Maschke). Seja ρ : G → GL(V ) uma representac¸a˜o de dimensa˜o
finita de um grupo finito G. Se charK - |G|, enta˜o ρ e´ completamente redut´ıvel, isto
e´, e´ uma soma direta de representac¸o˜es irredut´ıveis.
Lema 1.6.10. Sejam ρ : G→ GL(V ), ψ : G→ GL(W ) representac¸o˜es irredut´ıveis de
G. Seja K um corpo algebricamente fechado e f : V → W uma transformac¸a˜o linear
tal que ρ ◦ f = f ◦ ψ para todo g ∈ G. Enta˜o:
i. Se ρ e ψ na˜o sa˜o isomorfas, enta˜o f = 0.
ii. Se V = W e ρ = ψ, enta˜o existe λ ∈ K tal que f = λid, onde id e´ a identidade
em W e λ ∈ K.
Agora, vamos considerar a a´lgebra de grupo KG definida anteriormente. Existe
uma bijec¸a˜o natural entre as representac¸o˜es do grupo G e as representac¸o˜es da a´lgebra
KG.
Seja ϕ : G → GL(V ) uma K-representac¸a˜o de G, podemos estender ϕ a` KG.
Defina





g∈G αgϕ(g), enta˜o ψ e´ uma K-representac¸a˜o de KG.
Reciprocamente, se ψ : KG→ EndK(V ) e´ uma K-representac¸a˜o de KG, podemos
restringir ψ a G pela aplicac¸a˜o ϕ : G→ GL(V ) de tal modo que ϕ(g) = ψ(1Kg), onde
g ∈ G.
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Seja M um KG-mo´dulo. Podemos ver M como K-mo´dulo, ou seja, um K-espac¸o
vetorial. Primeiramente, note que para todo λ ∈ F e todo m ∈ M temos que λm =
(λ1G)m, com 1G ∈ G. Agora para todo ε ∈ KG, definimos a plicac¸a˜o
ϕε : M →M
m→ εm.
Enta˜o ϕε ∈ EndK(M). De fato, para λ ∈ K temos ϕε(λm) = ϕε((λ1G)m) =
(ελ1G)m = λ(εm) = λϕε(m), e a aplicac¸a˜o
ϕ : KG→ EndK(M)
ε→ ϕε
e´ um homomorfismo de K-a´lgebras, ou seja ϕ e´ uma representac¸a˜o de FG com espac¸o
de representac¸a˜o M .
Observac¸a˜o 1.6.11. Temos as seguintes correspondeˆncias:
FG-mo´dulos ↔ representac¸a˜o de FG ↔ representac¸a˜o de G.
Definic¸a˜o 1.6.12. Um corpo K e´ um corpo de decomposic¸a˜o ou split de um grupo
G finito se a a´lgebra de grupo FG e´ isomorfa a` uma soma direta de ane´is de matrizes
sobre K, isto e´, KG ∼= ⊕ki=1Mni(K).
Teorema 1.6.13. Sejam G um grupo finito e K um corpo tal que KG seja semissimples
e split. Seja µ = {M1, . . .Mk} um conjunto completo das classes de isomorfismos de
KG-mo´dulos simples. Seja ni = dimKMi. Enta˜o:
i. |G| = ∑ki=1 n2i ;
ii. Todo Mi aparece como fator de decomposic¸a˜o do mo´dulo regular FGFG com mul-
tiplicidade ni;
iii. k = nu´mero de classes de conjugac¸a˜o de G.
Vamos agora definir o objeto mais importante de representac¸o˜es para nossa dis-
sertac¸a˜o: o cara´cter associado a uma representac¸a˜o.
Definic¸a˜o 1.6.14. Seja ρ : G → GL(V ) uma representac¸a˜o de G. Para cada g ∈ G
defina
χρ(g) = tr(ρ(g)),
em que tr(ρ(g)) e´ o trac¸o da matriz ρ(g). A func¸a˜o χρ obtida e´ chamada de cara´cter
da representac¸a˜o ρ. Ale´m disso, degχρ = dimV .
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Observac¸a˜o 1.6.15. i. Segue das propriedades do trac¸o de matrizes que o valor
do cara´cter da representac¸a˜o ρ na˜o depende da base de V .
ii. Se ρ for uma representac¸a˜o irredut´ıvel, dizemos que χρ e´ um cara´cter irredut´ıvel
de G
Lema 1.6.16. i. Sejam f, g representac¸o˜es equivalentes de G. Enta˜o χg = χf .
ii. Caracteres sa˜o constantes nas classes de conjugac¸a˜o do grupo.
Agora, consideremos Irr(KG) = {χ1, . . . , χr} o conjunto dos caracteres irredut´ıveis
de representac¸o˜es na˜o equivalentes de um grupo G. Segue que:
Corola´rio 1.6.17. Todo cara´cter de KG e´ uma combinac¸a˜o linear de elementos de
Irr(KG) com coeficientes inteiros na˜o-negativos.




Exemplo 1.6.18. O grupo sime´trico S3 possui exatamente treˆs classes de conjugac¸a˜o,
pois as classes de conjugac¸a˜o dos grupos sime´tricos sa˜o dadas pelas suas estruturas
cicl´ıcas. Assim, ele possui treˆs caracteres irredutive´is de graus 1, 1 e 2, uma vez que
12 + 12 + 22 = 6 = |S3|.
Teorema 1.6.19. Sejam M e M
′
dois R-mo´dulos e χ e χ
′
seus respectivos caracteres.
Se M ∼= M ′, enta˜o χ = χ′.
Cap´ıtulo 2
A´lgebras Graduadas
Neste cap´ıtulo vamos nos aprofundar em algumas ferramentas para o estudo de PI-
a´lgebras. Veremos de in´ıcio a G-graduac¸a˜o de uma a´lgebra, um objeto chave. Depois
veremos representac¸o˜es de grupos sime´tricos e definiremos codimenso˜es. Por u´ltimo
definiremos a base multiplicativa de uma a´lgebra e estudaremos as G-graduac¸o˜es de
Mn(E), a a´lgebras de matrizes com entradas na a´lgebra de Grassmann E. Alguns dos
resultados deste capitulo foram retirados de [18], [33], [16] e [21].
2.1 A´lgebras Graduadas
Definic¸a˜o 2.1.1. Seja G um grupo. Uma a´lgebra A e´ dita G-graduada se A pode ser




para todo g, h ∈ G, A(g)A(h) ⊂ A(gh).
Observac¸a˜o 2.1.2. A definic¸a˜o de a´lgebra G-graduada pode tambe´m ser feita para
um grupo aditivo, de forma ana´loga. Seja G um grupo aditivo de ordem r. A a´lgebra




(g), tais que para todo g, h ∈ G, A(g)A(h) ⊂ A(g+h).
Da definic¸a˜o segue claramente que qualquer a ∈ A pode ser escrito de modo u´nico
como uma soma a =
∑
g∈G a
g, tal que ag ∈ A(g). Os subespac¸os A(g) sa˜o chamados
de componentes homogeˆneos de A e um elemento a ∈ A e´ homogeˆneo de grau g se
a ∈ A(g). Denotamos o grau homogeˆneo do elemento a por |a| = g.
Um subespac¸o B ⊂ A e´ graduado ou homogeˆneo se B = ⊕g∈G(B∩A(g)). Em outras
palavras, B e´ graduado se, para todo b ∈ B, b = ∑g∈G bg implica que bg ∈ B para todo
g ∈ G. Similarmente, podemos definir suba´lgebras graduadas, ideais graduados, etc.
Note que se H e´ subgrupo de G, enta˜o claramente, B =
⊕
h∈H A
h e´ uma suba´lgebra
graduada de A.
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Exemplo 2.1.3. Qualquer a´lgebra A pode ser graduada por qualquer grupo G de-
finindo A = A(e) e A(g) = 0 para g 6= e. Esta graduac¸a˜o e´ chamada de graduac¸a˜o
trivial.
Exemplo 2.1.4. A a´lgebra de Grassmann E possui uma Z2-graduac¸a˜o natural E =
E0⊕E1, onde E0 e´ subespac¸o dos monoˆmios de comprimento par e E1 de comprimento
ı´mpar sobre os geradores de E.
Exemplo 2.1.5. Assumindo que X =
⋃
g∈GX
g e´ uma unia˜o disjunta de conjun-
tos enumera´veis, enta˜o a a´lgebra livre K〈X〉 e´ G-graduada de forma natural. Mais
precisamente, para x ∈ Xg definimos |x| = g e se w = xi1xi2 · · ·xin , enta˜o |w| =
|xi1|+ |xi2|+ . . . |xin| ∈ G. Mais ainda, a a´lgebra K〈X〉 e´ um objeto livre na classe das
a´lgebras G-graduadas.
Considere n um inteiro positivo e vamos tomar uma G-graduac¸a˜o da a´lgebra das
matrizes sobre um corpo K, ou seja,




Definic¸a˜o 2.1.6. A graduac¸a˜o acima e´ dita elementar, se existe uma n-upla g =
(g1, . . . , gn) ∈ Gn tal que eij ∈ Ag−1i gj .
Definic¸a˜o 2.1.7. A graduac¸a˜o acima e´ chamada de fina se para qualquer g ∈ G temos
dimAg ≤ 1.
Exemplo 2.1.8. Seja G = Zn. Para cada λ ∈ Zn tomemos o subespac¸o Aλ =
〈eij | j − i = λ〉. Note que j − i = 0 ⇔ n|(j − i) ⇔ j − i = 0 ⇔ j = i, uma vez que
1 ≤ i, j ≤ n. Logo A0 e´ o conjunto das matrizes diagonais. Como {eij | 1 ≤ i, j ≤ n}





Do Exemplo 1.5.10, temos
eijevw =
0, se j 6= veiw, se j = v.
Assim Aλ1Aλ2 ⊂ Aλ1+λ2 , pois se j − i = λ1 e w − j = λ2, enta˜o λ1 + λ2 =
j − i+ w − j = w − i. Logo eiw ∈ Aλ1+λ2 .
Portanto, temos uma Zn-graduac¸a˜o para Mn(K). Claramente, esta e´ uma gra-
duac¸a˜o elementar. Observe que os Zn-graus das matrizes em A = Mn(K) esta˜o posi-
cionados da seguinte forma
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
0 1 · · · n− 2 n− 1






2 3 · · · 0 1
1 2 · · · n− 1 0
 .
Exemplo 2.1.9. Seja A = M3(K) e G = Z3. Enta˜o A(0) = span〈e11, e22, e33〉, A(1) =
span〈e12, e23, e31〉 e A(2) = span〈e13, e21, e32〉. Ou seja, os Zn-graus esta˜o distribu´ıdos
da seguinte forma: 0 1 22 0 1
1 2 0
 .
Vamos agora estudar o produto tensorial de a´lgebras graduadas.
Proposic¸a˜o 2.1.10. Dadas duas a´lgebras graduadas A =
⊕
g∈GA




enta˜o A⊗ B e´ G×H-graduada e sua componente homogeˆnea de grau (g, h) ∈ G×H
e´ o subespac¸o
(A⊗B)(g,h) = Ag ⊗Bh.
Demonstrac¸a˜o. Dado um elemento qualquer a ⊗ b ∈ A ⊗ B, temos que a ⊗ b =∑
i∈I,j∈J ai ⊗ bj, onde ai ∈ A =
⊕
g∈GA
g e bj ∈ B =
⊕
h∈H B
h, para todo i ∈ I
e j ∈ J . Assim



































Agora, vamos mostrar que esses subespac¸os definem uma graduac¸a˜o para A⊗B. E´
suficiente considerarmos a prova somente para os elementos x = ag1 ⊗ bh1 ∈ Ag1 ⊗Bh1
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e y = ag2 ⊗ bh2 ∈ Ag2 ⊗ Bh2 , com ag1 ∈ Ag1 , ag2 ∈ Ag2 , bh1 ∈ Bh1 e bh2 ∈ Bh2 . Temos
que,
xy = (ag1 ⊗ bh1)(ag2 ⊗ bh2) = ag1ag2 ⊗ bh1bh2 .
Assim, como ag1ag2 ∈ Ag1Ag2 ⊂ Ag1g2 e bh1bh2 ∈ Bh1Bh2 ⊂ Bh1h2 segue que xy ∈
(A ⊗ B)(g1g2,h1h2). Portanto, {(A ⊗ B)(g,h) | g ∈ G, h ∈ H} e´ uma G × H- graduac¸a˜o
para A⊗B.
Observac¸a˜o 2.1.11. Se K e´ algebricamente fechado, qualquer G-graduac¸a˜o para
Mn(K) pode ser obtida por um produto tensorial de uma graduac¸a˜o elementar e uma
graduac¸a˜o afim. Este resultado foi demonstrado em [6]
Definic¸a˜o 2.1.12. Sejam A e B a´lgebras G-graduadas. Um homomorfismo φ : A→ B
e´ um homomorfismo G-graduado se φ(Ag) ⊂ Bg, para todo g ∈ G. Do mesmo modo
sa˜o definidos isomorfismos G-graduados.
2.2 Representac¸a˜o de Sn
Nesta sec¸a˜o vamos descrever alguns resultados ba´sicos da teoria de representac¸o˜es
do grupo sime´trico sobre um corpo K de caracter´ıstica zero. Vamos apresentar a tabela
de Young e enunciar alguns famosos resultados, como a Regra de Young e o Teorema
de Littlewood-Richardson. Para uma visa˜o mais aprofundada ver [16], [33] e [21].
Vamos comec¸ar definindo a partic¸a˜o de um inteiro.
Definic¸a˜o 2.2.1. Seja n ≥ 1 um inteiro. Uma partic¸a˜o do inteiro n e´ uma sequeˆncia
de inteiros λ = (λ1, . . . , λr) tal que
λ1 ≥ . . . ≥ λr ≥ 0 e λ1 + . . .+ λr = n.
Denotaremos esta partic¸a˜o por λ ` n ou |λ| = n.
Lembremos que as classes de conjugac¸a˜o de Sn sa˜o determinadas pelas suas estru-
turas c´ıclicas. Assim, os σ ∈ Sn tais que σ = pi1pi2 · · · pir com pi1, . . . , pir sendo ciclos
de comprimento λ1 ≥ λ2 ≥ . . . λr ≥ 1 determinam uma classe de conjugac¸a˜o. Enta˜o a
partic¸a˜o λ = (λ1, . . . , λr) determina uma u´nica classe de conjugac¸a˜o de Sn. Tambe´m
vimos na Sec¸a˜o 1.6 que o nu´mero de caracteres irredut´ıveis e´ determinado pelo nu´mero
de classes de conjugac¸a˜o.
Desta maneira os caracteres irredut´ıveis de Sn sa˜o determinados pelas partic¸o˜es
de n. Vamos denotar por χλ o Sn-cara´cter irredut´ıvel correspondente a λ ` n, e
denotaremos por dλ = χλ(1) o grau de χλ.
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Teorema 2.2.2. Seja n um inteiro positivo e K um corpo qualquer de caracter´ıstica
0. As representac¸o˜es irredut´ıveis de Sn esta˜o em correspondeˆncia biun´ıvoca com as
partic¸o˜es λ de n. Denotamos por φλ, Mλ e χλ a representac¸a˜o irredut´ıvel correspon-
dente a λ, o Sn-mo´dulo irredut´ıvel e seu caracter, respectivamente.
Definic¸a˜o 2.2.3. O diagrama de Young [λ] da partic¸a˜o λ = (λ1, . . . , λr) e´ o conjunto
de todas os pontos (i, j) ∈ Z × Z, tais que 1 ≤ j ≤ λi, i = 1, . . . , r. Apresentamos
graficamente o diagrama de Young substituindo os pontos por quadrados tais que a
primeira coordenada i (o ı´ndice das linhas), cresce de cima para baixo e a segunda
cordenada j (o ı´ndice das colunas) cresce da esquerda para direita.
Exemplo 2.2.4. Seja λ = (5, 3, 2, 1) uma partic¸a˜o de n = 11. Temos
[λ] = .
Definic¸a˜o 2.2.5. Seja λ uma partic¸a˜o de n. Denote por λ
′
j o comprimento da j-e´sima




1, . . . , λ
′
l) e´ chamada de partic¸a˜o conjugada e a tabela
[λ
′
] de tabela conjugada.




Definic¸a˜o 2.2.7. i. Sejam λ, µ partic¸o˜es de n. Diremos que o diagrama [λ] conte´m
[µ] e escreveremos [λ] ⊃ [µ], se λi ≥ µi, para todo i ≥ 1.
ii. A diferenc¸a [λ]\[µ] de dois diagramas [λ] e [µ] e´ definida como o conjunto dos
quadrados de [λ] que na˜o pertencem a [µ]
Exemplo 2.2.8. Dados os diagramas λ = (5, 3, 1, 1) e µ = (3, 2), temos que






onde os quadrados marcados por X sa˜o os elementos que esta˜o na diferenc¸a [λ]\[µ].
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Definic¸a˜o 2.2.9. Uma Tabela de Young Tλ do diagrama [λ], ou uma λ-tabela e´ um
preenchimento dos quadrados [λ] com inteiros positivos. A tabela Tλ e´ de conteu´do
α = (α1, . . . , αm), se αi e´ o nu´mero de vezes que o inteiro i ocorre em Tλ. Se λ e´
uma partic¸a˜o de n e τ ∈ Sn, denotamos por Tλ(τ) a tabela onde a primeira coluna
conte´m os inteiros τ(1), . . . , τ(k1) escritos de cima para baixo, a segunda coluna conte´m
τ(k1 + 1), . . . , τ(k1 + k2), etc.
Exemplo 2.2.10. A tabela Tλ(τ) para λ = (3, 3, 1) e τ =
(
1 2 3 4 5 6 7









Definic¸a˜o 2.2.11. Uma tabela Tλ e´ do tipo standard, se os inteiros em cada coluna
de Tλ aumenta da esquerda para a direita e de cima para baixo, respectivamente. Uma
tabela Tλ e´ dita semistandard, se os inteiros em cada coluna crescem estritamente de
cima para baixo e os inteiros em cada linha sa˜o crescente, com poss´ıveis repetic¸o˜es, da
esquerda para a direita.
Exemplo 2.2.12. A tabela
T(5,2,1) =
1 4 3 7 8
5 7
6
na˜o e´ standard, enquanto a tabela
T(42,1) =
1 2 4 6
3 5 8 9
7
e´ standard.
Teorema 2.2.13. Dada uma partic¸a˜o λ ` n, o nu´mero de tabelas standard λ e´ igual
a dλ, o grau de χλ, onde χλ e´ o cara´cter irredut´ıvel.
No pro´ximo teorema damos uma decomposic¸a˜o em Sn-mo´dulos irredut´ıveis de qual-
quer Sn−1 induzido ate´ Sn. Note que o grupo Sn−1 pode ser imerso em Sn, ou seja, ele
pode ser visto como o subgrupo de todas as permutac¸o˜es fixando o inteiro n. Sendo
assim, denote por Mλ um Sn−1-mo´dulo irredut´ıvel correspondente a` partic¸a˜o λ ` n−1.
Denotamos por Mλ ↑ Sn a induc¸a˜o correspondente a` partic¸a˜o λ ` n − 1. Enta˜o Mλ e´
considerado como Sn-mo´dulo. Agora, seja Mµ um Sn-mo´dulo correspondente a` partic¸a˜o
µ ` n, e seja Sn−1 ≤ Sn. Denotamos por Mµ ↓ Sn−1 a restric¸a˜o de Mµ a Sn−1. Enta˜o
Mµ e´ considerado como Sn−1-mo´dulo.
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Teorema 2.2.14. Sejam λ ` n − 1, µ ` n e Sn−1 contido em Sn como um subgrupo
fixando o s´ımbolo n. enta˜o:
i. Mµ ↓ Sn−1 ∼=
∑
Mλ(i), onde o somato´rio percorre todas as partic¸o˜es λ
(i) de
n−1 tais que seus diagramas [λ(i)] sa˜o obtidos apagando-se um quadrado de cada
diagrama [µ].
ii. Mλ ↑ Sn ∼=
∑
Mµ(i), onde o somato´rio e´ em todas as partic¸o˜es µ
(i) de n tais que
seus diagramas [u(i)] sa˜o obtidos adicionando-se um quadrado ao diagrama de
[λ].
Exemplo 2.2.15. Seja n = 10 e µ = (4, 3, 2, 1), enta˜o
M(4,3,2,1) ↑ S11 = M(5,3,2,1) ⊕M(4,4,2,1) ⊕M(4,3,3,1) ⊕M(4,3,2,2) ⊕M(4,3,2,1,1).
→
Definic¸a˜o 2.2.16. Sejam v, λ partic¸o˜es satisfazendo [v] ⊃ [λ] e T = T[v]\[λ] uma tabela
de conteu´do α = (α1, . . . , αm). Seja w(T ) = b1 · · · bn uma palavra nos s´ımbolos 1, . . . ,m
obtida a partir dos elementos de T escritos da direita para a esquerda e da primeira
para a u´ltima linha. A palavra w(T ) e´ chamada permutac¸a˜o reticulada se para todo
r = 1, . . . , n e i = 1, . . . ,m− 1, o nu´mero de partic¸o˜es de i na sequeˆncia b1, . . . , br na˜o
e´ menor que o nu´mero de participac¸o˜es de i+ 1.
Exemplo 2.2.17. Sejam v = (5, 4, 2, 1), λ = (3, 2) e α = (3, 2, 2). A tabela





induz a palavra w(T ) = 1121323 que e´ uma permutac¸a˜o reticulada.
Seja λ = (λ1, . . . , λm) uma partic¸a˜o em m partes de algum inteiro. Denotamos por
Wm(λ) o GLm-mo´dulo irredut´ıvel correspondente a λ. Podemos agora apresentar a
Regra de Littlewood-Richarson.
Teorema 2.2.18 (Regra de Littlewood-Richardson). Sejam λ, µ, v partic¸o˜es [λ] ⊂ [v],
|λ| + |µ| = |v| e cvλµ o nu´mero de todas as [v]\[λ]-tabelas semistandard de conteu´do µ
tais que as palavras w(T ) correspondentes sa˜o permutac¸o˜es reticuladas. Enta˜o:
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onde o somato´rio percorre todos v tais que [λ] ⊂ [v] e |λ|+ |µ| = |v|.
ii. Seja |λ| = p, |µ| = q e os grupos Sp e Sq mergulhados em Sp+q como subgru-
pos fixando, respectivamente os s´ımbolos p + 1, . . . , p + q e 1, . . . , p. O seguinte
isomorfismo de Sp+q-mo´dulos verifica-se
(Mλ ⊗Mµ) ↑ Sp+q ∼=
∑
cvλµMv
onde o somato´rio e´ como em (i) e o produto tensorial Mλ ⊗Mµ e´ considerado
com a estrutura natural de um Sp × Sq-mo´dulo.
Exemplo 2.2.19. Como um exemplo da Regra de Littlewood-Richadson, vamos tomar
o produto tensorial entreW5(3, 1)⊗W5(2, 1), onde o sub´ındice 5 foi tomado sem nenhum
motivo especial. Temos que
W5(3, 1)⊗W5(2, 1) ∼= W5(5, 2)⊕W5(4, 3)⊕ 2W5(4, 2, 1)






















Um caso particular da Regra de Littlewood-Richardson e´ a Regra de Young dada
a seguir.




onde o somato´rio percorre todas as partic¸o˜es v = (v1, . . . , vm) de |λ|+ q tais que
v1 ≥ λ1 ≥ v2 ≥ λ2 ≥ . . . ≥ vm ≥ λm.
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Exemplo 2.2.21. Para o produto tensorial W5(3, 2
2) ⊗W5(2) a Regra de Young nos
da´:
W5(3, 2
2)⊗W5(2) ∼= W5(5, 22)⊕W5(4, 3, 2)⊕W5(4, 22, 1)⊕W5(32, 2, 1)⊕W5(3, 23)
Segue agora alguns resultados que sera˜o utilizados no decorrer desta dissertac¸a˜o.
Comecemos do seguinte resultado obtido por Gorenstein em [19], Teorema 7.1.
Teorema 2.2.22. Sejam H e K grupos, G = H ×K e seja F um corpo split para H
e K. Se V/F e´ H-mo´dulo irredut´ıvel e W/F e´ K-mo´dulo irredut´ıvel, enta˜o o produto
tensorial V ⊗K W e´ um G-mo´dulo irredut´ıvel. Mais ainda, todo G-mo´dulo irredut´ıvel
sobre F e´ equivalente a um produto tensorial desta forma.
De James [21], temos:
Lema 2.2.23. Seja λ uma partic¸a˜o e λ
′
sua partic¸a˜o conjugada. Enta˜o o cara´cter
induzido pela partic¸a˜o conjugada pode ser descrito da forma
χλ′ = χλ ⊗ χ(1n),
onde (1n) e´ a partic¸a˜o do tipo (1, 1, 1, . . . , 1︸ ︷︷ ︸
n
).
2.3 T-ideais Graduados e Espac¸o Polinomial Mul-
tilinear
Anteriormente, vimos no Exemplo 2.1.5 que podemos induzir na a´lgebra K〈X〉 uma
G-graduac¸a˜o de forma natural e definimos o grau de um elemento. Vamos denotar a
a´lgebra livre G-graduada por K〈X|G〉.
Definic¸a˜o 2.3.1. Dado f = f(xg11 , . . . , x
gn
n ) ∈ K〈X|G〉, dizemos que a n-upla (a1, . . . , an)
e´ uma G-substituic¸a˜o admiss´ıvel para f se ai ∈ A(gi) para todo i = 1, . . . , n.
Definic¸a˜o 2.3.2. Um polinoˆmio f = f(xg11 , . . . , x
gn
n ) e´ uma identidade polinomial
G-graduada de A se f(a1, . . . an) = 0 para toda G-substituic¸a˜o admiss´ıvel de f .
Com estas definic¸o˜es podemos estender o conceito de T-ideal para a´lgebras G-
graduadas.
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Definic¸a˜o 2.3.3. Um ideal I de K〈X|G〉 e´ um TG-ideal se ϕ(I) ⊂ I para todo endo-
morfismo G-graduado ϕ de K〈X|G〉.
Observac¸a˜o 2.3.4. A a´lgebra K〈X|G〉 tem a seguinte propriedade universal: dada
qualquer a´lgebra G-graduada A, qualquer func¸a˜o Ψ : X → A tal que Ψ(Xg) ⊂ Ag,
para todo g ∈ G, estende-se unicamente a` um homomorfismo, Ψ : K〈X|G〉 → A de
a´lgebras G-graduadas.
Vamos denotar por TG(A) o conjunto de todas as identidades polinomiaisG-graduadas
de A. Pela Observac¸a˜o 2.3.4 e pela Definic¸a˜o 2.3.3, segue que TG(A) e´ um TG-ideal de
K〈X|G〉.
Lema 2.3.5. Sejam A e B a´lgebras G-graduadas tais que TG(A) = TG(B). Enta˜o
T (A) = T (B).
Demonstrac¸a˜o. Se A e B sa˜o a´lgebras G-graduadas tais que TG(A) ⊂ TG(B), enta˜o
T (A) ⊂ T (B). De fato, se f ∈ T (A) e bi =
∑









∈ TG(A) ⊂ TG(B).
Logo
f(b1, . . . , bn) = f
(∑
g∈G






e portanto, f(x1, . . . , xn) ∈ T (B) e T (A) ⊂ T (B). Da´ı se TG(A) = TG(B), enta˜o
T (A) = T (B).
Vamos ver agora algumas definic¸o˜es e resultados de identidades polinomiais G-
graduadas.
Definic¸a˜o 2.3.6. Seja
V Gn := spanK〈xg1σ(1)xg2σ(2) · · ·xgnσ(n) | gi ∈ G;σ ∈ Sn〉.
Os elementos de V Gn sa˜o chamados de polinoˆmios multilineares de grau n em
K〈X|G〉.
Na definic¸a˜o anterior observe que, na˜o necessariamente, os gi’s sa˜o distintos. Pode-
mos ter gi = gj, com i 6= j. Enta˜o V Gn e´ um Sn-mo´dulo a esquerda com a ac¸a˜o natural
de Sn que permuta os ı´ndices, ou seja, se τ ∈ Sn, enta˜o
τ(xg1σ(1)x
g2




τ(σ(2)) · · ·x
gτ(n)
τ(σ(n)).
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Mais ainda, assim como ocorre para um T-ideal, o TG-ideal da a´lgebra G-graduada
A e´ determinado pelos seus polinoˆmios multilineares, isto e´, por V Gn ∩TG(A), para todo
n ∈ N.
Lema 2.3.7. Se charK = 0 e I e´ um TG-deal, enta˜o I e´ gerado por seus polinoˆmios
G-graduados multilineares.
Definimos na sec¸a˜o anterior a partic¸a˜o de um inteiro. De forma ana´loga dizemos
que uma famı´lia G := {Gg ⊂ {1, . . . , n} | g ∈ G} e´ uma G-partic¸a˜o de um conjunto
n̂ := {1, 2, . . . , n}, se
Gg ∩ Gh = ∅, se g 6= h e
⋃
g∈G
Gg = {1, . . . , n}.
Neste caso denotamos G `G n. Todo monoˆmio m ∈ V Gn define unicamente uma G-
partic¸a˜o de n̂, chamada de G (m), dada pelos termos
Gg(m) := {j ∈ {1, . . . , n} | xgj aparece em m} para g ∈ G
e, para a G-partic¸a˜o G de {1, . . . , n}, no´s definimos
V Gn (G ) := span〈m ∈ V Gn | m e´ monoˆmio e G (m) = G 〉,
ou seja, e´ o espac¸o cujos geradores sa˜o os monoˆmios com as mesmas varia´veis de mesmo
G-grau, mudando apenas a posic¸a˜o de seus termos.
Exemplo 2.3.8. Seja m ∈ V Z45 , tal que m = x21x22x13x04x05, enta˜o m define a seguinte
partic¸a˜o de 5̂:
G0(m) = {4, 5};G1(m) = {3};G2(m) = {1, 2};G3(m) = ∅
e
G (m) = {{4, 5}, {3}, {1, 2}}.
Exemplo 2.3.9. Seja G uma partic¸a˜o de 4̂, G `G 4. Tomemos G = Z4 e G =
{∅, {1}, {2, 3}, {4}}, onde G0 = ∅, G1 = {1}, G2 = {2, 3} e G3 = {4}. Assim, os Z4-








4. Logo, o espac¸o dos
monoˆmios multilineares V Z44 (G ) induzidos pela partic¸a˜o G tem como seus geradores os
poss´ıveis produtos entre as quatro varia´veis acima.
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V Gn (G ).
Mais ainda, tambe´m foi provado que
V Gn




V Gn (G )
V Gn (G ) ∩ TG(A)
.
Ou seja, podemos decompor o espac¸o dos polinoˆmios multilineares utilizando as suas
partic¸o˜es.





A ac¸a˜o deste subgrupo sobre Vn(G ) determina uma estrutura de mo´dulo. A ac¸a˜o
age permutando as variave´is de mesmo G-grau.









a partic¸a˜o G (m) = {{4, 5}, {3}, {1, 2}} de 5̂. Para esta partic¸a˜o temos
H(G ) = Sym({4, 5})× Sym({3})× Sym({1, 2})× Sym(∅)
∼= S2 × S1 × S2.
Assim,
(12)× (1)× (12)(x21x22x13x04x05) = x22x21x13x05x04.
Claramente, se G e S sa˜o G-partic¸o˜es de {1, . . . , n} tais que |Gg| = |Sg| para
cada g ∈ G, enta˜o H(G ) e H(S ) sa˜o equivalentes. Assim, fixando uma ordem em G,
por exemplo G = {h1, . . . , hn}, vamos denotar por V Gn1,...,nr o H(G )-mo´dulo de V Gn (G )
onde |Ggi | = ni e as varia´veis sa˜o xh11 , . . . , xh1n1 , depois xh2n1+1, . . . , xh2n1+n2 e assim suces-
sivamente. Com isto, podemos trabalhar com cada G-grau do espac¸o dos polinoˆmios
multilineares de forma separada e isto sera´ extremamente importante no decorrer de
nosso trabalho.
2.4 A codimensa˜o de uma A´lgebra
Seja K um corpo de caracter´ıstica zero, K〈X〉 a a´lgebra livre e A uma PI-a´lgebra
sobre K. Sabemos que as identidades de A sa˜o geradas por polinoˆmios multilineares.
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Seja Vn o espac¸o dos polinoˆmios multilineares sobre as varia´veis x1, . . . , xn. Segue que
o T-ideal de A, T (A), e´ gerado pelos subespac¸os
(V1 ∩ T (A))⊕ (V2 ∩ T (A))⊕ . . .⊕ (Vn ∩ T (A))⊕ . . . .
E´ fa´cil ver que se A satisfaz todas as identidades de alguma PI-a´lgebra B, enta˜o Vn ∩
T (A) ⊃ Vn∩T (B) e dim(Vn∩T (A)) ≥ dim(Vn∩T (B)), para todo n = 1, 2, . . . . Assim,
a dimensa˜o do espac¸o Vn ∩ T (A) fornece alguma informac¸a˜o sobre o crescimento das
identidades de A.




Vn ∩ T (A)
)
e´ chamado de n-e´sima codimensa˜o da a´lgebra A.
Definic¸a˜o 2.4.2. Para n ≥ 1, o Sn-cara´cter de Vn(A) = Vn/(Vn ∩ T (A)) e´ chamado o
n-e´simo cocaracter de A e e´ denotado por χn(A).
Observe que Vn(A) tem estrutura de um Sn-mo´dulo induzida pela estrutura de
Sn-mo´dulo que ja´ existe em Vn.
Observac¸a˜o 2.4.3. i. cn(A) = n! − dim(Vn(A) ∩ T (A)) ≤ n!. Enta˜o, se A na˜o
possui nenhuma identidade multilinear, temos que cn(A) = n!, para todo n ∈ N.
ii. A e´ uma PI-a´lgebra se, e somente se, cn(A) < n!, para algum n ∈ N. De fato, se
A e´ uma PI-a´lgebra, existe f ∈ T (A) tal que f 6= 0. Da´ı existe uma identidade
polinomial multilinear para A de grau n e dim(Vn(A) ∩ T (A)) ≥ 1. Portanto,
cn(A) < n!. A rec´ıproca e´ direta.
Exemplo 2.4.4. Seja A uma a´lgebra nilpotente de ı´ndice m ∈ N Am = 0. Enta˜o
cn(A) = 0, para todo n ≥ m. De fato, todo monoˆmio x1 · · ·xn ∈ Vn, com n ≥ m e´
identidade. Portanto, Vn(A) ∩ T (A) = Vn(A).
Exemplo 2.4.5. Se A e´ uma a´lgebra comutativa, enta˜o cn(A) ≤ 1, para todo n ≥ 1.
De fato, para todo σ ∈ Sn, temos que aσ(1) · · · aσ(n) = a1 · · · an, ou seja aσ(1) · · · aσ(n) −
a1 · · · an = 0. Da´ı, xσ(1) · · ·xσ(n) − x1 · · ·xn ∈ Vn(A) ∩ T (A) e consequentemente
xσ(1) · · ·xσ(n) = x1 · · ·xn
em Vn(A)
Vn(A)∩T (A) . Logo, x1 · · ·xn gera
Vn(A)
Vn(A)∩T (A) como espac¸o vetorial. Conclu´ımos enta˜o
que cn(A) = dim
Vn(A)
Vn(A)∩T (A) ≤ 1.
Se A e´ uma PI-a´lgebra, enta˜o a sua sequeˆncia de codimenso˜es e´ limitada por uma
func¸a˜o de n. Este resultado foi demonstrado por Regev em [30].
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Teorema 2.4.6 (Regev). Se a a´lgebra A satisfaz uma identidade de grau d ≥ 1, enta˜o
cn(A) ≤ (d− 1)2n.
Mais ainda, no mesmo artigo, Regev mostrou que:
Teorema 2.4.7. Sejam A e B duas PI-a´lgebras sobre um corpo K. Enta˜o cn(A⊗B) ≤
cn(A)cn(B), para todo n ≥ 1.
Com estes resultados, podemos demonstrar o seguinte teorema:
Teorema 2.4.8. Se A e B sa˜o PI-a´lgebras, enta˜o A⊗B e´ uma PI-a´lgebra.
Demonstrac¸a˜o. Do Teorema 2.4.6, existem inteiros d e l tais que cn(A) ≤ dn e cn(B) ≤
ln para todo n ≥ 1. Enta˜o,
cn(A⊗B) ≤ cn(A)cn(B) ≤ (dl)n,
para todo n. Como para algum k, n! > kn para um n suficientemente grande, temos
que existe m tal que cm(A⊗B) < m!, ou seja, A⊗B e´ uma PI-a´lgebra.
Observemos que a definic¸a˜o de codimensa˜o pode ser estendida para a´lgebras G-
graduadas:









e´ a n-e´sima codimensa˜o homogeˆnea associada a (h1, . . . , hn), onde h1, . . . , hn ∈ G.
Assim, da Observac¸a˜o 2.3.10, temos que





















No Exemplo 2.1.8 vimos uma Zn-graduac¸a˜o elementar da a´lgebra Mm(K), onde
toda matriz elementar eij e´ homogeˆnea. Podemos generalizar esta graduac¸a˜o elementar
da seguinte forma: seja µ : m̂ → G uma func¸a˜o qualquer e defina o G-grau da matriz
eij por |eij| = µ(j) − µ(i) ∈ G, em que G e´ um grupo abeliano. Com esta aplicac¸a˜o,
temos que Mm(K) e´ G-graduada. Mais ainda, ela possui uma G-graduac¸a˜o elementar.
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De fato, sejam eij ∈ Ag1 e evw ∈ Ag2 , enta˜o se j 6= v temos que eijevw ∈ A(g1+g2) de
modo trivial. Se j = v, enta˜o eijevw = eiw e
|eiw| = |eijevw| = |eij|+ |evw|
= µ(j)− µ(i) + µ(w)− µ(v) = µ(w) + µ(i)
= g1 + g2.
Como os eij’s formam uma base de Mm(K) e eijevw ∈ A(g1+g2) temos uma G-graduac¸a˜o
de Mm(K). Ale´m disso, como µ(j), µ(i) ∈ G, digamos µ(j) = gj e µ(i) = −gi, temos
que |eij| = −gi + gj. Portanto eij ∈ A(−(gi)+gj) e a G-graduac¸a˜o e´ elementar. A
graduac¸a˜o acima tem um importante papel no estudo das G-graduac¸o˜es de Mm(K).
Definic¸a˜o 2.5.1. Seja µ : m̂→ G uma func¸a˜o. Podemos transformar Mm(K) em uma
a´lgebra G-graduada, definindo
|eij| := µ(j)− µ(i).
Uma G-graduac¸a˜o deste tipo e´ chamada de G-graduac¸a˜o elementar de Mm(K).
Observe que redefinimos a G-graduac¸a˜o elementar e, conforme visto, as duas de-
finic¸o˜es sa˜o equivalentes. Ale´m disso, toda G-graduac¸a˜o elementar pode ser constru´ıda
atrave´s de uma func¸a˜o µ. Denotaremos por (Mm(K), µ) a a´lgebra G-graduada Mm(K)
com graduac¸a˜o elementar induzida por µ.
Observac¸a˜o 2.5.2. Em particular se tomarmos G = Zn e µ(i) = i, para todo i ∈ m̂
ou enta˜o G = Z e µ : m̂ ↪→ Z a func¸a˜o inclusa˜o, temos as duas graduac¸o˜es introduzidas
por Vasilovsky em [35] e [34]. Note que a primeira entre estas foi exatamente a utilizada
no Exemplo 2.1.8.
As componentes G-homogeˆneas de grau g em (Mm(K), µ) sa˜o os subespac¸os A
g =
(Mm(K), µ)
g = spank〈eij | µ(j) − µ(i) = g〉. Para qualquer graduac¸a˜o elementar
podemos tomar a base canoˆnica B = {eij | 1 ≤ i, j ≤ m} que e´ homogeˆnea e satisfaz a
propriedade
∀a, b ∈ B se ab 6= 0, enta˜o ab ∈ B. (2.5.1)
Esta propriedade na˜o e´ va´lida para toda a´lgebra graduada. Veja o exemplo a seguir.
Exemplo 2.5.3. A a´lgebra de Grassmann com Z2-graduac¸a˜o natural E = E0⊕E1 na˜o
satisfaz a propriedade (2.5.1). De fato, tomando uma base linear ordenada e1, e2, . . . do
espac¸o vetorial infinito E, o conjunto E = {ei1ei2 · · · eik | k ∈ N, ei1 ≤ ei2 ≤ . . . ≤ eik}
e´ uma base canoˆnica de E. Considere E0 o conjunto dos vetores de comprimento par
e E1 os de comprimento ı´mpar. Temos que E = E0 ∪ E1, logo E e´ Z2-homogeˆnea, mas
a propriedade (2.5.1) falha. Note que, se a = ei1 e b = ei2 , enta˜o ab = ei2ei1 /∈ E , pois
ei2ei1 = −ei1ei2 . Entretanto, observe que ab pertence E a menos de sinal.
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Vamos generalizar a propriedade (2.5.1) da seguinte forma:
Definic¸a˜o 2.5.4. Seja A =
⊕
g∈GA
g uma a´lgebra G-graduada e seja B uma base
linear de A. Dizemos que B e´ uma base multiplicativa de A se B e´ homogeˆnea com
respeito a G-graduac¸a˜o e se
∀a, b ∈ B se ab 6= 0, enta˜o existe c ∈ K − {0} tal que cab ∈ B (2.5.2)
Exemplo 2.5.5. Seja µ : m̂ → G uma func¸a˜o. A a´lgebra das matrizes Mm(E) ∼=
Mm(K)⊗ E possui uma G× Z2-graduac¸a˜o natural dada por (Mm(K)⊗ (E), µ)(g,δ) =
(Mm(K), µ)
g ⊗ Eδ. Observe que a base {aeij | a ∈ E , 1 ≤ i, j ≤ m} de Mm(E) e´
multiplicativa.
No decorrer deste trabalho, vamos exibir uma base das identidade Zm×Z2-graduadas
de (Mm(E), µ). Vamos comec¸ar trabalhando com as suba´lgebras de Mm(E).
Definic¸a˜o 2.5.6. Seja m ∈ N e α : m̂→ Z2 uma func¸a˜o. Defina
Mα(E) = spank〈aeij | i, j ∈ m̂, a ∈ Eα(i)+α(j)〉 ⊂Mm(E).
Note que α(i) + α(j) varia entre 0 e 1. E´ fa´cil ver que Mα(E) e´ suba´lgebra de
Mm(E). De fato, se S1, S2 ∈ Mα(E), onde S1 = aeij e S2 = bevw, com j = v, caso
contra´rio ca´ımos no caso trivial, temos que aeijbevw = abeiw e
|ab| = |a|+ |b| = α(i) + α(j) + α(v) + α(w) = α(i) + α(w)
e portanto ab ∈ Eα(i)+α(w). Logo, S1S2 ∈ Mα(E) e Mα(E) e´ suba´lgebra. Ale´m disso,
tomando uma func¸a˜o qualquer µ : m̂ → G, temos que Mα(E) e´ uma suba´lgebra
G×Z2-graduada da a´lgebra Mm(E) com G-graduac¸a˜o elementar induzida por µ. Mais





em que aij ∈ Eδ∩Eα(i)+α(j), se µ(j)−µ(i) = g e aij = 0, caso contra´rio. Claramente, po-
demos ter algumas componentes triviais. Vamos denotar esta a´lgebra G×Z2-graduada
por (Mα(E), µ). E´ imediato ver que
Bα = {aeij | 1 ≤ i, j ≤ m, a ∈ Eα(i)+α(j)}
e´ uma base multiplicativa de Mα(E).
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Exemplo 2.5.7. Sejam µ : 2̂ → Z2, µ(i) = i e α : 2̂ → Z2 tal que α(i) = i. Assim a






e suas componentes homogeˆneas sa˜o
Mα(E)






(1,1) = spanK〈ae12, ae21 | a ∈ E1〉.
Observac¸a˜o 2.5.8. Sejam (Mα(E), µ) e (Mβ(E), v) duas suba´lgebrasG×Z2-graduadas
de Mm(E). Se σ ∈ Sm, enta˜o a func¸a˜o
f : (Mα(E), µ)→ (Mβ(E), v)
aeij → aeσ(i)σ(j)
e´ um isomorfismo graduado se, e somente seµ(j)− µ(i) = v(σ(j))− v(σ(i))α(i) + α(j) = β(σ(i)) + β(σ(j)) ,
para todo i, j ∈ m̂.
Lembramos que um isomorfismo G-graduado preserva os G-graus. Em particular,
temos:
Proposic¸a˜o 2.5.9. Se µ : m̂ → Zm e´ uma bijec¸a˜o, enta˜o para qualquer α : m̂ → Z2
existe β : m̂ → Z2 tais que (Mα(E), µ) e (Mβ(E), l) sa˜o isomorfas como Zm × Z2-
a´lgebras, onde l : m̂→ Zm e´ uma func¸a˜o definida por l(k) = k para todo k ∈ m̂.
Demonstrac¸a˜o. Se µ : m̂→ Zm e´ uma bijec¸a˜o, podemos ver µ como uma permutac¸a˜o
σ ∈ Sym(Zm) ∼= Sm. Defina β : m̂→ Z2, tal que β(σ(j)) = α(j). Seja
f : (Mα(E), µ)→ (Mβ(E), v)
aeij → aeσ(i)σ(j).
Assim,
µ(j)− µ(i) = σ(j)− σ(i) = l(σ(j))− l(σ(i))
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e
α(i) + α(j) = β(σ(i)) + β(σ(j)).
Portanto, pela Observac¸a˜o 2.5.8, segue que
(Mα(E), µ) ∼= (Mβ(E), l).
A proposic¸a˜o anterior garante que estudar uma Zm×Z2-graduac¸a˜o para (Mα(E), µ)
e´ equivalente a estudar uma Zm×Z2-graduac¸a˜o de uma a´lgebra (Mβ(E), l). Portanto,
no restante da dissertac¸a˜o Mα(E) denota a a´lgebra Zm × Z2-graduada (Mα(E), l),
onde l e´ a func¸a˜o l(k) = k para todo k ∈ m̂. Mais ainda, vamos identificar a func¸a˜o
α : m̂→ Z2 com a sequeˆncia α(1)α(2)α(3) . . . α(m). Note que as a´lgebras Mp,q(E) sa˜o
do tipo Mα(E), onde α e´ a sequeˆncia α = 00 · · · 0︸ ︷︷ ︸
p
11 · · · 1︸ ︷︷ ︸
q
. Os elementos de Mp,q(E)





Exemplo 2.5.10. Sejam m = 4 e α = 0011. Enta˜o,
Mα =

E0 E0 E1 E1
E0 E0 E1 E1
E1 E1 E0 E0
E1 E1 E0 E0
 .
Assim, a base B e´ formado pelos seguintes elementos, separados pelas suas Z4×Z2-
graduac¸o˜es:
Z4 × Z2-grau matriz elementar α esta´ em
(0, 0) e11, e22, e33, e44 E0
(0, 1)
(1, 0) e12, e34 E0
(1, 1) e23, e41 E1
(2, 0)
(2, 1) e13, e24, e31, e42 E1
(3, 0) e21, e43 E0
(3, 1) e14, e32 E1
Cap´ıtulo 3
Identidades Polinomiais Graduadas
de A´lgebras T -primas
Sejam Mα(E) ⊂Mm(E) e Mβ(E) ⊂Mn(E). O produto tensorial Mα(E)⊗Mβ(E)
pode ser visto como uma a´lgebra Zmn-graduada. Neste cap´ıtulo, iremos descrever
um sistema de geradores para as identidades polinomiais graduadas de Mα(E) e para
Mα(E) ⊗Mβ(E). Provaremos tambe´m que Mα(E) ⊗Mβ(E) e´ PI-equivalente como
a´lgebra graduada a uma a´lgebra do tipo M ⊂ Mmn(E). Este resultado fornece
uma prova alternativa de umas das PI-equivaleˆncias do Teorema de Kemer, a saber
Mp,q(E) ⊗Mr,s(E) ∼ Mpr+qs,ps+qr(E). Por fim, classificaremos todas as a´lgebras gra-
duadas do tipo Mα(E) ⊂Mm(E) que na˜o possuem identidades monomiais na˜o triviais.
Os resultados deste cap´ıtulo foram apresentados no artigo [14] por Di Vincenzo e Nar-
dozza.
3.1 As suba´lgebras Mα(E)⊗Mβ(E)
Sejam Mα(E) e Mβ(E) suba´lgebras de Mm(E) e Mn(E), respectivamente. Nesta
sec¸a˜o vamos construir o produto tensorial entre estas a´lgebras e estudar suas gra-
duac¸o˜es.
Sejam aeij ∈ Bα e beuv ∈ Bβ elementos da base deMα(E) eMβ(E), respectivamente.
Temos que aeij ⊗ beuv esta´ na base de Mα(E) ⊗Mβ(E). Assim, podemos construir a
seguinte Zmn × Z2-graduac¸a˜o de Mα(E)⊗Mβ(E): se aeij ∈ Bα e beuv ∈ Bβ, enta˜o
|aeij ⊗ beuv| := (n(j − i) + v − u, α(i) + α(j) + β(u) + β(v)) ∈ Zmn × Z2.
Note que a base B = {aeij⊗beuv | aeij ∈ Bα, beuv ∈ Bβ} e´ uma base multiplicativa para
Mα(E) ⊗Mβ(E). No decorrer deste trabalho vamos provar que a a´lgebra graduada
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Mp,q(E) ⊗Mr,s(E) e´ PI-equivalente a Mpr+qs,ps+qr(E), que e´ uma das afirmac¸o˜es do
Teorema de Kemer.
Exemplo 3.1.1. Seja α = 01 e β = 00. Enta˜o as a´lgebras Mα(E) e Mβ(E) possuem















E0E0 E0E0 E1E0 E1E0
E0E0 E0E0 E1E0 E1E0
E1E0 E1E0 E0E0 E0E0
E1E0 E1E0 E0E0 E0E0
 =

E0 E0 E1 E1
E0 E0 E1 E1
E1 E1 E0 E0
E1 E1 E0 E0
 .
Logo, a lista de elementos da base multiplicativa para Mα(E)⊗Mβ(E), com Z4×Z2-
graduac¸a˜o e´
Z4 × Z2-grau matrizes elementares α esta´ em β esta´ em
(0, 0) e11 ⊗ e11, e11 ⊗ e22, e22 ⊗ e11, e22 ⊗ e22 E0 E0
(0, 1) nenhuma
(1, 0) e11 ⊗ e12, e22 ⊗ e12 E0 E0
(1, 1) e12 ⊗ e21, e21 ⊗ e21 E1 E0
(2, 0) nenhuma
(2, 1) e12 ⊗ e11, e21 ⊗ e11, e12 ⊗ e22, e21 ⊗ e22 E1 E0
(3, 0) e11 ⊗ e21, e22 ⊗ e21 E0 E0
(3, 1) e12 ⊗ e12, e21 ⊗ e12 E1 E0
Note que a a´lgebra Mα e´ do tipo M1,1, Mβ do tipo M2,0 e a a´lgebra resultante e´
isomorfa a uma a´lgebra Z4 × Z2-graduada do tipo Mpq+rs,ps+qr(E) = M2,2(E).
Iremos agora estudar as identidades graduadas destas a´lgebras. Como assumimos
que K possui caracter´ıstica zero, o T-ideal de uma K-a´lgebra A e´ gerado pelos seus
polinoˆmios multilineares. Portanto se B e´ base multiplicativa de A e f e´ multilinear,
para verificar se f e´ identidade, devido a sua linearidade, basta verificar se ele pertence
ao nu´cleo de algum homomorfismo S : K〈X|G〉 → A, tal que S(xi) ∈ B, para qualquer
i. Neste caso, chamamos S de substituic¸a˜o standard e denotamos f|S a restric¸a˜o de
f em S.
Note que se f e´ um monoˆmio e S e´ uma substituic¸a˜o standard, enta˜o f|S = 0 ou
cf|S ∈ B, para algum c ∈ K − {0}. De fato, se f|S 6= 0, enta˜o f|S = b1 · · · bn, onde
b1, . . . , bn ∈ B e como B e´ base multiplicativa, temos que cf|S ∈ B, para algum c.
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Seja G um grupo finito ou enumera´vel eM o conjunto dos monoˆmios multilineares
da a´lgebra G-graduada K〈X|G〉, ou seja, M = ⋃n∈N V Gn . Enta˜o:
Proposic¸a˜o 3.1.2. Seja A uma a´lgebra G-graduada com base multiplicativa B. Seja
N um conjunto de identidades graduadas de A e denote por I o TG-ideal gerado por
N . Suponha que para todo h, h′ ∈ M\TG(A) exista uma substituic¸a˜o standard S e
uma constante c ∈ K − {0} tal que
0 6= h|S = ch′|S se, e somente se, h ≡ ch′ (mod I)
enta˜o TG(A) e´ gerado por N ∪ (M∩ TG(A)).
Demonstrac¸a˜o. Seja J o TG-ideal gerado por N ∪ (M∩ TG(A)). E´ claro que I ⊂ J ⊂
TG(A). Vamos mostrar que TG(A) ⊂ J .
Suponha que exista um polinoˆmio multilinear f = f(x1, . . . xn) ∈ TG(A) e que




cifi (mod J), fi ∈M e ci ∈ K.
Tomemos o menor t com esta propriedade. Necessariamente t ≥ 2, pois se t = 1,
enta˜o f = fi ∈ M ∩ TG(A) e M∩ TG(A) ⊂ J . Ale´m disso, como fi /∈ TG(A) existe





Observe que, fi|S e´ produto de elementos da base multiplicativa B, ou seja, fi|S
resulta em um elemento da base B de A a menos de um coeficiente na˜o nulo. Como
f|S e´ a soma de elementos da base B, existe j ∈ {2, . . . , t}, digamos j = 2, tal que
f1|S = cf2|S para algum c ∈ K − {0}.
Finalmente,




o que contradiz a minimalidade de t. Assim, f ∈ J e TG(A) ⊂ J .
Em [35], Vasilovsky provou que para A = Mm(K) com Zm-graduac¸a˜o o conjunto
N e´ dado pelos polinoˆmios
x1x2 − x2x1 com |x1| = |x2| = 0
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x1x2x3 − x3x2x1 com |x1| = |x3| = −|x2|
e M∩ TZm(A) = ∅. Um resultado similar ocorre para a a´lgebra Mp,q(E)⊗ E, veja ??
teorema 4.1.
3.2 Identidades polinomiais graduadas de Mα(E) ⊗
Mβ(E)
Nesta sec¸a˜o iremos descrever um conjunto de geradores para o ideal de todas as
identidades Zmn×Z2-graduadas das a´lgebras graduadas Mα(E)⊗Mβ(E). No decorrer
desta sec¸a˜o, considere R = Mα(E) ⊗Mβ(E) e denotaremos por | · |mn o Zmn-grau do
elemento homogeˆneo α de R, enquanto | · | denota o Zmn × Z2-grau completo.
Observac¸a˜o 3.2.1. E´ fa´cil ver que |aeij⊗beuv| = (0, 0) se, e somente se, i = j e u = v.
Como consequeˆncia, temos que |aeii ⊗ beuu| = (0, 0) e R(0,1) = 0, pois
α(i) + α(i) + β(u) + β(u) = 2α(i) + 2β(u) = 0.
Em outras palavras, todo monoˆmio em K〈X〉 de grau (0, 1) e´ uma identidade polino-
mial graduada de R.
Sejam G = Zmn × Z2 e N o conjunto de polinoˆmios multilineares dado por:
x1x2 − x2x1, onde |x1| = |x2| = (0, 0) ∈ G;
x1x2x3 − x3x2x1, onde |x1| = |x3| = −|x2| = (t, 0) ∈ G;
x1x2x3 + x3x2x1, onde |x1| = |x3| = −|x2| = (t, 1) ∈ G.
Lema 3.2.2. N ⊂ TG(R)
Demonstrac¸a˜o. Vamos demonstrar que os treˆs polinoˆmios acima de fato sa˜o identidades
G-graduadas. Como os polinoˆmios sa˜o multilineares, podemos trabalhar apenas com
os elementos da base.
Sejam wh := aheihjh⊗bheuhvh ∈ B para h = 1, 2, 3, elementos da base multiplicativa,
e assuma que |w1|mn = |w3|mn = −|w2|mn. Temos que |w1w2|mn = |w1|mn + |w2|mn = 0
e se w1w2w3 6= 0, enta˜o w1w2 6= 0 e |w1w2| = (0, 0), pois caso contra´rio |w1w2| = (0, 1)
e w1w2 seria identidade G-graduada. Observe que,
w1w2w3 = a1a2a3ei1j1ei2j2ei3j3 ⊗ b1b2b3eu1v1eu2v2eu3v3 6= 0,
logo j1 = i2 e v1 = u2 e
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w1w2 = a1a2ei1j2 ⊗ b1b2eu1v2 .
Pela afirmac¸a˜o anterior, como |w1w2| = (0, 0), segue que i1 = j2 e u1 = v2. Por um
argumento ana´logo, temos que |x2x3| = (0, 0) e
i2 = j1 = j3; i1 = j2 = i3; u2 = v1 = v3; u1 = v2 = u3.
Assim,
w1 = a1eij ⊗ b1euv;w2 = a2eji ⊗ b2evu;w3 = a3eij ⊗ b3euv,
para 1 ≤ i, j ≤ m e 1 ≤ u, v ≤ n.
Logo, w1w2w3 = a1a2a3eij ⊗ b1b2b3euv e w3w2w1 = a3a2a1eij ⊗ b3b2b1euv, com ah ∈
Eα(i)+α(j) e bh ∈ Eβ(u)+β(v), para h = 1, 2, 3.
Finalmente, se |w1| = |w3| = −|w2| = (t, 0), enta˜o a3, a2, a1, b3, b2, b1 ∈ E0 e
w1w2w3 − w3w2w1 = a1a2a3eij ⊗ b1b2b3euv − a3a2a1eij ⊗ b3b2b1euv
= 0.
Se |w1| = |w3| = −|w2| = (t, 1), enta˜o a3,a2,a1 ∈ E0 e b3, b2, b1 ∈ E1 ou a3, a2,
a1 ∈ E1 e b3, b2, b1 ∈ E0 e, de qualquer modo,
w1w2w3 + w3w2w1 = a1a2a3eij ⊗ b1b2b3euv + a3a2a1eij ⊗ b3b2b1euv
= a1a2a3eij ⊗ b1b2b3euv + (−1)(13)a1a2a3eij ⊗ b1b2b3euv
= 0.
Se |w1| = |w2| = (0, 0), enta˜o a1, a2, b1, b2 ∈ E0 e
w1w2 − w2w1 = a1a2eii ⊗ b1b2euu − a2a1eii ⊗ b2b1euu
= 0.
Assim, os polinoˆmios de N sa˜o identidades G-graduadas de R e portanto N ⊂
TG(R).
Lembremos que I denota o TG-ideal de K〈X〉 gerado por N e vamos denotar por
δ(w) o Z2-grau de um elemento homogeˆneo w da a´lgebra G-graduada R.
Lema 3.2.3. Sejam f , f
′
dois monoˆmios multilineares no mesmo conjunto de varia´veis
e seja S uma substituic¸a˜o standard de R tal que f
′
|S = cf|S 6= 0 para algum c ∈ K.
Enta˜o f
′ ≡ cf (mod I).
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Demonstrac¸a˜o. Seja f = x1x2 · · ·xd e f ′ = fσ = xσ(1)xσ(2) · · ·xσ(d) para algum σ ∈ Sd.
Se d = 1, o resultado segue diretamente. Vamos assumir d ≥ 2 e fazer uma induc¸a˜o
sobre d. Primeiro, vamos provar que existe c
′ ∈ K tal que f ′ ≡ c′x1f ′′(x2, . . . , xd)
(mod I). Para 1 ≤ a ≤ b ≤ d, definimos o submonoˆmio f [a,b] = xa . . . xb.
Seja S(xh) = wh = aheihjh⊗bheuhvh ∈ B, para h = 1, 2, . . . , d. Como f ′|S = cf|S 6= 0,
temos que
w1w2 · · ·wd = cwσ(1) · · ·wσ(d)
a1 · · · ahei1jd ⊗ b1 · · · bheu1vd = caσ(1) · · · aσ(d)eiσ(1)jσ(d) ⊗ bσ(1) · · · bσ(d)euσ(1)vσ(d)
de onde segue que u1 = uσ(1) e i1 = iσ(1). Assuma que σ
−1(1) > 1 e seja
t := min{j ≤ d | σ−1(j) < σ−1(1)}.
Assim, t > 1 e mais ainda σ−1(t) < σ−1(1) ≤ σ−1(t− 1). Definimos,
l := σ−1(t);
h := σ−1(1);
k := σ−1(t− 1).
Note que o monoˆmio f
′
pode ser reescrito da forma
f
′







Temos duas possibilidades para l: l = 1 ou l > 1. No primeiro caso, l = 1, segue
que
|f [1,h−1]σ |mn = |wσ(1) · · ·wσ(h−1)|mn = n(jσ(h−1) − iσ(1)) + vσ(h−1) + uσ(1)
e
|f [h,k]σ |mn = |wσ(h) · · ·wσ(k)|mn = n(jσ(k) − iσ(h)) + vσ(k) + uσ(h).
Observe que para f 6= 0, temos que
jσ(h−1) = iσ(h) e vσ(h−1) = uσ(h).
Assim,
jσ(h−1) − iσ(1) = iσ(h) − i1 = i1 − i1 = 0
vσ(h−1) − uσ(1) = uσ(h) − u1 = u1 − u1 = 0
jσ(k) − iσ(k) = jt−1 − i1 = it − i1 = iσ(l) − i1 = i1 − i1 = 0
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vσ(k) − uσ(h) = vt−1 − u1 = ut − u1 = uσ(l) − u1 = u1 − u1 = 0.
Portanto,
|f [1,h−1]σ |mn = |f [h,k]σ |mn = 0
e claramente δ(f
[1,h−1]
σ ) = δ(f
[h,k]
σ ) = 0, em que δ denota o Z2-grau, caso contra´rio os
termos teriam G-grau (0, 1).
Como I conte´m o polinoˆmio x1x2 − x2x1, para |x1| = |x2| = (0, 0), enta˜o
f
′ ≡ f [h,k]σ f [1,h−1]σ f [k+1,d]σ (mod I)
e assim o monoˆmio comec¸a por x1.
Tomando o segundo caso, l > 1, enta˜o por considerac¸o˜es semelhantes
jσ(l−1) − iσ(1) = iσ(l) − i1 = it − i1
jσ(h−1) − iσ(l) = jσ(h) − it = i1 − it
vσ(l−1) − uσ(1) = uσ(l) − u1 = ut − u1
vσ(h−1) − uσ(l) = uσ(h) − uσ(l) = u1 − ut,
de onde segue que |f [1,l−1]σ |mn = −|f [l,h−1]σ |mn. Analogamente, |f [1,l−1]σ |mn = |f [h,k]σ |mn.
Logo,
|f [1,l−1]σ |mn = |f [h,k]σ |mn = −|f [l,h−1]σ |mn
e
δ(f [1,l−1]σ ) = δ(f
[l,h−1]
σ ) = δ(f
[l,k]
σ ),
caso contra´rio o produto entre duas destas componentes teria G-grau (0, 1).
Como N ⊂ I, existe c′ ∈ {−1, 1} tal que
f
′ ≡ c′f [h,k]σ f [l,h−1]σ f [1,l−1]σ f [k+1,d]σ (mod I),
pois, x1x2x3 ± x3x2x1 ∈ N , com |x1| = |x3| = −|x2|. Assim, f ′ tambe´m comec¸a por
x1.









(w2, . . . , wd) = f
′
|S = cf|S = cw1w2 · · ·wd 6= 0.
De fato, pelo argumento de induc¸a˜o como f
′′
tem comprimento d−1 a afirmac¸a˜o e´ va´lida




(w2, . . . , wd) = cw2 · · ·wd 6= 0, logo f ′′(x2, . . . , xd) ≡
c
′′
x2 · · ·xd (mod I). Portanto,
f
′ ≡ c′x1f ′′(x2, . . . xd) ≡ cx1x2 · · ·xd (mod I).
3.2 Identidades polinomiais graduadas de Mα(E)⊗Mβ(E) 57
Dos lemas anteriores e da Proposic¸a˜o 3.1.2 segue diretamente que:
Teorema 3.2.4. TG(Mα(E)⊗Mβ(E)) e´ gerado por N ∪ (M∩ TG(R)), ou seja, pelos
polinoˆmios
x1x2 − x2x1, onde |x1| = |x2| = (0, 0)
x1x2x3 − x3x2x1, onde |x1| = |x3| = −|x2| = (t, 0), t ∈ Zmn
x1x2x3 + x3x2x1, onde |x1| = |x3| = −|x2| = (t, 1), t ∈ Zmn
juntamente com todas as identidades monomiais multilineares que sa˜o identidades gra-
duadas para Mα(E)⊗Mβ(E).
Na verdade, o produto tensorial de Mα(E) ⊗Mβ(E) e´ PI-equivalente, como uma
a´lgebra Zmn × Z2-graduada, a uma suba´lgebra M de Mmn(E).
Observac¸a˜o 3.2.5. Seja m,n ∈ N. Para todo t ∈ m̂n existe um u´nico par (i, u) ∈
m̂× n̂, tal que t = n(i− 1) + u. A garantia da existeˆncia de i e u veˆm do algoritmo da
divisa˜o.
Agora, seja Mα(E) ⊂ Mm(E) e Mβ(E) ⊂ Mn(E). Para todo t ∈ m̂n, se t =
n(i − 1) + u com (i, u) ∈ m̂ × n̂, defina  : m̂ × n̂ → Z2, em que  := α(i) + β(u) e
considere a suba´lgebra M(E).
Exemplo 3.2.6. Seja α = 01 e β = 00. No Exemplo 3.1.1 vimos que a a´lgebra
Mα(E)⊗Mβ(E) possui Z4 × Z2-graduac¸a˜o com Z2-grau do tipo
Mα(E)⊗Mβ(E) =

E0 E0 E1 E1
E0 E0 E1 E1
E1 E1 E0 E0
E1 E1 E0 E0
 .
Neste caso, m = n = 2, t ∈ 4̂ e 1 ≤ i, u ≤ 2. Temos os seguintes pares ordenados
(i, u)
t t = n(i− 1) + u (i, u)
1 1 = 2(1− 1) + 1 (1, 1)
2 2 = 2(1− 1) + 2 (1, 2)
3 3 = 2(2− 1) + 1 (2, 1)
4 4 = 2(2− 1) + 2 (2, 2)
Assim, temos que
(1) = α(1) + β(1) = 0
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(2) = α(1) + β(2) = 0
(3) = α(2) + β(1) = 1
(4) = α(2) + β(2) = 1




E0 E0 E1 E1
E0 E0 E1 E1
E1 E1 E0 E0
E1 E1 E0 E0
 .
Teorema 3.2.7. Mα(E)⊗Mβ(E) e M(E) sa˜o PI-equivalentes como a´lgebras gradu-
adas. Em particular sa˜o PI-equivalentes no sentido ordina´rio.
Demonstrac¸a˜o. No estudo de identidades G-graduadas de M(E) podemos utilizar
argumentos semelhantes ao caso Mα(E) ⊗ Mβ(E). Para isto tomamos M(E) =
Mα′ ⊗Mβ′ , com Mα′ (E) ⊂ Mmn(E) e Mβ′ (E) ⊂ M1 e β ′(1) = 0. Assim, pelo Te-
orema 3.2.4, TG(M(E)) e´ gerado por N ∪ (M∩ TG(M(E))). Vamos provar que se
um polinoˆmio f multilinear na˜o e´ identidade de Mα(E) ⊗Mβ(E), tambe´m na˜o sera´
identidade de M(E) e o contra´rio.
Seja f = x1 · · · xd ∈ M. Se f /∈ TG(Mα(E) ⊗Mβ(E)), enta˜o existem elementos
w1, . . . , wd pertencentes a` base de Mα(E)⊗Mβ(E) tais que w1 · · ·wd 6= 0 e |xi| = |wi|,
para todo i = 1, . . . , d.
Digamos que wl = aleiljl ⊗ bleulvl e seja hl := n(il − 1) + ul, kl := n(jl − 1) + vl
e zl := ehlkl ∈ Mmn(K). Como w1 · · ·wd 6= 0, temos que jl = il+1 e vl = ul+1, para
l = 1, . . . , d− 1. Logo,
kl = n(il+1 − 1) + ul+1 = hl+1
e
z1 · · · zd = eh1kd 6= 0.
Mais ainda, podemos encontrar c1, . . . , cd ∈ E, tais que cl ∈ E(kl)+(hl) com c1 · · · cd 6= 0.
Como zl pertence a` base de M(E), temos
|zl| = (kl − hl, (kl) + (hl))
= (n(jl − 1) + vl − (n(il − 1) + ul), α(il) + β(ul) + α(jl) + β(vl))
= (n(jl − il) + vl − ul, α(il) + β(ul) + α(jl) + β(vl))
= |wl| = |xl|.
3.2 Identidades polinomiais graduadas de Mα(E)⊗Mβ(E) 59
Assim, como temos uma substituic¸a˜o admiss´ıvel em M(E) que na˜o anula f , segue que
f /∈ TG(M(E)).
Por outro lado, se f = x1 · · ·xd /∈ TG(M(E)), enta˜o existem z1, . . . , zd elementos
da base de M(E), tais que |zi| = |xi| e z1 · · · zd 6= 0.
Tome zl = clehlkl , onde hl e kl sa˜o como no caso anterior, com 1 ≤ il, jl ≤ m e
1 ≤ ul, vl ≤ n. Seja wl = aleiljl ⊗ bleulvl ∈ Mα(E) ⊗Mβ(E), onde al ∈ Eα(il)+α(jl)
e bl ∈ Eβ(ul)+β(vl) sa˜o elementos da a´lgebra de Grassmann tais que a1 · · · adb1 · · · bd 6=
0. Enta˜o, por um racioc´ınio ana´logo, |wl| = |xl| e w1 · · ·wd 6= 0. Com isto, f /∈
TG(Mα(E)⊗Mβ(E)).
Em outras palavras TG(M(E)) = TG(Mα(E) ⊗Mβ(E)) e pelo Lema 2.3.5 segue
que M(E) e´ PI-equivalente a Mα(E)⊗Mβ(E).
Com o resultado anterior podemos provar de forma fa´cil a terceira afirmac¸a˜o do
famoso teorema estrutural de Kemer. Primeiramente, para melhor avaliar o compor-
tamento dos objetos do tipo Mpr+qs,ps+qr(E), tomemos o seguinte exemplo.
Exemplo 3.2.8. Sejam M1,1(E) ⊗M1,2(E), M1·1+1·2,1·2+1·1(E) = M3,3(E) e M(E) ⊂
M6(E). As a´lgebras M1,1(E) e M1,2(E) podem ser reescritas na forma Mα(E) e Mβ(E),
respectivamente, onde α = 01 e β = 011. Para construir , observe que m = 2, n = 3,
t ∈ 6̂, 1 ≤ i ≤ 2 e 1 ≤ u ≤ 3. Temos os pares (i, u) associados a t e o respectivo (t)
dado por:
t t = n(i− 1) + u (i, u) (t)
1 1 = 3(1− 1) + 1 (1, 1) 0
2 2 = 3(1− 1) + 2 (1, 2) 1
3 3 = 3(1− 1) + 3 (1, 3) 1
4 4 = 3(2− 1) + 1 (2, 1) 1
5 5 = 3(2− 1) + 2 (2, 2) 0
6 6 = 3(2− 1) + 3 (2, 3) 0
Assim,  = 011100 e os Z2-grau das matrizes Mα(E)⊗Mβ(E) e M(E) coincidem
e sa˜o dados por
M(E) = M1,1(E)⊗M1,2(E) =

E0 E1 E1 E1 E0 E0
E1 E0 E0 E0 E1 E1
E1 E0 E0 E0 E1 E1
E1 E0 E0 E0 E1 E1
E0 E1 E1 E1 E0 E0
E0 E1 E1 E1 E0 E0

.
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Observe que M1,1(E)⊗M1,2(E) possui 18 elementos com Z2-grau nulo. Por outro
lado, os Z2-grau das componentes de M3,3(E) tem estrutura do tipo
M3,3 =

E0 E0 E0 E1 E1 E1
E0 E0 E0 E1 E1 E1
E0 E0 E0 E1 E1 E1
E1 E1 E1 E0 E0 E0
E1 E1 E1 E0 E0 E0
E1 E1 E1 E0 E0 E0

e M3,3(E) tambe´m possui 18 elementos com Z2-grau nulo. Assim, e´ poss´ıvel criar um
isomorfismoG-graduado entreM(E) eM3,3(E) de forma trivial, reordenando os ı´ndices
para que coincidam os graus. Com isto, estas a´lgebras sa˜o isomorfas, em particular sa˜o
PI-equivalentes.
Corola´rio 3.2.9. Mp,q(E)⊗Mr,s(E) e Mpr+qs,ps+qr(E) sa˜o PI-equivalentes.
Demonstrac¸a˜o. Seja m = p + q, n = r + s e G = Zmn × Z2. A a´lgebra Mp,q(E) e´
a a´lgebra Mα(E), onde α = 0 · · · 0︸ ︷︷ ︸
p
1 · · · 1︸ ︷︷ ︸
q
. Da mesma forma Mr,s(E) = Mβ(E), para
β = 0 · · · 0︸ ︷︷ ︸
r
1 · · · 1︸ ︷︷ ︸
s
. Definimos enta˜o M(E) ⊂Mmn(E), onde
 = 0 · · · 0︸ ︷︷ ︸
r
1 · · · 1︸ ︷︷ ︸
s︸ ︷︷ ︸
p vezes
1 · · · 1︸ ︷︷ ︸
r






Por outro lado, M(E) possui o mesmo nu´mero de entradas com elementos em E0




T (Mpr+qs,ps+qr(E)) = T (Mp,q(E)⊗Mr,s(E)).
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3.3 Identidades monoˆmiais multilineares de Mα(E)
Nesta sec¸a˜o vamos estudar as a´lgebras do tipo Mα(E) ⊂ Mm(E). Dos Teore-
mas 3.2.4 e 3.2.7, seus TZm×Z2-ideais sa˜o gerados pelo conjunto N junto com alguns
monoˆmios multilineares graduados. Vasilovsky, tambe´m em [35], mostrou que Mm(K)
na˜o possui identidades monomiais. No decorrer desta dissertac¸a˜o demonstraremos re-
sultados similar para Mm(E).
De modo geral as a´lgebras Mα(E), sempre possuem identidades monomiais multili-
neares: a indeterminada x ∈ X e´ identidade monomial se, e somente se, a componente
homogeˆnea (Mα(E))
|x| de grau |x| ∈ Zm×Z2 e´ nula. Por exemplo, se |x| = (0, 1), enta˜o
x ∈ TZm×Z2(Mα(E)). Como as identidades deste tipo sa˜o o´bvias desejamos isola´-las.
Definic¸a˜o 3.3.1. Sejam I0 = {x ∈ X | (Mα(E))|x| = 0} , I0 o TZm×Z2-ideal gerado
por I0 eM0 :=M∩ I0. Vamos chamar os elementos deM0 de identidades monomiais
triviais.
E´ claro que estamos interessados nas identidades monomiais na˜o triviais. Para
um α gene´rico, existem, possivelmente, muitas delas. Na verdade uma pergunta mais
interessante e´: quando as identidades monomiais de Mα(E) sa˜o todas triviais?
Nesta sec¸a˜o, listaremos treˆs classes de a´lgebras que na˜o possuem identidades mono-
miais na˜o trivias. Para simplificar a notac¸a˜o nas demonstrac¸o˜es vamos observar apenas
as a´lgebras do tipo Mα(E), pois se E e´ a a´lgebra de Grassmann de um espac¸o vetorial de
dimensa˜o infinita, as a´lgebras Zm×Z2-graduadas Mα(E) ⊂Mm(E) e (Mm(K), l×α),
onde |eij| = (j − i, α(i) + α(j)), possuem exatamente as mesmas identidades mono-
miais Zm × Z2-graduadas. De fato, se x1 · · ·xd e´ uma identidade monomial graduada
satisfeita por Mα(E) para v1, . . . , vd ∈ E , sendo o Z2-grau de vi coerente com xi, enta˜o
v1ei1j1v2ei2j2 · · · vdeidjd = 0⇔ ei1j1ei2j2 · · · eidjd = 0
e portanto x1 · · ·xd tambe´m e´ uma identidade graduada de Mm(K) e assim basta olhar
para as identidades das a´lgebras do tipo Mα(E).
Proposic¸a˜o 3.3.2. Para todo m ≥ 1 a a´lgebra Mm,0(E) := Mω(E) ⊂ Mm(E) na˜o
possui identidade monomial na˜o trivial.
Demonstrac¸a˜o. Primeiramente, note que Mm,0(E) = Mm(E0). Seja A = (Mm(K), l ×
ω) e a = e12 +e23 + . . .+en1. Note que todos os elementos que compo˜em a tem Z2-grau
nulo. Temos que δ(a) = 0, A(1,1) = 0 e a ∈ A(1,0). Mais ainda, at ∈ A(t,0) e A(t,1) = 0,
onde at denota o elemento a elevado a t. De fato,
δ(at) = δ(a) + . . .+ δ(a)︸ ︷︷ ︸
t vezes
= t, para t ∈ N.
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Como at e´ invers´ıvel, det at 6= 0, toda componente homogeˆnea na˜o trivial possui
algum elemento invert´ıvel e, portanto, Mm,0(E) na˜o possui identidade monomial na˜o
trivial. De fato, seja x1x2 . . . xm, com |xt| = (it, 0), uma identidade monomial na˜o
trivial de Mm,0(E). Tomando a substituic¸a˜o admiss´ıvel a
i1ai2 · · · aim , temos que
ai1ai2 · · · aim = 0⇔ (ai1ai2 · · · aim)−1(ai1ai2 · · · aim) = 0
que e´ um absurdo.
Antes de enunciarmos a pro´xima proposic¸a˜o, vejamos o seguinte exemplo.
Exemplo 3.3.3. Seja Mpi(E) ⊂ Mm(E), onde pi = 0101. Temos que Mpi(E) possui a
seguinte estrutura para os seus Z2-graus
Mpi(E) =

E0 E1 E0 E1
E1 E0 E1 E0
E0 E1 E0 E1
E1 E0 E1 E0
 .
Note que, para qualquer t ∈ 4̂, temos (Mpi(E))(t,0) = 0 ou (Mpi(E))(t,1) = 0.
Proposic¸a˜o 3.3.4. Seja m ≡ 0 (mod 2) e seja pi = 0101 . . . 01. Enta˜o Mpi(E) ⊂
Mm(E) na˜o possui identidade monomial na˜o trivial.
Demonstrac¸a˜o. Note que δ(ai,i+1) = 1. Logo, todo elemento que compo˜e a tem Z2-
grau nulo. Assim, at ∈ A(t,t) e A(t,t+1) = 0, onde A = Mpi(E), para todo t ∈ N. Pelos
mesmos argumentos da demonstrac¸a˜o anterior, temos que at e´ invers´ıvel e Mpi(E) na˜o
possui identidade monomial na˜o trivial.
Proposic¸a˜o 3.3.5. Sejam 0 < m ≡ 0 (mod 4) e
ρ1 = 0110︸︷︷︸ 0110︸︷︷︸ . . . 0110︸︷︷︸ (m/4 blocos )
ρ2 = 0011︸︷︷︸ 0011︸︷︷︸ . . . 0011︸︷︷︸ (m/4 blocos ).
Enta˜o as a´lgebras Mρ1(E),Mρ2(E) ⊂Mm(E) na˜o possuem identidades monomiais na˜o
triviais.
Demonstrac¸a˜o. Seja A = (Mm(K), l×ρ1) e suponha que A possui algumas identidades
monomiais na˜o triviais. Entre essas identidades, seja f = x1 · · ·xt = x1f ′xt uma com
comprimento mı´nimo t, t ≥ 2, e defina (hi, i) := |xi|.
Para simplificar a notac¸a˜o, vamos escrever a ≡ b para denotar a ≡ b (mod 4) e
(a, δ) ≡ (b, δ) para denotar (a, δ) = (b, δ), com a ≡ b (mod 4).
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Se eij ∈ B ∩ A(k,δ), enta˜o k ≡ j − 1, ou seja, j ≡ k + i e ρ1(i) + ρ1(j) = δ. Seja
a = e12 + e23 + . . . + em,1. Vamos avaliar os ı´ndices i e j dentro das possibilidades de
congrueˆncia mod 4.
Se k ≡ 2, temos que j ≡ i + 2 e ρ1(j) 6= ρ1(i), pois um nu´mero e o que esta´
duas posic¸o˜es a sua frente, dentro da congrueˆncia mod 4, possuem imagens distintas.
Assim, A(k,0) = 0 e ak ∈ A(k,1).
Se k ≡ 2, temos que j ≡ i, logo ρ1(j) = ρ1(i). Assim, A(k,1) = 0 e ak ∈ A(k,0).
Assim, h1 e ht na˜o podem ser congruentes a 0 ou 2, pois ter´ıamos componentes
triviais ou elementos invert´ıveis entre as substituic¸o˜es admiss´ıveis, o que iria contrariar
a minimalidade de t.
Agora, observe que, se k ≡ 1, temos que j ≡ i + 1. Caso i seja par, j sera´ ı´mpar,
para manter a congrueˆncia e, mais ainda, ρ1(i) = ρ1(i1) = ρ1(j). Logo, δ(eij) = 0.
Por outro lado, se i for ı´mpar, j sera´ par e δ(eij) = 1. O caso k ≡ 3 segue de forma
ana´loga. Assim obtemos a seguinte tabela
k δ i j
k ≡ 1 0 par ı´mpar
k ≡ 1 1 ı´mpar par
k ≡ 3 0 ı´mpar par
k ≡ 3 1 par ı´mpar
Note que as matrizes e1,k+1 e em,k pertencem a diferentes componentes homogeˆneas, a
primeira de grau (k, ρ1(k + 1)) e a segunda de grau (k, ρ1(k)), pois ρ1(1) = ρ1(m) = 0.
Mais ainda, o elemento a2 induz, por conjugac¸a˜o, um automorfismo graduado φ de
A. Com abuso de notac¸a˜o vamos denotar por φ(eij) = eφ(i)φ(j), onde φ satisfaz uma
permutac¸a˜o tal que φ−1 = (135 . . .m − 1)(246 . . .m) ∈ Sm, uma vez que a2 = e13 +
e24 + . . .+ em,2 e eija
2 = ei,j+2.
Se k ≡ 1, 3 (mod 4), enta˜o as m
2
matrizes que geram A(k,δ) sa˜o todas conjugadas a
e1,k+1 ou em,k, pelo automorfismo anterior, de acordo com o Z2-grau. Como x1f
′
na˜o





)|S = eij, onde |eij| = |x1f ′ |. Finalmente, defina S(xl) = eiljl .
Agora, note que se |x1f ′ | = (1, 0) ou (3, 1), enta˜o j e´ impar e |xt| ≡ (1, 1) ou
(3, 0), caso contra´rio f e´ trivial. Similarmente, se |x1f ′| = (1, 1) ou (3, 0), enta˜o j e´
par e |xt| ≡ (1, 0) ou (3, 1). Em todos os casos, existe eju ∈ A(ht,t), e isto gera uma
substituic¸a˜o standard S
′
tal que f|S′ = eiu 6= 0, logo f na˜o e´ identidade.
Tomemos agora os casos onde |x1f ′| ≡ (2, 1) ou (0, 0). Nestes casos, t > 2, f ′|S = ej1j
e |f ′| = (h, ) com h ≡ 1, 3, caso contra´rio f ′ seria trivial ou teria elemento invert´ıvel na
sua componente. Como f
′
xt na˜o pode ser identidade, existe uma substituic¸a˜o standard
tal que 0 6= (f ′xt)|S∗ = epq. Claramente, para algum r ∈ m̂, f ′|S∗ = epr pertence
a componente de gau (h, ). Como h ≡ 1, 3, existe um automorfismo G-graduado θ
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(xl) = θ(eiljl) para l = 1, . . . , t− 1 e S ′′(xt) = erq. Claramente, f|S′′ = eθ(i1)q e f na˜o
e´ identidade.
Finalmente, note que as a´lgebras Mρ1(E) e Mρ2(E) sa˜o isomorfas como a´lgebras
Zm × Z2-graduadas. Para tal tome θ = (12 . . .m) ∈ Sm e a func¸a˜o
t : Mρ2(E)→Mρ1(E)
aeij → aeθ(i)θ(j)
que e´ bijetiva e preserva graduac¸a˜o.
Na verdade, as a´lgebras das Proposic¸o˜es 3.3.2, 3.3.4 e 3.3.5 sa˜o as u´nicas a´lgebras
sem identidades monomiais na˜o triviais. Mais precisamente:
Teorema 3.3.6. Seja m ≥ 1 e suponha que Mα(E) ⊂ Mm(E) na˜o possui identidade
monomial na˜o trivial. Enta˜o
i. Mα(E) = Mm,0(E) ou
ii. Mα(E) = Mpi(E) e m ≡ 0 (mod 2) ou
iii. Mα(E) ∈ {Mρ1(E),Mρ2(E)} e m ≡ 0 (mod 4).
Demonstrac¸a˜o. Seja A := Mα(E) e suponha que A na˜o possui identidade monomial
na˜o trivial. Assuma que α(1) = 0 ∈ Z2, pois α e (α + 1) induzem a mesma graduac¸a˜o
e assim na˜o existe perda de generalidade. Se α = ω, onde ω denota a func¸a˜o nula,
enta˜o A = Mm,0(E) = Mm(E0) e o teorema e´ verdadeiro de forma trivial. Suponha
que α 6= ω e considere o subespac¸o de grau (1, 1). Este espac¸o na˜o e´ trivial, pois α 6= ω
e com isso existe algum i com imagem 1 e, portanto, algum elemento do tipo ai−1,i tera´
grau (1, 1). Existem enta˜o duas possibilidades: A(1,0) 6= 0 ou A(1,0) = 0.
Agora, note que se i, j ∈ m̂, enta˜o eiiAejj ⊂ A(j−1,α(i)+α(J)). Em particular,
A1 := A
(1,0) ⊕ A(1,1) = e11Ae22 ⊕ em−1,m−1Aemm ⊕ emmAe11.
Se A(1,0) = 0, enta˜o A1 = A
(1,1) e todas as partes da soma esta˜o em A(1,1). Assim,
α(i+ 1) = α(i) + 1, para todo 1 ≤ i ≤ m. De forma equivalente, temos que
α(i) =
0, i for ı´mpar1, i for par .
Entretanto, se m for ı´mpar, enta˜o α(m) + α(1) = 0 e A(1,0) 6= 0. Logo, A(1,0) = 0 se, e
somente se, m e´ par e α = pi = 0101 . . . 01. Da´ı Mα(E) = Mpi, com m ≡ 0 (mod 2).
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Suponha agora que α 6= ω, pi e considere (ciclicamente) as sequeˆncias na˜o constantes
dos Z2-graus das componentes da soma direta que formam A1, dada por
α(1) + α(2), α(2) + α(3), . . . , α(m− 1) + α(m), α(m) + α(1).
Seja t o comprimento ma´ximo entre as subsequeˆncias de zero consecutivos, de forma
c´ıclica. Por exemplo, se α = 00110, a sequeˆncia c´ıclica seria 01010 e t = 2. Assim,
o monoˆmio x1x2 · · ·xtxt+1, com |xi| = (1, 0), certamente e´ uma identidade monomial
multilinear. De fato, qualquer substituic¸a˜o admiss´ıvel de termos de grau (1, 0) teria
algum par de termos consecutivos eijeuv com j 6= u. Como x1x2 · · ·xtxt+1 tem grau
(t+1, 0), temos que A(t+1,0) = 0. Sem perda de generalidade, podemos supor que existe
uma sequeˆncia c´ıclica
0 . . . 0︸ ︷︷ ︸
t
δ1δ2 . . . 1.
E´ fa´cil ver que δ1 = δ2 = . . . δt = 0. De fato,
α(1) + α(2) = 0
α(2) + α(3) = 0
...
α(t) + α(t+ 1) = 0
⇒ α(1) = α(2) = · · · = α(t+ 1).
Como α(t + 1) + α(t + 2) = 1, temos que α(t + 1) 6= α(t + 2). Se δ1 = 1, enta˜o
α(t+2) = α(t+3) = 1 e α(t+3) = α(t+2). Portanto, α(t+3) = α(2) e e2,t+3 ∈ A(t+1,0),
o que e´ um absurdo, uma vez que A(t+1,0) = 0. Logo, a sequeˆncia c´ıclica e´ do tipo
0 . . . 0︸ ︷︷ ︸
t
1 0 . . . 0︸ ︷︷ ︸
t
1 . . . 0 . . . 0︸ ︷︷ ︸
t
1
e x1x2, com |x1| = |x2| = (1, 1) e´ uma identidade, pois, novamente, qualquer substi-
tuic¸a˜o admiss´ıvel eijeuv tem j 6= u. Se A(2,0) 6= 0, a identidade monomial e´ na˜o trivial,
assim suponha A(2,0) = 0 e a sequeˆncia c´ıclica precisa ser
1010 . . . 10 ou 0101 . . . 01.
Isto faz com que
α = ρ1 = 0110︸︷︷︸ 0110︸︷︷︸ . . . 0110︸︷︷︸ ou α = ρ2 = 0011︸︷︷︸ 0011︸︷︷︸ . . . 0011︸︷︷︸ .
Logo, Mα(E) = Mρ1(E) ou Mα(E) = Mρ2(E).
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A menos de PI-equivaleˆncia, podemos caracterizar estas a´lgebras por decomposic¸a˜o
de produtos tensoriais cujos fatores sa˜o as a´lgebras graduadas elementares sem iden-
tidades monomiais na˜o trivias, Mm,0(E),M2,pi(E) := M1,1(E) e M4,ρ(E) := Mρ1(E) ⊂
M4(E). Note que Mρ1(E) e´ isomorfo a M2,2(E).
Corola´rio 3.3.7. Seja Mγ(E) ⊂ Mk(E) uma a´lgebra sem identidades monomias na˜o
triviais. Enta˜o:
i. Mγ(E) = Mk,0(E) ou
ii. k = 2m e Mγ(E) ∼Mm,0(E)⊗M2,pi(E) como a´lgebras Zk × Z2-graduadas ou
iii. k = 4m e Mγ(E) ∼Mm,0(E)⊗M4,ρ1(E), como a´lgebras Z4 × Z2 graduadas.
Demonstrac¸a˜o. A prova segue dos Teoremas 3.2.4 e 3.3.6 e da definic¸a˜o da func¸a˜o .
E´ suficiente construir a func¸a˜o  para cada uma das treˆs a´lgebras descritas no teorema
anterior. Por exemplo, no segundo caso, considere as a´lgebras Mγ(E) ⊂ M2m(E),
Mα(E) ⊂ Mm(E) e Mβ(E) ⊂ M2(E) e γ = 01 . . . 01︸ ︷︷ ︸
2m
. Seja α = ω, a func¸a˜o nula
e β = 01. Claramente γ(t) = α(i) + β(u) e assim pelo Teorema 3.2.4 obtemos que
Mγ(E) ∼Mm,0(E)⊗M2,pi(E).
Observac¸a˜o 3.3.8. Como M4,ρ1(E) e´ isomorfa a M4,ρ2(E) = M2,2(E) como a´lgebras
Z4×Z2-graduadas, podemos dizer que, a menos de PI-equivaleˆncia, as u´nicas a´lgebras





Neste cap´ıtulo vamos considerar G um grupo, K um corpo de caracter´ıstica zero
e A uma K-a´lgebra G-graduada. Vamos estudar as identidades G × Z2-graduadas da
a´lgebra G × Z2-graduada A ⊗ E a partir das identidades G-graduadas de A. Como
consequeˆncia, vamos descrever uma base das identidades Zn×Z2-graduadas de Mn(E)
partindo de um resultado de Vasilovski. Mais ainda, daremos a sequeˆncia de cocaracte-
res graduados de M2(E) e mostraremos a PI-equivaleˆncia de M2(E) com M1,1(E)⊗E,
um caso particular do teorema de Kemer. Os resultados deste cap´ıtulo foram obtidos
no artigo [13].
4.1 A func¸a˜o ζJ
Nesta sec¸a˜o iremos introduzir a principal ferramenta de nosso estudo, a func¸a˜o
ζJ . Sera´ uma sec¸a˜o bastante te´cnica, mas mesmo assim, faremos algumas aplicac¸o˜es
importantes, envolvendo cocaracteres e codimenso˜es.
Vamos comec¸ar com uma a´lgebra G-graduada A e introduziremos a a´lgebra G×Z2-
graduada A⊗E, onde E denota a a´lgebra de Grassmann, com componente homogeˆnea
dada por (A⊗ E)(g,i) := Ag ⊗ Ei. Queremos comparar as identidades G-graduadas de
A com as G× Z2-graduadas de A⊗ E.
Note que a a´lgebra livre K〈X|G×Z2〉 e´ tanto uma a´lgebra G-graduada quanto uma
a´lgebra Z2-graduada. Comec¸aremos com a Z2-graduac¸a˜o de K〈X|G×Z2〉. Seja m um
monoˆmio multilinear em K〈X|G × Z2〉, onde as varia´veis de ı´ndice i1 < i2 < . . . < ik
possuem Z2-grau ı´mpar. Enta˜o, para algum σ ∈ Sym({i1, . . . , ik}), podemos reescrever
m no formato
m = m0zσ(i1)m1zσ(i2) . . .mk−1zσ(ik)mk,
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onde m0, . . . ,mk sa˜o monoˆmios multilineares de grau par e zσ(ij) ∈ X sa˜o as varia´veis
de grau ı´mpar. Note que a palavra vazia e´ uma palavra de Z2-grau par, logo algum mi
pode ser trivial.
Exemplo 4.1.1. Seja K〈X|Z4 × Z2〉 e m um monoˆmio cujas varia´veis com Z2-grau













Podemos reescrever m no formato
m = m0xσ(1)m1xσ(4)m2xσ(5)m3,
em que m0 = 1, m1 = x2x3, m2 = 1, m3 = x6 e σ = (45), e o Z4-grau foi omitido para
simplificar a notac¸a˜o.
Assim como Kemer em [24], definimos ζ(m) := (−1)σm. Note que ζ(ζ(m)) = m.
Queremos, definir algo similar indo da G-graduac¸a˜o para a G×Z2-graduac¸a˜o da a´lgebra
livre.







i , se i /∈ J
x
(g,1)
i , se i ∈ J
.
Para um monoˆmio multilinear m ∈ V Gn , definimos
ζJ(m) := ζ(ϕJ(m)).
A func¸a˜o ϕJ acrescenta o Z2-grau a uma varia´vel G-graduada. Com isso ela e´ capaz
de estender a graduac¸a˜o da a´lgebra livre se tornando uma G × Z2-graduac¸a˜o. Vamos
denotar simplesmente ϕ se o conjunto J estiver claro no contexto. Por linearidade ζJ e´
estendida para todo o espac¸o G-graduado V Gn . Se f ∈ V Gn , enta˜o ζJ(f) e´ uma elemento
multilinear de K〈X|G× Z2〉.

























ζJ(m) = (−1)(143)x(2,0)6 x(1,1)4 x(1,1)1 x(0,1)3 x(0,0)2 x(2,0)5
uma vez que σ = (143), pois a primeira varia´vel de grau ı´mpar e´ x4, a segunda e´ x1 e
a u´ltima e´ x1.
Podemos estender as identidades polinomiais multilineares G-graduadas para iden-
tidades polinomiais G× Z2-graduadas.
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Lema 4.1.4. Seja f uma identidade polinomial multilinear G-graduada de A de grau
n, e seja J ⊂ n̂. Enta˜o
ζJ(f) ∈ TG×Z2(A⊗ E).
Demonstrac¸a˜o. Como charK = 0, TG(A) e´ multihomogeˆneo e podemos assumir que f ∈
V Gn (G ) para alguma partic¸a˜o G de n̂. Seja (a1⊗e1, . . . , an⊗en) uma G×Z2-substituic¸a˜o
admiss´ıvel para ζJ(f) formada pelos geradores de A ⊗ E. Pela multilinearidade, e´
suficiente mostrar que ζJ(f)(a1 ⊗ e1, . . . , an ⊗ en) = 0. Seja J = {i1, . . . , it}, com








em que os monoˆmios mi’s sa˜o monoˆmios nas varia´veis restantes de G e g1, . . . , gt sa˜o







· · ·x(gt,1)σ(it) mt,
em que para j = 0, . . . , t o monoˆmio mj := ϕ(mj) possui Z2-grau par. Sejam v1, . . . ,
vl elementos de E0. Temos
ζJ(m)(a1 ⊗ e1, . . . , an ⊗ en) = (−1)σm(a1, . . . , am)⊗ v0eσ(i1) . . . vt−1eσ(it)vt
= (−1)σm(a1, . . . , an)⊗ (−1)σei1ei2 . . . einv0v1 . . . vn
= m(a1, . . . , an)⊗ e1 . . . en,
onde vl ∈ E0 comuta com qualquer elemento e o termo (−1)σ na segunda igualdade
surgiu devido ao reordenamento dos elementos eσ(i) ∈ E1. Assim,
ζJ(f)(a1 ⊗ e1, . . . , an ⊗ en) = f(a1, . . . , an)⊗ e1 . . . en.
Como (a1, a2, . . . , an) e´ umaG-substituic¸a˜o admiss´ıvel para f , temos que f(a1, . . . , an) =
0 e portanto
ζJ(f)(a1 ⊗ e1, . . . , an ⊗ en) = 0.
Queremos mostrar que os polinoˆmios obtidos desta forma, ou seja, atrave´s da
aplicac¸a˜o de ζJ nas identidades polinomiais de G sa˜o suficientes para descrever as
identidades polinomiais G× Z2-graduadas de A⊗ E. Para isso, primeiramente vamos
criar uma bijec¸a˜o entre as partic¸o˜es de G e G× Z2.
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Dado J ⊂ n̂, uma G-partic¸a˜o G de n̂ induz uma G×Z2-partic¸a˜o S de n̂ definindo
S (g,1) := Gg ∩ J e S (g,0) := Gg\J.
Por outro lado, comec¸ando com uma G × Z2-partic¸a˜o S de n̂ podemos construir




E´ claro que a correspondeˆncia S 
 G , para um J fixo, e´ uma bijec¸a˜o.
Exemplo 4.1.5. Sejam n̂ = {1, 2, 3, 4, 5}, G = Z2 e J = {2, 3, 4}. Definindo a G-
partic¸a˜o G0 = {1, 3} e G1 = {2, 4, 5} de n̂, temos enta˜o a partic¸a˜o induzida S dada
por
S (0,0) = G0\J = {1}; S (1,0) = {5}
S (0,1) = G ∩ J = {3}; S (1,1) = {2, 4}.
Logo, temos uma Z2×Z2-partic¸a˜oS = {S (0,0),S (0,1),S (1,0),S (1,1)}. Assim, o espac¸o
V G×Z2n (S ) e´ o espac¸o dos monoˆmios multilineares gerados por todas as possibilidades de










4 . Os elementos que possuem
a segunda componente do grau igual a 1 seriam x3, x2, x4, conforme esperado, uma
vez que J = {2, 3, 4}.
Lema 4.1.6. Seja
f ∈ TG×Z2(A⊗ E) ∩ V G×Z2n (S ),





Enta˜o f = ζJ(h) para algum h ∈ TG(A) ∩ V Gn (G ), onde G e´ a G-partic¸a˜o de n̂ corres-
pondente a S .
Demonstrac¸a˜o. Seja J = {i1, . . . , it} com i1 < i2 < . . . < it. Enta˜o podemos reescrever











em que mi sa˜o monoˆmios de Z2-grau par em K〈X|G × Z2〉 e σ ∈ Sym(J) e´ uma
permutac¸a˜o. Em outras palavas













Seja ζ = ζJ e ϕ = ϕJ as func¸o˜es definidas anteriormente. Vamos chamar de γ o
G-homomorfismo de K〈X|G× Z2〉 em K〈X|G〉 que deleta o Z2-grau, ou seja
γ : K〈X|G× Z2〉 → K〈X|G〉
x(g,i) → xg.
Note que, (ϕ ◦ γ)(x(g,i)l ) = x(g,j)l . Assim, se i = 1, enta˜o l ∈ J e portanto j = 1. Como
a volta tambe´m e´ va´lida, temos que
(ϕ ◦ γ)(p) = p
para todo p ∈ V G×Z2n (S ). Mais ainda, (γ ◦ ϕ)(q) = q, para todo q ∈ V Gn (G ), pois
temos uma bijec¸a˜o entre as partic¸o˜es.
Vamos agora definir h := (γ ◦ ζ)(f) ∈ V Gn (G ). Segue que
ζJ(h) = (ζ ◦ ϕ)((γ ◦ ζ)(f)) = ζ((ϕ ◦ γ)(ζ(f)))
= f,






. . . xgtσ(it)mi,
onde mi = γ(mi).
Queremos provar que h e´ uma identidade polinomial G-graduada de A. Seja
(a1, . . . , an) uma substituic¸a˜o G-admiss´ıvel de h em A, onde ai ∈ A(g) se i ∈ Gg. Como
a a´lgebra de Grasmaan E e´ infinita, podemos escolher os elementos e1, . . . , en ∈ E tais
que e1 · · · en 6= 0 e ei ∈ E1 se, e somente se, i ∈ J . Assim (a1 ⊗ e1, . . . , an ⊗ en) e´ uma
substituic¸a˜o G× Z2-admiss´ıvel de f . Portanto,
0 = f(a1 ⊗ e1, . . . , an ⊗ en) =
∑
αmm(a1 ⊗ e1, . . . , an ⊗ en).
Por outro lado,
m(a1 ⊗ e1, . . . , an ⊗ en) = γ(m)(a1, . . . , an)⊗ v0eσ(i1) . . . vt−1eσ(it)vt
(−1)σγ(m)(a1, . . . , an)⊗ e1 · · · en
onde vi ∈ E0, sa˜o os elementos que comutam, e o termo (−1)σ surgiu do reordenamento
dos termos eσ(i) ∈ E1. Logo,
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0 = f(a1 ⊗ e1, . . . , an ⊗ en) = h(a1, . . . , an)⊗ ei · · · en
e assim h(a1, . . . , an) = 0, pois e1 · · · en 6= 0. Portanto, h ∈ TG(A).
Pelos lemas anteriores, temos uma importante relac¸a˜o que conecta a estrutura de
TG×Z2(A⊗ E) com TG(A). Mais precisamente, seja J ⊂ N, se G e´ uma G-partic¸a˜o de
n̂ e S e´ a G× Z2-partic¸a˜o correspondente, enta˜o
V G×Z2n (S ) ∩ TG×Z2(A⊗ E) = ζJ(V Gn (G ) ∩ TG(A)).
Em particular, vamos fixar a ordem de G, digamos g1 < g2 < . . . < gr e considerar a
ordem lexicogra´fica de G× Z2. Seja
|S (gi,0)| := pi e |S (gi,1)| := qi. (4.1.1)
Note que pi e´ exatamente o nu´mero de varia´veis com G×Z2-grau (gi, 0), qi e´ exatamente
o nu´mero de varia´veis com G×Z2-grau (gi, 1) nos monoˆmios de V G×Z2n (S ). Ale´m disso,
(pi + qi) representa exatamente o nu´mero de varia´veis com G-grau gi nos monoˆmios de
V Gn (G ), para todo i. Enta˜o, |Ggi | := pi + qi e pelo Lema 4.1.6
V G×Z2p1,q1,...,pr,qr(S ) ∩ TG×Z2(A⊗ E) = ζJ(V Gp1+q1,...pr+qr(G ) ∩ TG(A)). (4.1.2)
Mais ainda, temos que
dim(V G×Z2p1,q1,...,pr,qr ∩ TG×Z2(A⊗ E)) = dim(V Gp1+q1,...,pr+qr ∩ TG(A)),
uma vez que ζJ e´ injetiva.
Para ilustrar esta situac¸a˜o, vejamos o seguinte exemplo:















Sendo G uma Z4-partic¸a˜o de 8̂ induzida por m, temos que
G0 = {3; 6};G1 = {2; 5};G2 = {4; 7};G3 = {1; 8}.
Da´ı, segue que |G0| = |G1| = |G2| = |G3| = 2.
Sendo J = {1, 3, 5, 7}, temos que



















S (0,0) = {6};S (0,1) = {3};S (1,0) = {2};S (1,1) = {5}
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S (2,0) = {4};S (2,1) = {7};S (3,0) = {8};S (3,1) = {1}.
Da´ı, segue que |S (0,0)| = |S (0,1)| = |S (1,0)| = |S (1,1)| = |S (2,0)| = |S (2,1)| =
|S (3,0)| = |S (3,1)| = 1.
Enfim,
|G0| = |S (0,0)|+ |S (0,1)| = 1 + 1 = 2
|G1| = |S (1,0)|+ |S (1,1)| = 1 + 1 = 2
|G2| = |S (2,0)|+ |S (2,1)| = 1 + 1 = 2
|G3| = |S (3,0)|+ |S (3,1)| = 1 + 1 = 2.
Mais ainda, conforme dito acima, temos que
m ∈ V Z42,2,2,2(G ) e ζJ(m) ∈ V Z4×Z21,1,1,1,1,1,1,1(S ).
Utilizando resultados conhecidos, vamos agora estudar algumas importantes aplicac¸o˜es
da func¸a˜o ζ e dos lemas anteriores envolvendo codimenso˜es e cocaracteres.
Proposic¸a˜o 4.1.8. Seja A uma PI-a´lgebra G-graduada. Enta˜o
cG×Z2n (A⊗ E) = 2ncGn (A).
Demonstrac¸a˜o. Do artigo [11] de Di Vincezzo e´ conhecido que a G-codimensa˜o de A e















n1!n2! · · ·nr! .
Portanto, para a G× Z2-codimensa˜o de A⊗ E, temos que





p1q1 · · · prqr
)
cG×Z2p1,q1,...,pr,qr(A⊗ E).
De 4.1.2 segue que,




V G×Z2p1,q1,...,pr,qr(A⊗ E) ∩ TG(A⊗ E)
= dim
V Gp1+q1,...,pr+qr(A)
V Gp1+q1,...,pr+qr(A) ∩ TG(A)
.
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Mais ainda, e´ fa´cil ver que(
n


















Enfim, por 4.1.3 segue que

























































































































n1 · · ·nr
)
2n12n2 · · · 2nr .
Assim





















cn(A) existe e e´ um nu´mero inteiro, chamado de expoente de A (ou de var(A).
De modo ana´logo, para uma a´lgebra G-graduada A podemos considerar a sua sequeˆncia
de codimenso˜es cGn (A) e o limite limn
n
√
cGn (A), em que este limite e´ o expoente gradu-
ado de A (ou de var(A)). Apenas resultados parciais sobre a existeˆncia desses limites
sa˜o conhecidos.
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cZ2n (Mp(E)) = 2p
2.















Como Regev descreveu o comportamento assinto´tico da sequeˆncia de codimenso˜es para




2. Logo tomando G = Z2 e









cZ2n (A) = 2p
2.
Vamos agora estudar as sequeˆncias de cocaracteres. Seja S uma G × Z2-partic¸a˜o




os ı´ndices das varia´veis de Z2-grau ı´mpar em V G×Z2n (S ). Recordemos que,
H := H(S ) = Sym(S (g1,0))× Sym(S (g1,1))× . . .× Sym(S (gr,0))× Sym(S (gr,1))
∼= Sp1 × Sq1 × . . .× Spr × Sqr .
Similarmente, seja H(G ) ∼= Sp1+q1 × . . .×Spr+qr o grupo associado a G-partic¸a˜o G .
Note que H ≤ H(G ), logo V Gp1+q1,...,pr+qr e V G×Z2p1,q1,...,pr,qr sa˜o ambos H-mo´dulos.
Segue da teoria das representac¸o˜es de grupos sime´tricos que as representac¸o˜es irre-
dut´ıveis de H e seus caracteres esta˜o em correspondeˆncia bijetiva com as multipartic¸o˜es
〈λ, µ〉 := 〈λ(1), µ(1), . . . , λ(r), µ(r)〉,
onde λi e µi sa˜o partic¸o˜es de pi e qi, respectivamente. Isto ocorre pois existe uma relac¸a˜o
biun´ıvoca entre os caracteres de grupos sime´tricos e suas partic¸o˜es. Mais precisamente
se usarmos os mesmos s´ımbolos λi e µi para denotar os caracteres irredut´ıveis associados
as partic¸o˜es λi e µi, enta˜o o cara´cter do H-mo´dulo irredut´ıvel associado com (λ, µ) e´ o
produto tensorial λ(1)⊗µ(1)⊗. . .⊗λ(r)⊗µ(r). OH-cara´cter do mo´dulo V G×Z2p1,q1,...,pr,qr(A⊗E)
e´ o cocara´cter χG×Z2p1,q1,...,pr,qr(A ⊗ E) e o H-cara´cter de V Gp1+q1,...,pr+qr(A) e´ o cocara´cter
induzido (χGp1+q1,...,pr+qr(A)) ↓ H.
Proposic¸a˜o 4.1.10. Seja
(χGp1+q1,...,pr+qr(A)) ↓ H =
∑
m〈λ,µ〉〈λ, µ〉
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∩ TG(A))) ↓ H.















(i) e´ a partic¸a˜o conjugada de µ(i).
Demonstrac¸a˜o. Como H ∼= Sp1 × Sq1 × . . .× Spr × Sqr , podemos escrever todo h ∈ H
da forma
h = σ1τ1 . . . σrτr ;σi ∈ Spi e τi ∈ Sqi .
Vamos considerar o H-mo´dulo Ku sobre a ac¸a˜o dada por hu := (−1)τ1τ2...τru. Note
que a ac¸a˜o de h e´ dada apenas pelos elementos das partic¸o˜es qi’s, que sa˜o exatamente
os termos de Z2-grau ı´mpar. Da teoria de representac¸o˜es temos que se M e´ H-mo´dulo
irredut´ıvel com cara´cter 〈λ, µ〉, enta˜o o H-cara´cter irredut´ıvel do mo´dulo M ⊗ Ku e´
〈λ, µ′〉, pois o cara´cter de M ⊗Ku e´ do tipo χ〈λ,µ〉 ⊗ χ(1n) = χ〈λ,µ〉′ , por James 6.6 ??,
e como a ac¸a˜o e´ apenas sobre os qi’s a conjugac¸a˜o sera´ apenas sobre seus caracteres.
Sabemos que
V G×Z2p1,q1,...,pr,qr ∩ TGG×Z2(A⊗ E) = ζJ(V Gp1+q1,...,pr+qr ∩ TG(A))
enta˜o, devido ao fato anterior, para completarmos a demonstrac¸a˜o, basta provar que
Vp1+q1,...,pr+qr ⊗Ku ∼=H V G×Z2p1,q1,...,pr,qr




∩ TG(A)). Vamos definir o isomorfismo de espac¸os vetoriais θ por
θ : V Gp1+q1,...,pr+qr ⊗Ku→ ζJ(V Gp1+q1,...,pr+qr ∩ TG(A))
m⊗ u→ ζJ(m)




τ ∈ H, temos que θ(h(m⊗u)) = hθ(m⊗u) e assim θ e´ um isomor-




4.2 Identidades graduadas para A⊗ E 77
σ ∈ Sym(J). Enta˜o,























Assim θ e´ um isomorfismo de H-mo´dulos e segue que o submo´dulo (V Gp1+q1,...,pr+qr ∩
TG(A)) ⊗ Ku tem como imagem isomo´rfica ζJ(V Gp1+q1,...,pr+qr ∩ TG(A)). Como os iso-
morfismo va˜o preservar os caracteres e o cara´cter de (V Gp1+q1,...,pr+qr) ⊗ Ku e´ do tipo
〈λ, µ′〉 o teorema esta´ demonstrado.
4.2 Identidades graduadas para A⊗ E
Seja J = {i1, . . . , ik} ⊂ N com i1 < . . . < ik. Toda permutac¸a˜o α ∈ Sym(J) e´
determinada pela palavra α(i1) . . . α(ik) no alfabeto J . Dado m ∈ N e nu´meros inteiros
positivos t1, . . . , tm tais que t1 + . . .+ tm = k, podemos dividir a palavra α(i1) . . . α(ik)
em um produto de m subpalavras de comprimentos t1, . . . tm e reescrever
α ≡ a1,1 . . . a1,t1︸ ︷︷ ︸
t1
a2,1 . . . a2,t2︸ ︷︷ ︸
t2
. . . am,1 . . . am,tm︸ ︷︷ ︸
tm
.
Se pi ∈ Sm podemos permutar as m subpalavras de α por pi. Assim, definimos a
seguinte permutac¸a˜o de Sym(J):
αpi ≡ api(1),1 . . . api(1),tpi(1)︸ ︷︷ ︸
tpi(1)
api(2),2 . . . api(2),tpi(2)︸ ︷︷ ︸
tpi(2)
. . . api(m),m . . . api(m),tpi(m)︸ ︷︷ ︸
tpi(m)
.
Queremos comparar os sinais de α com o sinal de αpi. Vamos fazer isto da seguinte
maneira: seja
D := {i ∈ m̂ | ti ≡ 1 (mod 2)}
isto e´, D e´ formado pelos ı´ndices dos termos ti que sa˜o ı´mpares. Se D 6= ∅, intro-
duziremos a seguinte notac¸a˜o: l1 < l2 < . . . < ls sa˜o os elementos de D e deletamos
em pi(1) . . . pi(m) as letras que na˜o esta˜o em D. Denotamos por pi a u´nica permutac¸a˜o
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em Sym(D) definida pela palavra obtida desta forma. Mais ainda, esta palavra define
uma u´nica permutac¸a˜o pi1 ∈ Sym(s) tal que
pi(l1) . . . pi(ls) = lpi1(1) . . . lpi1(s).
Antes de irmos ao pro´ximo lema, vejamos o seguinte exemplo:
Exemplo 4.2.1. Tomemos a palavra a1,1a1,2a1,3a2,1a2,2 de comprimento 5. Pela pro´pria
construc¸a˜o e´ evidente que podemos olha-la´ como duas subpalavras de comprimento
3, a1,1a1,2a1,3︸ ︷︷ ︸
3
, e 2, a2,1a2,2︸ ︷︷ ︸
2
. Note que para trocar essas duas palavras de lugar seriam
necessa´rias seis transposic¸o˜es. Para evidenciar isso, observe as transposic¸o˜es necessa´rias
para levarmos a2,1 ate´ a primeira posic¸a˜o:
a1,1a1,2a1,3a2,1a2,2 ↔ a1,1a1,2a2,1a1,3a2,2 ↔ a1,1a2,1a1,2a1,3a2,2 ↔ a2,1a1,1a1,2a1,3a2,2
e o mesmo ocorrera´ para levarmos a2,2 ate´ a segunda posic¸a˜o.
Lema 4.2.2. i. Se D = ∅, enta˜o (−1)αpi = (−1)α para todo pi ∈ Sm.
ii. Se D 6= ∅, enta˜o (−1)αpi = (−1)α(−1)pi1 para todo pi ∈ Sm.
Demonstrac¸a˜o. Como toda permutac¸a˜o em Sm e´ um produto de transposic¸o˜es do tipo
(r r + 1), vamos assumir que pi = (r r + 1). Enta˜o
αpi = a1,1 . . . a1,t1︸ ︷︷ ︸
t1
. . . ar+1,1 . . . ar+1,tr+1︸ ︷︷ ︸
tr+1
ar,1 . . . ar,tr︸ ︷︷ ︸
tr
. . . am,1 . . . a,tm︸ ︷︷ ︸
m,tm
pois apenas as subpalavras de comprimento tr+1 e tr sa˜o mudadas de lugar. Assim, α
pi
e´ obtido por tr · tr+1 transposic¸o˜es de letras subsequentes das palavras de posic¸o˜es r e
r + 1 em α. Portanto, (−1)αpi = (−1)α(−1)tr·tr+1 .
Se D = ∅, enta˜o (−1)αpi = (−1)α, pois tr e tr+1 sa˜o pares. Se D 6= ∅, enta˜o existem
pi ∈ Sym(D) e pi1 ∈ Sym(s), onde, claramente, pi e pi1 tem o mesmo sinal. Mais ainda,
se pelo menos uma entre tr e tr+1 forem pares, enta˜o pi = id e (−1)αpi = (−1)α(−1)pi1 =
(−1)α. Finalmente, assumindo que tr e tr+1 sa˜o ambas ı´mpares, temos que pi = (r r+1)
e (−1)αpi = (−1)α(−1)tr·tr+1 = (−1)α(−1)pi1 , pois tr · tr+1 e´ ı´mpar.
















Defina, Supp{wi} = {j ∈ N | x(g)j aparece em wi para algum g ∈ G} , com i = 1, 2, 3.
Dado J = {1, 3, 5, 7}, temos
|J ∩ Supp{w1}| = 1 = t1
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|J ∩ Supp{w2}| = 2 = t2
|J ∩ Supp{w3}| = 1 = t3.
Note que |J | = t1 + t2 + t3. Considere a palavra de ı´ndices 1, 3, 5, 7 na mesma ordem






. Como uma permutac¸a˜o
α ∈ Sym(J) a palavra pode ser descrita como
α =
(
1 3 5 7
1 3 7 5
)
.
Agora, fazendo bi = ϕJ(wi), temos

















Observe que δ(b1) = 1, δ(b2) = 0 e δ(b3) = 1, onde δ denota o Z2-grau. Veja que
δ(bi) = 1 se, e somente se, ti e´ ı´mpar.
Lema 4.2.4. Sejam f := f(xg11 , . . . , x
gm
m ) ∈ V Gm , w1, . . . , wm monoˆmios em K〈X|G〉
tais que δG(wi) = gi e f(w1, . . . , wm) ∈ V Gn . Seja J ⊂ n̂. Enta˜o existe D ⊂ {1, . . . ,m}
e elementos homogeˆneos b1, . . . , bm ∈ K〈X|G× Z2〉, tais que
i. δG×Z2(bi) = δG×Z2(ϕD(x
gi
i )).
ii. ζJ(f(w1, . . . , wm)) = ±g(b1, . . . , bm), onde g = ζD(f).






pi(1) . . . x
gpi(m)
pi(m) e tome monoˆmios w1,. . . ,
wm tais que w = w1 · · ·wm e´ multilinear, ou seja, os termos em todos os wi’s sa˜o dis-
tintos. Definimos,
Supp(wi) := {j ∈ N | xgj ocorre em wi, para algum g ∈ G}.
Seja J = {i1, . . . , ik} e |J ∩ Supp(wi)| := ti. Como f(w1, . . . , wm) ∈ V Gn , temos que
a unia˜o dos ı´ndices dos wi’s sa˜o iguais a n̂. Logo, todo it ∈ J e´ tal que it ∈ Supp(wj),
para algum j. Assim,
∑m
i=1 ti = k. Sejam
a1,1 . . . a1,t1a2,1 . . . a2,t2 . . . am,1am,tm
as letras de ı´ndices i1, . . . , ik das varia´veis de w na mesma ordem em que aparecem em
w. Isto define a permutac¸a˜o α ∈ Sym(J)
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α =
(
i1 . . . ik




D = {i | ti ≡ 1 (mod 2)},
isto e´, D e´ o ı´ndice dos monoˆmios wi’s tais que a quantidade de elementos de wi que
esta˜o em J e´ ı´mpar. Da´ı ζJ(w) = (−1)αϕJ(w) e, para todo pi ∈ Sm, pelo Lema 4.2.4
obtemos
ζJ(wpi(1) · · ·wpi(m)) = (−1)αpiϕJ(wpi(1) . . . wpi(m)) = (−1)α(−1)pi1ϕJ(wpi(1) · · ·wpi(m))
se D 6= ∅. Por outro lado, se D = ∅, segue que
ζJ(wpi(1) · · ·wpi(m)) = (−1)αpiϕJ(wpi(1) · · ·wpi(m)) = (−1)αϕJ(wpi(1) · · ·wpi(m)).
Agora, seja g o polinoˆmio
g(x
(g1,h1)
1 , . . . , x
(gm,hm)
m ) = ζD(f(x
g1





Observe que, para todo i = 1, . . . ,m o G-grau de bi e wi sa˜o iguas. Ale´m disso, o Z2-
grau de bi e´ par se o Z2-grau de ϕJ(wi) for par e isto ocorre se o nu´mero de varia´veis
de grau ı´mpar em ϕJ(wi) for ı´mpar. Ou seja, bi e´ par se, e somente se, i ∈ D. Mais
ainda, ϕD(x
gi




e a parte i) esta´ demonstrada.
Para completar a demonstrac¸a˜o, observe que se D 6= ∅, temos
g(x
(g1,h1)
1 , . . . , x
(gm,hm)












cpi(−1)pi1ϕD(xgpi(1)pi(1) · · ·x
gpi(m)
pi(m) )
e assim, multiplicando ambos os membros por (−1)α e substituindo os b1, . . . bm, obte-
mos
(−1)αg(b1, . . . , bm) = (−1)α
∑
cpi(−1)pi1bpi(1) · · · bpi(m)
=
∑
cpi(−1)α(−1)pi1ϕJ(wpi(1)) · · ·ϕJ(wpi(m))
=
∑
cpiζJ(wpi(1) · · ·wpi(m))
= ζJ(f(w1, . . . , wm)).
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Analogamente, se D = ∅,
g(x
(g1,h1)
1 , . . . , x
(gm,hm)














pi(1) · · ·x
gpi(m)
pi(m)
e, novamente, multiplicando ambos os membros por (−1)α e substituindo os b1, . . . bm,
temos
(−1)αg(b1, . . . , bm) = (−1)α
∑
cpibpi(1) · · · bpi(m)
=
∑
cpi(−1)αϕJ(wpi(1)) · · ·ϕJ(wpi(m))
=
∑
cpiζJ(wpi(1) · · ·wpi(m))
= ζJ(f(w1, . . . , wm)).
Portanto,
ζJ(f(w1, . . . , wm)) = ±g(b1, . . . , bm),
onde g = ζD(f) e assim a segunda parte do lema esta´ demonstrada.
Teorema 4.2.5. Seja E ⊂ K〈X|G〉 um sistema de geradores multilineares para TG(A).
Enta˜o, o conjunto
{ζJ(f) ∈ K〈X|G× Z2 | f ∈ E , J ⊂ N}
e´ um sistema de geradores multilineares para TG×Z2(A⊗ E).
Demonstrac¸a˜o. Seja U um TG×Z2-ideal gerado por
{ζJ(f) ∈ K〈X|G× Z2〉 | f ∈ E , j ⊂ N}.
Pelo Lema 4.1.4, temos que U ⊂ TG×Z2(A⊗ E), pois ζJ(f) ∈ TG×Z2(A⊗ E). Seja h ∈
TG×Z2(A⊗E). Como charK = 0, podemos assumir que h ∈ V G×Z2p1,q1...,pr,qr∩TG×Z2(A⊗E).
Enta˜o pelo Lema 4.1.6, existe h ∈ V Gp1+q1,...,pr+qr ∩ TG(A) e J ⊂ N tal que h = ζJ(h).
Como h esta´ no TG-ideal gerado por E , segue que
h =
∑
αfuff(w1, . . . , wm)vf
para algum f ∈ E , para alguns monoˆmios uf , vf , wf e escalares αf . Por outro lado,
para cada f
ζJ(uff(w1, . . . , wm)vf ) = ±ζJ(uf )ζJ(f)ζJ(vf )
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e pelo Lema 4.2.4 existe algum D(f) = D ⊂ {1, . . .m} e elementos homogeˆneos bi =
bi(f), com δG×Z2(bi) = δG×Z2(ϕD(x
gi
i )) tais que ζJ(f(w1, . . . , wm)) = ±g(b1, . . . , bm),
para g = ζD(f).
Observe que, em particular, g = ζD(f) esta´ em U e a substituic¸a˜o (b1, . . . , bm) e´
G× Z2-admiss´ıvel, logo g(b1, . . . , bm) ∈ U . Isto implica que
ζJ(h) =
∑
±αfζJ(uf )ζJ(f(w1, . . . , wm))ζJ(vf ) ∈ U,
pois uf , vf sa˜o monoˆmios e ζJ(f(w1, . . . , wm)) = ±g(b1, . . . , bm) ∈ U . Assim, h ∈ U e
TG×Z2(A⊗ E) ⊂ U .
4.3 Identidades Zn × Z2-graduadas de Mn(E)
A primeira aplicac¸a˜o do Teorema 4.2.5 descreve as identidades Zn × Z2-graduadas
da a´lgebra de matrizes Mn(E). Para tal, utilizaremos o resultado de Vasilovsky [35],
no qual foi encontrado um conjunto de geradores para as identidades Zn-graduadas da
a´lgebra Zn-graduada Mn(K). Vasilovsky ja´ havia descrito as identidades polinomiais
Z-graduadas da a´lgebra das matrizes Mn(K) em [34]. Inicialmente, note que podemos
utilizar o Teorema 4.2.5, pois Mn(E) ∼= Mn(K)⊗ (E) e assim se trata de uma a´lgebra
do tipo A⊗ E.

















































































para i ∈ Zn.
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Demonstrac¸a˜o. Por Vasilovsky, [35], o TZn-ideal de Mn(K) e´ gerado pelo conjunto de
monoˆmios multilineares do tipo
{[x01, x02];xi1x−i2 xi3 − xi3x−12 xi1 | i ∈ Zn}.
Pelo Teorema 4.2.5, temos que os elementos ζJ(f), onde f pertence a base do TG-ideal,
formam uma base do TG×Z2-ideal. Enta˜o, variando J ⊂ {1, 2, 3}, onde {1, 2, 3} e´ o
conjunto dos poss´ıveis ı´ndices, temos os geradores de TG×Z2(Mn(E)). Vamos comec¸ar



























2 − x(0,0)2 x(0,0)1 = [x(0,0)1 , x(0,0)2 ].









2 − x(0,0)2 x(0,1)1 = [x(0,1)1 , x(0,0)2 ].









2 − x(0,1)2 x(0,0)1 = [x(0,0)1 , x(0,1)2 ].
Observe que, em todos os casos anteriores σ = τ = id e (−1)σ = (−1)τ = 1. Mais
ainda, o caso J = {2} gera um monoˆmio que e´ consequeˆncia do monoˆmio gerado em
J = {1} e o caso J = {3} gera um monoˆmio ideˆntico ao gerado em J = ∅.














onde σ = id e τ = (12).
Os casos J = {1, 3} e J = {2, 3} geram polinoˆmios ideˆnticos aos gerados em
J = {1} e J = {2}, pois na˜o temos nenhuma varia´vel de sub´ındice 3. Por u´ltimo, o
caso J = {1, 2, 3} e´ ana´logo ao caso anterior, pois novamente na˜o temos varia´vel de
ı´ndice 3. Com isso, conclu´ımos a avaliac¸a˜o do gerador [x01, x
0
2].











3 − xi3x−i2 xi1) = ζJ(xi1x−i2 xi3)− ζJ(xi3x−i2 xi1)
= (−1)σϕJ(xi1x−i2 xi3)− (−1)τϕJ(xi3x−i2 xi1).
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3 − xi3x−i2 xi1) = x(i,0)1 x(−i,0)2 x(i,0)3 − x(i,0)3 x(−i,0)2 x(i,0)1 .







3 − xi3x−i2 xi1) = x(i,1)1 x(−i,0)2 x(i,0)3 − x(i,0)3 x(−i,0)2 x(i,1)1 .







3 − xi3x−i2 xi1) = x(i,0)1 x(−i,1)2 x(i,0)3 − x(i,0)3 x(−i,1)2 x(i,0)1 .







3 − xi3x−i2 xi1) = x(i,0)1 x(−i,0)2 x(i,1)3 − x(i,1)3 x(−i,0)2 x(i,0)1 .
Observe que em todos os casos anteriores σ = τ = id. Mais ainda, o monoˆmio ob-







1 e´ equivalente a −(x(i,1)1 x(−i,0)2 x(i,0)3 − x(i,0)3 x(−i,0)2 x(i,1)1 ), apo´s uma mu-
danc¸a de sub´ındices. Continuando:







3 − xi3x−i2 xi1) = x(i,1)1 x(−i,1)2 x(i,0)3 + x(i,0)3 x(−i,1)2 x(i,1)1 ,
onde σ = id e τ = (12).







3 − xi3x−i2 xi1) = x(i,1)1 x(−i,0)2 x(i,1)3 + x(i,1)3 x(−i,0)2 x(i,1)1 ,
onde σ = id e τ = (13).







3 − xi3x−i2 xi1) = x(i,0)1 x(−i,1)2 x(i,1)3 + x(i,1)3 x(−i,1)2 x(i,0)1 ,
onde σ = id e τ = (13). Mais ainda, note que o monoˆmio obtido neste caso e´ con-
sequeˆncia do obtido em J = {1, 2}.







3 − xi3x−i2 xi1) = x(i,1)1 x(−i,1)2 x(i,1)3 + x(i,1)3 x(−i,1)2 x(i,1)1 ,
onde σ = id e τ = (13).
Portanto, eliminando os casos em os monoˆmios obtidos sa˜o consequeˆncias de outros
ou sa˜o ideˆnticos, chegamos a base do enunciado.
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4.4 A a´lgebra M2(E)
No restante da dissertac¸a˜o, vamos estudar a a´lgebra M2(E). O famoso teorema
estrutural de Kemer diz que as a´lgebras Mk,l(E) ⊗ E e Mk+l(E) sa˜o PI-equivalentes.
Um caso particular deste resultado pode ser demonstrado com o que obtemos.
Teorema 4.4.1. As a´lgebras M1,1(E)⊗ E e M2(E) sa˜o PI-equivalentes.
Demonstrac¸a˜o. Pelo resultado de Di Vincenzo, em [10], as identidades Z2-graduadas
de M1,1(E) sa˜o geradas pelo sistema {[x01, x02], x11x12x13 + x13x12x11}. Enta˜o, variando J ⊂
{1, 2, 3} e usando o Teorema 4.2.5, da mesma forma como foi feito no corola´rio anterior,




























2 − x(0,0)2 x(0,0)1 = [x(0,0)1 , x(0,0)2 ].









2 − x(0,0)2 x(0,1)1 = [x(0,1)1 , x(0,0)2 ].









2 − x(0,1)2 x(0,0)1 = [x(0,0)1 , x(0,1)2 ].
Observe que, em todos os casos anteriores σ = τ = id e (−1)σ = (−1)τ = 1. Mais
ainda, o caso J = {1} gera um monoˆmio que e´ consequeˆncia do monoˆmio gerado em
J = {2} e o caso J = {3} gera um monoˆmio ideˆntico ao gerado em J = ∅.














onde σ = id e τ = (12). O caso J = {1, 2, 3} e´ ana´logo ao caso anterior. Com isso,
conclu´ımos a avaliac¸a˜o do gerador [x01, x
0

































= (−1)σϕJ(x11x12x13) + (−1)τϕJ(x13x12x11).
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3 − x13x12x11) = x(1,0)1 x(1,0)2 x(1,0)3 + x(1,0)3 x(1,0)2 x(1,0)1 .







3 − x13x12x11) = x(1,1)1 x(1,0)2 x(1,0)3 + x(1,0)3 x(1,0)2 x(1,1)1 .













































3 − x(1,1)3 x(1,0)2 x(1,0)1 .
Observe que em todos os casos anteriores σ = τ = id. Mais ainda, o monoˆmio
obtido quando J = {3} e´ consequeˆncia do obtido em J = {1}.



















3 − x(1,0)3 x(1,1)2 x(1,1)1 ,
onde σ = id e τ = (12).



















3 − x(1,1)3 x(1,0)2 x(1,1)1 ,
onde σ = id e τ = (13).



















3 − x(1,1)3 x(1,1)2 x(1,0)1 ,
onde σ = id e τ = (13). Mais ainda, note que o monoˆmio obtido neste caso e´ con-



















3 − x(1,1)3 x(1,1)2 x(1,1)1 ,
onde σ = id e τ = (13).
















































































3 − x(1,1)3 x(1,1)2 x(1,1)1 .

















































































Observe que estas identidades foram obtidas tomando i = 1 ∈ Z2. Na˜o e´ necessa´rio
tomar i = 0 ∈ Z2, pois os polinoˆmios encontrados desta forma sa˜o consequeˆncias dos
polinoˆmios anteriormente descritos.
Assim, os geradores obtidos para TZ2×Z2(M2(E)) e TZ2×Z2(M1,1(E)⊗E) coincidem a
menos de sinal. Para acabar com este problema, vamos tomar o seguinte automorfismo
de Z2 × Z2:
l :=
(0, 1)→ (0, 1)(1, 0)→ (1, 1) .







































que e´ um polinoˆmio pertencente a base de TZ2×Z2(M2(E)).
Com respeito a Z2×Z2-graduac¸a˜o, TZ2×Z2(M2(E)) possui os mesmo geradores que
TZ2×Z2(M1,1(E)⊗(E)). Logo, TZ2×Z2(M1,1(E)⊗E) = TZ2×Z2(M2(E)) e pelo Lema 2.3.5
as a´lgebras sa˜o PI-equivalentes.
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Agora, vamos descrever os cocaracteres para o TZ2×Z2-ideal de M2(E). Primeira-
mente, pelo resultado de Di Vicenzo [10], temos:
Lema 4.4.2. Considere M2(K) com a Z2-graduac¸a˜o natural. Enta˜o,
χZ2n,0(M2(K)) = n










Vamos enta˜o demonstrar que:
Lema 4.4.3. Sejam H := Sp1 × Sq1 × Sp2 × Sq2, n = p1 + q1 e m = p2 + q2. Enta˜o,















m〈λ〉 = (k1 + 1)(k2 + 1)((a1 − b1) + (c1 − d1)− (k1 − 1))
e ki := min{ai − bi, ci − di}. Se m = 0, enta˜o
XZ2n,0(M2(K)) ↓ H = p1 ⊗ p2 .
Demonstrac¸a˜o. O lema anterior ja´ caracteriza os cocaracteres de M2(K) e estes sa˜o
do tipo υ ⊗ µ, onde υ e´ um caracter gerado pela partic¸a˜o (n1, n2) de n e µ e´ um
cara´cter gerado pela partic¸a˜o (m1,m2) de m. Ale´m disto ja´ conhecemos os coeficientes
que acompanham cada um destes termos. Assim, determinar χZ2(M2(K)) ↓ H e´
equivalente a determinar (υ ⊗ µ) ↓ H, para cada υ ⊗ µ pertencente a base.
Observe que,
(υ ⊗ µ) ↓ H = υ ↓ (Sp1 × Sq1)⊗ µ ↓ (Sp2 × Sq2),
pois (p1, q1) e´ uma partic¸a˜o de n assim como υ e o mesmo para (p2, q2) e µ. Por se
tratarem de casos ana´logos, basta calcular a multiplicidade de cada componente da
decomposic¸a˜o de υ = (n1, n2) ↓ Sp1 × Sq1 .
Pela regra de Littlewood-Richardson, cada componente da imersa˜o de (n1, n2) ↓
Sp1 × Sq1 e´ do tipo














↓ Sp1 × Sp2


















para 0 ≤ h ≤ k := min{a − b, c − d}, onde cada um entre este tem multiplicidade 1.
O diagrama acima foi obtido utilizando a Regra de Littlewood-Richardson, retirando
box’s das primeiras linhas e colocando na segunda. Assim, pelo Lema 4.4.2, temos













k2((a1−b1)+(c1−d1)−2h1 +1) ·(a1, b1)⊗(c1, d1)⊗(a2, b2)⊗(c2, d2).
O coeficiente foi encontrado da seguinte forma: como n1 = a1 + c1 − h e n2 =
b1 + a1 + h, segue que
n1 − n2 + 1 = a1 + c1 − h− (b1 + d1 + h) + 1
= (a1 − b1) + (c1 − d1)− 2h+ 1.
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Logo





























= (k1 + 1)(k2 + 1)((a1 − b1) + (c1 − d1) + 1)− 2(k2 + 1)(k1)(k1 + 1)
2
= (k1 + 1)(k2 + 1)((a1 − b1) + (c1 − d1)− (k1 − 1)).
O caso m = 0 segue diretamente da primeira parte do Lema 4.4.2.

















m〈λ〉 = (k1 + 1)(k2 + 1)((a1 − b1) + (c1 − d1)− (k1 − 1)),
4.5 Considerac¸o˜es Finais 91
com ki := min{ai − bi, ci − di}. Em particular,




Durante esta dissertac¸a˜o, mostramos a PI-equivaleˆncia entre as a´lgebras do tipo
Mα(E)⊗Mβ(E) que em particular resulta na PI-equivaleˆncia entre as a´lgebrasMp,q(E)⊗
Mr,s(E) e Mpr+qs,ps+qr(E). Tambe´m demonstramos que as a´lgebras M1,1(E) ⊗ E e
M2(E) sa˜o PI-equivalentes. Ressaltamos que estas equivaleˆncias sa˜o va´lidas apenas
sobre corpos de caracter´ıstica zero.
Para corpos de caracter´ıstica p 6= 2 primo foi demonstrado em [4] e [5] que M1,1(E)⊗
E e M2(E) na˜o sa˜o PI-equivalentes, o mesmo ocorrendo com E⊗E e M1,1(E). O caso
Mp+q(E) e Mp,q(E)⊗E foi provado em [28]. Bem como tambe´m a na˜o PI-equivaleˆncia
entre Ma,b(E) ⊗M1,1(E) e Ma+b,a+b(E). Em [1] foi provado que Ma,b(E) ⊗Mc,d(E) e
Mac+bc,ad+bc(E) na˜o sa˜o PI-equivalentes.
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