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Abstract
In this paper we review the formal derivation of different classes of kinetic equations for
long range potentials. We consider suitable scaling limits for Lorentz and Rayleigh gases
as well as interacting particle systems whose dynamics can be approximated by means
of kinetic equations. The resulting kinetic equations are the Landau and the Balescu-
Lenard equations. In the derivation of the kinetic equations particular emphasis is made
in the fact that all the kinetic regimes can be obtained approximating the dynamics of
the interacting particle systems by the evolution of a single particle in a random force
field with a friction term which is due to the interaction with the surrounding particles.
The case of particles interacting by means of Coulombian potentials as well as the cutoffs
which yield the so-called Coulombian logarithm are discussed in detail.
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1 Introduction
It is well known that a large class of many particle systems which evolve by means of New-
ton equations can be described, under suitable assumptions on the potentials describing the
particle interactions, by means of a function f (x, v, t) which yields the density of particles in
the phase space (x, v) ∈ R3 × R3. The evolution of the function f (x, v, t) , which is usually
termed as one-particle distribution function, in these cases is given by a kinetic equation.
Some examples of kinetic equations are the Boltzmann equation, the Landau equation and
the Balescu-Lenard equation.
The specific kinetic equation which describes a given scaling limit of interacting particles
systems depends on the properties of the potentials which describe the interaction between
the particles as well as on the scalings assumed for the magnitudes describing the interaction
potential, like the strength and range of the potential as well as other properties of the
potential which will be described in detail in this paper.
One of the main goals of kinetic theory is to describe a system of particles whose evolution
is given by the equations:
dXj
dτ
= Vj ,
dVj
dτ
= −
∑
k
∇Φε (Xj −Xk) , j ∈ S (1.1)
where S is a (countable) set of indexes. The potentials Φε (X) = Φ (X; ε) depend on a
parameter ε which eventually will be sent to zero. The problem is to characterize the families
of potentials Φε for which it is possible to describe the evolution of the system by means
of an equation for the one-particle distribution function f (x, v, t). A precise definition of
this function will be given later. We will assume in all the following that the velocities of
the particles are of order one. This can always be assumed by means of a suitable change
in the unit of time. Notice that the microscopic variables are denoted as X,V, τ while the
macroscopic variables, which will be defined in detail later, will be denoted as x, v, t. We
assume that for a typical particle, |Vk| and |vk| are of order one and also that the typical
microscopic distance between two particles is of order one, i.e. |Xj −Xk| ∼ 1.
We now describe some families of problems which are simpler than (1.1), but that will allow
to approximate the dynamics of (1.1) in a suitable asymptotic limit. The common feature of
these models is that they describe the dynamics of a tagged particle that moves in a random
medium. More precisely, we are interested in the evolution of a particle characterized by its
position and velocity (X (τ) , V (τ)) whose dynamics is given by the system of equations:
dX
dτ
= V ,
dV
dτ
= −Λε (V ) + Fε (X, τ ;ω) (1.2)
where Fε is a random force field defined for ω in a suitable probability space Ω and Λε (V )
is a function of the velocity which can be thought of as a friction term which depends only
on the particle velocity V. Notice that we will not assume that Λε (V ) and V are necessarily
parallel.
We will assume that the initial positions and velocities {(Xj , Vj) : j ∈ S} in (1.1) are
chosen according to some probability distribution which is spatially homogeneous and with a
distribution of velocities g = g (v) . In order to make precise the connection between (1.1) and
(1.2) we must choose the random force field Fε and the friction term Λε (V ) as functionals of
g, i.e.:
Λε (V ) = Λε (V ; g) , Fε (X, τ ;ω) = Fε (X, τ ;ω; g) . (1.3)
3
The precise form of this functionals will be described in Section 5.2. In most of the paper
we will restrict ourselves to the study of spatially homogeneous particle distributions. There-
fore, we will assume that the random field Fε (X, τ ;ω) is invariant under space translations.
Some examples of non-homogeneous particle distributions will be discussed in Section 8.3. In
this case, in order to obtain consistent kinetic limits we need to assume that the length scale
of the inhomogeneities is comparable to the mean free path of the system.
A second type of dynamical systems which we will consider in this paper and that might be
used to approximate the dynamics of the system (1.1) are the so-called Rayleigh gases. These
systems give the evolution of a tagged particle in the force field generated by a countable
set S of infinitely many particles (scatterers), each of them is the center of a potential field.
Moreover, it is assumed that the particles in the tagged particle and the scatterers interact by
means of the usual Newton’s laws, but that the scatterers do not interact among themselves.
Suppose that we denote the position and velocity of the tagged particle as (X,V ) and the
positions and velocities of the scatterers as {(Yk,Wk)}k∈S . We will take a system of units in
which the mass of the tagged particle is 1 and we will restrict for the moment to the case
in which the mass of all the scatterers and the tagged particle is the same. Then, the set of
equations describing the dynamics of a Rayleigh gas is:
dX
dτ
= V ,
dV
dτ
= −
∑
j∈S
∇φε (X − Yj)
dYk
dτ
=Wk ,
dWk
dτ
= −∇φε (Yk −X) , k ∈ S (1.4)
where we assume that φε is the interaction potential which gives the interaction between the
tagged particle and each of the scatterers.
Note that from the physical point of view, this Rayleigh gas system is a good approxima-
tion for the dynamics of a tracer particle moving in a background of particles for which their
mean free path is much larger than the mean free path of the tracer particles. Rayleigh gases
have been extensively studied (cf. [6], [48], [49] and [10]). We remark that we call Rayleigh
gas the system that is denoted as ideal Rayleigh gas in [49] (see also [39]).
We can characterize a Rayleigh gas by means of a random point process in the phase space
R3 × R3. A class of measures which are extensively used in kinetic theory are the generalized
Poisson measures. This measures are uniquely characterized by a (typically nonfinite) measure
g ∈ M+
(
R3 × R3) defined in the phase space R3 × R3. Then, the corresponding probability
measure is determined uniquely assuming that the particles are independently distributed
and that the average number of particles in a Borel set A ⊂ R3 × R3 is given by:∫
A
g (dX, dV ) . (1.5)
It will be convenient to consider measures g yielding bounded particles densities in the
space of particle positions. These measures satisfy:
ρ ∈ L∞ (R3) , (1.6a)
where ρ is defined by
ρ (X) =
∫
R3
g (X, dV ) . (1.7)
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We can define a random evolution for the tagged particle (X,V ) assuming that the initial
distribution of scatterers in the phase space is given by a probability distribution. We will
restrict ourselves to the case in which the initial distribution of scatterers {(Yk (0) ,Wk (0))}k∈S
is determined using a generalized Poisson probability distribution associated to a measure g
in the phase space.
Notice that we can assume that the scatterers generate a random force field Fε (X, τ) =
−∑j∈S∇φε (X − Yj) . However, the problem (1.4) is different from (1.2) because the force
field Fε (X, τ) is modified by the tagged particle (X,V ) , while in the dynamics (1.2) the time
dependent force field Fε (X, τ ;ω) is unaffected by the tagged particle. Nevertheless, it turns
out that in some rescaling limits which will be made precise in Subsection 5.2, it is possible
to approximate the dynamics given by (1.4) using the much simpler dynamics (1.2).
In this paper we are mostly concerned with the kinetic limits associated to the many
particle system (1.1) for long range potentials. Precise definitions will be in Section , but we
can say here by definiteness that these are weak interaction potentials with a range much larger
than the typical distance between particles. In this situation, under suitable assumptions,
there exists a macroscopic time scale Tε which is much larger than time required for a particle
to travel the typical distance between particles. The time Tε is the typical time in which the
velocity of one particle changes by an amount of order one. We can define a macroscopic time
variable t = τTε . It turns out that in some scaling limits (see Section 5) we can approximate
for small but macroscopic times, the dynamics (1.1) by means of at least one of the dynamics
(1.2), (1.4) depending on the form of the interaction potentials.
More precisely, in order to describe in which sense the solutions of the system (1.1) can be
approximated by those of the systems (1.2) or (1.4), we need to introduce the concept of one-
particle distribution, which we will define in the general situation in which the particles are not
distributed in a homogeneous manner in space. We will assume that the particle configurations
are chosen according to a generalized Poisson distribution P˜0 which is completely determined
by means of a measure f0 ∈ M+
(
R3 × R3) (cf. (1.5)), which is usually referred to as intensity
measure. We will assume also that the density ρ0 defined by means of ρ0 (X) =
∫
R3
f0 (X, dV )
satisfies ρ0 ∈ L∞
(
R3
)
(cf. (1.6a), (1.7)). Suppose that we choose a particle configuration{(
X˜j , V˜j
)}
according to the probability measure P˜0 and we make evolve each of the particles
this configuration by means of anyone of the dynamics (1.2), (1.4). The evolution of each of
the particles of this configuration is assumed to be independent of the others. Notice that in
particular in the case of the evolution (1.4) this requires to assume that the distribution of
scatterers {(Xk, Vk) : k ∈ S} appearing in (1.2) is chosen in an independent manner for each
of the particles where the evolution of each of the particles in
{(
X˜j, V˜j
)}
is independent
from the others. This yields an evolution of the original probability measure P˜ε0 to a new
probability measure P˜ετ . For the particular evolution just described the probability measure
P˜ετ is a new generalized Poisson measure for any τ > 0 due to the fact that the particles{(
X˜j , V˜j
)}
evolve independently from each other. Therefore the probability measure P˜ετ can
be completely characterized by means of a density fε (X,V ; τ) in the phase space.
It turns out that for suitable choices of the random force fields Fε and friction coefficients
Λε in (1.2) or the interaction potentials φε in (1.4) we can approximate the evolution of the
functions fε (X,V ; τ) as ε→ 0 by means of a function f which satisfies a Markovian integro-
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differential equation. More precisely, the following limit exists in the sense of measures:
f (x, v, t) = lim
ε→0
fε (Tεx, v;Tεt) (1.8)
where Tε is the macroscopic time scale defined above and it satisfies limε→0 Tε =∞.Moreover,
the measure f solves a linear equation with the form:
∂tf + v · ∂xf = K [f(t, x, ·)] (v) , f (·, ·, 0) = f0(·) (1.9)
where K [·] is an integro-differential operator, depending on the type of interactions acting
only on the velocity variable of f for each fixed x. Their precise form for different types of
particle interactions will be described in Section 5. We will denote the variables x and t in
(1.8) as macroscopic space and macroscopic time respectively.
Equation (1.9) contains all the information about the kinetic regime which gives the
dynamics as ε → 0 for particles evolving according to (1.2) or (1.4). If we consider random
force fields depending on a distribution g of particle velocities as in (1.3) we would obtain a
collision operator K [·] depending also on g. Then, the corresponding kinetic equation would
take the form:
∂tf + v · ∇xf = K [f ; g] (1.10)
where the operator f → K [f ; g] acts only on the variables v of f at each point x ∈ R3. Then,
in the homogeneous case (1.10) reduces to:
∂tf = K [f ; g] . (1.11)
We can now state the relation between the kinetic limit for the dynamic of the many
particle system given by (1.1) and the kinetic limits for (1.2) and (1.4) described above. Sup-
pose that we define a generalized Poisson measure P0 given by a density f0 ∈ M+
(
R3 × R3)
as above. We consider then the evolution of the particle configurations by means of (1.1).
Assuming the dynamics (1.1) is well-defined with P0−probability one, we can define the as-
sociated evolution mapping U τ :
U τε ((Xk, Vk)k∈S) = (Xk(τ), Vk(τ)),
with associated inverse U−τ . This defined then define a new measure Pεt for each positive
time by means of
P
ε
τ = P0 ◦ U−τε .
In the case of the evolution given by (1.1) the new probability measure is not a generalized
Poisson measure for positive times anymore. The difference between the probability measure
Pετ and a generalized Poisson measure is usually measured using the correlation functions
appearing in the BBGKY hierarchies ([11], [14], [47]), although we will not use this approach
in most of this paper (except by a short discussion in Section 6). However, in the kinetic
regime, the probability measures Pετ converge as ε → 0 to a generalized Poisson measure
which can be characterized by a measure f in the phase space. We claim that in the kinetic
regime the evolution of the measure can be computed by means of the nonlinear equation:
∂tf + v · ∂xf = Q [f ] , (1.12)
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where Q is given by
Q [f ] = K [f ; f ] (1.13)
and K [·; g] is the collision operator for the reduced model in (1.10), associated to the density
g. In the case of homogeneous particle distributions (1.12) reduces to:
∂tf = Q [f ] . (1.14)
The rationale behind the closure assumption is the following. Suppose that at a given
time t the distribution of particles in the phase space is characterized by the measure f (·, t) .
We claim that the evolution of an individual particle can be approximated, at least for small
macroscopic times for which f is approximately constant, by means of one of the dynamics
(1.2) or (1.4) with a distribution of particles given by g = f (·, t) . Therefore, due to (1.10),
the distribution of particles at time t+ h can be expected to be given by:
f (x, v, t+ h) = f (x, v, t) + h [−v · ∂xf (x, v, t) +K [f ; f (x, v, t)]] (x, v, t) (1.15)
and taking the limit h→ 0 we obtain (1.12), (1.13).
The operator K in (1.15) is the corresponding one to the kinetic limit associated to (1.2)
or (1.4), depending on the type of interaction under consideration. On the other hand, as we
indicated above, the dynamics of the Rayleigh gases described by the equations (1.4), can be
approximated in the case of long range interactions and in the kinetic limit by means of the
dynamics of a tagged particle with friction moving in a random force field (cf. (1.2)). This
will allow to derive in all the cases the kinetic equations for long range potentials, deriving
the corresponding kinetic limits for (1.2), a task much simpler than to derive kinetic limits for
the original system of equations (1.1). One of the main questions that needs to be answered
in order to fulfill this program is to obtain the formulas for the random force field Fε and the
friction coefficient Λε appearing in (1.2) from the interactions φε for the Rayleigh gas (1.4).
This will be made in Subsection 5.2.
It is worth to remark that the approximation of the dynamics of a particle moving in a
”medium” which consists in large number of particles by means of one equation with the form
(1.2) is extensively used in Statistical Physics, not only in situations in which the dynamics of
the system can be approximated by a kinetic equation. A well known example is the descrip-
tion of the Brownian motion of a particle in a viscous fluid. The dynamics of the Brownian
particle can be approximated using a Langevin equation, which contains a friction term acting
on the Brownian particle, and a random term (white noise). The main difference between
this problem and the problems considered in this paper is that to find the connection between
the microscopic dynamics and the macroscopic coefficient characterizing the properties of the
medium (in this case the friction coefficient), cannot be made in a manner so explicit in the
case of a viscous fluid (described by Stokes equations) as in the cases in which the dynamics of
the medium can be approximated by a kinetic equation. It is well known that there is general
formula connecting the properties of the noise term in (1.2) with the friction coefficient known
as the fluctuation-dissipation Theorem (cf. [28]). The fluctuation-dissipation theorem can be
expected to hold for systems in which there exists a mechanism driving the distribution of
the scatterers to an equilibrium (i.e. not for Rayleigh gases). This connection between noise
and friction is due to the fact that the equilibrium distribution at a given temperature is the
Gibbs distribution, which in the kinetic regime reduces to Maxwellian distributions for both
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the tagged particle and the scatterers. The variances of the velocities are related through
the principle of equipartition of energy which holds at equilibrium. The equation describing
the evolution of the tagged particle is a Fokker-Planck equation containing a friction- and a
diffusive term in the space of velocities, which must be related in order to yield the decided
value of the variance.
Three classes of kinetic equations with the form (1.12), (1.13) have been used extensively
in the physics literature to approximate the dynamics of systems described by means of (1.1),
namely the Boltzmann equation, the Landau equation and the Balescu-Lenard equation. The
kinetic approximations are valid if the characteristic potential energy of each particle does
not exceed its kinetic energy. This means that the particle trajectories are nearly rectilinear
over lengths of the order of the typical distance between particles due to the weakness of the
interactions. However, this might happen in two different ways. First we can have strong
interactions, with a range much shorter than the typical particle distance. In this case, the
particles of the system interact rarely, but when they do, they experience velocity deflections
of order one. The resulting kinetic equation is the Boltzmann equation. The second possibility
is to have weak interaction potentials between particles with a range comparable larger or
equal than the typical particle distance. In this case the deviations of the trajectory from a
rectilinear path are due to the accumulation of many small random deflections which are due
to the interaction with many different particles. In this case the resulting kinetic equation
is the Landau or the Balescu-Lenard equation. The difference between Landau and Balescu-
Lenard stems from the different forms of the random force field Fε and the friction coefficient
Λε in (1.2). Details about the computation of Fε and Λε from the particle interactions will be
given in Subsection 5.2. Here we just indicate that in the cases in which the Landau equation
is applicable, Fε and Λε are computed assuming that scatterers move in straight lines. In the
case in which the limit kinetic equation is Balescu-Lenard, we must take into account in the
computation of Fε and Λε the interactions between the scatterers among themselves. The
alternative depends on the type of interactions taking place between the particles in (1.1). In
the cases in which the Balescu-Lenard equation is applicable, the mutual interactions between
the scatterers can be described using a single function which is usually termed as dielectric
constant. This function and its main properties will be discussed in Subsection 5.2.1. Notice
that the Landau equation is just a particular case of the Balescu-Lenard equation in which
the dielectric function is just one.
It is worth to mention that the Landau equation can arise as a kinetic limit of (1.1) for
some short range potentials. The typical situation in which this can happen is the so-called
grazing collisions limit which is characterized by weak interaction potentials with a range
much shorter or comparable to the typical particle distance. In such a systems the changes
in the velocity of one particle are due to the sum of the effects of many pairwise independent
weak collisions, each of them yielding small deflections. We refer for instance to [2, 15, 16],
[22].
In principle, it is not possible to approximate (1.1) by means of the dynamics (1.2) in
the case in which the resulting kinetic equation is a Boltzmann equation. This is due to the
fact that the friction term Λε in (1.2) is due to the long range interaction of many scatterers
acting on the tagged particle, while in the cases in which the kinetic regime is the Boltzmann
equation the interactions between particles are due only to pairwise collisions. Therefore, the
Boltzmann kinetic regime can be obtained only approximating (1.1) by means of a Rayleigh
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gas dynamics as in (1.4). However, it will be seen in Subsection 5.6 that the dynamics of a
tagged particle in such a Rayleigh gas can be replaced in the case of hard sphere potentials
by a new system with inelastic collisions which in the limit ε → 0 yields the same kinetic
dynamics as the original Rayleigh gas. The inelastic collisions can be thought as the analogous
of the friction coefficient Λε in the Boltzmann kinetic regime.
The derivation of the three types of kinetic equations discussed above has been extensively
considered in the physical literature. The Landau and the Balescu-Lenard equations have been
considered mostly in the plasma physics literature, in the particular case in which the particles
interact by means of Coulomb potentials. We will consider this case in Subsection 5.2.2, as
well as more general interaction potentials.
The connection between the Balescu-Lenard equation and the dynamics of tagged particles
in effective media has been pointed out by several authors (cf. [29, 30, 33, 40]). The roots of
some of the ideas explained above in order to obtain the kinetic limit of systems of particles
interacting by means of long range potentials can be found in the seminal paper by Bogoliubov
([11]), in which the fluctuations of the particle distributions are described using BBGKY
hierarchies (see also [4, 5, 35]).
The kinetic limits which describe the dynamics of a tagged particle moving among a set
of fixed scatterers has been considered in [38]. Systems in which a tracer particle interacts
with scatterers which are not affected by the tracer particle are usually called Lorentz gases.
The Lorentz gas can be obtained as a formal limit of a Rayleigh gas in which the mass of the
scatterers is much larger than the mass of the tagged particle.
In this case the distribution function f(x, v, t) yields the probability of finding the tagged
particle at a position of the phase space. The evolution of this function is described in the
resulting kinetic limits studied in [38] either by a linear Boltzmann equation or by a linear
Landau equation.
The main conclusion obtained in [38] for Lorentz gases are the following. The description
of f (x, v, t) by means of a kinetic equation is possible only if the kinetic energy of a typical
particle is much larger than its potential energy. As indicated above this can happen in two
different ways, namely because the range of the potentials is much shorter than the average
particle distance, or because the interaction potentials are very weak and the tagged particle
deflections are due to the addition of many small independent deflections due to different
particles. It has been see in [38] that in order to decide if the limit kinetic equation is a
Boltzmann or a Landau equation it is convenient to compute two different time scales TBG
and TL which are denoted as Boltzmann-Grad and Landau time scales respectively. The time
TBG is the typical time in which the tagged particle arrives sufficiently close to one scatterer
to experience a deflection of its velocity comparable to the velocity itself. The time scale TL
is the characteristic time in which the velocity of the tagged particle experiences a change
comparable to it due to the accumulation of small random deflections.
It was seen in [38] that the dynamics of a tagged particle can be described by means of a
linear Boltzmann equation if 1≪ TBG ≪ TL. On the other hand, the description by means of
a Landau equation is possible if 1≪ TL ≪ TBG. The time scale in which the kinetic evolution
takes place is Tε = min {TBG, TL} . A second condition which the interactions must satisfy is
that they must become independent on distances of order Tε (assuming that the characteristic
velocity of the tagged particle is of order one). Actually, it has been seen in [38] that for some
choices of interaction potentials the deflections of the tagged particles at times of the same
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order as Tε = TL have correlations of order one and the resulting limit dynamics cannot be
described by a kinetic equation.
It turns out that in interacting particle systems (cf. (1.1)), as well as in Rayleigh gases,
it is possible to define in an analogous manner the characteristic time scales TBG and TL. As
in the Lorentz gases, these time scales allow us to determine whether the particle system can
be described as a kinetic limit, and whether the resulting equation is a Boltzmann equation
or a Landau/Balescu-Lenard equation. If we assume that the particle velocities are of order
one the mean free path is Tε. The two conditions required to obtain a kinetic equation in the
limit ε → 0 are the same as those obtained in the case of fixed scatterers, namely that the
mean free path is much larger than the typical particle distance (i.e. Tε ≫ 1) and that the
deflections of the particle velocities for particles at distances larger than the mean free path
become uncorrelated as ε→ 0.
1.1 Notation and structure of the paper.
We will use the following notation in this paper:
N∗ = {0, 1, 2, 3, ....} , N = {1, 2, 3, ....} (1.16)
For a function or measure g(x, v) on the phase space, we denote the associated spatial density
by ρ[g] by:
ρ[g] (x) =
∫
R3
g (x,w) dw. (1.17)
The plan of the paper is the following. In Section 2 we summarize the different kinetic
equations that can be obtained to approximate the dynamics of systems with the form (1.1)
in suitable asymptotic limits. Section 3 summarizes the main properties of random force
fields generated by systems of moving particles. Section 4 introduces the Boltzmann time
scale and the Landau time scale in a manner analogous to [38]. Section 5, which is the main
of the paper shows how to approximate the dynamics of both a tagged particle in a Rayleigh
gas (cf. (1.4)) or a system of interacting particles (cf. (1.1)) by means of kinetic equations,
in cases in which the interactions take place by means of long range potentials. Section 6
compares the approach used in Section 5 to derive kinetic equations with the classical approach
based in BBKGY hierarchies. Moreover, this approach allows to obtain probability measures
yielding the distribution of particles for times t > 0. Section 7 contains a description of some
phenomena associated to the Vlasov equation which play an important role in the theory
of this equation in the whole space R3. In Section 8 we discuss Rayleigh gases described by
equations with the form (1.4) in the case in which the mass of the scatterers is very large. It
turns out that in that case the dynamics of the tagged particle can be approximated as the
motion of a tagged particle moving in a static random force field, i.e. a Lorentz gas. Finally in
Section 9 we discuss how to adapt the previous ideas to the case of spatially nonhomogeneous
distributions.
2 Kinetic descriptions of many particle systems.
We summarize in this Section the different kinetic equations which approximate the dynamics
of systems of particles described by the equations (1.1) as well as the form of the interaction
potentials and the asymptotic limits in which such kinetic approximation is valid.
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We recall briefly the features that characterize each of the models at the level of particles:
Model
Scatterers influence
tagged particle
Tagged particle
influences scattereres
Scatterers influence
other scatterers
Lorentz gas Yes No No
Rayleigh gas Yes Yes No
Interacting particle
system
Yes Yes Yes
Model
Momentum conserved
in the collisions
Energy conserved
in the collisions
Lorentz gas No
No (moving scatterers)
Yes (fixed scatterers)
Rayleigh gas Yes Yes
Interacting particle
system
Yes Yes
2.1 Evolution of a tagged particle in a Lorentz gas.
In the next three Subsections we describe the kinetic equations which describe the behaviour
of Lorentz and Rayleigh gases as well as interacting particle systems in suitable kinetic limits
and for suitable classes of potentials. We restrict ourselves here for simplicity to the case of
spatially homogeneous systems.
The dynamics of a tagged particle in a Lorentz gas is described by the following set of
evolution equations:
dX
dτ
= V ,
dV
dτ
= −
∑
j∈S
∇φε (X − Yj)
dYk
dτ
=Wk ,
dWk
dτ
= 0 , k ∈ S (2.1)
We observe that the Lorentz gas can be thought as the interaction of tagged particles with
a random force field (static or moving).
As it has been proved in [38] it is possible to show that different linear kinetic evolution
equation arise, for a given scaling, depending on the decay s as well as on the singularities
of the interaction potential, assuming that all the scatterers are at rest, i.e. Wk = 0 for all
k ∈ S. Using similar methods, it is possible to obtain the following equations describing the
evolution of the distribution of velocities f (v, t) which characterizes the tagged particle. We
assume in all the following that the typical interparticle distance between scatterers is d = 1.
We will assume also that the mean free path is much larger than the interparticle distance,
i.e. ℓε >> d. We then have the following possibilities.
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(1) For potentials with the form Φε (Y ) = V
( |Y |
ε
)
, with ε→ 0 and V (s) decreasing faster
than 1sα , with α > 1, the kinetic time scale is Tε =
1
ε2 and the resulting equation is
the linear Boltzmann (with an additional averaging due to the possible distribution of
velocities of the scatterers):
∂tf (v, t) = LB(f)(v, t)
LB(f)(v) =
∫
R3
dv∗
∫
S2
dω B˜ (ω · (v − v∗) , |v − v∗|) g (v∗)
[
f
(
v′
)− f (v)] (2.2)
where
v′ = v − 2 (ω · (v − v∗))ω
The cross section B˜ is different from the one computed for the usual collisions between
two particles because we assume that the scatterer is not affected by the tagged particle.
The simplest way of studying this scattering process is to use a coordinate system moving
at the scatterer speed v∗. Notice that the solutions of (2.2) do not preserve the energy
or momentum for the distribution of tagged particles, something that could be expected
since these quantities are not preserved in the individual collisions.
(2) For potentials with the form Φε (Y ) = εV (ε
α |Y |) , with ε→ 0, α < 25 , V (s) decreasing
faster than 1sα as s → ∞, with α > 1, assuming that the average particle distance is
d = 1. and choosing the time scale Tε = ε
4α−2 which satisfies Tε ≫ 1 as ε → 0 we
obtain that the distribution of particle velocities of the tagged particle f (v, t) solves the
kinetic equation
∂tf (v, t) = LL(f)(v, t)
LL(f)(v) =
∑
j,k
∫
R3
dv∗g (v∗) ∂j
(
κ
(
δj,k −
(v − v∗)j (v − v∗)k
|v − v∗|2
)
∂kf (v, t)
)
(2.3)
where κ is the diffusion coefficient in the space of particle velocities, which is given by:
κ =
π
2
1
|v − v∗|
∫ ∞
0
dk|Vˆ (|k|)|2|k| (2.4)
and Vˆ is the Fourier transform of V . Similar equations can be obtained in the case
of potentials V (s) behaving as 1s as s → ∞. Nevertheless the formula (2.4) has to be
modified, due to the presence of logarithmic divergences. These divergences can be
compensated by means of a suitable change in the time scale. We refer to Subsection
4.2 for details about this case. A similar situation can be seen in the case of fixed
scatterers in Subsection 3.2 of [38].
The solutions of (2.3) do not preserve neither the energy or the momentum of the particle
distribution f (v, t) . It is worth to remark that the equations obtained in [38] in the case of
scatterers at rest can be obtained as special cases of the equations (2.2), (2.3) just taking the
distribution g (v∗) = δ (v∗) . Actually, more general classes of potentials than those described
in the point (2), including potentials V (s) behaving as Coulombian potentials for large s,
have been considered in [38]. In such a cases a logarithmic correction, termed as Coulom-
bian logarithm, must be included in the time scale Tε. The Coulombian logarithm will be
extensively discussed later.
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2.2 Evolution of a tagged particle in a Rayleigh gas.
We summarize now the classes of kinetic equations that can be obtained for Rayleigh gases.
We recall that the set of equations describing the dynamics of a Rayleigh gas is given by (1.4),
namely
dX
dτ
= V ,
dV
dτ
= −
∑
j∈S
∇φε (X − Yj)
dYk
dτ
=Wk ,
dWk
dτ
= −∇φε (Yk −X) , k ∈ S
All the results included in this paper are in space dimension three and that the average
distance between the scatterers is d = 1. In all the cases the mean free path ℓε is much
larger than the average distance between particles. In the case of Landau kinetic equations
we mention here some examples of potentials yielding these equations. Other scaling limits
yielding this behaviour will be discussed in Subsection 5.1.
1. For potentials: Φε (Y ) = V
( |Y |
ε
)
, with ε→ 0 and V (s) decreasing faster than 1sα , with
α > 1 we can approximate the dynamics of the Rayleigh gas (1.4) using the Boltzmann-
Grad time scale τ = Tεt with Tε =
1
ε2
using the Boltzmann equation (cf. [6], [39],
[48]):
∂tf (v, t) = QB(g, f)(v, t)
QB(g, f)(v) =
∫
R3
∫
S2
B ((v − v∗) · ω, |(v − v∗)|)
(
g(v′∗)f(v
′)− g(v∗)f(v)
)
dv∗ dω
(2.5)
where v∗′, v′ are now given by the standard formulas for the collisions, namely
v′ = v − ω · (v − v∗)ω, v′∗ = v∗ + ω · (v − v∗)ω. (2.6)
2. We can consider potentials with the form Φε (Y ) = εV
( |Y |
Lε
)
, with V smooth, 1 ≪
Lε ≪ 1ε as ε → 0 and with V (s) decreasing faster as 1sa or potentials with the form
Φε (Y ) = V
(
|Y |
ε
)
with V smooth behaving as V (s) ∼ 1s as s→∞. The kinetic regime
is obtained in the time scale t = τTε with Tε =
1
ε2L2ε
in the first case and Tε =
1
ε2 log( 1ε)
in
the second case. In this case, the resulting kinetic equation, up to some trivial rescaling
of constants in the time variable is the Landau equation for a Rayleigh Gas (see for
instance [48]) which reads as
∂tf (v, t) = QL(g, f) (v, t)
QL(g, f) (v) =
∑
j,k
∫
R3
dv∗g (v∗) ∂j
(
κ
(
δj,k −
(v − v∗)j (v − v∗)k
|v − v∗|2
)(
v∗,k + ∂k
)
f (v, t)
)
(2.7)
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with κ given as in (2.4). We remark that the main difference between the kinetic
equations (2.3) and (2.7) is the presence of the friction term v∗,kf (v, t) . This term
yields a change in the energy of the tagged particle, which is due to the fact that the
tagged particle can exchange energy with the scatterers, differently from the case of the
Lorentz gases.
2.3 Evolution of interacting particle systems.
As indicated in the Introduction we can obtain kinetic equations which approximate the
dynamics of the system (1.1) in suitable scaling limits using as an intermediate step the
kinetic limit of the dynamics of either (1.2) or (1.4) during small macroscopic times. The
derivation of the kinetic equations is made by means of the closure equation (1.13) where
K [·; g] is the kinetic kernel which corresponds to the kinetic limit associated to (1.2) or (1.4).
The corresponding kinetic equation is then (restricting ourselves to spatially homogeneous
situations) is given by (1.14).
Some of the cases of interaction potentials and the approximations of the form (1.2) or (1.4)
used in the kinetic limit are the following ones. We write also the resulting kinetic equations
which describe the evolution of the particle system (1.1) as well as the asymptotic limit in
which this approximation is valid. In the case of Landau and Balescu-Lenard equations, the
specific scaling limits yielding these kinetic equations will be made precise in Subsection 5.2.
1. For potentials: Φε (Y ) = V
( |Y |
ε
)
, with ε→ 0 and V (s) decreasing faster than 1sα , with
α > 1 we can approximate the evolution of the distribution of velocities by means of
the Boltzmann equation.
∂tf(v, t) = QB(f, f) (v, t) ,
QB(f, f)(v) =
∫
R3
dv∗
∫
S2
dωB (n · ω, |v − v∗|)
[
f(v′)f(v′∗)− f(v∗)f(v)
]
, (2.8)
where S2 is the unit sphere in R3 and n = n (v, v∗) =
(v−v∗)
|v−v∗| . Here (v, v∗) is a pair of
velocities in incoming collision configuration and (v′, v′∗) is the corresponding pair of
outgoing velocities defined by the collision rule
v′ = v + ((v∗ − v) · ω)ω, (2.9)
v′∗ = v∗ − ((v∗ − v) · ω)ω. (2.10)
The collision kernel B (n · ω, |v − v∗|) is proportional to the cross section for the scat-
tering problem associated to the collision between two particles.
2. Landau equation.
∂tf(v, t) = QL(f, f)(v, t) (2.11)
QL(f, f)(v) = ∇v ·
(∫
dv∗ a(v − v∗)(∇v −∇v∗)f(v)f∗(v)
)
,
where a = a(V ) = a(v − v∗) denotes the matrix with components
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ai,j(V ) =
π2
4
∫
R3
dk ki kjδ(k · V )|Φˆ(k)|2 = A|V |
(
δi,j − VˆiVˆj
)
for some A > 0 (2.12)
which is determined by the pair interaction potential Φ.
3. Balescu-Lenard equation.
∂tf(v, t) = QBL(f, f)(v, t) (2.13)
QBL(f, f)(v) = ∇v ·
(∫
dv∗ a(v − v∗, v)(∇v −∇v∗)f(v)f∗(v)
)
,
where the matrix a is given by
ai,j(V, v) =
π2
4
∫
R3
dk ki kjδ(k · V ) |Φˆ(k)|
2
|ε(k, v · v)|2 (2.14)
Here ε is the so-called dielectric function, which will be discussed in detail in Subsection
5.2.1.
We summarize the kinetic limits for the scaling limits of interacting particle systems. As
before, we assume the initial configurations of particles to be random. Particle velocities are
assumed to be of order one, and we choose the length scale such there are 1 particles per
unit volume. We consider weak, radially symmetric potentials φeps of the following form:
φε(x) = εφ(x/Lε).
Then we obtain the following table for the kinetic equations of the associated scaling limits
and the kinetic timescale Tε, depending on the choice of potential and the scaling:
φ(x) ∈ S (R3) , or φ ∼ 1|x|s , |x| ≥ 1, s > 1 φ ∼ 1|x| , |x| ≥ 1
Lε = 1 Landau, Tε = ε
−2 Landau, Tε = ε−2| log ε|
Lε = ε
−α, α ∈ (0, 13 ) Landau Tε = ε4α−2 Landau, Tε = ε4α−2| log ε|
Lε = ε
− 1
3 Balescu-Lenard Tε = ε
− 2
3 Landau, Tε = ε
− 2
3 | log ε|
3 Random force fields generated by moving particles.
3.1 Generalities about random force fields.
As indicated in the Introduction one of our goals is to approximate the dynamics of (1.1) in
some scaling limits by means of the dynamics of a tagged particle in some families of random
force fields. In this Section, we describe some general properties of random force fields as well
as some specific random force fields generated by sets of moving particles. Other random force
fields will not be directly related to fields generated by point particles, but they will be useful
in order to approximate the dynamics (1.1) by (1.2). Those force fields will be described in
Subsection 5.2, as well as their relation with the fields constructed in this Section.
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Since we want to consider random force fields having singularities at the particle centers,
we will introduce some notation to deal with this case. We will denote as Λ the space of
particle configurations in R3. More precisely, the elements of Λ are locally finite subsets of
R3, or more precisely, sequences with the form {xk}k∈N such that #
[{xk}k∈N ∩BR (0)] <∞
for any R < ∞. Notice that we do not need to assume that xk 6= xj for k 6= j. In order to
allow force fields which diverge at some points we define R3∗ as the compactification of R3
using a single infinity point ∞. For a function F ∈ C (R3;R3∗) we write F (x0) =∞ for some
x0 ∈ R3, if the function satisfies limx→x0 |F (x)| =∞.
We then introduce the following notation:
C∗
(
R
3
)
= C
(
R
3;R3∗
)
.
Since R3∗ is a metric space, we can endow C∗
(
R3
)
with a metric topology in the usual
manner. Most of the random force fields used in this paper will be more regular than just
continuous. We then define:
Ck∗
(
R
3
)
=
{
F ∈ C∗
(
R
3
)
: F ∈ Ck (R3 \ F−1 (∞))} where k = 1, 2, ...
Therefore, the elements of Ck∗
(
R3
)
are just Ck functions at the points where they are
bounded. We will not need to define any topology on the spaces Ck∗
(
R3
)
.
We are interested in time dependent random force fields. We then define the metric space
C
(
R : C∗
(
R3
))
. We could define similarly C
(
[0, T ] : C∗
(
R3
))
, but we will use in this paper
only time dependent random force fields defined globally in time.
Therefore we define:
Ck
(
R : Ck∗
(
R
3
))
=
{
F ∈ C (R : C∗ (R3)) : F ∈ Ck ((R× R3)F−1 (∞))}
for k = 1, 2, .... Notice that Ck
(
R : Ck∗
(
R3
))
is the subset of the set of functions of C
(
R : C∗
(
R3
))
which have k continuous derivatives at the points where F is bounded. We will use the short-
hand notation F ∈ Ck for F ∈ Ck (R : Ck∗ (R3)) .
We introduce a σ−algebra on the space C (R : C∗ (R3)) generated by the cylindrical sets,
i.e. the σ−algebra generated by the sets {Y (t0, x0) ∈ B} where B is a Borel set of R3∗ and
(t0, x0) ∈ R× R3. We will denote this σ−algebra as B.
All the random force fields in which we are interested in this paper are contained in the
following definition.
Definition 3.1 Let (Ω,F , µ) a measure space where F is a σ−algebra of subsets of Ω and
µ is a probability measure. A random force field is a measurable mapping F from Ω to the
set of functions C
(
R : C∗
(
R3
))
with respect to the σ−algebra B.
Notice that a random force field defines a probability P on the σ−algebra B, which consists
of subsets of C
(
R : C∗
(
R3
))
, by means of:
P (A) = µ ({ω ∈ Ω : F (ω) ∈ A}) , A ∈ B.
A random force field can be characterized by the family of random variables{
ω → F (X, τ ;ω) , X ∈ R3, τ ∈ [0, T ]} .
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We can define the action of the group of spatial translations on Ck
(
R : Ck∗
(
R3
))
by means
of:
TaF (X, τ) = F (X + a, τ) for each a ∈ R3
and the group of time translations by means of:
UbF (X, τ) = F (X, τ + b) for each b ∈ R.
We will say that a random force field F is invariant under spatial translations (or just
invariant under translations) if we have:
µ ({ω ∈ Ω : F (·;ω) ∈ A}) = µ ({ω ∈ Ω : TaF (·;ω) ∈ A})
for each A ∈ B and any a ∈ R3. We will say that a random force field F is invariant under
time translations (or stationary) if:
µ ({ω ∈ Ω : F (·;ω) ∈ A}) = µ ({ω ∈ Ω : UbF (·;ω) ∈ A})
for each A ∈ B and any b ∈ R.
Actually, all the random force fields considered in this paper will be also invariant under
rotations. Given M ∈ SO (3) we define the action of the group SO (3) on Ck (R : Ck∗ (R3))
by means of:
RMF (X, τ) = F (MX, τ) for each M ∈ SO (3) .
Then, the random force field F is invariant under the group SO (3) if:
µ ({ω ∈ Ω : F (·;ω) ∈ A}) = µ ({ω ∈ Ω : RMF (·;ω) ∈ A})
for each A ∈ B and any M ∈ SO (3) .
3.2 Time dependent particle configurations and random force fields.
3.2.1 Random particle configurations
In this Section we describe a family of random force fields that are generated by particles
distributed randomly in the phase space according to the Poisson distribution at time t = 0
which move at constant velocity for positive times. We will take as unit of length the typical
distance between particles d, i.e. d = 1. The particle velocities are distributed according to a
finite nonnegative measure g = g (dv), independently from the particle positions. Note that∫
Rd
g (dv) is the spatial particle density. We will choose the unit of time τ in such a way that
the average particle velocity is of order one. Each particle is the center of a radial potential
Φ = Φ (|y|) ∈ C2 (R3 {0}) . We will consider two different types of potentials. First we
will consider potentials of order one with short ranges, i.e. smaller range than the particle
distance d. Second we will consider weak potentials with arbitrary range, but typically larger
or equal than the particle distance d.
More precisely, we will denote as Λp the space of locally finite particle configurations in the
phase space R3 × R3. Each of these particle configurations can be represented by a sequence
{(xk, vk)}k∈N with xk ∈ R3 and vk ∈ R3 where all the sequences which can be obtained from
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another by means of a permutation of the particles are equivalent and represent the same
particle configuration. We consider the σ−algebra Σp generated by the sets:
UB,n =
{{(xk, vk)}k∈N ∈ Λp : # [{(xk, vk)} ∩B] = n}
for each n ∈ N∗ any Borel set B ⊂ R3 × R3. We define a measure in Rd × Rd by means of the
product measure dxg (dv) . We then define a probability measure νg on Σp by means of:
νg

 J⋂
j=1
UBj ,nj

 = J∏
j=1


∣∣∣∫Bj dxg (dv)
∣∣∣nj
(nj)!
e
− ∫
Bj
dxg(dv)

 (3.1)
where Bj is a Borel set of R
3 × R3 and nj ∈ N∗ for each j ∈ {1, 2, ..., J} with Bj ∩Bk = ∅ if
j 6= k.
We define the free flow evolution group T (τ), τ ∈ R, on the space of particle configurations
Λp as follows. Suppose that we represent a particle configuration ξ ∈ Λp by the sequence
{(xk, vk)}k∈N . Then we define:
T (τ) ξ = {(xk + vkτ, vk)}k∈N , τ ∈ R (3.2)
This definition yields a mapping T (τ) : Λp → Λp which is independent of the specific
sequence used to label ξ ∈ Λp. It is not hard to exhibit examples of particle configurations
ξ ∈ Λp for which the configuration defined by means of (3.2) is not locally finite for τ 6= 0.
This can be achieved giving to some particles placed very far away from the origin large
velocities which transport infinitely many particles to a bounded region for some times t0 ∈ R.
However, this does not happen with probability one if the particles are chosen according to
the probability measure νg defined in (3.1). More precisely, we have the following result:
Proposition 3.2 Let (Λp,Σp, νg) the measure space of particle configurations, with νp as in
(3.1). Then, the evolution group T (τ) : Λp → Λp defined by means of (3.2) is well defined
(i.e. T (τ) ξ is locally finite) for any τ ∈ R, for a.e. ξ ∈ Λp.
The pushforward measure νg ◦ T (−τ) satisfies νg ◦ T (−τ) = νg for each τ ∈ R.
Proof. First we note that T (τ)ξ ∈ Λp holds νg a.e. for every τ ∈ R. We have
νg(ξ ∈ Λp : T (τ)ξ not loc. finite) ≤
∞∑
n=1
νg(ξ ∈ Λp : T (τ)ξ ∩Bn infinite),
therefore it suffices to show νg(ξ ∈ Λp : T (τ)ξ ∩ BR × R3 infinite) = 0 for every R > 0. To
this end we observe that
∞∑
n=1
νg(ξ ∈ Λp : ∃k ∈ S, n ≤ |vk| ≤ n+ 1, xk ∈ BR − τvk) <∞.
Hence by Borel-Cantelli we have νg(ξ ∈ Λp : ∃N > 0xk + τvk ∈ BR ⇒ xk ∈ BN ) = 1, so
νg(ξ ∈ Λp : T (τ)ξ ∩BR × R3 infinite) = 0 as claimed.
Furthermore, for any Borel sets A,B ⊂ R3 and n ∈ N we have
νg(ξ ∈ Λp : |{T (τ)ξ ∩A×B}| = n) = νg(ξ ∈ Λp : |{k ∈ S : vk ∈ B,xk ∈ A− τvk}| = n)
= νg(ξ ∈ Λp : |{k ∈ S : vk ∈ B,xk ∈ A}| = n)
= νg(ξ ∈ Λp : |ξ ∩A×B}| = n).
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Repeating the same computation for the cylinder sets shows νg = νg ◦ T (−τ).
Actually several of the random force fields considered in this paper will contain at least
two different types of particles having different types of charges. This is due to the fact
that in order to define some of the long range potentials, in particular those behaving for
large values as Coulombian potentials, a electroneutrality condition is required in order to be
able to define spatially homogeneous random force fields (cf. [38], Theorem 2.13). On the
other hand, there is not reason to assume that in multicomponent systems all the particles
have the same velocity distribution. Suppose that we consider systems with L different types
of particles having respectively the charges {Qℓ}Lℓ=1 and velocity distributions {gℓ (dv)}Lℓ=1
where gℓ are finite Radon measures in R
3. We can then generalize (3.1) as follows. We define
a set of configurations Λ
(L)
p by means of:
Λ(L)p =
{
ω = {(xk,1, vk,1;xk,2, vk,2; ...;xk,L, vk,L)}k∈N : {(xk,ℓ, vk,ℓ)}k∈N , ℓ ∈ {1, 2, ..., L}
}
/∼
(3.3)
where the equivalence relation ∼ identifies all the sequences which can be obtained from
another by means of a permutation of the particles within a single species. Now, given Borel
sets Bj ⊂ Rd × Rd and integers nj,ℓ ∈ N∗ for j ∈ {1, 2, ..., J} , ℓ ∈ {1, 2, ..., L} we define sets:
U
(ℓ)
Bj ,nj,ℓ
=
{
ω ∈ Λ(L)p : # [{(xk,ℓ, vk,ℓ)} ∩Bj] = nj,ℓ
}
where we assume that ω is as in (3.3) and ℓ ∈ {1, 2, ..., L} . We define the σ−algebra FL of
subsets of Λ
(L)
p as the smallest σ−algebra containing all the sets U (k)Bj ,nj,k . We then define a
measure space
(
Λ
(L)
p ,FL, ν{gℓ}Lℓ=1
)
by means of:
ν{gℓ}Lℓ=1

 J⋂
j=1
L⋂
ℓ=1
UBj ,nj,ℓ

 = J∏
j=1
L∏
ℓ=1


∣∣∣∫Bj dxgℓ (dv)
∣∣∣nj,ℓ
(nj,ℓ)!
e
− ∫
Bj
dxgℓ(dv)

 . (3.4)
We will say that the distribution of particles defined by means of the probability measure
ν{gℓ}Lℓ=1 satisfies the electroneutrality condition (with charges {Qℓ}
L
ℓ=1) if the following identity
holds:
L∑
ℓ=1
Qℓ
∫
Rd
gℓ (dv) = 0. (3.5)
3.2.2 Random force fields generated by freely moving random particle distribu-
tions.
We can define now a family of random force fields taking as starting point the random particle
configurations defined in the previous section. Given a family of radially symmetric interaction
potentials φ = φ (|x|) such that ∇φ ∈ C2∗
(
R3
)
, we want to give a meaning to the following
expressions in order to define suitable random force fields. In the case of particle configurations
in Λp :
F (x, τ ;ω; g) = −
∑
k∈N
∇φ (x− xk − vkτ) , ω = {(xk, vk)}k∈N ∈ Λp (3.6)
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and in the case of particle configurations with different types of charges {Qℓ}Lℓ=1 and velocity
distributions {gℓ (dv)}Lℓ=1 the goal is to give a meaning to expressions like:
F
(
x, τ ;ω; {gℓ}Lℓ=1
)
= −
L∑
ℓ=1
∑
k∈N
Qℓ∇φ (x− xk,ℓ − vk,ℓτ) , ω ∈ Λ(L)p (3.7)
with ω as in (3.3). Similarly, we define truncations of the expressions above, defined by
FR (x, τ ;ω; g) = −
∑
k∈N:|xk|≤R
∇φ (x− xk − vkτ) , ω = {(xk, vk)}k∈N ∈ Λp (3.8)
FR
(
x, τ ;ω; {gℓ}Lℓ=1
)
= −
L∑
ℓ=1
∑
k∈N:|xk,l|≤R
Qℓ∇φ (x− xk,ℓ − vk,ℓτ) , ω ∈ Λ(L)p . (3.9)
The convergence of the series on the right-hand side of (3.6), (3.7) for τ = 0 and a large
class of interaction potentials φ has been considered in [38]. Given that the distribution of
points {xk + vkτ}k∈N is given by a Poisson distribution (cf. 3.2) in R3 these results hold for
any τ ∈ R. The convergence of the series in (3.6), (3.7) is not immediate for potentials φ (|x|)
decreasing like nonintegrable power laws for large values of |x| . Using the methods in [38] we
might then see that the right-hand side of (3.6) can be given a meaning for any τ ∈ R with
probability one and φ (|x|) ∼ C|x|s , s > 1 defining the right-hand side of (3.6) as the limit as
R → ∞ of the sum over points contained in a sphere BR (0) . In the case s = 1 it has been
proved in [38] that such a limits exist and they define a random force field invariant under
translations if the electroneutrality condition (3.5) holds.
The type of arguments used in [38] can be adapted to prove that the random force fields
in (3.6), (3.7) are defined for all τ ∈ R with probability one. The following set of conditions
for the function φ will be used in the definition of the random force fields F.
|φ (x)|+ |x| |∇φ (x)| ≤ C|x|s for |x| ≥ 1 with s > 2 (3.10)∣∣∣∣φ (x)− A|x|s
∣∣∣∣+ |x|
∣∣∣∣∇φ (x) + Ax|x|s+2
∣∣∣∣ ≤ C|x|s+1 for |x| ≥ 1 with s ∈ (1, 2), A ∈ R (3.11)∣∣∣∣φ (x)− A|x|
∣∣∣∣+ |x|
∣∣∣∣∇φ (x) + Ax|x|3
∣∣∣∣ ≤ C|x|2+δ for |x| ≥ 1 with A ∈ R, δ > 0. (3.12)
In the three formulas (3.10)-(3.12) we assume that C > 0.
We will further assume that the functions g, gl satisfy:∫
g(v)|v|6+κ dv <∞, (3.13)∫
gl(v)|v|6+κ dv <∞, (3.14)
for some κ > 0. We then have the following result:
Proposition 3.3 Let φ : R3 → R∗ be a radially symmetric interaction potential such that
φ,∇φ,∇2φ ∈ C∗
(
R3
)
. Let B1 (0) be the unit ball in R
3. We have the following.
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(i) Suppose that φ satisfies (3.10) and that ∇2φ is bounded in Lp (B1 (0)) for some p > 1.
Let νg be the probability measure in the measure space (Λp,Σp, νg) defined by means
of (3.1) where g satisfies (3.13). Then for any x ∈ R3 the series in (3.6) converges
absolutely for all τ ∈ R for νg−almost ω ∈ Λp. Moreover, the series (3.6) defines a
random force field in C
(
R : C∗
(
R3
))
.
(ii) Suppose that φ satisfies (3.11) and that ∇2φ is bounded in Lp (B1 (0)) for some p > 1.
Let νg be the probability measure in the measure space (Λp,Σp, νg) defined by means of
(3.1) where g satisfies (3.13). Then, for each x ∈ R3 the following limit exists for all
τ ∈ R for νg−almost ω ∈ Λp :
F (x, τ ;ω; g) = − lim
R→∞
∑
{|xk|≤R}
∇φ (x− xk − vkτ) (3.15)
Moreover, the series in (3.15) defines a random force field in C
(
R : C∗
(
R3
))
.
(iii) Suppose that φ satisfies (3.12) and that ∇φ is in the Sobolev space Hs (B1 (0)) with
s > 12 . Let
(
Λ
(L)
p ,FL, ν{gℓ}Lℓ=1
)
be the measure space defined by means of (3.3), (3.4)
where the functions {gℓ}Lℓ=1 satisfy (3.14) and the electroneutrality condition (3.5) holds.
Then, for each x ∈ R3 the following limit exists for all τ ∈ R for ν{gℓ}Lℓ=1−almost
ω ∈ Λ(L)p :
F
(
x, τ ;ω; {gℓ}Lℓ=1
)
= − lim
N→∞
L∑
ℓ=1
∑
{|xk,ℓ|≤2N}
Qℓ∇φ (x− xk,ℓ − vk,ℓτ) (3.16)
Moreover, the series in (3.16) defines a random force field in C
(
R : C∗
(
R3
))
.
Proof. We will only sketch the proof of Proposition 3.3 in the case (iii) since it is the most
involved. The generalization to (ii) and (iii) can be made along similar lines using ideas
analogous to the proof of Theorem 2.6 in [38].
We first split F into the contribution due to the close particles and the long range con-
tribution. To this end we split φ as φ = φ1 + φ2 where φ1 is supported in the unit ball and
it is smooth away from the origin. The function φ2 is smooth in the whole space R
3. More
precisely we introduce a cutoff η ∈ C∞ (R3) such that η (x) = η (|x|) , 0 ≤ η ≤ 1, η (x) = 12 if
|x| ≤ 1, η (x) = 0 if |x| ≥ 1. We set
φ1 (x) := φ (x) η (|x|) , φ2 (x) := φ (x) [1− η (|x|)] .
We then define the random force fields F1, F2, as in (3.16), using the potentials φ1, φ2, so
that F = F1 + F2. We estimate first the contribution F2. To this end we define the random
variables
f
(2)
0 (x, τ ;ω) = −
L∑
ℓ=1
∑
{|xk,ℓ|≤1}
Qℓ∇φ2 (x− xk,ℓ − vk,ℓτ) (3.17)
f
(2)
j (x, τ ;ω) = −
L∑
ℓ=1
∑
{2j−1<|xk,ℓ|≤2j}
Qℓ∇φ2 (x− xk,ℓ − vk,ℓτ) , j = 1, 2, 3, ...
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Then
−
L∑
ℓ=1
∑
{|xk,ℓ|≤2N}
Qℓ∇φ2 (x− xk,ℓ − vk,ℓτ) =
N∑
j=0
fj (x, τ ;ω) (3.18)
Notice that using the probability measure ν{gℓ}Lℓ=1 defined by means of (3.4) as well as
(3.5) we obtain
E
[
f
(2)
j (x, τ ;ω)
]
= 0. (3.19)
We now observe that
E
[∫ T
0
f
(2)
j (x, τ ;ω)⊗ f (2)m (x, τ ;ω) dτ
]
= δj,m
∫ T
0
dτE [fj (x, τ ;ω)⊗ fm (x, τ ;ω)] . (3.20)
Then, using that the distributions of particles in the sets
{
2j−1 < |xk,ℓ| ≤ 2j
}
(and {|xk,ℓ| ≤ 2})
are mutually independent and then the random variables f
(2)
j (x, τ ;ω) are mutually indepen-
dent, we obtain
E
[
f
(2)
j (x, τ ;ω)⊗ f (2)m (x, τ ;ω)
]
=
L∑
ℓ=1
∑
{2j−1<|xk,ℓ|≤2j}
(Qℓ)
2
E [∇φ2 (x− xk,ℓ − vk,ℓτ)⊗∇φ2 (x− xk,ℓ − vk,ℓτ)] .
We now use the fact that the Poisson distributions for the different charges have rate
∫
R3
gℓ (dv)
and that they are invariant under translations. Then:
E [∇φ2 (x− xk,ℓ − vk,ℓτ)⊗∇φ2 (x− xk,ℓ − vk,ℓτ)]
=
∫
R3
dy
∫
{2j−1<|y|≤2j}
[∇φ2 (x− y − vτ)⊗∇φ2 (x− y − vτ)] gℓ (dv) .
Since φ2 is smooth near the origin and ∇φ2(|y|) ∼ 1|y|2 for large distances, we obtain
|E [∇φ2 (x− xk,ℓ − vk,ℓτ1)⊗∇φ2 (x− xk,ℓ − vk,ℓτ2)]|
≤
∫
R3
dy
∫
{2j−1<|y|≤2j}
gℓ (dv)(
1 + |x− y − vτ1|2
)(
1 + |x− y − vτ2|2
) .
We assume that |x| is bounded, and that τ1, τ2 are bounded. We estimate separately the
contributions due to the region where |v| ≤ 2 j2 and the region where |v| > 2 j2 . For |v| ≤ 2 j2
we have
|E [∇φ2 (x− xk,ℓ − vk,ℓτ1)⊗∇φ2 (x− xk,ℓ − vk,ℓτ2)]| ≤ C
2j
and for |v| > 2 j2
|E [∇φ2 (x− xk,ℓ − vk,ℓτ1)⊗∇φ2 (x− xk,ℓ − vk,ℓτ2)]| ≤ C2−
κj
2 23j
for some constant C independent of j. Hence, from (3.20) using the estimates above, we otain
E
[∫ T
0
f
(2)
j (x, τ ;ω)⊗ f (2)ℓ (x, τ ;ω) dτ
]
=
[∫ T
0
Kj (τ) dτ
]
δj,ℓ
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for j = 0, 1, 2, ..., where:
|Kj (τ)| ≤ C2−(
κ
2
−3)j for τ ∈ [0, T ]
for some C > 0, which depends only on T.
Arguing similarly, we can obtain estimates for the derivatives of the functions f
(2)
j . More
precisely, we have the estimate
E
[∫ T
0
∣∣∣∂τf (2)j (x, τ ;ω)∣∣∣2 dτ
]
≤ C˜T 2−(
κ
2
−3)j , j = 0, 1, 2, ...
whence, using Morrey’s Theorem, we obtain that
E
[
sup
0≤t≤T
∣∣∣f (2)j (x, τ ;ω)∣∣∣
]
≤ CT 2−(
κ
4
− 3
2
)j , j = 0, 1, 2, ...
We can then prove, using Borel-Cantelli Theorem as in [38], that the limit as N →∞ of
the right-hand side of (3.18) exists for all τ ∈ [0, T ] .
We now prove the existence of the random force field F1 associated to the localized part
of the potential φ1. To this end we define random functions f
(1)
0 , f
(1)
j as in (3.17) replacing
φ2 by φ1. Arguing as before and using the fact that φ2 ∈ Hs(R3) we obtain the estimate
E
[∫ T
0
∣∣∣∂sτf (1)j (x, τ ;ω)∣∣∣2 dτ
]
≤ CT 2−(
κ
2
−3)j , j = 0, 1, 2, ...
with p > 1, where ∂sτ is the fractional derivative of order s defined by means of incremental
quotiens (see for instance [1, 13]). Then, using that s > 12 we obtain
E
[
sup
0≤τ≤T
∣∣∣f (1)j (x, τ ;ω)∣∣∣
]
≤ CT 2−(
κ
4
− 3
2
)j , j = 0, 1, 2, ...
We can then argue as in the estimate of the random force field F2 due to φ2 to prove the
convergence of the corresponding series uniformly for all τ ∈ [0, T ] . Then the convergence of
the right hand side of (3.16) follows.
Remark 3.4 We could also define random force fields as in Proposition 3.3 for interaction
potentials φ satisfying φ (x) ∼ A|x|s as |x| → ∞ for 12 < s < 1, as it was made in [38]
for stationary particle distributions. The kinetic equations that can arise for this class of
potentials for interacting particle systems will be shortly discussed in Subsection 8.1.
Remark 3.5 We can define also singular potentials φ taking only the values 0 and ∞ in the
case of hard-sphere interactions with simple modifications of the previous arguments.
Remark 3.6 Notice that if we assume additional regularity for φ, say φ ∈ Ck we obtain a
similar regularity for the random force field F.
We now introduce some classes of random force fields which can be obtained as in Propo-
sition 3.3 by means of suitable choices of potentials φ = φε with ε→ 0. The resulting random
force fields will be of two different types which will be denoted as Boltzmann and Landau
random force fields respectively.
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Boltzmann random force fields. We will say that a family of random force fields defined
by means of (3.6) or (3.7) in the sense of Proposition 3.3 is a family of Boltzmann random
force fields if the functions φε have the form:
φε (x) = Φ
( |x|
ε
)
, x ∈ R3 {0} , ε > 0 (3.21)
where Φ (s) is compactly supported.
The force fields with the form (3.21) will yield a kinetic limit as ε→ 0. Their key feature
is that they yield particle deflections of order one if the interacting particles approach at
distances of order ε.
Remark 3.7 It would be possible to make less restrictive assumptions on Φ, for instance
that Φ decreasing exponentially or Φ (s) ∼ Csa as s → ∞ with a > 1 (cf. [38]). (The critical
exponents depend on the space dimension).
Landau random force fields. The families of Landau random force fields are characterized
by the fact that the interactions generated by each individual particle are small and tend to
zero as ε→ 0. We will say that a family of random force fields with anyone of the forms (3.6)
or (3.7) is a family of Landau random force fields if the function φε has the form:
φε (x) = εΦ
( |x|
Lε
)
, x ∈ R3, ε > 0 (3.22)
where Φ ∈ C2 (R3) . We can choose the characteristic length Lε in one of the two possible
ways. Either:
Lε ≫ 1 (3.23)
or
Lε ∼ 1 or Lε ≪ 1 (3.24)
In order to be able to define the random force fields Fε by means of (3.6) or (3.7) (or in
the more precise forms (3.15), (3.16) in Proposition 3.3) we need to assume a sufficiently fast
decay of Φ (s) as s→∞ or to impose suitable electroneutrality conditions if, say (3.12) holds.
We have seen in [38] how to obtain a kinetic limit for tagged particles moving in stationary
random force fields. Using analogous arguments it is possible to derive kinetic equations
describing the evolution of a tagged particle moving in time dependent random force fields
with the form (3.6) or (3.7) and (3.22) in the limit ε → 0. Some additional assumptions on
Lε are also required, in order to obtain uncorrelated velocity deflections over distances of the
order of the mean free path. The case (3.24) corresponds to the so-called grazing collisions
limit. In this case, although the limit kinetic equation is a Landau equation, we can interpret
the dynamics as a sequence of weak, Boltzmann-like, binary collisions. In the case in which
Lε ≫ 1 the resulting limit kinetic equation is a linear Landau equation.
3.3 Scatterer distributions in Rayleigh gases.
In the case of the dynamics (1.4) the evolution of the tagged particle cannot be described
only by means of the action of the random force field generated by the scatterers. This can
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be seen most clearly is the case in which the mass of the tagged particle is the same as the
mass of the scatterers (or comparable) and the interaction between the tagged particle and
the scatterers are as in the case of the Boltzmann random force fields (cf. (3.21)). It will be
seen in Subsection 5.2 that also in the case of Landau interaction potentials (cf. 3.22) the
dynamics of the tagged particle depends on whether the scatterers are affected by the tagged
particle or not. This may be seen by studying the binary interaction (cf. Subsection 5.6).
The information that we need to keep about the system of scatterers in order to compute
the evolution of a tagged particle which evolves according to (1.4) is the whole configuration
of positions and velocities of the scatterers at any time (i.e. {(Xk (t) , Vk (t))}k∈N as well as
their charges, if there are different types of particles, and the form of the potentials yielding
the interactions. If the tagged particle and the scatterers have a different mass, the ratio
between these masses would also play a role in the determination of the dynamics. We
could also consider different types of scatterers having different masses. The distribution
of velocities of the different scatterers then plays also a role in the dynamics of the tagged
particle (X (t) , V (t)) .
4 Computation of the kinetic timescale and limit equation
As indicated in the Introduction the paper [38] describes how to obtain kinetic limits for the
dynamics of tagged particles moving in a field of fixed scatterers. There are basically two
different types of kinetic limits, namely Boltzmann and Landau. It has been seen in [38] that
it is possible to define two time scales TBG and TL which are the characteristic times for the
velocity of the tagged particle to experience a deflection of order one due to a binary collision
and to the accumulation of many small random deflections due to weak interactions with
many particles respectively.
In the case of more complicated particle dynamics, like (1.1) or (1.4) we can also define
kinetic time scales. We consider first the case of a tagged particle moving in a Rayleigh
gas, i.e. the dynamics of the tagged particle is described by means of (1.4). In the case of
systems described by means of (1.1) we will compute the kinetic time scales approximating
the dynamics of a tagged particle by means of (1.2). This approximation will be obtained in
Section 5.2. The kinetic time scale associated to equations with the form (1.2) can be readily
obtained and this will provide a method to obtain the kinetic time scale for systems described
by (1.1). The kinetic time scale for weakly interacting particle systems will be computed in
Section 5.2.
In the case of tagged particles moving in a Rayleigh gas (cf. (1.4)) we can define a
characteristic kinetic time and also the mean free path for a particle moving in a Rayleigh
gas as follows. Suppose that (X,V ) is the position and velocity of a tagged particle whose
dynamics is given by (1.4) where the initial velocity distribution of the scatterers is given by
the measure g in the case of particles of a single type, or a set of measures {gℓ}Lℓ=1 in the case
of particles of different types as discussed in Subsection 3.3. We define the mean free path
associated to the family of potentials φε and to the set of particle distributions as the value
Tε such that:
E
[
|Vε (Tε)− Vε (0)|2
]
=
1
4
|Vε (0)|2 (4.1)
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where we assume that |Vε (0)| is the characteristic speed of the tagged particle.
It has been seen in [38] how to estimate Tε in the case of static scatterers, splitting the
random force field in the sum of a Boltzmann part and a Landau part. We can then define
a Boltzmann-Grad limit time scale TBG by means of (4.1) for the Rayleigh gas associated to
the Boltzmann part of the potential and he Landau time scale TL which is computed applying
(4.1) to the Landau part of the potential. In most of the interaction potentials considered in
[38] one of the two time scales is much larger than the other as ε → 0. Then, given that in
the kinetic limit the deflections are additive we obtain:
Tε ∼ min {TBG, TL} as ε→ 0.
A similar decomposition in Boltzmann part and Landau part can be made in the case of
arbitrary Rayleigh gases. We can use then the same approach to estimate Tε as in [38] in the
kinetic limit ε → 0. We then recall the decomposition of the interaction potentials obtained
in [38].
Suppose that φε is as in (1.4). The potentials for which there is a Boltzmann part are
characterized by the existence of a collision length λε satisfying limε→0 λε = 0 and such that:
lim
ε→0
φε (λεy) = Ψ (y)
uniformly in compact sets of R3 \ {0} , where Ψ (y) 6= 0. The distance λε is the characteristic
distance at which the tagged particle experiences deflections of order one due to the interaction
with one of the scatterers.
We then split φε as:
φB,ε (x) = φε (x) η
( |x|
Mλε
)
, φL,ε (x) = φε (x)
[
1− η
( |x|
Mλε
)]
(4.2)
where η ∈ C∞ (R3) is a radially symmetric cutoff function satisfying η (y) = 1 if |y| ≤
1, η (y) = 0 if |y| ≥ 2, 0 ≤ η ≤ 1. We assume that M is a large number, which eventually
might be sent to infinity at the end of the argument. It would be also possible to takeM =Mε
with Mε → ∞ as ε → 0 at a sufficiently slow rate to control the transition region between
Boltzmann and Landau collisions. In (4.2), φB,ε stands for Boltzmann and φL,ε for Landau.
We now compute the characteristic time scales TBG and TL which yield the expected time
to have velocity deflections comparable to the tagged particle velocity itself for the Boltzmann
part of the interaction φB,ε and the Landau part of the interaction φL,ε for a tagged particle
moving in a Rayleigh gas.
4.1 Computation of TBG for a tagged particle in a Lorentz gas with moving
scatterers.
We first compute the characteristic time scale to obtain relevant deflections for a tagged parti-
cle moving in a Rayleigh gas generated by potentials with the form φB,ε in (4.2). To compute
the deflection time using the definition (4.1) would require some involved computations, since
it would require to compute the contributions to the deflection of having multiple collisions,
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something that would require some tedious computations. Therefore, instead of using the
definition (4.1) we will compute a simpler quantity, namely the length of a tube in which the
probability of finding one particle is of order one.
We will restrict ourselves to the case in which the velocity of the tagged particle experiences
deflections of order one at distances of order ε of one scatterer. Suppose that a tagged particle
moves at speed V. We assume that the initial positions of the scatterers xj, as well as their
velocities vj , denoted as ω = {(xk, vk)}k∈J are determined by means of the Poisson measure
defined in (3.1). Suppose without loss of generality that the initial position of the tagged
particle is the origin. Since its initial velocity is V we have that the position of the tagged
particle at time t is V t. We then define TBG in the following way:
TBG = inf
{
τ : P
(
∃k : min
0≤s≤τ
|V s− (xk + vks)| ≤ ε
)
≥ 1
2
}
.
To compute TBG, we compute the probability above for each τ > 0. To this end, we decompose
the velocity space R3 into disjoint cubes Qℓ:
R
3 = ∪ℓ∈NQℓ, Qℓ = {v ∈ R3 : x = cℓ + p, p ∈ [0, ε/τ)3},
for some appropriately chosen centers cℓ ∈ R3. Then for τ > 0 we have
P
(
∃k : min
0≤s≤τ
|V s− (xk + vks)| ≤ ε
)
=
∑
ℓ∈N
P
(
∃k : min
0≤s≤τ
|V s− (xk + vks)| ≤ ε, vk ∈ Qℓ
)
∼
∑
ℓ∈N
P (∃k, s ∈ [0, τ ] : |xk − s(V − cℓ)| ≤ ε, vk ∈ Qℓ) ∼ τλ2ε,
where λε is the collision length. Therefore, the Boltzmann-Grad timescale TBG is given by
TBG ∼ λ−2ε ,
as in the Lorentz gas with fixed obstacles, see [38].
4.2 Computation of TL for a tagged particle in a Lorentz gas with moving
scatterers.
We now compute the characteristic time in which the deflections of the velocity are of order
one for one tagged particle moving in a time dependent Landau random force field with the
form (3.6) (or (3.7)) generated by potentials with the form (3.22) with Φ (s) ∼ 1s as s →∞.
To this end we compute the variance of the velocity deflections experienced by a particle
moving in a straight line during the time T. This deflection is given by:
Dε (T ;ω) =
∫ T
0
Fε (V t, t;ω) dt
where we assume that the initial position of the tagged particle is X = 0 and the velocity is
V. We have E [Dε (T )] = 0. We compute:
E [Dε (T )⊗Dε (T )] =
∫ T
0
dt1
∫ T
0
dt2E [Fε (V t1, t1;ω)⊗ Fε (V t2, t2;ω)] (4.3)
27
In order to indicate how to compute (4.3) we consider the case of random force fields (3.6)
with φ = φε given by:
φε (x) = εΦ
(
x
Lε
)
where Φ (ξ) decreases sufficiently fast as |ξ| → ∞, for instance as in (3.10). In order to
compute (4.3) we approximate it assuming that we have N particles independently distributed
in BRN (0)×R3 ⊂ R6 with N = 4π(RN )
3
3 with the probability density
1
|BRN (0)|g (v) . (It would
be also possible to use a macrocanonical distribution, but the result is equivalent in the limit
N →∞). We will denote as DNε (T ) the corresponding deflections and:
F (x, τ ;ω; g) = −
N∑
k=1
∇φε (x− xk − vkτ)
Then:
E[DNε (T )⊗DNε (T )] =
N∑
k=1
N∑
j=1
∫ T
0
dt1
∫ T
0
dt2E [∇φε (V t1 − xk − vkt1)⊗∇φε (V t2 − xj − vjt2)]
=
N∑
k=1
∫ T
0
dt1
∫ T
0
dt2E [∇φε (V t1 − xk − vkt1)⊗∇φε (V t2 − xk − vkt2)]
=
N
|BRN |
∫ T
0
dt1
∫ T
0
dt2
∫
BRN
dy
∫
R3
dvg (v)∇φε ((V − v) t1 − y)⊗∇φε ((V − v) t2 − y)
=
∫ T
0
dt1
∫ T
0
dt2
∫
BRN (0)
dy
∫
R3
dvg(v)∇φε ((V − v) t1 − y)⊗∇φε ((V − v) t2 − y) .
Taking the limit N →∞ we obtain:
E[Dε(T )⊗Dε (T )] =
∫ T
0
dt1
∫ T
0
dt2
∫
R3
dy
∫
R3
dvg (v)∇φε ((V − v) t1 − y)⊗∇φε ((V − v) t2 − y)
=
ε2
(Lε)
2
∫ T
0
dt1
∫ T
0
dt2
∫
R3
dy
∫
R3
dvg (v)∇ξΦ
(
y − (V − v) (t1 − t2)
Lε
)
⊗∇ξφε
(
y
Lε
)
= ε2 (Lε)
2
∫ T
0
dt1
∫ T−t1
Lε
− t1
Lε
K (V ; τ) dτ
where:
K (V ; τ) =
∫
R3
dξ
∫
R3
dvg (v)∇ξΦ (ξ + (V − v) τ)⊗∇ξΦ (ξ) .
We will now assume that T ≫ Lε. Then, for most of the values of t1 in the integral we
have that T−t1Lε ≫ 1 and t1Lε ≫ 1. On the other hand, the function K (V ; τ) is integrable
in τ under the assumption (3.10). There are some boundary effects in the integrals if t1 or
(T − t1) are of order Lε. We then obtain the approximation:
E [Dε (T )⊗Dε (T )] ∼ ε2 (Lε)2 T
∫ ∞
−∞
K (V ; τ) dτ.
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We then obtain that the characteristic time scale is:
T =
1
ε2 (Lε)
2 ,
and the diffusion coefficient for the tagged particle is the matrix:
d (V ) =
∫ ∞
−∞
K (V ; τ) dτ
which is diagonal if g is isotropic. Notice that in order to obtain a dynamics without correla-
tions (and also in order to have self-consistency of the previous argument), we need to have
T ≫ Lε, i.e.:
ε2 (Lε)
3 ≪ 1.
It is interesting to compute the characteristic time in the case of potentials decreasing as
Coulombian potentials. In this case we need to take at least two types of charges in order to
have electroneutrality. We consider random force fields that are the limit as N →∞ of fields
with the form:
F (x, τ ;ω; g) = −ε
N∑
k=1
∇Φ (x− xk − vkτ) + ε
N∑
k=1
∇Φ (x− yk − wkτ)
where the particles {(xk, vk)} and {(yk, wk)} are chosen independently and Φ is a smooth
function satisfying:
Φ (x) ∼ 1|x| as |x| → ∞ and ∇Φ (x) ∼ −
x
|x|3 as |x| → ∞.
We can then compute the variance of the deflections arguing as above. We then obtain:
E [Dε (T )⊗Dε (T )] = 2ε2
∫ T
0
dt1
∫ T
0
dt2
∫
(R3)2
d(y, v)g (v)∇Φ (y − (V − v) (t1 − t2))⊗∇Φ (y)
= 2ε2
∫ T
0
dt1
∫ T−t1
−t1
K (V ; s) ds,
where:
K (V ; s) =
∫
(R3)2
d(y, v)g (v)∇Φ (y + (v − V ) s)⊗∇Φ (y) .
Notice that the function K (V ; s) is well defined for each s ∈ R. We can compute the
asymptotics of K (V ; s) as |s| → ∞. We can assume without loss of generality that s > 0
since the case s < 0 would be similar. We rescale y = sξ, then:
K (V ; s) = s3
∫
R3
dξ
∫
R3
dvg (v)∇yΦ (s (ξ + (v − V )))⊗∇Φ (sξ) .
Taking the limit as s→∞ and using the asymptotics of ∇Φ (y) we obtain:
K (V ; s) ∼ 1
s
∫
R3
dξ
∫
R3
dvg (v)
(ξ + (v − V ))
|ξ + (v − V )|3 ⊗
ξ
|ξ|3 (4.4)
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This integral exists. Indeed, the integrals on ξ are well defined if v 6= V. On the other hand,
if v → V we obtain a divergence like 1|v−V | .We will assume that g (v) is smooth enough to have
integrability of
∫
R3
dv g(v)|v−V | . Then the integral is well defined and we obtain the asymptotics:
K (V ; s) ∼ Γ (V, sgn (s))
s
as |s| → ∞ (4.5)
for some function Γ : R3 × {−1,+1} →M3
(
R3
)
. We then obtain:
E [Dε (T )⊗Dε (T )] ∼ 2ε2
∫ T
0
dt1
∫ T−t1
−t1
Γ (V, sgn (s))
|s| ds ∼ d (V ) ε
2T log (T ) (4.6)
where d (V ) ∈M3
(
R3
)
is a nonnegative matrix.
This yields the characteristic time scale:
T = Tε ∼ 1
ε2 log
(
1
ε
) (4.7)
which is exactly the same time scale obtained in [38] for random force fields generated by static
distributions of particles (Lorentz gases). We obtain a different type of diffusion coefficient. In
particular in the case of Lorentz gases the diffusion takes place only on the sphere of constant
velocity. This is not the case for Rayleigh gases.
The logarithmic term log
(
1
ε
)
is a well known correction appearing in systems with Coulom-
bian interactions. It is usually termed as Coulombian logarithm (cf. [33]).
We can now compute the evolution of the distribution function f (v, t) yielding the distri-
bution of particle velocities for the tagged particle evolving according to (2.1) with random
force fields F as in (3.6), (3.7), (3.22) and a distribution of scatterer velocities g. We introduce
a new time scale t by means of τ = Tεt. Then f satisfies:
∂tf (v, t) =
1
2
3∑
j,k=1
∂
∂vj
(
dj,k (v)
∂f
∂vj
)
(v, t)
where d (v) = (dj,k (v))j,k=1,2,3 is as in (4.6) with the functions K and Γ as in (4.4), (4.5).
As in the case of fixed scatterers, for potentials of the form 1|x|s with s < 1 as |x| → ∞,
there is no Markovian evolution dynamics for the tagged particle. This is due to strong
correlations of the systems that prevail for times comparable to the mean free time. The
computation is analogous to the one given for fixed scatterers in [38].
5 Approximation by the dynamics of a tagged particle in a
random force field with friction.
In this Section we show how to approximate the dynamics of the systems (1.1), (1.4) by means
of an equation of the form (1.2), at least during small macroscopic times in suitable scaling
limits. The method can be applied in systems in which the range of the potential is much
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larger than the average distance between particles. The rationale behind the method is to
decompose the force made by the scatterers on the tagged particle in a friction term, which
is the reaction to the force made by the tagged particle on the scatterers and yields their
deflection, plus a random force term which is the sum of the forces produced by the scatterers
in the tagged particle assuming that they are not affected by it. The friction term is due
to the fact that the tagged particle is moving against the mean velocity of the surrounding
medium.
We begin approximating the dynamics of a tagged particle given by (1.4) which yields
a simpler problem, since the mutual interactions between the scatterers do not need to be
taken into account. Later, we will consider the full interacting particle system (1.2). We
will restrict our analysis to three types of potentials, namely weak potentials with a finite
range much larger than the distance between particles, potentials behaving for large distances
as Coulomb potentials and finally the case of so-called ”grazing collisions” in which the
interactions between particles are very weak and have a range smaller or similar to the particle
distance.
5.1 Approximating the dynamics of a particle in a Rayleigh gas as a tagged
particle in a random force field plus friction.
In this subsection we study the dynamics of a tagged particle in a Rayleigh gas, which we
show can be approximated by the equation (cf. (1.2)). The main novelty of these systems in
comparisons to the Lorentz gases is the onset of the friction term Λg. The physical reason for
the onset of this term is the reaction force of the scatterers on the tagged particle, which is
due to the fact that the scatterers are affected by the tagged particle.
5.1.1 Particle interactions with finite range much larger than the particle dis-
tance.
Suppose that the position and velocity of a tagged particle (X,V ) evolves according to (1.4)
where the interaction potential φε (x) is as in (3.22), (3.23). We will assume that Φ (s)
decreases fast enough as s → ∞, say exponentially, although in space dimension three, a
decay like 1sa with a > 1 would be enough. As a first step we approximate the distribution of
scatterers as the sum of a constant density plus some gaussian fluctuations in some suitable
topology. To this end we introduce a new variable yk =
Yk
Lε
which will be useful to describe
the system on a scale where this Gaussian approximation is valid, but that is smaller than
the mean free path. In order to keep the particle velocities of order one we introduce a new
time scale by means of t˜ = τLε . We write also ξ =
X
Lε
. Then (1.4) becomes:
dξ
dt˜
= V ,
dV
dt˜
= −ε
∑
j∈S
∇ξΦ (ξ − yj)
dyk
dt˜
=Wk ,
dWk
dt˜
= −ε∇yΦ (yk − ξ) , k ∈ S.
(5.1)
The goal is to approximate the dynamics of the scatterers by means of a continuous
density. To this end we introduce the following particle density in the phase space:
fε
(
y,w, t˜
)
=
1
(Lε)
3
∑
k
δ (y − yk) δ (w −Wk) . (5.2)
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We can then rewrite the first two equations of (5.1) as:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)3
∫
R3
∇ξΦ (ξ − η) ρε
(
η, t˜
)
dη (5.3)
where ρε(y, t˜) = ρ[fε(·, t˜)](y) is the spatial density introduced in (1.17). On the other hand,
the second set of equations of (5.1) implies that:
∂t˜fε
(
y,w, t˜
)
+ w · ∇yfε
(
y,w, t˜
)− ε∇yΦ (y − ξ) · ∇wfε (y,w, t˜) = 0. (5.4)
We have then reformulated (5.1) as (5.3), (5.4).
We can now take formally the limit ε→ 0. To this end, notice that fε (y,w, 0) is of order
one and it converges in the weak topology to g (w) . In order to obtain the evolution for
different rescalings of Lε with ε we compute the asymptotic behaviour in law of fε (y,w, 0) as
ε→ 0. The following Gaussian approximation (5.5) will be used repeatedly in the following:
E [(fε (ya, wa, 0)− g (wa)) (fε (yb, wb, 0) − g (wb))] = g (wa)
(Lε)
3 δ (ya − yb) δ (wa − wb) . (5.5)
This approximation will be justified in Appendix A where it will be seen how to derive it
from the empirical densities associated to particle distributions given by the Poisson measure.
Assuming (5.5), it is natural to look for solutions of (5.4) with the form:
fε
(
y,w, t˜
)
= g (w) +
1
(Lε)
3
2
ζε
(
y,w, t˜
)
. (5.6)
Then, using the fact that the contribution to the integral
∫
R3
∇ξΦ (ξ − η) ρε
(
η, t˜
)
dη due
to the term g (w) vanishes, we obtain that ζε
(
y,w, t˜
)
solves the following problem:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)
3
2
∫
R3
∇ξΦ (ξ − η) ρ˜ε
(
η, t˜
)
dη, (5.7)
∂t˜ζε
(
y,w, t˜
)
+w · ∇yζε
(
y,w, t˜
)− ε (Lε) 32 ∇yΦ (y − ξ) · ∇w
(
g (w) +
ζε
(
y,w, t˜
)
(Lε)
3
2
)
= 0, (5.8)
where ρ˜ε
(
y, t˜
)
= ρ[ζε(·, t˜)](y) is the associated spatial density (cf. (1.17)).
Notice that we assume that the potential Φ decreases sufficiently fast to guarantee that the
integral
∫
R3
∇ξΦ (ξ − η) ρ˜ε
(
η, t˜
)
dη is well defined for a random particle distribution ζε
(
y,w, t˜
)
given by (5.5), (5.6). In the case of potentials Φ decreasing as some power laws it is possible
to give a meaning to this integral by means of a limit procedure.
Then, using the fact that Lε → ∞ we obtain the following limit problem formally. We
write
θε = ε (Lε)
3
2 . (5.9)
Given that the range of the interaction potentials is of order |y| ≈ 1 we need to have
θε → 0 as ε→ 0 in order to obtain a kinetic limit. On the other hand, since Lε →∞, making
the Gaussian approximation ζε ⇀ ζ, we can approximate the problem (5.7), (5.8) as:
dξ
dt˜
= V ,
dV
dt˜
= −θε
∫
R3
∇ξΦ (ξ − η) ρ˜
(
η, t˜
)
dη (5.10)
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where ρ˜
(
y, t˜
)
= ρ[ζ(·, t˜)](y) and
(∂t˜ + w · ∇)yζ
(
y,w, t˜
)− θε∇yΦ (y − ξ) · ∇wg (w) = 0, ζ (y,w, 0) = N (y,w) . (5.11)
Using (5.5) we obtain:
E [N (y,w)] = 0 , E [(N (ya, wa))N (yb, wb)] = g (wa) δ (ya − yb) δ (wa − wb) . (5.12)
To prove rigorously that the term 1
(Lε)
3
2
ζε can be neglected in (5.8) is a challenging math-
ematical problem, that will not be considered in this paper.
Due to the linearity of (5.11)-(5.12) we can write ζ
(
y,w, t˜
)
as ζ1
(
y,w, t˜
)
+ ζ2
(
y,w, t˜
)
,
where:
∂t˜ζ1
(
y,w, t˜
)
+w · ∇yζ1
(
y,w, t˜
)
= 0 , ζ1 (y,w, 0) = N (y,w) (5.13)
∂t˜ζ2
(
y,w, t˜
)
+ w · ∇yζ2
(
y,w, t˜
)− θε∇yΦ (y − ξ) · ∇wg (w) = 0 , ζ2 (y,w, 0) = 0. (5.14)
Equation (5.13) can be solved explicitly using characteristics:
ζ1
(
y,w, t˜
)
= N
(
y − wt˜, w) . (5.15)
The stochastic process on the right-hand side of (5.15) has non trivial correlations in time.
On the other hand, it is easily seen using (5.12) that for any t˜ ∈ R the stochastic process
ζ1
(
y,w, t˜
)
is the same in law as N (y,w) .
We can approximate the solution of (5.14) as follows. As long as the time t˜ is smaller
than the mean free path we can approximate V as a constant and then ξ
(
t˜
)
= ξ (0) + V t˜ (cf.
(5.10)). Assuming that ξ (0) = 0 without loss of generality, we can approximate (5.14) as:
∂t˜ζ2
(
y,w, t˜
)
+ w · ∇yζ2
(
y,w, t˜
)− θε∇yΦ (y − V t˜) · ∇wg (w) = 0 , ζ2 (y,w, 0) = 0.
The solution of this equation is given by:
ζ2
(
y,w, t˜
)
= θε∇wg (w) ·
∫ t˜
0
∇yΦ
(
y − w (t˜− s)− V s) ds. (5.16)
This function takes a simpler form in a coordinate system moving with speed V , i.e.
Ξ
(
y˜, w, t˜
)
= ζ2(y+V t˜, w, t˜). Indeed, in this coordinate system, the asymptotics can be easily
computed as:
Ξ
(
y˜, w, t˜
)→ Ξ∞ (y˜, w) = θε∇wg (w) ·
∫ 0
−∞
∇yΦ (y˜ + (w − V ) s) ds as t˜→∞. (5.17)
Indeed, as it will be seen below the characteristic time scale for the change of V is (θε)
−2
and therefore the effect of the difference
(
ξ − V t˜) in the term containing ρ˜2 would be a lower
order term during these time scales.
The limit function Ξ∞ is singular for w = V for general values of y˜. Notice that the
stabilization of Ξ to Ξ∞ takes place in times t˜ of order one, i.e. in the microscopic time scale.
The stabilization of the particle density around the tagged particle to a stationary distribution
(in a coordinate system moving with the tagged particle) in the microscopic time scale, which
is much shorter than the macroscopic time scale, was seemingly noticed first by Bogoliubov.
Notice that in this regime the function ζ2 approaches asymptotically a travelling wave solution
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which moves at the same speed as the tagged particle. This solution is sometimes referred as
cloud. Physically, the cloud represents the distorsion in the distribution of scatterers due to
the presence of the tagged particle.
We can now compute the evolution of the tagged particle using (5.10). Using the de-
composition into ζ1, ζ2 (cf. (5.13)-(5.14)) we can decompose the force acting on the tagged
particle in two pieces. The one associated to ζ1 is a time dependent random force field which
is not affected by the tagged particle. The term associated to ζ2 yields a deterministic term
which depends only on the velocity of the tagged particle. Let ρ˜1,2
(
y, t˜
)
= ρ[ζ1,2(·, t˜)](y), then
ρ˜1
(
y, t˜
)
is a Gaussian random variable which can be characterized by means of the following
set of expectations and correlations (cf. Appendix A):
E
[
ρ˜1
(
y, t˜
)]
= 0
E
[
ρ˜1
(
y1, t˜1
)
ρ˜1
(
y2, t˜2
)]
=
1(
t˜1 − t˜2
)3 g
(
y1 − y2
t˜1 − t˜2
)
, t˜1 > t˜2 (5.18)
We can then approximate in the second equation in (5.10) the terms containing ρ˜2 using
that ξ ≈ V t˜ for τ smaller than the mean free path. However, it is relevant to notice that the
approximation ξ ≈ V t˜ cannot be made in the term containing the random density ρ˜1 unless
t˜≪ (θε)−2 because for t˜ & (θε)−2 the resulting correction would be of order θε
∣∣ξ − V t˜∣∣ which
would be of order (θε)
2 for times t˜ of order one and therefore it would give a contribution of
order one in times of order (θε)
−2 .
We then have the following approximation:
dV
dt˜
≃ −θε
∫
R3
∇ξΦ (ξ − η) ρ˜1
(
η, t˜
)
dη + θε
∫
R3
∇ξΦ (η) ρ˜2
(
η + V t˜, t˜
)
dη.
For the second integral, we use the approximation (5.17):
θε
∫
R3
∇ξΦ (η) ρ˜2
(
η + V t˜, t˜
)
dη ∼ − (θε)2 Λg (V ) , with
Λg (V ) = −
∫
R3
dη
∫
R3
dw∇ξΦ (η)
[
∇wg (w) ·
∫ 0
−∞
∇yΦ (η + (w − V ) s) ds
]
. (5.19)
Additionally, define the random force field given by:
Fg
(
ξ, t˜
)
= −
∫
R3
∇ξΦ (ξ − η) ρ˜1
(
η, t˜
)
dη =
∫
R3
∇ηΦ (η) ρ˜1
(
η + ξ, t˜
)
dη. (5.20)
We can then write the evolution equation of V as:
dV
dt˜
= θεFg
(
ξ, t˜
)− (θε)2 Λg (V ) , dξ
dt˜
= V. (5.21)
The random force field Fg (ξ) is a Gaussian field with zero average. The correlation
between the values of the field at different points can be computed using (5.18) and (5.20).
We have:
E
[
Fg
(
ξ1, t˜1
)⊗ Fg (ξ2, , t˜2)] =
∫
R3
dη1
∫
R3
dη2
∇Φ (η1)⊗∇Φ (η2)(
t˜1 − t˜2
)3 g
(
η1 + ξ1 − η2 − ξ2
t˜1 − t˜2
)
.
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Notice that (5.21) yields an approximation for the dynamics of the tagged particle by
means of the dynamics of a particle which moves with a friction coefficient which is due
to the fact that the tagged particle moves against the medium. A time dependent random
gaussian field acts also in the particle.
Actually, in order to write a differential equation for the probability density which de-
scribes the position and velocity of the tagged particle, it is convenient to define a random
variable Bg
(
t˜;V
)
= Fg
(
V t˜, t˜
)
where the times t˜ are much shorter than the mean free time
for deflections. Then:
E
[
Bg
(
t˜;V
)]
= 0 (5.22)
E
[
Bg
(
t˜1;V
)
Bg
(
t˜2;V
)]
=
∫
(R3)2
d(η1, η2)
∇ηΦ (η1)⊗∇ηΦ (η2)(
t˜1 − t˜2
)3 g
(
V +
η1 − η2
t˜1 − t˜2
)
, t˜1 > t˜2.
Then, (5.21) can be rewritten, for times in which the change of V is small, as:
dV
dt˜
= θεBg
(
t˜;V
)− (θε)2 Λg (V ) , dξ
dt˜
= V (5.23)
Equation (5.23) can be thought as an approximated Langevin equation. The noise term
Bg
(
t˜;V
)
decorrelates in times t˜ of order one. Therefore, in a suitable scaling limit we have
that the term Bg
(
t˜;V
)
behaves as a ”white noise” term. Notice that we can expect the zero
average ”noise” term θεBg
(
t˜;V
)
and the deterministic term (θε)
2Λg (V ) to yield contributions
of the same order of magnitude, comparable to the velocity of the tagged particle, in a time
scale of order t˜ ≈ 1
(θε)
2 . This suggests to introduce a macroscopic time scale Tε =
Lε
(θε)
2 . Then,
the macroscopic time scale t and the macroscopic spatial variable x can be defined in terms
of the microscopic time scale τ and the microscopic spatial variable X. We then have:
t =
τ
Tε
= (θε)
2 t˜ , x =
X
Tε
= (θε)
2X , w = V
where we use the fact that the microscopic and macroscopic velocity are the same. Then
(5.23) becomes:
dx
dt
= w ,
dw
dt
=
1
θε
Bg
(
t
(θε)
2 ;w
)
− Λg (w) (5.24)
for times t small. We now notice that, since θε → 0 we can approximate 1θεBg
(
t
(θε)
2 ;w
)
by
means of a white noise term. More precisely, we will write 1θεBg
(
t
(θε)
2 ;w
)
→ η (t) = η (t;w)
where (cf. (5.22)):
E [η (t1;w)] = 0, E [η (t1;w) ⊗ η (t2;w)] = Dg (w) δ (t1 − t2) .
where:
Dg (w) =
∫ ∞
0
ds
s3
∫
R3
dη1
∫
R3
dη2∇ηΦ (η1)⊗∇ηΦ (η2) g
(
w +
η1 − η2
s
)
(5.25)
Notice that the integral is well defined if g (v) decreases sufficiently fast as |v| → ∞. The
matrix Dg (w) is nonnegative. We then obtain the following approximation of (5.24) for small
t :
dx
dt
= w ,
dw
dt
= η (t;w)− Λg (w)
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Therefore, if we denote the probability density describing the distribution of the tagged
particle as f (x,w, t) we obtain the following evolution equation for it
∂tf + w · ∂xf = ∂w ·
(
1
2
Dg (w) ∂wf + Λg (w) f
)
. (5.26)
Remark 5.1 The earliest study of systems with long range interactions can be found in (Bo-
goliubov). The approach introduced there is based on the BBGKY hierarchy, arguing that
the truncated correlation function g2 and truncated correlations of higher order stabilize on a
much shorter timescale than the one-particle distribution function f1. In our approach this
corresponds to the stabilization of the function Hg, as well as of the noise Bg to a stationary
process on the short time scale introduced by Bogoliubov.
5.1.2 Coulomb point particles.
We now consider the evolution of a tagged particle (X,V ) evolving according to the Rayleigh
gas dynamics (cf. (1.4)) with interaction potentials decreasing as the Coulomb potential at
large distances. We recall that in this case, in order to be able to define the random force
field we need to impose suitable electroneutrality conditions. To be concise, we restrict our
analysis to the case in which we have only two types of charges, having opposite signs, but it
would be possible to adapt the arguments to more complicated charge distributions. We will
consider the following types of interaction potentials:
φε (X) = Φ
( |X|
ε
)
or φε (X) = εΦ (|X|) , (5.27)
where Φ is a smooth function which behaves for large values as Φ (s) ∼ 1s as s→∞, as well
as the corresponding asymptotic formulas for the derivatives of Φ. The first type of potential
in (5.27) includes for instance the Landau part associated to Coulomb potentials (cf. (4.2)).
We will assume that there are two types of scatterers, having charges +1 and −1 respec-
tively. We will denote them as
{
Y ±k
}
k∈S respectively. Then, the evolution equation for the
tagged particle is described by the following set of equations:
dX
dτ
= V ,
dV
dτ
= −
∑
j∈S
∇Xφε
(
X − Y +j
)
+
∑
j∈S˜
∇Xφε
(
X − Y −j
)
dY ±k
dτ
=W±k ,
dW±k
dτ
= ∓∇Y φε
(
Y ±k −X
)
, k ∈ S. (5.28)
Arguing as in Subsection 5.1.1, we can approximate these equations replacing the particle
distributions by particle densities in the phase space. We have two different types of charges
and therefore we need to introduce two different densities. We define new variables by means
of:
y±k =
Y ±k
Lε
, ξ =
X
Lε
, t˜ =
τ
Lε
(5.29)
In this case there is no canonical choice of the characteristic length Lε. The first type of
potentials in (5.27) has a characteristic length ε and the second one has a characteristic
length of order one. However, on these length scales we cannot approximate the distributions
by continuous densities. In the case of interacting particle systems which will be consider
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in Subsection 5.2 there will be a natural choice of Lε, namely the so-called Debye screening
length. However, in the case of the Rayleigh gas under consideration here such a natural
choice does not exists since the power law does not have any characteristic length. We will
take any length Lε much larger than one:
Lε ≫ 1.
Additional conditions on Lε will be made precise later. Let f
±
ε
(
y,w, t˜
)
be the empirical
densities defined as in (5.2).
We define also a rescaled potential φ˜ by means of:
φε (X) = φ˜ε
(
X
Lε
)
= φ˜ε (ξ) . (5.30)
Then, the equations for the tagged particle in (5.28) can be rewritten as:
dξ
dt˜
= V ,
dV
dt˜
= (Lε)
3
∫
R3
∇ξφ˜ε (ξ − η)
[
ρ−ε
(
η, t˜
)− ρ+ε (η, t˜)] dη, (5.31)
where ρ±ε
(
y, t˜
)
= ρ[f±ε (·, t˜)]. On the other hand the equations for the scatterers in (5.28)
imply:
∂t˜f
±
ε
(
y,w, t˜
)
+ w · ∇yf±ε
(
y,w, t˜
)∓∇yφ˜ε (y − ξ) · ∇wf±ε (y,w, t˜) = 0. (5.32)
Suppose that the distribution of velocities of the scatterers
{
Y ±k
}
k∈S are given by functions
g± (w). Then arguing as in Subsection 5.1.1 we can approximate the initial data for (5.32)
by means of Gaussian stochastic processes with average g+ (w) and g− (w) respectively which
satisfy:
E
[(
f±ε (y,w, 0) − g± (w)
) (
f±ε
(
y′, w′, 0
) − g± (w′))] = g± (w)
(Lε)
3 δ
(
y − y′) δ (w − w′) (5.33)
E
[(
f+ε (y,w, 0) − g (w)
) (
f−ε
(
y′, w′, 0
) − g˜ (w′))] = 0. (5.34)
The last equation ensures that the distributions of scatterers are mutually independent.
It is then natural, arguing as in Subsection 5.1.1, to look for solutions with the form:
f±ε
(
y,w, t˜
)
= g± (w) +
1
(Lε)
3
2
ζ±ε
(
y,w, t˜
)
. (5.35)
Then, neglecting higher order terms, we obtain the the particle fluctuations satisfy ap-
proximately the following problems:
∂t˜ζ
±
ε
(
y,w, t˜
)
+ w · ∇yζ±ε
(
y,w, t˜
)∓ (Lε) 32 ∇yφ˜ε (y − ξ) · ∇wg± (w) = 0. (5.36)
with random initial data ζ±ε (y,w, 0) = N±(y,w) satisfying:
E
[
N± (y,w)
]
= 0, ,E
[
N+ε (ya, wa)N
− (yb, wb)
]
= 0 (5.37)
E
[
N± (ya, wa)N±ε (yb, wb)
]
= g± (wa) δ (ya − yb) δ (wa − wb) . (5.38)
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The electroneutrality condition requires that:∫
R3
g+ (w) dw =
∫
R3
g− (w) dw.
Then (5.31) can be rewritten as:
dξ
dt˜
= V ,
dV
dt˜
= − (Lε)
3
2
∫
R3
∇ξφ˜ε (ξ − η)
[
ζ+ε
(
η,w, t˜
)− ζ−ε (η,w, t˜)] dη. (5.39)
Summarizing, we have reduced the original problem to (5.36)-(5.39). It is natural, in order
to derive a kinetic limit, to consider the previous model as ε→ 0. Moreover, we will assume
that t˜ is sufficiently small so that we can assume that V is constant. Assuming that ξ (0) = 0
we then have the approximation ξ ≃ V t˜. We can then approximate (5.36)as:
∂t˜ζ
±
ε
(
y,w, t˜
)
+ w · ∇yζ±ε
(
y,w, t˜
)∓ (Lε) 32 ∇yφ˜ε (y − V t˜) · ∇wg± (w) = 0. (5.40)
Using (5.27), (5.30) and the asymptotic behaviour of the function Φ we obtain the ap-
proximation:
∇yφ˜ε
(
y − V t˜) ≃ − ε
Lε
(
y − V t˜)∣∣y − V t˜∣∣3 .
In any case, due to the presence of logarithmic divergences we will keep in the equation the
whole gradient ∇yφ˜ε (y − V t) .
We can then solve (5.40) with initial data satisfying (5.37), (5.38) arguing as in Subsection
5.1.1:
ζ±ε
(
y,w, t˜
)
= N±
(
y − wt˜, w) ± (Lε) 32 ∇wg± (w) ·
∫ t˜
0
∇yφ˜ε
(
y − w (t˜− s)− V s) ds.
We can then approximate (5.39) as:
dξ
dt˜
= V
dV
dt˜
= F˜g (ξ, t)− 2 (Lε)3
∫
(R3)2
∇ξφ˜ε (ξ − η)
[
∇wg (w) ·
∫ t˜
0
∇ηφ˜ε
(
η −w (t˜− s)− V s) ds
]
d(η,w)
(5.41)
where Fg (ξ, t) is the time dependent random force field:
Fg (ξ, t) = − (Lε)
3
2
∫
R3
∫
R3
∇ξφ˜ε (ξ − η)
[
N+
(
η − wt˜, w)−N− (η − wt˜, w)] dηdw.
On the other hand we can write the last integral term in (5.41) in a more suitable form.
We approximate ξ as V t˜ during the time scale in which the velocity is approximately constant.
Then, the last integral term in (5.41) becomes:
− 2 (Lε)3
∫
R3
∫
R3
∇ξφ˜ε
(
V t˜− η)
[
∇wg (w) ·
∫ t˜
0
∇ηφ˜ε
(
η − w (t˜− s)− V s) ds
]
dηdw
= 2 (Lε)
3
∫
R3
∫
R3
∇ηφ˜ε (η)
[
∇wg (w) ·
∫ 0
−t˜
∇ηφ˜ε (η + (V − w) s) ds
]
dηdw.
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We can rewrite these equations in the original variables X,V, τ.
dX
dτ
= V ,
dV
dτ
= Fg (X, τ)− Λg (V ) . (5.42)
Here Fg (X, τ) is the random force field:
Fg (X, τ) = −
∫
R3
∫
R3
∇Zφε (Z −X)
[
N+ (Z − wτ,w) −N− (Z − wτ,w)] dZdw
and Λg (V ) is the friction coefficient:
Λg (V ) = −2
∫
R3
∫
R3
∇Zφε (Z)
[
∇wg (w) ·
∫ 0
−τ
∇Zφε (Z + (V − w) s) ds
]
dZdw. (5.43)
It turns out that in this case we cannot replace in the last term
∫ 0
−τ by
∫ 0
−∞ as it was made
in the case of potentials with a shorter range (cf. Subsection 5.1.1). This fact is related to
the so-called Coulombian logarithm, that has been already seen in Section 4.2. Using (5.12)
we obtain:
1
(Lε)
3
2
N±
(
1
Lε
Z,w
)
= N± (Z,w) .
We can now estimate the mean free path using the form of φε in (5.27). To this end we
remark that:
E [Fg (X)] = 0
E
[
Fg (X1, τ)⊗ Fg
(
X2, τ
′)] = 2∫
(R3)2
d(w,Z)∇φε (Z −X1)⊗∇φε
(
Z − w (τ − τ ′)−X2) g (w) .
We need to estimate the time scale in which these random forces yield deflection velocities
of order one. To this end, we can approximate the path by means of a rectilinear path during
lengths shorter than the mean free path. We can assume that the particle begins to move at
X = 0. Then, the deflections due to the interaction with the random force field Fg up to time
Tε are given by:
Dε (Tε) =
∫ Tε
0
Fg (V s, s) ds.
Therefore E [Dε (Tε)] = 0 and:
E[Dε (Tε)⊗Dε (Tε)] =
∫ Tε
0
ds1
∫ Tε
0
ds2E [Fε (V s1, s1)⊗ Fε (V s2, s2)]
= 2
∫ Tε
0
ds1
∫ Tε
0
ds2
∫
R3
dZ
∫
R3
g (w1) dw1∇Zφε (Z − (V − w) s1)⊗∇Zφε (Z − (V − w) s2) .
We can approximate this covariance matrix using the form of φε in (5.27). Then:
E [Dε (Tε)⊗Dε (Tε)] = 2ε2
∫ Tε
0
ds1
∫ Tε
0
ds2
∫
R3
dZ·
·
∫
R3
g (w) dwΦ′ (|Z − (V − w) s1|) Φ′ (|Z − (V − w) s2|) (Z − (V − w) s1)|Z − (V − w) s1| ⊗
(Z − (V −w) s2)
|Z − (V −w) s2|
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Then, using the change of variables Z = (s2 − s1)Y we obtain:
E [Dε (Tε)⊗Dε (Tε)] =2ε2
∫ Tε
0
ds1
∫ Tε
0
|s2 − s1|3 ds2
∫
R3
dY ·
·
∫
R3
g (w + V ) dwΦ′ (|s2 − s1| |Y |) Φ′ (|s2 − s1| |Y + w|) Y|Y | ⊗
(Y +w)
|Y +w| .
If |s2 − s1| is of order one the function of |s2 − s1| obtained by means of
∫
R3
dY
∫
R3
dw (· · ·)
is bounded. On the other hand, using the asymptotic behaviour of Φ we obtain the following
asymptotic formula:
|s2 − s1|3
∫
R3
dY
∫
R3
g (w + V ) dwΦ′ (|s2 − s1| |Y |)Φ′ (|s2 − s1| |Y + w|) Y|Y | ⊗
(Y + w)
|Y + w|
∼ 1|s2 − s1|
∫
R3
dY
∫
R3
g (w + V ) dw
Y
|Y |3 ⊗
(Y + w)
|Y + w|3 as |s2 − s1| → ∞
whence:
E [Dε (Tε)⊗Dε (Tε)] ∼ 2ε2Tε log (Tε)
∫
R3
dY
∫
R3
g (w + V ) dw
Y
|Y |3 ⊗
(Y + w)
|Y + w|3 (5.44)
as Tε →∞. This gives the characteristic time scale for the evolution of the velocity is:
Tε ∼ 1
2ε2 log
(
1
ε
) as ε→ 0, (5.45)
which is the expected time scale for the diffusive part of the Coulombian interactions. In
particular the time scale contains the Coulombian logarithm.
We can compute also the characteristic time scale for the friction term Λg (V ) . To this end
we compute the size of the contribution of this term. More precisely, the deflection produced
by this term in times Tε is:
dε (Tε) = 2
∫ Tε
0
ds1
∫
R3
∫
R3
∇Zφε (Z)
[
∇wg (w) ·
∫ 0
−s1
∇Zφε (Z + (V − w) s2) ds2
]
dZdw
Using (5.27) we obtain, using the change of variables s2 → −s2 and applying Fubini:
dε (Tε) = 2ε
2
∫ Tε
0
(Tε − s2)Ψ (s2;V ) ds2 (5.46)
where:
Ψ (s2;V ) =
∫
R3
dZ
∫
R3
dwΦ′ (|Z|)Φ′ (|Z + (w − V ) s2|)
(
∇wg (w) · Z + (w − V ) s2|Z + (w − V ) s2|
)
Z
|Z| .
Using our assumptions on Φ we obtain that Ψ (s2;V ) is bounded for s2 bounded and it
behaves asymptotically as s2 →∞ as:
Ψ (s2;V ) ∼ 1
s2
∫
R3
dZ
∫
R3
dw
1
|Z|2 |Z + (w − V )|2
(
∇wg (w) · Z + (w − V )|Z + (w − V )|
)
Z
|Z|
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where we have used the change of variables Z → s2Z. Then:
dε (Tε) ∼ 2ε2Tε log (Tε)
∫
R3
dZ
∫
R3
dw
1
|Z|2 |Z + (w − V )|2
(
∇wg (w) · Z + (w − V )|Z + (w − V )|
)
Z
|Z|
(5.47)
In order to derive the evolution equation for the probability density which describes the
position of the tagged particle we rescale the time τ and introduce a macroscopic time scale
t = τTε with Tε =
1
2ε2 log( 1ε )
and the space variable x = XTε . Then combining (5.42), (5.44),
(5.47) we obtain the following stochastic differential equation for the tagged particle:
dx
dt
= V ,
dV
dt
=Wg (t;V )− λg (V )
where:
λg (V ) = −
∫
(R3)2
d(w,Z)
1
|Z|2 |Z + (w − V )|2
(
∇wg (w) · Z + (w − V )|Z + (w − V )|
)
Z
|Z| , (5.48)
and
E [Wg (t;V )] = 0, (5.49)
E
[
Wg (t;V )⊗Wg
(
t′;V
)]
= δ
(
t− t′) ∫
R3
dY
∫
R3
g (w + V ) dw
Y
|Y |3 ⊗
(Y + w)
|Y + w|3 = Dg (V ) .
It might be readily seen using Fourier that the matrix Dg (w) is nonegative. We can then
write the following evolution equation for the distribution of particles f (x, V, t) .
∂tf (x, V, t) + V · ∂xf (x, V, t) = ∂V ·
(
1
2
Dg (V ) ∂V f (x, V, t) + λg (V ) f (x, V, t)
)
(5.50)
Remark 5.2 Contrarily to the case studied in Subsection 5.1.1, the friction term Hg and the
noise Bg do not stabilize on a short Bogoliubov time scale, as can be seen by the logarithmic di-
vergence of the integral in (5.43) as τ →∞ and the divergence of 1Tε
∫ Tε
0 (Tε − s2)Ψ (s2;V ) ds2
(cf. (5.46)) as Tε → ∞. This logarithmic divergence yields the logarithmic correction of the
time scale characteristic of Coulombian interactions.
5.1.3 The threshold between short and long range potentials in the decay 1|x| .
Something that was seen in [38] is that in the case of Lorentz gases and interaction potentials
with the form ε|x|s the threshold which separates between short range and long range potentials
corresponds to s = 1, i.e. to potentials decreasing like Coulombian potentials. Actually, the
same separation between long range and short range potentials holds in the case of Rayleigh
gases.
The rationale behind this difference between short and long range potentials can be easily
understood at the physical level (cf. [7] for an explanation of the onset of the Coulombian
logarithm in the case of Coulombian potentials). Suppose that we consider a tagged particle
moving along a rectilinear path which will be denoted as ℓ during a length L.We consider the
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deflections of the tagged particle induced by a set of scatterers distributed according to the
Poisson distribution with an average distance 1. More precisely, we distinguish the deflections
produced by the scatterers at dyadic distances, i.e. at a distance 2n and 2n+1 from ℓ for each
n ∈ Z, where we assume that 2n is smaller than the range of the potential. We will denote
the distances between 2n and 2n+1 for each n as a ”dyadic”. The deflection experienced by
the tagged particle is a random variable with zero average, due to the fact that the scatterers
are symmetrically distributed with respect to the line ℓ. On the other hand if we estimate
the variance of the deflections produced by the particles at distances between 2n and 2n+1
it can be readily seen that the magnitude of this variance decreases exponentially with n if
s > 1 and increases exponentially with n (as long as 2n . L) for s < 1. The contribution
to the deflections of the scatterers at distances larger than L is negligible if s > 12 (cf. [38]
for a detailed proof of this in the case of static scatterers). Notice that for these ”far-away”
scatterers the change of angle subtended by the tagged particle is very small, i.e. we can say
that no collision is taking place. In the case of s = 1 the magnitude of the deflections is the
same for all the values of n as long as 2n . L. Actually, this is the reason for the onset of the
Coulombian logarithm, namely the fact that we need to add the deflections produced by the
different dyadic cylinders and the number of these cylinders is of order log (L), if we assume
that the potential 1|x| is cut at distances of order |x| ≃ 1.
It turns out that a similar picture takes place in the case of moving scatterers, i.e. for
Rayleigh gases. The onset of the logarithmic correction for potentials behaving like Coulomb
for large distances has been seen above. Seemingly nonkinetic models, with long range cor-
relations due to the long range of the potentials arise for s ∈ (12 , 1) as it happens in the
Lorentz gases considered in [38], in spite of the fact that for Rayleigh gases the scatterers
move. However, we will not continue the study of this case in this paper. (Nevertheless, the
case s ∈ (12 , 1) will be discussed in Subsection 8.1 in the case of interacting particle systems).
5.1.4 The case of grazing collisions.
Another example of Rayleigh gas dynamics (cf. (1.4)) which can be approximated in the
same manner as above is the case which is usually termed with the name of grazing collisions.
This corresponds to the case of particles which interact weakly with a tagged particle, with
an interaction range smaller or similar to the average particle distance and do not interact
between themselves. We will assume that there is only one type of scatterers. Therefore the
system under consideration has the form:
dX
dτ
= V ,
dV
dτ
= −
∑
j∈S
∇Xφε (X − Yj) (5.51)
dYk
dτ
=Wk ,
dWk
dτ
= −∇Y φε (Yk −X) , k ∈ S
where we assume that the interaction potential is:
φε (X) = εΦ
( |X|
ℓε
)
(5.52)
where Φ = Φ (s) is a smooth function which decreases sufficiently fast as s → ∞, as well as
the corresponding asymptotic formulas for the derivatives of Φ. We can assume for instance
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that Φ (s) ∼ 1sα as s→∞ with α > 1, or that Φ (s) decreases exponentially. We assume that
ℓε . 1. In particular we might assume that ℓε → 0. We then argue as in Subsections 5.1.1,
5.1.2 and introduce a new set of variables by means of:
yk =
Yk
Lε
, ξ =
X
Lε
, t˜ =
τ
Lε
The length Lε is only an auxiliary length Lε ≫ 1 that enables us to approximate the
background distribution by a Guassian. Notice that in this case it is not convenient to take
Lε = ℓε because since ℓε . 1 we would not obtain an approximation of the distribution of
particles by means of a random distribution. Consider again the empirical density defined by
(5.2). We also define a rescaled potential by means of:
φε (X) = φ˜ε
(
X
Lε
)
= φ˜ε (ξ)
Using the change of values t˜ = τLε , ξ =
X
Lε
we can rewrite (5.51), (5.52) as:
dξ
dt˜
= V,
dV
dt˜
= −
∑
j∈S
∇ξφ˜ε (ξ − yj) = − (Lε)3
∫
R3
∇ξφ˜ε (ξ − η) ρε
(
η, t˜
)
dη
dξ
dt˜
= V ,
dV
dt˜
= − (Lε)3
∫
R3
∇ξφ˜ε (ξ − η) ρε
(
η, t˜
)
dη
where ρε
(
y, t˜
)
= ρ[fε(·, t˜)](y) as defined in (1.17).
On the other hand, using the equations for the scatterers in (5.51) we obtain:
∂t˜fε
(
y,w, t˜
)
+ w · ∇yfε
(
y,w, t˜
)− 1
(Lε)
3
∑
k
δ (y − yk)
[
∇yφ˜ε (yk − ξ) · ∇wδ (w −Wk)
]
= 0
∂t˜fε
(
y,w, t˜
)
+ w · ∇yfε
(
y,w, t˜
)−∇yφ˜ε (y − ξ) · ∇wfε (y,w, t˜) = 0 (5.53)
Arguing as Subsections 5.1.1, 5.1.2 it is natural to approach the initial value for (5.53) as:
E [(fε (ya, wa, 0)− g (wa)) (fε (yb, wb, 0)− g (wb))] = g (wa)
(Lε)
3 δ (ya − yb) δ (wa − wb) (5.54)
where g (w) is the distribution of velocities of the scatterers {Yk}k∈S . We then look for a
solution (5.53), (5.54) with the form:
fε
(
y,w, t˜
)
= g (w) +
1
(Lε)
3
2
ζε
(
y,w, t˜
)
Then, approximating (5.53) by the leading order terms we obtain:
(∂t˜ + w · ∇y)ζε
(
y,w, t˜
)− (Lε) 32 ∇yφ˜ε (y − ξ) · ∇wg (w) = 0, ζε (y,w, 0) = Nε (y,w) (5.55)
where the (random) initial data is characterized by:
E [Nε (y,w)] = 0 (5.56)
E [Nε (ya, wa)Nε (yb, wb)] =
g (wa)
(Lε)
3 δ (ya − yb) δ (wa − wb) . (5.57)
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On the other hand, the evolution of the tagged particle (cf. (5.51)) can be approximated as:
dξ
dt˜
= V ,
dV
dt˜
= − (Lε)3
∫
R3
∫
R3
∇ξφ˜ε (ξ − η) ζε
(
η,w, t˜
)
dwdη. (5.58)
We can solve these equations as in Subsection 5.1.1. We then obtain:
ζε
(
y,w, t˜
)
= Nε
(
y − wt˜, w) + (Lε) 32 ∇wg (w) ·
∫ t˜
0
∇yφ˜ε
(
y − w (t˜− s)− V s) ds
where we use the approximation ξ ≃ V t˜ which is valid for times in which the tagged particle
travels over distances shorter than the mean free path. In order to obtain the evolution of
the tagged particle we approximate also ξ as V t˜. Then, the velocity of the tagged particle for
times shorter than the mean free path is given by:
dV
dt˜
= (Lε)
3
∫
R3
∫
R3
∇ηφ˜ε (η)Nε
(
η − wt˜, w) dwdη+
+ (Lε)
3
∫
R3
∫
R3
∇ηφ˜ε (η)∇wg (w) ·
∫ 0
−∞
∇ηφ˜ε (η + (V − w) s) dsdwdη
We change to the original variables:
dV
dτ
=
∫
R3
dX
∫
R3
dw∇Xφε (X + wτ) N¯ (X,w) +
+
∫
R3
dX
∫
R3
dw∇Xφε (X)∇wg (w) ·
∫ 0
−∞
∇Xφε (X + (V − w)) ds.
where is the following Gaussian noise, which is independent of ε
E
[
N¯ (X,w)
]
= 0
E
[
N¯ (Xa, wa) N¯ (Xb, wb)
]
= g (wa) δ (Xa −Xb) δ (wa − wb) .
We then write the evolution equation of the tagged particle as
dX
dτ
= V ,
dV
dτ
=
θε√
ℓε
Bg
(
τ
ℓε
)
− (θε)2Λg (V ) (5.59)
Here θε is given by:
θε = εℓε, (5.60)
the friction term Λg (V ) is given by
Λg (V ) = −
∫
R3
dY
∫
R3
dw∇Y Φ (|Y |)∇wg (w) ·
∫ 0
−∞
∇Y Φ (|Y + (V − w) s|) ds (5.61)
and Bg (·) is a gaussian stationary stochastic process defined in the time variable such that
E [Bg (s)] = 0 , E [Bg (0)Bg (s)] =
∫
R3
dY
∫
R3
dw∇Y Φ (|Y + ws|)⊗∇YΦ (|Y |) g (w) (5.62)
We observe that the noise Bg decorrelates in times of order ℓε as it might be expected.
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We can now rewrite (5.59) using a macroscopic time scale t = (θε)
2 τ and the new space
variable x = (θε)
2X. We keep the velocity v = V. Then, taking the limit ε→ 0 we obtain the
following approximation
dx
dt
= v ,
dv
dt
=
1
θε
√
ℓε
Bg
(
t
(θε)
2 ℓε
)
− Λg (v) = B˜g (t)− Λg (v) (5.63)
where Λg and Bg are as in (5.61), (5.62) and B˜g satisfies:
E
[
B˜g (s)
]
=0 , E
[
B˜g (s1) B˜g (s2)
]
= Dδ (s1 − s2)
D =
∫ ∞
0
ds
∫
R3
dY
∫
R3
dw∇Y Φ (|Y + ws|)⊗∇Y Φ (|Y |) g (w) . (5.64)
We then obtain the following evolution equation for the distribution function f (x, v, t) .
∂tf (x, V, t) + V · ∂xf (x, V, t) = ∂V
(
D
2
∂V f +Λg (V ) f
)
(x, V, t) . (5.65)
5.2 Approximating the dynamics of an interacting particle system using
the dynamics of a tagged particle with friction in a random medium.
We now describe how to approximate the dynamics of the many particle system (1.1) by
means of (1.2) in the case of weak particle interactions. The main idea is to apply to each
particle of the system a method analogous to the one used in the previous Subsection for
Rayleigh gases, namely to approximate the dynamics of a particle as the motion in a random
force field with a friction coefficient. The only difference is that in the computation of the
random force field and the friction coefficient acting on each particle we must take into account
the interaction between the background particles, which is not present in the case of Rayleigh
gases.
Actually, the decomposition the action in a tagged particle of a medium composed of
many of particles as a friction term and a noise term has been used since the earliest times of
Statistical Physics. Indeed, Einstein’s analysis of Brownian motion (cf. [19]), assumes that the
forces acting on one particle moving in a viscous fluid can be decomposed in the sum two parts,
namely the friction force, which can be computed solving Stokes equations, and a random
force field, which is assumed to have the form of a white noise in time. The determination
of the amplitude of the white noise was made using a version of the fluctuation-dissipation
theorem. This theorem, which is a very general result in Statistical Physics provides a relation
between the friction acting on a tagged particle and the noise part, which is due to the fact
that at equilibrium equipartition of the energy holds.
The approach of approximating the dynamics of a single particle in the system (1.1) is
similar from the conceptual point of view. The only difference is that in the case of kinetic
limits of (1.1), we can obtain explicit formulas for the friction coefficient and the random force
field acting on each particle in terms of the interaction potential describing the microscopic
dynamics. In the case of a Brownian particle moving in a viscous flow, the direct computation
of the friction and the random force field in terms of the microscopic interactions between the
particles is a rather difficult task.
We remark that the computations in this Subsection yield a method to obtain the char-
acteristic time scale for the evolution of the distribution of velocities of a particle system
described by (1.1) in the particular scaling limits under consideration.
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5.2.1 Particle interactions with finite range much larger than the particle dis-
tance.
Computation of the friction coefficient and a random force field. We begin
considering the case of interaction potentials with the form (3.22), (3.23). We consider the
dynamics of a distinguished particle (X,V ) in an interacting particle system. Denoting as
(Yk,Wk) , k ∈ S the position and velocity of the remaining particles of the system, using the
change of variables (5.29) as well as (1.1) we obtain:
dξ
dt˜
= V ,
dV
dt˜
= −ε
∑
j∈S
∇ξΦ (ξ − yj) (5.66)
dyk
dt˜
=Wk ,
dWk
dt˜
= −ε∇yΦ (yk − ξ)− ε
∑
j∈S
∇yΦ (yk − yj) , k ∈ S
In order to approximate this system by an evolution equation of the form (1.2), first recall
the empirical measure fε defined in (5.2). Then, the first equation of (5.66) can be rewritten
as:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)3
∫
R3
∇ξΦ (ξ − η) ρε
(
η, t˜
)
dη (5.67)
with ρε
(
y, t˜
)
= ρ[fε(·, t˜)](y) (cf. (1.17)). The second set of equations in (5.66) becomes:
dyk
dt˜
=Wk ,
dWk
dt˜
= −ε∇yΦ (y − ξ)− ε (Lε)3 (∇yΦ ∗ ρε)(yk, t˜) , k ∈ S. (5.68)
Using (5.68) we can derive, arguing as in Subsection 5.1.1, the following evolution equation
for the particle density fε :
∂t˜fε
(
y,w, t˜
)
+w · ∇yfε
(
y,w, t˜
)− ε [∇yΦ (y − ξ) + (Lε)3 (∇yΦ ∗ ρε)(y, t˜)] · ∇wfε (y,w, t˜) = 0
(5.69)
Using the change of variables (5.6), we can rewrite (5.69) as:
(∂t˜ + w · ∇y)ζε
(
y,w, t˜
)
−
[
ε (Lε)
3
2 ∇yΦ (y − ξ) + ε (Lε)3 (∇yΦ ∗ ρ˜ε)(y, t˜)
]
· ∇w
(
g (w) +
1
(Lε)
3
2
ζε
(
y,w, t˜
))
= 0.
where ρ˜
(
y, t˜
)
= ρ[ζ(·, t˜)](y). Neglecting the term 1
(Lε)
3
2
ζε which might be expected to be small
compared with g we obtain the following approximation for the fluctuations of the density of
scatterers:
((∂t˜ + w · ∇y) ζε
(
y,w, t˜
)− [ε (Lε) 32 ∇yΦ (y − ξ) + ε (Lε)3 (∇yΦ ∗ ρ˜ε) (y, t˜)] · ∇wg (w) = 0.
(5.70)
The term ρ˜ε has the same order of magnitude as ζε. Then, the terms w ·∇yζε
(
y,w, t˜
)
and
ε (Lε)
3 [∫
R3
∇yΦ (y − η) ρ˜ε
(
η, t˜
)
dη
] · ∇wg (w) yield a comparable contribution if ε (Lε)3 is of
order one. To consider the general case, we will assume that ε (Lε)
3 → σ as ε → 0, where σ
can be zero, a positive number or infinity. (In this last case the dependence of σ on ε must
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be preserved, but it will not be explicitly written for the sake of simplicity). We can then
expect that ζε ∼ ζ as ε→ 0 where ζ solves the problem:
(∂t˜ +w · ∇yζ)
(
y,w, t˜
)− [ε (Lε) 32 ∇yΦ (y − V t˜)+ σ(∇yΦ ∗ ρ˜) (y, t˜) dη] · ∇wg (w) = 0 (5.71)
ζ (y,w, 0) = N (y,w)
where ρ˜
(
y, t˜
)
= ρ[ζ(·, t˜)](y) and N is as in (5.12). We have also made use of the approximation
ξ ≈ V t˜ for times shorter than the mean free time, and a particle that starts at the origin
ξ (0) = 0 without loss of generality. We can then decompose ζ as:
ζ
(
y,w, t˜
)
= ζ1
(
y,w, t˜
)
+ ζ2
(
y,w, t˜
)
. (5.72)
Here ζ1 is given by
(∂t˜ + w · ∇yζ1)
(
y,w, t˜
)− σ∇wg (w) · (∇yΦ ∗ ρ˜1) (η, t˜) dη = 0 (5.73)
ζ1 (y,w, 0) = N (y,w) (5.74)
with ρ˜1
(
η, t˜
)
= ρ[ζ1(·, t˜)](y) (cf. (1.17)), and ζ2 is given by:
(∂t˜ +w · ∇y)ζ2
(
y,w, t˜
)− σ∇wg (w) · (∇yΦ ∗ ρ˜2)(y, t˜) = ε (Lε) 32 ∇yΦ (y − V t˜) · ∇wg (w)
(5.75)
ζ2 (y,w, 0) = 0 (5.76)
with ρ˜2
(
η, t˜
)
= ρ[ζ2(·, t˜)](y). Notice that the function ζ2 still depends on ε.
The set of equations (5.72)-(5.76) yields the fluctuations of the scatterer density in the
phase space. The contribution ζ1 contains the ”noisy” part of the fluctuations. The con-
tribution ζ2 yields the perturbation to the scatterers density induced by the presence of the
distinguished particle (X,V ) . It is crucial to notice that if σ is of order one, the resulting
densities ζ1, ζ2 would be different from those obtained for Rayleigh gases (cf. (5.15), (5.16)).
The terms proportional to σ give the contribution due to the interactions of the scatterers
with themselves. The problems (5.73)-(5.74) and (5.75)-(5.76) are linear and can be solved
using Fourier and Laplace transforms (cf. [31, 33]).
Remark 5.3 (On the Balescu-Lenard rescaling) We have seen that for σ of order one,
the equation which describes the evolution of the density fluctuations (5.71) contains a term
σ
(∫
R3
∇yΦ (y − η) ρ˜
(
η, t˜
)
dη
) ·∇wg (w) yielding contributions of the same order of magnitude
as the transport term w·∇yζ
(
y,w, t˜
)
. This is the property characterizing the so called Balescu-
Lenard limit. The possible onset of this term is the main difference between the dynamics of
particles moving in a Rayleigh gases (where the term accounting by self-interactions between
the scatterers does not appear) and the dynamics of a particle in an interacting particle system.
It is important to remark that the scaling limit obtained above yielding the Balescu-Lenard
limit is only valid for interaction potentials having a large but finite range. In the case of
Coulombian potentials, which will be discussed in Subsection 5.2.2 a characteristic length
in which the free transport of particles becomes of the same order of magnitude as the self-
interactions term arises naturally. This characteristic length, known as Debye screening length
will be discussed in detail in Subsection 5.2.2.
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Remark 5.4 It is interesting to remark that in the case of solutions of the Vlasov equa-
tion with integrable initial data there are rigorous results in [12] which show that the density
fluctuations can be approximated by the linearized Vlasov equation. Unfortunately those re-
sults cannot be applied for the problem considered above since the particles are distributed
homogeneously in the whole space.
Remark 5.5 The fact that the noise term in the Balescu-Lenard equation can be obtained by
means of the evolution of the white noise by means of a linearized Vlasov-Equation has been
formulated in the physical literature with different degrees of generality (cf. [33, 40, 46]). The
most general formulation of this idea so far is the one in [33] where an arbitrary background
of particle velocities is considered. The analysis in [40] is restricted to perturbations near
the Maxwellian distribution. There is a physically very clear interpretation of Balescu-Lenard
in terms of force acting on a cloud of particles generated by a tagged particle moving in a
background of scatterers in [43, 44, 46].
In order to solve the problems (5.73)-(5.74) and (5.75)-(5.76) we define a fundamental
solution associated to the operator on the left hand side of (5.73), (5.75). We define the
function Gσ
(
y,w,w0, t˜
)
as the solution of the problem:
(∂t˜ + w · ∇yGσ)
(
y,w,w0, t˜
)− σ∇wg (w) ·
∫
R3
∇yΦ (y − η) Ξσ
(
η,w0, t˜
)
dη = 0 (5.77)
Gσ (y,w,w0, 0) = δ (y) δ (w − w0)
(5.78)
where Ξσ
(
y,w0, t˜
)
= ρ[Gσ
(·, w0, t˜)](y). We can then write ζ1, ζ2 in terms of Gσ as:
ζ1
(
y,w, t˜
)
=
∫
R3
dη
∫
R3
dw0Gσ
(
y − η,w,w0, t˜
)
N (η,w0) (5.79)
ζ2
(
y,w, t˜
)
= εL
3
2
ε
∫ t˜
0
∫
R3
∫
R3
Gσ
(
y − η,w,w0, t˜− s
)
[∇yΦ (η − V s) · ∇wg (w0)] dηdw0ds
(5.80)
We can compute now the evolution equation for the tagged particle. Using (5.6), (5.67)
and taking the limit ε→ 0, we obtain the following evolution equation for the tagged particle:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)
3
2
∫
R3
∇ξΦ (ξ − η) ρ˜
(
η, t˜
)
dη = ε (Lε)
3
2
∫
R3
∇yΦ (y − ξ) ρ˜
(
y, t˜
)
dy.
Using now (5.72), (5.79), (5.80) we obtain the following approximate equation for the
dynamics of the tagged particle:
dξ
dt˜
= V ,
dV
dt˜
= ε (Lε)
3
2 F˜g
(
ξ, t˜
)
+ ε2 (Lε)
3Hg
(
t˜;V
)
(5.81)
where:
F˜g
(
ξ, t˜
)
=
∫
R3
∇yΦ (y − ξ)
∫
R3
dη
∫
R3
dw0Ξσ
(
y − η,w0, t˜
)
N (η,w0) dy
Hg
(
t˜;V
)
=
∫
R3
∇yΦ
(
y − V t˜) ∫ t˜
0
ds
∫
R3
∫
R3
Ξσ
(
y − η,w0, t˜− s
)
[∇ηΦ (η − V s) · ∇wg (w0)] dηdw0dy.
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Notice that in this way we approximate the dynamics of the tagged particle using a friction
term and a random force field. Notice also that we are using the notation Hg to denote the
quantity that was −Λg in the previous Subsection.
Actually we are interested in the dynamics given by (5.81) in times of the order of the
mean free time between collisions. In those times we have t˜ ≫ 1. Therefore it is natural to
study the asymptotic behaviour of F˜g
(
ξ, t˜
)
and the friction coefficient Hg
(
t˜;V
)
as t˜ → ∞.
We have:
H˜g (∞;V ) =
∫
(R3)4
∇yΦ (y)
∫ ∞
0
dsGσ (y − η,w,w0, s) [∇ηΦ (η + V s) · ∇wg (w0)] dηdw0dydw
(5.82)
and we can then approximate the evolution of the tagged particle in time scales larger than
t˜ as:
dξ
dt˜
= V ,
dV
dt˜
= ε (Lε)
3
2 F˜g
(
ξ, t˜
)
+ ε2 (Lε)
3Hg (∞;V ) (5.83)
Concerning the random force field, we need to keep the dependence of the field on t˜, since
the random force field is time dependent, but we want to consider the asymptotic behaviour
of the field for large times. To this end we define the random force field:
Fg
(
ξ, t˜
)
= lim
T→∞
[
F˜g
(
ξ, t˜+ T
)]
It is possible to give a physical interpretation to both terms Hg
(
t˜;V
)
and Fg
(
ξ, t˜
)
as
follows. The term Hg
(
t˜;V
)
is due to the fact that the presence of the tagged particle induces
a force in the surrounding distribution of scatterers. These scatterers rearrange their positions
as a consequence of their mutual interactions and the forces induced by the tagged particle and
this results in a reaction force acting on the tagged particle. On the other hand the fluctuations
of the particle density yield a random force field. These fluctuations of the particle density are
rearranged due to the effect of the mutual interactions between the particles. The resulting
force field after these fluctuations reach a steady state is Fg
(
ξ, t˜
)
. Notice that:
Fg
(
ξ, t˜
)
= lim
T→∞
[∫
R3
∫
R3
∇yΦ (y)
∫
R3
dη
∫
R3
dw0Gσ
(
y − η,w,w0, t˜+ T
)
N (η + ξ, w0) dydw
]
(5.84)
In order to have a well defined quantity by means of (5.82) and a noise with integrable
time correlations by means of (5.84) we need to make some assumptions in g (w) and the
interaction potential Φ in order to have suitable decay properties for Gσ
(
y,w,w0, t˜
)
as t˜→∞.
The conditions that must be imposed on g in order to obtain such a decay will be discussed
in the next Subsection. We just remark here that this decay condition for Gσ means, from
the physical point of view that the ”medium” formed by the set of particles is stable under its
own interactions. We will just assume in the following that the decay of Gσ in t˜ is sufficiently
fast to ensure the convergence of all the integrals appearing in the rest of this Subsection
converge.
We then assume that the friction term is well defined by means of (5.82). We compute now
the statistical properties of the noise term defined by means of (5.84). Notice that Fg
(
ξ, t˜
)
is
a Gaussian noise with zero average. Therefore, in order to characterize Fg
(
ξ, t˜
)
we just need
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to compute the covariance function: which is given by:
E
[
Fg
(
ξ1, t˜1
)
Fg
(
ξ2, t˜2
)]
= lim
T→∞
∫
R3
∫
R3
∫
R3
∫
R3
∇yΦ (y1)∇yΦ (y1) dy1dy2dw1dw2·
·
∫
R3
dη1
∫
R3
dw0,1
∫
R3
dη2
∫
R3
dw0,2Gσ
(
y1 − η1, w1, w0,1, t˜1 + T
)
Gσ
(
y2 − η2, w2, w0,2, t˜2 + T
) ·
· E [N (η1 + ξ1, w0,1)N (η2 + ξ2, w0,2)] .
Using (5.12) and evaluating the integrals using the dirac masses, we obtain
E
[
Fg
(
ξ1, t˜1
)⊗ Fg (ξ2, t˜2)] = lim
T→∞
∫
(R3)2
∇yΦ (y1)⊗∇yΦ (y2) dy1dy2·
·
∫
(R3)2
dη1dw0,1Ξσ
(
y1 − η1, w0, t˜1 + T
)
Ξσ
(
y2 − η1 + ξ2 − ξ1, w0, t˜2 + T
)
g (w0) ,
(5.85)
where Ξsigma is the velocity marginal of Gσ defined by
Ξσ(y,w0, t) =
∫
R3
Gσ(y,w,w0, t) dw.
Notice that we have reduced the dynamics of the tagged particle to the stochastic differ-
ential equation (5.83) with the friction term Hg (V ) given by (5.82) and the random force
field Fg
(
ξ, t˜
)
having zero average and variance (5.85).
In order to compute the limit in (5.85) and to check that the friction term Hg (V ) in
(5.82) is well defined we need to study the properties of the function Gσ
(
y,w,w0, t˜
)
and in
particular its long time asymptotics as t˜→∞.
Stability properties of a Vlasov medium. As indicated above, in order to obtain a
well defined noise term Fg
(
ξ, t˜
)
and friction coefficient Hg
(
t˜;V
)
the function Gσ that solves
(5.77)-(5.78) has to decay sufficiently fast as t˜ → ∞. This decay is closely related to the
stability properties of the system of particles described by equations with the form (1.1) with
interaction potentials as in (3.22), (3.23). For these potentials makes sense to approximate
(1.1) by means of the Vlasov equation. The stability of homogeneous distributions of parti-
cles with a distribution of velocities given by g (w) which can be approximated using (5.69)
was first considered in [31, 33] where the linearized Vlasov equation around a homogeneous
distribution of particles was considered. It was found in that paper the possibility of damping
of perturbations in a homogeneous equation in spite of the fact that the Vlasov equation does
not include the effect of time irreversible effects like particle collisions.
A general condition on the distribution of velocities g (w) yielding stability of a homoge-
neous medium was given in [41]. A rigorous proof of stability of the homogeneous state for
a large class of velocity distributions under the nonlinear Vlasov equation with Coulombian
potentials in the torus has been obtained in [37]. In this paper we restrict ourselves to the
analysis of the linearized problem (5.77)-(5.78). We discuss conditions on the potentials Φ
and the velocity distributions g yielding a behaviour on Gσ for large t˜ allowing to define
the friction coefficient Hg (V ) and the random force field Fg by means of (5.82) and (5.85)
respectively.
From the physical point of view the decay ofGσ for long times means that the homogeneous
distribution of scatterers is stable under the combined effect of their dispersion of velocities
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and their long range mutual interactions. We notice in particular that the interaction between
the scatterers does not yield an exponential growth of the density inhomogeneities in the phase
space.
The simplest way of solving (5.77)-(5.78) is applying Fourier in the x variable and Laplace
in the time variable t˜, as it was made in [31, 33]. We define the following Fourier-Laplace
transform:
F˜ (k, v, z) =
1
(2π)
3
2
∫ ∞
0
dz
∫
R3
dxe−ix·ke−zt˜F (x, v, τ)
Taking the transform of (5.77)-(5.78) we obtain:
(z + i (k · w))G˜σ (k,w,w0, z)−σ(2π)
3
2 (∇wg (w) · ik) Φˆ (k) Ξ˜σ (k,w0, z) = δ (w − w0)
(2π)
3
2
, .
(5.86)
We can rewrite (5.86) as:
G˜σ (k,w,w0, z) =
σ(2π)
3
2 (∇wg (w) · ik) Φˆ (k)
(z + i (k · w)) Ξ˜σ (k,w0, z) +
δ (w − w0)
(2π)
3
2 (z + i (k · w))
. (5.87)
Integrating in w we obtain:
Ξ˜σ (k,w0, z) =
(
σ(2π)
3
2 Ξ˜σ (k,w0, z) Φˆ (k)
∫
R3
ik · ∇wg (w)
z + ik · w dw +
1
(2π)
3
2 (z + ikw0)
)
. (5.88)
Then we can represent Ξ˜σ explicitly as:
Ξ˜σ (k,w0, z) =
1
(2π)
3
2 (z + i (k · w0))∆σ (k, z)
(5.89)
where:
∆σ (k, z) = 1− σ(2π)
3
2 Φˆ (k)
∫
R3
(ik · ∇wg (w))
z + i (k · w) dw. (5.90)
Using (5.87) we obtain also:
G˜σ (k,w,w0, z) =
σ (∇wg (w) · ik) Φˆ (k)
(z + ik · w) (z + ik · w0)∆σ (k, z) +
δ (w −w0)
(2π)
3
2 (z + i (k · w0))
. (5.91)
In order to avoid the exponential growth of the disturbances we need the following stability
condition:
∆σ (k, z) 6= 0 for Re (z) ≥ 0 and any k ∈ R3. (5.92)
We remark that in case of a smooth decaying potential φ, this criterion can for example
be satisfied choosing 0 < σ ≪ 1 small.
Notice that in the formulas of F˜g
(
ξ, t˜
)
and Hg
(
t˜;V
)
we only make use of Ξσ.
Inverting the Fourier-Laplace transform in , we obtain:
Ξσ
(
x,w0, t˜
)
=
1
2πi
∫
R3
eik·xdk
(2π)3
∫
γ
ezt˜dz
(z + i (k · w0))
1
∆σ (k, z)
. (5.93)
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We can consider possible analyticity properties of the function ∆σ (k, z) (5.90) in the
variable z, in order to obtain a possible decay of the integral above in time.
We rewrite the function in terms of the Radon transform H(s, θ) of g, which for θ ∈ S2
and s ∈ R3 is defined as
H (s; θ) =
∫
{θ·w=s}
g (w) dS (w) .
With this definition, the integral appearing in (5.90) can be rewritten as∫
R3
(θ · ∇wg (w))
ζ + i (θ · w) dw =
∫ ∞
−∞
ds
ζ + is
∂H (s; θ)
∂s
.
We will assume that H (s; θ) is analytic in a strip {|Im (s)| < δ0} for all the values of
θ ∈ S2. Then ∆σ (k, z) would be analytic in a strip {|Im (ζ)| < δ0} . Initially we assume that
Re (ζ) > 0. We can move the line of integration from R to R− δ02 i. It then follows that
Ψ (ζ; θ) :=
∫
R3
(θ · ∇wg (w))
ζ + i (θ · w) dw =
∫
R− δ0
2
i
ds
ζ + is
∂H (s; θ)
∂s
(5.94)
is analytic for Re (ζ) > − δ02 .
Now suppose that for (a possibly smaller value) δ0 > 0 we can further ensure that ∆σ (k, z)
does not vanish for Re (ζ) > − δ02 . Then the function
∆σ (k, z) = 1− σΦˆ (k)Ψ
(
z
|k| ;
k
|k|
)
is analytic in z on a region of the form {Re (z) ≥ −δ1 |k|} .
With this we return to the friction term H˜g given by:
Hg
(
t˜;V
)
=
∫
(R3)3
∇yΦ (y)
∫ t˜
0
dsΞσ (y − η,w0, s) [∇ηΦ (η + V s) · ∇wg (w0)] dηdw0dy
Inserting the Fourier-Laplace representation of Ξσ we obtain
Hg
(
t˜;V
)
=
∫
(R3)4
∫ t˜
0
ds
[
1
2πi
eik·(y−η)
(2π)3
∫
γ
dz
ezs∇yΦ (y) [∇ηΦ (η + V s) · ∇wg (w0)]
(z + i (k · w0))∆σ (k, z)
]
dηdw0dy
The integrals in y, η are explicit and yield
Hg
(
t˜;V
)
=
∫ t˜
0
eik·V sds
∫
R3
k
∣∣∣Φˆ (k)∣∣∣2 dk 1
2πi
∫
γ
ezsdz
∆σ (k, z)
∫
R3
k · ∇wg (w0)
(z + i (k · w0))dw0
By definition of Ψ (5.94) this is equal to
Hg
(
t˜;V
)
=
∫ t˜
0
eik·V sds
∫
R3
k
|k|
∣∣∣Φˆ (k)∣∣∣2 dk 1
2πi
∫
γ
ezsdz
∆σ (k, z)
[
Ψ
(
z
|k| ; θ
)]
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The analyticity properties of ∆σ (k, z) and Ψ
(
z
|k| ; θ
)
allow to deform γ to a contour
contained in Re (z) < 0. We then obtain exponential decay of the integral as s → ∞. This
gives
Hg (V ) = Hg (∞;V ) = −
∫
R3
k
|k|
∣∣∣Φˆ (k)∣∣∣2 dk 1
2πi
∫
γ
1
(ik · V + z)
1
∆σ (k, z)
Ψ
(
z
|k| ; θ
)
dz.
(5.95)
This is the friction coefficient associated to Balescu-Lenard. Notice that the function Hg
depends on the velocity distribution g through the dependence of Ψ (ζ; θ) on g (cf. (5.94)).
We now use the Fourier-Laplace representation of Ξσ (5.93) to compute the time correla-
tion of the forces (5.85)
E
[
Fg
(
ξ1, t˜1
)
Fg
(
ξ2, t˜2
)]
= lim
T→∞
∫
R3
∫
R3
∇yΦ (y1)∇yΦ (y2) dy1dy2
∫
R3
dη1
∫
R3
g (w0) dw0·
· 1
2πi
∫
R3
eik1·(y1−η1)dk1
(2π)3
∫
γ
ez1(t˜1+T)dz1
(z1 + i (k1 · w0))
1
∆σ (k1, z1)
·
· 1
2πi
∫
R3
eik2·(y2−η1+ξ2−ξ1)dk2
(2π)3
∫
γ
ez2(t˜2+T)dz2
(z2 + i (k2 · w0))
1
∆σ (k2, z2)
.
The integral in η1 gives a Dirac mass in k = k1 = −k2, so:
E
[
Fg
(
ξ1, t˜1
)⊗ Fg (ξ2, t˜2)] = lim
T→∞
∫
R3
∫
R3
∇yΦ (y1)⊗∇yΦ (y2) dy1dy2 ·
∫
R3
g (w0) dw0
∫
R3
eik·y1dk
(2π)3
1
2πi
∫
γ
ez1(t˜1+T)dz1
(z1 + i (k · w0))
e−ik·(y2+ξ2−ξ1)
∆σ (k, z1)
· 1
2πi
∫
γ
ez2(t˜2+T)dz2
(z2 − i (k · w0))
1
∆σ (−k, z2)
We now compute the Fourier transforms of ∇yΦ (y1) , ∇yΦ (y2) . Then:
E
[
Fg
(
ξ1, t˜1
)⊗ Fg (ξ2, t˜2)] = lim
T→∞
∫
R3
g(w0)dw0
∫
R3
k ⊗ k
∣∣∣Φˆ (k)∣∣∣2 e−ik·(ξ2−ξ1)dk· (5.96)
1
2πi
∫
γ
ez1(t˜1+T)dz1
(z1 + i (k · w0))
1
∆σ (k, z1)
1
2πi
∫
γ
ez2(t˜2+T)dz2
(z2 − i (k · w0))
1
∆σ (−k, z2) (5.97)
We will assume that ∆σ (k, z1) is analytic in the regions indicated above. We can then
compute the integrals along the circuits γ using residues. The contribution to the integral in
the region Re (zj) < 0 converges exponentially to zero as T →∞. The exponent depends on
|k| but due to the integrability in k we can take the limit of thoses terms. Therefore, we are
left only with the contributions due to residues at z1 = −i (k · w0) , z2 = i (k · w0) . We then
obtain:
E
[
Fg
(
ξ1, t˜1
)⊗ Fg (ξ2, t˜2)] =
∫
R3
g (w0) dw0
∫
R3
(k ⊗ k)
∣∣∣Φˆ (k)∣∣∣2 ei(k·w0)[(t˜2−t˜1)−(ξ2−ξ1)]
∆σ (k,−i (k · w0))∆σ (−k, i (k · w0)) dk
Using the identity ∆σ(−k, z∗) = (∆σ(k, z))∗ we obtain:
E
[
Fg
(
ξ1, t˜1
)⊗ Fg (ξ2, t˜2)] =
∫
R3
g (w0) dw0
∫
R3
[k ⊗ k]
∣∣∣Φˆ (k)∣∣∣2 eik·[w0(t˜2−t˜1)−(ξ2−ξ1)]|∆σ (k,−i (k · w0))|2 dk.
(5.98)
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Remark 5.6 It is interesting to notice that we could consider scaling limits in the potentials
yielding σ = ∞, i.e. interaction potentials with the form (3.22), (3.23) with ε (Lε)3 → ∞.
Therefore, the main contribution to the function ∆σ(k, z) is due to the integral term which
yields the effect of the self-consistent interactions between the particles. A problem which
deserves more detailed analysis is the study of the stability properties of the corresponding
Vlasov medium for this particular scaling limit. We plan to address this issue in the future.
Derivation of the kinetic equation yielding the evolution of the tagged particle.
We can now write the evolution equation for the distribution function f (x, V, t) . We will
restrict ourselves to the case in which σ = 1, but the argument should be adapted if σ ≫ 1
as ε → 0. In this case we can use the same rescalings as in Subsection 5.1.1. Assuming that
t˜≫ 1 we can approximate (5.83) as
dξ
dt˜
= V ,
dV
dt˜
= ε (Lε)
3
2 Fg
(
ξ, t˜
)
+ ε2 (Lε)
3Hg (V )
It is then natural to introduce a time scale t = t˜
ε2(Lε)
3 =
τ
ε2(Lε)
4 , and a macroscopic length
scale x = ξ
ε2(Lε)
3 =
X
ε2(Lε)
4 whence
dx
dt
= V ,
dV
dt
=
1
ε (Lε)
3
2
Fg
(
x0 + V ε
2 (Lε)
3 t, ε2 (Lε)
3 t
)
+Hg (V ) (5.99)
where we approximate ξ in Fg by means of a linear function. We assume that ε (Lε)
3
2 → 0 as
ε→ 0. Then (5.99) can be approximated by the stochastic differential equation:
dx
dt
= V ,
dV
dt
= η (t;V ) +Hg (V )
where, using (5.98) we obtain that
E [η (t1;V )⊗ η (t2;V )] = δ (t1 − t2)D (V )
where
Dg (V ) =
∫ ∞
0
dt
∫
R3
g (w0) dw0
∫
R3
[k ⊗ k]
∣∣∣Φˆ (k)∣∣∣2 eik·(w0−V )t|∆σ (k,−i (k · w0))|2dk
=
∫
R3
g (w0) dw0
∫
R3
[k ⊗ k]
∣∣∣Φˆ (k)∣∣∣2
[ik · (V − w0) + 0+]
dk
|∆σ (k,−i (k · w0))|2
(5.100)
We can then obtain the equation yielding the evolution of the distribution of particles
f (x, v, t) which is given by:
∂tf (x, v, t) + v · ∂xf (x, v, t) = ∂v
(
Df (v)
2
∂vf −Hf (v) f
)
(x, v, t) (5.101)
where notice that we assume that the diffusion matrix in the velocity space is choosen assum-
ing that the distribution of velocities at each point x is given by f (x, ·, t) .
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Dielectric function. It is customary in the physical literature to assume that the set of
particles described by means of Vlasov equations, can be interpreted as an effective medium
in which the particle density rearranges due to the action of an external field. The effective
properties of the medium are usually described by means of the so-called dielectric function.
In order to define the dielectric function we consider the following generalization of the
Vlasov equation (cf. (5.69)) in which we replace the force due to a tagged particle in the
Vlasov medium by an arbitrary force term Fext (y,w) :
∂t˜f
(
y,w, t˜
)
+w ·∇yf
(
y,w, t˜
)
+
[
Fext (y,w) − σ
∫
R3
∇yΦ (y − η) ρ
(
η, t˜
)
dη
]
·∇wf
(
y,w, t˜
)
= 0
where σ = ε (Lε)
3 . We consider solutions of this equation close to the spatially homogeneous
solution g (w) . We define h
(
y,w, t˜
)
= f
(
y,w, t˜
)− g (w) . Then, assuming that Fext and h are
mall and linearizing we obtain:
∂t˜h
(
y,w, t˜
)
+ w · ∇yh
(
y,w, t˜
)
+
[
Fext
(
y, t˜
)− σ ∫
R3
∇yΦ (y − η) ρ˜
(
η, t˜
)
dη
]
· ∇wg (w) = 0
(5.102)
with:
ρ˜
(
η, t˜
)
=
∫
R3
h
(
η,w, t˜
)
dw (5.103)
Notice that the total force exerted by the combination of external forces and the forces
due to the particles of the Vlasov medium is:
F
(
y, t˜
)
= Fext
(
y, t˜
)− σ ∫
R3
∇yΦ (y − η) ρ˜
(
η, t˜
)
dη (5.104)
In order to define the dielectric function we consider external forces with the form Fext
(
y, t˜
)
=
ei(ωt˜+k·y)F0 with ω ∈ R, k ∈ R3, F0 ∈ R3. In that case the force F
(
y, t˜
)
is proportional to
ei(ωt˜+k·y). We define the dielectric function ǫ = ǫ (k, ω) ∈ C (R3 × R;M3×3 (C)) , where we
denote as M3×3 (C) the set of 3× 3 matrices with complex coefficients, by means of:
F
(
y, t˜
)
= [ǫ (k, ω)F0] e
i(ωt˜+k·y) (5.105)
In order to compute the function h for Fext
(
y, t˜
)
= ei(ωt˜+k·y)F0 we look for solutions of
(5.102), (5.103) with the form h (x,w, t) = ei(ωt˜+k·y)H (w) . Then H (w) satisfies:
i
(
ωt˜+ k · w)H (w)− (2π) 32 σi [∇wg (w) · k] Φˆ (k) ρ˜0 = −F0 · ∇wg (w) (5.106)
where:
ρ˜0 =
∫
R3
H (w) dw
∫
R3
∇yΦ (y − η) e−ik·(y−η)dη = (2π)
3
2 ikΦˆ (k)
Therefore:
H (w) =
(2π)
3
2 σ [∇wg (w) · k] Φˆ (k) ρ˜0(
ωt˜+ k · w + i0+) − F0 · ∇wg (w)i (ωt˜+ k · w + i0+)
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Then, integrating in w :
ρ˜0 − (2π)
3
2 σρ˜0Φˆ (k)
∫
R3
∇wg (w) · k(
ωt˜+ k · w + i0+)dw = −
∫
R3
F0 · ∇wg (w)
i
(
ωt˜+ k · w + i0+)dw
whence
ρ˜0 = − 1
∆σ (k, iω)
∫
R3
F0 · ∇wg (w)
i
(
ωt˜+ k · w + i0+)dw
Then, using that Fext
(
y, t˜
)
= ei(ωt˜+k·y)F0 it follows that:
F
(
y, t˜
)
= Fext
(
y, t˜
)− σ ∫
R3
∇yΦ (y − η) ρ˜
(
η, t˜
)
dη
= ei(ωt˜+k·y)F0 +
σ
∆σ (k, iω)
∫
R3
∇yΦ (y − η) ei(ωt˜+k·η)dη
∫
R3
∇wg (w) · F0
i
(
ωt˜+ k · w + i0+)dw
= ei(ωt˜+k·y)
(
F0 +
(2π)
3
2 σ
∆σ (k, iω)
Φˆ (k) k
∫
R3
∇wg (w) · F0(
ωt˜+ k · w + i0+)dw
)
whence:
ǫ (k, ω) = I +
(2π)
3
2 σ
∆σ (k, iω)
Φˆ (k)
∫
R3
k ⊗∇wg (w)(
ωt˜+ k · w + i0+)dw
5.2.2 Coulomb-like interaction potentials.
We now consider interacting particle systems with the form (1.1) in which the interaction
potentials are as in (5.27) (where Φ (s) ∼ 1s as s → ∞). This question has been extensively
studied in the physical literature due to his relevance in astrophysics and the in the theory
of plasmas (cf. for instance ([42]), ([50])). In this case we cannot assume as in Subsection
5.2.1 that the interaction potential has a large, but finite range. On the contrary, in this case,
the range of the potential is infinity. However, it turns out that, assuming some stability
conditions for the Vlasov medium similar to the ones discussed above, there exists a charac-
teristic length, namely the so-called Debye length which yields the effective interaction length
between the particles of the system. This length is characterized by the fact that the changes
in the particle density in the phase space due to the dispersion of the velocities is comparable
to the ones due to the forces due to the particle deflections (or also by the presence of a tagged
particle). A precise definition will be given in (5.111).
Another difference between the case of Coulomb potentials and the problem considered in
Subsection 5.2.1 is that in this second case, there is a well defined friction coefficient acting over
a tagged particle moving at speed V (cf. (5.82)) and a well defined noise acting on the tagged
particle (cf. (5.84), (5.79)). Both the friction term and the noise stabilize to their asymptotic
behaviour in large microscopic times. In the case of Coulombian interactions such stabilization
of the friction and noise term in macroscopic times does not take place. On the contrary,
they increase logarithmically. It is well known that there is not a large difference in practice
between a magnitude converging to a value or increasing logarithmically. Nevertheless, the
main consequence of this logarithmic behaviour will be the onset in the macroscopic time
scale of the Coulombian logarithm as it might be expected in a system with Coulombian
interactions.
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Finally, it is interesting to remark that there is a difference between the interacting particle
systems (1.1) and the case of Rayleigh gases with Coulombian interactions considered in
Subsection 5.1.2. In this second case, some of the logarithmic factors are due to the fact
that all the dyadic scales between the cutoff length for the Coulombian potential and the
macroscopic scale yield contributions of a similar size in the computation of the friction term
and the noise term. (See the discussion in Subsection 5.1.3 about the contributions due to
dyadics for Coulombian potentials). In the case of interacting particle systems the ”dyadic”
scales contributing to the friction and noise term are those between the particle size and the
Debye length. Due to this, some of the numerical factors appearing in the formula of the
macroscopic scale are different for Rayleigh gases and interacting particle systems. (Compare
(5.45) and (5.137)).
We now consider the evolution of a system of particles in which the particle interactions
behave for large distances as Coulombian potentials. We will assume in most of the following
that the potentials are smooth and in particular, that the deflection experienced by two
colliding particles which interact by means of this potential is small. In the case of point
charges, it is possible to cut the potential as it was made in [38] in order to separate the
Boltzmann collisions (due to close binary encounters between particles) and weak deflections
due to the effect of many random collisions. Given that the Boltzmann collisions take place
in a larger time scale than the small deflections (due to the presence of the Coulombian
logarithm) we will ignore that part of the potential in the following.
Assume that there are two types of scatterers with opposite charges, namely {Yk}k∈S
and
{
Y˜k
}
k∈S˜
having opposite charges. The main difference between the case considered in
Subsection 5.2.1 and the case considered in this Subsection, besides the fact that we need to
include in the dynamics at least two types of particles in order to have electroneutrality, is
the fact that due to the power law behaviour of the potential, there is not any intrinsic length
scale that we can call the range of the potential.
More precisely, we will assume that the interaction potential between the particles has
the form in (5.27). We can assume in particular that Φ (ξ) ≃ 1|ξ| for large values, introducing
a cutoff near the origin in order to avoid large deflections as indicated above. We rescale the
variables as in (5.29), where Lε will be chosen now as the so-called Debye length which will
be chosen shortly. We will just assume for the moment that Lε ≫ 1, i.e. that it is larger
than the average particle distance. Then, the evolution of the rescaled system of particles (in
which we distinguish a tagged particle) is given by:
dξ
dt˜
= V ,
dV
dt˜
= −
∑
j∈S
∇ξφ˜ε
(
ξ − y+j
)
+
∑
j∈S˜
∇ξφ˜ε
(
ξ − y−j
)
,
dy±k
dt˜
=W±k (5.107)
dW±k
dt˜
= ∓∇yφ˜ε
(
y±k − ξ
)− ∑
j∈S, j 6=k
(
∇yφ˜ε
(
y±k − y±j
)
−∇yφ˜ε
(
y±k − y∓j
))
, k ∈ S.
Notice that we assume that all the particles have the same mass. It would be possible to
consider more general situations.
We approximate the system of equations (5.107) by a Vlasov equation. We then introduce
particle densities as it was made in (5.31). Then, arguing as in Subsection 5.1.2 we obtain
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the following evolution equation for the tagged particle
dξ
dt˜
= V ,
dV
dt˜
= − (Lε)3
∫
R3
∇ξφ˜ε (ξ − η)
[
ρ+ε
(
η, t˜
)− ρ−ε (η, t˜)] dη, (5.108)
and for the scatterers distributions:
∂t˜f
±
ε
(
y,w, t˜
)
+ w · ∇yf±ε
(
y,w, t˜
)
−
[
(Lε)
3
∫
R3
∇yφ˜ε (y − η) (ρ±ε − ρ∓ε )
(
η, t˜
)
dη ±∇yφ˜ε (y − ξ)
]
· ∇wfε
(
y,w, t˜
)
= 0.
(5.109)
where ρ±ε = ρ[f±ε ].
We can now define the Debye screening length Lε. This length will be chosen in order
to make the terms associated to particle transport (i.e. w · ∇yfε, w · ∇yf˜ε) and the terms
describing the self-interaction between scatterers (i.e.
[
∇yφ˜ε ∗ ρε
]
· ∇wfε and similar ones)
comparable. To find the correct scale, we use that φ˜ε (ξ) = φε (Lεξ) ∼ εLε 1|ξ| if |ξ| is of order
one we obtain the following approximation:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)2
∫
R3
∇ξ
(
1
|ξ − η|
)[
ρ+ε
(
η, t˜
)− ρ−ε (η, t˜)] dη (5.110)
∂t˜f
±
ε
(
y,w, t˜
)
+ w · ∇yf±ε
(
y,w, t˜
)
−
[
ε (Lε)
2
∫
R3
∇y
(
1
|y − η|
)
(ρ±ε − ρ∓ε )
(
η, t˜
)
dη ± ε
Lε
∇y
(
1∣∣y − ξ(t˜)∣∣
)]
· ∇wf±ε
(
y,w, t˜
)
= 0.
Then, choosing
ε (Lε)
2 = 1 (5.111)
the self consistent force term is of the same order of magnitude as the convection.
With this choice of scaling, the system (5.108)- (5.109) reads:
dξ
dt˜
= V ,
dV
dt˜
= − (Lε)2
∫
R3
∇XΦ (Lε |ξ − η|)
[
ρ+ε
(
η, t˜
)− ρ−ε (η, t˜)] dη
0 = ∂t˜f
±
ε
(
y,w, t˜
)
+ w · ∇yf±ε
(
y,w, t˜
)
− (Lε)2
[∫
R3
∇YΦ (Lε |y − η|) (ρ±ε − ρ∓ε )
(
η, t˜
)
dη ± ε
Lε
∇Y Φ (Lε |y − ξ|)
]
· ∇wf±ε
(
y,w, t˜
)
.
(5.112)
where we use the fact that Φ = Φ (X) and we denote as ∇XΦ the usual gradient with respect
to the variable X.
The system (5.112) must be solved with the initial conditions (5.33)-(5.34), where the
average
∫
R3
[f+ε (y,w, 0) − f−ε (y,w, 0)] dw vanishes.
We can now linearize as in (5.35) to obtain:
∂t˜ζ
±
ε
(
y,w, t˜
)
+ w · ∇yζ±ε
(
y,w, t˜
)− (5.113)
− (Lε)
3
2
[
(Lε)
2
∫
R3
∇XΦ (Lε |y − η|) (ρ˜±ε − ρ˜∓ε )(η, t˜)dη ± εLε∇XΦ (Lε |y − ξ|)
]
· ∇wg (w) = 0
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with initial conditions (5.37), (5.38). We can formulate a problem for the difference λε
(
y,w, t˜
)
=
ζ+ε
(
y,w, t˜
)− ζ−ε (y,w, t˜) . Due to the electroneutrality condition we have:
(ρ˜+ε − ρ˜−ε )
(
η, t˜
)
=
1
(Lε)
3
2
∫
R3
[
(ζ+ε − ζ−ε )
(
η,w, t˜
)]
dw =
1
(Lε)
3
2
∫
R3
λε
(
η, v, t˜
)
dv. (5.114)
Then from (5.113) we obtain:
0 = ∂t˜λε
(
y,w, t˜
)
+ w · ∇yλε
(
y,w, t˜
)−
−2
[
(Lε)
2
∫
R3
dη
∫
R3
∇XΦ (Lε |y − η|)λε
(
η, v, t˜
)
dv + ε (Lε)
5
2 ∇XΦ (Lε |y − ξ|)
]
· ∇wg (w) .
and where using (5.37), (5.38) we obtain:
E [λε (y,w, 0)] = 0
E [λε (ya, wa, 0)λε (yb, wb, 0)] = 2g (wa) δ (ya − yb) δ (wa − wb) . (5.115)
Using the linearity of the problem we can decompose λε as:
λε = λ1 + λ2 (5.116)
where we do not write explicitly the dependence of λ1, λ2 in ε and λ1, λ2 solve the following
problems:
∂t˜λ1
(
y,w, t˜
)
+w·∇yλ1
(
y,w, t˜
)−2 (Lε)2∇wg (w)·
∫
R3
∇XΦ (Lε |y − η|) dη
∫
R3
λ1
(
η, v, t˜
)
dv = 0
(5.117)
E [λ1 (y,w, 0)] = 0 , E [λ1 (ya, wa, 0)λ1 (yb, wb, 0)] = 2g (wa) δ (ya − yb) δ (wa −wb) (5.118)
and:
∂t˜λ2
(
y,w, t˜
)
+ w · ∇yλ2
(
y,w, t˜
)
= 2
[
(Lε)
2
∫
R3
∇XΦ (Lε |y − η|) dη
∫
R3
λ2
(
η, v, t˜
)
dv + ε (Lε)
5
2 ∇XΦ (Lε |y − ξ|)
]
· ∇wg (w)
(5.119)
λ2 (y,w, 0) = 0 (5.120)
In order to obtain λ1 and λ2 we need to study the fundamental solution for the linearized
Vlasov system given by the solution of:
∂t˜G
(
y,w;w0, t˜
)
+ w · ∇yG
(
y,w;w0, t˜
)−
− 2 (Lε)2∇wg (w) ·
∫
R3
∇XΦ (Lε |y − η|) dη
∫
R3
G
(
η, v;w0, t˜
)
dv = 0 (5.121)
G (y,w;w0, 0) = δ (y) δ (w − w0) (5.122)
We can solve (5.121), (5.122) applying Fourier in the variable y and Laplace in t˜. If we
denote this transform as G˜ = G˜ (k,w;w0, z) . Then:
(z + i (k · w))G˜ (k,w;w0, z)− 2 (2π)
3
2
(Lε)
2 Φˆ
(
k
Lε
)
(ik · ∇wg (w)) Ξ˜ (k;w0, z) = δ (w − w0)
(2π)
3
2
,
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where Ξ˜ (k;w0, z) = ρ[G˜(·;w0, z)](k). Then we have
G˜ (k,w;w0, z) =
δ (w − w0)
(2π)
3
2 (z + i (k · w0))
+
2 (2π)
3
2
(Lε)
2 Φˆ
(
k
Lε
)
(ik · ∇wg (w)) Ξ˜ (k;w0, z)
z + i (k · w) (5.123)
Therefore, after integrating in w we find an explicit representation of Ξ˜:
Ξ˜ (k;w0, z) =
1
(2π)
3
2 (z + i (k · w0))∆ε (k, z)
(5.124)
where:
∆ε (k, z) = 1− 2 (2π)
3
2
(Lε)
2 Φˆ
(
k
Lε
)∫
R3
(ik · ∇wg (w))
z + i (k · w) dw (5.125)
Inserting (5.124) back into (5.123) we obtain the representation:
G˜ (k,w;w0, z) =
δ (w −w0)
(2π)
3
2 (z + i (k · w0))
+
2
(Lε)
2
Φˆ
(
k
Lε
)
(ik · ∇wg (w))
(z + i (k · w)) (z + i (k · w0))∆ε (k, z)
We will assume the usual stability condition of the medium, i.e. that the function ∆ε (k, ·)
is analytic in {Re (z) > 0} for each k ∈ R3.
We can now obtain λε using (5.116) as well as the fundamental solution. We approximate
in (5.119) the tagged particle position ξ as V t˜, something that it is admissible for trajectory
lengths shorter than the mean free path.
λε
(
y,w, t˜
)
=
∫
R3
dη
∫
R3
dw0G
(
y − η,w,w0, t˜
)
λ1 (η,w0, 0)+
+ 2ε (Lε)
5
2
∫ t˜
0
ds
∫
R3
dη
∫
R3
dw0G
(
y − η,w,w0, t˜− s
)∇XΦ (Lε |η − V s|) · ∇wg (w0)
and, using the first equation in (5.112), we obtain:
dξ
dt˜
= V ,
dV
dt˜
=
1
(Lε)
3
2
F˜g
(
ξ, t˜
)− 1
(Lε)
3 H˜g
(
t˜;V
)
(5.126)
where:
F˜g
(
ξ, t˜
)
= −
∫
(R3)3
(Lε)
2∇Y Φ (Lε |y − ξ|) Ξ
(
y − η,w0, t˜
)
λ1 (η,w0, 0) d(η,w0, y)
H˜g
(
t˜;V
)
= 2
∫
(R3)3
(Lε)
2∇Y Φ
(
Lε
∣∣y − V t˜∣∣) ∫ t˜
0
ds Ξ
(
y − η,w0, t˜− s
)
d(η,w0, y)
(Lε)
2∇Y Φ (Lε |η − V s|) · ∇wg (w0) .
(5.127)
We observe that the scalings introduced in (5.126)-(5.127) have been choosen to obtain
quantities of order one.
Notice that F˜g
(
ξ, t˜
)
is a Gaussian random force field. Using (5.118) we obtain:
E
[
F˜g
(
ξ, t˜
)]
= 0 (5.128)
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and a covariance
E
[
F˜g
(
ξ1, t˜1
)⊗ F˜g (ξ2, t˜2)] = 2
∫
R3
dy1
∫
R3
dy2 (Lε)
2∇XΦ (Lε |y1 − ξ1|)⊗ (Lε)2∇XΦ (Lε |y2 − ξ2|) ·
·
∫
R3
g (w0,1) dw0,1
∫
R3
dη
∫
R3
dw1
∫
R3
dw2G
(
y1 − η,w1, w0,1, t˜1
)
G
(
y2 − η,w2, w0,1, t˜2
)
.
It is convenient to reformulate (5.126) using the set of macroscopic variables which is define
as the set of time and space scales in which the tagged particle experiences deflections of order
one. This scale is unknown at this point, and it will be determined later. We denote as Tε the
characteristic microscopic time in which the deflections of the velocities become comparable
to the velocity itself. Therefore, it is natural to introduce the following macroscopic variable:
t =
τ
Tε
=
t˜
T˜ε
(5.129)
where we use that t˜ = τLε with Lε is as in (5.111) and we define T˜ε =
Tε
Lε
.
We introduce a macroscopic spatial variable:
x =
X
Tε
=
ξ
T˜ε
, v = V, x (t) = ξ
(
t˜
)
Then (5.126) becomes:
dx
dt
(t) = v(t) ,
dv
dt
(t) =
T˜ε
(Lε)
3
2
F˜g
(
ξ(T˜εt), T˜εt
)
− T˜ε
(Lε)
3 H˜g
(
Tεt˜;V (T˜εt)
)
=: Fg(x(t), t) −Hg (t; v(t)) (5.130)
We now compute the asymptotics of the friction term H˜g
(
t˜;V
)
given in (5.127) as t˜→∞,
i.e. for times for which the tagged particle moves at distances much larger than the Debye
screening length. Using (5.124) we obtain:
H˜g
(
t˜;V
)
=
1
(2π)3 πi
∫
(R3)3
dydηdw0 (Lε)
2∇XΦ
(
Lε
(
y − V t˜)) ∫ t˜
0
ds
∫
R3
dk eik·(y−η)
·
∫
γ
dz
ez(t˜−s)
(z + i (k · w0))
1
∆ε (k, z)
(Lε)
2∇XΦ (Lε (η − V s)) · ∇wg (w0)
Then, rewriting the equation above in terms of the Fourier transform of Φ, the friction
term becomes
H˜g
(
t˜;V
)
=
1
πi
∫ t˜
0
ds
∫
R3
dk k
eik·V s
(Lε)
4
∣∣∣∣Φˆ
(
k
Lε
)∣∣∣∣
2 ∫
γ
dz
ezs
∆ε (k, z)
∫
R3
dw0
[k · ∇wg (w0)]
(z + i (k · w0))
We define, analogously as in the case considered in the previous Subsections,
Ψ (z, k) = Ψ
(
z
|k| ,
k
|k|
)
=
∫
R3
dw0
[k · ∇wg (w0)]
(z + i (k · w0)) (5.131)
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whence, using (5.125),
∆ε (k, z) = 1− 2 (2π)
3
2
(Lε)
2 Φˆ
(
k
Lε
)
Ψ
(
z
|k| ,
k
|k|
)
. (5.132)
Thus
H˜g
(
t˜;V
)
=
1
πi
∫
R3
kdk
(Lε)
4
∣∣∣∣Φˆ
(
k
Lε
)∣∣∣∣
2 ∫ t˜
0
ds
[∫
γ
e(ik·V+z)sdz
∆ε (k, z)
Ψ
(
z
|k| ,
k
|k|
)]
. (5.133)
We will assume that the function g has analyticity properties analogous to the ones as-
sumed in Subsection 5.2.1. Moreover, we will also assume that the Penrose stability condition
holds, i.e. ∆ε (k, z) 6= 0 for Re (z) ≥ 0 and k ∈ R3 {0} .
Using the changes of variables k = Lεp, z = Lεζ, s =
τ
Lε
, which allows to return to the
microscopic variables in Fourier, we can rewrite (5.133) as:
H˜g
(
t˜;V
)
=
1
πi
∫
R3
pdp
∣∣∣Φˆ (p)∣∣∣2 ∫ Lεt˜
0
dτ
[∫
γ
e(ip·V+ζ)τdζ
∆ε (Lεp, Lεζ)
Ψ
(
ζ
|p| ,
p
|p|
)]
. (5.134)
Using also (5.132) we obtain:
H˜g
(
t˜;V
)
=
1
πi
∫ Lεt˜
0
dτ
∫
R3
pdpeip·V τ
∣∣∣Φˆ (p)∣∣∣2 ∫
γ
Ψ
(
ζ
|p| ,
p
|p|
)
eζτdζ(
1− 2(2π)
3
2
(Lε)
2 Φˆ (p)Ψ
(
ζ
|p| ,
p
|p|
))
The, due to the Penrose stability condition we can perform a contour deformation for the
integration in ζ to bring the contour to the region {Re (z) < 0}. Therefore, we can take the
limit t˜→∞ and we obtain
H˜g (∞;V ) = 1
πi
∫
R3
pdp
∣∣∣Φˆ (p)∣∣∣2 ∫
γ
1
(ζ + ip · V )
Ψ
(
ζ
|p| ,
p
|p|
)
dζ(
1− 2(2π)
3
2
(Lε)
2 Φˆ (p)Ψ
(
ζ
|p| ,
p
|p|
))
Using now residues to compute the integral along the contour γ we obtain:
H˜g (∞;V ) = 2
∫
R3
pdp
∣∣∣Φˆ (p)∣∣∣2 Ψ
(
− ip·V|p| , p|p|
)
(
1− 2(2π)
3
2
(Lε)
2 Φˆ (p)Ψ
(
− ip·V|p| , p|p|
)) (5.135)
This formula yields the asymptotic friction coefficient acting on a particle which moves
at speed V . We first notice that the integral in the right hand side of (5.135) is convergent.
Indeed, if |p| → ∞ we can assume that |Φˆ (p) | decays sufficiently fast, say exponentially,
due to the cutoff for small distances we made for the potential. On the other hand, since
the potential Φ is behaving at large distances as Coulombian potential Φˆ (p) ∼ c|p|2 , c > 0
as |p| → 0 then at a first glance the terms p
∣∣∣Φˆ (p)2∣∣∣ would yield a logarithm divergence as
|p| → 0. Nevertheless, this divergence does not take place due to the presence of the term
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1
L2ε
Φˆ (p) in the denominator of (5.135). This provides a suitable cutoff of the singularities for
|p| of order 1Lε .
We remark that some care is needed in the deformation of the contour γ appearing in
the integral in (5.134). This is due to the fact that the region of analyticity of the function
(∆ε (k, z))
−1 in the z variable, becomes very small as |k| → 0. This is very closely related
to the so-called Langmuir waves, which will be discussed in Subsection 7.1 and therefore, we
refer there for more details about this issue.
It is relevant to remark that the relevant contributions in the integral (5.135) are those
with |p| ≈ 1. Using Plancherel’s formula it follows that these contributions are those between
the region where we cut the potential (i.e. |X| of order one), until regions of the order of
the Debye length (i.e. |X| ≈ Lε = 1√ε). Moreover, all the dyadic regions within this range of
values yield contributions of a similar size as it might be expected for Coulombian potentials
(cf. Subsection 5.1.3). The asymptotic behaviour of (5.135) as ε → 0 contains then, as it
might be expected the Coulombian logarithm:
H˜g (∞;V ) ∼ 2c2 log (Lε)
∫
S2
ωΨ(−iω · V, ω) dω
Using (5.111), (5.130) and the fact that T˜ε =
Tε
Lε
we then obtain:
Hg (∞; v) ∼ c2Tεε2 log
(
1
ε
)∫
S2
ωΨ(−iω · v, ω) dω = Tεε2 log
(
1
ε
)
hg (v) (5.136)
Notice that we expect to have Tε →∞ in (5.130). Therefore, the friction term Hg (t; v(t))
should be approximated by its limit value Hg (∞; v) .Moreover, (5.130) then suggests that the
friction term Hg (∞; v) yields effects of order one in the particle velocity for times of order:
Tε =
1
ε2 log
(
1
ε
) (5.137)
Remark 5.7 It is interesting to notice that in the case of interacting particle systems with
Coulombian interactions there exists a limit friction coefficient Hg (∞; v) differently from the
case of Rayleigh gases with Coulombian interactions considered in Subsection 5.1.2 where the
friction coefficient diverges logarithmically as τ →∞. The reason for this different behaviour
is the fact that in the case of interacting particle systems we have the cutoff effects introduced
by the Debye screening length.
In order to obtain the evolution equation for the probability distribution associated to
the tagged particle (x, v) we approximate the function x by vt for small t. We then define a
random variable:
Dg (t) =
∫ t
0
Fg (vs, s) ds
The random variable Dg (t) measures the particle deflections for small t. We have:
E [Dg (t)] = 0 (5.138)
and:
E [Dg (t1)⊗Dg (t2)] = 2LεT˜ 2ε
∫ t1
0
∫ t2
0
d(s1, s2)
∫
R3
dη
∫
R3
dw0g (w0) Ξ
(
y1 − η,w0, T˜εs1
)
·
· Ξ
(
y2 − η,w0, T˜εs2
)∫
(R3)2
d(y1, y2)∇XΦ
(
Lε
∣∣∣y1 − T˜εvs1∣∣∣)⊗∇XΦ(Lε ∣∣∣y2 − T˜εvs2∣∣∣) .
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We insert the Fourier-Laplace representation of Ξ (5.124) and obtain:
E [Dg (t1)⊗Dg (t2)] = 2LεT˜
2
ε
(2π)3
∫ t1
0
∫ t2
0
d(s1, s2)
∫
(R3)3
d(w0, k)
∫
γ
dz1
∫
γ
dz2
ez1T˜εs1
z1 + ikw0
·
· g(w0)
∫
(R3)2
d(y1, y2)
∇XΦ
(
Lε
∣∣∣y1 − T˜εvs1∣∣∣)⊗∇XΦ(Lε ∣∣∣y2 − T˜εvs2∣∣∣)
∆ε(k, z1)∆ε(−k, z2)
ez2T˜εs2
z2 − ikw0 .
We perform the contour integrals in γ
E [Dg (t1)⊗Dg (t2)] = 2LεT˜
2
ε
(2π)3
∫ t1
0
∫ t2
0
d(s1, s2)
∫
(R3)2
d(w0, k)dz2e
−ik·w0T˜ε(s1−s2)·
· eikLεk(y1−y2)g(w0)
∫
(R3)2
d(y1, y2)
∇XΦ
(
Lε
∣∣∣y1 − T˜εvs1∣∣∣)⊗∇XΦ(Lε ∣∣∣y2 − T˜εvs2∣∣∣)
∆ε(k, ikw0)∆ε(−k,−ikw0) .
Using the identity ∆ε(a, ib) = ∆
∗
ε(−a,−ib) for b ∈ R and changing timescale as in (5.129) we
obtain:
E [Dg (t1)⊗Dg (t2)] = 2LεT˜
2
ε
(2π)3L6εT
2
ε
∫ Tεt1
0
∫ Tεt2
0
d(τ1, τ2)
∫
(R3)2
d(w0, k)dz2e
i/Lεk·(v−w0)(τ1−τ2)·
· eik/Lεk(x1−x2)g(w0)
∫
(R3)2
d(x1, x2)
∇Φ(x1)⊗∇Φ(x2)
|∆ε(k, ikw0)|2 .
Performing the integral in x1, x2 leads to the Fourier representation:
E [Dg (t1)⊗Dg (t2)] = 2
L4ε
∫ Tεt1
0
∫ Tεt2
0
d(τ1, τ2)
∫
(R3)2
d(w0, k)g(w0)
(k ⊗ k)|φˆ(k)|2eik·(v−w0)(τ1−τ2)
|∆ε(Lεk, iLεkw0)|2 .
(5.139)
To determine the asymptotics of this expression for ε→ 0 we observe that the integral in
k behaves like∫
R3
dk
(k ⊗ k)|φˆ(k)|2eik·(v−w0)(τ1−τ2)
|∆ε(Lεk, iLεkw0)|2
≈ c
2c1
|v − w0||τ1 − τ2|
(
I − (v − w0)⊗ (v −w0)|v − w0|2
)
1|v−w0||τ1−τ2|≤Lε , (5.140)
since the dielectric function (5.125) behaves as:
|∆ε(Lεk, iLεkw0)|−1 ≈
{
1, for k & 1/Lε
k
Lε
, for k . 1/Lε
Then the left hand side of (5.140) can be approximated as
∫
{|k|≤1}
(k⊗k)
|k|4 e
ik·(v−w0)(τ1−τ2)dk.
This integral can be approximated by the right hand side of (5.140) with c1 =
π2
2 . A simple
way to see this is to use the tensor structure of the integral and to compute this tensor in the
case in which (v − w0) is parallel to the x1 coordinate axis.
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Using the asymptotic formula (5.140) we finally obtain
E [Dg (t1)⊗Dg (t2)]
=
2c1c
2
L4ε
∫ Tεt1
0
∫ Tεt2
0
d(τ1, τ2)
∫
R3
dw0
g(w0)
|v − w0||τ1 − τ2|
(
I − (v −w0)⊗ (v − w0)|v − w0|2
)
1|v−w0||τ1−τ2|≤Lε
∼ 4c1c2ε2 log(Lε)Tε (t2 − t1)
∫
R3
dw0
g(w0)
|v −w0|
(
I − (v − w0)⊗ (v − w0)|v − w0|2
)
∼ 2c1c2ε2Tε log
(
1
ε
)
(t2 − t1)
∫
R3
dw0
g(w0)
|v −w0|
(
I − (v − w0)⊗ (v − w0)|v − w0|2
)
where we use (5.111) in the last step. Notice that we assume that
∫
R3
dw0
g(w0)
|v−w0| <∞. Using
(5.137) we then obtain
E [Dg (t1)⊗Dg (t2)] ∼ 2c1c2 (t2 − t1)
∫
R3
dw0
g(w0)
|v −w0|
(
I − (v − w0)⊗ (v − w0)|v − w0|2
)
= 2 (t2 − t1)Ag (v) . (5.141)
It is possible to interpret the asymptotics of the inverse Fourier transforms in (5.140) in
terms of the correlations of a random force field evaluated at two different points vτ1 and vτ2.
The correlations between two points x1, x2 decrease then as
1
|x1−x2| for distances smaller than
the Debye length. For distances larger than the Debye length Lε the decay of the correlations
is much faster and therefore, the Coulombian logarithm is due only to the range of distances
between the particle size ε and the Debye length Lε. This is different in the case of Rayleigh
gases with Coulombian interactions, where the range of distances contributing to the kinetic
regime goes from the particle size ε to the mean free path.
Using (5.130), (5.136), (5.141) we can now derive the evolution equation for the distribu-
tion function f (x, v, t) where t = τTε and Tε is as in (5.137). We have:
∂tf (x, v, t) + v · ∂xf (x, v, t) = ∂v [Af (v) ∂vf + hf (v) f ] (x, v, t) (5.142)
where hf (v), Af (v) are computed as in (5.136), (5.141).
Remark 5.8 It is interesting to notice that (5.142) is a Landau equation, instead of a
Balescu-Lenard equation as in principle could be expected for long range interactions. The
reason for this is the presence of the Coulombian logarithm as well as the fact that the con-
tribution to the coefficients Λf , Af (v) is due to the dyadics smaller than the Debye screening
length and since all these contributions are comparable the total contribution is larger than the
one due to the Debye screening length that would be the dominant one if the kinetic equation
had been the Balescu-Lenard equation.
Remark 5.9 Notice that, differently from the case of Rayleigh gases with Coulombian inter-
actions, after rescaling out the logarithmic term both the friction coefficient and the deflections
Ag (v) yield a well defined limit as t˜ → ∞, where t˜ is the mesoscopic limit. In the case of
Rayleigh gases both quantities diverge logarithmically as t˜→∞.
Remark 5.10 Notice that a heuristic explanation of (5.141) is that the Vlasov evolution
of the white noise which describes the fluctuations of the particle density yields a ”coloured
noise” which decorrelates on distances of the order of the Debye length.
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5.3 Weak coupling case.
We now apply analogous methods to derive the kinetic equation which yields the evolution
of a system of particles in the weak coupling limit. In this case the interaction potential is
small and its range is of the same order as the average distance between the particles. In this
case the evolution equations are:
dX
dτ
= V ,
dV
dτ
= −
∑
j∈S
∇Xφε (X − Yj) (5.143)
dYk
dτ
=Wk ,
dWk
dτ
= −∇Xφε (Yk −X)−
∑
j∈S, j 6=k
∇Xφε (Yk − Yj) , k ∈ S
where we assume that the average distance between the particles is of order one and the
interaction potential is:
φε (X) = εΦ (|X|) (5.144)
where Φ (|X|) decreases sufficiently fast as |X| → ∞.
We can derive a kinetic equation describing the behaviour of this system using methods
analogous to those in Subsections 5.1.4 and 5.2.1. We introduce an auxiliary length Lε ≫ 1
which will allow to approximate the particle distributions by means of continuous densities.
We then define new variables:
yk =
Yk
Lε
, ξ =
X
Lε
, t˜ =
τ
Lε
Then:
dξ
dt˜
= V ,
dV
dt˜
= −ε
∑
j∈S
∇ξΦ (Lε (ξ − yj))
dyk
dt˜
=Wk ,
dWk
dt˜
= −ε∇ykΦ (Lε (yk − ξ))− ε
∑
j∈S, j 6=k
∇ykΦ (Lε (yk − yj)) , k ∈ S
We define:
fε
(
y,w, t˜
)
=
1
(Lε)
3
∑
k
δ (y − yk) δ (w −Wk)
Then:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)3
∫
R3
∇ξΦ (Lε (ξ − η)) ρε
(
η, t˜
)
dη
dyk
dt˜
=Wk ,
dWk
dt˜
= −ε∇yΦ (Lε (y − ξ))− ε (Lε)3
∫
R3
∇yΦ (Lε (yk − η)) ρε
(
η, t˜
)
dη , k ∈ S
where:
ρε
(
y, t˜
)
=
∫
R3
fε
(
y,w, t˜
)
dw
Therefore:
∂t˜fε
(
y,w, t˜
)
+ w · ∇yfε
(
y,w, t˜
)
−
[
ε∇yΦ (Lε (y − ξ)) + ε (Lε)3
∫
R3
∇yΦ (Lε (y − η)) ρε
(
η, t˜
)
dη
]
· ∇wfε
(
y,w, t˜
)
= 0
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It turns out that in this case the term containing ε (Lε)
3 ∫
R3
∇yΦ (Lε (y − η)) ρε
(
η, t˜
)
dη
is negligible compared with the transport term w · ∇yfε
(
y,w, t˜
)
. We can then approximate
this equation as:
∂t˜fε
(
y,w, t˜
)
+ w · ∇yfε
(
y,w, t˜
)− ε∇yΦ (Lε (y − ξ)) · ∇wfε (y,w, t˜) = 0
We are then exactly in the same situation as in Subsection 5.1.4 with ℓε = 1. We then
obtain the following approximated equation for each of the particles of the system:
dx
dt
= v ,
dv
dt
=
1
ε
Bg
(
t
ε2
)
+Hg (v)
where x = ε2X, v = V, t = ε2τ and:
Hg (V ) =
∫
R3
dY
∫
R3
dw∇XΦ (|Y |)∇wg (w) ·
∫ 0
−∞
∇XΦ (|Y + (V − w) s|) ds (5.145)
E [Bg (s)] = 0 , E [Bg (0)Bg (s)] =
∫
R3
dY
∫
R3
dw∇XΦ (|Y + ws|)⊗∇XΦ (|Y |) g (w)
We then define
Dg =
∫ ∞
0
ds
∫
R3
dY
∫
R3
dw∇XΦ (|Y + ws|)⊗∇XΦ (|Y |) g (w) (5.146)
Then, the distribution function f (x, v, t) is determined by means of the equation
∂tf (x, v, t) + v · ∂xf (x, v, t) = ∂v
[
Df
2
∂vf +Hf (v) f
]
(x, v, t) (5.147)
Remark 5.11 The methods used in the whole Section 5.2 can be applied with minor mod-
ifications also to derive kinetic approximations for a tracer particle moving in a medium of
interacting particle systems, in the case in which the interaction between the tracer particle
and the scatterer is different from the interactions between the scatterers themselves.
5.4 Kinetic equations for Rayleigh gases.
We now summarize the kinetic equations and the corresponding rescaling limits yielding them
that we have obtained in the previous Sections for a tagged particles evolving according to
the equations (1.4) (i.e. Rayleigh gases).
• In the case of potentials with the form
φε (x) = εΦ
( |x|
Lε
)
with Lε ≫ 1
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and Φ (s) decreasing faster than 1sα with α > 1 (cf. (3.22), (3.23)) we have seen that
the distribution of particle velocities f (x,w, t) evolves according to the equation (cf.
(5.26))
∂tf + w · ∂xf = Dw ·
(
1
2
Dg (w) ∂wf + Λg (w) f
)
where Dg (w) is as in (5.25) and Λg (w) is as in (5.19). The formula relating the micro-
scopic t˜ and macroscopic variable t is t = (θε)
2 t˜ with θε = ε (Lε)
3
2 .
• In the case of Coulombian potentials, i.e potentials with one of the forms
φε (x) = Φ
( |x|
ε
)
or φε (x) = εΦ (|x|) (5.148)
with Φ (s) ∼ 1s as s → ∞ (cf. (5.27)) we obtain the following kinetic equation (cf.
(5.50))
∂tf + V · ∂xf = ∂V ·
(
1
2
Dg (V ) ∂V f + λg (V ) f
)
where λg (V ) is as in (5.48) and Dg (V ) is as in (5.49). The relation between the
microscopic time scale τ and the macroscopic time scale is given by τ = t
2ε2 log( 1ε)
.
• In the case of potentials with the form (weak coupling case)
φε (x) = εΦ
( |x|
ℓε
)
, ℓε . 1 (5.149)
where Φ (s) decreases faster than 1sα with α > 1 (cf. (5.52)) we can approximate the
distribution of particle velocities f by means of the solutions of the kinetic equation (cf.
(5.65))
∂tf + V · ∂xf = ∂V ·
(
1
2
D∂V f +Λg (V ) f
)
where D is as in (5.64) and the friction coefficient Λg (V ) is as in (5.61).
5.5 Kinetic equations for interacting particle systems.
We now summarize the precise scaling limit in which a system of particles described by the
system of equations (1.1) can be approximated by means of Landau and Balescu Lenard
equations.
• In the case of interaction potentials with the form
φε (x) = εΦ
( |x|
Lε
)
with ε (Lε)
3 → 1
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and Φ (s) decreasing faster than 1sα with α > 1 (cf. (3.22), (3.23)) the kinetic equation
yielding the evolution of the distribution function f is given by the Balescu-Lenard
equation (cf. (5.101))
∂tf + v · ∂xf = ∂v
(
Df (v)
2
∂vf −Hf (v) f
)
where Hg (V ) is defined in (5.95) and Dg (V ) in (5.100). The formula relating the
microscopic time scale t˜ with the macroscopic time scale t is t˜ = ε2 (Lε)
3 t.
• In the case of Coulombian potentials as in (5.148) (cf. also (5.27)) the evolution of the
distribution function f is given by the Landau equation (cf. (5.142))
∂tf + v · ∂xf = ∂v (Af (v) ∂vf + hf (v) f)
where Af (v) is defined in (5.141) and hf (v) has been defined in (5.136). The micro-
scopic time scale τ and the macroscopic time scale are related by means of the formula
τ = t
ε2 log( 1ε)
. The fact that the kinetic equation for Coulombian potentials is the Landau
equation instead of the Balescu-Lenard equation, due to the presence of the Coulombian
logarithm, has been originally noticed by Landau and Lenard (cf. [33, 35]).
• We considered one version of the weak coupling case with potentials of the form (5.149)
with ℓε = 1. The kinetic equation describing the evolution of the particle distribution f
is the following version of the Landau equation (cf. (5.147))
∂tf + v · ∂xf = ∂v
(
Df
2
∂vf +Hf (v) f
)
where Hg (V ) has been defined in (5.145) and Dg in (5.146). The relation between the
microscopic time scale t˜ and the macroscopic time scale t is t = ε2Lεt˜.
Remark 5.12 A few rigorous results deriving kinetic equations of Landau or Balescu-Lenard
form for interacting particle systems have been recently obtained. In these results the particles
interact by means of weak potentials with a range comparable or larger than the average
particle distance. See for instance [9, 17, 18] for results for the full particle system and the
time of validity of the kinetic equation is shorter than the macroscopic time scale. In [51, 53]
the kinetic equation is derived for macroscopic times of order one but the particle system is
approximated by a truncated BBGKY hierarchy.
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5.6 Reformulation of the dynamics of a particle in a Rayleigh-Boltzmann
gas as the dynamics of a particle in a Boltzmann random force field
with nonelastic collisions.
We have seen in Subsection 5.1 that the dynamics of a tagged particle in a Rayleigh gas under
some smallness assumptions on the interaction potentials can be approximated by means of
the dynamics of a tagged particle in a random force field with a friction coefficient (cf. for
instance (5.19), (5.24)). Both the friction coefficient and the random force field are due to
the combined effect of many scatterers. Due to this it is remarkable that, as we will see in
this Subsection, a similar decomposition of the forces acting on a tagged particle moving in
a Rayleigh-Boltzmann gas, can be made at least in the case in which the interaction between
the tagged particle and the scatterers takes place by means of hard-sphere potentials. More
precisely, we will show that the dynamics of a tagged particle in such a situation is equivalent
to the dynamics of a particle in the random force field generated by a set of moving scatterers,
whose dynamics is not affected by the tagged particle, but where the collisions between the
tagged particle and the scatterers are non elastic. Such non elastic collisions play a role
analogous to the friction term in (5.24).
To prove our claim we must study first the elastic collisions between a tagged particle
and one scatterer. We will assume that the tagged particle and the scatterer have the same
mass and the same radius a. We will denote the velocities of the tagged particle before and
after the collision as w1, w
′
1 ∈ R3 respectively and the velocities of the scatterer before and
after the collision as w2, w
′
2 ∈ R3. We denote as x1, x2 the position of the tagged particle and
scatterer at the collision time respectively. Then |x1 − x2| = 2a. We write:
ζ =
(x1 − x2)
|x1 − x2| (5.150)
The conservation of momentum and energy yields:
w1 = w1 + w2 = w
′
1 + w
′
2 , (w1)
2 + (w2)
2 =
(
w′1
)2
+
(
w′2
)2
Then the exchange of momentum between the particles will be assumed to be proportional
to ζ. Moreover, we can analyze the collision in the coordinate system in which w2 = 0. Then:
w′1 −w1 = −w′2 = λζ (5.151)
for some λ ∈ R. Then, the conservation of energy yields:
(w1)
2 + (w2)
2 = (w1 + λζ)
2 + λ2 |ζ|2 = (w1)2 + 2λ (w1 · ζ) + 2λ2
and using that |ζ| = 1 we obtain:
λ = − (w1 · ζ) (5.152)
whence:
w′1 = w1 − (w1 · ζ) ζ , w′2 = (w1 · ζ) ζ (5.153)
We now prove that we can obtain an equivalent dynamics for the tagged particle assuming
that the scatterer does not modify its trajectory in the collision (i.e. the random force field is
not affected by the tagged particle), but including in the collision an additional term which
makes the collision inelastic.
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We will denote the velocities of the tagged particle and the scatterer before the collision
as v1, v2 respectively and after the collision as v
′
1, v
′
2. Then v2 = v
′
2 = 0 and v1 = w1, v
′
1 = w
′
1.
We assume that during the collision an impulse I = w′1 − w1 is transmitted to the tagged
particle. Then, taking into account (5.151), (5.152) we obtain:
I = − (w1 · ζ) ζ
Notice that this impulse can be thought as a friction term because the energy of the tagged
particle is reduced. Indeed, we have:(
v′1
)2 − (v1)2 = − (w1 · ζ)2 ≤ 0
Moreover, the collision is kinematically possible, in spite of the fact that the velocity of the
scatterer is not modified. Indeed, the collision is kinematically possible if we have (w′1 · ζ) ≤ 0.
Actually we have:
w′1 · ζ = w1 · ζ − (w1 · ζ) |ζ|2 = 0
which confirms that the collision is possible. Notice that this formula implies in addition
that in the collision in a coordinate system in which w2 = 0 we obtain that the tagged
particle 1 moves perpendicularly to the vector ζ connecting both particles immediately after
the collision.
It is natural to ask if it is possible to reformulate the problem of the collision between two
particles which interact by means of a potential that depends only on their distance. The goal
would be to check if the deflection experience by one of the particles (the tagged particle) is
the same as the one experienced by a tagged particle which interacts with a scatterer which
affects the dynamics of the tagged particle but is not affected by it, including in addition a
friction term depending only on the velocity and the distance between the particles. More
precisely the problem is the following. We have two interacting particles with will be assumed
to have the same mass that can be chosen to be one. The interaction potential is V (|X|) .
Then, the elastic collision problem between the two particles is:
dX1
dt
= V1 ,
dX2
dt
= V2
dV1
dt
= −∇VX1 (|X1 −X2|) ,
dV2
dt
= −∇VX2 (|X2 −X1|)
Suppose that we solve a collision problem for the previous system of equations imposing
V1 (−∞) = V1,in and assuming that the collision between two particles is characterized by an
impact parameter b ∈ R3. The problem is the following one. Is it possible to find a friction
force Φ (V1 − V2; |X1 −X2|) such that the solution of the following problem
dY1
dt
=W1 ,
dW1
dt
= −∇VX1 (|Y1|) + Φ (W1; |Y1|) , W1 (−∞) = V1,in
with the same impact parameter b yields W2 (∞) = V1,out ?
Notice that, differently from the problem considered in Subsections 5.1, 5.2 where we
obtain an approximation of all the forces acting on a tagged particle by means of a friction
term plus the evolution in a random force field, the description of the collisions given above
is just a mathematical construction without any real physical significance. Nevertheless, the
possibility of this reformulation of the collision problem has some independent interest.
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6 Evolution of the probability distribution of particles to a
correlated measure.
We have seen in Subsections 5.2 that for interacting particle systems of the form (1.1) we can
derive a kinetic approximation in the case of small interaction potentials. This was achieved
by replacing the particle distribution by a Gaussian random field evolving by means of a
Vlasov equation, and a friction term. Then the dynamics of a tagged particle in this random
background approximates the evolution of a particle in the interacting particle system (1.1)
for short but macroscopic times.
The resulting kinetic equations are the Landau or the Balescu-Lenard equation. There is
an alternative way of deriving these equations which was introduced by Bogoliubov (cf. [11]).
Suppose that we have a system of particles that solves (1.1). We assume also that the
initial distribution of particles in the phase space is given by a generalized Poisson distribution
νg as in (3.1) which is characterized by a distribution of velocities g. Our goal is to define a
family of evolutions of the probability measure τ → Pετ , t ≥ 0, with Pε0 = νg. The measure
Pτ is defined as follows. Suppose that we denote as ω ∈ Ω the random empirical measure
associated to the initial particle configuration (Xi, Vi)i∈I in the phase space, i.e.
ω =
∑
i∈I
δ(x−Xi)δ(v − Vi). (6.1)
We denote as U ετ the evolution operator given by the evolution of the particle system (1.1).
We will assume that U ετ is well defined (and measurable) for each τ > 0 and define the measure
Pετ as:
P
ε
τ = P
ε
0 ◦ (U ετ )−1 = νg ◦ (U ετ )−1 . (6.2)
Due to the particle interaction, the measures Pετ are in general no Poisson measures.
The usual way of characterizing these measures is by means of the many-particle correlation
functions gn which are obtained solving the so-called BBGKY hierarchy:
∂τgn(τ, αn) +
n∑
k=1
vk∇ykgn(τ, αn)−
n∑
k=1
∫
R6
dηn+1∇ykφε(yk − yn+1)∇vkgn+1(τ, αn, ηn+1)
=
n∑
k=1
n∑
ℓ=1
∇ykφε(yk − yℓ)∇vkgn(τ, αn).
(6.3)
Assuming that the BBGKY hierarchy allows to characterize uniquely the probability
measures Pεt we would have:
P
ε
τ = Kε [g (·, t) ; {gk (·, τ)}∞k=2] (6.4)
where K is the operator that yields a random measure on the phase space R×R for a given set
of correlation functions gk. The measure is uniquely determined by the correlation functions
gk under relatively weak conditions, e.g. if there exists C > 0 such that
‖gk(·, τ)‖L∞ ≤ Cn.
See for instance [34], [45] for more details on this so-called moment problem.
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It was noticed by Bogoliubov that the time scale for the evolution of the correlation
functions for two or more particles {gk (·, τ)}∞k=2 is much shorter if ε→ 0 than the one for the
one-particle distribution g (·, τ) . Further, they are expected to stabilize to time-independent
functionsGk which only depend on g. Approximating the correlation functions for two or more
particles by the functions Gk yields an approximation for the evolution of the one-particle
distribution g on a much longer time scale.
Bogoliubov’s approach is particularly useful in the derivation of Landau and Balescu-
Lenard equations. We will illustrate the use of the method in the case of interaction potentials
with the form (3.22), (3.23). The analysis of this problem through an approximation by the
dynamics of a tagged particle with an effective friction term moving in a random force field
has been made in Subsection 5.2.1. In this particular setting we can linearize the evolution
equations yielding the functions {gk (·, τ)}∞k=2 . It turns out that these linearized equations can
be explicitly solved in terms of the solutions of the corresponding linearized Vlasov equation
(cf. [52]). In particular, the characteristic time scale for the evolution of the functions
{gk (·, τ)}∞k=2 is the same as the one of the linearized Vlasov equation (cf. for instance (5.70)).
In the case of potentials with the form (3.22), (3.23) and since the particle velocities are of
order one we have that the characteristic time for the linearized Vlasov equation (and the
equations for the functions {gk (·, t)}∞k=2) is of order Lε. This time scale is much shorter than
the timescale t, in which the particles move along lengths of the order of the mean free path. If
the stability conditions discussed in Subsection 5.2.1 hold, we have similar stability properties
for the linearized operator which yields the evolution of the functions {gk (·, τ)}∞k=2 . It then
follows that the functions {gk (·, τ)}∞k=2 approach to an equilibrium
Gk (·; g) , k ≥ 2,
which depends on the function g. The equations yielding the evolution of {gk (·, τ)}∞k=2 con-
tains the one-particle distribution g. Since this evolution takes place on a longer timescale,
we can approximate the dynamics of g(·, t) using gk (·, t) ≃ Gk (·; g (·, t)) for k ≥ 2. By (6.4),
we obtain the following approximation for the random measure Pετ
µε ≃ Kε [g (·, τ) ; {Gk (·; g (·, τ))}∞k=2] := Hε [g (·, τ)] (6.5)
as ε→ 0.
Remark 6.1 The measure µ given by the functions Gk through the relation (6.5) is a random
measure on R3 × R3, but not necessarily related to a point process on this space. Hence, in
contrast to the measure in (6.4), µ is in general not of the form (6.1). The problem whether
such a representation holds is called full K-moment problem. For necessary and sufficient
conditions, see for example [24].
Finally, an approximation for the evolution of g (·, t) follows by replacing g2 by G2 in (6.3).
In the regime described in Subsection 5.2.1 this yields either the Landau or the Balescu-Lenard
equation.
The previous argument, besides providing a different derivation of the Landau and Balescu-
Lenard equations (as well as a blueprint for a possible rigorous derivation of these kinetic
equations taking as starting point a Hamiltonian mechanical system), provides also an inter-
esting description of the probability distributions which characterize the particle distributions
in macroscopic times (cf. (6.5)).
An exposition on possible applications of the BBGKY-method to various kinetic limits
and their fluctuations can be found in [27].
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7 Some relevant physical properties of the Vlasov-Poisson equa-
tion.
In this Section we discuss a few properties of particle systems which are due to their collective
behaviour and can be described, if the interactions between the particles are weak but have
long range, using the Vlasov equation. We will discuss two specific phenomena. The first is
the existence of some oscillations of the particle density for particles interacting by means
of Coulomb potentials which damp very slowly. These oscillations are usually termed as
Langmuir waves. The second issue that we discuss here is the phenomenon of screening. The
two phenomena are well known in the physical literature (cf. for instance [25, 33]) but both of
them are relevant in the rigorous mathematical study of some problems related to the Vlasov
equations and for this reason we will describe them here.
Both phenomena can be related to the asymptotic behaviour of the dielectric function
ǫ (k, ω) defined in Subsection 5.2.1. More precisely, Langmuir waves are related to the asymp-
totic behaviour of ǫ (k, ω) as k → 0. On the other hand, screening properties act for arbitrary,
dynamic situations. However, they become particularly simple to describe in static situations,
i.e. for ω → 0.
7.1 Langmuir waves.
Langmuir waves are some oscillations with wavelength much larger than the Debye screening
length which take place in plasmas (cf. [25], [26]). We will use also the term Langmuir waves
to refer to some oscillations with very large wavelength for particle systems interacting by
means of Coulomb-like potentials like the ones in (5.27).
Langmuir waves can be described using the linearized Vlasov equation. We will illustrate
the meaning of these waves using the linearized Vlasov equation for a one-component plasma
(assuming then than in the original problem there is a background of charge to ensure elec-
troneutrality) or a two component plasma with two opposite signs. We then assume that the
linearized problem around a constant distribution of particles has the following form:
∂th (x, v, t) + v · ∇xh (x, v, t) + F · ∇vf0 (v) = 0 (7.1)
F (x, t) = −
∫
dy
∫
dvh (y, v, t)
[
(Lε)
2∇xΦ (Lε |x− y|)
]
where we have rescaled the length in order to make the range of the potential or the screening
length of order one. We look for solutions of this equation with the form:
h (x, v, t) = ei(ωt+k·x)H (v) , k ∈ R3 , ω ∈ C
whence H solves:
iωH (v) + i (v · k)H (v) + F0 · ∇vf0 (v) = 0
F0 = −
∫
dy
∫
dvH (v) e−ik·y
[
(Lε)
2∇yΦ (Lε |y|)
]
74
whence:
H (v) = −F0 · ∇vf0 (v)
i [ω + (v · k)]
and:
F0 =
∫
dy
∫
dv
(F0 · ∇vf0 (v))
i [ω + (v · k)] e
−ik·y
[
(Lε)
2∇yΦ (Lε |y|)
]
We can write this in matrix form:(
I −
∫
dy
∫
dv
e−ik·y
i [ω + (v · k)] (Lε)
2∇yΦ (Lε |y|)⊗∇vf0 (v)
)
F0 = 0
for some F0 ∈ C3. This yields the following eigenvalue problem:
det
(
I −
∫
dy
∫
dv
e−ik·y
i [ω + (v · k)]∇yΨ(|y|)⊗∇vf0 (v)
)
= 0 (7.2)
where k ∈ R3 is given. The stability condition (5.92) implies that the solutions of the equation
(7.2) are contained in the half-plane {Im (ω) > 0} . However, in the very relevant case of
Coulombian potentials Ψ (|y|) = 1|y| it turns out that there is a root ω = ω (k) which converges
to a real value Ω0 6= 0 as |k| → 0. We have that Im (ω (k)) > 0 for all k ∈ R3. However, the
following asymptotic formula holds if we assume that the distribution of particle velocities g
is Maxwellian
Im (ω (k)) ∼ −c0ωp
(
kD
k
)3
exp
(
− k
2
D
2 |k|2
)
as
|k|
kD
→ 0 (7.3)
where kD =
ωp
〈v2〉 ,
〈
v2
〉
is the variance of the velocity, ωp =
√
4π and c0 =
√
π
8 (cf. [26], Chap-
ter 10). Formula (7.3) is valid for the Coulomb potential Ψ (s) = 1|s| , but similar formulas hold
for potentials Ψ (s) behaving asymptotically as 1|s| as |s| → ∞. The main consequence of (7.3)
is the existence of solutions of (7.1) with very large wavelength (compared with the Debye
length) and damping in time extremely slowly. A consequence of this is the existence of solu-
tions of the linear problem (7.1) which converge to equilibrium very slowly in suitable Sobolev
spaces. This is a result that has been rigorously proved in [20], [21] for the one-dimensional
and radial version of (7.1) with Coulombian interactions. The extremely slow damping of
very large wavelengths plays a crucial role in the stabilization of the correlation function for
Coulombian potentials, as has been discussed in [52] both in the case of Maxwellian and
non-Maxwellian distributions of particle velocities. The asymptotics of slowly damping, long
wavelength waves arising in the Vlasov-Poisson system has been rigorously studied also in [8].
For general non Coulombian potentials, Langmuir waves do not exist. More precisely, for
general interaction potentials we have ω (k)→ 0 as |k| → 0.
It is worth to mention that the mathematical properties of the function ∆ε (k, z) (cf.
(5.131), (5.132)) yielding the existence of Langmuir waves, are relevant in the derivation
of (5.135) and (5.139) using contour deformation arguments. Notice that due the function
(∆ε (k, z))
−1 is analytic in the variable z as long as ∆ε (k, ·) does not have a zero. On the
other hand, the existence of Langmuir waves implies the existence of one zero of ∆ε (k, z) with
z = ωi and ω satisfying (7.3). Therefore, in the case of Coulombian potentials the function
(∆ε (k, z))
−1 is analytic in the z variable in a region with the form
{
Re (z) ≥ −C exp
(
− a|k|2
)}
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for some positive constants C and a. Moreover, the size of this region of analiticity is rather
optimal. In particular, it is not possible to obtain analyticity of the function (∆ε (k, ·))−1 in
a region with the form {Re (z) ≥ −C |k|} as in the case of long range, fast decaying poten-
tials considered in Section 5.2.1. The main consequence of having an analiticity region for
(∆ε (k, z))
−1 so small is that the contour deformations yielding to (5.135) must be made with
some care. In particular, the cutoffs introduced by the function 1− 2(2π)
3
2
(Lε)
2 Φˆ(p)Ψ
(
− ip·V|p| , p|p|
)
as |p| → 0, must be used in order to estimate the contributions of the region {|p| ≪ 1} .
An important consequence of the existence of the Langmuir waves is the fact that the
perturbations of the initial particle distribution with a wavelength much larger than the
Debye length tend to dissappear very slowly. In particular it would be relevant to understand
what is the effect of such long wave perturbations in the solutions of the initial value problems
for the linearized Vlasov equation yielding the friction term (5.135) and the noise term (5.139).
We further observe that in the case of Coulombian interaction potentials if the initial
particle distribution has correlations at distances larger than the Debye screening length we
can expect these correlations to vanish on a very long time scale. In particular, the existence
of a kinetic limit in this case is not clear a priori. Another interesting issue is to determine if
there are Langmuir waves for potentials with the form (3.22)-(3.23), or if Langmuir waves a
re restricted to the case of Coulombian potentials.
7.2 Screening effects.
It is interesting to remark that screening effecs (i.e. charge rearrangement which tends to
damp the effects of charges unbalances in a system) does not require irreversible effects,
namely collisions. Actually the screening properties can be described using just the (colli-
sionless) Vlasov equation. Screening is closely related to Landau damping and to the stability
of a medium discussed in Subsection 5.2.1. This fact is well understood in the physical liter-
ature (cf. [33]). We will just discuss here some simple mathematical results for the linearized
Vlasov equation which illustrate the build-up of screening in time.
Suppose that we consider a system of particles which can be approximated by means of the
Vlasov equation (5.113), (5.114). We assume that the interactions between the particles are
Coulombian, and that the distribution of particles is spatially homogeneous and characterized
by a distribution of velocities f0 (v) . We will write h = ζ
+− ζ− to denote the perturbation of
the particle density in the phase space and replace t˜ by t in order to discharge the notation.
This perturbation will be assumed to be sufficiently small to ensure that h can be described
using the linearized Vlasov equation. We will assume that the initial distribution of particles
is f0 (v) and that we place a small charge at the origin at rest. We can then approximate the
evolution of the perturbation of the density of particles in the phase space h by means of the
following set of equations:
∂th (x, v, t) + v · ∇xh (x, v, t) + F˜ · ∇vf0 (v) = 0 (7.4)
F˜ (x, t) = −∇xΨ(|x|)−
∫
dy
∫
dvh (y, v, t)∇xΨ(|x− y|)
h (x, v, 0) = 0
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where Ψ (|x|) = 14π|x| . We assume, without loss of generality, that
∫
f0 (v) dv = 1. We will
assume also that f0 (v) = f0 (|v|) . Notice that we can write F˜ (x, t) = −∇xϕ (x, t) , with
ϕ (x, t) = Ψ (|x|) +
∫
dy
∫
dvh (y, v, t)Ψ (|x− y|)
Then
−∆ϕ (x, t) = δ (x) + ρ (x, t) , ρ (x, t) =
∫
h (x, v, t) dv (7.5)
Applying Duhamel’s formula to (7.4) we obtain
h (x, v, t) =
∫ t
0
[∇xϕ (x− v (t− s) , s) · ∇vf0 (v)] ds
and
ρ (x, t) =
∫ t
0
ds
∫
dv [∇xϕ (x− v (t− s) , s) · ∇vf0 (v)]
=
∫ t
0
(t− s) ds
∫
f0 (v)∆xϕ (x− v (t− s) , s) dv
and, using the change of variables y = v (t− s) we obtain
ρ (x, t) =
∫ t
0
ds
(t− s)2
∫
f0
(
y
t− s
)
∆xϕ (x− y, s) dy
= ∆x
(∫ t
0
ds
(t− s)2
∫
f0
(
y
t− s
)
ϕ (x− y, s) dy
)
Using (7.5) we obtain
−∆xϕ (x, t) = δ (x) + ∆x
(∫ t
0
ds
(t− s)2
∫
f0
(
y
t− s
)
ϕ (x− y, s) dy
)
= δ (x) + ∆x
(∫ t
0
ds
s2
∫
f0
(y
s
)
ϕ (x− y, t− s) dy
)
(7.6)
The equation (7.6) describes the onset of screening effects. This has been studied in
detail in [54]. We just describe here the steady states of (7.6) which describe the long time
asymptotics of this equation if f0 satisfies the stability conditions described in Subsection
5.2.1. The stationary solutions of (7.6) satisfy
−∆xϕ∞ (x) = δ (x)−∆x
(∫ ∞
0
ds
s2
∫
f0
(y
s
)
ϕ∞ (x− y) dy
)
(7.7)
We can rewrite (7.7) computing the integral
∫∞
0
ds
s2
f0
(y
s
)
. To this end we write y in
spherical coordinates y = rω, r = |y| > 0, ω ∈ S2. We then have f0
(y
s
)
= f0
(
r
s
)
, since we
assumed that f0 is invariant under rotations. Then∫ ∞
0
ds
s2
f0
(y
s
)
=
∫ ∞
0
ds
s2
f0
(r
s
)
=
1
r
∫ ∞
0
f0 (ξ) ξ
2dξ =
1
4πr
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Thus ∫ ∞
0
ds
s2
∫
f0
(y
s
)
ϕ∞ (x+ y) dy =
∫
ϕ∞ (x− y) dy
4π |y| =
∫
ϕ∞ (y) dy
4π |x− y|
Therefore (7.7) implies
−∆xϕ∞ (x) = δ (x) +
∫
∆x
(
1
4π |x− y|
)
ϕ∞ (y) dy = δ (x)− ϕ∞ (x)
whence
−∆xϕ∞ (x) + ϕ∞ (x) = δ (x)
The solution of this equation is ϕ∞ (x) = e
−|x|
4π|x| . This solution exhibits the expected screen-
ing property in distances of the order of the screening length.
An alternative derivation of the screening properties taking as starting point the Vlasov
equation can be found in [27] and [33]. The approach in those books is based in solving (7.4)
using Fourier and Laplace transforms in order to compute the dielectric constant ǫ (k, ω)
which, for ω → 0 (i.e. in the stationary regime) is proportional 1|k|2+1 , which is precisely the
Fourier tranform of the potential e
−|x|
4π|x| . It is relevant to emphasize the link between screening
properties and Landau damping (or stability of the Vlasov medium) which plays a crucial
role in the analysis of the long time asymptotics of the solutions to (7.6).
Some interesting problems suggested by the previous computations are the following ones
(i) To study the stationary solution and its stability for the solution of the Vlasov equation
which describes the distribution of charges around a Dirac charge moving at constant
speed.
(ii) To check if the screening properties considered above take place also for smooth poten-
tials behaving asymptotically as 1|x|as |x| → ∞. Notice that in this case the potential
generated by a set of charges cannot be described using a PDE, but the screening prop-
erties very likely depend only on the asymptotics of the potential and not in the details
of it.
8 Other scaling limits yielding kinetic equations.
8.1 The case of very slowly decreasing potentials.
In the case of Lorentz gases, it has been seen in [38] that for interaction potentials with the
form Vε (x) = εV (x) with V (x) ∼ 1|x|s as |x| → ∞ with 12 < s < 1 it is not possible to derive
a kinetic equation describing the evolution of a tagged particle as ε→ 0. The reason for this
is that the deflections experienced by the tagged particle have correlations of order one in
distances of the order of the mean free path. Note that in order to obtain a well defined
random force field in which the tagged particle moves, we need to assume an electroneutrality
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condition. Nevertheless, the long range correlations of the deflections occur in spite of this
assumption.
In the case of interacting particle systems the situation is different due to the presence
of the Debye screening. The screening allows to consider that the interaction between the
particles takes place by means of a potential with finite range in the form that has been seen
in the derivation of the friction coefficient Hg (∞; v) and the noise term Dg (t) (cf. (5.136),
(5.139)). Differently from the case of Coulombian potentials, the Coulombian logarithm
does not appear because not all the dyadic regions contribute in the same way. In the case
1
2 < s < 1, the largest contribution to the deflections can be expected to be due to the
interaction between particles placed at distances of the order of the Debye length. This gives
a picture rather different from the one taking place in the case of Lorentz gases, but it is
also rather different from the picture in the usual Landau equation for Coulombian potential.
Seemingly the resulting kinetic equation described the dynamics of the interacting particle
system in this case is a Balescu-Lenard equation in which the main interaction take place at
distances of the order of the Debye length. We plan to address this problem in the future.
8.2 The case of very heavy scatterers
We now study the motion of a tagged particle in a background of much heavier scatterers. It
turns out that in some cases it is possible to approximate the dynamics of the tagged particle
as a Lorentz gas (with stationary or moving scatterers). This is possible in the cases in which
the interactions of the tagged particle with the scatterers do not modify almost the energy
of the tagged particle (although they modify in a significant manner its direction of motion).
The equations of motion for a Rayleigh gas in the case in which the mass of the tagged particle
is different from the mass of the scatterers are
dX
dτ
= V , m
dV
dτ
= −
∑
j∈S
∇φε (X − Yj) (8.1)
dYk
dτ
=Wk ,
dWk
dτ
= −∇φε (Yk −X) , k ∈ S (8.2)
where (X,V ) is the position and velocity of the tagged particle and {(Yk,Wk)}k∈S are the
positions and velocities of the scatterers. We assume that the mass of the scatterers is one and
the mass of the tagged particle is m. We will assume in this Section that m≪ 1. Moreover,
we will assume also that the initial velocity of the tagged particle is of order one, as well as
the average speed of the scatterers.
We examine first in which cases it is possible to approximate the dynamics of (8.1), (8.2)
by means of a Lorentz gas yielding a linear Boltzmann equation with the form (2.2) instead
of the linear Boltzmann equation (2.5). Notice that the key difference between both types of
equations is that in the second one the change of velocity of the scatterer must be taken into
account. Therefore, the dynamics of the tagged particle cannot be assumed to be the motion
in a given random force field as in the Lorentz gas case. Suppose that the velocity of the
tagged particle before the collision is v and the velocity of the scatterer before the collision is
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v∗. Then, the velocities of the tagged particle and the scatterer after the collision become
v − 2
(
(v − v∗)
m+ 1
· ω
)
ω , v∗ + 2
(
m (v − v∗)
m+ 1
· ω
)
ω (8.3)
We can then obtain several distributions of velocities in which the the velocity of the
scatterers is almost constant in the collisions and we can approximate (2.5) by (2.2) (or
equivalently the Rayleigh gas dynamics by a Lorentz dynamics). We will assume that the
time scale is the characteristic time between collisions. Therefore, we can assume that the
number of collisions in this time scale is of order one, and it is enough to examine under which
conditions the change of velocity of the scatterers is negligible in a single collision.
Suppose first that the velocity of both the scatterers and the tagged particle is of the same
order of magnitude, say one. Then (8.3) becomes approximately, as m→ 0
v − 2 ((v − v∗) · ω)ω , v∗
Therefore, in this regime, the velocity of the scatterers is near constant at the collisions
and we can approximate (2.5) by (2.2).
Another situation in which a Rayleigh gas with very heavy scatterers can be approximated
by means of Lorentz gas corresponds to the case in which the velocities of the particles and
scatterers are determined by the equipartition of energy principle. This would imply that
m |v|2 ≈ |v∗|2 . Therefore, if we assume that the velocity of the tagged particle is of order one,
it follows that |v∗| is of order
√
m. Then v∗ + 2
(
m(v−v∗)
m+1 · ω
)
ω ∼ v∗. Moreover in this case,
the velocity of the tagged particle after each collision is approximately
v − 2 (v · ω)ω
Therefore, in this case, the dynamics of the Rayleigh gas can be approximated as a Lorentz
gas with scatterers at rest. More generally, the dynamics of a tagged particle with massm≪ 1
and a velocity of order one moving in a Rayleigh gas can be approximated by means of the
dynamics of a Lorentz gas (with scatterers at rest) if the velocity of the scatterers satisfies
m≪ |v∗| ≪ 1.
We now consider the dynamics of a tagged particle in the Rayleigh gas (8.1), (8.2) in the
case of potentials with the form (3.22), (3.23). We assume that the both the velocity of the
tagged particle and the scatterers is of order one. We rescale the variables as
yk =
Yk
mLε
, t˜ =
τ
mLε
, ξ =
X
mLε
Notice that we use a time scale suitable to describe the evolution of the tagged particle.
Then, the evolution equations are:
dξ
dt˜
= V ,
dV
dt˜
= −ε
∑
j∈S
∇ξΦ (ξ − yj)
dyk
dt˜
=Wk ,
dWk
dt˜
= −mε∇yΦ (yk − ξ) , k ∈ S (8.4)
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We assume that the potential Φ (s) decreases fast enough as s →∞ (say exponentially).
We assume also that m≪ 1.
Arguing as in Subsection 5.1.1 we can approximate these equations as:
∂t˜fε
(
y,w, t˜
)
+ w · ∇yfε
(
y,w, t˜
)−mε∇yΦ (y − ξ) · ∇wfε (y,w, t˜) = 0 (8.5)
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)3
∫
R3
∇ξΦ (ξ − η) ρε
(
η, t˜
)
dη (8.6)
ρε
(
y, t˜
)
=
∫
R3
fε
(
y,w, t˜
)
dw
where:
fε
(
y,w, t˜
)
= g (w) +
1
(Lε)
3
2
ζε
(
y,w, t˜
)
(8.7)
and ζε (y,w, 0) will be fixed shortly. We can linearize the equation of fε. Then:
∂t˜ζε
(
y,w, t˜
)
+ w · ∇yζε
(
y,w, t˜
)−mθε∇yΦ (y − ξ) · ∇wg (w) = 0 (8.8)
ζε (y,w, 0) = N (y,w) (8.9)
where θε = ε (Lε)
3
2 and where:
E [N (y,w)] = 0 , E [(N (ya, wa))N (yb, wb)] = g (wa) δ (ya − yb) δ (wa − wb) (8.10)
We can compute now the term ζε
(
y,w, t˜
)
as in Subsection 5.1.1. We obtain the following
approximation for ζε
(
y,w, t˜
)
:
ζε
(
y,w, t˜
)
= ζ1
(
y,w, t˜
)
+ ζ2
(
y,w, t˜
)
ζ1
(
y,w, t˜
)
= N
(
y − wt˜, w)
ζ2
(
y,w, t˜
)
= mθε∇wg (w) ·
∫ t˜
0
∇yΦ
(
y − w (t˜− s)− V s) ds
Using that m→ 0 we obtain the following approximation for times t˜ of order one:
ζε
(
y,w, t˜
)
= N
(
y −wt˜, w)
We can now write the evolution equation for the tagged particle. Arguing as in Subsection
5.1.1 we obtain:
dξ
dt˜
= V ,
dV
dt˜
= −ε (Lε)3
∫
R3
∇ξΦ (ξ − η) ρ˜ε
(
η, t˜
)
dη (8.11)
where:
ρ˜ε
(
y, t˜
)
=
∫
R3
ζε
(
y,w, t˜
)
dw =
∫
R3
N
(
y − wt˜, w) dw (8.12)
Notice that the equation for the tagged particle (8.11) becomes in this limit the dynamics
of a tagged particle in a given time dependent random force field, i.e. a Lorentz gas. Therefore,
in this particular problem we obtain the same picture as in the case of Boltzmann collisions.
The properties of the random force field can be obtained easily. We have
f
(
ξ, t˜
)
= −ε (Lε)3
∫
R3
∇ξΦ (ξ − η)
∫
R3
N
(
η − wt˜, w) dwdη
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whence
E
[
f
(
ξ, t˜
)]
= 0
E
[
f
(
ξ1, t˜1
)⊗ f (ξ2, t˜2)] = ε2(Lε)6
∫
R3
dη
∫
R3
dw∇ξΦ (ξ1 − η)⊗∇ξΦ
(
ξ2 − η + w
(
t˜1 − t˜2
))
g (w)
The dynamics of the tagged particle in this random force field can then be studied using
the type of methods developed in [38] (adapted to the time dependent case). Notice that the
random force field f
(
ξ, t˜
)
is not a field generated by a Poisson distribution of scatterers as
discussed in Subsection 3.2. The Gaussian approximation of the random force field above is
sufficient to compute the particle deflections which are the only relevant quantity required to
obtain the evolution of the tagged particle. Nevertheless, it would be possible to use similar
arguments to approximate the dynamics of the tagged particle by means of the dynamics in a
Lorentz gas with interaction potentials obtained by means of the Poisson probability measure.
Notice that if the velocities of the scatterers and the tagged particle are chosen by means
of the equipartition of energy principle, i.e. |v| of order one (say) and |v∗| of order
√
m a
similar approximation would imply that the random force field f would be independent on t˜.
We will not continue the discussion here any further, but we remark that it is possible to
apply similar ideas to describe the dynamics of a tagged particle with mass m≪ 1 moving in
a background of much heavier interacting particles (with mass 1). Similar arguments imply
that the friction term, which is associated to the deflections experience by the scatterers
would be negligible. However, an interesting feature of this problem is that the resulting
random force field in which the tagged particle moves would not be just due to the free
motion of the scatterers, but also by their self-consistent interactions, as it has been in the
derivation of Balescu-Lenard equations. Notice that the resulting kinetic equation is a linear
kinetic equation without friction term, but in which the diffusion coefficient is affected by the
interactions taking place between the scatterers.
8.3 Nonhomogeneous situations.
We have considered in the previous Sections only spatially homogeneous particle distributions.
We can apply similar methods to study some classes of nonspatially homogeneous situations.
We will not consider the details in this paper, but we just indicate under which assumptions
we can obtain kinetic equations analogous to the ones obtained in the homogeneous case.
The specific scaling limit in which we can obtain a nonspatially homogeneous kinetic
equation is the following. Suppose that we consider a set of particles in the phase space
R3 × R3 by means of a nonhomogeneous Poisson distribution characterized by the rate:
f0
(
x
Lh
, v
)
, Lh ≫ 1.
We assume that the average distance between particles is one and that the characteristic
velocity of the particles is of order one too. Suppose that the particle configuration evolves
according to the system of equations (1.1). Choosing Lh as the mean free path we obtain the
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version of the kinetic equation containing the transport term v ·∇x which does not vanish for
nonhomogeneous solutions.
More precisely, in the case of Rayleigh Gases we obtain the following family of linear
kinetic equations
∂tf + v · ∇xf = Q(g, f) , f = f(x, v, t) (8.13)
where the linear collision operator Q = QB(g, f) with QB given as in (2.5) in the case of
the Rayleigh-Boltzmann equation, and Q = QL with QL given as in (2.7) in the case of the
Rayleigh-Landau equation.
In the case of interacting particle systems we obtain the following family of nonlinear
kinetic equations
∂tf + v · ∇xf = Q(f, f) , f = f(x, v, t) (8.14)
where the collision operator Q = QB with QB given as in (2.8) in the case of the Boltzmann
equation, Q = QL with QL given as in (2.11) in the case of the Landau equation and Q = QBL
with Q = QBL given as in (2.13) in the case of the Balescu-Lenard equation.
The nonhomogeneous kinetic equations are meaningful only if Lh is comparable or much
larger than the mean free path. If Lh is much larger than the mean free path we would obtain
that the kinetic equations would be given approximately by homogeneous equations, whose
solutions converge to Maxwellian distributions characterized by local temperatures, density
and momentum which would change in the characteristic scale Lh. This situation corresponds
to the so-called hydrodynamic limit that we will not be discussed in this paper.
9 Conclusions.
In this paper we have examined the precise conditions under which we can approximate the
dynamics of many particle systems or tracer particles in Rayleigh gases by means of kinetic
equations. In particular we have focused mostly in the case in which the particles interact
by means of weak, but long range potentials, including potentials behaving for long distances
as the Coulomb potential. In this type of problems the resulting kinetic equations are the
classical Landau and Balescu-Lenard equations. In the case of system with Coulombian
interactions a distinct logarithmic correction known as Coulombian logarithm appears in the
formula of the mean free path and in the formula of the macroscopic time scale.
We have examined in detail how to derive formally both types of kinetic equations (Landau
and Balescu-Lenard), approximating the dynamics of the tracer particles or the particles of
the system by means of the dynamics of particles in random force fields. In the kinetic limit
under consideration such a dynamics can be approximated as the dynamics of a particle with
a friction coefficient which is affected by a random force field, which is not affected by the
tagged particle itself. These results allow to obtain nonlinear evolution equations describing
the evolution of many interacting particle systems in suitable asymptotic limits.
A general idea that we have used repeatedly to obtain kinetic approximations of the
particle systems which interact by means of weak interactions is to approximate the dynamics
of each particle by means of the dynamics of a particle interacting with a random force field.
It then turns out that the dynamics of the tagged particle can be reformulated as the dynamic
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of a particle in which two forces act, namely a friction force and a random force field which
is not affected by the tagged particle itself.
We have discussed also the relation between the derivations of Landau and Balescu-Lenard
equations given in this paper and the traditional derivation obtained using the methods of
[5, 11, 23] and Lenard based in the BBGKY hierarchies. We have discussed also several
phenomena taking place in some many interacting particle systems due to their collective
behaviour, like screening as well as the slow decay of some long range oscillations known as
Langmuir waves.
A Approximation of particle distributions by means of gaus-
sian densities.
The approximation of Poisson point processes by means of gaussian fields in distances much
larger than the average particle distance is a well known consequence of the Central Limit
Theorem. We summarize here the main properties that we will use of the resulting gaussian
fields for particle distributions distributed in the phase space (x, v) .
For each particle configuration {(xk, vk)}k∈S in R3 × R3 chosen according to the rate
dxg (dv) we define yk =
xk
Lε
, Wk = vk, y =
x
Lε
, w = v, with Lε ≫ 1 and then the empirical
distribution:
fε (y,w) =
1
(Lε)
3
∑
k
δ (y − yk) δ (w −Wk) , fε ∈ M+
(
R
3 × R3)
Then, for any compactly supported test function ϕ ∈ C0
(
R3 × R3) we have:∫
R3×R3
fε (y,w)ϕ (y,w) dydw =
1
(Lε)
3
∑
k
ϕ (yk,Wk)
Then, taking the expectation with respect to the Poisson measure we obtain:
E
[∫
R3×R3
fε (y,w)ϕ (y,w) dydw
]
=
1
(Lε)
3E
[∑
k
ϕ (yk,Wk)
]
The right-hand side of this identity can be computed approximating ϕ by piecewise con-
stant functions and using the properties of the Poisson distribution. Then:
E
[∫
R3×R3
fε (y,w)ϕ (y,w) dydw
]
=
∫
R3×R3
ϕ (y,w) g (w) dydw
We estimate now the variance of
∫
R3×R3 fεϕdydw. We have:∫
R3×R3
∫
R3×R3
fε (ya, wa, 0) fε (yb, wb, 0)ϕ (ya, wa)ϕ (yb, wb) dyadwadybdwb
=
1
(Lε)
6
∑
k
∑
ℓ
ϕ (yk,Wk)ϕ (yℓ,Wℓ)
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In order to compute this integral we approximate ϕ by means of piecewise functions.
Therefore we need to compute the following expectations (where we denote as χA the char-
acteristic function of the set A ⊂ R3 × R3):
E
[
1
(Lε)
6
∑
k
∑
ℓ
χA (yk,Wk)χA (yℓ,Wℓ)
]
, E
[
1
(Lε)
6
∑
k
∑
ℓ
χA (yk,Wk)χB (yℓ,Wℓ)
]
where A and B are disjoint sets. We have:
E

 1
(Lε)
6
∑
k,ℓ
χA (yk,Wk)χA (yℓ,Wℓ)


= E

 1
(Lε)
6
∑
k,l, k 6=ℓ
χA (yk,Wk)χA (yℓ,Wℓ)

+ E
[
1
(Lε)
6
∑
k
χA (yk,Wk)χA (yk,Wk)
]
=
1
(Lε)
6
(
E
[
(n (A))2
]
− E [n (A)]
)
+ E
[
n (A)
(Lε)
6
]
=
1
(Lε)
6E
[
(n (A))2
]
On the other hand we have:
E
[
1
(Lε)
6
∑
k
∑
ℓ
χA (yk,Wk)χB (yℓ,Wℓ)
]
= E
[
n (A)n (B)
(Lε)
6
]
=
1
(Lε)
6E [n (A)]E [n (B)]
We write:
cA = (Lε)
3
∫
A
g (v) dydv = (Lε)
3 JA
whence:
E
[
1
(Lε)
6
∑
k
∑
ℓ
χA (yk,Wk)χB (yℓ,Wℓ)
]
=
1
(Lε)
6E [n (A)]E [n (B)] = JAJB
We compute
E
[
(n (A))2
]
=
∞∑
N=0
N2
(cA)
N
N !
e−cA = (cA)2 + cA = (Lε)6 (JA)2 + (Lε)3 JA,
since
∑∞
N=0N
2 (x)
N
N ! = e
x
(
x2 + x
)
. Then:
E
[
1
(Lε)
6
∑
k
∑
ℓ
χA (yk,Wk)χA (yℓ,Wℓ)
]
=
1
(Lε)
6E
[
(n (A))2
]
= (JA)
2 +
1
(Lε)
3JA
By decomposing ϕ in linear combinations of characteristic functions of disjoint sets we
get:
1
(Lε)
6E

∑
k,l
ϕ (yk,Wk)ϕ (yℓ,Wℓ)

 = ∫
(R3)2
ϕ (y,w) g (v) dydv +
1
(Lε)
3
∫
(R3)2
(ϕ (y,w))2 g (v) dydv
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whence:
E
[∫
R3×R3
∫
R3×R3
fε (ya, wa, 0) fε (yb, wb, 0)ϕ (ya, wa)ϕ (yb, wb) dyadwadybdwb
]
=
1
(Lε)
3
∫
R3×R3
(ϕ (y,w))2 g (v) dydv
or in a formal manner:
E [fε (ya, wa, 0) fε (yb, wb, 0)] =
g (wa)
(Lε)
3 δ (ya − yb) δ (wa − wb)
We now compute the correlations associated to the density ρ˜1. We have:
ρ˜1
(
y, t˜
)
=
∫
R3
ζ1
(
y,w, t˜
)
dw
ζ1
(
y,w, t˜
)
= N
(
y − wt˜, w)
E [(N (ya, wa))N (yb, wb)] = g (wa) δ (ya − yb) δ (wa − wb)
Then:
E
[
ρ˜1
(
y1, t˜1
)
ρ˜1
(
y2, t˜2
)]
=
∫
R3
dw1
∫
R3
dw2E
[
ζ1
(
y1, w1, t˜1
)
ζ1
(
y2, w2, t˜2
)]
=
∫
R3
dw1
∫
R3
dw2E
[
N
(
y1 − w1t˜1, w1
)
N
(
y2 − w2t˜2, w2
)]
=
∫
R3
dw1g (w1) δ
(
y1 − y2 − w1
(
t˜1 − t˜2
))
Suppose now that t˜1 ≥ t˜2. Then:
E
[
ρ˜1
(
y1, t˜1
)
ρ˜1
(
y2, t˜2
)]
=
∫
R3
dw1g (w1) δ
(
y1 − y2 − w1
(
t˜1 − t˜2
))
=
1(
t˜1 − t˜2
)3
∫
R3
dw1g (w1) δ
(
y1 − y2
t˜1 − t˜2
− w1
)
=
1(
t˜1 − t˜2
)3 g
(
y1 − y2
t˜1 − t˜2
)
Henceforth:
E
[
ρ˜1
(
y1, t˜1
)
ρ˜1
(
y2, t˜2
)]
=
1(
t˜1 − t˜2
)3 g
(
y1 − y2
t˜1 − t˜2
)
, t˜1 > t˜2.
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