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Abstract
We calculated the self-energy corrections beyond the mean-field solution
of the rotating antiferromagnetism theory using the functional integral ap-
proach. The frequency dependence of the scattering rate 1/τ is evaluated
for different temperatures and doping levels, and is compared with other
approaches and with experiment. The general trends we found are fairly
consistent with the extended Drude analysis of the optical conductivity, and
with the nearly antiferromagnetic Fermi liquid as far as the k-anisotropy
is concerned and some aspects of the Marginal-Fermi liquid behavior. The
present approach provides the justification from the microscopic point of
view for the phenomenology of the marginal Fermi liquid ansatz, which was
used in the calculation of several physical properties of the high-TC cuprates
within the rotating antiferromagnetism theory. In addition, the expression of
self-energy we calculated takes into account the two hot issues of the high-TC
cuprate superconductors, namely the Fermi surface reconstruction and the
hidden symmetry, which we believe are related to the pseudogap.
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1. Introduction
The origin of the pseudogap (PG) [1] behavior of the high-TC cuprate su-
perconductors (HTSC) remains an open issue even though more than quarter
a century has passed after the discovery of superconductivity in these mate-
rials [2]. The PG phase turned out to be more challenging and subtle than
the superconducting phase itself. Indeed, the PG has been measured as a
depression in the density of states at the Fermi energy below the doping
dependent PG temperature T ∗, but no broken symmetry has so far been
observed beyond any doubt [3]. A number of theoretical models have been
proposed in order to explain this PG phenomenon, with some based on the
preformed-pairs scenario and others based on competing orders [4]. The
rotating antiferromagnetism theory (RAFT), which belongs in the latter, is
characterized by two competing orders; namely the d-wave superconductivity
and the rotating antiferromagnetic (RAF) order. The RAF order parameter
has a finite magnitude below a temperature, which was identified with T ∗,
and a phase that varies with time [5, 6, 7, 8, 9, 10]. RAFT yield results in
good agreement with several experimental data of the HTSCs. Resistivity
[11], optical conductivity [12], Raman [13], and ARPES [14, 9] have been
analyzed within RAFT assuming the phenomenological marginal-Fermi liq-
uid (MFL) self-energy [15]. Until before the completion of this work, the
justification for using this assumption was missing. The results of this work
show that going beyond the mean-field solution of RAFT a self energy that
is consistent with a MFL is derived. More importantly, in the limit of the
tight-binding bare electrons our self-energy satisfies the same equation as in
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the second-order Born approximation, which was used in the nearly antifer-
romagnetic Fermi liquid (NAFL) theory [16]. Moreover, we generalize this
approximation into a gapped second-order Born approximation that takes
into consideration the PG. Interestingly, we can qualify the RAF state as a
state that is nearly antiferromagnetic because the RAF state has the same
(free) energy as a true ordered antiferromagnetic state but is a disordered
state because of the time dependence of the phase of the RAF order param-
eter.
Below the PG temperature in the underdoped regime, we find that the
relaxation rate displays a linear behavior at large frequencies consistent with
a marginal Fermi liquid, but it displays strong deviation from linearity at
low frequencies, which is characterized by a hump due to the PG. In the
overdoped regime at any temperature or above the PG temperature in the
underdoped regime, the relaxation rate shows a mixture of Fermi liquid (FL)
and MFL behaviors. We argue that this evolution with doping is related to
the Fermi surface (FS) reconstruction [9].
This work is organized as follows. In Sec. 2 we calculate the Gaussian
corrections to the mean-field solution of RAFT using a Hubbard-Stratanovich
identity that decouples the quartic term of the Hubbard model in the channel
of RAF order. This yields the propagator of the Gaussian fluctuations. Self-
energy is calculated in Sec. 3 using this propagator, and a gapped second-
order Born approximation is derived for self-energy in the presence of the
PG. Some numerical results are presented in Sec. 4, and conclusions are
drawn in Sec. 5.
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2. Method
RAFT has been developed using the extended Hubbard model, with a
repulsive on-site Coulomb interaction and a nearest-neighbor attractive in-
teraction that simulates d-wave pairing. Here, we focus on the normal (non
superconducting) state, where the Hamiltonian on a two-dimensional lattice
reads as
H = H0 +HI
= −t
∑
〈i,j〉,σ
c†i,σcj,σ − t
′
∑
〈〈i,j〉〉,σ
c†i,σcj,σ
−µ
∑
i,σ
c†i,σcj,σ + U
∑
i
ni,↑ni,↓. (1)
In (1), H0 stands for the kinetic and chemical potential energies, and HI =
U
∑
i ni↑ni↓ is the sum of all on-site Coulomb energies. t and t
′ designate the
electron’s hopping energies between the nearest-neighbor (〈i, j〉) and next-
nearest-neighbor (〈〈i, j〉〉) sites respectively, µ is the chemical potential, c†i,σ
(cj,σ) creates (annihilates) an electron with spin σ at site i, and ni,σ = c
†
i,σci,σ
is the number operator.
The partition function can be written as [17]
Z =
∫ ∏
i,σ
dc∗i,σdci,σ e
−
∫ β
0
dτ [Σi,σc
∗
i,σ
∂
∂τ
ci,σ +H0+HI ], (2)
where c and c∗ are from now on anticommuting Grassmann variables. For
the RAF order, we decouple the interacting U -term of (1) using a Hubbard-
Stratanovich transformation by considering the RAF order parameter Q =
〈ci,σc
†
i,σ〉, which has been used to model the PG behavior [5, 6]. This gives
e−
∫
dτHI =
∫ ∏
i
dbi exp{
∫
dτ [−
∑
i
b∗iU
−1bi
4
+
∑
i
ci↓c
∗
i↑bi +
∑
i
ci↑c
∗
i↓b
∗
i ]}, (3)
where bi is a Hubbard-Stratanovich complex field. In order to recover the
RAF state at the mean-field level in the present treatment we write the field
bi as
bi =| bi | e
i[π(xi+yi)+φ(t)]. (4)
The phase term eiπ(xi+yi) = (−1)xi+yi guarantees that the rotating order
parameter is staggered due to the antiferromagnetic correlations, and the
time-dependent phase φ(t) insures that the staggered magnetization rotates
[10, 12, 6, 7]. Using the Grassmann variables and the transformation (3), the
partition function takes on the form
Z =
∫ ∏
i,σ
dc∗i,σdci,σdbi exp(−Seff ), (5)
with
Seff =
∫ β
0
dτ [
∑
iσ
∑
α=A,B
cα
∗
iσ
∂
∂τ
cαi,σ +H
α
0
+
∑
i;α=A,B
(cα
∗
i↑ c
α
i↓bi + c
α∗
i↓ c
α
i↑b
∗
i ) +
∑
i
| bi |2
U
]. (6)
Here β = 1
kBT
is inverse temperature, and A and B designate the two sub-
lattices of the bipartite lattice. The upper index α in Hα0 means that the
single particle part of the Hamiltonian has now to be written using the two
sublattices, A and B. The mean-field solution, where bi ≡ b0 is time and
space independent, allows us to recover the RAFT’s mean field equation for
the parameter Q = |〈ci,↑c
†
i,↓〉|, Ref. [5]:
1 =
U
2N
∑
k
nF [E−(k)]− nF [E+(k)]
Eq(k)
, (7)
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where nF (E) =
1
1+eβE
, Eq(k) =
√
ǫ1(k)2 + b20, and N is the total number of
lattice sites. The mean field energies E± = −µ′(k) ± Eq(k) are the same as
those derived earlier in Ref. [5] when we let b0 = UQ; Q being then the RAF
order parameter satisfying Eq. (7). Here, ǫ1(k) = −2t(cos kx + cos ky) and
µ′(k) = −µ− 4t′ cos kx cos ky +Un. n = 〈ciσ〉 is the electron’s density, which
satisfies the following mean-field equation [5]
n =
1
2N
∑
k
nF [E+(k)] + nF [E−(k)]. (8)
Note that the decoupling the quartic interacting term of the Hubbard Hamil-
tonian using this density order parameter led to adding Un in the expression
of µ′(k), [5]. The fluctuations beyond the mean-field solution are consid-
ered for the RAF order only for simplicity. Also, the fluctuations considered
here are in the longitudinal direction of the RAF parameter, since we argue
that these are much more important than the transverse fluctuations, given
that the phase of the local RAF parameter is time dependent, so already
fluctuating at the mean-field level.
Upon Fourier transforming to k and frequency space, the mean-field ac-
tion takes on the form
S0 =
∑
k˜
ψ∗
k˜
G−1ψk˜ +N
| b |2
U
, (9)
where k˜ ≡ (k, ωn); k being the wavevector and ωn the fermionic Matsubara
frequency. Here, ψ∗
k˜
= (cA
∗
k˜↑
cB
∗
k˜↑
cA
∗
k˜↓
cB
∗
k˜↓
) is a 4-component spinor, and the
mean-field Green’s function is [11]
G(k, iωn) =
[iωn + µ
′(k)]I + ǫ(k)M+ bN
[iωn + µ′(k)]2 − [ǫ2(k) + b2]
, (10)
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with
M =

 τ1 0
0 τ1

 , N =

 0 τ3
τ3 0

 , (11)
where τ1 and τ3 are the first and third Pauli matrices.
In order to go beyond the mean-field solution, we consider the Gaussian
fluctuations by writing
bi = b0 + δb(ri, τ), (12)
with δb(ri, τ) a small deviation around the mean-field point. Using the ap-
proach for calculating Gaussian contributions to the partition function de-
scribed in Ref. [17] one finds
Z = Z0
∫ ∏
i
d(δbi) exp
(
−
1
2
∫ β
0
dτ
∑
i
δbiΓ
−1δb∗i
)
, (13)
where Z0 is the mean-field partition function, and Γ the propagator of the
Gaussian fluctuations, given in Fourier space by
Γ(q˜) =
2U
1− Uχ(q˜)/4
. (14)
The particle-hole type bubble χ reads as
χ(q˜) =
∑
ωn
∫
d2k
(2π)2
Tr[G(k˜)NG(k˜ + q˜)N ]
=
∫ d2k
(2π)2
dǫdǫ′
(2π)2
nF (ǫ)− nF (ǫ′)
ǫ− ǫ′ + iωm
Tr[A(k, ǫ)NA(k + q, ǫ′)N ]. (15)
where q˜ ≡ (q, iωm); ωm being the bosonic Matsubara frequency, and Tr
designates the trace of a matrix. The spectral function A(k, ǫ) is related to
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the Green’s function by G(k, iωn) =
∫
dǫ
2π
A(k,ǫ)
iωn−ǫ
. The imaginary part of χ,
which is needed in the calculation of the imaginary part of the self-energy, is
χ′′(q, ω) =
∫ d2k
(2π)2
dǫ
4π
[nF (ǫ)− nF (ǫ+ ω)]Tr[A(k, ǫ)NA(k + q, ǫ+ ω)N ]
≈
∫ dk
(2π)2
ω
π
∑
s=±
∑
s′=±
Css′(k,q)
η
[µ′(k) + sEq(k)]2 + η2
×
η
[ω + µ′(k− q) + s′Eq(k− q)]2 + η2
(16)
where
Css′(k,q) = 1 + ss
′U
2Q2 − ǫ(k)ǫ(k− q)
Eq(k)Eq(k− q)
.
In (16), we used nF (ǫ) − nF (ǫ + ω) ≈ ωδ(ǫ) in the low frequency and low
temperature regime. In order to derive an expression for χ′′ consistent with a
memory function-like approximation [18, 19], the ω independent Lorentzian
in (16) is replaced by a delta function in the limit η → 0: η
[µ′(k)+sEq(k)]2+η2
≈
πδ(µ′(k) + sEq(k)). This constrains the integration over k to be performed
over the FS, which satisfies µ′(k) + sEq(k) = 0 with s = ±; Ref. [14]. With
this, χ′′ assumes the simpler form
χ′′(q, ω) =
∫
FS
dk
(2π)2
∑
s,s′
Css′(k,q)ωη
[ω + µ′(k− q) + s′Eq(k− q)]2 + η2
. (17)
The integral in (17) runs over points belonging in the FS, only. In the high
temperature limit or in the overdoped regime, the FS in RAFT consists of
large contours around (0, 0) and (π, π) [9, 13]. Also the FS surface in this
case is characterized by significant nesting for momenta transfers slightly
different than (π, π) [13, 9]. This nesting property is significantly reduced in
the underdoped regime below T ∗, because the FS reconstructs into small hole
8
pockets around the points (±π/2,±π/2) [13, 9]. The presence of the PG in
this case also reduces the density of states for wavevectors on the FS. These
facts will cause χ′′ to be greater in the overdoped regime and for temperatures
greater than T ∗ in the underdoped regime in general. This behavior of χ′′
will affect the doping and temperature dependence of self-energy as explained
next.
3. Derivation of self-energy in the presence of the PG
Using the Feynman diagram for self-energy depicted in Fig. 1, we write
Σ(k˜) = 2T
∫
d2q
(2π)2
∑
ωm
G(k˜ − q˜) Γ(q˜). (18)
In order to carry on the calculations for self-energy we expend Γ(q˜) to second
order in U in the limit of U < W , with W being the bare bandwidth energy
(W = 8t if t′ = 0). Keeping only the lowest-order term contributing to the
imaginary part of self-energy one gets
Σ(k˜) ≈ U2
∫
d2q
(2π)2
d2k′
(2π)2
dǫ
2π
dǫ′
2π
dǫ
′′
2π
∆nFA(k− q, ǫ
′′
)
×Tr[A(k′, ǫ)NA(k′ + q, ǫ′)N ]
nF (−ǫ
′′
) + nB(ǫ
′ − ǫ)
iωn − ǫ
′′ − ǫ′ + ǫ
,
(19)
where ∆nF = nF (ǫ) − nF (ǫ
′), and nB is the Einstein-Bose factor. Taking
the analytical limit iωn −→ ω + i0+ gives the following expression for the
imaginary part of self-energy:
Σ′′(k, ω) = U2
∫ d2q
(2π)2
d2k′
(2π)2
dǫdǫ′
8π2
[nF (ǫ
′ − ǫ− ω) + nB(ǫ
′ − ǫ)]
∆nFA(k− q, ǫ− ǫ
′ + ω)Tr[A(k′, ǫ)NA(k′ + q, ǫ′)N ]. (20)
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In the limit of the tight-binding electrons where the PG is absent, so with
A(k − q, ǫ − ǫ′ + ω) ≈ 2πδ(ω + ǫ − ǫ′ − ǫk−q), Eq. (20) is shown to reduce
to the same expression as in the second-order Born approximation used in
NAFL [16], namely:
Σ′′(k, ω) ≈ g2
∫
d2k′
4π2
χ′′(k− k′, ω − ǫk′)[nF (ǫk′) + nB(ǫk′ − ω)], (21)
where g = U in the present intermediate coupling regime.
It is possible to derive a Born approximation that incorporates the PG
effect using the mean-field result for the spectral function. The latter is
obtained from the Green’s function (10) through A(k, ω) = −2ImG(k, ω);
Ref. [11]:
A(k, ω) =
∑
s=±
η
[ω + µ′(k) + sEq(k)]2 + η2
as(k) (22)
with as(k) = I − s[
ǫ(k)
Eq(k)
M+ UQ
Eq(k)
N ]. I is the 4× 4 identity matrix. Taking
η → 0+ gives
A(k, ω) = π
∑
s=±
δ
(
ω + µ′(k) + sEq(k)
)
as(k). (23)
The Dirac delta function in (23) allows the integration over ǫ′ in (20) to
be readily performed. This results in a much simpler expression for the
imaginary part of self-energy:
Σ′′(k, ω) =
∑
s=±
U2
∫
d2k′
(2π)2
as(k
′)χ′′(k− k′, ω − Es(k
′))
[nF (Es(k
′)) + nB(Es(k
′)− ω)]. (24)
There are two noticeable effects for the PG on self-energy. First, the tight-
binding energies in the Fermi and Bose factors as well as in χ′′ are replaced
10
Figure 1: The leading order self-energy diagram is drawn. The dashed line is the propa-
gator Γ of the Gaussian fluctuations beyond the mean-field solution. The continuous line
is the propagator G of the quasi-particles in the mean-field solution.
by RAFT’s eigenenergies E±(k). Second, the self-energy becomes a matrix
when the PG is present, with the off-diagonal elements caused by the terms
proportional to the matricesM and N in the RAFT’s spectral function (23).
As it is extremely difficult to calculate Σ′′ analytically due to the dou-
ble integral over k and to the dependence on χ′′, which is itself difficult to
calculate analytically, we performed this calculation numerically. Note that
Stojkovic and Pines [16] calculated analytically Σ′′ in the absence of the PG
using the gapless second-order Born approximation in Eq. (21). They found
that the k-averaged scattering rate takes on the MFL form. In our case, we
also get this MFL behavior in addition to other effects due to the PG, which
were not included in Stojkovic and Pines’ work.
4. Results
Figure 2 displays 1/2τ = −Σ′′ versus the frequency ω/t for the wavevector
kF1 = (0.4π, 0.4π) on the FS and for three different temperatures and a fixed
doping p = 0.1. The Hamiltonian parameters are U = 3t, and t′ = −0.16t.
Here, for the sake of simplicity, we focus only on the diagonal elements of
the self-energy, which are all equal. At the highest temperature T = 0.3t,
1/2τ shows a mixture of FL and MFL behaviors. 1/2τ can be fitted using
11
0 0.5 1 1.5 2 2.5
ω/t
0
0.2
0.4
0.6
1/
2τ
T=0.05t
T=0.1t
T=0.3t
p=0.1
Figure 2: 1/2τ = −Σ′′ is plotted versus ω for the wavevector (kx, ky) = (kF , kF ) ∈ FS
with kF = 0.4pi. Temperature and doping are indicated on the figure. The Hamiltonian
parameters used in the present work are U = 3t and t′ = −0.16t. All numerical calculations
were performed on a 100 × 100 Brillouin zone, and a mesh of 100 × 100 points for the
momentum transfer. Here, k = (0.4pi, 0.4pi) along the diagonal. 1/τ is in units of t.
0 0.5 1 1.5 2 2.5
ω/t
0
0.2
0.4
0.6
1/
2τ
p=0.1
p=0.15
p=0.24
T=0.1t
Figure 3: 1/2τ = −Σ′′ is drawn versus frequency ω for three values of doping at temper-
ature T = 0.1t. Here, k = (kF , kF ) ∈ FS along the diagonal, with kF = 0.4pi. Note that
the Fermi wavevector does not change significantly with doping along the diagonal.
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linear and quadratic terms in ω/t. The linear frequency dependence (MFL)
is a consequence of the nesting property of the FS. There is no PG at this
temperature, and the FS consists of large contours around (0, 0) and (π, π).
For lower temperatures (T = 0.1t and T = 0.05t), the PG is present, and
the FS reconstructs into pockets around (±π/2,±π/2) [9, 14]. The nesting
surface shrinks and the number of quasiparticle states available in the system
becomes smaller. The first consequence of the nesting decrease is to reduce
1/2τ by roughly a factor 2 at high frequencies. At low frequencies, the
electron-electron scattering processes are reduced because of the depletion of
the density of states at the Fermi energy due to the PG, and the quasiparticle
lifetime τ increases. This effect is more pronounced at lower temperature.
Figure 3 displays 1/2τ versus ω/t for different doping values at the tem-
perature T = 0.1t and for the wavevector kF1 = (0.4π, 0.4π) on the FS. In
the underdoped regime with p = 0.1 and 0.15, 1/2τ shows a linear behavior
at high values of ω/t and a downward deviation at lower frequencies, which
occurs at a value of ω/t that increases when doping decreases. This is a
signature of the PG, which is bigger at lower doping. For p = 0.24 in the
overdoped regime, 1/2τ can be fitted by linear and quadratic terms in ω/t.
Again, this is a mixture of FL and MFL behaviors, but 1/2τ goes to a lower
value when ω/t tends to zero indicating a greater FL tendency.
In figure 4, 1/2τ is drawn versus ω/t for three doping levels and for
wavevectors on the FS away from the diagonal of the Brillouin zone. Due
to the FS reconstruction with doping, these wavevectors are different for
different dopings. First of all, it is clear from this figure and figure 3 that 1/2τ
shows a strong k dependence. For example, for p = 0.1 in the underdoped
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0 0.5 1 1.5 2 2.5
ω/t
0
0.2
0.4
0.6
0.8
1/
2τ
p=0.1
p=0.15
p=0.24
T=0.1t
Figure 4: 1/2τ = −Σ′′ is drawn versus frequency ω for three values of doping at tempera-
ture T = 0.1t and for wavevectors on the FS. The wavevectors are k = (0.47pi, 0.41pi) for
p = 0.1, k = (0.74pi, 0.71pi) for p = 0.15, and k = (0.45pi, 0.4pi) for p = 0.24. Here, the
Fermi wavevector changes significantly with doping away from the diagonal.
regime, there is a factor of 2 roughly between 1/2τ for the FS point away
from the diagonal (Fig. 4) and the FS point on the diagonal (Fig. 3). For
this doping (p = 0.1), the MFL linear behavior at high frequencies is followed
by a deviation from linearity as the frequency decreases, then by a hump due
to the PG at even lower frequencies. For p = 0.15 near the optimal point,
1/2τ decreases linearly with frequency, then saturates for ω ≤ t and presents
a hump due to the PG at even lower frequency. These trends are the same
as those encountered for the FS point on the diagonal of the Brillouin zone
in Fig. 3. For the doping p = 0.24 above the optimal point (where the PG
is zero), 1/2τ can be fitted using linear and quadratic terms; it thus shows a
mixture of FL and MFL behavior like for the FS point on the diagonal.
Regarding the comparison with experiment, our results for self-energy are
qualitatively consistent with the experimental data of the optical conductiv-
ity, which was analyzed using the extended Drude model [1]. The downward
14
deviation from linearity in 1/2τ versus frequency, observed experimentally,
is accounted for in the present theory. Taking t = 0.1 eV, which is the value
considered in RAFT’s past works, we find that the values of 1/τ are in the
same range as the experimental ones [1]. Note that 1/2τ is in units of t in
figures 2, 3, and 4. There are however discrepancies between the calculated
relaxation rate and the experimental one. These differences can be attributed
mainly to the following reasons: the extended Drude analysis used the Drude
conductivity with a mass enhancement factor and a frequency and tempera-
ture dependent relaxation rate. This analysis does not take into account the
PG explicitly, contrary to the present microscopically calculated self-energy,
which does include the PG. Also, in RAFT, the establishment of the PG
below T ∗ in the underdoped regime causes the reconstruction of the FS. This
important property is not unfortunately taken into account in the extended
Drude analysis. Note that our present approach does not consider the contri-
butions of the real part of self-energy in this comparison with the extended
Drude analysis.
5. Conclusions
In order to justify the usage of a MFL-like self-energy in past works based
on RAFT, we calculated the self-energy corrections beyond the mean-field
solution of this theory, and found that the doping, temperature and frequency
dependences of this self-energy agree qualitatively well with the results of
the nearly antiferromagnetic Fermi liquid as far as this MFL behavior is
concerned. Also, the trends of the imaginary part of this self-energy capture
well the main features of the relaxation rate derived in the extended Drude
analysis of the optical conductivity. Note that, contrary to that analysis,
15
the expression of self energy in the present work depends explicitly on the
pseudogap. The main consequences of the latter are a deviation from linearity
and a hump in the low frequency regime in the frequency dependence of
the relaxation rate 1/τ . According to the present results, the changes in
the frequency dependence of self-energy as doping goes from the overdoped
regime to the underdoped regime are due to the reconstruction of the Fermi
surface near optimal doping.
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