The minimum sum-of-squared error clustering problem is shown to be a concave continuous optimization problem whose every local minimum solution must be integer. We characterize its local minima. A procedure of moving from a fractional solution to a better integer solution is given. Then we adapt Tuy's convexity cut method to find a global optimum of the minimum sum-of-squared error clustering problem. We prove that this method converges in finite steps to a global minimum. Promising numerical examples are reported.
problem and introduce our algorithm.
Problem description.
To partition n entities into k groups, people usually cast an entity into a vector in a Euclidean space: a i = ((a i ) 1 , . . . , (a i ) d ) T ∈ R d (i = 1, . . . , n), where d is the number of attributes of the entity. Although coordinates of different points may be the same, we assume that there are at least k + 1 different points; otherwise, one only needs to group points with same coordinates together. Below are some mathematical programming models for the minimum sum-of-squared error clustering problem.
Bi-level program
The objective of MSSC can be described as finding k representatives of the clusters c i (i = 1, . . . , k), and an assignment of the n entities to the k representatives such that the total sum-ofsquared errors within each cluster, i.e. the sum of squared Euclidean distance from each point to its cluster representative, is minimum. This problem can be represented as the following bi-level programming model (see for instance [14] ). This model is not easy to solve.
Mixed integer program
The bi-level program is equivalent to partitioning the n points into k groups, and then for each group finding a representative such that the total within-group sum-ofsquared Euclidean distances is minimized. The constraint (1.2b) ensures that each point a i is assigned to one and only one group. It can be replaced by
x ij ≥ 1 (i = 1, . . . , n), since the objective is minimization. And (1.2c) ensures that there are exactly k clusters. We will prove that this constraint is redundant later. In addition, for a cluster j, given x ij (i = 1, . . . , n) -x ij 's are not necessarily integer-the distortion function x ij ∈ {0, 1} (i = 1, . . . , n; j = 1, . . . , k). (1.4c) This is the nonlinear integer programming model of the minimum sum-of-squared error clustering problem. Note that its objective is not convex in x ij and the constraints (1.2d) are discrete. This makes the problem very hard to solve. There is no evidence that the standard IP techniques can be applied to MSSC on large data sets.
Continuous relaxation Another way to deal with (1.4) is to relax the integer constraints (1.2d) to
(1.5)
To our knowledge, this is first considered by Gordon and Henderson [6] , who have further proved that at a global minimizer of (1.5), all the variables x ij 's must have values 0 or 1. This indicates that the global minima of (1.5) are exactly those of (1.4). Although that statement is correct, the proof in [6] is not rigorous and not easy to follow. In this paper, we will prove that every local minimum of (1.5) is integer; furthermore, our proof gives a procedure of moving from a fractional solution of (1.5) to an integer solution with better objective value.
1.2 Our algorithm. In [19] , Selim and Ismail have proved that a class of distortion functions used in Kmeans-type clustering are essentially concave functions of the assignment variables. Specializing their conclusion to MSSC, we can claim that the objective function (1.2a) is concave in the feasible domain of the continuous relaxation of (1.2). In this paper, we will give a direct but alternative proof of the concavity of the function given in (1.4a) under certain conditions. Although a concave function achieves its local minima at some extreme points of its feasible region, unless the function is strictly convex, it is not always true that all of its local minimizers are extreme points. For (1.5), we will show that at any of its local minimum, the assignment variables x ij 's are either 0 or 1, even though (1.5) is not a strictly concave program. Thus, we can safely work on (1.5) instead of (1.4).
Since a concave objective function may have many local minima, the global minima to (1.5) is still very hard to locate. Neither [6] nor [19] addresses how to find such a global solution. Until recently there have been only a few works on finding the exact solutions of the MSSC problem. In [21] , Tuy, Bagirov and Rubinov cast some clustering problems to d.c.
1 programs. And branch-and-bound methods are suggested to solve the resulting d.c. program. Only numerical results on small-size data sets are reported. In [2] , Merle et'al consider the Lagrangian relaxation of (1.4)
It is proved in [2] that there is no duality gap between (1.4) and its Lagrangian relaxation. Further, the authors of [2] propose to use Dinkelbach's nonlinear fractional programming method ( [1] ) combined with some heuristics to solve the subproblem of (1.6) for temporarily fixed λ i . It should be noted that Dinkelbach's method is convergent only when the numerator is convex and the denominator is positive, which is not satisfied by the function defined in (1.6). This partially explains why the pure Dinkelbach's method takes a longer time than some heuristic method to solve the subproblem of (1.6), as is observed in [2] . Moreover, the Lagrangian relaxation of the integer programming model deals directly with the objective, the total within-group sum-of-squared error, not the partitioning itself. Therefore, extra effort is needed to recover the optimal partition. Again, only numerical experiments on data sets having up to 150 samples are reported. To summarize, it is fair to claim that although the MSSC problem is an important problem that has attracted many researchers' attentions, no globally convergent and efficient algorithms have been reported in the literature, in particular for moderately large data sets. The main target of this paper is to propose a globally convergent and efficient algorithm for the minimum sum-of-squared error clustering problem. For this purpose, we use the fact that the MSSC problem can be formulated as a concave minimization problem over a polyhedron. For self-completeness, we give a detailed and direct proof of the concavity of the function (1.4a). We also characterize the local optimality of (1.5) and (1.4). It should be mentioned that in [19] , Selim and Ismail have discussed the local optimality conditions for a class of optimization problems based on K-means-type clustering. However, the theoretical framework in [19] focuses on the mathematical essence of the local optimality for several different clustering approaches, while our analysis is emphasized on the difference between the stop criteria of the K-means algorithm and the local optimality conditions of (1.4). We also compare the local optimality conditions of the continuous model (1.5) with those of its discrete counterpart (1.4). As we shall see later, our discussion can help us skip a local minimum and further improve the objective value.
Many methods for concave minimization have been proposed in the optimization community. Those include cone splitting ( [20, 11] ), successive underestimation ( [3] ) and branch and bound ( [9] ) etc. Among them, Tuy's convexity cut method ( [10] ) is particularly interesting because the complexity of each step is very low. Note that all the above-mentioned methods are designed for full dimensional feasible region; thus are not directly applicable to (1.5) . In this paper, we will adapt Tuy's cut method to solve the concave minimization problem derived from MSSC and prove its finite convergence. Promising numerical results will be provided.
The rest of the paper is organized as follows. In §2, we will prove that the minimum sum-of-squared error clustering problem can be formulated as a concave minimization problem and give a constructive proof showing that each local optimum of (1.5) is integer. We will also give local optimality conditions for (1.5) and compare it with that of (1.4). In §3, we will adapt Tuy's concavity cuts to find a global minimum of (1.5).
Preliminary numerical examples will be given in §4.
Few words about notations throughout this paper. We use bold lower case letters for column vectors; lower case letters for scalars; capital letters for matrices. Superscript T is used to represent the transpose of a matrix or vector.
2 Characteristics of the integer formulation for MSSC and its continuous relaxation. In this section, we will give some optimal conditions for (1.4) and its continuous relaxation (1.5) for the purpose of algorithm design. To describe the common characteristics of (1.4) and (1.5), we assume
. . , k) denote the assignment vector for the jth cluster.
Represent the within-group sum-of-squared error for the jth group by the function:
The total within-group sum-of-squared error is denoted as:
Denote the difference from entity a l to the centroid of the jth group as v lj ∈ R d . Here, a l is not necessarily assigned to the jth group.
As we have mentioned in the introduction, the concavity of (1.2a) in the feasible domain of the continuous relaxation of (1.2) can follow from the conclusions in [19] . Below, we give a direct proof of the concavity of (1.4a) under certain conditions, since our algorithm is based on (1.4a) instead of (1.2a). Another reason for our proof is that some technical results in our proof will be used in our later discussion.
Proof. We give the gradient and Hessian of s(X) to verify that the objective function of (1.5) is concave in its feasible region.
is independent of i, the second term vanishes. Therefore,
Let V j represent the matrix whose lth row is the vector v lj . Let e denote the vector of all 1's.
Then for any l, g ∈ {1, . . . , n} and j = m ∈ {1, . . . , k}:
.
This implies that the objective function of (1.5) is concave in its feasible region.
Observe that s(x) is not strictly concave under the above assumptions. Next, we will show that each local minimizer of (1.5) is integer, so that we can work on (1.4) instead of (1.4). We will also discuss the optimal conditions for both (1.4) and (1.5).
First, we give a proposition that will be used to prove some properties of local minima and construct our algorithm. 
The difference from a l to c j is (2.10)
Proof. 1) We first consider the case
This condition means that the jth group is empty after perturbation by ∆ x lj . Therefore
x ij = 0, the jth group is empty before perturbation. In this case, s j (x j + ∆ x j ) = 0 and v lj = 0, since the jth group now contains only ∆ x lj a l .
In the remaining of the proof, we assume n i=1 x ij = 0. After perturbation, the jth centroid is
Plugging (2.11) into the expression of c j , we get
Using (2.7) and (2.12), we have (2.13)
The first term vanishes, because by the definition of c j ,
After plugging (2.12) and (2.13) into the above expression of s j (x j + ∆ x j ), we get
Hence, (2.9) is proved. The expression (2.10) is from (2.12). Proof. To prove (1), we only need to show that the total sum-of-squared error of a feasible solution to (1.4) or (1.5) with an empty cluster is strictly larger than that of some other feasible solution in its neighborhood (related to (1.4) or (1.5)). Suppose the gth cluster (1 ≤ g ≤ k) is empty. From (1.2b) and the assumption that there are at least k different points, we deduce that there exist at least a cluster j and two different entities a l , a m , so that x lj > 0, x mj > 0. In addition, a l = c j . Perturbing x lj and x lg to x lj − ∆ x and x lg + ∆ x, with 0 < ∆ x ≤ x lj ( ∆ x = 1 for (1.4) ), by (2.9), we get
Therefore, X is not a local minimum. This shows that the constraint (1.2c) is redundant. Next, we prove that no two clusters have the same centroid at a local minimum. Assume an assignment X has two centroids c j = c g . Merging the jth and the gth clusters will not change the total sum-of-squared error, but produce an empty cluster. By (1), X is not a local minimum.
Hence, we have proved (1) and (2).
The above results also imply that the optimum sum-ofsquared error decreases with k.
Lemma 2.1. The matrix X is a local minimum of (1.5), iff for each l ∈ {1, . . . , n} and j ∈ {1, . . . , k}, (2.14) Proof. We first prove the sufficiency, i.e., if (2.14) is satisfied by some X * ∈ R n×k , X * is a local minimum of (1.5). It suffices to prove that for any feasible search direction Y = 0, the directional derivative
Because X * satisfies (1.2b) and Y is a feasible search direction, we have 
. , n).
In addition, from (2.14) and the constraints 0 ≤ x lj ≤ 1, we get for all l ∈ {1, . . . , n} and j ∈ {1, . . . , k}, (2.17)
Combining (2.16) and (2.17), we conclude that
n).
Since Y = 0, the above inequality holds strictly for at least one l ∈ {1, . . . , n}. Therefore,
Next, we use contradiction to prove the necessity. Suppose at a local minimizer of (1.5), denoted as X, the assignment of entity a l didn't satisfy the conditions in (2.14). Assume the distance from a l to the jth cluster is one of the shortest, i.e.,
Suppose (i) or (iii) was violated, i.e., x lj = 1. Then there existed m = j such that x lm > 0 and v lm 2 ≥ v lj 2 . Note that v lm 2 = v lj 2 would be possible if the jth cluster was not the only closest cluster to a l , i.e., m ∈ arg min y v ly 2 .
If (ii) wasn't satisfied as well, i.e., v lm 2 = v lj 2 . Then neither v lj 2 nor v lm 2 could be zero. Were either of them zero, a l would be the centroid of both the jth and mth clusters, which violated Corollary 2.1. This also shows that n i=1 x im > x lm whether v lm 2 = v lj 2 or v lm 2 = v lj 2 , since otherwise a l would be the unique element in the mth cluster; hence v lm = 0.
According to (2.9), perturbing x lj and x lm to
would not violate any constraints of (1.5), but would decrease its objective value by
In other words, consider the feasible search direction Y whose only nonzero entries were y lj = 1, y lm = −1. By (2.1), the first order and second order directional derivative of s in the direction Y evaluated at X would be
Therefore, Y would be a strictly descent direction of s at X.
That means X could not be a local minimum for s. In addition, by (2.10), v lj 2 would decrease which would make j the unique solution to arg min y v ly 2 .
Proceeding with the above procedure, we can increase x lj to 1 and obtain a better objective value.
Suppose that only (iii) was violated, i.e., x lj = 1, and ∃ m = j, v lm 2 = v lj 2 . Then similarly as above, perturbing x lj and x lm to x lj −∆ x and x lm +∆ x would decrease the total with-in group sum-of-squared error and make m the unique solution to arg min y v ly 2 .
In other words, consider the feasible direction Y whose only nonzero entities were y lj = −1, y lm = 1. Similarly as (2.18), Y would be a strictly descent direction of s at X.
Thus, we have shown that a local optimum of (1.5) must satisfy (2.14).
Remark 2.2. Note that (2.14) is not a sufficient condition for a local minimum of the integer programming model (1.4). To see this, consider the following example:
The optimal clustering is ({a 1 , a 2 } , {a 3 }). However, the clustering ({a 1 } , {a 2 , a 3 }) also satisfies (2.14).
Next we give a necessary and sufficient condition for a local minimum of (1.5).
Setting ∆ v lj = −1 and ∆ v lg = 1 in (2.2), we get the following.
• Switching a l from the jth cluster to the gth cluster will change the total sum-of-squared error by
otherwise.
In our algorithm, we use (2.19) to find the steepest descent neighbor vertex and calculate the objective value change after the reassignment.
From (2.19), we have the following conclusion.
• At a local optimum of (1.4), the entity a l is assigned to the jth cluster iff 1) a l is the unique entity of the jth cluster; or 2) for any m ∈ {1, . . . , k}, m = j:
K-means type algorithms and some other heuristic algorithms for the minimum sum-of-squared error clustering are based on assigning each entity to the cluster whose centroid is closest to it; so these methods may find a local minimum of (1.5), but cannot guarantee to find a local minimum of (1.4), let along a global minimum.
Note that (2.20) is stronger than (2.14); so although our algorithm is designed for (1.5), we use (2.20) to search for a local minimum.
3 Concavity cuts for MSSC. Our finitely convergent algorithm for the minimum sumof-squared error clustering problem is based on concave optimization technique. A large number of approaches for concave minimization problems can be traced back to Tuy's cutting algorithm [20] for minimizing a concave function over a full dimensional polytope. We will briefly describe Tuy's cuts in the first part of this section for completeness. In general, without adding more expensive cuts, this procedure cannot find a global optimum in finite steps. Furthermore, Tuy's cuts can't be applied directly to (1.5), because its feasible region doesn't have full dimension. In the second part of this section, we will show how to adapt Tuy's cutting algorithm to (1.5) and prove that this method can find a global minimum of (1.5) in finite steps.
Basic ideas of Tuy's cuts.
For selfcompleteness, we sketch Tuy's cuts (also known as convexity cuts) below (see [10] for details). We assume x ∈ R n in this subsection. Tuy's cuts are originally designed to find a global minimum of a concave function f (x) over a polyhedron D ∈ R n . It requires 1) D has full dimension, i.e. int D = ∅; 2) for any real number α, the level set {x ∈ R n : f (x) ≥ α} is bounded. Let x 0 be a local minimum and a vertex of D.
Because f is concave, any point in the simplex Spx 
Then the inequality
provides a γ-valid cut for (f, D), i.e., any x having objective value f (x) < γ must satisfy (3.23). In other words, if (3.23) has no solution in D, x 0 must be a global minimum. Note that 1) θ i ≥ 1; so Spx contains x 0 and all its neighbor vertices; 2)the larger the θ i , the deeper the cuts. Following is the original pure convexity cutting algorithm based on the above idea. Cutting Algorithm (Algorithm V.1., Chapter V, [10] ) Initialization Search for a vertex x 0 which is a local minimizer of
Let ω i be a basic optimum of this LP. If
, and go to iteration 0. 3.2 The adapted Tuy's cutting algorithm for MSSC. To adapt Tuy's cuts to (1.5). We include constraints (1.2c) in (1.5) to ensure that it is a concave program (Proposition 2.1), although we have proved that these constraints are redundant for finding a local solution (Corollary 2.1). In this section, we will first show how we find a local minimum. Our algorithm searches for a local minimum of (1.4), since it is stronger than that of (1.5), as is discussed before. Then, we will describe how we construct the concavity cuts. Finally, we will prove the finite convergence of our algorithm and compare it with the K-means algorithm.
3.2.1 Finding a local minimum. To find a local minimum of (1.4), we use pivot: moving from one vertex of the feasible domain to an adjacent one that can mostly decrease the total with-in group sum-of-squared error based on (2.19), until to a vertex complying with (2.20).
At rth iteration, do Loop until (2.20) is satisfied for all l = 1, . . . , n.
Assume a l is assigned to jth cluster. When
, move a l to cluster argmin f l and update s(X) by (2.19).
Note that we only search for a local minimum of (1.4). The number of vertices of the domain of (1.4) is finite and the objective value of (1.4a) is strictly decreased after each pivot. Hence, the number of pivots for finding a local minimum is finite.
Construction of the cutting planes.
Once we find a local minimum, we need to add some cut to the constraints set. At rth iteration, let X 0 ∈ R n×k be a local optimal solution to (1.4) in D r and γ be the smallest total within-group sum-of-squared errors obtained from the previous iterations. Next, we will give details on how we form (3.22), including the construction of U and θ i for (3.22), although the feasible region of (1.4) doesn't have full dimensioneach vertex is adjacent to only n×(k −1) other vertices.
1) Adjacent vertices.
We give n × k adjacent vertices to X 0 below. Let E i,j denote the matrix whose (i, j) entry is 1, the other entries are 0; and let E (i,·) denote the matrix whose ith row are 1's, the remaining entries are 0. The orders of E i,j and E (i,·) will be clear from the context. For l = 1, . . . , n, assume a l is assigned to cluster l j . Let Y l,i (i = 1, . . . , k; i = l j ) denote the matrix different from X 0 only by the assignment of a l to cluster i.
And let Y l,lj denote the matrix different from X 0 only in its (l, l p ) entry being 1 as well, i.e.,
0 in the feasible domain of (1.4). We form the vector x 0 by stacking all the columns of X 0 together. Similarly, we form the vectors y l,i . It is not hard to see that U = [y
] has full rank. Let I represent the identity matrix. It is straightforward to verify that the corresponding U −1 of (3.23) is a block diagonal matrix with lth block being
Because Y l,l j is not feasible to (1.5), part of the simplex conv{x 0 , y 1,1 , . . . , y 1,k , . . . , y n,k } lies outside the feasible region of (1.5); nevertheless, the concavity cut can exclude some part of the feasible region of (1.4).
2) The cutting plane. Next, we will determine the θ i 's of (3.22) , and subsequently the cutting plane π.
For l = 1, . . . , n: θ l,l j = +∞; when m = l j , by Proposition 2.2, θ l,m is a solution to the problem below.
Denote the number of points in the jth cluster as
ij . Next, we will solve (3.25). Solving the second inequality in (3.25), we get t ≤ t * , where
. Since s(X 0 ) ≤ γ and X 0 is a local minimum of (1.4), by (2.19) , t * ≥ 1. In view of the first constraint in (3.25), we set
Observe that when s(X 0 ) = γ, since X 0 is a local minimum of (1.4), by Lemma 2.1, v l,m 2 > v l,lj 2 ; hence
Therefore, in this case, θ l,m = t * .
It follows that the coefficients of (3.24) are
3) Solving the LP subproblems. Without the constraints (1.2c), the LP for the first cut (3.24) is a knapsack problem, whose solution is trivial and is integer. If the solution doesn't satisfy (1.2c), by splitting some clusters as is discussed in Corollary 2.1, one can find a vertex that satisfies (1.2c)
The solutions to the succeeding LPs (3.24) are not necessarily integers. From a fractional solution to (3.24), one can move to a vertex using the procedure in Lemma 2.1. If the vertex is not in the remaining feasible region D i , we use breadth-first search to find a vertex that satisfies all the cutting plane constraints. When pivoting to a local minimum, we also skip those vertices that are not in D i . This is different from the pivoting in K-means algorithm. This ensures that no vertices in cut-out region will be revisited.
3.3 Finite convergence of the algorithm. The simplex Spx in our algorithm is centered at a local minimum of (1.4); so each concavity cut eliminates at least one vertex of (1.4). In addition, the number of vertices of (1.4) is finite. Therefore, the number of cuts is finite. From this along with the previous argument that only finite pivots are needed to reach a local minimum of (1.4), we conclude that our method can find a global minimum of the MSSC problem in finite steps. 
Numerical Examples
We have implemented the above cutting algorithm in C with the LP for cutting plane solved by CPLEX 8.0.
Minimizing a concave function over a polytope is NP-hard (see for example [17] ). In the worst case, Tuy's cutting method needs to enumerate all the vertices in a polytope; hence the worst-case complexity of Tuy's method for a general concave program is exponential. At this moment, we don't know whether the complexity of our algorithm can be reduced based on some special properties of MSSC. In addition, although the computational cost of each iteration is very low -solving an LP and pivoting, as more and more cuts are added, the size of the LP subproblem might be very large, which may require large amount of memory. From our preliminary numerical experience, we notice that the objective value improves significantly in the first several cuts, but very slowly in the later cuts. To maintain a tradeoff between the difficulty of finding a global minimum of the MSSC problem and the practical efficiency of the algorithm, we specify that our computer program terminates iff one of the following conditions is satisfied:
1. a global optimum is found; 2. the objective cannot be improved after 5 succeeding cuts; 3. the total number of cuts exceeds 20.
To give an initial solution, we assign the first k entities to the k clusters. Each of the remaining entities are assigned to the cluster whose centroid is closest to it. The initial sum-of-squared error is calculated from this assignment. Next, we run the K-means algorithm to find a local optimum of (1.5), from which we further pivot to a local minimum of (1.4) to start the cutting algorithm.
The figures below give some numerical examples. We use x-axis to represent the number of clustersk, and y-axis to denote the total within-group sum-ofsquared errors. Each group of vertical bars represents various sum-of-squared errors for a certain k. The first bar in a group denotes the initial sum-of-squared error; the second one is that when each entity is assigned to a cluster whose centroid is closest to it; the third one reports the sum-of-squared error when (2.20) is satisfied for each entity; the fourth one is that resulting from the cutting algorithm. The fifth bar of the first two examples represents the best known objective value taken from [2] .
The Iris plants database.
Our first example is from [4] . It has 150 samples each having 4 attributes.
We have tested for k = 2, . . . , 10. Of the 9 cases, the cutting algorithm hits the best solution in 6 cases, and outperforms the k-means algorithm as well as the initial local minima in 8 cases.
The Ruspini data set.
This data set, consisting of 75 observations on 2 variables, is from [18] .
For this data set, the cutting algorithm finds the global solution in 4 out of total 9 cases. It improves the K-means results in 8 cases; and get a better solution than the initial local minimum in 7 cases. By Corollary 2.1, the optimum within-group sumof-squared error decreases with the number of cluster k. In the following examples, which are taken from the UCI Machine Learning Repository [16] , we use the solution from the k-clustering as the starting point for the k + 1 clustering (k = 2, . . . ).
The Boston housing data set.
This data set is from [8] concerning housing values in suburbs of Boston. It has 506 samples each having 13 attributes.
Among all the 9 cases k = 2, . . . , 10, the cutting algorithm over-performs the k-means algorithm in 7 cases and gets a better solution than the original local minimum of the integer programming formula (1.4) in 6 cases. It has 4601 samples, 57 attributes (we remove the last class attribute which denotes whether the e-mail was considered spam or not).
Of the 6 cases k = 2, . . . , 7, the cutting algorithm finds a better solution than that by the K-means algorithm in 4 cases, the objective value is reduced from the initial local minimum of (1.4) in 2 instances.
For all the examples, the computer program terminated due to no improvement in objective value after 5 succeeding cuts. All of them terminated within 25 seconds. However, the results are satisfactory. Observe that in many cases, the solution obtained by the 
Conclusion
In this paper, we have proved that the minimum sum-ofsquared error clustering problem can be formulated as a concave minimization problem whose every local optimum solution is integer. We have characterized the local optimality of the continuous optimization model (1.5) and compared it with that of the discrete one (1.4). These properties can help us find a better solution. We have adapted the globally convergent Tuy's convexity cut to the concave optimization problem derived from MSSC. Preliminary numerical examples demonstrate that our method outperforms the popular K-means algorithm in the quality of the solution without a big increase in the running time.
