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Energy consumption in commercial buildings accounts for a significant proportion of 
worldwide energy consumption. In Malaysia, energy saving campaign has been very crucial 
due to fast economic development affected by globalization has steadily increasing the energy 
consumption. Inefficient use of energy or electricity contributes substantially to climate 
change. In this case, we need to adopt an energy saving equipment, maintenance and 
operations practices so that the inefficient consumption of energy can be reduces. Hence, it is 
important to determine the major contributor to the energy consumptions.  
Study carried by few researchers have shown that there are many influence factors that 
contribute to the usage of energy.  A research carried by Yuan[1]  using a correlation analysis, 
it can be concluded that there were five factors that contribute to the energy consumption 
which is age of construction, number of building stories, the occupancy density, and the form 
of cooling source and heating source. A study conducted by Mora[2] to investigate the 
behavioral and physical factors influencing energy building performances reveal that floor area 
and climate are the most significant influence factor for electricity consumption. Another 
factors affecting the energy consumptions as proven in the research conducted by Chen[3] are 
equipment used and lighting system in the building. In this study, Technology Campus, UTeM 















This study was carried to improve the energy saving by investigating 
the influence factors that contribute to high energy consumption in a 
building particularly related to the building in Technology Campus, 
UTeM. Correlation analysis was performed to measure the strength of 
relationship between the influence factors whereby all the factors 
proven to have a strong linear correlation with the energy 
consumption. The Stepwise Selection of Multiple Linear Regression 
(MLR) were used to determine and modelling the most influence 
factors that affects the energy consumption. The final linear regression 
models was developed based on the amount of lighting in a building 
and surrounding temperature in the building which is considered as 
major influence factors that affect the energy consumption. Comparing 
the actual and predicted energy consumption in Technology Campus, 
UTeM showed that the MLR model obtained can be used to predict 
energy consumption and accounted for around 81% of the variance. 
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will be selected as the area of research since it has few buildings that has a high demand of 
electricity and energy consumption. 
The objective of this study is to determine and modelling the most influence factors that 
affect the energy consumption in Technology Campus, UTeM. Few factors have been studied 
and will be used to analyse the relationship between the factors and the energy consumption. 
Several researches have been carried out to assess the influencing factors of building energy 
consumption using multiple regression analysis [4][5][6]. Multiple linear regression models 
the relationship between two or more explanatory variables and a response variable by fitting 
a linear equation to observed data[7] [8] [9].  
A study conducted by Amiri[10] on using multiple regression analysis to develop energy 
consumption indicators for commercial buildings in the U.S. used the MLR Stepwise Selection 
to correlate the annual energy consumption with the 17 input parameters. Two design 
parameters, occupancy schedule and exterior wall construction, were found have the highest 
influence on both cooling and heating load since it has high value of R2 and the annual energy 
consumption will be more sensitive to the changes in these two design variables. 
Using MLR Forward selection, Mottahedi[11] conducted a research on Multi-linear 
Regression Models to Predict the Annual Energy Consumption of an Office Building with 
Different Shapes conclude that energy models shows that there is a strong interaction between 
building shapes, their locations, and level of energy consumptions. According to a research on 
the development of multi-linear regression analysis to assess energy consumption in the early 
stages of building design by Asadi[12], the developed model consist of variables such as 
building materials, their thickness, building shape, and occupant schedule are selected using 
the minimum Mean Square Error (MSE) selection. This study is motivated to offer a flexible 
and simple model in order to facilitate the development of regression models to predict the 




In this study, data was collected in Technology Campus, UTeM which consist of several 
building that includes a laboratory buildings and administrative building. It is known that the 
energy consumption in the laboratory building are higher compared to administrative building 
during the semester start, hence this project was focusing on auditing the laboratory buildings 
for improving the energy saving campaign. The data were taken three times a day and the daily 
energy consumption were used as the response variable, y. This study has narrow down few 
factors that might affect the energy usage in laboratory buildings such as the number of lighting 
used, the temperature of the surrounding especially the usage of air-conditioning, and also the 
occupancy in that particular building. All these factors are used in data collection as the 
explanatory variable, x, to determine and modelling the most influence factors that affect the 
energy consumption in Technology Campus, UTeM. In this research, response variable is the 
energy consumption (Y) while temperature ( 1X ), number of lighting ( 2X ), and occupancy (
3X ) were explanatory variables.  
 In this study, the methods that will be used for correlation analysis is Pearson’s 
correlation coefficient method where it is used to investigate the relationship between the 
energy consumption with each of the influence factors that affect the energy consumption 
using the Pearson’s Correlation Coefficient. Followed by modelling part using Stepwise 
selection MLR where the final outcome will be a best fitted model that can be used to predict 
the energy consumption. 
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Correlation Analysis 
The correlation analysis is a method to develop relationship between the response 
variable and explanatory variable. Before performing a modelling, we might need to check the 
linearity where there must be a linear relationship between the response variable and the 
explanatory variable in order to fit a linear model. Using the Pearson’s correlation coefficient 
method, the value r can be calculated using the following formula; 
𝑟 =
𝑛 ∑ 𝑥𝑦 − ∑ 𝑥 ∑ 𝑦
√(𝑛 ∑ 𝑥2 − (∑ 𝑥)2)(𝑛 ∑ 𝑦2 − (∑ 𝑦)2)
                                                 (1) 
In this research, the value of r will be used to check whether there is a relationship 
between the energy consumption and each of the influence factors which is number of lighting 
used, surrounding temperature in the building and number of occupancies. It can also measure 
the strength of relationship and according to Hussin [13], some of the strength value r obtained 
by equation (1) are as follows Table 1: 
Table 1.  Pearson Correlation Coefficient strength 
Value of r Correlation 
strength 
0 No correlation 






Modelling using Multiple Linear Regression 
Multiple Linear Regression (MLR) are widely used in explaining the dependency of 
response variable with several explanatory variables. It also can be used to forecast effects or 
impact changes and predict trends and future values. In this study, the multiple linear 
regression was used to develop a mathematical modelling that can be used to predict future 
energy consumption. Since there are few factors that might affect the energy consumption, 
stepwise regression will be used to make sure that only the most influenced factor will be 
selected in the model. Throughout the process of combination between forward and backward 
selection, only the variable that were significant at p =0.05 will be maintained in the final 
model[14]. The MLR model that can be used in predicting the energy consumption are; 
 
              
(2)                                                            
Where ŷ is the response variable which is the energy consumption and 321 ,,  are the 
regression coefficient for explanatory variables while 
321 ,,   are the explanatory variable 
which is the number of lighting used, the temperature of the surrounding, and the occupancy 
in that particular building. 
 Stepwise regression is a technique that are widely used in eliminating the variable that 
is not related to the response variable. The final model will only contain the explanatory 
variable that are significantly related to the response variable. Hence, there are two important 
values that need to be check to make sure the stability and reliability of the final model 
obtained which is p-value and Variance Inflation Factor (VIF). This is to make sure that the 
model can be used in predicting the future energy consumption and the value are reliable. 
 The p-value is known to determine the relationship that is obtained in the sample also 
exist in the larger population. The p-value for each explanatory variable test the null hypothesis 
that the variable has no correlation with the response variable. When there is no correlation, 
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response variable. We can also conclude that there is no sufficient evidence to prove that there 
is an effect at the population level. If the p-value for a variable is less than the significance level, 
the sample data provide enough evidence to reject the null hypothesis for entire population. 
Meaning that changes in the explanatory variable will also affect the changes in the response 
at the population level. This shows that the variable is statistically significant to be added in 
the regression model.  
 In modelling using a multiple regression as shown in equation (1), there might also 
chances of having two or more explanatory variables that are related to each other. This is 
called multicollinearity. It effects the coefficient estimates which makes it difficult to interpret 
the result and unstable. It can cause the coefficient to switch signs, making it more difficult to 
identify and determine the perfect model. In order to estimate multicollinearity, the variance 
inflation factor (VIF) can be used to assess the variance of estimated regression coefficient 
were increased when the explanatory variable is correlated. If the value of VIF is equal to 1, 
there are no multicollinearity among the explanatory variable while if the value of VIF is 
greater than 1 and less than 5, it shows that the variable might be moderately correlated but is 
acceptable. For a value of VIF between 5 to 10, it shows a high correlation that might cause a 
problem on the model and if it is more than 10, it can be considered as poor estimation of 
regression coefficient due to multicollinearity[15].  
 Once the MLR model were obtained, it is also important to determine how well the 
model fits the data. This can be done using the one of the goodness-of-fit tests which is 
coefficient of determination, R2. It shows how close the data are fitted in the regression line. 
The range of R2 will be always between 0 to 100% where 0% means that the model explains no 
variability of the response data and 100% indicates that the model explains all the variability 
of the response variable. This concludes that the higher the value of R2, the better the model 
fits the data. Once all the model checking and validation have been done, the model will be 
appropriate to be used in predicting the energy consumption for energy saving in Technology 
campus, UTeM. 
Results and Discussion 
The result of this study was based on the data collected every day in a laboratory building 
in Technology Campus, UTeM for few months including weekend. The daily energy 
consumption was measured using the kilowatt meter reading (kWh). Based on the data of three 
influenced factors that affect the energy consumption which is surrounding building 
temperature, number of lighting used in the building, and number of occupancies in the 
building, the results for the research was divided into two parts. 
Correlation Analysis 
Table 2 below shows the result for correlation analysis where the correlation between 
the response variable and the explanatory variable were investigated and the strength were 
measured using Pearson’s correlation coefficient.  








Number of Lighting 0.877 0.000 
Occupancy 0.870 0.000 
 
Based on the result shown in Table 1, each of the influence factors has a linear correlation 
with the energy consumption. The P-value obtained for each factor proven that there is 
sufficient evidence to conclude that there is a significant linear relationship between 
surrounding temperature, number of lighting, and occupancy with the energy consumption 
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because the p-value is less than the significance level (α=0.05). From this table, it shows that 
there is a strong correlation between the energy consumption and surrounding building 
temperature (-0.821), number of lighting used in the building (0.877), and number of 
occupancies in the building (0.87).  
 
Modelling using Multiple Linear Regression 
Using the stepwise selection for modelling using MLR, the results shows that the energy 
consumption in Technology Campus, UTeM is dependent with the number of lighting used in 
the building and the temperature in the building. These two factors were determined using the 
Stepwise regression as the most influenced factors that affect the energy consumption. The 
result is shown in Table 3 below. 
 
Table 3.  Coefficient, p – value, and VIF for each term in the Model 
Term Coefficient P-Value VIF 
Constant 149.3 0.000  
Surrounding Temperature -3.95 0.001 2.71 
Number of Lighting 0.0877 0.000 2.71 
 
The equation for the most influenced factor affecting the energy consumption in Technology 
Campus, UTeM is: 
              
(3) 
 
In other word, the energy consumption can be predicted using the model = 149.3 – 
(3.95*surrounding temperature) + (0.0877*number of lighting) as shown in equation (2). 
Based on the p-value obtained, both explanatory variable which is surrounding temperature 
and number of lighting used in the building are statistically significant because the p-value is 
less than the significance level (α=0.05). This shows that there is enough evidence to conclude 
that these two factors are a worthwhile addition to the regression model. While the value of 
VIF for the two variables are both 2.71 which is greater than 1 and less than 5, it shows that 
the variable might be moderately correlated but is acceptable to be included in the model. 
There is no multicollinearity among the explanatory variable, hence, the variable included in 
the model are reliable to be used in predicting the energy consumption in Technology Campus, 
UTeM. The result is shown in Figure 1 and Figure 2 below. 
 
 



































Predicted Consumption (kWh) = 12.35 + 0.8116 Actual Consumption (kWh)
 ++−= 21 0877.095.33.149ŷ
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Figure 2. Actual and predicted energy consumption for the building in Technology Campus, 
UTeM 
The value of R2 obtained as shown in Figure. 1 is 0.8116 means that around 81.2% of the 
total variation in kilowatt meter reading or the energy consumption can be explained by the 
relationship with the surrounding temperature and the number of lighting used in the building. 
This means that these two factors are highly affecting the energy consumption while the other 
factor which is the number of occupancies in the building might be affecting the energy 
consumption but in a smaller scale. The results also show that the final MLR model could be 
fitted to energy consumption data and estimate around 81.2% of the variance. The result in 
Figure. 2 shows the actual and predicted data matched together for the energy consumption in 
Technology Campus, UTeM. Based on the result, it appear that some difference might be in the 
peak energy consumption. Most of the predicted value are closely in the range of actual energy 
consumption. It can be concluded that the predicted and actual data were significantly 
correlated and the linear model obtained can be used to predict energy consumption with an 
acceptable error for energy saving in Technology Campus, UTeM. 
Conclusions 
 
This study presented a mathematical modelling using Multiple Linear Regression (MLR) 
to predict the energy consumption for energy savings in Technology Campus, UTeM. The 
correlation analysis proved that there is a significant linear relationship between surrounding 
temperature, number of lighting, and occupancy with the energy consumption because the p-
value is less than the significance level (α=0.05). Using the stepwise selection, the linear model 
obtained consist of the most influenced factors which is the number of lighting used and 
surrounding temperature in the building where the equation is 
 ++−= 21 0877.095.33.149ŷ . This model can be used to predict the energy consumption 
and accounted for 81% of the variance which is within the acceptable error. In future work, the 
finding of this study can be compared with other modelling methods by measuring the level of 
accuracy for each models. 
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