The notion of I-statistical convergence of a double sequence was first introduced by Belen et. al. [1] . In this paper we introduce and study the notion of rough I-statistical convergence of double sequences in normed linear spaces. We also introduce the notion of rough I-statistical limit set of a double sequence and discuss about some topological properties of this set.
Further this notion of rough convergence of double sequence has been extended to rough statistical convergence of double sequence by Malik et. al. [13] using double natural density of the subsets of N × N in a similar way as the notion of convergence of double sequence in Pringsheim sense was generalized to statistical convergence of double sequences. Further the notion of rough statistical convergence of double sequences was generalized to rough I-convergence of double sequences by Dunder et. al. [7] . So it is quite natural to think , if the new notion of I-statistical convergence of double sequences can be introduced in the theory of rough convergence.
In this paper we introduced and study the notion of rough I-statistical convergence of double sequences in a normed linear space (X, . ) which naturally extends both the notions of rough convergence as well as rough statistical convergence of double sequences in a new way. We also define the set of all rough I-statistical limits of a double sequence and investigate some topological properties of this set.
Basic Definitions and Notations
2.1. Definition. [13] Let x = {x jk } j,k∈N be a double sequence in a normed linear space (X, . ) and r be a non negative real number. x is said to be r-statistically convergent to ξ, denoted by x r−st −→ ξ, if for any ε > 0 we have d(A(ε)) = 0, where A(ε) = {(j, k) ∈ N × N : x jk − ξ ≥ r + ε}. In this case ξ is called the r-statistical limit of x.
Definition.
A class I of subsets of a nonempty set X is said to be an ideal in X provided (i) φ ∈ I.
(ii) A, B ∈ I implies A B ∈ I.
(iii) A ∈ I, B ⊂ A implies B ∈ I. I is called a nontrivial ideal if X / ∈ I.
A non empty class F of subsets of a nonempty set X is said to be a filter in X provided (i) φ / ∈ F . (ii) A, B ∈ F implies A B ∈ F . (iii) A ∈ F, A ⊂ B implies B ∈ F . If I is a nontrivial ideal in X, X = φ, then the class F (I) = {M ⊂ X : M = X \ A for some A ∈ I} is a filter on X, called the filter associated with I.
A nontrivial ideal I in X is called admissible if {x} ∈ I for each x ∈ X. Clearly every strongly admissible ideal is admissible. Throughout the paper we take I as a strongly admissible ideal in N × N.
2.6. Definition. [14] Let x = {x jk } j,k∈N be a double sequence in a normed linear space (X, . ) and r be a non negative real number. Then x is said to be rough I-convergent or r − I-convergent to ξ, denoted by x r−I −→ ξ, if for any ε > 0 we have {(j, k) ∈ N × N : x jk − ξ ≥ r + ε} ∈ I. In this case ξ is called rough I-limit of x and x is called rough I-convergent to ξ with r as roughness degree. Now we give the definition of I-asymptotic density of a subset of N × N.
denotes number of elements of the set K(m, n).
Definition. [1]
A double sequence x = {x jk } j,k∈N of real numbers is Istatistically convergent to L, and we write x I−st → L, provided that for any ǫ > 0 and δ > 0 1 * AND ARGHA GHOSH
2.9. Definition. Let x = {x jk } j,k∈N be a double sequence in a normed linear space (X, . ) and r be a non negative real number. Then x is said to be rough I-statistically convergent to ξ or r-I-statistically convergent to ξ if for any ε > 0 and δ > 0 {(m, n) ∈ N × N :
In this case ξ is called the rough I-statistical limit of x = {x jk } j,k∈N and we denote it by x r-I-st
∈ A}, then rough I-statistical convergence coincide with rough statistical convergence.
Here r in the above definition is called the roughness degree of the rough I-statistical convergence. If r = 0, we obtain the notion of I-statistical convergence. But our main interest is when r > 0. It may happen that a double sequence x = {x jk } j,k∈N is not I-statistically convergent in the usual sense, but there exists a double sequence y = {y jk } j,k∈N , which is I-statistically convergent and satisfying the condition x jk − y jk ≤ r for all j, k. Then x is rough I-statistically convergent to the same limit.
From the above definition it is clear that the rough I-statistical limit of a double sequence is not unique. So we consider the set of rough I-statistical limits of a double sequence x and we use the notation I-st-LIM r x to denote the set of all rough I-statistical limits of a double sequence x. We say that a double sequence x is rough I-statistically convergent if I-st-LIM r x = φ. Throughout the paper X denotes a normed linear space (X, . ) and x denotes the double sequence {x jk } j,k∈N in X .
We now provide an example to show that there exists a double sequence which is neither rough statistically convergent nor I-statistically convergent but is rough I-statistically convergent.
2.1. Example. Let I be a nontrivial strongly admissible ideal in N × N which contains at least one infinite subset of N × N. Choose an infinite set A ⊂ N × N, whose I-asymptotic density is zero but double natural density does not exists. We define a double sequence x = {x jk } j,k∈N in the following way
Then x neither rough statistically convergent nor I-statistically convergent but
otherwise.
Main Results
In this section we discuss some basic properties of rough I-statistical convergence of double sequences.
3.1. Theorem. Let x = {x jk } j,k∈N be a double sequence in X and r ≥ 0. Then
and so by the property of I-convergence I-lim
and hence x j0k0 − y < r + ε and x j0k0 − z < r + ε. So
If I-st-lim x = ξ, then we proceed as follows. Let ε > 0 and δ > 0 be given.
Now for each y ∈ B r (ξ)(= {y ∈ X : y − ξ ≤ r}) we have
This implies,
and hence x j0k0 − y < r + ε and x j0k0 − ξ < ε. So
which is absurd. Therefore y − ξ ≤ r and so y ∈ B r (ξ). Consequently we have I-st-LIM r x = B r (ξ) and this completes the proof. 3.1. Definition. A double sequence x = {x jk } j,k∈N is said to be I-statistically bounded if there exists a positive number T such that for any δ > 0 the set
The next result provides a relationship between boundedness and rough Istatistical convergence of double sequences. 
Proof. Let x = {x jk } k∈N be an I-statistically bounded double sequence in X. Then there exists a positive real number T such that for δ > 0 we have {(m, n) :
Now let {j p } p∈N and {k q } q∈N be two strictly increasing sequences of natural numbers. If x = {x jk } j,k∈N is a double sequence in (X, . ), then we define {x jpkq } p,q∈N as a subsequence of x. 
3.5. Theorem. Let x = {x jk } j,k∈N be double sequence and r ≥ 0 be a real number. Then the rough I-statistical limit set of the double sequence x i.e., the set I-st-LIM 
Hence B mn ⊂ {(j, k) : j ≤ m; k ≤ n, x jk − y < r + ε}, which implies
This shows that y ∈ I-st-LIM r x . Hence I-st-LIM r x is a closed set.
3.6. Theorem. Let x = {x jk } j,k∈N be double sequence and r ≥ 0 be a real number. Then the rough I-statistical limit set I-st-LIM r x of the double sequence x is a convex set.
Proof. Let y 0 , y 1 ∈ I-st-LIM r x . Let ε > 0 be given. Let
Then by theorem 3.1 for δ > 0 we have {(m, n) :
This completes the proof.
3.7. Theorem. Let r > 0. Then a double sequence x = {x jk } j,k∈N is rough I-statistically convergent to ξ if and only if there exists a double sequence y = {y jk } j,k∈N such that I-st-lim y = ξ and x jk − y jk ≤ r for all (j, k) ∈ N × N.
Proof. Let y = {y jk } j,k∈N be a double sequence in X, which is I-statistically convergent to ξ and x jk − y jk ≤ r for all (j, k) ∈ N × N. Then for any ε > 0 and δ > 0 the set A = {(m, n) ∈ N × N :
we have
Therefore,
Thus, {(m, n) ∈ N × N :
Conversely, suppose that I-st-lim x = ξ. Then for ε > 0 and δ > 0,
Let B mn = {(j, k) : j ≤ m; k ≤ n, x jk − ξ < r + ε}. Now we define a double sequence y = {y jk } j,k∈N as follows,
Then
Let (j, k) ∈ B mn . Then
3.3. Definition. A point λ ∈ X is said to be an I-statistical cluster point of a double sequence x = {x jk } j,k∈N in X if for any ε > 0
The set of I-statistical cluster point of x is denoted by Λ . Then
Since c ∈ Λ 
Since y 1 − y 2 = 2r, so 1 2 (y 2 − y 1 ) = r. Again since the space is strictly convex so by (4) we get, 
