Soft-x-ray free-electron lasers have enabled materials studies in which structural information is obtained faster than the relevant probe-induced damage mechanisms. We present a continuum model to describe the damage process based on hot-dense plasma theory, which includes a description of the energy deposition in the samples, the subsequent dynamics of the sample, and the detector signal. We compared the model predictions with experimental data and mostly found reasonable agreement. In view of future free-electron-laser performance, the model was also used to predict damage dynamics of samples and optical elements at shorter wavelengths and larger photon fluences than currently available.
I. INTRODUCTION
The FLASH ͑free-electron laser in Hamburg͒ soft-x-ray free-electron laser ͑FEL͒ ͓1͔ has recently been used to image nanostructured nonperiodic objects by recording coherent diffraction patterns and reconstructing images using phase retrieval algorithms ͓2͔. FLASH currently operates at wavelengths between 48 and 13.5 nm, and is expected to provide 6 nm pulses soon. Supplying photon pulses with sub-nm wavelengths, hard-x-ray FELs are anticipated to eventually facilitate atomic-resolution imaging of nanometer-tomicrometer-sized objects without the need for crystallization, which will have a significant impact on structural biology ͓3͔. Radiation damage limits the accumulation of highresolution data. The effect of radiation damage can be reduced by collecting diffraction data faster than the relevant damage process, which requires very short and very bright x-ray pulses, such as those provided by short-wavelength FELs ͓31͔.
In recent FLASH imaging experiments, several types of samples such as nanostructured silicon-nitride membranes ͓2͔, polystyrene spheres on silicon-nitride membranes ͓4͔, and isolated polystyrene spheres ͓5͔ were irradiated by 25-fs-long x-ray pulses at wavelengths of 32 and 13.5 nm. Diffraction patterns were successfully recorded and real space images were reconstructed. Also, more complex objects were exposed to the FLASH radiation, such as reflective multilayers. In experiments at 32 nm it was demonstrated that multilayer mirrors still function during the pulse, even though they are completely destroyed afterwards ͓6͔. This principle of overcoming the damage barrier of reflective optical elements by using ultrashort pulses has recently been applied to study the explosion of polystyrene spheres in pump-probe experiments ͓4͔. The dynamics of particles irradiated with brief, intense FEL pulses was probed by reflecting the pump pulse back onto the particle with a short time delay using a resonant multilayer mirror. The light scattered from the particle during the two passes combines to give an image from which the explosion dynamics can be inferred.
The development of a theoretical model describing the FLASH imaging experiments is difficult since the samples enter a regime referred to as warm dense matter ͑WDM͒, which is generally not very well understood. In this paper we present a complete model for the imaging experiments by extending physical models originally developed for hot dense plasmas into the WDM regime. By comparing the model predictions with experimental results obtained at FLASH, we gain an understanding of the applicability of this model and are able to highlight areas that need further development. In Sec. II we discuss the interaction of intense soft x rays with materials. The interaction is described by a complex index of refraction that is temperature and density dependent. In Sec. III we then describe a model to calculate the hydrodynamic expansion of the material. Subsequently, in Sec. IV, we discuss the application of the model to silicon-nitride membranes, multilayer mirrors, and polystyrene spheres, comparing the calculated results with experimental data. Finally, in Sec. V, we summarize and present the conclusions.
II. OPTICAL PROPERTIES
To describe the FEL-induced electric field distribution and absorption profile inside the material, and to calculate the intensity distribution of the scattered, reflected, and transmitted light, knowledge of the complex index of refraction, n =1−␦ + i␤, as a function of temperature T and density at the FEL wavelengths is required. The absorption index ␤ is proportional to the opacity of the material, and the refractive index decrement ␦ describes the phase shift. To calculate the transport of reemitted radiation inside of the sample, ␤ needs to be known over the whole electromagnetic spectrum. Computation of these properties is generally difficult and has been successfully performed only for certain energytemperature regimes, such as condensed matter under normal conditions or hot plasmas.
During exposure, the samples are heated quasiisochorically from room temperature to a temperature of tens *hauriege1@llnl.gov of electron volts, into the WDM regime ͓7͔. Initially, the solid can be described by normal condensed matter theory, and experimental data for ␤ and ␦ as functions of photon energy can be used ͓8͔. Once the sample enters the WDM regime, the theoretical description of the materials is much more difficult, and experimental data is sparse. A satisfactory theoretical description and matching experimental data is only available for materials at higher temperatures and lower densities, a regime typically referred to as hot plasma. We base our opacity estimates on experimental data at room temperature and solid densities ͑"cold opacities"͒. We then extrapolate the opacity into the WDM regime by using hotplasma theory. Finally, we use the Kramers-Kronig relation to calculate ␦.
To calculate the opacity of the x-ray heated matter, we assume a state of local thermodynamic equilibrium ͑LTE͒, in which the ionization states and atomic level populations are calculated with Saha-Boltzmann factors ͓9͔. We have checked this assumption with several time-dependent simulations using a non-LTE atomic kinetics code ͓10͔. We computed the energy-dependent opacities for 25 fs long pulses of 32 nm radiation interacting with several materials. We found the ionization states and opacities to be close to the LTE values when the temperatures were less than 50 eV. For higher temperatures we begin to see significant differences between the LTE and non-LTE results. Since all of the calculated temperatures for experiments discussed in Sec. IV remain less than 50 eV, we believe that the LTE assumption is adequate. We assume that absorption is linearly proportional to the FEL radiation flux, i.e., single photon absorption. Since there are no detailed calculations or measurements of nonlinear processes in this wavelength range, we apply an approximate formula to estimate the two-photon absorption rate per atom as ͑ 1 F ph ͒ 2 , where 1 is the singlephoton absorption cross section per atom and F ph the photon flux. is a characteristic lifetime of a single-photon excitation, taken to be the uncertainly lifetime corresponding to the ionization energy for the general case of nonresonant absorption ͓11͔. For the materials, photon energies, and photon fluxes considered in this paper, the estimated two-photon rate is less than 5% of the single-photon rate. This estimate supports our neglect of nonlinear processes.
Within the framework of hot-plasma theory, we calculate the opacity of the irradiated material using an average-ion approach, similar to the average-atom cross-section ͑XSN͒ opacity model ͓12͔. We consider a single average ionization state with a fractional number of bound electrons in each level. The level populations are self-consistently calculated from the energy levels using the free electron density. The atomic levels are characterized by principle quantum numbers and are calculated using analytic screened hydrogenic formulas; fine structure is not incorporated. We account for pressure ionization by decreasing the degeneracy of an orbital as the density is increased ͓13͔. The absorption indices ␤ are calculated considering free-free, free-bound, and bound-bound absorption. The imaginary part of the atomic scattering factor is f 2 =2␤ / r e 2 , where r e is the classical electron radius, is the wavelength, and is the atomic number density. We calculate the real part of the atomic scattering factor using the Kramers-Kronig relation,
where E is the photon energy, Z * is the atomic number, corrected for relativistic effects, and C is a constant ͓8͔. Finally, we obtain the refractive index decrement from ␦ = f 1 r e 2 /2. Figure 1 shows the calculated absorption index ␤ calc as a function of photon energy for carbon and silicon at room temperature and solid density. For comparison, we also show tabulated experimental data ␤ expt ͓8͔. For large photon energies, the calculated absorption index agrees with the experimental values, but for lower energies the curves agree only qualitatively since the hydrogenic model does not include angular-momentum level splitting and chemical bonding. This is especially problematic for the calculation of f 1 near the FEL energies, since Eq. ͑1͒ is very sensitive to values of f 2 near these energies. To ensure that the complex index agrees with the available experimental data, we normalize the values to the experimental values
where ␤ calc is calculated from the average atom model. 0 is the solid density of the materials. We then calculate ␦ using Eq. ͑1͒. Figures 2 and 3 show the temperature dependence of ␤ and ␦, respectively, at solid densities for different materials for the FEL wavelengths 6, 13.5, and 32 nm. For Si 3 N 4 , the generally weak dependence of ␤ on temperature at a wavelength of 32 nm agrees with preliminary experimental results obtained at FLASH ͓14͔.
III. RADIATION-HYDRODYNAMIC MODEL
We model the irradiated materials as a conducting, partially ionized, two-component plasma using the HYDRA radiation hydrodynamics code ͓15͔. The ions and the electrons have distinct but coupled temperature fields. We use the QEOS quotidian equation-of-state ͑EOS͒ model to find the pressure and energy of the material ͓16͔. For the conditions of our experiment during the pulse ͑T e ഛ 25 eV, T ion Ӷ T e , and solid density͒, the electrons dominate the EOS. They are described by a Thomas-Fermi model with an additional cor- rection for chemical binding. We found that the simulation results are not very sensitive to the EOS model. Simulations run with another EOS ͑Sesame ͓17͔͒ generally agree within 5%. Electron transport and electron-ion coupling are described in the relaxation time approximation, where the momentum transfer cross sections are calculated from Coulomb cross sections with cutoff parameters determined from partial-wave calculations ͓18͔. We found that heat conduction, secondary radiation transport, and radiation pressure have little effect on the explosion dynamics during the pulse. We neglect viscosity and surface tension since their effects are expected to be small in comparison to the high-energy, nearly adiabatic explosion of the material.
IV. RESULTS
We simulated the behavior of samples of various materials and geometries that have been or will be exposed to the FEL pulses, including silicon-nitride membranes, multilayer mirrors, and polystyrene spheres. We specifically consider two types of experiments: ͑i͒ experiments in which the response of the sample during the pulse was measured, and ͑ii͒ experiments in which the response was measured after the pulses had ended using a pump-probe scheme. In the following we assume, unless otherwise noted, that the FLASH photon beam had a duration of 25 fs, a Gaussian beam diameter of 25 m, and an energy of 20 J. We assume that the laser pulse has a top-hat temporal intensity profile, and that during each shot, a new, previously unexposed part of the sample is irradiated. We consider the wavelengths 13.5 nm and 32 nm, as well as 6 nm for future experiments.
A. Silicon-nitride membranes
In several diffraction imaging experiments at FLASH, 20-nm-thick silicon-nitride membranes were exposed to FEL pulses. The membranes were patterned by sputtering using a focussed ion beam to create two-dimensional structures with features ranging from 50 to 500 nm in transverse scale. The goal of these experiments was to demonstrate flash imaging of a nanostructured nonperiodic object at an x-ray FEL using pulses that are short enough so that the sample does not explode during the pulse. The crucial question is how much do the optical properties change during the pulse and what happens after the pulse. Initially, the intensity profile decreases exponentially with penetration depth over the cold absorption length. For wavelengths of 32 nm, 13.5 nm, and 6 nm, the pulse-averaged absorption fractions are 44%, 16%, and 23%, respectively. The pulse-averaged reflectivities are 0.3%, 0.008%, and 0.01%, respectively. Since the beam is incident normal to the surface, the light polarization does not affect the energy absorption.
FIG. 2. Absorption index
␤ as a function of temperature at solid densities for a wavelength of 6 nm ͑top͒, 13.5 nm ͑middle͒, and 32 nm ͑bottom͒. Polystyrene with a density of 0.9 g / cm 3 is labeled as CH. Note that the curves for Si and SiC at 6 nm overlap.
FIG. 3. Refractive index decrement ␦ as a function of tempera-
ture at solid densities for a wavelength of 6 nm ͑top͒, 13.5 nm ͑middle͒, and 32 nm ͑bottom͒.
We consider the case of an FEL wavelength of 32 nm in more detail. We found that the membrane behaves similarly at shorter wavelengths except that a different amount of light is absorbed since the opacity differ. Since the beam intensity varies over much larger lateral distances than the membrane thickness, the problem exhibits translational symmetry and a one-dimensional description is sufficient. Figure 4 shows the peak electron and ion temperatures as a function of time. The x-ray photons primarily heat the electrons rather than the heavy atomic nuclei, leading to a rise of the electron temperature during the pulse. The ions are heated by the electrons on a longer time scale, primarily after the pulse has ended. After approximately 2 ps, the ions and the electrons have equilibrated. During the adiabatic expansion, both electron and ion temperature drop on a time scale of picoseconds. Figure 5͑a͒ shows profiles of the mass density of the membrane along the z axis normal to the membrane surface. The FLASH radiation is incident from z Ͻ 0. During the pulse ͑0 fsഛ t ഛ 25 fs͒, the density distribution does not change significantly, confirming that the membrane is heated isochorically. After the pulse has ended, the material starts to move macroscopically. The side of the membrane facing the FEL beam moves faster initially, but, at later times, thermal conduction symmetrizes the explosion with respect to a mirror plane through the center of the membrane. We found that transport of reemitted radiation does not affect the explosion dynamics significantly.
Figures 5͑b͒ and 5͑c͒ show profiles of the electron and ion temperatures, respectively, for different times. Initially, during the first few femtoseconds, the electron temperature is largest at the surface facing the beam. The surface electron temperature then drops below the temperature in the center due to adiabatic cooling as the material starts to expand. The temperature gradient leads to diffusion of thermal energy from the center of the membrane toward the surfaces. After approximately 750 fs, the center expands and cools adiabatically. Since the temperature gradient is then rather shallow, thermal diffusion is not able to equalize the temperature, and the center of the membrane cools below the surface temperature.
Our calculations show that the density profile of the membrane does not change significantly during the pulse, and that the electron temperature stays below 22 eV. From Figs. 2 and 3 it can be seen that the optical properties of the material also do not change significantly.
We also performed two-dimensional calculations on membranes with circular holes. We found that as in the continuous membrane case, light polarization does not have a significant impact on energy absorption and light scattering. We also found the explosion dynamics during and shortly after the pulse to be similar to the case of a homogeneous membrane, except that the membrane expands in radial direction ͑into the hole͒ as well as into the z direction. These results substantiate the claim in Ref. ͓2͔ that the siliconnitride structures are not altered noticeably during the pulse.
For wavelengths of 6 nm and 13.5 nm we obtained similar results as at 32 nm. Even for a beam fluence that is 10 times larger ͑64 J/cm 2 ͒, the silicon-nitride membrane has expanded at the end of the pulse by only 4.0 nm, 3.0 nm, and 5.6 nm for wavelengths of 6 nm, 13.5 nm, and 32 nm, respectively. Since lateral gradients in the electron temperature associated with a nonuniform beam intensity profile are small, lateral variations in the index of refraction are also negligible, so that the diffraction pattern of a patterned silicon-nitride membrane does not change significantly even at high pulse energies. These results suggest that in future imaging experiments at FLASH using silicon-nitride mem- Profiles of ͑a͒ mass density, ͑b͒ electron temperature, and ͑c͒ ion temperature for different times. In ͑c͒, the first four curves ͑not labeled͒ show the ion temperature at 7, 13, 19, and 25 fs.
branes at shorter wavelengths and larger fluences, the membrane can still be assumed to be a static structure that does not change significantly during the pulse.
B. Multilayer mirrors
In another set of FLASH experiments, the functionality of resonant soft-x-ray multilayer mirrors during intense photonbeam irradiation at 32 nm wavelength was tested ͓6͔. It was found that the peak reflectivity decreases only slightly with fluence up to 6.6 J / cm 2 . In a recent set of experiments at a wavelength of 13.5 nm, multilayer mirrors were used at fluences up to approximately 17 J / cm 2 , and no effect of degradation was apparent, even though the multilayer functionality was not studied explicitly.
To understand the effects of FEL pulses on multilayer mirrors, we calculated the reflectivity under normal x-ray incidence over a range of fluences up to 64 J / cm 2 and for wavelengths down to 6 nm. In order to maximize the reflectivity, we choose different multilayer materials for the different FEL wavelengths. At a wavelength of 32 nm, we choose a SiC / Mg multilayer with 43.3-Å-thick SiC layers and 121.2-Å-thick Mg layers ͓19͔; at a wavelength of 13.5 nm, we choose a Si/ Mo multilayer with 41.2-Å-thick Si layers and 28.0-Å-thick Mo layers; and at a wavelength of 6 nm, we choose a C / Co multilayer with 11.8-Å-thick C layers and 18.7-Å-thick Co layers ͓20͔. The number of bilayers was chosen so that the reflectivity is within 1% of the reflectivity limit of an infinitely thick multilayer, so the substrate material and thickness did not have a significant effect on the reflectivity. In these calculations we assumed that the light incidence is normal to the surface so that polarization effects are irrelevant. We also calculated the reflectivity of a Si/ C multilayer at 32.5 nm wavelength as measured at FLASH and compared it to the model.
The intensity distribution inside the multilayer structure is calculated using steady-state methods based on the Fresnel equations ͓21͔; these time-independent models are applicable since the time for the light to propagate a few attenuation lengths ͑approximately 2 fs͒ is much shorter than the pulse length ͑25 fs͒. Figure 6͑a͒ shows the light intensity distribution inside of the Si/ Mo multilayer at the beginning of the pulse, calculated using cold opacities. The multilayers are designed so that the nodes of the light intensity reside near the strongly absorbing layers ͑SiC at 32 nm, Mo at 13.5 nm, and C at 6 nm wavelength͒, whereas the high-intensity antinodes reside in the spacer materials ͑Mg at 32 nm, Si at 13.5 nm, and Co at 6 nm wavelength͒. Also shown in Fig.  6͑a͒ is the calculated light intensity inside a Si/ Mo slab of equivalent stoichiometry to the Si/ Mo multilayer, assuming an equivalent incoming intensity of 23.6%, demonstrating that the resonant standing-wave phenomenon in the multilayer leads to increased intensity at certain depths. Figure 6͑b͒ shows the absorbed energy dose at the beginning of the pulse, calculated using cold opacities. Even though the light intensity is largest in the Si spacer layers, the absorbed energy dose is larger in the more strongly absorbing Mo layers. Also shown in Fig. 6͑b͒ is the calculated absorbed energy dose inside a Si/ Mo slab of equivalent stoichiometry to the Si/ Mo multilayer, demonstrating that the resonant standing-wave phenomenon in the multilayer leads to a spatially inhomogeneous and increased heating rate near the surface. Figure 7 shows the absorption index ␤ and the refractive index decrement ␦ in the multilayer for different times during the pulse. The multilayer reflectivity is determined by discontinuities of ␤ and ␦ across material interfaces. The relative change in the heights of the discontinuity due to multilayer heating is larger for the ␤ profiles than for the ␦ profiles. However, since the Fresnel coefficients are dominated by the larger absolute change in ␦ across the material 
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interfaces, the effect of the distorted ␤ profile on the reflectance drop is relatively small. Changes in ␤ primarily affect the energy absorption profile. Figure 8 shows the reflectivity of the multilayers as a function of time during the pulse for fluences up to 64 J/cm 2 . In the hydrodynamic calculations we assume that the multilayer sits on top of a 200-Å-thick Si substrate. This is sufficiently thick so that the substrate thickness does not alter the simulation results significantly. It can be seen that the reflectivity drops 28% or less at the end of the pulse. The pulse-averaged reflectivity as a function of FEL fluences is shown in Fig. 9 . The model predicts that the reflectivity does not drop significantly since there is not sufficient time for gross atomic motion, and the change in the index of refraction is not large enough to cause detuning of the multilayer or to change the layer contrast. These results indicate that multilayer optics can be used for fluences at least up to 64 J/cm 2 and wavelengths down to 6 nm, with minimal compromise in the reflectivity.
The fluence dependence of the reflectivity of a Si/ C multilayer at 32.5 nm wavelength at an angle of incidence of 45 degrees was measured at FLASH ͓6͔. In these experiments, the intensity of the light in the plane of reflection parallel to the electric-field vector ͑p polarized͒ was 90%.
The experimental results for angles between 44 and 47 degrees and our model predictions are reproduced in Fig.  10 . The relative drop in the calculated reflectivity lies within the measured range, demonstrating that our model successfully describes the effect of damage on the multilayer performance.
Since FEL pulses are typically tens of femtoseconds or shorter in length, it is important to understand the effect of the multilayer on the temporal structure of the photon pulse.
We have calculated the multilayer response to a ␦-function electric field pulse by using linear-optics response theory as described in Ref. ͓22͔ . In this estimate we assume the multilayer to be static since the effect of damage is expected to be small as discussed above. The response to any planewave packet can be calculated by convolution. Since the Fourier transform of a ␦ function is a constant, the transient response is independent of the wavelength and depends only on the multilayer geometry and the optical constants of the materials over the whole electromagnetic spectrum. The impulse response can be characterized by a time 0.5 at which half of the energy of the ␦-function electric field pulse is reflected. We found 0.5 to be 0.52 fs, 0.05 fs, and 1.17 fs for the SiC / Mg, Si/ Mo, and C / Co multilayers, respectively. The variation of 0.5 is due to variation in the bandwidth of the multilayers. For all cases, 0.5 is much smaller than the pulse length of 25 fs, so that the temporal characteristics of the pulse is not spoiled by the multilayer.
In summary, our calculations indicate that multilayer optics can be used for fluences at least up to 64 J / cm 2 and wavelengths down to 6 nm, with minimal compromise in the reflectivity. We found that the mirrors are not expected to significantly distort the temporal shape of the FEL pulse. Finally, we found the model to agree with experimental data.
C. Spheres
FLASH imaging experiments were also performed on polystyrene spheres a couple of wavelengths in diameter ͓5͔. The goal of these experiments was to understand the explosion dynamics of spheres on membranes as well as of injected free spheres. The material polystyrene was chosen because of its similarity to biological molecules. The intensity distribution within the spheres is very nonuniform due to interference effects. In the following sections we describe the calculation of the intensity distribution, the expansion of spheres, and the diffraction pattern. Finally, we discuss the case of pump-probe experiments in which we measure the superposition of the diffraction patterns of a sphere before and after it has been damaged. We found that light polarization effects do not have a significant effect on the energy absorption and light scattering.
Energy deposition
We used Mie theory to calculate the electric field distribution inside and outside the sphere ͓23͔. We assume that during the pulse the sphere does not expand significantly, and that the complex index of refraction does not change, which is justified for low pulse energies as shown in Figs. 2 and 3 . Figure 11 shows the electric field intensity for a polystyrene sphere of 140 nm diameter at a wavelength of 32 nm. The internal field intensity is nonuniform and up to 1.25 times higher than the incoming intensity. We found that the maximum internal intensity depends on the sphere diameter as shown in Fig. 12 . The curves in Fig. 12 are not smooth since shape resonances occur for certain sphere sizes ͓24͔. Intense hot spots in spheres have been reported earlier for materials with negative refractive index decrement ␦, i.e., Re͓n͔ Ͼ 1 ͓25͔. In that case, the near-field intensity was even larger in certain regions outside of the sphere since the sphere acts as a converging lens. In the x-ray case, ␦ is typically larger than zero, so that the sphere acts like a diverging lens, and the increase in intensity inside and outside of the spheres is less dramatic.
Explosion of isolated sphere
We consider the specific example of a 140-nm-diameter polystyrene sphere irradiated by a photon pulse of 10 J at a wavelength of 32 nm, corresponding to a fluence of 3.2 J / cm 2 . The mass density was assumed to be 0.9 g / cm 3 . Figure 13 shows mass-density and electron-and iontemperature distributions for different times. Right after the pulse, the electrons are heated to up to 14.5 eV, whereas the density and ion temperature have not changed significantly. Similar to the silicon nitride membrane and the multilayers, the ions and electrons equilibrate on a longer time scale of several hundred fs. After approximately 100 fs, the sphere starts to expand. Due to the recoil, the density inside of the sphere increases by a factor of 1.6. This effect is enhanced in spherical geometries and is not observed in membranes and multilayers.
In the experiments, diffraction patterns of isolated polystyrene spheres were obtained by injecting spheres into the x-ray beam. In another set of experiments, spheres were deposited onto silicon-nitride membranes and then exposed to the x-ray beam. Since the reflectivity of the membrane is small, it is not expected to affect the energy deposition in the sphere. It is conceivable that the membrane disturbs the longitudinal expansion of the sphere, but the lateral expansion should not be affected strongly. Since the diffraction pattern is primarily determined by the lateral expansion, the membrane is not expected to have a large effect on the recording of the explosion dynamics.
Diffraction pattern
In contrast to the energy-deposition calculations discussed in Sec. IV C 1, we cannot use Mie theory to calculate the diffraction pattern of an expanding sphere since the effects of x-ray heating and changing mass density modify the index of refraction at the later times, so that it is no longer spherically symmetric. Instead, we calculated the far-field diffraction pattern of an expanding sphere using scalar diffraction theory as discussed in the Appendix. Figure 14 shows profiles of the intensity of the scattered light as a function of diffraction angle of the expanding sphere described above and in Fig. 13 for different times. For the angular range shown, the Mie pattern at t = 0 only shows the central maximum and part of the first minimum at around 17 degrees. The change of the sphere and its diffraction during the pulse is negligible. The diffraction pattern at 1 ps is similar to the initial Mie pattern, but then quickly becomes steeper due to the expansion of the outer part of the sphere. The density increase near the center of the sphere due to recoil does not have a significant effect on the diffraction pattern. Figure 15 shows profiles of the pulse-averaged diffraction pattern of an isolated sphere. For pulse fluences up to 64 J/cm 2 , virtually no change in the diffraction pattern due to damage is expected at 6 and 13.5 nm. Since absorption is stronger for longer wavelengths, some change in the diffraction patterns occurs at 32 nm. The change in the profiles is primarily due to changes in the index of refraction rather than bulk material motion. FLASH imaging experiments at 32 and 13.5 nm agree that no change in the profile of the diffraction pattern occurs for pulse fluences up to 6.4 J / cm 2 . The change in the diffraction pattern is anticipated to be larger at greater diffraction angles, but at 6.4 J / cm 2 pulse fluences this effect is small. 15 . Profiles of the pulse-averaged diffraction pattern of an isolated sphere for different wavelengths ͑6, 13.5, and 32 nm͒. At 6 and 13.5 nm, the change in the diffraction pattern for beam fluences up to 64 J / cm 2 is so small that it would not show up on this figure. At 32 nm, 3.2 and 64 J / cm 2 results are shown. Only a small change in the depth of the minima of the diffraction for larger pulse fluences occurs. The ratio of sphere diameter to wavelength is 10.8.
Our results show that particles maintain their integrity and function during irradiation by intense soft-x-ray FEL pulses, even for fluences that far exceed what is achievable today. For polystyrene, these results hold for wavelengths down to 6 nm since the index of refraction is closer to unity for short wavelengths.
Pump-probe configuration
To probe the damage dynamics on a time scale substantially longer than the FEL pulse length of 25 fs, Chapman et al. ͓4͔ used a time-delay x-ray holography setup. Spherical polystyrene particles were placed on a silicon-nitride membrane that was mounted against a multilayer mirror at a distance of up to about a millimeter, as illustrated in Fig. 16͑a͒ . After passing the spheres and the membrane, the FEL pulse and the scattered light are reflected by the multilayer mirror back onto the sample. During this time delay, , the sample expands. The sample then scatters the FEL pulse a second time, and the superposition of both diffraction patterns is measured in the far field. The FEL fluence is sufficiently low so that the reflectivity of the multilayer mirror is not expected to degrade during the pulse. In the following we extend the modeling discussion presented in Ref.
͓4͔.
We consider the unfolded geometry shown in Fig. 16͑b͒ . We denote the sphere when it is irradiated the first time as the undamaged sphere, and when it is irradiated the second time as the damaged sphere. In the following analysis we ignore the effect of the silicon-nitride membrane since its effect on the damage process is expected to be small. The measured diffraction pattern contains bright concentric rings that occur whenever the diffracted light from the damaged and undamaged spheres interfere constructively. Denoting the internal phase shifts of the scattered light as ⌬ 0 ͑͒ and ⌬ 1 ͑͒ for the undamaged and damaged sphere, respectively, the phase difference between two rays arriving at the detector at a scattering angle is given by
where ⌬ = ⌬ 1 − ⌬ 0 is the phase shift change due to radiation damage. Since bright rings occur whenever ⌬⌽ is an integer multiple of 2, the time delay =2L / c can be inferred from the diffraction pattern. The exact measurements of the positions of the diffraction rings allows the measurement of ⌬⌽. The explosion dynamics is encoded in the envelope of amplitude of the diffraction rings. For short delay times during which the sphere has not significantly expanded, the difference in ⌬⌽ for low and high fluences is a measure for the change in the index of refraction of the spheres due to heating of the material by the FEL. We calculated the energy deposition and the explosion of the sphere as discussed in the preceding sections. We then calculated the complex amplitude of the far-field diffraction patterns of the undamaged and undamaged spheres using Eq. ͑A2͒ based on scalar diffraction theory. The intensity is then proportional to the sum of the amplitudes. Figure 17 shows the measured and simulated diffraction pattern intensity envelope as a function of momentum transfer q = 2 sin͑ /2͒ / , for three pulse delays. The narrowing of the envelope with time indicates an increasing particle radius of gyration, in agreement with the simulations. A 10 times greater sensitivity to the change in ball radius is obtained from the holographically measured phase shift of the exploding balls, plotted as solid squares in ͑b͒, along with the phase shift calculated from simulated holograms ͑solid lines͒, as a function of delay. The equivalent change in the projected ball radius of gyration is shown on the right-hand axis. In agreement with the experiments, our model predicts an increase of ⌬ with increasing delay and pulse intensity, primarily due to an expansion of the sphere.
V. SUMMARY AND CONCLUSIONS
In this paper we present a complete continuum model for imaging experiments performed at the soft-x-ray FEL FLASH, including the absorption of the radiation, the hydrodynamic expansion, and the expected detector signal. We used physics that originally has been developed for hot dense plasmas and applied it to materials in the WDM state.
For typical FLASH parameters ͑a wavelength of 32 nm, a pulse energy of 20 J, a pulse length of 25 fs, and a Gaussian beam diameter of 25 m͒ and materials and structures considered in this paper, the electron temperature rises to 20 to 30 eV during the pulse. The electrons start to significantly heat the ions after 25 to 30 fs, and electron and ions have equilibrated after a few picoseconds. The samples start to expand on a time scale of 100 fs, and significant expansion occurs after 0.5 to 1 ps. The mass density usually decreases, except for a minor recoil effect that is especially pronounced for spherical geometries, in which the mass density is increased by a factor of 1.6. Thermal conduction occurs on the same time scale as the material motion. The structure of the samples and the optical properties do not change significantly during the pulse. Changes of the structure of the samples only occurs after the pulse has ended on a time scale of 100 fs and longer.
We compared our simulation results with four different imaging experiments performed at FLASH: ͑i͒ We found in agreement with experimental evidence ͓2͔ that silicon nitride structures are not altered noticeably during FLASH exposure. For the current operating conditions and future FLASH experiments at larger fluences and shorter wavelengths, the membrane can still be regarded as a static structure that does not change significantly during the pulse. ͑ii͒ The calculated pulse-averaged multilayer reflectivity agrees with results obtained at FLASH ͓6͔. Our calculations further indicate that multilayer optics can be used for fluences at least up to 64 J/cm 2 , with minimal impact on the reflectivity. ͑iii͒ In experiments on FLASH imaging of polystyrene spheres using pulse fluences up to 6.4 J / cm 2 , no change in the diffraction pattern was observed. This agrees with our simulations results that particles maintain their integrity and function during the irradiation by the intense soft-x-ray pulse. We found that this should hold true even for fluences that far exceed what is achievable today. These results demonstrate that with intense ultrafast pulses, structural damage does not occur during the pulse, giving credence to the concept of diffraction imaging of single macromolecules. ͑iv͒ In pumpprobe experiments the damage dynamics of polystyrene spheres was investigated ͓4͔, and we found that both the change in the diffraction pattern and the phase shift associated with the particle explosion agree with the model. Even though our model is not directly applicable, we found reasonable agreement between the damage dynamics imaged through x-ray diffraction and the calculations. Discrepancies might be attributed to uncertainties in the complex index of refraction and equation of state of the materials in the WDM temperature-density regime. In future work, a more detailed analysis of the behavior of the material in the WDM regime is desirable, including improved models for the temperature-dependent opacity.
wave falls onto the object, its amplitude and phase are modified. The modified wave field in the exit plane at z = 0 is then propagated through vacuum to the image plane at a large distance from the object, so that we are in the far field. If we denote U͑r , z͒ as a complex scalar electric field component, then U͑r ,0͒ = e ikn͑r͒d , with
d is the thickness of the object and n͑r , z͒ its complex index of refraction. We implicitly assumed that the object is thin and can be treated two dimensionally. This is allowed when the object thickness D is less than the depth of focus, D Ͻ/ ͑2NA 2 ͒ ͓26͔, where NA = 2 sin͑ max /2.͒Ϸ0.3 is the numerical aperture of the diffraction pattern, and max is maximum angle of the scattered light, assumed to be 17°. At 32 nm wavelength, the object must be thinner than 183 nm, and at 6 nm the object must be thinner than 34 nm for this approximation to be valid. The far-field diffraction pattern can be calculated using the Fraunhofer diffraction integral for the case of rotational symmetry, where J 0 is the zeroth-order Bessel function of the first kind. Equation ͑A2͒ is proportional to the Hankel transform of U͑r ,0͒, which can be efficiently calculated using algorithms based on the fast-Fourier transform. It is computationally advantageous to use Babinet's principle and to consider the wave field Ũ ͑r ,0͒ = U͑r ,0͒ − 1 instead of U͑r ,0͒ in the exit plane. Ũ results in the same far-field diffraction pattern as U͑r ,0͒, except for an additive term that is proportional to the ␦ function ␦͑r͒ which can be ignored.
In scalar diffraction theory it is assumed that the index of refraction varies slowly on the scale of the wavelength; otherwise various components of the electric field would be coupled ͓27͔. It is further assumed that the boundary conditions for the electric and magnetic field have a negligible effect on the diffraction pattern since the object is much larger than the wavelength. Finally, we assume that the object can be treated two dimensionally. In our case, most of these assumptions are not strictly fulfilled. To demonstrate that the scalar diffraction theory still predicts the far-field diffraction pattern reasonably well, we compared its predictions with calculations using Mie theory, which provides an exact analytic solution to the diffraction problem from a homogeneous sphere. Figure 18 shows the intensity of the scattered light as a function of diffraction angle for spheres of different diameters and at different wavelengths, calculated using scalar diffraction theory based on Eq. ͑A2͒ and Mie theory. Both calculations agree well for small , for which the Fraunhofer approximation is valid. The calculation disagree with the exact Mie solution for larger . Since we only consider the case Ͻ 15 degrees in this paper, these results justify our use of scalar diffraction theory as described by Eq. ͑A2͒.
