We propose and demonstrate the use of periodic uniform Matrix Product States (puMPS) to extract conformal data from a critical quantum spin chain and to study its RG flow non-perturbatively. Given a microscopic lattice Hamiltonian, its ground state is approximated by a puMPS, whereas low energy excited states are approximated as puMPS Bloch states. Conformal data is then extracted from these low energy states by computing the energy-momentum spectra and from matrix elements of the (Koo-Saleur) lattice Virasoro generators, as recently outlined in [Milsted, Vidal, arXiv:1706.01436]. The spectral RG flow is studied by monitoring the low-energy spectrum of a fixed microscopic Hamiltonian for a sequence of increasingly large chains, ranging from a few spins to several hundred spins. As an example we consider a flow in the Axial Next-Nearest-Neighbor Ising (ANNNI) model that mimics the RG flow interpolating between the Tri-Critical Ising CFT in the UV and the Ising CFT in the IR.
Near a continuous phase transition, microscopically different systems may display strikingly similar longdistance behavior -that is, they belong to the same critical universality class [1] . In the language of the renormalization group (RG), which describes how physics changes with scale, such systems are said to "flow" to the same scale-invariant theory or RG fixed point. These fixed points are often described by a conformal field theory (CFT) [2, 3] , which may in turn be specified by a set of parameters known as conformal data.
Given a microscopic description of a critical system (e.g. in terms of a lattice Hamiltonian), an important, yet challenging task is to extract the conformal data as a means to identify the universality class of the phase transition. For critical quantum spin chains -the focus of this work -much progress can be made in highly fine-tuned models, such as integrable lattice models (for example, [4] [5] [6] [7] [8] [9] [10] ). However, for a generic spin chain Hamiltonian one must resort to numerical methods. Exact diagonalization (ED) techniques are useful [11, 12] , but can only deal with small systems, where the long-distance, universal physics is often significantly obscured by the non-universal, microscopic details. Monte Carlo methods can address much larger systems [13] , but only in models that do not suffer from the sign problem. On the other hand, tensor network methods [14] [15] [16] are both sign-problem free and scalable, and several schemes have been proposed to extract conformal data [17] [18] [19] [20] [21] [22] . These include schemes [17] [18] [19] 21] based on the matrix product state (MPS) [15, 23] , which is the ansatz underlying the density matrix renormalization group (DMRG) algorithm [14, 24] .
In this Letter we propose and demonstrate the use of periodic uniform Matrix Product States (puMPS) [25] to extract conformal data from critical quantum spin chains on the circle. We show that, by explicitly preserving translation invariance, this ansatz provides an accurate, scalable approximation to both the ground state and the low-energy excited states of a critical quantum spin chain. Considering periodic chains of up to several hundreds of spins, we can then extract conformal data from these states by using both the energy-momentum spectrum [26] [27] [28] [29] and the matrix elements of lattice Virasoro generators [12, 30] . Finally, we apply this formalism to a critical spin model that interpolates between the Ising and Tri-Critical Ising (TCI) universality classes, enabling us to accurately track the low energy excitations along (a lattice analogue of) the RG flow between the two corresponding CFT's. is the maximum Schmidt rank of a bipartition of the system). To approximate the ground state of a local Hamiltonian H within the variational class of puMPS we use a gradient descent method, analogous to that employed in [31] , with the norm η of the local gradient |Γ (also an MPS) used to determine convergence. See [32] for details.
Matrix Product State ansatz. A puMPS [25] |Ψ(A) ≡
Once we have a puMPS that approximates the ground state, we seek excitations within the space of puMPS Bloch states [33, 34] , which have the form
where T is the translation operator, p is the momentum,
A is the ground-state puMPS tensor, and B s ab parameterizes a Bloch state. To find excitations we must solve a generalized eigenvalue problem, the conditioning of which we can improve by an appropriate gauge choice (a form of preconditioning) [32] .
Extracting conformal data. Given (approximate) excited states of a critical circular spin chain, we wish to (error on ground-state energy density ≈ 10
−11
). The numerically-assigned conformal towers are consistent with the CFT result up to level 7, where some states are misidentified. Note: We displace data points slightly in the x-direction to show degeneracies.
extract conformal data of the 2D CFT describing its RG fixed point. This includes [2] the scaling dimensions ∆ α and conformal spins S α of certain scaling operators (field operators that are covariant under dilations) φ α called primary fields, and the central charge c. There are several useful results [26] [27] [28] [29] [30] [35] [36] [37] that relate accessible finitesize quantities to this conformal data. Here we make use of the discovery [26] [27] [28] [29] that the eigenstates of H have energies E α and momenta P α given by
where N is the number of spins, and A, B, x are constants specific to the microscopic model H. Up to these constants (2) is just the energy-momentum spectrum of the CFT on the circle, with x > 1 determining subleading corrections to its scaling with N . The appearance of ∆ α , S α is due to the operator-state correspondence: each energy eigenstate corresponds to a scaling operator [2] . To systematically identify the CFT operator that each pair ∆ α , S α correspond to, we apply new methods [12] that utilize lattice representations [30] To test the extraction of conformal data using puMPS Bloch states, we compute many variational excitations for a system of size N = 64 with D = 24, using (2) to estimate the scaling dimensions of the corresponding CFT scaling operators and then applying an improved version [32] of the algorithm of [12] for assigning states to conformal towers. The result in Fig. 1 , all computations for which were carried out in a matter of minutes on a modestly powerful laptop, shows that we obtain excellent accuracy, with misidentification of states occuring only at level 7 (and above). As a further test of accuracy, we compute variational excitations for system sizes up to N = 228 (with 24 ≤ D ≤ 36) and extrapolate the scaling dimensions of a selection of scaling operators, as well as central charge (using (3) compare favorably with those of [21] , where infinite MPS are used to determine the central charge and the primary field scaling dimensions, as well as scaling dimensions obtained from MERA and TNR tensor-network techniques [20, 38] . It is also worth noting that the algorithms we use are significantly simpler than those required for the aforementioned methods, despite being somewhat more complicated than DMRG.
Spectral RG flow. We now turn to the ANNNI (Axial Next-Nearest-Neighbor Ising) model
, which includes the critical Ising model at γ = 0 and features a Tri-Critical Ising (TCI) point at γ TCI ≈ 247 [39] . It is symmetric under σ X → −σ X and is self dual for all γ [40, 41] . For our purposes this is an interesting model because the γ term is the lattice analogue of the T T operator (and higher-∆ descendants) in the Ising CFT, and the relevant primary operator ε (φ 1,3 in the Kac table) in the TCI CFT. This can be confirmed by computing the matrix elements of the γ term in the lowenergy eigenbasis of H at the Ising (γ = 0) and TCI points. The interpolating flow between the TCI and the Ising CFT's via this operator has been studied in integrable field theory [42] [43] [44] and also using the truncated CFT Hilbert space approach [45, 46] , as well as in integrable lattice models [5, 6, 47] . Here, we study the flow non-perturbatively in a nonintegrable lattice model using methods that can be applied to any spin-chain system. To do this, we compute the low-energy spectrum of the ANNNI model, scaled and shifted so that the ground state has E = ∆ I = 0 and |T has E = ∆ T = 2 (see [12] ), as a function of two parameters: N and γ.
We call the flow with N a spectral RG flow [48] to emphasize that we are studying the flow of the low-energy spectrum, rather than the couplings of an effective Hamiltonian. How should we expect the spectral RG flow to look? If we consider the ANNNI model at finite N with γ = γ TCI − δ (for small δ > 0) to be a relevant deformation of the TCI CFT then the low-energy physics will be dominated by the nearby TCI point at small N , while increasing N will eventually reveal the Ising CFT. It turns out we can even observe this flow at γ = 10, where in Fig. 2 we see that the low-energy excitations spectrum at N = 24 exhibits some striking similarities to the TCI CFT spectrum, while at N = 128 it looks like the Ising CFT spectrum. Also in Fig. 2 , we show conformal tower membership computed using (3) . At N = 24, despite strong corrections due to the relevant ε perturbation, and further irrelevant perturbations, we nevertheless reproduce some of the low-lying tower-membership results of the TCI. At large N , the state identifications correspond well to the Ising CFT.
We plot the spectral RG flow at γ = 10 for a selection of states in Fig. 3 , including those that would correspond to primary operators in the TCI CFT. We find we can easily determine which Ising CFT operators the TCI CFT primaries correspond to, allowing us to identify:
These results match those found in other studies of different microscopic realizations of the same CFT's, e.g. [6] , and conform with expectations from symmetry considerations. The identity of ε in the TCI CFT with T T in the Ising CFT matches their both being associated with the γ term in H.
We can better confirm the TCI operator identities of the low-energy states at γ = 10 by tracking them as a function of γ → γ TCI . This we do in Fig. 4 for fixed N = 80 (to avoid strong irrelevant corrections vs. N = 24 in Fig. 2 (d) ). We find a very similar pattern to Fig. 3 , which we would expect if the RG flow of Hamiltonian couplings sends γ to zero for any starting γ < γ TCI . Using both plots we can connect the low-energy eigenstates at γ = 10, N = 128, which we identified with Ising CFT operators, with corresponding eigenstates at γ = 100, N = 80, which we can confidently match up with TCI CFT operators.
Summary and conclusions.
We have proposed and demonstrated the use of puMPS and puMPS Bloch states for extraction of conformal data from critical spin chains. The ability to compute accurate variational low-energy eigenstates at large system sizes (far beyond the reach of ED) using these techniques enabled us to study a spectral RG flow in the self-dual ANNNI model, allowing us to identify low-energy eigenstates with CFT operators in both the Ising and Tri-Critical Ising CFT's.
We remark that it was a priori far from obvious that puMPS Bloch states should be an appropriate ansatz for extracting conformal data since, in a generic spin chain, multiparticle scattering states necessitate the use of a For comparison, we also plot the exact scaling dimensions of the Ising and TCI CFT's. Note the crossover between the two largest scaling dimensions plotted, which we confirm by also tracking the ε-tower membership using Hn matrix elements. We also plot exact CFT scaling dimensions. Furthermore, we show to the left how the "flow" with γ links up at γ = 10 with the spectral RG flow of Fig. 3 . We confirm the crossover between the two highest-∆ curves by tracking fidelities of excited states at different γ. modified ansatz [49] for all but the lowest-energy excited states [50] .
However, excited states in the CFT can be created by acting on the vacuum with a linear combination of Fourier modes of field operators [51, 52] , making Bloch states an apparently good match. Furthermore, in a critical system (for sufficiently large D [53] ) correlations in the puMPS are long range so that the tensor B of (1) is well-positioned to capture the action on the ground state of operators that act nontrivially on large segments of the chain, as the lattice analogues of field operators may do in case of higher derivatives ∂ m x φ(x). Certainly we observe that variational low-energy excitations can be computed using Bloch states with sufficient accuracy to allow accurate assignment of conformal towers, and computation of the central charge, using Koo-Saleur lattice Virasoro generators [12, 30] . This is strong confirmation of the suitability of the Bloch state ansatz. Note also that the ansatz can easily be improved by considering B tensors that encompass two or more lattice sites, instead of one [54] .
Finally, we comment on the benefits of dealing with variational states that are exact momentum eigenstates. Not only does this give us precise values for the conformal spin via (2), it allows us to easily distinguish higher-level eigenstates that might be difficult to obtain using methods that sacrifice spatial uniformity. For example, it is easy to obtain the state |T , which has ∆ = 2, S = 2 and is typically used to determine the scaling factor needed to translate scaling dimensions into energies [12, 55] . This is difficult using DMRG, where alternative methods for computing the scaling factor are preferred [19] . 
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Supplemental Material puMPS gradient descent
A puMPS on N sites is defined as ), but it is not applicable to critical systems [34] . Here, we propose a local gradient descent method that takes advantange of both time dependent variational principle (TDVP) [34, 59] and local gradient descent for open boundary MPS [31] .
The energy minimization goes as follows. First, transform the puMPS into the central gauge analogous to that of the open boundary MPS case [24] . We express the MPS tensor A as
The proportionality constant a is chosen such that the puMPS state is normalized. This local regauging of MPS does not depend on the boundary conditions, and thus can be done in the same way as the open boundary MPS case. The difference is that, in the case of open boundary MPS, a = 1 ensures the normalization of the state, while in puMPS it is generally not true. Then the energy functional can be written as a function of λ and A C ,
where we treat A C and its complex conjugate as independent parameters. For compactness, we denote the components of tensor
is the joint index of physical index and bond indices for tensor A C . To minimize the energy functional, we compute the local gradient of the energy functional, ∂E/∂Ā µ C , where the derivative is taken with respect to A C on only one site, say, the N th site. The result does not depend on the site where the derivative is taken as a result of translation invariance. In contrast to MPS with open boundary condition, the derivative is not the optimal direction for the tensor A C to move, because the variational manifold is not flat [31, 59] . Instead, the variational manifold is equipped with a Kähler metric gμ ν , which in our case is the local effective norm matrix,
where the derivatives are taken with respect to the tensor on the same site. Then the local gradient descent direction becomes
where g µν is the inverse of the metric, satisfying g µν gν ρ = δ µ ρ . Now we are ready to compute the optimal gradient with tensor networks. The local metric gμ ν is represented in Fig. 5 . The derivative ∂E/∂Ā ν C can be further simplified with following trick:
The second term can be eliminated by requiring that at each iterative step the expectation of energy is zero, which can be achieved by a shift of HamiltonianH = H − H . Thus,
The shift of Hamiltonian does not alter the ground state, which justifies above simplification. The derivative in (9) is represented as tensor networks in Fig. 5 .
, we update the state as
where α is the step size obtained by either line search or empirical adjustment. A is then used as the new puMPS tensor (for all sites), resulting in an updated state. Since A is generally no longer in a canonical form, we may then transformed the updated puMPS back into, say, left canonical form. The convergence is monitored by the norm of the local gradient. It is defined as
and is analogous to the convergence measure used in the TDVP. We usually stop the iteration when η < 10 ). The main difference from TDVP is that in the latter method the full effective norm matrix is computed, i.e., the derivative in (6) is taken with respect to the tensor on all sites, which costs O(N D
6
). Unlike the case of open boundary MPS, where the use of central canonical form immediately takes the local effective norm matrix to be identity, the local metric gμ ν is nontrivial due to periodic boundary condition. The inverse metric, however, does not need to be computed densely, since all we need is to compute (7), where the left hand side can be solved iteratively from the linear equation. The use of central gauge, though it does not eliminate the need for inverting the metric, is necessary in practice, since it generally leads to a better conditioned local metric favored by iterative linear equation solvers.
Preconditioning of puMPS
Optimization algorithm using gradient descent usually suffers from local minimums. Preconditioning serves as a procedure to find a initial state that approximates the global minimum, with which gradient descent works better. In the context of puMPS optimization, we observe that starting with a random state usually works for smaller bond dimension in smaller systems. For puMPS with larger bond dimension in larger systems, the energy landscape of the variational manifold becomes more complicated, and the algorithm is more likely to be stuck in a local minimum. Here, we use several simple ways of preconditioning.
First, we can directly use the optimized puMPS tensor for system size N 0 as the building block for the initial state for slightly larger system sizes N 1 > N 0 with the same bond dimension.
Second, for the same system, to find an initial puMPS state with bond dimension D 1 , we can use the optimized puMPS tensor with smaller bond dimension D 0 , enlarging it to d × D 1 × D 1 and filling the vacancies with small random numbers.
We compare the convergence of local gradient descent algorithm in two cases: with preconditioning or starting with random state, see Fig. 6 . The result shows that preconditioning significantly accelerates convergence and helps producing more accurate ground state approximation with puMPS.
Excited state ansatz
The excited state ansatz with momentum p is a tangent vector of optimized puMPS, also known as a Bloch state,
(10) The Hamiltonian eigenvalue equation in the subspace of tangent vectors is then transformed into a generalized eigenvalue equation [25] 
where Nμ ν (p), Hμ ν (p) are effective norm matrix and effective Hamiltonian for tangent vectors in each momentum sector, defined as A) , where the derivative is taken with respect to the tensor on all sites as opposed to the local metric in ground state optimization.
We have to be a bit cautious when solving the generalized eigenvalue equation (11) , since the full effective norm matrix Nμ ν (p) is only semi-positive definite due to gauge freedom of MPS tangent vectors [34, 54] . Even if we project out its null space, it is still not well conditioned as many positive eigenvalues may be close to zero. The first problem is settled if we use the pseudoinverse of the effective norm matrix instead of ordinary inverse. To solve the second problem, we can again resort and B C = Bλ. Then (11) can be rewritten in terms of B C ,
where Nμ ν,C (p) and Hμ ν,C (p) are obtained by substituting the derivatives in (12), (13) by derivatives with respect to B C . They are depicted as tensor networks in Fig. 7 . The effective norm matrix Nμ ν,C (p) in central gauge is much better conditioned than the original effective norm matrix Nμ ν (p). We plot their eigenvalues for the Ising model with N = 64 and puMPS bond dimension D = 24 to show it explicitly, see Fig. 8 .
We the multiply the pseudoinverseÑ ρμ C (p) of the effective norm matrix on both sides of (14) to obtain the ordinary eigenvalue equation,
Finally we solve (15) ). However, since we only need to construct the matrices only once for each momentum sector, the actual time cost is usually less than ground state optimization.
Fidelity with Exact Diagonalization
We explicitly check the fidelity of puMPS tangent vectors obtained above with eigenstates obtained by exact diagonaliztion for the Ising model with N = 20. The fidelity is defined as
where |Φ α,ED is the αth eigenstate from diagonalizing the Hamiltonian, and Φ pα (B α , A) is the corresponding eigenstate represented by puMPS tangent vector with momentum p α . We compute the first 41 eigenstates corresponding to the first 4 levels of conformal towers (∆ ≤ 4 + 1/8). The result is shown in Fig. 9 .
We can see that although fidelity decreases as energy increases for a fixed bond dimension, fidelity increases uniformly for each state as the bond dimension increases, regardless of energy and conformal tower of the state. Then we conclude that the puMPS tangent vector ansatz, (10) , can capture all eigenstates in the low energy spectrum with sufficiently small errors given large enough bond dimension.
Computation of matrix elements of Virasoro generators
The Virasoro generators are constructed as Fourier modes of Hamiltonian, see the main text. The zero mode H 0 is the Hamiltonian itself, while H n = H † −n are ladder operators that connect different states in the same conformal tower. For the purpose of identifying conformal towers, it suffices to compute the matrix elements of H 1 and H 2 in low energy basis,
where α and β are labels for eigenstates in low energy spectrum. It is nonzero only if the momenta match, i.e.,
(16) is obviously bilinear in the B tensors, thus we can define the effective H n matrix H n,μν implicitly as where µ, ν are indices of the B tensors. When n = 0 and p α = p β = p, H n,μν (p α , p β ) reduces to the effective Hamiltonian Hμ ν (p) in (13). The computation of effective H n matrices is also similar to that of the effective Hamiltonian. The only difference is that we need to change phases of certain elements in the MPO, see Fig. 7 . Thus, for each n and each pair of momenta satisfying (17) , the computation cost is also O(N D
). Finally, we can plug into (18) the tangent state B tensors to obtain the matrix elements H n,αβ of H n in the low energy basis with a negligible O(D 2 ) cost.
Identification of conformal towers
With the help of matrix elements of ladder operators H n , we may identify conformal towers following the method in [12] . Here, we propose a slightly different ap-proach which identifies conformal towers level by level.
First, we identify primary states following method in [12] . Denote the number of primary states as n p . Then, for each state |Φ α , assign an array C αl , where l = 1, 2 · · · n p . For primary states, C αl = δ l,l0 , where l 0 is the index for the primary state. Next, for non-primary states, from energy lower to higher, compute
and normalize the array C αl . Finally, determine for each non-primary state which conformal tower it belongs to, according to which component of C αl is the largest. Typically, the largest component of C αl decays with energy resulting from finite size effect. However, for the Ising model, we find that the finite size effect causes little problem in conformal tower identification for low lying spectrum, where finite bond dimension effect is not strong. This is in accordance with [12] , which results from the fact that finite size perturbation for the Ising model comes from operators in the identity tower.
Extrapolation of conformal data
As mentioned in the main text, scaling dimensions ∆ α and conformal spin s α are extracted from the energymomentum spectrum, and the central charge c is extracted from the matrix element of H 2 . There are nonuniversal finite size corrections to ∆ α and c at finite system sizes, which depends on particular lattice realization of CFT. By collecting ∆ α and c for different system sizes and extrapolating to the thermodynamic limit, we can obtain conformal data with higher accuracy.
Physical quantities near CFT usually exhibit power law scaling. In general, we can relate the finite size conformal data ∆ α (N ), c(N ) to their thermodynamic value ∆ α , c by .
