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Resumen 
Hasta hace pocos años, la utilización de aritmética redundante en FPGAs había 
sido descartada por dos razones principalmente. En primer lugar, por el buen 
rendimiento  que ofrecían los sumadores de acarreo propagado, gracias a la lógica  de  
de acarreo que poseían de fábrica y al pequeño tamaño de  los operandos en las 
aplicaciones típicas para FPGAs. En segundo lugar, el excesivo consumo de área que 
las herramientas de síntesis obtenían cuando mapeaban unidades que trabajan en carry-
save. 
En este trabajo, se muestra que es posible la utilización de aritmética redundante 
carry-save en FPGAs de manera eficiente, consiguiendo un aumento en la velocidad de 
operación con un consumo de recursos razonable. Se ha introducido un nuevo formato 
redundante doble carry-save y se ha demostrado que la manera óptima para la 
realización de multiplicadores de elevado ancho de palabra es la combinación de 
multiplicadores empotrados con sumadores carry-save. 
 
Abstract 
Till a few years ago, redundant arithmetic had been discarded to be use in FPGA 
mainly for two reasons. First, the efficient results obtained using carry-propagate adders 
thanks to the carry-logic embedded in FPGAs and the small sizes of operands in typical 
FPGA applications. Second, the high number of resources that the synthesis tools 
utilizes to implement carry-save circuits.   
In this work, it is demonstrated that carry-save arithmetic can be efficiently used 
in FPGA, obtaining an important speed improvement with a reasonable area cost. A 
new redundant format, double carry-save, has been introduced, and   the optimal 
implementation of large size multipliers has been shown based on embedded multipliers 
and carry-save adders. 
 
 Uso eficiente de aritmética redundante en FPGAs                                                 Pag. i 
Manuel A. Ortiz López                                   
Índice 
1. Introducción.................................................................................................................. 1 
1.1. Aritmética en Computadores ................................................................................. 3 
1.2. Sumadores ............................................................................................................. 5 
1.3. Aritmética y sumadores carry-save ....................................................................... 9 
1.4. Operaciones de suma y producto en FPGAs ....................................................... 11 
1.5. Motivación del trabajo......................................................................................... 13 
1.6. Comentarios sobre los datos y las herramientas de desarrollo utilizadas............ 14 
2. Aritmética redundante en FPGAs: Situación actual ................................................... 17 
2.1. Introducción......................................................................................................... 19 
2.2. Aplicaciones que han demostrado los beneficios de la utilización de aritmética 
redundante en FPGAs.......................................................................................... 20 
2.3. Mapeo eficiente de sumadores carry-save .......................................................... 21 
2.4. Descripción y síntesis desde lenguajes de alto nivel de aritmética CS: suma 
multioperando...................................................................................................... 22 
2.5. Propuestas de modificación del hardware de las FPGAs .................................... 25 
3. Implementación eficiente de sumadores carry-save en FPGAs................................. 27 
3.1. Introducción......................................................................................................... 29 
3.2. Compresores en FPGAs con LUT4 ..................................................................... 30 
3.2.1. Introducción.................................................................................................. 30 
3.2.2. Estudio de los tiempos de propagación de sumadores CSA frente a CPA en 
FPGAs de bajo coste basadas en LUT4. ...................................................... 31 
3.2.3. Estudio de utilización de recursos de sumadores CSA frente a CPA en 
FPGAs de bajo coste basadas en LUT4........................................................ 32 
3.2.4. Optimización de compresores CSA aprovechando la entrada de acarreo 
propagado ..................................................................................................... 37 
3.2.5. Análisis de características de compresores en LUT4 ................................... 40 
3.3. Compresores en FPGAs con LUT6 ..................................................................... 43 
3.3.1. Introducción.................................................................................................. 43 
3.3.2. Implementando un compresor [3:2] en LUT6.............................................. 44 
3.3.3. Implementando un compresor [4:2] en LUT6.............................................. 44 
3.3.4. Implementando compresores de orden superior en LUT6 ........................... 50 
3.3.5. Sumador ternario en LUT6........................................................................... 54 
3.3.6. Sumador doble carry-save [4:3], [5:3], [6:3] y [7:3].................................... 55 
3.3.7. Análisis de características de compresores en LUT6 ................................... 58 
4. Implementación de multiplicadores de ancho de palabra elevado ............................. 63 
4.1. Introducción......................................................................................................... 65 
4.2. Diseño de multiplicadores de gran ancho de palabra en FPGAs......................... 67 
4.3. Resultados de la implementación de multiplicadores de ancho de palabra elevado 
en FPGAs con LUT4 ........................................................................................... 72 
4.4. Resultados de la Implementación de multiplicadores de ancho de palabra elevado 
en FPGAs con LUT6 ........................................................................................... 75 
5. Conclusiones y líneas futuras ..................................................................................... 79 
6. Referencias ................................................................................................................. 83 
Anexo de publicaciones.................................................................................................. 95 
 Uso eficiente de aritmética redundante en FPGAs                                                 Pag. iii 
Manuel A. Ortiz López                                   
Índice de figuras 
Figura 1. Acelerador hardware conectado al bus PCI ...................................................... 4 
Figura 2. Sumador completo de 1 bit ............................................................................... 5 
Figura 3. Sumador CRA de m bits ................................................................................... 6 
Figura 4. Sumador CLA-4. ............................................................................................... 8 
Figura 5. Sumador carry-save de m bits........................................................................... 9 
Figura 6. Ejemplo de suma en CSA ............................................................................... 10 
Figura 7. Compresor [4:2] construido a partir de dos compresores [3:2]. ..................... 10 
Figura 8. Configurable Logic Block. .............................................................................. 12 
Figura 9. Diagrama simplificado de una FPGA Spartan-3............................................. 33 
Figura 10. Implementación de un sumador CPA de dos bits o CSA de radix-4. ........... 34 
Figura 11. Implementación eficiente de un sumador CSA de 1 bit................................ 35 
Figura 12. Mapeo de compresores [3:2] en un slice para tener un compresor [4:2]. ..... 36 
Figura 13. Implementación de un compresor [4:2] en un slice. ..................................... 36 
Figura 14. Implementación clásica de compresores [5:2]. ............................................. 38 
Figura 15. Compresor [5:2] optimizado para FPGA con LUT4. ................................... 38 
Figura 16. Implementación clásica de compresores [7:2]. ............................................. 39 
Figura 17. Compresor [7:2] optimizado para FPGA con LUT4. ................................... 40 
Figura 18. Slice simplificado de FPGAs con LUT6....................................................... 43 
Figura 19. Compresor [3:2] sintetizado en una LUT6. .................................................. 44 
Figura 20. Compresor [4:2] sintetizado en  2 LUT6. ..................................................... 46 
Figura 21. Compresor [4:2] optimizado en área............................................................. 47 
Figura 22. Compresor [4:2] optimizado en velocidad.................................................... 48 
Figura 23. Síntesis del compresor [5:2] optimizado en área. ......................................... 50 
Figura 24. Implementación clásica de un compresor [6:2]. ........................................... 51 
Figura 25. Compresor [5:2] optimizado en velocidad.................................................... 52 
Figura 26. Compresor [6:2] optimizado en velocidad.................................................... 53 
Figura 27. Compresor [7:2] optimizado en velocidad.................................................... 53 
Figura 28. Sumador básico doble carry-save [4:3]. ....................................................... 56 
Figura 29. Sumador doble carry-save [5:3].................................................................... 56 
Figura 30. Sumador doble carry-save [6:3].................................................................... 57 
Figura 31. Sumador doble carry-save [7:3].................................................................... 57 
Figura 32. Multiplicador con signo de 35x35 bits.......................................................... 70 
Figura 33. Productos parciales de un multiplicador de 35x35 bits con signo. ............... 70 
Figura 34. Productos parciales de un multiplicador de 52x35 bits con signo. ............... 71 
Figura 35. Multiplicador de 52x35 bits con signo y salida de suma y acarreo. ............. 71 
Figura 36. Multiplicador de 51x34 bits sin signo con salida CSA................................. 74 
 Uso eficiente de aritmética redundante en FPGAs                                                 Pag. v 
Manuel A. Ortiz López                                   
Índice de tablas 
Tabla 1. Tiempos de propagación para sumadores CPA y CSA para la FPGA XC3S200-
4ft256.............................................................................................................................. 31 
Tabla 2. Ocupación de área de un sumador CSA de 8 bits. ........................................... 35 
Tabla 3. Implementación clásica de compresores versus implementación optimizada. 40 
Tabla 4. Características de compresores de 32 bits carry-save para  LUT4. ................. 41 
Tabla 5. Recursos contenidos en los slices según el tipo. .............................................. 43 
Tabla 6. Funciones lógicas utilizadas para la síntesis del compresor [4:2] optimizado en 
velocidad......................................................................................................................... 48 
Tabla 7. Compresores [m:2] de 32 bits optimizados en área.......................................... 51 
Tabla 8. Compresores [m:2] de 32 bits optimizados en velocidad................................. 54 
Tabla 9. Sumador de 2 operandos versus 3 operandos................................................... 54 
Tabla 10. Sumadores doble carry-save [m:3] de 32 bits. ............................................... 58 
Tabla 11. Características de sumadores de 32 bits carry-save para  LUT6. .................. 59 
Tabla 12. Resultados de multiplicadores con signo en FPGA con LUT4...................... 73 
Tabla 13. Resultados de multiplicadores sin signo en FPGAs con LUT4. .................... 74 
Tabla 14. Resultados de multiplicadores con signo en FPGAs con LUT6. ................... 76 
 Uso eficiente de aritmética redundante en FPGAs                                                 Pag. vii 
Manuel A. Ortiz López                                   
Índice de Gráficos 
Gráfico 1. Retardo de compresores de 32 bits carry-save para  LUT4. ......................... 41 
Gráfico 2. Comparativa de velocidad en sumadores de 32 bits carry-save para  LUT6.60 
Gráfico 3. Comparativa de área consumida en sumadores de 32 bits carry-save para  
LUT6. ............................................................................................................................. 60 
Gráfico 4. Frecuencia de trabajo de multiplicadores con salida CPA en LUT6s........... 78 
Gráfico 5. Área consumida de multiplicadores con salida CPA en LUT6s. .................. 78 
 Uso eficiente de aritmética redundante en FPGAs                                                 Pag. ix 
Manuel A. Ortiz López                                   
Acrónimos empleados 
ASIC  Circuitos integrados para aplicaciones específicas 
CLA Sumador de acarreo anticipado 
CLB Configurable Logic Blocks  
CPA  Sumador de acarreo propagado 
CRA  Sumador de acarreo encadenado 
CS Carry-save 
CSA  Carry-save Aritmética o sumador carry-save 
DSP  Procesamiento digital de señales 
FA Sumador completo 
FPCA Field Programmable Counters Array 
FPGA  Field Programmable Gate Array 
FPCT Field Programmable Compressor Tree 
GPC Generalized Parallel Counters 
GPU Procesador para tratamiento de gráficos  
LUT Look-up table 
LUT4  Look-up table con 4 entradas 
LUT6  Look-up table con 6 entradas 
MAC  Unidad de multiplicación y acumulación 
PCI Bus de interconexión de periféricos 
PPA Parallel prefix adders 
SAD  Operación  de suma de las diferencias aritméticas 
SD Signed-digit 
VHDL  Lenguaje de alto nivel de descripción hardware 
 Uso eficiente de aritmética redundante en FPGAs                                                 Pag. 1 
Manuel A. Ortiz López                                   
1. Introducción 
 
Breve resumen 
En este capítulo se hará una breve descripción de los sumadores que aparecerán 
en este trabajo así como una breve introducción sobre FPGAs. 
Introducción 
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1.1. Aritmética en Computadores 
La aritmética en computadores se orienta en dos direcciones. Por un lado, se 
intenta dotar a los procesadores principales de unidades aritméticas flexibles que 
implementan cualquier operación aritmética mediante programación, y por otro lado, se 
utilizan unidades especializadas y/o coprocesadores para determinadas operaciones que 
requieren un elevado tiempo de cómputo o una precisión numérica variable, o para 
operaciones complejas sobre un gran volumen de datos. 
La realización de operaciones aritméticas sobre el procesador principal tiene la 
ventaja  de la flexibilidad ofrecida por la programación y un consumo de recursos 
limitados. Las unidades aritméticas integradas en los procesadores son principalmente 
unidades que trabajan en punto flotante, y que no siempre permiten realizar operaciones 
en tiempo real, sobre todo en el tratamiento digital de señales (incluido el tratamiento de 
imágenes), criptografía, operaciones en punto fijo, operaciones de precisión variable, 
etc. Para aumentar el rendimiento de estas operaciones, se han dotado a los 
computadores de unidades especializadas como las unidades para procesamiento digital 
de señales (DSP) incluidas en algunos procesadores principales, o coprocesadores para 
tratamiento de gráficos (GPU). Aún así, existen operaciones muy costosas cuya 
realización no es posible mediante programación en procesadores especializados. Se 
hace necesaria la utilización de unidades dedicadas que realizan algoritmos concretos 
por hardware, aumentando de esta forma el rendimiento.  
El desarrollo de los dispositivos programables, o más comúnmente llamados 
dispositivos reconfigurables, ofrecen una nueva posibilidad para la realización de 
operaciones complejas que requieren un elevado tiempo de cómputo. Además de la 
posibilidad de reconfiguración de estos dispositivos, permiten la computación con un 
elevado rendimiento, superando en dos órdenes de magnitud a los procesadores de 
propósito general en algoritmos aritméticos [1][2]. 
Surgen con mucha fuerza los sistemas reconfigurables y los aceleradores 
hardware que incluyen estos dispositivos reconfigurables. Los aceleradores hardware, 
especialmente los que se conectan a los buses internos del sistema computacional, 
permiten la programación del algoritmo que se desee implementar por hardware, desde 
el procesador principal, de una manera cómoda e incluso on-line, en los dispositivos 
Introducción 
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reconfigurables que contienen [3][4]. La Figura 1 muestra la estructura que 
habitualmente se utiliza para realizar aceleradores hardware conectados al bus PCI 
[5][6].  
FPGA
PCI Bus 
Interface
Configuration load 
Bus
Local Bus
Debugger Bus
Bridge
Algorithm
Application Accelerator
PC
I I
n
te
rfa
ce
 
Figura 1. Acelerador hardware conectado al bus PCI 
Los dispositivos reconfigurables ofrecen un elevado rendimiento ya que las 
operaciones se realizan por hardware, y el hardware permite aprovechar el paralelismo 
inherente al algoritmo. En este sentido la realización de algoritmos en  Field 
Programmable Gate Array (FPGA) ofrecen una buena alternativa por la alta integración 
de recursos lógicos y la facilidad de programación. Estos dispositivos se utilizan 
ampliamente en numerosas aplicaciones, especialmente en procesamiento digital de 
señales [7][8][9][10], aceleradores hardware [11][12][13], criptografía [14][15], etc. 
Los algoritmos complejos implementados en estas unidades dedicadas, hacen un 
uso intensivo de operaciones aritméticas, motivo por el cual los fabricantes de FPGAs 
intentan optimizar al máximo la implementación de operaciones de suma y producto 
para conseguir un rendimiento elevado con un mínimo coste de recursos. Este 
compromiso hace que los fabricantes integren sumadores rápidos con un consumo de 
recursos pequeño y multiplicadores muy rápidos aunque con un ancho de operandos 
pequeño. Sin embargo, a veces los requisitos de velocidad de las operaciones 
implementadas, obligan al diseñador a utilizar otros tipos de sumadores y 
multiplicadores más eficientes aunque con un consumo de recursos mayor, o a utilizar 
FPGAs rápidas y costosas. La implementación de sumadores y multiplicadores 
eficientes será la alternativa que pretende este trabajo. 
El documento se estructura de la siguiente manera, en primer lugar, se hará una 
breve introducción sobre sumadores y aritmética redundante, para fijar las ideas de 
partida más importantes de este trabajo. Posteriormente se hará un estudio de las 
Introducción 
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incipientes líneas seguidas actualmente para la implementación de aritmética 
redundante en FPGAs. En los capítulos siguientes se mostrará cómo es posible una 
implementación eficiente de aritmética redundante en FPGAs, proponiendo soluciones 
que optimizan el consumo de recursos, una de las principales desventajas de la 
aritmética redundante, frente a la aritmética tradicional. Para finalizar se presentarán 
unas conclusiones y los trabajos futuros. 
1.2. Sumadores  
En este apartado se realizará una breve descripción de los sumadores más 
utilizados para realizar la operación de suma por hardware. No se pretende mostrar 
todos los sumadores que se han descrito hasta el momento, sino los más utilizados en 
FPGAs y los que se proponen como alternativa  en este trabajo. Para un estudio más 
detallado se puede consultar [16][17]. 
Para realizar una operación de suma básica en aritmética digital, se utiliza un 
sumador completo (FA), que suma tres bits (habitualmente un bit de cada operando y un 
acarreo de entrada) y genera un bit de suma y un acarreo de salida. Un sumador 
completo se puede observar en la Figura 2.  
a 
b
c
cout
s
a b c
scout
 
Figura 2. Sumador completo de 1 bit 
Si se quiere realizar una suma de operandos de cualquier número de bits se 
pueden componer sumadores completos de 1 bit, que trabajan de la misma manera en 
como se realizaría la suma de una manera natural. Como muestra la Figura 3, se suma 
cada dígito junto con el acarreo generado en el dígito anterior. Estos sumadores reciben 
el nombre de Basic Carry-Ripple Adder (CRA o RCA). 
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a b c
scout
a b c
scout
s1
Weight 21Weight 2m-1
sm-1
a1 b1am-1 bm-1
cp2
a b c
scout
s0
a0 b0 0
cpm cp1
Weight 20
 
Figura 3. Sumador CRA de m bits 
El sumador CRA tiene el inconveniente de que la suma en un bit concreto no 
finaliza hasta que no se haya generado el acarreo en el bit de peso anterior. Por tanto, la 
suma completa no se obtiene hasta que no se sume el último bit que no podrá tenerse 
hasta que no se obtengan los acarreos de todas las etapas anteriores. El retardo de un 
sumador  CRA básico dependerá del tiempo empleado en generar el acarreo (DelayCn) 
en cada bit y el número de bits del sumador (n) (Ecu. 1). 
∑=
n
delay CnDelayS
1
)(                                               Ecu.1 
En este tipo de sumadores el esfuerzo para conseguir una mayor velocidad se 
pone en disminuir el retardo en la generación del acarreo e incluso anularlo [16][17]. En 
las FPGAs se intenta disminuir en la medida de lo posible el retardo del acarreo, pero 
hay que hacer notar que aunque sea pequeño, el retardo de un sumador CRA depende 
del número de bits. 
Del otro lado, una solución teórica sería diseñar sumadores que realicen la suma 
completa en dos niveles. En este caso el retardo teórico sería igual a la generación de 
todos los bits de suma en paralelo e igual al retardo de los dos niveles de puertas. Esto 
en la realidad solamente se puede conseguir para un número de bits pequeño, ya que 
para un número elevado de bits, son necesarias un gran número de puertas lógicas con 
un número de entradas elevado. 
 Una solución intermedia, entre la rápida y costosa técnica de dos niveles y la 
lenta pero simple técnica de propagación del acarreo, para conseguir un sumador  de m 
bits con un consumo de hardware razonable, sería tener un sumador completo de m bits 
que  generase todos los acarreos simultáneamente. Este tipo de sumadores se les llama 
Carry-Lookahead Adder (CLA). Los CLA se nombran por el número de bits que 
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computan a las vez, de esta forma se tiene un CLA de módulo 1 CLA-1, que suma 1 bit 
de cada operando, de módulo 2, que suma 2 bits de cada operando, y en general se les 
llama de módulo m CLA-m, que suma m bits de cada operando. La parte del circuito 
que genera el acarreo no toma sus entradas directamente de las entradas primarias, sino 
que tiene como entrada otras señales auxiliares. En la literatura se pueden encontrar 
varios diseños de sumadores de acarreo anticipado [16][18]. Uno de los diseños consiste 
en generar dos señales auxiliares gi y pi, a partir de las entradas primarias, para generar 
el acarreo, como muestra la Figura 4 para 4 bits. Con estas funciones las ecuaciones de 
un sumador quedan: 
1−⊕⊕= iiii cpgs    
1−+= iiii cpgc   
Siendo: 
iii yxg = ,  y iii yxp +=  
Por ejemplo, para un sumador de acarreo anticipado de 4 bits las funciones 
necesarias para implementar el acarreo anticipado serían: 
in
in
in
in
cppppgpppgppgpgc
cpppgppgpgc
cppgpgc
cpgc
01230123123334
0120121223
010112
001
2 ++++=
++
++
+
+=
=
=
 
Por último las 4 funciones de suma quedan: 
2333
1222
0111
000
CgpS
CgpS
CgpS
CgpS in
⊕⊕=
⊕⊕=
⊕⊕=
⊕⊕=
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x0y0
p0 g0
c0 cin
cinGenerador de acarreo anticipado
x1y1
p1 g1
x2y2
p2 g2
x3y3
p3 g3
c2 c1
s0s1s2s3
c3
g0p0g1p1g2p2g3p3
 
Figura 4. Sumador CLA-4. 
En este caso el retardo teórico sería igual a la generación del bit de suma. Sin 
embargo, para un número elevado de bits es necesaria una gran cantidad de lógica, con 
un número de entradas también elevado, al igual que sucedía con el sumador de dos 
niveles. Por este motivo, este tipo de sumadores se descartan para su utilización en 
FPGAs. En [19] se estudia el rendimiento de este tipo de sumador y otras variantes 
similares  obteniendo como conclusión, que utilizando las cadenas de acarreo "de 
fábrica" que contienen las FPGAs para formar sumadores CRA se obtienen sumadores 
más rápidos y que ocupan menos área. 
Entre estas soluciones extremas comentadas anteriormente, la más lenta y que 
consume menos recursos, y la más rápida pero con un consumo elevadísimo de 
recursos, existen otras alternativas para implementar sumadores en FPGAs: 
• Aumentar el radix, es decir, tener un sumador completo de más de un bit que 
aproveche los recursos lógicos que contienen las FPGAs. 
• Optimizar la cadena de acarreo a nivel lógico, creando nuevas estructuras como 
se hace en los sumadores “parallel prefix adders (PPA)” que son variaciones de 
los sumadores CLA. 
• Intentar optimizar la generación de acarreo cuidando el diseño a nivel físico y de 
rutado, una de las opciones por la que optan los fabricantes de FPGAs. 
• Intentar realizar sumas intermedias sin necesidad de propagar el acarreo, como 
se hace en la aritmética redundante.  
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En los circuitos integrados para aplicaciones específicas (ASIC) la aritmética 
redundante se ha utilizado como una buena alternativa para aumentar el rendimiento 
frente a la aritmética tradicional, especialmente en la suma de multioperandos. La suma 
de multioperandos es una operación utilizada frecuentemente y que aparece en muchos  
algoritmos como multiplicación [20][21], filtros [22][23], SAD [24], y otros 
[13][25][26][27], por citar algunos. 
1.3. Aritmética y sumadores carry-save 
La  representación redundante de números  se utiliza para reducir el tiempo de 
suma, limitando el  camino de la cadena de acarreo a varios bits. De esta manera el 
tiempo empleado para la realización de la suma no depende del número de bits de los 
operandos. Las representaciones más habituales son carry-save (CS) y signed-digit 
(SD). La aritmética carry-save (CSA) se utiliza ampliamente cuando se requieren sumar 
un número de operandos elevado y en las operaciones internas de los multiplicadores.  
El sumador CSA básico realiza la suma de tres operandos utilizando un array de 
sumadores completos de un bit, pero sin conectar la cadena de acarreo, como se muestra 
en la Figura 5. El resultado es un número redundante en representación CS que está 
compuesta de una palabra de suma (S) y palabra de acarreo (C). 
a b c
scout
a b c
scout
s1
Weight 21Weight 2m-1
sm-1
x1 y1xm-1 ym-1
c2
a b c
scout
s0
x0 y0 0
cm c1
Weight 20
zm-1 z1
 
Figura 5. Sumador carry-save de m bits. 
Por tanto, la suma de tres operandos X, Y, Z de n-bits se representa por dos 
números C y S. 
X + Y + Z = C + S    
Los números C y S de n-bits se obtienen sin propagación de acarreo con el 
retardo de un solo sumador completo. Esta representación se le llama redundante, 
puesto que muchas combinaciones de C y S producen el mismo número. En la Figura 6, 
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a modo de ejemplo, se puede observar cómo al sumar dos números distintos que dan el 
mismo resultado en aritmética convencional producen dos combinaciones distintas de C 
y S. Por tanto, hasta que no se realice la suma C y S no se tendrá un número en la 
representación convencional. Para ello será necesario utilizar un sumador convencional 
que suma dos operandos y da como resultado un único número. Mientras todas las 
operaciones se realicen en aritmética CSA no es necesaria realizar la conversión. 
Además es posible realizar la conversión “on-the-fly” [28][29], aunque incrementa el 
consumo de recursos ya que es necesario realizar una computación paralela. 
1 0 1 0
1 0 0 0
0 0 1 0
0 1 0 0
S
C
+
10
2
4
8
+
0 1 0 1
0 0 1 0
0 1 1 1
1 0 1 0
S
C
+
5
7
10
2
+
 
Figura 6. Ejemplo de suma en CSA 
Este circuito CS desde otro punto de vista realiza la reducción de tres números 
binarios a dos números binarios, por lo que se le llama compresor [3:2] o contador [3:2]. 
Si se desea sumar dos números  CS se necesita una reducción de 4 a 2. Esto se puede 
realizar utilizando dos compresores [3:2] como muestra la Figura 7. A este circuito se le 
llama compresor [4:2]. En este caso, el tiempo de computación para dos números de n 
dígitos CS es el de dos sumadores completos. Obsérvese como la propagación de 
acarreo se corta ya que el acarreo propagado del primer nivel se conecta a la entrada del 
sumador completo del segundo nivel del bit de peso siguiente. 
a b c
scout
a b c
scout
a b c
scout
a b c
scout
s1_i
sout_icout_i+1
Weight 2iWeight 2i+1
cin_i+1
s1_i+1cp_i+2
sout_i+1cout_i+2
aibicidiai+1bi+1ci+1di+1
cin_i+2
cp_i+1
cin_i
cout_i
 
Figura 7. Compresor [4:2] construido a partir de dos compresores [3:2]. 
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Por último, comentar que se pueden sumar m operandos de un bit y producir una 
palabra de suma S y otra de acarreo C. De este modo se tienen compresores [5:2] que 
realiza una reducción de cinco bits a dos, compresores [6:2] que realiza una reducción 
de 6 bits de entrada a dos y en general compresores [p:t] que realiza la suma de p bits de 
entrada y produce una salida de t bits. 
Una de las desventajas de la representación CS es que el número de bits 
involucrados en la suma es el doble. Para reducir el hardware una alternativa es la 
utilización de un radix superior, que será una de las opciones propuestas en la literatura 
y se propondrá también como una de las alternativas de implementación que se 
mostrarán en este trabajo, para optimización en FPGAs. 
La utilización de la representación CS es especialmente útil en algoritmos que 
requieran muchas sumas intermedias puesto que todas las sumas se pueden llevar a cabo 
en representación CS y donde la conversión a representación convencional  no consuma 
el tiempo ahorrado en la representación CS. Este es el caso de operaciones de  
acumulación, suma de multioperandos, multiplicación, división, raíz cuadrada, etc. 
La aritmética CS se utiliza habitualmente para la suma de multioperandos 
especialmente en multiplicadores, debido a que se debe realizar la suma de los 
productos parciales [30][31]. Para llevarla a cabo se crean árboles de compresores (no 
se deben confundir con los compresores como circuito) que generan la salida en 
aritmética redundante CS. La suma S y el acarreo C se suman finalmente para producir 
una salida convencional. 
El resto del trabajo está centrado en los sumadores carry-save, puesto que la 
extensión a la representación signed-digit se puede conseguir fácilmente invirtiendo  
determinadas entradas y salidas en los compresores, como se demostró en [32]. 
1.4. Operaciones de suma y producto en FPGAs 
Los principales recursos disponibles en una FPGA para la implementación de 
circuitos combinacionales y secuenciales son los Configurable Logic Blocks (CLB).  
Los CLBs están distribuidos formando un array bidimensional. Cada CLB (Figura 8) 
está conectado a una matriz de conmutación que se conecta a su vez a una matriz 
general de rutado, de forma que todos los CLBs se pueden interconectar programando 
estas matrices. Los CLBs están divididos a su vez en slice. Los slices no están 
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conectados entre sí, sino que van conectados a una matriz de conmutación. Entre slice 
existe una conexión directa llamada Cin vista desde la entrada del slice y Cout vista desde 
la salida del slice y se utilizan principalmente para la propagación de acarreo cuando se 
sintetizan sumadores. Estas conexiones entre slices adyacentes no pasan por la matriz de 
rutado lo que reduce significativamente el retardo. 
Los CLBs varían entre fabricantes y por cada serie de un mismo fabricante 
[33][34][35][36]. En las modernas FPGAs los fabricantes han integrado además 
multiplicadores dedicados, bloques DSP para procesamiento digital de señales, bloques 
RAM, etc. En [37] Kuon y Rose demuestran que la utilización eficiente de todos estos 
recursos reduce la distancia entre las implementaciones en FPGAs y ASICs. 
CLB
M
a
tri
z 
de
 
co
n
m
u
ta
ci
ón
Slice
Cout
Cin
Slice
 
Figura 8. Configurable Logic Block. 
En la síntesis de las operaciones de suma y producto, a partir de una descripción 
en  lenguajes de alto nivel,  los sintetizadores mapean estos operadores teniendo en 
cuenta los recursos lógicos que contienen las FPGAs. Así, el operador de suma se 
sintetiza aprovechando la lógica de acarreo creada “de fábrica” que contienen las 
FPGAs, se crean así sumadores CRA, que en adelante llamaremos sumadores de acarreo 
propagado (CPA). En el caso del operador producto, se sintetiza preferiblemente 
utilizando los multiplicadores empotrados si están disponibles.  
Durante el desarrollo de este trabajo se ha ido produciendo un cambio en los 
elementos lógicos que contienen los slices, de forma que se está pasando de unas series 
de FPGAs que contienen unos determinados recursos, especialmente los generadores de 
funciones o look-up tables (LUT) con 4 entradas y una salida, que en adelante 
llamaremos LUT4, a otras mucho más potentes y con más recursos lógicos. Estas 
Introducción 
 
Uso eficiente de aritmética redundante en FPGAs                                                 Pag. 13 
Manuel A. Ortiz López                                   
últimas, que en adelante llamaremos LUT6, se pueden configurar como una look-up 
table con 6 entradas y 1 salida o dos look-up tables de 5 entradas y 1 salida por LUT. 
Aunque en la descripción de los sistemas reconfigurables se utilizan lenguajes 
universales de alto nivel como VHDL [38], Verilog [39], o ABEL [40], cada fabricante 
de FPGAs incluye elementos lógicos distintos, especialmente para las operaciones 
aritméticas básicas. Por otro lado, un mismo fabricante ha comercializado distintas 
series de FPGAs, y podemos encontrar FPGAs con distintos elementos lógicos. 
Teniendo en cuenta esta realidad, no es posible realizar una implementación eficiente de 
un algoritmo para todas las FPGAs existentes en el mercado. Razón por la que se han 
elegido en este trabajo las FPGAs de la compañía Xilinx [35], porque sin lugar a dudas 
es uno de los líderes en FPGAs en el momento actual, y se han elegido los dispositivos 
que contienen LUT4 por su precio y bajo consumo de potencia y los que contienen 
LUT6 por ser los nuevos dispositivos. Dentro de las series que llevan estos 
componentes básicos se han elegido las series de bajo coste Spartan 3 [41] y Spartan 6 
[42] para mostrar los datos y las implementaciones realizadas. Algunos de los resultados 
que se presentan se hacen también extensivos a otros fabricantes. 
1.5. Motivación del trabajo 
La utilización de FPGAs se ha extendido con mucha fuerza a nuevos campos de 
aplicación, como computación de alto rendimiento, computación financiera, 
criptografía, etc. Estas nuevas aplicaciones requieren  una precisión mucho más elevada 
que las implementadas en los tradicionales bloques DSP. Además de las 
representaciones en punto fijo o en punto flotante, es habitual encontrar hoy día 
implementaciones en FPGAs que utilizan representaciones en punto flotante con doble 
precisión  o representaciones en punto flotante decimal. En estos casos se utilizan 
tamaños de operandos de 54 bits y mayores.  
La implementación de operaciones aritméticas con operandos de tamaño 
elevado, aumenta el camino crítico de las señales en los sumadores cuando se utiliza la 
cadena de acarreo que implementan los sumadores CPA en las FPGAs, lo que reduce el 
rendimiento. En la implementación de ASIC, la aritmética redundante, especialmente 
carry-save, se ha utilizado para aumentar el rendimiento para operandos de tamaño 
elevado, o un número elevado de operandos. La aritmética carry-save permite que el 
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camino critico que recorren las señales en los sumadores sea prácticamente 
independiente del tamaño de operando. 
La utilización  de la representación carry-save en FPGAs se descartó hasta hace 
pocos años debido a varias razones. En primer lugar por el tamaño pequeño de 
operandos que se utilizaban en las aplicaciones típicas de FPGAs. En segundo lugar, los 
sumadores de acarreo propagado (CPA) que poseían de fábrica ofrecían un buen 
rendimiento debido a que la lógica de la cadena de acarreo se había optimizado. Por 
último, el excesivo consumo de área por las herramientas de síntesis cuando mapeaban 
unidades que trabajan en carry-save. Sin embargo, en los últimos años, varios trabajos 
han demostrado los beneficios en el rendimiento, de la utilización de sumadores carry-
save, cuando el tamaño de los operandos crece y además es posible mapear de manera 
eficiente los sumadores carry-save en FPGAs reales con un aumento de  área muy 
pequeño[44][45][46]. 
Por tanto, merece la pena estudiar la implementación de sumadores y 
multiplicadores en FPGAs utilizando aritmética redundante en especial aritmética 
carry-save, ya que es una técnica muy utilizada para mejorar el rendimiento de los 
sumadores en las implementaciones en circuitos dedicados ASIC.  
Por otro lado, operaciones como la multiplicación en punto fijo se implementan 
utilizando los multiplicadores empotrados en FPGA altamente optimizados. Estos 
multiplicadores tienen un tamaño fijo, y se deben combinar para obtener operaciones 
con operadores de tamaño elevado. En este caso, son necesarios sumadores para los 
productos parciales que limitan la velocidad del multiplicador. Se intuye que la 
aritmética CS puede ser la mejor alternativa para la realización de multiplicadores de 
ancho de palabra elevado. 
1.6. Comentarios sobre los datos y las herramientas de 
desarrollo utilizadas 
En primer lugar hay que hacer notar que se han utilizado dos herramientas de 
análisis temporal para las FPGAs, una de ellas forma parte del entorno ISE [47] y la otra 
es ModelSim [48]. La herramienta ISE es el entorno de desarrollo de FPGAs de Xilinx 
y determina el retardo analizando el camino más crítico que es la manera más rápida de 
determinar el retardo. Sin embargo, en determinadas implementaciones puede existir un 
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camino largo pero que realmente ninguna señal lo recorre porque se corta realmente por 
algún elemento lógico (puerta, multiplexor, etc.), al no tenerse nunca la combinación 
que permite que la información se propague por este camino. En este caso el retardo 
proporcionado al analizar los caminos no es correcto y es necesaria una herramienta de 
simulación temporal y contemplar todas las posibles combinaciones en las entradas y 
ver el resultado en las salidas. Para estos casos el retardo se ha medido utilizado 
ModelSim. 
A lo largo del desarrollo del trabajo han aparecido distintas versiones de la 
herramienta ISE que incluye el sintetizador "Xilinx Synthesis Technology" (XST) y que 
puede influir a la hora de sintetizar una descripción VHDL. Por este motivo los datos 
ofrecidos se han recalculado con la última versión que se tenía disponible en el 
momento de comenzar la redacción de este trabajo (ISE versión 12.1), a excepción de 
las síntesis manuales con primitivas, ya que estas síntesis no dependen de la versión. 
Por último, se quiere enfatizar que los datos calculados se han obtenido 
registrando las entradas y salidas de los circuitos sintetizados, para dar una idea real de 
la velocidad del circuito. Este hecho permite también convertir los datos de retardo a 
datos de frecuencia de una manera directa e inequívoca. 
Todos los diseños realizados y descritos en este trabajo están altamente 
optimizados en velocidad si nos circunscribimos a los slices, con retardos mucho 
menores que los que se muestran en las tablas. Gran parte de los retardos de los 
circuitos están asociados a la red de rutado. No es verosímil aportar los datos para 
circuitos que se implementan completamente dentro de un slice, donde los retardos son 
muy pequeños, ya que en algún momento esas señales tendrán que conectarse a otras 
partes que están fuera del slice. Aún hecha esta aclaración, en algunos circuitos se 
describirá exactamente como se han realizado las medidas. 
Debido a que se han registrado las entradas y salidas, en algunos casos el 
número de LUT o slices dados para los circuitos puede variar ligeramente del cálculo 
teórico, bien porque sea necesario para registrar alguna señal concreta o bien, porque 
por razones que se escapan a nuestro conocimiento de la herramienta ISE, ésta 
desperdicia algunos recursos. Por ejemplo, en lugar de utilizar el flip-flop que tiene 
próximo dentro de un slice, utiliza otro fuera del slice. No se ha querido filtrar estos 
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casos porque la influencia en los datos obtenidos es mínima, y corresponde con los 
datos aportados por la herramienta. 
Se pueden obtener síntesis de los circuitos en las FPGAs con ligeras variaciones 
dependiendo de los parámetros que se configuren en la herramienta de síntesis XST de 
Xilinx. Por ejemplo, se puede pedir el mayor esfuerzo en velocidad o en área, esto da 
lugar a distintas versiones sintetizadas y para no ocupar el trabajo que se presenta con 
numerosos datos innecesarios, se ha elegido la síntesis más adecuada dependiendo del 
estudio que se esté realizando en ese momento. 
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2. Aritmética redundante en FPGAs: Situación actual 
 
Breve resumen 
En este capítulo se hará una breve descripción de los trabajos publicados 
relacionados con la implementación de aritmética redundante y de multiplicadores en 
FPGAs. Hay que hacer  notar, que son muy pocos los trabajos publicados relacionados 
con la implementación a bajo nivel de sumadores carry-save, ya que la utilización de  
sumadores carry-save en FPGAs se había descartado hasta hace algunos años. De ahí 
que el trabajo que presentamos pretenda estudiar la parte que tiene que ver con la 
implementación a bajo nivel. 
Aritmética redundante en FPGAs: Situación actual 
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2.1. Introducción 
Aunque la utilización de aritmética redundante es suficientemente conocida y 
empleada en ASIC, sobre todo para suma de multioperandos, no ha sido utilizada hasta 
hace unos años en FPGAs y aún actualmente sus detractores la descartan  por el 
deficiente mapeo que se consigue debido a que las herramientas de alto nivel no utilizan 
este tipo de aritmética. Sin embargo, en los últimos años se propone la utilización de la 
aritmética redundante como una alternativa para aumentar la velocidad de computación 
aunque suponga un aumento en el consumo de recursos. Además varios trabajos como 
[44],  [45], [49], [50], [51], etc., demostraron que era posible un mapeo eficiente en 
FPGAs utilizando la descripción adecuada. 
La implementación de aritmética redundante en FPGAs, sobre todo en cuanto a 
la suma multioperando, tiene dos aspectos. El primero de ellos es cómo conseguir de 
una manera automatizada los árboles de compresores, sintetizables a partir de una 
descripción en alto nivel y utilizando unas librerías de compresores básicos. Cuando se 
utiliza el operador suma en un lenguaje de alto nivel, por ejemplo VHDL, la 
herramienta de síntesis implementa la suma de los operandos utilizando los sumadores 
CPA, y se hace necesario automatizar la generación de un árbol de compresores óptimo 
para la suma redundante. El otro aspecto es si esa librería de compresores básicos se ha 
implementado de manera eficiente. Ambos aspectos influyen enormemente en el 
rendimiento de los árboles de compresores utilizados en cada aplicación. Por tanto en 
algunos trabajos, como en [45] Parandeh y otros, proponen una síntesis de compresores 
mixta top-down y bottom-up para conseguir el mayor rendimiento en el menor área 
posible.  
Además de los trabajos dedicados a la implementación de aritmética CSA en 
FPGA, otros trabajos proponen incluso la modificación de la arquitectura de las FPGAs 
para que incluyan bloques diseñados con aritmética CSA para aumentar de esta manera 
el rendimiento. Por otro lado, numerosos trabajos de aplicaciones concretas, demuestran 
la ventaja de utilización de aritmética CSA en algoritmos recursivos, modificando 
algoritmos anteriores, y que la proponen como la mejor alternativa. A continuación se 
realizará una retrospectiva de los trabajos publicados hasta el momento clasificándolos 
en: 
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• Aplicaciones específicas y multiplicadores 
• Mapeo eficiente de compresores basados en la estructura interna de las FPGAs. 
• Diseño de árboles de compresores para suma de multioperandos 
• Propuestas de modificación del hardware de las FPGAs 
2.2. Aplicaciones que han demostrado los beneficios de la 
utilización de aritmética redundante en FPGAs 
En este apartado se quiere citar trabajos que detallan los beneficios de la 
utilización de aritmética redundante, bien por aplicar algoritmos ya conocidos en los 
que se ha introducido sumadores CS, o algoritmos novedosos que sacan partido a la 
aritmética CS. No se van a incluir en este apartado los trabajos que combinan aritmética 
redundante con multiplicadores empotrados para realizar multiplicaciones de un tamaño 
de operandos elevado, que se estudiaran en el capítulo 4 de este trabajo. 
Muchos trabajos están dedicados a la multiplicación modular Montgomery [52].   
Se van a destacar aquellos que describen una mejora en el rendimiento por la utilización 
de aritmética carry-save. En [53] Manochehri y Pourmozafari implementan un nuevo 
algoritmo que utiliza sumadores carry-save que obtiene una notable mejora en el 
rendimiento tanto para ASIC como FPGAs. 
En [54] Shieh y otros modifican algoritmos previos para utilizar solamente 
compresores [3:2]. Implementan sus algoritmos en librerías estándar CMOS y en la 
FPGA Virtex II de Xilinx. El interés en utilizar solamente compresores [3:2] en los 
algoritmos, se debe a que los autores suponen que un compresor [4:2] tiene el doble de  
retardo que un compresor [3:2], pero no es cierto en FPGAs, como se podrá comprobar 
por los datos de velocidad que se mostrarán en este trabajo. 
En [55] Sutter y otros  han modificado los algoritmos previos de multiplicación 
Montgomery para poder utilizar aritmética CSA. Utilizan compresores [3:2] y [4:2], 
desgraciadamente no ofrecen detalles ni rendimientos de estos compresores que han 
utilizado. En [56] Wu y otros presenta las mejoras en velocidad conseguidas en el 
multiplicador escalable Montgomery, debido entre otras razones, a la utilización de la 
aritmética CSA radix-2 y radix-4, en una FPGA Virtex II de Xilinx. 
En la multiplicación con constantes Gutiérrez y otros en [46] proponen la 
utilización de aritmética carry-save en multiplicaciones con constantes multiplexadas en 
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el tiempo implementadas en FPGAs. Definen unas celdas básicas para las operaciones a 
bajo nivel. En una de ellas implementan un sumador/restador de tres entradas, con la 
posibilidad de bypass de una o dos entradas o poner las salidas cero. La celda está 
basada en un compresor [3:2] con alguna pequeña modificación y se implementa en  
una única LUT6. La desventaja de utilizar este tipo de celda no estándar es que para 
obtener compresores mayores, los tienen que realizar componiéndolos con esta celda 
básica, por lo que se multiplican los recursos lógicos de control necesarios. Sin 
embargo, destacan la mejora del rendimiento de hasta un 50%  y la reducción de área en 
las aplicaciones de prueba, frente a la utilización de los sumadores CPA. 
En [57] Verma y otros presentan un nuevo método para sintetizar clusters que 
realizan operaciones de suma en  punto flotante, utilizando árboles de compresores. Su 
método reduce el tiempo de los caminos críticos en un 20 % y el consumo de área en un 
29% al sintetizarlos en una FPGA Stratix III de Altera [36]. 
2.3. Mapeo eficiente de sumadores carry-save  
Varios trabajos han demostrado que se puede realizar una implementación 
eficiente de compresores aislados de distinto tipo. En [50]  Beuchat y Muller proponen 
la utilización de un radix elevado para la representación carry-save, convirtiendo las 
sumas, en sumas de unos cuantos dígitos, consiguen así acomodar estas sumas para que 
utilicen completamente el slice para LUT4, consiguiendo de esta forma un mapeo 
eficiente. Se estudia el mapeo de compresores aislados [3:2] a bajo nivel proponiendo 
una implementación eficiente. Sin embargo, esta representación no convencional con un 
radix superior tiene importantes limitaciones, por ejemplo, en la representación que 
utilizan no esta permitido el desplazamiento y por otro lado la división de las sumas se 
tiene que acomodar a cada FPGA en particular, variando entre FPGAs con LUT4 y 
LUT6. 
En [58] se estudia la implementación de un sumador signed-digit de radix-4 
basado en FPGAs con LUT6, pero debido a que no utilizan las cadenas de acarreo el 
consumo de área es muy elevado, del orden de un 88% de consumo extra de recursos en 
LUT6 frente a la representación en complemento a dos y sumadores CPA. El consumo 
de área aumenta aún más en LUT4, siendo 2,58 veces el consumo del mismo sumador 
en representación de complemento a dos sintetizado con sumadores CPA. 
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En [44] y [59] se realiza el diseño a bajo nivel utilizando primitivas para FPGAs 
con LUT4 de sumadores redundantes que utilizan todos los  recursos del slice, incluidos 
la lógica de propagación de acarreo. En ambos estudios se crean compresores [3:2] y 
[4:2] que pueden ser utilizados como una librería básica para la creación de árboles de 
compresores, con un alto rendimiento y sin que se produzca ningún desperdicio de 
recursos. Parte de las aportaciones de este trabajo se encuentran resumidas y publicadas 
en [44]. 
Parandeh y otros en [49] y [45] proponen un diseño eficiente de árboles de 
compresores en FPGAs con LUT6. Estos trabajos se comentarán con detalle en el 
apartado 2.4.  En [49] comentan que este trabajo demuestra que la creencia hasta ese 
momento de que no era posible implementar eficientemente árboles de compresores en 
FPGAs con LUT6 era errónea. 
En [60] los autores han comprobado experimentalmente en el caso de suma de 
multioperandos, que los compresores CSA especialmente los compresores [6:3] aún en 
anchura de operandos pequeña (16 bits), ofrecen  una mejora de velocidad de 7,9 % 
aunque a costa de un aumento de área de 28 %, para un total de 6 operandos. Según sus 
resultados es el número óptimo de operandos al realizar las pruebas en FPGAs con 
LUT6. 
2.4. Descripción y síntesis desde lenguajes de alto nivel de 
aritmética CS: suma multioperando 
Independientemente de la síntesis de los componentes básicos CSA, está la 
problemática de cómo conseguir que los sintetizadores a partir de la descripción a alto 
nivel generen sumadores CSA, en lugar de sumadores CPA. Por ejemplo, si desde el 
lenguaje de alto nivel VHDL se quieren sumar cuatro operandos A+B+C+D, el 
sintetizador lo implementará como  sumas CPA, ¿Cómo conseguir que la suma se 
realice mediante un árbol de compresores? 
En ASIC la suma de multioperandos se ha realizado tradicionalmente utilizando 
aritmética CSA mediante la creación de árboles de compresores siendo los compresores 
[3:2] y [4:2] los más utilizados [61]. Por ejemplo, un compresor [4:2] al que se le añade 
una etapa final de suma convencional, puede sumar 4 operandos de n bits  con  un 
retardo que será la suma del retardo del compresor [4:2] (independiente del número de 
bits) más el retardo del sumador convencional. La otra opción sería utilizar dos 
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sumadores binarios que producen una salida cada uno y sumarlas en un tercer sumador. 
El retardo en este caso será dos veces el retardo del sumador convencional que en este 
caso depende del número de bits. En FPGAs se considera que es mejor utilizar las 
cadenas de propagación de acarreo o los bloques DSP antes que construir árboles de 
compresores utilizando las LUT. Esto es cierto siempre que el único criterio, a la hora 
de la síntesis, sea ocupar la menor área posible.  
Como ya se ha comentado, la utilización de árboles compresores ha demostrado 
los beneficios conseguidos en numerosas aplicaciones, especialmente las que se han 
comentado en el punto 2.2. Las técnicas para construir los árboles de compresores 
fueron propuestas por Wallace [30] y Dadda [31] en los años sesenta. Posteriormente en 
el contexto de los multiplicadores paralelos, suponiendo que los bits a la entrada de los 
compresores no se tenían en el mismo instante,  Stelling y otros [62] describieron un 
algoritmo óptimo llamado 3-greedy (3GD) para la construcción de árboles de 
compresores. Um y Kim en  [63] describen un método para intentar minimizar la 
distancia entre CSAs teniendo en cuenta el layout producido en la síntesis. Tanto [62] 
como [63] utilizaron bloques básicos [2:2] y [3:2] para la construcción de los árboles. 
Estas técnicas descritas son adecuadas para diseño de circuitos ASICs pero no para 
FPGAs. 
Dos líneas de trabajo se han seguido para la síntesis de árboles de compresores 
en FPGAs. Una línea es la que  describe Hormigo y otros en [64],  muy próxima a la 
línea de este trabajo que se presenta, y está basada en la eficiente implementación de 
compresores carry-save genéricos en FPGAs. La otra línea de construcción 
automatizada de árboles de compresores, se basa en la utilización de los llamados 
“Generalized Parallel Counters (GPC)” [65][66]. La suma multioperando basada en 
GPC ha sido estudiada para LUT6 por Parandeh y otros en [45], [49], [67], [68], [69] y 
por Matsunaga y otros en [70], pero ninguno de los métodos propuestos son válidos 
para FPGAs con LUT4. 
En [64] la síntesis de suma multioperando está basada en árboles de compresores 
carry-save genéricos, independiente del número de bits de los operandos, sin un 
consumo en área excesivo, comparado con los árboles CPA y  con una optimización de 
los caminos críticos. Además de la clásica estructura de árboles CSA, se presenta una 
novedosa estructura de array lineales que aprovecha las rápidas cadenas de acarreo. En 
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el caso de gran número de operandos y para tamaños de 16 bits,  se alcanzan 
velocidades de 2,14 a 2,29 veces comparados con los árboles binarios y ternarios 
basados en los sumadores CPA. Y en el caso de un ancho de 64 bits se alcanzan 
velocidades de  entre 3,11 a 3,81 veces. El método propuesto  es un código 
parametrizable descrito en VHDL que utiliza los sumadores CPA y válido tanto para 
FPGAs con LUT4 como para FPGAs con LUT6. 
Un contador paralelo o también llamado contador de columna, es un circuito que 
toma m bits de entrada, cuenta el número de bits que están a uno y genera un valor 
entero sin signo a la salida de n bits. El rango de salida será [0,m]. Verma e Ienne en 
[71], utilizando una formulación  “Integer linear programming” describen el diseño de 
árboles de compresores que utiliza una librería de contadores m:n para 2≤ m ≤8. 
Los GPC son una extensión de los contadores paralelos que pueden sumar bits 
de entrada con distinto peso a diferencia de los contadores paralelos donde todas las 
entradas tienen el mismo peso. Por ejemplo un (2,3:3) puede sumar 2 bits de peso 1 y 3 
de peso 0, por lo que como máximo a la salida se tendrá 2x21+3x20 = 7, de ahí que sean 
necesarios 3 bits para representar la salida. Hay dos diferencias importantes entre los 
contadores y los compresores: la primera es que la salida de los compresores es 
redundante y los contadores no y la segunda es que los compresores tiene acarreos de 
entrada y salida para encadenar y los contadores no. 
Hecha esta pequeña descripción de los GPC, Parandeh y otros en [49] proponen 
un nuevo método heurístico de síntesis de árboles de compresores basados en GPC que 
se sintetizan en LUT6. Obtienen un menor retardo en el camino más critico, pero debido 
a que no utilizan las cadenas de acarreo y al método heurístico que utilizan, los árboles 
de compresores consumen muchas más celdas lógicas que los árboles basados en 
sumadores ternarios. En [68] mejoran el problema del mapeo desarrollando una nueva 
solución basada en “Integer linear programming” obteniendo, según los autores, una 
mejora de un 32% en retardo y una mejora de un 3% en área respecto a  los árboles de 
sumadores.  
En [45] Parandeh y otros proponen utilizar la cadena de acarreo propagado en la 
síntesis de GPCs para mejorar el consumo de área. Este nuevo método contempla dos 
aspectos, por un lado la síntesis basada en su método heurístico para crear la red de 
GPCs,  y por otro lado la utilización de un modelado atómico de los GPCs a bajo nivel, 
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que utilice eficientemente los recursos lógicos de las FPGAs, creando una librería de 
componentes. Argumentan que el modelo a bajo nivel de los GPCs es necesario para 
tener un buen rendimiento, ya que las herramientas de alto nivel no son capaces de 
utilizar los recursos lógicos eficientemente. Contemplando estos dos aspectos 
especialmente el diseño a bajo nivel obtienen una mejora en área de un 20%  con sus 
técnicas anteriores y el mismo retardo. Respecto a los árboles de sumadores mejoran un 
23 % el retardo del camino crítico con un consumo de área superior en 11% solamente. 
Este fue uno de los argumentos por los que en este trabajo se ha comenzado por estudiar 
la implementación de compresores aislados a bajo nivel para poder crear unas librerías 
de componentes. 
Matsunaga y otros en [70] proponen la generación de árboles de compresores 
basada en la utilización de GPC. Parten de la idea de que contadores con un número de 
entradas similar al número de entradas de las LUTs pueden tener  un coste similar en 
área al de un contador [3:2]. El rendimiento en FPGAs de los árboles de compresores no 
sólo depende del número de niveles de los compresores, sino también del número de 
compresores utilizados, no utilizan ningún método heurístico como los métodos de 
Parandeh y otros, y comentan que su método, que pretende reducir el tiempo de 
ejecución en casos prácticos del algoritmo, está basado en el método de Dadda poniendo 
limite en los pesos intermedios del proceso de compresión eliminando GPC 
innecesarios en la red de GPCs.   
2.5. Propuestas de modificación del hardware de las FPGAs 
Actualmente los bloques DSP contienen multiplicadores de un ancho de bit fijo 
que se puede utilizar para generar multiplicadores mayores. Los multiplicadores 
integrados en estos bloques utilizan árboles de compresores para la suma final de las 
sumas parciales. Estos compresores no están disponibles para el usuario final. En [72] y 
[73] se propone la creación de un módulo nuevo para FPGAs llamado “Field 
Programmable Counters Array” (FPCA), un acelerador para aritmética carry-save que 
permita la suma multioperando. Integra contadores m:n conectados  en una red de 
rutado programable.  
En [69] Parandeh y otros proponen mejorar estos aceleradores FPCA utilizando 
GPC, que permitan crear árboles de compresores configurables por el usuario,  y en [74] 
proponen otra arquitectura llamada “Field Programmable Compressor Tree (FPCT)”. 
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Tanto las arquitecturas FPCA como FPCT [73][75], están pensadas para suma de 
multioperandos exclusivamente. La arquitectura FPCA consiste en un conjunto de 
bloques lógicos que permiten la configuración de GPCs. Dichos bloques se conectan a 
través de una red local programable de rutado, mientras que en la arquitectura FPCT los 
bloques básicos llamados “Compressor Slices (CSlices)” están conectados a través de 
cadenas de acarreo implementadas “de fábrica”. Cada bloque CSlices contiene un 
contador [31:5] configurable que permite implementar una amplia variedad de GPCs. 
Aunque la arquitectura FPCT es menos flexible que la FPCA, debido a que los bloques 
tienen una conexión prefijada, es mucho más eficiente que la FPCA. 
En [76] Seyed y otros  proponen además una herramienta para hacer una 
exploración del espacio ocupado por el árbol de compresores programables orientado a 
los fabricantes de FPGAs, llamada “Design Space exploration” (DSE), con el objetivo 
de adaptar sus FPGAs a grandes clientes. 
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3. Implementación eficiente de sumadores carry-save 
en FPGAs 
 
Breve resumen 
En este capítulo demostraremos, como a pesar de lo que se creía hasta hace 
pocos años, es posible una implementación eficiente de compresores en FPGAs. Esta 
creencia provenía del hecho de que se habían diseñado los compresores desde alto nivel, 
dejando la responsabilidad a la herramienta de síntesis. Desgraciadamente estas 
herramientas de síntesis no mapeaban estos compresores adecuadamente en los slices de 
las FPGAs de manera automática especialmente en FPGAs con LUT4. 
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3.1. Introducción 
Como se ha comentado en el capitulo 1, la aritmética redundante fue desechada 
hasta hace algunos años para su utilización en FPGAs, sobre todo en FPGAs basadas en 
LUT4, a pesar de que se había utilizado frecuentemente en ASIC. En las nuevas FPGAs 
basadas en LUT6 se comienza a utilizar CSA, por la facilidad de implementación de 
compresores [3:2]. Sin embargo, su uso extensivo no se ha conseguido; tampoco se han 
hecho exploraciones para aprovechar los recursos de estas nuevas FPGAs con LUT6. 
Principalmente se ha debido a dos causas: en primer lugar, cuando se describen 
sumadores genéricos u otras operaciones como multiplicación, que deben combinar 
sumas multioperando, los sintetizadores utilizan como operador básico de suma, los 
sumadores de acarreo propagado y no los compresores CS, y en segundo  lugar, los 
sintetizadores no mapean eficientemente los compresores en el slice porque no los 
identifican adecuadamente. No existen operadores en los lenguajes de alto nivel que 
representen sumas en carry-save. 
En las FPGAs basadas en LUT6 los sintetizadores realizan un  mapeo mucho 
más eficiente de los compresores [3:2] si se definen específicamente como un circuito 
con dos salidas, pero aún así, cuando se utiliza aritmética redundante, mostraremos que 
es posible una mejora utilizando sumadores doble carry-save, frente a los sumadores 
clásicos carry-save. 
Por otro lado, las FPGAs basadas en LUT4 siguen teniendo interés por dos 
razones principalmente. La primera es por su menor precio y consumo de potencia y la 
segunda, es porque existen numerosas placas en el mercado con distintos interfaces de 
elevado precio, cuya sustitución no se justifica solamente por el hecho de utilizar una 
FPGA de última generación. Por lo tanto, la implementación eficiente  de compresores 
carry-save en FPGA LUT4 sigue teniendo interés. 
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3.2. Compresores en FPGAs con LUT4 
3.2.1. Introducción 
Las FPGAs con LUT4 de Xilinx incluyen lógica dedicada a la propagación de 
acarreo, lo cual permite la implementación de sumadores con acarreo propagado (CPA) 
eficientes. Más específicamente, el camino para la propagación del acarreo ha sido 
especialmente optimizado y junto con lógica de acarreo dedicada, suma y propaga el 
valor del acarreo rápidamente. Por esta razón, cuando el número de bits es pequeño, se 
prefieren los sumadores de acarreo propagado (CPA) frente a los sumadores carry-save 
(CSA). Sin embargo, cuando el número de bits es elevado el retardo de los sumadores 
CPA aumenta como se vio en el capitulo 1, y se hace conveniente una alternativa como 
los sumadores CS.  
Respecto a la implementación de sumadores no redundantes, en [77] se hace un 
estudio comparativo en una FPGA Spartan 3E, entre los sumadores CPA y otros 
sumadores carry-tree, entre ellos el de acarreo anticipado. El estudio demuestra que 
hasta una anchura de 128 bits, el sumador CPA implementado usando la cadena de 
acarreo, tiene una mayor velocidad y ocupa menos área que el resto, y solamente a 
partir de 256 bits los sumadores carry-tree  tienen una mayor velocidad. 
En el resto del apartado 3.2 demostraremos que a partir de una determinada 
anchura de operando, los sumadores carry-save son más rápidos que los sumadores 
CPA en FPGAs con LUT4. También demostraremos cómo es posible implementar 
compresores [3:2] en una sola LUT4 y compresores [4:2] utilizando un único slice y sin 
desperdicio de recursos. Para ello realizaremos un estudio de los tiempos de 
propagación y de consumo de recursos de los sumadores CPA frente a los sumadores 
carry-save para determinar en qué caso se saca partido al uso de sumadores CS. 
Finalmente se mostrará una mejora en los tiempos de propagación de estos sumadores 
carry-save clásicos, sacando provecho al menor retardo de la entrada de acarreo del 
slice.   
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3.2.2. Estudio de los tiempos de propagación de sumadores CSA 
frente a CPA en FPGAs de bajo coste basadas en LUT4. 
En primer lugar se realizará un estudio de los tiempos de propagación de 
sumadores de acarreo propagado en FPGAs basadas en LUT4, para ver en qué medida 
influye el número de bits en el tiempo de propagación del sumador. La Tabla 1 muestra 
los tiempos de propagación en nanosegundos de sumadores de acarreo propagado de 
distinto número de bits para la FPGA de bajo coste XC3S200-4ft256 de Xilinx [78] 
obtenidos con la herramienta ModelSim. Los tiempos que se muestran se han tomado a 
la entrada y salida del slice y registrando las salidas y entradas.  Como cabía esperar, un 
sumador CPA de 32 bits tiene un retardo superior a un sumador CPA de 2 bits, del 
orden de tres veces. La Tabla 1 muestra también el esfuerzo del fabricante en optimizar 
la cadena de acarreo puesto que el tiempo de un sumador de 4 bits no es el doble de uno 
de 2 bits, y el retardo de un sumador de 32 bits es poco más del triple de uno de 4 bits. 
Tabla 1. Tiempos de propagación para sumadores CPA y CSA para la FPGA XC3S200-4ft256. 
En el caso de sumadores CSA desde 2 bits hasta 512 bits, el tiempo de 
propagación máximo obtenido, varía desde 2 a 3,4 ns., dependiendo del mapeo concreto 
en la FPGA. Los sumadores CSA tienen la ventaja de mantener prácticamente constante 
los tiempos de propagación independientemente del número de bits de los operandos, ya 
que no es necesaria la propagación del acarreo. Para tamaños de  operandos pequeños 
de hasta 8 bits, la utilización de sumadores CSA no está justificada puesto que los 
retardos son similares a los de los CPA, siendo una de las razones por lo que no se han 
utilizado los sumadores CSA para anchos de palabra pequeños. Además, hay que tener 
en cuenta que  para obtener el resultado final, cuando se utilizan sumadores CSA, es 
necesario realizar una suma convencional del acarreo (C) y suma (S). Aunque se trabaje 
con un tamaño de bits de operando elevados, los sumadores CSA resultarán útiles 
siempre que se realicen sumas intermedias en carry-save, y este menor retardo no se 
consuma en la última suma convencional.  
En conclusión, los sumadores CSA ofrecen una mayor velocidad en aquellas 
aplicaciones en las que se realicen sumas  intermedias con un número de bits elevado, y 
Sumador 2 bits 4 bits 8 bits 16 bits 32 bits 64 bits 128 bits 256 bits 512 bits 
CPA  (ns) 2,375 2,665 3,180 3,874 6,186 6,738 14,288 25,670 53,204 
CSA [3:2] (ns) 2 2,23 2,23 2,31 2,5 2,68 2,92 3,1 3,4 
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en aquellos en los que el número de sumas que se puedan realizar con aritmética 
redundante sea elevado, o también en el caso de suma de multioperandos. Una vez 
estudiado los sumadores CSA versus CPA teniendo en cuenta la velocidad, en el que 
claramente resulta ventajoso los sumadores CSA, cabe plantearse  el consumo de 
recursos en esta FPGA de bajo coste de Xilinx. 
3.2.3. Estudio de utilización de recursos de sumadores CSA frente a 
CPA en FPGAs de bajo coste basadas en LUT4 
Como  se ha comentado en la introducción, la aritmética redundante utiliza doble 
número de bits que la aritmética convencional para representar un número, y además 
para tener el número en representación convencional se debe realizar una suma final. 
Por tanto, no se puede esperar un menor consumo de recursos, pero si se consiguen 
utilizar los mismos recursos para un sumador CPA de 1 bit que para uno en CSA, en el 
caso de radix-2, se habrá conseguido una implementación eficiente y por tanto este será 
el objetivo de este apartado. Se ha de tener en cuenta que en las FPGAs debe tenerse 
disponible la suma y el acarreo como dos salidas accesibles para ser rutadas a donde se 
desee.  
En trabajos anteriores como [79], los autores han descartado la utilización de la 
aritmética redundante en FPGAs con LUT4 porque se producía un desperdicio de 
recursos elevados al sintetizar compresores [3:2] y/o [4:2], como demuestra el hecho de 
que son muy pocos los trabajos de aritmética redundante en LUT4. Sin embargo, en 
[44] demostramos que esta creencia era errónea.  
Esta creencia se debía a que cuando se describe un compresor [3:2] desde alto 
nivel, se sintetiza en dos LUT4s porque al definir dos salidas, una para la suma y otra 
para el acarreo, y al tener las LUT4 una única salida, el sintetizador utiliza dos LUT4. 
Además, aunque algunos autores estudian que es posible una implementación  de un 
compresor [3:3] utilizando una LUT4 y la entrada de acarreo, queda otra LUT4 en el 
slice que no pueden utilizar para sus aplicaciones. Es decir, por un lado para la 
implementación de un compresor [3:2] se utilizan más recursos de los que son 
necesarios al describirlo desde alto nivel, y por otro lado quedan recursos en el slice que 
no son utilizados por los sintetizadores en las aplicaciones que presentan los autores en 
[50]. Veamos cómo se pueden sintetizar sumadores de distinto tipo en un slice de una 
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FPGA con LUT4 y demostraremos cómo podemos implementar eficientemente 
compresores. 
La Figura 9 describe la arquitectura simplificada de un slice para una FPGA 
Spartan 3 de Xilinx [41]. Cada slice contiene dos look-up table de cuatro entradas (G-
LUT y F-LUT), dos flip-flops (FFY y FFX), lógica de acarreo (CYSELG, CYMUXG, 
CYSELF, CYMUXF y CYINIT), puertas lógicas (GAND, FAND, XORG y XORF), y 
multiplexores con varias funciones.  
Recuérdese que un sumador completo (FA) es un circuito con tres bits de 
entrada (los bits a sumar xi e yi, y el acarreo de entrada cin) y dos de salida (el bit de 
suma si y el acarreo de salida cout). Tenemos que si = xi ⊕ yi ⊕ cin, y el acarreo de salida 
cout = xi , si xi = yi , y cout = cin en cualquier otro caso. Supongamos que F-LUT calcula 
xi ⊕ yi, entonces la puerta XORF obtiene el bit de suma si, mientras que el cálculo del 
acarreo de salida cout involucra a tres multiplexores (CYOF, CYSELF y CYMUX). El 
bit de suma si se puede propagar a otro slice (salida X) o se puede almacenar en el flip-
flop FFX. El bit de acarreo cout se puede propagar o tenerlo disponible en la salida XB. 
 
Figura 9. Diagrama simplificado de una FPGA Spartan-3. 
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Si consideramos también la G-LUT se podría implementar un segundo sumador, 
integrando así a un sumador CPA de 2 bits en el mismo slice. Sin embargo, como se 
estudia en trabajos de algunos autores como [50] o deducir de la Figura 9, es imposible 
implementar dos sumadores completos con acarreos de entrada independientes en el 
mismo slice, ya que cada slice dispone solamente de una sola entrada de acarreo, con lo 
que se requeriría el doble de slices. Por este motivo los autores de [50] proponen utilizar 
sumadores CSA de un radix superior para aprovechar completamente el slice cuando se 
utilice una descripción VHDL.   
La Figura 10 describe la arquitectura simplificada de un slice que implementa un 
sumador con acarreo propagado (CPA) de dos bits o un CSA de radix-4 sintetizado a 
partir de una descripción VHDL. 
F-LUT
QD
G-LUT
QD
ci
xi
yi
ci+2
si
si+1
xi+1
yi+1
ci+1
 
Figura 10. Implementación de un sumador CPA de dos bits o CSA de radix-4. 
Sin embargo, es cierto que desde una descripción VHDL de un sumador CSA se 
consumen dos LUT4s (slice completo), es decir, el sintetizador utiliza una LUT4 para C 
y otra LUT4 para S. Observando detenidamente el slice se puede utilizar la LUT4 
inferior (F-LUT) y la entrada de acarreo para implementar un CSA de 1 bit en una sola 
LUT4. En [44] mostramos como utilizando primitivas se puede construir un sumador 
CSA de 1 bit utilizando la F-LUT como se puede observar en la Figura 11. 
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F-LUT
QDci
bi
ai
ci+1
si
 
Figura 11. Implementación eficiente de un sumador CSA de 1 bit 
Por tanto, con una descripción VDHL adecuada utilizando primitivas se puede 
realizar un sumador CSA de 1 bit  o un compresor [3:2] de 1 bit mapeado en una sola 
LUT4. La G-LUT queda libre  para ser utilizada en la síntesis de otras funciones lógicas 
como ha quedado claro en nuestros trabajos como [44] y [51]. Y aunque  autores como 
[50] indicaban, sin argumentar, que en sus aplicaciones no se aprovechaba la G-LUT, 
siendo ésta unas de las razones por las que proponían utilizar radix superiores, en 
general esto no es cierto. Lo que si es cierto, es que no es posible utilizar la G-LUT  
para implementar otro sumador CSA de 1 bit, porque no están disponibles las tres 
entradas necesarias.  
Por tanto, queda comprobado que un CSA de 1 bit se puede implementar 
utilizando una única LUT4. A modo de ejemplo, la Tabla 2 muestra los resultados 
obtenidos con la herramienta ISE de Xilinx para la FPGA XC3S200-4ft256 para un 
sumador carry-save de 8 bits.  
8 bits CSA LUT SLICE 
Descripción VHDL sin primitivas 16 8 
Descripción VHDL y primitivas 8 8 
Tabla 2. Ocupación de área de un sumador CSA de 8 bits. 
En el mismo trabajo [44] indicamos cómo es posible realizar un compresor [4:2] 
optimizado que aprovecha completamente todos los recursos de un slice como muestra 
la Figura 12  y la Figura 13. En la Figura 12 se muestra en gris los dos compresores 
[3:2] que se mapean en el mismo slice. Para facilitar la comprobación, téngase en cuenta 
que todas las sumas y acarreos distintos de Sout_ y Cout_ son sumas y acarreos intermedios 
que corresponden a los nombres utilizados en la Figura 7 o en la Figura 12. 
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Figura 12. Mapeo de compresores [3:2] en un slice para tener un compresor [4:2]. 
F-LUT
QD
G-LUT
QD
ci
bi
ai
cout_i+2
s1_i
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di+1
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Figura 13. Implementación de un compresor [4:2] en un slice. 
Otro aspecto relativo a la aritmética CSA es que para tener un número en su 
representación convencional es necesaria una suma final de C y S. Aparentemente 
pudiera parecer que siempre se tendrá un consumo de recursos extra para este sumador, 
pero en muchos casos, como el que mostramos en [51], es posible obtener una 
implementación optimizada de un sumador combinado CSA-CPA para algoritmos que 
utilizan suma CSA y que finalmente ofrecen un resultado final convencional. En nuestro 
trabajo [51] se puede ver cómo el sintetizador aprovecha el slice completamente, y en la 
F-LUT se tiene una implementación que unas veces trabaja como sumador de 1 bit CSA 
y en otro caso como sumador CPA de 1 bit para la suma final. 
Por último, cabe decir que a partir de este compresor [3:2] y/o [4:2] es posible 
construir compresores de orden mayor [5:2], [7:2], etc. En el apartado siguiente 
mostraremos cómo es posible una optimización de estos compresores de orden mayor 
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construidos a partir de un compresor [3:2], teniendo en cuenta que la entrada de acarreo 
del slice proporciona un camino más rápido que las otras dos entradas que llegan a las 
LUT. Este resultado se ha aprovechado en otros trabajos como en  [64], que muestran 
cómo es posible generar de manera automática desde VHDL compresores de alto orden 
optimizados en velocidad. 
3.2.4. Optimización de compresores CSA aprovechando la entrada 
de acarreo propagado 
En el apartado anterior se ha mostrado que utilizando primitivas es posible 
implementar compresores CSA en FPGA con LUT4 sin que se produzca un consumo 
excesivo de LUT. A partir de este compresor [3:2] o [4:2] es posible optimizar en 
velocidad compresores mayores aprovechando que la lógica de acarreo es más rápida 
que el resto. 
La Figura 14 y Figura 16 muestran la implementación habitual de compresores 
según [16], en los que todas las entradas se consideran por igual, sin tener en cuenta que 
algunas de ellas serían entradas de acarreo. En el caso del compresor [5:2] (Figura 14), 
el sumador completo de salida suma dos entradas de acarreo junto con la suma de los 
dos sumadores de los niveles superiores. Esta implementación clásica produce retardos 
de propagación mayores que la versión optimizada, que se mostrará a continuación, 
cuando se mapea el compresor en una FPGA, porque no considera que dos de las 
entradas del sumador completo pasan por caminos más lentos que la entrada que 
discurre por la línea de acarreo del slice. La solución reside en aprovechar los recursos 
de propagación de acarreo de la FPGA para los caminos más críticos. Modificando las 
conexiones del compresor clásico se pueden optimizar los compresores. 
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Figura 14. Implementación clásica de compresores [5:2]. 
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Figura 15. Compresor [5:2] optimizado para FPGA con LUT4. 
La Figura 15 muestra una implementación optimizada para la FPGA Spartan 3, 
donde se ha tenido en cuenta los distintos tiempos de retardo en el slice. En el bloque 
que representa al sumador completo se ha distinguido la entrada de acarreo de las otras 
dos entradas. Dicha entrada corresponde con la entrada de acarreo de cada slice, y por 
tanto el camino más rápido. La clave está en conseguir que los acarreos se propaguen a 
través de las líneas de propagación de acarreo de los slices y que el resto de entradas del 
sumador completo estén ya estables desde el momento inicial. Esto es lo habitual, ya 
que los bits de cada número se propagan en paralelo. Es por ello, por lo que los acarreos 
propagados siempre se conectan a las entradas de acarreo del sumador completo. 
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Obsérvese en la Figura 15 el acarreo propagado Cp2_i+1 se conecta a la entrada 
Cin2_i+1. Este es el camino más largo, ya que se deben propagar los resultados por dos 
sumadores completos para obtener la suma y acarreo final. Por tanto, este acarreo se ha 
conducido por la línea de acarreo propagado de los slices usados. El acarreo propagado 
Cp1_i+1 solamente atraviesa un sumador completo y se conecta a la línea de entrada de 
acarreo del slice. Se consigue así que la propagación de acarreo se realice por las líneas 
más rápidas. 
La Figura 17 muestra la implementación optimizada de un compresor [7:2] 
teniendo en cuenta las mismas consideraciones en el diseño que para el compresor de 
[5:2] descrito en el párrafo anterior. Se han modificado las conexiones del compresor 
clásico pero se utilizan el mismo número de sumadores completos y los mismos niveles 
por lo que el beneficio se obtiene solamente por el aprovechamiento de la línea de 
acarreo para los caminos más largos. 
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Figura 16. Implementación clásica de compresores [7:2]. 
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Figura 17. Compresor [7:2] optimizado para FPGA con LUT4. 
La  Tabla 3 muestra los  resultados de la implementación de los compresores con 
un diseño clásico y los resultados de la implementación optimizada teniendo en cuenta 
los retardos dentro del slice para una FPGA de Xilinx Spartan 3 XC3S-1600E y 
velocidad grado-5. Para conseguir una medida real de la frecuencia, en ambos casos,  se 
han registrado las entradas y salidas, por lo que el número de slices y LUT algo es 
mayor que los estrictamente necesarios para implementar los sumadores CSA. Los 
sumadores CSA se han diseñado para palabras de 32 bits. Como se puede observar se 
obtienen mejoras del orden del 23% con el mismo consumo de LUT. 
Implementación clásica Implementación optimizada Compresores 
CSA Slice LUT Frec.(MHz) Slice LUT Frec.(MHz) 
[5:2] 66 96 153,67 66 96 187,52 
[7:2] 147 160 113,89 147 160 139,81 
Tabla 3. Implementación clásica de compresores versus implementación optimizada. 
3.2.5. Análisis de características de compresores en LUT4 
La Tabla 4 muestra un resumen de los resultados de implementación de distintos 
compresores en una Spartan 3. Para la comparativa se ha elegido las opciones 
optimizadas. El primer resultado es que no se desperdician recursos del slice y el 
segundo resultado,  si se observa además como el Gráfico 1,  es que al contrario que se 
creía por extrapolación  a lo que ocurre en ASIC, la velocidad del compresor no 
depende del número de niveles de compresor [3:2] que sea necesario para construirlo, es 
decir, un compresor [4:2] no tiene doble retardo que un [3:2], ni un compresor [5:2] 
tiene triple retardo, ni tampoco el compresor [7:2] tiene un retardo cuatro veces mayor. 
Implementación eficiente de sumadores carry-save en FPGAs 
 
Uso eficiente de aritmética redundante en FPGAs                                                 Pag. 41 
Manuel A. Ortiz López                                   
Por tanto, hay que construir los árboles utilizando los compresores de mayor tamaño 
posible.  
Implementación optimizada para LUT4 Compresores 
CSA de 32 bits Slice LUT Delay (ns) Delay [m:2]/[3:2] Nº de niveles teóricos de [3:2]  
[3:2] 32 32 2,0 1 1 
[4:2] 32 64 2,4 1,2 2 
[5:2] 66 96 5,33 2,22 3 
[7:2] 147 160 7,16 3,58 4 
Tabla 4. Características de compresores de 32 bits carry-save para  LUT4. 
Delay
0
1
2
3
4
5
6
7
8
[3:2] [4:2] [5:2] [7:2]
Tipo de compresor
n
s
Carry-save Optimizado
 
Gráfico 1. Retardo de compresores de 32 bits carry-save para  LUT4.
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3.3. Compresores en FPGAs con LUT6 
3.3.1. Introducción 
Las FPGAs Spartan 6 [43] y Virtex 6 [80] de la compañía Xilinx contienen LUT 
que pueden ser configuradas como LUT con seis entradas y una salida, o bien, como 
dos LUT con 5 entradas y una salida por LUT. La Figura 18 muestra una estructura 
simplificada de las LUT6 y parte del slice. Cada slice contiene cuatro LUT6  además de 
otros recursos. 
D Q
>
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Carry Logic
D Q
>
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A6
O6
O5
A1
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A3
A4
A5
LUT5
A1
A2
A3
A4
A5
LUT5
A[5:1]
LUT6
(Optional)
 
Figura 18. Slice simplificado de FPGAs con LUT6. 
En el caso de una Spartan 6 existen tres tipos de slices que contienen diferentes 
recursos llamados SliceX, SliceL y SliceM. Los tres tipos de slices contienen  como 
elementos comunes 4 LUT6 y flip-flops para almacenamiento. La Tabla 5 resume los 
recursos lógicos que contiene cada tipo de slice. 
Características SLICEX SLICEL SLICEM 
LUTs de 6 entradas √ √ √ 
8 flips-flops √ √ √ 
Multiplexores (grandes)  √ √ 
Lógica de acarreo  √ √ 
RAM distribuida   √ 
Registros de desplazamiento   √ 
Tabla 5. Recursos contenidos en los slices según el tipo. 
La FPGA Virtex 6 sólo contiene slices del tipo L y M. Como muestra la Tabla 5, 
los SliceX no contienen lógica de acarreo, sin embargo son el 50% de los recursos de 
una Spartan 6, y dado que el interés principal de este trabajo se centra en aprovechar al 
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máximo los recursos de las FPGAs de bajo coste se deben considerar estos slices en las 
implementaciones. A diferencia de las Spartan 3 con LUT4, se preferirán 
implementaciones que no utilicen la lógica de acarreo para las LUT6. Además como se 
mostrará más adelante, además de compresores carry-save con salida C y S presentados 
hasta ahora, se puede trabajar con compresores doble carry-save [m:3] altamente 
optimizados. Dada la gran cantidad de datos que se van a presentar en este capitulo se 
refundirán al final del mismo para poder obtener unas conclusiones finales. 
3.3.2. Implementando un compresor [3:2] en LUT6 
 Las LUT6 disponen de dos salidas por lo que a diferencia de las LUT4 que 
solamente tienen una, el sintetizador mapea directamente un compresor [3:2] en una 
única LUT6 (Figura 19). No es necesario definirlo con primitivas como en el caso de 
LUT4, tampoco es necesario utilizar la lógica de acarreo, por lo que se puede 
implementar en cualquier tipo de slices, incluidos los SliceX. La frecuencia de trabajo 
para un compresor [3:2] es de 595,50 Mhz (retardo 1,68ns) para una FPGA Spartan 6 
(referencia XC6SLX100-3FGG676).  
abc
LUT 6
cout s
 
Figura 19. Compresor [3:2] sintetizado en una LUT6. 
3.3.3. Implementando un compresor [4:2] en LUT6 
Es difícil demostrar de una manera sencilla que no se puede implementar un 
compresor [4:2] en una sola LUT6 buscando el mapeo adecuado como se hizo con los 
compresores [3:2] en las LUT4. Sin embargo, se puede intuir observando detenidamente 
los slices que contienen a las LUT6 y el compresor [4:2] de la Figura 7, en especial la 
salida de propagación de acarreo al siguiente compresor, que se necesitan tres salidas, 
una para la suma S otra para el acarreo C y otra para el acarreo propagado. La salida 
para S y C es la misma que para el compresor [3:2], pero la salida para el acarreo 
propagado no se puede implementar al no disponer las LUT6 de tres salidas. Otra 
posibilidad sería utilizar la lógica de acarreo para implementar este acarreo que se 
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propaga, pero  tampoco es posible porque se necesita una función lógica de las entradas 
que no se puede sintetizar en la cadena de acarreo. 
A partir del compresor [3:2] se podría implementar cualquier otro compresor 
mayor como se ha hecho con las LUT4. Sin embargo, como se mostrará a continuación, 
es posible obtener distintas implementaciones en LUT6 de un compresor [4:2] y de 
orden mayor a partir de descripciones VHDL distintas. Además, es posible conseguir 
una versión con una velocidad mayor utilizando la lógica de acarreo de los slices L o M 
y utilizando primitivas. 
Como ya se ha comentado, los compresores [3:2], se generan directamente 
utilizando la descripción VHDL. En este caso el sintetizador utiliza una LUT6 y genera 
dos salidas. A partir del  compresor [3:2] se pueden generar compresores de orden 
superior. El compresor [4:2] se genera con dos sumadores completos como se mostró en 
la introducción. A la hora de realizar la descripción en VHDL del compresor [4:2] de la 
Figura 7, se utilizaron descripciones distintas y se obtuvieron dos síntesis diferentes. 
Además de estas dos síntesis, se puede realizar utilizando primitivas, otra síntesis que 
utilice la lógica de acarreo, para conseguir una mejora en velocidad. Por tanto, se tienen 
tres síntesis distintas del compresor [4:2] dependiendo de la descripción utilizada: 
• Utilizando dos LUT6s por bit. Un compresor [3:2] en cada LUT6. 
• Utilizando tres LUT6s por cada dos bits, es decir 1,5 LUT6s por bit. 
• Utilizando dos LUT6s y la lógica de acarreo, si se disponen de slices L y M. 
En la síntesis que consume dos LUT6s por bit, el sintetizador mapea un 
compresor [3:2] por LUT6 como muestra la Figura 20. Obsérvese cómo el sintetizador 
ha llevado las cuatro entradas a las dos LUT6, de esta manera la conexión S1_i (Figura 
7) no es necesaria, y por tanto se suprime el retardo asociado a este camino. El camino 
más crítico es el asociado a la señal Cin y atraviesa dos LUT6, la conexión se realiza 
dentro del slice y los retardos asociados son pequeños. 
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sout_i+1
aibiciai+1bi+1ci+1di+1
cp_i+1
cout_i
aibici
cin_idi
cp1_i
cin_i+2
cp_i+2
s1_i+1
LUT 6LUT 6
cout_i+1
LUT 6
ai+1bi+1ci+1
LUT 6
s1_i
 
Figura 20. Compresor [4:2] sintetizado en  2 LUT6. 
Los recursos utilizados para este compresor son 2 LUT6 por cada bit. En el caso 
de una Spartan 6 (referencia XC6SLX100-3FGG676) el retardo es de 2,585 ns. en la 
síntesis de un compresor de 32 bits. Téngase en cuenta que las entradas y salidas se han 
registrado para una mejor precisión en los datos de frecuencia. 
Las otras dos síntesis que se van a mostrar suponen una optimización en área 
realizada por el propio sintetizador y  una optimización en velocidad propuesta en este 
trabajo. 
Optimización en área de compresores [4:2] 
La Figura 21 muestra una optimización en área para compresores [4:2] de más 
de 1 bit de ancho de palabra. Esta optimización se puede conseguir a partir de la 
descripción VHDL y poniendo esfuerzo en el sintetizador en la optimización de área. La 
optimización realizada por el sintetizador se ha conseguido empaquetando los 
compresores de dos en dos bits, consiguiéndose mapear dos bits en 3 LUT6s en lugar de 
4 LUT6s como en el caso anterior. Para una mejor comprensión de la síntesis véase 
también la Figura 7. 
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Figura 21. Compresor [4:2] optimizado en área. 
Optimización en velocidad de compresores [4:2] 
Si se observa la Figura 7 o la Figura 21, el camino más crítico (Cp_i a Cout_i) 
atraviesa dos FA y por tanto el retardo es al menos del doble del retardo asociado a una 
sola LUT.  Si se disponen de slices con lógica de acarreo, se podría obtener un [4:2]  
utilizando dos LUT6 y aprovechando la lógica de acarreo, pero con un camino critico 
que solamente pase por una única LUT6 y la lógica de acarreo. En este caso la síntesis 
se debe realizar utilizando primitivas y generando las señales adecuadas. La Figura 22 
muestra la síntesis propuesta, y las funciones lógicas que se han generado en las LUT6s. 
Para ello se ha estudiado las funciones lógicas que se deben generar para implementar el 
compresor [4:2] de acuerdo a los recursos disponibles en la lógica de acarreo. La Tabla 
6 muestra las funciones lógicas  generadas de acuerdo a los recursos y a las siguientes 
reglas: 
• MuxselCp  siempre vale 0.  
• Acarreo almacenado temporal (Cs_tmp)  vale 1 si las 4 entradas son 1. Se genera 
en este caso el acarreo propagado (Cp) y almacenado (Cs). 
• Acarreo propagado (Cp) vale 1 si dos o más entradas están a 1. Este acarreo se 
genera exclusivamente a partir de los bits de los operandos, y como es el que se 
propaga se consigue cortar la cadena de propagación de acarreo. 
• Acarreo almacenado (Cs), siempre tiene el valor de Cin, puesto que es la OR 
exclusiva de MuxselCp  (siempre vale 0) con Cin. 
• Stmp es la OR exclusiva de los bits de los operandos. 
• Suma final (Sout) es la OR exclusiva de Stmp junto con el acarreo de entrada al 
compresor Cin. 
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d c b a Cp Cs_tmp Stmp Comentario 
0 0 0 0 0 0 0 Se suma Cin a Stmp 
0 0 0 1 0 0 1 Se almacena Cin 
0 0 1 0 0 0 1 Se almacena Cin 
0 0 1 1 1 0 0 Se suma Cin a Stmp 
0 1 0 0 0 0 1 Se almacena Cin 
0 1 0 1 1 0 0 Se suma Cin a Stmp 
0 1 1 0 1 0 0 Se suma Cin a Stmp 
0 1 1 1 1 0 1 Se almacena Cin 
1 0 0 0 0 0 1 Se almacena Cin 
1 0 0 1 1 0 0 Se suma Cin a Stmp 
1 0 1 0 1 0 0 Se suma Cin a Stmp 
1 0 1 1 1 0 1 Se almacena Cin 
1 1 0 0 1 0 0 Se suma Cin a Stmp 
1 1 0 1 1 0 1 Se almacena Cin 
1 1 1 0 1 0 1 Se almacena Cin 
1 1 1 1 1 1 0 Se generan los dos acarreos 
Tabla 6. Funciones lógicas utilizadas para la síntesis del compresor [4:2] optimizado en velocidad. 
aibicidi
LUT 6
O5 O6
aibicidi
LUT 6
O5 O6
Cin
Cp
CsSout
MuxSelCpCpStmpCs_tmp
 
Figura 22. Compresor [4:2] optimizado en velocidad. 
El circuito trabaja de la siguiente manera. Lo primero que se debe conseguir es 
cortar la cadena de acarreo por tanto el multiplexor de la derecha siempre selecciona la 
entrada Cp. Esto obliga a generar cuidadosamente el acarreo propagado como puede 
observarse en la Tabla 6. Al depender el acarreo propagado Cp únicamente de las 
entradas, la cadena de acarreo se corta. Con la LUT6 de la izquierda junto con el MUX 
y la XOR hay que almacenar la suma y el acarreo almacenado. La suma Sout se genera 
con Stmp, que es  la suma de las cuatro entradas, y el acarreo de entrada. Ahora sólo 
queda generar adecuadamente el acarreo almacenado teniendo en cuenta que el 
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multiplexor está controlado también por la señal Stmp. El acarreo almacenado es la salida 
del multiplexor de la izquierda. Se han generado dos señales en la LUT6 de la izquierda. 
Una de ellas es la suma para controlar el multiplexor. 
En este caso los recursos utilizados se muestran en la propia Figura 22 y el 
retardo es de 1,8 ns. El mayor inconveniente es que la lógica de acarreo del slice es 
indivisible ya que la primitiva opera sobre toda la lógica de acarreo del slice, además de 
consumir dos LUT6s en lugar de 1,5 como en el caso del compresor [4:2] optimizado en 
área. Si se crea un único compresor se consume completamente la cadena de acarreo, 
pero se pueden utilizar las restantes LUT6 del slice para otras funciones.  Si se necesitan 
más de un compresor la clave está en empaquetarlos dentro del mismo slice para 
aprovechar completamente la cadena de acarreo. Por ejemplo, un compresor [6:2] 
optimizado en velocidad compuesto al unir dos compresores [4:2] optimizados en 
velocidad, como se verá más adelante en este mismo apartado, puede aprovechar el 
Slice completo (Figura 26). Dos LUT6s para un compresor [4:2], dos LUT6s para el 
otro y la lógica de acarreo completa compartida por los dos compresores [4:2], 
resultando este compresor [6:2] el más eficiente en velocidad. 
En el diseño presentado se ha visto cómo se utiliza la lógica de acarreo como 
parte de la lógica para generar funciones cualesquiera y no sólo como acarreo. La 
utilización de la lógica de acarreo, en la medida de lo posible, permite sintetizar 
circuitos más rápidos ya que utiliza estas conexiones "de fábrica" y permite 
implementar funciones (junto con las LUTs ya disponibles) de forma que se tiene una 
entrada más disponible en las CLBs. Esta idea no es nueva y se han propuesto trabajos 
que intentan aprovechar la lógica de acarreo junto con las LUTs para cualquier circuito 
general. Una utilización de la cadena de acarreo es muy útil para crear comparadores 
muy eficientes. En [81] y [82] y [83] hemos utilizado este tipo de comparadores en  
circuitos periféricos a los que se accede a través de un bus.  
También se han propuestos métodos para mapear de manera automática 
funciones en las LUTs y la lógica de acarreo. En trabajos como [84] y [85] Frederick y 
Somani intentan un mapeo automático de funciones lógicas generales en estas cadenas 
de acarreo junto con las LUTs. Sin embargo suponen algunas funcionalidades extra de 
la cadena de acarreo que no están disponibles en las principales familias de FPGAs. En 
[86] y [87] se describe un mapeo similar, pero con el único requisito de que las cadenas 
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soporten suma binaria. Sin embargo, aún en este caso las cadenas de acarreo tienen 
ciertas restricciones, como por ejemplo en las FPGAs Spartan 6, donde la cadena de 
acarreo se trata como un elemento indivisible, por lo que no basta con la condición de 
suma binaria. 
3.3.4. Implementando compresores de orden superior en LUT6 
Como se ha mostrado en el apartado anterior, son posibles dos opciones para la 
implementación de compresores de orden mayor al [4:2], por un lado, describiendo en 
VHDL compresores mayores componiendo compresores [3:2] para conseguir una 
optimización en área, y por otro lado utilizando compresores [4:2] como elemento 
básico como el que se describió en el apartado anterior con primitivas. Esta segunda 
opción es sólo posible en slices L y M que son los que contienen lógica de acarreo. A 
continuación se muestra como se construyen estos compresores de orden superior al 
[4:2].  
Compresores  de orden superior [5:2], [6:2] y [7:2] optimizados en área 
La Figura 23 muestra, a modo de ejemplo, la síntesis de un compresor [5:2] a 
partir de compresores [3:2] como muestra la Figura 14. Como se puede observar se 
consumen dos LUT6. Obsérvese cómo uno de los acarreos se genera en la propia LUT6. 
Téngase en cuenta que las entradas ai, bi y ci se utilizan en una LUT6 para generar el 
cp1_i o s2_i por lo que no se debe pensar que en esas LUT6 se suman cinco bits y se van a 
necesitar 3 salidas. 
LUT 6
s1_i
sout_icout_i+1
Weight 2iWeight 2i+1
cin2_i+1
cin1_i+1
s1_i+1
cp2_i+2
s2_i+1
sout_i+1cout_i+2
aibicidi+1 ei+1
cin2_i+2 cp2_i+1
cp1_i+1
cin2_i
s2_i
cout_i
aibici
LUT 6
LUT 6
cin1_i
ai-1bi-1ci-1di ei
cp1_i
cp2_i
bici ai+1
LUT 6
 
Figura 23. Síntesis del compresor [5:2] optimizado en área. 
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El compresor [6:2] se construye con compresores [3:2] como muestra la Figura 
24 y el compresor [7:2] se construye también conectando los compresores [3:2] como 
muestra la Figura 16 (no se muestra la figura del compresor [6:2] ni [7:2], resultado de 
la síntesis de la descripción VHDL por la complejidad de las conexiones). 
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Figura 24. Implementación clásica de un compresor [6:2]. 
La Tabla 7 muestra el consumo en LUT6 y retardo para un compresor [m:2] de 
ancho de 32 bits en cada uno de los casos. Se ha utilizado un ancho de palabra de 32 bits 
para tener una medida más precisa, y no quede todo implementado en un solo slice que 
ofrecería el mejor resultado. 
Spartan 6  xc6slx100-3fgg484 Compresor [m:2] de 
32 bits 
Optimizado en área 
LUT6  Nº LUT6 
path Delay 
Delay (ns) 
[4:2]  48 2 2,59 
[5:2] 66 2 2,99 
[6:2] 97 3 4,14 
[7:2]  132 3 4,21 
Tabla 7. Compresores [m:2] de 32 bits optimizados en área. 
Hay que hacer notar que hay una diferencia de velocidad entre el compresor 
[4:2] y [5:2], cosa que en principio parece extraña, ya que utilizan los mismos niveles de 
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LUT6. Estudiado el caso, se ha comprobado que es correcto, y se debe al retardo de la 
red de conexión de uno de los acarreos propagados. El compresor [4:2] sólo tiene como 
entrada un acarreo propagado del bit anterior, que se genera en la propia LUT6, 
mientras que el compresor [5:2] tiene dos. Uno de ellos se genera en la propia LUT6 
como en el caso de la implementación del [4:2], mientras que el restante acarreo del 
[5:2], proveniente del bit anterior, pasa por una red más lenta. Motivo por el cual el 
compresor [5:2] siempre es un poco más lento. 
Compresores  de orden superior [5:2], [6:2] y [7:2] optimizados en velocidad 
En el caso de compresores [5:2] y [7:2] se sintetizan componiendo compresores 
[4:2] optimizados en velocidad con compresores [3:2], mientras que en el caso de 
compresores [6:2] se sintetizan únicamente con compresores [4:2] optimizados en 
velocidad. La Figura 25 muestra como se sintetiza el compresor [5:2]. 
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Figura 25. Compresor [5:2] optimizado en velocidad. 
La Figura 26 muestra un compresor [6:2] componiendo dos compresores [4:2]. 
Téngase en cuenta observando la figura del compresor [4:2] anterior que la entrada cpin 
no se propaga.  Por tanto, la salida cpout debe llevarse a la entrada cpin del siguiente 
compresor para cortar el acarreo. Un compresor [6:2] ocupa un slice completo. Dado 
que los retardos dentro del slice son más pequeños  que en la red de rutado este 
compresor está altamente optimizado. Finalmente, la  Figura 27 muestra cómo se 
construye un compresor [7:2]. 
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Figura 26. Compresor [6:2] optimizado en velocidad. 
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Figura 27. Compresor [7:2] optimizado en velocidad. 
Por último, para tener una comparativa de los compresores optimizados en 
velocidad, la Tabla 8 muestra el consumo en LUT6 y retardo para un compresor [m:2] 
de ancho de 32 bits en cada uno de los casos. Se ha utilizado un ancho de palabra de 32 
bits para tener una medida más precisa como en el caso de los compresores optimizados 
en área y no quede todo implementado en un solo slice donde los retardos son mínimos. 
En esta tabla  además del número de LUT6s que atraviesa el camino más largo hay que 
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tener en cuenta el retardo de la lógica de acarreo (a diferencia de la Tabla 7) ya que en 
esta implementación se mezclan en el camino más largo, las  LUT6s y la lógica de 
acarreo. 
Spartan 6  xc6slx100-3fgg484 Compresor [m:2] de 32 bits 
Optimizado en velocidad LUT6 Nº LUT6 
path Delay 
Delay (ns) 
[4:2]  64 1+Carry 1,82 
[5:2] 96 2+Carry 2,7 
[6:2] 128 2+2xCarry 2,9 
[7:2]  160 3+Carry 3,4 
Tabla 8. Compresores [m:2] de 32 bits optimizados en velocidad. 
3.3.5. Sumador ternario en LUT6 
La facilidad de implementación de sumadores ternarios en una sola LUT6, 
permiten la suma final de tres operandos con un consumo similar en área a un sumador 
de dos. En la Tabla 9 se muestra una comparativa entre un sumador de 2 y de 3 
operandos en cuanto a consumo de espacio y velocidad para suma de operandos de 
ancho en número de bits elevado. En cuanto a velocidad, los sumadores ternarios son 
más lentos, pero como se ha comentado ampliamente en los estudios de los capítulos 
anteriores, la suma convencional sólo se realiza en la conversión final cuando se utiliza 
aritmética CS, y sin embargo consumen el mismo área que un sumador de dos 
operandos. La posibilidad de implementar sumadores ternarios en una sola LUT6 fueron 
introducidos en las FPGAs de Xilinx por primera vez en la familia Virtex-5 [88] y 
mantenida esta posibilidad en el resto de FPGAs con LUT6 introducidas posteriormente 
[89].  
Sumador (A+B)-CPA Sumador (A+B+C)-Ternary Spartan 6 
Anchura del sumador Slice LUT6 Delay (ns) Slice LUT6 Delay (ns) 
32 bits 8 32 2,05 9 32 3,03 
64 bits 16 64 2,8 17 64 3,77 
128 bits 32 128 4,29 33 128 5,26 
256 bits 64 256 7,26 65 256 8,24 
Tabla 9. Sumador de 2 operandos versus 3 operandos. 
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3.3.6. Sumador doble carry-save [4:3], [5:3], [6:3] y [7:3] 
Como se ha visto en el apartado 3.3.5., los sumadores ternarios en FPGAs con 
LUT6 consumen el mismo espacio que un sumador de dos operandos  aunque con un 
retardo mayor. En todo caso se pueden sumar 3 bits con el mismo coste que 2 bits. 
Proponemos un nuevo formato redundante donde cada dígito se representa por 3 bits. 
En formato carry-save clásico cada dígito está representado por dos bits, uno de 
suma y otro de acarreo con valores posibles {0, 1, 2}. En el nuevo formato doble carry-
save cada dígito está representado por tres bits, uno de suma y dos de acarreo con 
valores posibles {0, 1, 2, 3}. 
Los sumadores doble carry-save [m:3] computan  m bits de igual peso y generan 
una salida de tres bits del mismo peso. Un inconveniente que puede plantear la 
utilización del formato doble carry-save es que para almacenar un número en este 
formato se necesita un 50% más de flip-flops; sin embargo, éste no es ningún 
inconveniente para sistemas pipeline o serie puesto que a las salidas de los slices 
siempre se tienen disponibles flip-flops. 
En lo que sigue mostraremos la estructura de los sumadores doble carry-save 
que proponemos y los resultados de implementación para estos sumadores en FPGAs 
con LUT6.  
Sumador doble carry-save [4:3] 
El sumador básico para el formato doble carry-save es el sumador [4:3] que se 
muestra en la Figura 28. Como se puede ver tiene el mismo coste y velocidad que un 
sumador [4:2]. Se puede utilizar, por ejemplo, para sumar un número convencional  con 
uno redundante (por ejemplo en operaciones MAC) y aunque el retardo introducido es 
el mismo que un sumador [3:2] como parte del acumulador, el retardo práctico puede 
eliminarse, si el operando convencional se conecta a la entrada que va directa a la 
salida, la suma se puede realizar en paralelo con la computación de la entrada 
convencional (multiplicador). 
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scout
Weight 2iWeight 2i+1
ai bi cidi
c2_i+1 sout_ic1_i
a b c
scout
ai+1 bi+1 ci+1di+1
c2_i+2 sout_i+1c1_i+1 c2_i
 
Figura 28. Sumador básico doble carry-save [4:3]. 
Sumadores doble carry-save [5:3], [6:3] y [7:3] 
Los sumadores doble carry-save [5:3] (Figura 29), [6:3] (Figura 30) y [7:3] 
(Figura 31), se construyen a partir de contadores (5:3], (6:3] y (7:3] respectivamente. 
Cada contador genera dos bits de acarreo con pesos 2 y 4 que se redireccionan a sus 
correspondientes salidas. Estos contadores se describen fácilmente  y solamente tienen 
un nivel de lógica. En el caso del sumador [5:3] su implementación requiere tres  LUT5 
para generar cada salida,  por tanto se consumen sólo dos LUT6.  En el caso del 
sumador [6:3] se necesitan tres LUT6, una para cada salida, y por último en el caso del 
sumador [7:3] se requieren  dos LUT6 por salida, en total seis LUT6 de slices M y L en 
el caso más óptimo mostrado en la Figura 31.  
5:3 5:3 5:3
sout_icouti_i+1couti_i+2
aibicidiei
sout_i+1couti+1_i+2 couti-1_i+1sout_i+2 couti-2_i couti-1_i
Weight 2i+2 Weight 2i+1 Weight 2i
ai+1bi+1ci+1di+1ei+1ai+2bi+2ci+2di+2ei+2
LUT6 LUT6 LUT6 LUT6 LUT6 LUT6
 
Figura 29. Sumador doble carry-save [5:3]. 
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6:3 6:36:3
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Figura 30. Sumador doble carry-save [6:3]. 
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aibicidiei
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Weight 2i+1 Weight 2i+1
MUXF7
 
Figura 31. Sumador doble carry-save [7:3]. 
El sumador [5:3] reduce el número de operandos de entrada en dos, de la misma 
forma que el convencional compresor [4:2] por lo que podría sumar un número CS a un 
número doble carry-save. De igual manera el sumador [6:3] reduce el número de 
operandos en 3 de manera similar al clásico [5:2], por lo que se puede utilizar para 
sumar dos números en formato doble carry-save o tres en formato clásico carry-save. 
 La Tabla 10 muestra el retardo y consumo de espacio de los sumadores doble 
carry-save. Aunque los sumadores doble carry-save tienen un consumo mayor en área, 
respecto a los sumadores carry-save clásicos, destacan por un retardo menor. Esto 
también es cierto para el compresor [4:3], ya que como se comentó cuando se describió 
anteriormente, el retardo se puede eliminar en la mayoría de las aplicaciones reales. 
Destaca también que la variación del retardo con respecto al número de entradas es muy 
pequeña. Entre el sumador [4:3] al [7:3] hay una variación en el retardo de tan sólo 0,52 
ns. 
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Spartan 6  xc6slx100-3fgg484 Compresor doble 
carry-save [m:3] de 
32 bits 
LUT6 Nº LUT6 
path Delay 
Delay (ns) 
[4:3]  32 1 1,68 ns 
[5:3] 64 1 1,93 ns 
[6:3]  96 1 1,96 ns 
[7:3] 192 1+ Mux 2,2 ns 
Tabla 10. Sumadores doble carry-save [m:3] de 32 bits. 
3.3.7. Análisis de características de compresores en LUT6 
Hasta aquí se ha mostrado el diseño, consumo de recursos y velocidad de las 
alternativas para implementar compresores en LUT6. Debido al gran número de 
compresores y/o sumadores, se ha dejado para el apartado final una comparación entre 
ellos.  
Los resultados se muestran para un sumador de 32 bits y la FPGA utilizada para 
la síntesis es la Spartan 6, referencia xc6slx100-3fgg484, utilizada en todo el trabajo 
para síntesis con LUT6. No se dan los resultados para un único bit, porque no hay una 
relación entera entre el número de bits y número de LUT6s. Por ejemplo, un compresor 
CSA [4:2] de 2 bits ocupa 3 LUT6s. Es importante señalar que los datos que se dan 
corresponden con las entradas y salidas registradas y por tanto se ha contabilizado el 
retardo de la red de rutado entre los registros y las LUT6s. Creemos que es más 
correcto. Por ejemplo, en el CSA [3:2] la implementación se hace en una sola LUT6, no 
sería correcto poner como único retardo el de la LUT6, porque ese CSA habrá que 
conectarlo a algún lugar. El retardo de una LUT6 es del orden de 0,2 ns., decir que se 
puede trabajar a una frecuencia de 5GHz no sería real.  
Por otro lado, una de las ventajas de la utilización de compresores es que el 
retardo es prácticamente independiente del número de bits, por lo que dar resultados 
para distintos tamaños no tiene mucho sentido. Es cierto que aparecen pequeñas 
variaciones, pero están asociados a los retardos de la red de rutado de la FPGA. 
La Tabla 11 muestra una comparativa en consumo y retardo de los distintos tipos 
de sumadores. Se han incluido los sumadores CPA a modo de referencia puesto que su 
retardo depende del número de bits a sumar. Al igual que ocurre con en las FPGAs con 
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LUT4, el retardo no es proporcional al número de niveles teóricos de compresor [3:2], 
como se suponía por extrapolación a lo que ocurre en ASIC.  
En cuanto a consumo de LUT6 se observa que los compresores carry-save 
clásicos optimizados en área son la mejor alternativa. Estos compresores se  consiguen 
con una descripción adecuada a partir de compresores [3:2] y una parametrización 
adecuada de la herramienta de síntesis XST, integrada en el entorno ISE. Los 
compresores carry-save clásicos optimizados en área son los que ocupan menos área, 
aproximadamente ocupa el 75% del área del sumador carry-save clásico optimizado en 
velocidad, y entre un 75% a 50% del área de un sumador doble carry-save. 
Se puede observar que la mejor alternativa en el caso de necesitar velocidad, 
sería la utilización de los sumadores doble carry-save que consumen el mismo número 
de LUT6 hasta los sumadores [6:3] y un retardo en general menor que los sumadores 
carry-save clásicos. La única excepción es el compresor [4:2] optimizado en velocidad 
que aprovecha al máximo la lógica de acarreo. Destaca también  que la variación del 
retardo respecto al número de entradas en el sumador doble carry-save es muy pequeña 
si la comparamos con el sumador carry-save clásico. La diferencia de retardo entre el 
sumador carry-save clásico [6:2] y [4:2] optimizados en área es de 1,55 ns., y en el caso 
de sumador carry-save optimizado en velocidad esta diferencia es de 1,08 ns., mientras 
que en el caso de los sumadores de doble carry-save la diferencia de retardo entre [7:3] 
y [5:3] es de tan sólo 0,27 ns. 
Carry-save 
Optimizado en área 
Carry-save 
Optimizado en velocidad 
Doble Carry-save 
Acarreo propagado 
(CPA) 
Tipo LUT6 Delay Tipo LUT6 Delay Tipo LUT6 Delay Tipo LUT6 Delay 
[3:2] 32 1,68 ns - - - [4:3] 32 1,68 ns [2:1] 34 2,71 ns 
[4:2] 48 2,59 ns [4:2] 64 1,82 ns [5:3] 64 1,93 ns [3:1] 34 3,63 ns 
[5:2] 66 2,99 ns [5:2] 96 2,7 ns [6:3] 96 1,96 ns [4:1] 68 4,78 ns 
[6:2] 97 4,14 ns [6:2] 128 2,9 ns [7:3] 192 2,2 ns [5:1] 70 5,73 ns 
Tabla 11. Características de sumadores de 32 bits carry-save para  LUT6. 
En el Gráfico 2 se representa el retardo de los distintos tipos de sumadores en 
función de la reducción de las entradas. Si se observa la pendiente de las gráficas, se 
puede comprobar la variación del retardo en función de la compresión que realizan. 
Como ya se ha comentado, destaca la variación del retardo tan pequeña en el caso de los 
sumadores doble carry-save.  
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Gráfico 2. Comparativa de velocidad en sumadores de 32 bits carry-save para  LUT6. 
 En el Gráfico 3 se representa el área ocupada de los distintos tipos de 
sumadores en función de la reducción de las entradas. El área aumenta de manera 
similar en todos los tipos de sumadores, excepto en el sumador doble carry-save donde 
se produce un salto importante en consumo de área al pasar del sumador [6:3] a [7:3], 
esto es debido a que las LUT6s tienen 6 entradas y cada salida se puede obtener 
consumiendo una sola LUT6 mientras que el compresor [7:3] tiene 7 por lo que no se 
puede obtener una salida de una sola LUT6. 
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Gráfico 3. Comparativa de área consumida en sumadores de 32 bits carry-save para  LUT6. 
Por tanto, la suma redundante mejora el rendimiento de las FPGAs con LUT6, 
puesto que producen la misma reducción que el sumador CPA pero con menor retardo. 
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Por otro lado, los sumadores doble carry-save son los más rápidos a costa de un 
consumo de área mayor. Se concluye que no hay solución única, sino que dependiendo 
de cada aplicación, se debe elegir la mejor representación en función de los requisitos 
de área y velocidad. 
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4. Implementación de multiplicadores de ancho de 
palabra elevado 
 
Breve resumen 
En la realización de multiplicadores de ancho de palabra elevado en FPGAs se 
ha demostrado que la utilización de los multiplicadores empotrados combinándolos 
adecuadamente para crear los productos parciales es la mejor opción. 
Sorprendentemente en los trabajos actuales no se ha utilizado aritmética redundante 
para las sumas de los productos parciales, a pesar de ser la técnica que mejores 
resultados ha dado en ASIC. En este capítulo mostraremos como la combinación de 
compresores carry-save con los multiplicadores empotrados son la opción que ofrece el 
mejor rendimiento. 
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4.1. Introducción 
La construcción eficiente de multiplicadores de ancho de palabra elevado a partir 
de los multiplicadores empotrados son objeto de interés por el elevado retardo y 
consumo de área. El diseño de unidades de multiplicación en punto fijo envuelve la 
generación de productos parciales. Para la suma de estos productos parciales se utiliza 
habitualmente aritmética redundante y se realiza la suma final con un sumador de 
acarreo propagado que concentra la mayoría del retardo. En muchas aplicaciones la 
suma final se puede posponer o mezclarse con las siguientes operaciones por los que el 
resultado de la multiplicación puede ser dado en aritmética redundante usualmente 
carry-save y de esta manera mejorar enormemente la velocidad del multiplicador. 
Por estas razones, los multiplicadores con salida carry-save se utilizan 
ampliamente en los multiplicadores de unidades en punto flotante [90], unidades de 
multiplicación y suma [91][92], MAC [93] [94], procesamiento de imágenes [95][96], 
criptografía [98][99]. Los bloques DSP empotrados en las modernas FPGAs están 
implementados utilizando sumadores carry-save [100].  
Una eficiente implementación de la multiplicación tiene un significativo impacto 
en FPGAs en términos de velocidad, consumo de potencia y área. Por estos motivos, los 
fabricantes de FPGAs incluyen multiplicadores empotrados, muy eficientes, que pueden 
ser utilizados por los diseñadores. La casi totalidad de FPGAs, incluyendo las de bajo 
coste, disponen de estos multiplicadores empotrados o bloques DSP que integran 
multiplicadores, cuyo uso es muy recomendado. En [101] Parandeh e Ienne realizan 
medidas de rendimiento entre multiplicadores “soft” y empotrados, proponiendo 
mejoras en el algoritmo de multiplicación adaptadas a las arquitecturas de las FPGAs 
que minimicen la distancia entre ambos tipos de multiplicadores.  
La utilización de multiplicadores empotrados solamente se desaconseja para la 
realización de multiplicadores de ancho de palabra pequeños en torno a 9x9 bits  o 
inferiores. En tales casos, podría tener mejor rendimiento una síntesis optimizada que 
utilice las LUTs. La razón es que el multiplicador quedaría cerca del diseño general y no 
se sumaría el retardo de la red de rutado, que es importante en el caso de que se utilicen 
los bloques empotrados debido a que se encuentran en posiciones fijas. 
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Cuando el tamaño de operandos del multiplicador es del orden de los 
multiplicadores empotrados (sin superarlo) la mejor opción es la utilización de estos 
multiplicadores empotrados, mientras que en el caso de que se necesiten multiplicadores 
de un ancho de palabra elevado, superior al de los multiplicadores empotrados, la mejor 
opción es la utilización de estos multiplicadores empotrados para realizar los productos 
parciales, y sumarlos posteriormente para tener el resultado final. Lo que difieren los 
trabajos actuales es en cómo realizar la suma de los productos parciales. Mientras que 
algunos autores se limitan a realizar la suma desde VHDL, y por tanto con sumadores 
CPA, otros proponen que la mejor manera de realizar las sumas es con la utilización de 
árboles de compresores. 
Aunque en este capítulo se van a tratar multiplicadores paralelos de ancho de 
palabra elevados, los multiplicadores empotrados se han utilizado también en otras 
aplicaciones con un alto coste computacional, donde los autores han destacado la 
mejora del rendimiento  [102] [103] [104].  
En [102] Mcivor y otros realizaron una comparativa de síntesis en FPGAs de 
multiplicadores Montgomery. En los algoritmos comparados utilizaron los 
multiplicadores empotrados como la mejor alternativa, sin embargo, para la suma de los 
productos parciales utilizaban sumadores CPA. 
En [103] De Dinechin y otros proponen un nuevo algoritmo para realizar la raíz 
cuadrada en FPGAs  de “evaluación polinomial“ que utilice los multiplicadores 
empotrados, frente a los algoritmos clásicos de “recurrencia de dígito” que no pueden 
utilizar este recurso. La latencia de este algoritmo es mucho menor que los anteriores a 
expensas de un consumo en recursos mayor. 
En [104] Nadjia y otros proponen un algoritmo de multiplicación de precisión 
variable que utiliza los multiplicadores empotrados, distinto al de Karatsuba [105]. Este 
nuevo algoritmo presenta una baja complejidad en el rutado por lo que se obtiene una 
mejora de velocidad. 
En el resto del capítulo se estudiará cómo se construyen multiplicadores con 
operandos de gran ancho de palabra en FPGAs utilizando los multiplicadores 
empotrados combinados con el eficiente mapeo de compresores carry-save como se 
mostró en el capitulo anterior. Aún con salida convencional, los  multiplicadores 
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realizados con árboles de compresores carry-save obtienen una mejor velocidad a costa 
de aumentar el área. Si además se trabaja en formato CS, los multiplicadores carry-save 
consiguen duplicar la velocidad frente a los que utilizan sumadores CPA. 
4.2. Diseño de multiplicadores de gran ancho de palabra en 
FPGAs 
El diseño de multiplicadores de gran ancho de palabra en FPGAs se realiza  a 
partir de los multiplicadores empotrados que contienen todas las FPGAs actuales. Para 
realizar multiplicadores de un número de bits mayor que el de los multiplicadores 
empotrados, se deben usar varios de estos multiplicadores para realizar una serie de 
productos parciales, y posteriormente sumarlos con la composición adecuada de los 
operandos intermedios. 
En las FPGAs de bajo coste de Xilinx, objetivo de nuestro trabajo, los 
multiplicadores empotrados tienen un tamaño de operandos de 18 bits incluido el signo. 
Tanto las tradicionales series Spartan 3 como las más recientes como Spartan 6 
contienen multiplicadores de 18x18 bits con signo, y el número varía según el modelo 
concreto. En las Spartan 6 los multiplicadores empotrados se encuentran dentro de otros 
bloques DSP empotrados más complejos [89]. 
Estos multiplicadores empotrados son relativamente pequeños, de 18x18 bits en 
las FPGAs de bajo coste o 25x18 bits en las FPGAs con alto rendimiento más recientes. 
Si se necesita un multiplicador dedicado de tamaño elevado es necesario combinar estos 
multiplicadores empotrados.  Si suponemos que tenemos un multiplicador de tamaño 
mxn empotrado y un multiplicando de p bits de anchura y un multiplicador de s bits de 
anchura entonces tanto el multiplicando como el multiplicador deben dividirse en 
segmentos de un número de bits igual al ancho de los operandos de los multiplicadores 
empotrados. La división de los operandos en segmentos adecuados y el alineamiento de 
manera automática salen fuera de los objetivos de este trabajo. En [106], [107], [108], 
[109], [110] y [111] se estudia esta división y concatenación de manera automática. De 
esta manera, el multiplicando se descompone en pd = p/m y el multiplicador en sd = p/n 
[16]. En segundo lugar se computan los pdxsd productos parciales. Por último los 
productos parciales se alinean convenientemente y suman para tener el resultado final. 
 Los productos parciales y la suma final se pueden realizar de varias maneras. Se 
pueden calcular uno tras otro utilizando un único bloque multiplicador [112], que 
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requiere varios ciclos y se ha utilizado en computación multiprecisión. Se pueden 
utilizar varios multiplicadores especializados en pipeline para conseguir el resultado en 
un único ciclo con una pequeña latencia [100][111].  
Se pueden realizar los cálculos en un solo ciclo (en paralelo), computándose 
todos los productos parciales al mismo tiempo y sumarlos [113]. Independientemente de 
la manera en cómo se computen, la utilización de sumadores carry-save para realizar la 
suma de los productos parciales aumenta el rendimiento. Este trabajo se centrará en 
conseguir multiplicadores del tamaño de los operandos iniciales y que se realicen en un 
solo ciclo, calculándose los productos parciales de forma paralela que es la manera más 
sintetizada en FPGAs. 
Varios estudios han tratado la implementación paralela de multiplicadores de 
gran tamaño o elevar un operando al cuadrado utilizando los multiplicadores 
empotrados. Algunos de ellos para enteros sin signo [114],  para enteros en 
complemento a dos tanto para multiplicadores de 18x18 bits [115] como para los 
nuevos multiplicadores asimétricos (25x18 bits) de las más nuevas FPGAs [116][117]. 
Como demostraremos en este capítulo, en todos estos trabajos se pueden sustituir los 
sumadores convencionales CPAs por sumadores carry-save aumentando el rendimiento. 
Hay que hacer hincapié en que el signo debe tratarse con cuidado para un 
correcto diseño de los multiplicadores de gran ancho de palabra. Los multiplicadores 
empotrados trabajan en complemento a dos, independientemente de que las entradas 
sean operandos con signo o sin signo. En el caso de operandos sin signo, todos los 
segmentos en que se han dividido los operandos iniciales son operandos sin signo, 
mientras que para operandos iniciales con signo los segmentos deben tener signo o no 
dependiendo de la posición de los segmentos. En la representación de complemento a 
dos solamente los segmentos que contengan el bit de signo, es decir los segmentos que 
contengan los bits más significativos de los operandos, deben operarse con signo 
mientras que el resto deben tratarse como operandos sin signo. 
Por tanto, en la generación de los productos parciales de aquellos segmentos que 
deben operarse sin signo, se debe introducir un cero en el bit más significativo de los 
multiplicadores empotrados. De esta manera el tamaño de los dígitos que deben 
introducirse en estos multiplicadores dedicados debe ser una unidad menor. Por otro 
lado, para el caso de los segmentos que contengan el bit de signo de alguno de los 
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operandos, en el resultado del producto parcial debe realizarse una extensión de signo. 
En el caso de los productos parciales sin signo, antes de realizar una extensión con 
ceros, se debe estudiar si se pueden combinar varios productos parciales para componer 
un solo resultado.  
A modo de ejemplo, la Figura 32 muestra cómo se puede conseguir implementar 
un multiplicador con signo de 35x35 bits utilizando cuatro multiplicadores empotrados 
con signo y dos sumadores. Cada uno de los operandos se divide en dos grupos; por 
ejemplo, para el operando A se tendría: A1 = A[34..17] y A0 = A[16..0]. El segundo 
grupo (el menos significativo) tiene un bit menos porque hay que añadirle un 0 por la 
izquierda para forzarlo positivo, antes de aplicarlo al multiplicador correspondiente (0, 
A[16..0]). De igual manera se procede con el operando B. Al tenerse 4 grupos de 
operandos, pero agrupados dos a dos, serán necesarios 4 multiplicadores empotrados de 
18 bits.  
En la Figura 33 se muestra la composición de las sumas parciales a realizar para 
obtener el multiplicador final de 35x35 bits. Tal y como se puede observar, los 17 bits 
menos significativos del producto se obtienen directamente al multiplicar A0xB0, y harán 
falta 2 sumadores, uno de 36 bits para realizar la suma intermedia de A0xB1 y A1xB0, y 
otro final de 53 bits, que suma el resultado de la suma intermedia junto con el sumando 
compuesto por A1xB1 y los 17 bits de mayor peso del producto de A0xB0. En este caso no 
se debe extender el resultado de este producto parcial (A0xB0) sin signo con ceros, ya 
que entonces no se podría combinar con los otros productos parciales. Antes de realizar 
la suma final debe extenderse el signo del resultado de la suma intermedia. 
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P
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36
36
     +
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53 P[69:17]
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Figura 32. Multiplicador con signo de 35x35 bits. 
A[34:0 ] x B[34:0 ] signed
A0  x B0
016
A0 x B0
1733
A0 x B1
1733
A1  x B0
17333452
A0 x B1
3452
Signed ext.
69
A1  x B0Signed ext.
A1  x B1
3469
+
+
+
69
 
Figura 33. Productos parciales de un multiplicador de 35x35 bits con signo. 
La implementación del multiplicador mostrada en la Figura 32 tiene el 
inconveniente de que se necesitan dos sumadores, y si éstos son del tipo CPA tendrán 
un retardo elevado, por lo que el multiplicador final tendrá un retardo de propagación, 
que no sería admisible para la muchas de las aplicaciones. La solución sería usar un 
sumador CSA que permite sumar 3 operandos y al representar la salida mediante dos 
bits, el de acarreo y el de suma, el retardo final del sumador es independiente del 
número de bits. Esta mejora es mayor a medida que aumenta el número de bits del 
multiplicador, ya que aumenta el número de productos parciales a sumar. 
Multiplicadores utilizando aritmética CSA 
En el ejemplo anterior del multiplicador de 35x35 bits (Figura 32) basta sustituir 
los sumadores CPA por CSA para obtener a la salida un multiplicador con salida CSA. 
Para ello se deben utilizar compresores [3:2]. Se consigue así un multiplicador con 
salida CS. Para ver mejor los beneficios de la utilización de los sumadores CS, a modo 
de ejemplo, se mostrará cómo se obtiene un multiplicador de 52x35 bits con signo y 
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salida carry-save a partir de multiplicadores empotrados y sumadores CSA. La Figura 
34 muestra los productos parciales indicando los casos en los que debe realizarse  la 
extensión de signo.  
A[51:0] x B[34:0] signed
A0 x B0
016
A0 x B0
1733
A0 x B1
1733
A1 x B0
1733
A1 x B0
3450
A2 x B1
5186
A0 x B1
3451
Signed ext.
86
A2 x B0
3451
Signed ext.
86
A1 x B1
3451
Signed ext.
86
+
+
+
+
+
 
Figura 34. Productos parciales de un multiplicador de 52x35 bits con signo. 
La Figura 35 muestra la implementación del multiplicador utilizando 
multiplicadores empotrados y  sumadores CSA. Como se puede observar es necesario 
utilizar sumadores CSA de [3:2] y [4:2]. En [44] demostramos cómo se podían integrar 
de manera óptima sumadores carry-save  [3:2]  y [4:2].  
X
X
X
X
X
X
0,A[16:0]
0,B[16:0]
PA[33:0]
34
0,A[16:0]
B[34:17]
PB[51:17]
35 3:2
4:2
4:2
0,A[33:17]
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B[34:17]
B[35:17]
P[16:0]
S[33:17]
C[34:18]
S[50:34]
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C[51:35]
C[87:52]
0,B[16:0]
0,B[16:0]
0,A[33:17]
A[51:34]
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PD[68:34]
PE[68:34]
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34
A[51:0] x B[34:0]  Signed
PA[33:17]
PB[33:17]
PC[33:17]
PC[50:34]
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PD[86:51]
PE[50:34]
PE[86:51]
PB[86:51]
PF[86:51]
PB[86:52]=PB51
35
PD[86:69]=PD68
18
PE[86:69]=PE68
18
+
+
+
sign extension
sign extension
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0
 
Figura 35. Multiplicador de 52x35 bits con signo y salida de suma y acarreo. 
Para multiplicadores de número de bits superiores al mostrado anteriormente, 
por ejemplo de 69x69, se necesitan compresores superiores, en concreto  de [5:2] y 
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[7:2]. Por este motivo, la optimización de los sumadores CS influye enormemente en el 
retardo del multiplicador. En el capitulo 3 ya mostramos además cómo conseguir estos 
compresores de manera óptima. 
4.3. Resultados de la implementación de multiplicadores de 
ancho de palabra elevado en FPGAs con LUT4 
Para ver las ventajas de utilizar multiplicadores  con salida carry-save en FPGAs 
de Xilinx con LUT4, se han diseñado varios multiplicadores para ancho de operandos 
en el rango de 35 a 69 bits y se han sintetizado en una FPGA Xilinx Spartan3E-5 
utilizando ISE 12.1 y se han comparado con los multiplicadores generados por IP core 
generator de Xilinx  (Coregen 12.1) [118] y los generados directamente del operador de 
multiplicación de VHDL utilizando XST. Los datos que se muestran se han obtenido 
registrando las entradas y salidas de cada bloque. De esta forma se puede determinar la 
frecuencia máxima de funcionamiento de una forma más fiable e independiente del 
place and route del diseño en la FPGA. Por el contrario, esto implica un aumento del 
número de LUT y slices. Sobre los datos mostrados cabe indicar, que éstos se han 
realizado para diseños sin pipeline, y para un grado de velocidad de la FPGA indicada 
anteriormente de -5, y que los multiplicadores obtenidos con la herramienta Coregen de 
Xilinx y con la descripción VHDL tienen salida convencional. 
La Tabla 12 muestra los resultados obtenidos. En primer lugar el número de 
multiplicadores empotrados es el mismo en las tres implementaciones. El número de 
LUTs construidas en el diseño con salida CS es menor, variando desde un 5%  a un 
19%, aunque se debe tener en cuenta que en la implementación CS no está incluido el 
sumador para la conversión final. 
En cuanto a mejora en la velocidad, se puede comprobar que, para un tamaño de 
operando de 35 bits, la mejora de velocidad con multiplicadores CSA es superior  en un 
82% para los multiplicadores generados con Coregen y en un 56% a la obtenida con la 
descripción VHDL. A medida que aumenta el tamaño del operando la mejora de 
velocidad es aún mayor, consiguiendo una frecuencia de trabajo dos veces superior a los 
multiplicadores generados con Coregen y 73% superior a la obtenida con la descripción 
VHDL. 
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Otro resultado obtenido, es que el retardo de los multiplicadores CSA es 
prácticamente el mismo en el caso de operandos de 35x52 bits y de 52x52 bits ya que 
los compresores utilizados en ambos casos son de [5:2].  Este es un resultado esperado, 
ya que los compresores son los que determinan la velocidad del multiplicador CSA. 
Esta conclusión se puede extrapolar a operandos de mayor número de bits. 
Multiplicador  salida CSA IP Coregen de Xilinx Multiplicador descrito en VHDL 
Multiplicador 
Tamaño en 
bits 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
35x35 53 106 4 134,2 108 124 4 71 72 125 4 82,74 
35x52 159 193 6 106,27 117 212 6 55,5 117 215 6 65,72 
52x52 214 320 9 105 171 336 9 45,74 206 392 9 57,60 
64x64(1) 334 566 16 89.52 358 703 16 41,65 382 737 16 52,62 
69x69(2) 386 745 16 89,1 - - - - 419 817 16 51,60 
Tabla 12. Resultados de multiplicadores con signo en FPGA con LUT4. 
 
La Tabla 13 muestra los resultados para multiplicadores sin signo. La mejora en 
velocidad alcanzada por el multiplicador sin signo con salida CS es similar al caso de  
multiplicadores con signo, ya que el tamaño máximo de los compresores necesarios 
para realizar las sumas de los productos parciales es el mismo tanto para multiplicadores 
con signo como sin signo. La síntesis con compresores carry-save mejora en un rango 
entre el 59% al 72% a la síntesis VHDL y en un rango de 88% a 124% a la síntesis con 
Coregen. Sin embargo, se observa una importante reducción de área cuando se utiliza el 
multiplicador con salida carry-save, siendo menor en un 40% respecto a Coregen y en 
un rango de 33% a 20%  con respecto a la descripción VHDL.  
Notas: 
(1) Tamaño máximo con IP Coregen. 
(2) Tamaño máximo diseñado con sumadores CSA. 
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Multiplicador  salida CSA IP Coregen de Xilinx Multiplicador descrito en VHDL 
Multiplicador 
Tamaño en 
bits 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
34x34 34 68 4 144.89 104 120 4 77.22 69 102 4 84.47 
34x51 86 120 6 117.9 158 208 6 60.20 94 154 6 73.96 
51x51 172 206 9 110.72 231 334 9 49.46 163 256 9 65.12 
63x63(1) 229 388 16 92.31 443 727 16 45.56 316 505 16 55.58 
68x68(2) 448 515 16 91.90 - - - - 342 545 16 54.34 
Tabla 13. Resultados de multiplicadores sin signo en FPGAs con LUT4. 
 
Esta reducción en área del multiplicador sin signo CSA con respecto al que 
trabaja con signo es debida a que no es necesaria la extensión de signo. Los 
compresores de mayor tamaño se reducen especialmente, sobre todo los compresores 
que intervienen en los bits más significativos del resultado como se puede ver en la 
Figura 36.  En el caso del multiplicador con salida convencional los productos parciales 
que contribuyen en los bits más significativos del resultado se tienen que sumar 
realmente incluyendo la extensión de cero para propagar los posibles acarreos. Sin 
embargo, en carry-save sólo se propaga a un bit y el resto de la suma solamente se debe 
almacenar. 
A[51:0] x B[34:0] Unsigned
A0 x B0
016
A0 x B0
1733
A0 x B1
1733
A1 x B0
1733
A1 x B0
3450
A2 x B1
5184
A0 x B1
3450
A2 x B0
3450
A1 x B1
3450
+
+
+
+
+
4:22:2
(A
2x
B 1
) 51
S50C51S51C52
Previous carry
(A
1x
B 1
) 50
(A
1x
B 0
) 50
(A
0x
B 1
) 50
(A
2x
B 0
) 50
 
Figura 36. Multiplicador de 51x34 bits sin signo con salida CSA.
Notas: 
(1) Tamaño máximo con IP Coregen. 
(2) Tamaño máximo diseñado con sumadores CSA. 
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4.4. Resultados de la Implementación de multiplicadores de 
ancho de palabra elevado en FPGAs con LUT6 
Los multiplicadores se realizan a partir de la suma de las multiplicaciones 
parciales realizadas con los multiplicadores empotrados. Los multiplicadores 
empotrados en las FPGAs con LUT6 se encuentran dentro de los bloques DSPs. En 
estos bloques también existen sumadores CPA que pueden combinarse con las salidas 
de los multiplicadores empotrados. 
La implementación de multiplicadores en LUT6 sigue la misma filosofía que la 
expuesta para LUT4, es decir,  que las sumas de los productos parciales se realicen con 
compresores CS, utilizando el compresor del tamaño adecuado para realizar la suma de 
cada bit de todos los operandos. No hemos creado árboles de compresores a partir de 
compresores más pequeños, sino  que utilizamos el compresor con el número de 
entradas adecuado, ya que como se comentó en el apartado 3.3.7., no existe una relación 
lineal en el sentido de que dos compresores [3:2] sintetizados y unidos para componer 
un compresor [4:2] (retardo 2 x 1,68 ns.) no tiene el doble retardo que un compresor 
[4:2] descrito y sintetizado posteriormente (retardo 2,59 ns.).  
La Tabla 14 muestra los resultados de síntesis para distintos tamaños de 
multiplicadores. Se muestran resultados para multiplicadores con salida en formato 
redundante carry-save y multiplicadores con salida en formato convencional, realizados 
completamente con aritmética en formato convencional como ocurre en los 
multiplicadores sintetizados con Coregen o VHDL, o realizados con aritmética CS a los 
que se les ha añadido un sumador CPA para realizar la conversión a formato tradicional. 
Los multiplicadores con salida doble carry-save solamente tienen sentido 
compararlos a partir de un tamaño del multiplicador de 52x52 bits que es cuando se 
necesitan sumadores de [5:3] o superiores. Las versiones actuales de Coregen solamente 
permiten un tamaño máximo de multiplicador de 64x64 bits, aunque los datos de este 
tamaño se utilizan para realizar comparaciones con el tamaño de 69x69 en el resto de 
las síntesis, sin que esto induzca a conclusiones erróneas. 
En la documentación de Xilinx [89] se propone la creación de multiplicadores y 
otros circuitos que requieran sumas intermedias realizándolas en cascada en lugar de 
árbol, aunque eso sí, siempre con sumadores CPA. La propuesta reduce enormemente el 
Implementación de multiplicadores de ancho de palabra elevado 
 
Pag. 76  Uso eficiente de aritmética redundante en FPGAs                                                
  Manuel A. Ortiz López                                  
consumo de área porque aprovecha los sumadores que contienen los bloques DSP. Por 
esta razón, el consumo de LUT6s de las síntesis con Coregen es nulo. Sin embargo, 
como muestra la Tabla 14, la frecuencia de trabajo disminuye enormemente con el 
ancho del número de bits. Por tanto, si se necesita aumentar la velocidad, la mejor 
alternativa es la utilización de multiplicadores realizados con CSA. 
Multiplicador  salida CS 
Multiplicador  salida  
doble carry-save 
IP Coregen de Xilinx 
Multiplicador 
Tamaño en 
bits Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
35x35 24 53 4 146,71 - - - - 24 0 4 53,82 
35x52 37 96 6 122,56 - - - - 30 0 6 39,28 
52x52 71 199 9 120,17 56 157 9 135,28 36 0 9 28,61 
64x64(1) - - - - - - - - 45 0 16 17,67 
69x69(2) 178 456 16 100,99 282 548 16 122,97 - - - - 
 
Multiplicador descrito en VHDL 
Multiplicador(3) CSA con salida 
convencional (CPA) 
Multiplicador(3) doble carry-save 
con salida convencional (CPA) Multiplicador 
Tamaño en 
bits Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
Slice LUT 
Mul 
18x18 
Frec. 
Max. 
(MHz) 
35x35 6 0 4 55,46 53 89 4 124,18 - - - - 
35x52 19 53 6 46,65 60 165 6 98,2 - - - - 
52x52 46 160 9 43,47 83 243 9 97,73 133 330 9 95,08 
64x64(1) - - - - - - - - - - - - 
69x69(2) 67 245 16 41,44 225 592 16 81,69 323 762 16 87,59 
Tabla 14. Resultados de multiplicadores con signo en FPGAs con LUT6. 
En cuanto a velocidad, los multiplicadores con salida CS triplican en el peor 
caso la velocidad de los multiplicadores realizados con Coregen o VHDL, siendo de 
hasta 6 veces más rápidos que el multiplicador mayor realizado con Coregen. En cuanto 
a consumo de recursos, la síntesis realizada con Coregen es la que menos área ocupa ya 
que el multiplicador se realiza completamente con los bloques DSPs construyendo 
sumadores en cascada. Sin embargo, en la síntesis con Coregen la frecuencia de trabajo 
es altamente dependiente del tamaño del multiplicador, siendo en unas tres veces 
superior en el caso del multiplicador más pequeño (35x35) con respecto al mayor 
Notas: 
(1) Tamaño máximo con IP Coregen. 
(2) Tamaño máximo diseñado con sumadores CSA. 
(3) Los datos que se muestran corresponden a una optimización por área. 
También se ha sintetizado con optimización por velocidad, pero la 
mejora es inapreciable y el consumo de área extra es elevado. 
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(64x64). En el caso de la síntesis desde VHDL  la variación de frecuencia respecto al 
tamaño del multiplicador es relativamente pequeña y aún menor en el caso de los 
multiplicadores realizados con CSA. 
El Gráfico 4 y Gráfico 5 muestran los resultados de síntesis para multiplicadores 
con salida convencional realizados con aritmética CSA y tradicional de la Tabla 14. En 
el caso de que se necesiten multiplicadores con salida convencional, los sumadores 
carry-save son los más rápidos aunque con un consumo en área mayor. Con respecto al 
formato carry-save, se puede observar que aunque el formato doble carry-save permite 
algo más de velocidad que el clásico lo hace con un consumo en área mayor. El formato 
doble carry-save en este caso no supone una mejora apreciable. Esto es debido a que en 
el proceso de conversión a formato tradicional, se utiliza un sumador ternario que tiene 
un retardo mayor que el de dos operandos y consume el tiempo que mejora el uso de 
sumadores con formato doble carry-save. 
Con respecto al formato carry-save, no hay una única solución idónea para 
multiplicadores, dependerá de la aplicación concreta. En el caso de multiplicaciones que 
se realicen en serie, o por ejemplo en operaciones MAC, los multiplicadores con 
formato doble carry-save son los más rápidos, aumentando la diferencia a medida que 
aumenta el número de bits del multiplicador siendo 1,13 veces más rápido para un 
multiplicador de 52x52 bits  y de 1,22 veces más rápido para un multiplicador de 69x69 
bits. En multiplicaciones paralelas, si tenemos en cuenta que para el multiplicador de 
52x52 bits se necesitan sumadores carry-save con 5 entradas ([5:2], [5:3]) y para el 
multiplicador 69x69  bits se han necesitado sumadores con 7 entradas ([7:2], [7:3]), 
podemos concluir que excepto que la velocidad sea el único condicionante el formato 
carry-save clásico será el más adecuado. 
Por último, comentar que al igual que en el caso de LUT4, si se necesitan 
multiplicadores con ancho de palabra elevado y sin signo, cuando se sintetizan 
utilizando aritmética CS tienen una velocidad similar y el área disminuye notablemente, 
mientras que en el caso de multiplicadores sin signo realizados con aritmética 
tradicional, la velocidad y el área son la misma que para el multiplicador con signo. 
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Gráfico 4. Frecuencia de trabajo de multiplicadores con salida CPA en LUT6s. 
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Gráfico 5. Área consumida de multiplicadores con salida CPA en LUT6s.
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5. Conclusiones y líneas futuras 
Actualmente las FPGAs han dejado de ser únicamente un conjunto de puertas 
lógicas, que se utilizaban como lógica para adaptar partes de un sistema a otro (“Glue 
logic”), o para implementar pequeños circuitos dedicados, para pasar a ser utilizadas 
como la mejor alternativa en el caso de sistemas con un elevado coste computacional. 
A lo largo de la Tesis Doctoral demostramos que es posible la implementación 
eficiente de aritmética carry-save en FPGAs, en contra de lo que se pensaba hasta hace 
algunos años, y se corrigen algunas de las creencias anteriores, derivadas de dejar 
completamente la responsabilidad del mapeo de la aritmética carry-save a las 
herramientas de síntesis. Y por otro lado, hemos demostrado con los resultados de las 
implementaciones, que la manera más eficiente de crear multiplicadores paralelos de 
elevado ancho de palabra en FPGAs actualmente se consigue con la combinación de los 
multiplicadores empotrados con árboles de sumadores carry-save o doble carry-save. 
Por tanto, es posible la utilización eficiente en FPGAs de aritmética redundante,  
incluso en FPGAs de bajo coste. Se consigue un aumento de velocidad importante, sin 
la necesidad de recurrir a FPGAs de alto rendimiento, de mayor precio y consumo de 
potencia, en muchas aplicaciones que hacen un uso intensivo de las operaciones de 
suma y multiplicación. 
De manera detallada las conclusiones a las que se ha llegado con este trabajo se 
pueden enumerar de la siguiente manera: 
1. Es posible la implementación eficiente de compresores [3:2] y [4:2] en 
FPGAs con LUT4 en contra de lo publicado hasta hace algunos años. 
2. Hemos demostrado que en el caso de compresores de orden superior 
realizados componiendo compresores [3:2] y [4:2] en FPGAs con LUT4,  
se aumenta el rendimiento, si en las conexiones entre ellos se aprovecha 
para los caminos más críticos el menor retardo de propagación de la 
lógica de acarreo. 
3. Hemos introducido los compresores con un nuevo formato doble carry-
save para compresores en FPGAs con LUT6, con tiempos de 
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propagación menores que los compresores carry-save clásicos, y por 
tanto más eficientes en cuanto a velocidad. 
4. Hemos diseñado un compresor [4:2] optimizado en velocidad para 
FPGAs con LUT6 a bajo nivel con un tiempo de propagación inferior a 
los diseñados anteriormente en otros trabajos, aprovechando la lógica de 
acarreo para generar parte de las funciones lógicas. 
5. Hemos demostrado con síntesis reales, que la combinación de 
multiplicadores empotrados con aritmética carry-save, son la mejor 
alternativa para la realización de multiplicadores de ancho de palabra 
elevados en FPGAs. Esta combinación tanto para producir salida 
convencional como carry-save no ha sido propuesta hasta el momento de 
manera general. 
Parte de los resultados obtenidos en este trabajo se presentaron en el congreso 
“Application-specific Systems, Architectures and Processors, 2009. ASAP 2009” con el 
trabajo titulado “Efficient implementation of carry-save adders in FPGAs”, donde por 
primera vez se mostró como es posible implementar compresores [3:2] y [4:2] de una 
manera eficiente en FPGAs con LUT4, sin un derroche de recursos y  en contra de lo 
publicado hasta el momento. Este trabajo respaldado por su aceptación en unos de los 
congresos más prestigiosos, fue el punto de partida de esta línea de investigación que 
está siendo utilizada en otras aplicaciones, demostrando que es posible utilizar 
aritmética redundante en operaciones más complejas de manera eficiente en FPGAs. 
Fruto del estudio exhaustivo de los recursos lógicos de las FPGAs, se ha 
utilizado la lógica de propagación de acarreo para generar funciones generales, distintas 
a las puramente aritméticas, con una mejora en la velocidad, aunque sin ser el objetivo 
primario de la tesis. 
En cuanto a las líneas de trabajo futuras caben destacar tres. Una de ellas se ha 
comenzado ya, y consiste en utilizar aritmética redundante para conseguir operaciones 
más complejas en FPGAs especialmente aquellas que permitan la utilización de la 
representación CS. Se ahorra el tiempo en el paso a representación convencional. Por 
ejemplo en operaciones MAC, SAD y en multiplicaciones serie para ancho de palabras 
muy elevado, como ocurre en criptografía. 
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La segunda línea tiene que ver con la utilización de la lógica de acarreo de las 
FPGAs para sintetizar funciones generales que requieren un mínimo retardo. Por 
ejemplo, las líneas de acarreo pueden verse por la rapidez, como un punto donde se 
“unen” las salidas de las look- up tables pudiéndose utilizar en aplicaciones clásicas del 
tipo de “and por conexión”, por ejemplo para arbitrar buses o para realizar 
comparadores de manera eficiente. Con la utilización de la lógica de acarreo para crear 
comparadores hemos conseguido aumentar la velocidad y reducir el área  en el 
desarrollo de nuestros aceleradores hardware. 
La tercera línea de trabajo futura, es la continuación natural de este trabajo y  
tiene que ver con la automatización de árboles de compresores para suma multioperando 
y multiplicadores de ancho de palabra elevado. Con este trabajo se dispone de diseños 
optimizados a partir de los cuales se puede crear una librería básica de componentes. 
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Trabajos presentados 
Directamente relacionados con lo expuesto en este trabajo se han presentado 
resultados a varios congresos. Estamos preparando para en este momento dos trabajos 
para difundir los resultados obtenidos acerca de la síntesis de compresores en LUT6 y 
síntesis de multiplicadores de ancho de palabra elevado tanto en LUT4 como LUT6. 
Queremos destacar el trabajo presentado al Congreso “Application-specific 
Systems, Architectures and Processors, 2009. ASAP 2009”, que supuso el punto de 
partida de la línea de estudio de implementación eficiente de aritmética CSA en FPGAs. 
Este congreso es el que ocupa el primer lugar en los “Conference Rankings” en cuanto a 
síntesis en FPGAs de aritmética. Este trabajo se ha citado en otros trabajos que hablan 
de la situación actual de la síntesis de compresores en FPGAs con LUT4: 
1- M. Ortiz, F. Quiles, J. Hormigo, F. Jaime, J. Villalba, and E. Zapata, “Efficient 
implementation of carry-save adders in FPGAs”, in Application-specific 
Systems, Architectures and Processors, 2009. ASAP 2009. 20th IEEE 
International Conference on, 7-9 2009, pp. 207 –210. 
Otro trabajo presentado al congreso “Seminario Anual de Automática, 
Electrónica Industrial e Instrumentación 2012. SAEEI 2012” de ámbito internacional, 
implementa también aritmética redundante en este caso en los interfaces del acelerador: 
2- Quiles-Latorre, F., Ortiz-Lopez, M., Montijano-Vizcaino, M., Moreno-Moreno, 
C., Brox-Jiménez, M., Hormigo-Aguilar, F., Villalba-Moreno, Julio, 
"Acelerador Hardware de bajo coste para bus PCI Convencional", Seminario 
Anual de Automática, Electrónica Industrial e Instrumentación 2012, 
Guimarães, Portugal. 
Otros trabajos que se han presentado están relacionados con la utilización de 
compresores sintetizados eficientemente en FPGAs en algunas aplicaciones: 
3- Moreno, C. D.; Quiles, F.J.; Ortiz, M. A.; Brox, M.; Hormigo, J.; Villalba, J.; 
Zapata, E.L., "Efficient mapping on FPGA of convolution computation based on 
combined CSA-CPA accumulator," Electronics, Circuits, and Systems, 2009. 
ICECS 2009. 16th IEEE International Conference on , vol., no., pp.419,422, 13-
16 Dec. 2009, doi: 10.1109/ICECS.2009.5410903. 
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5- Ortiz-Lopez, M., Quiles-Latorre, F., Moreno-Moreno, C., Brox-Jiménez, M.," 
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Formación universitaria, ISSN: 0718-5006, pp. 25-30, Chile 2009, doi: 
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6- Quiles, F.J.; Ortiz, M.; Brox, M.; Moreno, C.D.; Hormigo, J.; Villalba, J., 
"UCORE: Reconfigurable Platform for Educational Purposes," Reconfigurable 
Computing and FPGAs (ReConFig), 2010 International Conference on , vol., 
no., pp.109,114, 13-15 Dec. 2010, doi: 10.1109/ReConFig.2010.60. 
7- Moreno-Moreno, C., Martinez-Jiménez, M., Bellido-Outeiriño, F., Hormigo-
Aguilar, F., Ortiz-Lopez, M., Quiles-Latorre, F., "Convolution computation in 
FPGA based on carry-save adders and circular buffers", International ICST 
Conference on IT Revolutions, Cordoba-Spain, 2011.doi:10.1007/978-3-642-
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