Abstract-The Global Precipitation Measuring Mission requires the ability to compare the calibrations of similar, but not identical, orbiting microwave radiometers. A fitting algorithm has been developed which adjusts a set of geophysical parameters to match the radiances of a source sensor. The adjusted parameters are then used to compute the radiances for a target sensor. For comparison purposes, a simple (weather forecast) analysis-based algorithm has also been implemented. The algorithms have been tested on two pairs of sensors, TMI/Windsat and TMI/AMSR-E. The differences in the results between the two algorithms are generally small. The contribution of various error sources has also been evaluated. The error analysis suggests similar quality for both algorithms. A comparison of the observed variability in the differences between the two sensors in each pair shows very similar variability for the TMI/AMSR-E pair as for the TMI/Windsat pair. It is also shown that the fitting algorithm partially compensates for shortcomings in the radiative transfer models by introducing spurious correlations among the retrieved parameters.
I. INTRODUCTION
T HE GLOBAL Precipitation Measuring (GPM) Mission is a joint U.S./Japan program to measure precipitation globally using microwave radiometers and radar. The basic concept is to use a constellation of available microwave radiometers on many platforms in a variety of orbits to provide the needed sampling and a satellite in a non-sun-synchronous orbit (GPM Core) with a radiometer and a two-frequency radar to provide a basis for consistent precipitation retrievals from the varied collection of radiometers in the constellation. The first step in gaining that consistency is to adjust the calibrations of the radiometers to be physically consistent with one another. The next step is to generate algorithms for all the radiometers using physical insights derived from the radar. This paper is only concerned with the first step. The intercomparisons presuppose instruments that have been reasonably well calibrated by their manufacturer and have been through a pre-screening process wherein cross-track biases and calibration changes along the orbital path have been removed from the data. In practice, the intercomparisons are themselves sensitive tests for such problems and sometimes backtracking is necessary. The along track bias in TMI described by Gopalan et al. [10] was discovered this way and then corrected on a single satellite basis. An extensive effort by Colorado State University to produce Fundamental Climate Data Records for SSM/I and SSMIS, described in companion papers in this volume, will reduce much of this sort of problem for those sensors.
In order to compare the calibrations of radiometers with different viewing parameters, frequency, polarization, and view angle, they must be converted to some common basis. The GPM Intersatellite Calibration Working Group (X-CAL) approaches this by having several teams use a variety of techniques for this conversion. To the extent the results are consistent, confidence is thereby increased. X-CAL develops two point calibration adjustments based on oceanic observations (cold end) and high emissivity scenes like the Amazon Basin (warm end). At this point, X-CAL only uses one warm end algorithm, that of the University of Michigan team [1] , [11] . Wilheit et al. [2] described four oceanic techniques and applied them to a comparison of TMI and Windsat. A brief summary of Wilheit et al. [2] is included for the convenience of the reader in Appendix. Having only two regions of brightness temperature limits the corrections to two-point linear transformations. Several potentially large sources of error, beam spilling and antenna emissivity are well handled by this formalism, at least for their time-invariant components. Other sources of error such as nonlinearity are not well handled by this approach. They require radiance comparisons at an intermediate brightness temperature, and the X-CAL team does not have confidence in any such technique yet. Regional and temporal variations in TMI were discovered by these techniques but resolved on a single sensor basis [10] . Work continues to develop finer corrections, and this paper must be considered as a status report.
Here, two cold end approaches for the comparison of conically scanning window channel radiometers will be discussed. One technique was included in and the second one is quite 0196-2892/$31.00 © 2012 IEEE similar to another used in the development of a TMI/Windsatbased consensus calibration [2] . The aim here is to understand the properties of the techniques discussed and, by extension, of other similar techniques. This does not, by any means, exhaust the possibilities for comparisons, and many valid choices are possible for the implementation details of similar techniques.
II. DATA
The data used in this study are: 1) TMI 1B11 Version 7 data available from ftp://trmmopen. gsfc.nasa.gov; 2) Windsat Data (forward scan only) provided by NRL (SDR Ver. 1.9.6); 3) Advanced Mechanically Scanned Microwave Radiometer from Aqua (AMSR-E) provided by JAXA (Level-1, Version 3). The TMI has nine channels with frequencies at 10.65, 19.35, 21.3, 37, and 85.5 GHz; all channels are dual polarized except 21.3 GHz which only has vertical polarization. The Version 7 TMI data includes a correction for the varying temperature of the somewhat emissive main reflector derived by Gopalan et al. [10] . Windsat has ten channels with frequencies of 6.8, 10.65, 18.7, 23.8, and 37 GHz each dual polarized. AMSR-E has 12 channels with frequencies of 6.925, 10.65, 18.7, 23.8, 36.5, and 89 GHz each dual polarized. The time period covered is July 2005 through June 2006, a total of one year. The University of Central Florida team produced matchup data sets between TMI and each of the two polar orbiters, AMSR-E and Windsat; they provided these data for this study. The data are averaged over 1
• boxes and are nearly coincident in time (±1 h). The Colorado State University team uses similar matchup data sets but independently implemented. The Earth Incidence Angles (EIA) of the sensors vary with time and scan position, and in the cases of Windsat and AMSR-E, by frequency. The actual EIAs were included in the data sets on a pixel-by-pixel basis. Averages of the EIAs for each matchup box were included in the UCF data set and were used in the analyses. Averaged over the data set, the TMI EIA was 53.34
• • for the 6.8 through 37-GHz channels. The low-frequency channels (< 37 GHz) of AMSR-E had an average EIA of 55.08
• and the 89 GHz channels had an EIA of 54.38
• . Originally, there was an additional pair of 89-GHz channels with a different EIA, but these channels were inoperative for the time period in question.
The surface emissivity and atmospheric absorption coefficients used in this study (Elsaesser and Kummerow [3] ) are also the presently defined X-CAL standard set of models. To minimize the sensitivity to the specific modeling assumptions, double differences are used to determine the calibration differences between any pair of radiometers. The radiances of the source (SRC) radiometer are used to predict the radiances of the target (TGT) radiometer ΔTB = TB(TGT, Obs) − TB(TGT, Calc) −TB(SRC, Obs) + TB(SRC, Calc). (1) Obs and Calc indicate the observed and calculated values, respectively. The model sensitivity will be explicitly examined later.
To be meaningful, the double differences as defined in (1), must be between reasonably corresponding channels. All three sensors have a dual-polarized pair of channels at 10.65 GHz with minor differences in EIAs; clearly the common polarizations of these are corresponding channels. The 37-GHz channels of TMI and Windsat and the 36.5-GHz channels of AMSR-E are likewise corresponding channels when paired by polarization. The differences are somewhat larger, but here the 18.7-GHz channels of Windsat and AMSR-E and the 19.35-GHz channels of TMI are treated as corresponding. The channels near the 22-GHz water vapor line are more problematic. TMI has only a single polarization (vertical) at 21.3 GHz and as opposed to the dual polarization channels at 23.8 GHz for the other two sensors. There is no realistic choice other than to treat the TMI 21 V as a corresponding channel to the two 23.8-V channels, but the consequences will be obvious when the uncertainties in the algorithms are examined. TMI has no channel corresponding to the 23.8-GHz horizontally polarized channels. Likewise, Windsat has no channels corresponding to the 85.5-GHz channels of TMI nor the 89-GHz channels of AMSR-E. TMI also has no corresponding channels to the 6.8-and 6.925-GHZ channels, but the goals of X-CAL are for precipitation retrieval, and these channels are of limited interest for this purpose.
III. ALGORITHMS
Since the viewing parameters of the two sensors are, in general, not identical an algorithm to convert the observations of one sensor into virtual observations of the other sensor is required. The Texas A&M University (TAMU) fitting algorithm adjusts four parameters of a geophysical model to match the over-ocean radiances of the source sensor. It matches in the sense of minimizing a penalty function (PF) which is simply a weighted average of the squares of the differences between the observed and computed radiances. The set of geophysical parameters that minimizes this PF is then used to compute the radiances of the target sensor. The PF allows choices of which channels are used and with what weight. For the present, only binary values (i.e., 0 or 1) have been used in the weight vector but other values are possible. In fitting Windsat to synthesize TMI radiances, the seven channels having corresponding TMI channels have unit weight, and the remaining channels (6.8-GHz H&V, 23-GHz H) have zero weight. For synthesizing AMSR-E from TMI, the algorithm is run twice. Once with only the seven low-frequency channels for synthesizing the low-frequency channels of AMSR-E and again with all nine channels to synthesize the 89-GHz channels of AMSR-E. The 85-GHz TMI channels are not necessary for synthesizing the low-frequency channels and the large frequency range puts great demands on the accuracy radiative transfer models that can, potentially, bias the results. The surface emissivity model and the non-resonant portion of the water vapor absorption [12] are of particular concern. For this reason, and also factors discussed in the error model section, it is advisable to use the seven channel fits for comparisons at 37 GHz and below.
The geophysical parameters adjusted are sea surface wind, sea surface temperature (SST), cloud liquid water content (CLW), and, in an indirect sense, precipitable water (PW). The atmospheric temperature at the lowest level is the actual parameter adjusted, but it modulates the PW via the fixed relative humidity (RH) profile. The atmospheric profile assumes the cloud to be distributed between 4 and 5 km, the lapse rate to be 6.26 K/km and a fixed RH profile. (See the error model discussion.) The lapse rate and the RH profile are averages from the Global Data Assimilation System analyses from NCEP (GDAS) data set associated with the University of Central Florida matchup data set. There is no reliable information as to the height of the cloud (if any) so the height used is arbitrary but roughly in the center of the possible range. The position of the cloud is generally not important as long as it is at a temperature warmer than −40
• C, the temperature of spontaneous nucleation.
The absorption coefficients and emissivities used are those agreed upon by the X-CAL team with minor modifications. The cloud liquid water and sea surface emissivity models have been modified to permit negative values of the cloud liquid water and surface wind speed. While this seems nonsensical on a physical basis, it is computationally important. At low values of the parameters, radiance fluctuations (e.g., NEΔT) can cause some negative apparent values. If these are rejected or converted to some non-negative value, a bias will result. Also, if the source sensor has a calibration error, that too can cause negative values. The aim here is to transfer the calibration of one sensor to another for comparison purposes, and clipping the values would contaminate the results. Any discontinuity at zero can also interfere with the iterative solution to match the brightness temperatures. The implementation of this modification was trivial for the cloud liquid water as the absorption coefficient is proportional to the cloud liquid water density. The trap for negative values was simply deleted. For negative wind speeds the emissivity is reflected the zero wind speed point and inverted so that the value and the first derivative are constant. That is, for ws < 0, ε(ws) = 2ε(0) − ε(−ws) where ε(ws) is the emissivity as a function of windspeed.
A simple nested grid search algorithm is used. It computes the brightness temperature for the first guess set of parameters (SST and T 0 (the lowest level of the atmosphere) = 285 K, Wind Speed = 10 m/s, and Cloud liquid water = 5 mg/cm 2 ). The initial step size is chosen to give approximately 1 K of brightness temperature change in the most sensitive channel (1 K for SST and T 0 , 0.5 m/s of wind speed and 0.5 mg/cm 2 of CLW). The brightness temperature computations are performed for 250-m-thick layers with an explicit correction for the temperature change across the layer. The parameters that minimize the PF are found at this resolution, and then the step size is then halved and the process is repeated through seven halvings, i.e., until the step size corresponds to approximately 0.01 K for the most sensitive channel. Less would make neither numerical (for single precision) nor physical sense. After the minimum PF has been found for this last step size, the radiances for the target sensor are computed.
For comparison purposes, an additional algorithm has been implemented. Each matchup box in the UCF data set includes surface and atmospheric parameters from GDAS. These are used to compute brightness temperatures directly for both the target and source sensors. However, for minor implementation choices, this analysis-based algorithm is quite similar to the UCF algorithm [2] and yields almost identical results.
The algorithms described above have been applied to the two matchup data sets produced by the University of Central Florida.
Several filters were applied to the data:
1) The standard deviations of all the observations falling within the 1 • × 1 • × 1 hour box had to be less than 2 K for vertical polarization and 3 K for horizontal polarization.
2) The difference between the TMI channel and its corresponding Windsat channel could not depart from the mean difference between the channels by more than 3 standard deviations. The number rejected by this criterion was roughly a factor of 10 larger than would be expected for a normal distribution. The impact on the means was at the few hundredths of a degree level.
3) The TBs had to be consistent with ocean. 4) The GDAS data had reasonable values (i.e., surface pressure between 60 000 and 120 000 Pascals, and surface temperature between 205 K and 320 K). 5) The GDAS data were consistent with ocean (i.e., Salinity > 30PPT). 6) The 1
• × 1 • × 1 hour box contained at least 80 TMI (low res) samples, 60 Windsat samples and/or 120 AMSR-E (low res) samples as appropriate. 7) After a given box was accepted and processed, the program skipped forward in the data set so that the time of the TMI observation differed by at least 3 min. Since the TRMM spacecraft will travel more than 1200 km in this time period, the observations will be from an independent meteorological situation. 8) The first 400 matchups that passed the above tests were used except for the April 2006 TMI-Windsat matchup for which only 396 usable cases were found. This enables us to have almost the same number of matchups in each month so that annual cycles are not aliased into the results.
Both the fitting and the analysis-based algorithm were applied to both matchup data sets. First the Windsat data were used to synthesize TMI TBs; these results were included in the generation of a consensus calibration based on both Windsat (75%) and TMI (25%) as discussed in [2] . The basis of these weights is discussed in Appendix. This consensus calibration (CC_1.1) was applied to TMI and the resulting TBs used to synthesize the observations of AMSR-E. For fitting to Windsat to synthesize TMI, only the seven channels of Windsat corresponding to the low-frequency channels of TMI were used. The AMSR-E fits were done in two ways, with the seven low-frequency channels of TMI and with all nine channels. The deltas were computed based both on all the data and on the subset containing the lowest quartile of TMI 21 V brightness temperatures, a dryer data set. While this lowest quartile case was done to facilitate comparisons with the University of Michigan [4] , [11] algorithm, it also provides additional insights. The results are shown in Tables I and II. The rows with the * 's represent the lowest quartile of TB 21 V; the numbers after "FIT" in Table II indicate the number of channels used in the fits.
One can see the differences between the fitting and analysisbased algorithms are generally modest, of the order of 0.1 K or less. One can also see that for the AMSR-E/TMI fits, there is little difference in the results for most of the low-frequency channels whether the 85-GHz TMI channels were used in the fit. The 18 H and 23 H channels are notable exceptions. For the 23-GHz channels, of AMSR-E, using the lowest quartile makes a significant difference, and for the 18-GHz channels, the difference is not quite negligible.
Since there is no truly corresponding TMI channel for the 23 H channel of AMSR-E, the 21 V TMI channel is used as a basis for the double difference. The results are included for completeness but are rather uncertain and must be viewed with considerable caution.
IV. ERROR MODELS
In order to estimate the uncertainties in the deltas, first the critical assumptions in the fitting algorithm were identified. A constant lapse rate of 6.26 K/km, the mean of the GDAS values from the matchup data set was assumed; the GDAS data show a standard deviation of 0.30 K/km about this value. The deltas were recomputed with a lapse rate of 6.26-0.30 K/km to estimate this component of the uncertainty. Similarly the algorithm places the cloud between 4-and 5-km altitude, roughly the midpoint of the possible range. The deltas were recomputed with the cloud placed from the surface to 1-km altitude to estimate this component of uncertainty. A fixed RH profile was assumed as shown by the green line in Fig. 1 . This is is a close approximation to the average RH profile in the GDAS data set (black line). Empirical orthogonal functions (EOFs) provide a means to describe the variability of the RH profiles. EOFs are computed by first calculating the covariance matrix of the RH profiles. The RH is given at 21 levels so the covariance matrix is 21 × 21. The covariance matrix is then diagonalized (i.e., the eigenvalues and eigenvectors are computed). Each EOF (eigenvector) describes a mode of profile variability that is uncorrelated with all the other modes since, by definition, the off-diagonal elements of the covariance matrix are zero in the EOF representation. It is customary to order the EOFs by the size of the eigenvalues (contribution to the variance) so that the largest eigenvalue is first. The first six EOFs are shown in Fig. 1 . One can see that higher numbered EOFs generally have more structure in the vertical. The black dashed line shows the total standard deviation of the RH profile and the dashed red line, the part contributed by the first six EOFs. The variance contributed by the first six EOFs varies by altitude but is around 95%, clearly adequate for approximating uncertainties. Each of the EOFs was added to the RH Fig. 1 . Relative humidity assumptions for the TAMU fitting model. The green solid line is the model assumed relative humidity profile, and the black solid line is the average relative humidity from GDAS over the data set. The black dashed line is the standard deviation of the GDAS relative humidity. The dotted and dot dash lines represent the first six empirical orthogonal functions of the GDAS relative humidity (per the legend), and the red dashed line is the root sum of squares of these six EOFs.
profile one at a time and the deltas recomputed to estimate the impact of water vapor variability. The results are shown in Tables III-VIII. The rows indicated by EOF1 through EOF6 represent the contribution by each EOF, and the row labeled RH is the root sum of squares of the six EOFs. The contributions of the EOFs generally decrease with increasing EOF number because the variance contributed by each EOF decreases and because the increasing structure is smoothed by the radiative transfer process. CH indicates the uncertainty due to the cloud height and LR the uncertainty due to the lapse rate assumption. The sensitivities were determined both for the full data set and for the lowest quartile of the TMI 21 V TBs.
Looking at the WS → TMI results, Table III , one only sees a few significant contributions to uncertainty. The cloud height assumption seems to have very little impact. The lapse rate only impacts the 21-V results. One can see that six EOFs is enough as the sixth one has very little impact. As one might expect, the primary impact of the RH profile is on the 21-V channel. Going to the lowest quartile (Table IV) has little impact except at 21 V where the modeled uncertainty is significantly lower.
Going to the TMI → AMSR-E matchups first using all nine TMI channels (Table V) , one sees a generally similar pattern with one surprise. There is an unexpectedly large sensitivity in to the lapse rate assumption in the 18-GHz channels. Since the lapse rate value used is the mean of the data set, this should mostly average out. If one compares with the computations using only the seven low-frequency channels (Table VII) , this sensitivity is more reasonable. Thus, the lapse rate sensitivity comes from the 85-GHz channels. The 18 H results differ by 0.3 K between the seven and nine channel fits; this sensitivity is likely a factor. A similar discussion would be possible for several uncertainty contributions for the AMSR-E 23H channel; this leads to the reduced credibility of the double differences for this channel for which no suitable comparison channel is available.
The models are another element in the uncertainty. Since they are common to all the methods being applied, their impact will not appear in comparisons of methods. Here, the uncertainty in two key models is approximated, and the propagation of these uncertainties through the two methods is examined. As an alternative to the ocean surface model [3] used by X-CAL, the Kohn [5] model which is an update of the Wilheit [6] model adjusted for compatibility with the Wentz model functions [7] as of 1983 is used. As an alternative to the X-CAL water vapor model [3] , it was modified to use the Bauer [8] pressure broadening parameter for the 22-GHz line (a 4% decrease); this has some observational justification [9] . The water vapor and surface model sensitivities, so determined, are given as the Tables III-VIII. There is some uncertainty in the cloud liquid water model as well [13] , but the filtering applied to the data restricts the analysis to very small amounts of cloud liquid water so it is very unlikely to have a significant impact.
Another approach to the uncertainty was statistical. The data were subdivided by month and computed the deltas on a month-by-month basis. The uncertainty in the mean was computed from these by standard statistical procedures. If there is a seasonal component, (not obvious in looking at plots) or aliasing of the TRMM orbital precession, it would make this error estimate too large. However, these estimates are quite small. The statistical errors are given as the STAT row of Tables III-VIII. Error modeling for the analysis-based algorithm is much simpler. The RH and lapse rate assumptions are not used so these error sources are irrelevant. Tables IX and X give the remaining error terms for the Windsat to TMI and the TMI to AMSR-E algorithm, respectively. The error terms and associated abbreviations (CH, WV, SFC, and STAT) shown have exactly the same meaning as for Tables III-VIII. The rows marked with an asterisk ( * ) are for the lowest quartile of 21-V TBs.
It is interesting to compare the differences in the error contributions between the full data set and the lowest quartile of 21-V TBs. Most error terms stay approximately the same or increase with the smaller data set. A few are too small to matter in either case. The exceptions are noteworthy. In general, for the TMI 21 V, AMSR-E 22 V, and 22 H channels, the sensitivity to the RH profile and to the choice of a water vapor absorption coefficient model decreases with the smaller (dryer) data set. This is true to a lesser extent for the 18 and 19-GHz channels. This is to be expected. The only significant decreases in the statistical error were for the 23 V of AMSR-E for all three algorithms and the analysis-based AMSR-E 23H channel. Comparing the analysis-based error contributions with those from the fits for both sets of matchups yields no clear winner. The magnitudes are generally similar, and both senses of the inequalities can be found.
V. MODEL CONSISTENCY
The PFs minimized in the TAMU algorithm provide a measure of the consistency of the TBs from the source sensor with the radiative transfer model used. In Fig. 2 , the cumulative probability distributions of the PFs for several fits are shown. In all cases, the fits used seven input channels, the low-frequency channels of TMI, or the corresponding Windsat channels so that all have the same number of degrees of freedom. Note that these models were not used in the calibration of Windsat (W.L Jones, private communications). Unfortunately, no such definitive statement can be made concerning the TMI TBs. One can see that the Windsat radiances (red line) are considerably more consistent with the models than are the TMI V7 (black line). There is roughly a factor of 3 difference in variance ((ΔTB) 2 ) between the two. The consensus calibration, 75% Windsat, 25% TMI weighting, reported in [2] and summarized in Appendix, was based on this factor of 3. The PFs for the recalibrated TMI TBs (TMI_CC 1.1) (green line) show markedly more consistency with the models than the original TMI V7, and, for the most part, more so than the Windsat TBs as well. When the Windsat TBs are adjusted for consistency with the consensus calibration, i.e., shifted 25% of the way toward the TMI TBs (the residual of the TMI adjustment), the model consistency gets worse. On the other hand, if the recalibrated TMI data are used as input to the fitting algorithm to synthesize Windsat TBs and the resultant deltas used directly to adjust the Windsat Calibration, the resulting model consistency is improved relative to the raw Windsat case over most of the range of PFs.
The hypothesis presented here, is that the fitting models nudge the TBs toward model consistency. That is, to some small degree, they compute deltas that will make the recalibrated TBs more consistent with the model. Two of the three models used in [2] (TAMU and CSU) are fitting models. When Windsat is adjusted using the residuals of the TMI adjustments, the PFs increase because each calibration is adjusted toward the consensus, thus they are moved in opposite directions. Adjusting Windsat using the fitting algorithm once again (Refit), nudges the TBs toward consistency.
How then does this happen? Consider the similarities and differences between the fitting algorithm and the analysisbased algorithm. Both algorithms use a database of surfaces and atmospheres to compute an ensemble of TBs, and the same set of averages and differences are derived from those TBs. What differs is the database. The fitting algorithm derives the database from the TBs using the models, whereas the analysis-based algorithm uses an externally supplied database independent of the observed TBs and models. In fitting, the parameters are adjusted to minimize the differences between the computed and observed radiances. If there is an error in the model (and none is perfect), the parameters will be shifted to accommodate these errors. This will show up in biases of and correlations among the derived parameters. Biases will also result from calibration errors in the TBs; correlations are not so easily dismissed. Table XI shows the correlation coefficients among the four retrieved parameters (SST, sea surface wind speed (WIND), PW, and CLW) in the TAMU algorithm (upper right half of Table XI ) and for the GDAS data set (lower left half of Table XI) The diagonal is, by definition, all 1's. While the GDAS data are not perfect, for present purposes, they may be regarded as truth. There is a large correlation between PW and SST as would be expected from elementary thermodynamics. There is also a modest positive correlation between CLW and PW which would seem reasonable. The remaining correlations in the GDAS data set are quite small, representing about 1% or less explained variance.
The correlations in the upper right half of Table XI are similar with one outstanding exception. The correlation between CLW and PW is now very large (more than half the variance explained) and negative. That is, according to this correlation, more humid atmospheres have less cloud liquid water, a very unphysical result. This appears to be the mechanism by which the fitting algorithm nudges the TBs toward consistency with the chosen radiative transfer models. The specific cause of this nudging and the unphysical correlations is being investigated.
VI. CONCLUDING REMARKS
Two algorithms for synthesizing observations from a target microwave radiometer from the observations of a similar source sensor have been described and studied. They have been tested on matchup data sets from two pairs of conically scanning window channel microwave radiometers. The error sources for these approaches have been analyzed. The two algorithms have similar values for the error contributions.
Examination of the uncertainty contributions for the seven and nine channel fits for the TMI/AMSR-E matchups supports Fig. 2 . Cumulative probability distributions penalty function (average of squares of differences between observed and computed TBs) for various applications of the TAMU fitting model. In all cases, seven input brightness temperatures were used to adjust four geophysical parameters. TMI-V7 (solid black) and Windsat (solid red) represent the data of the respective instruments before the calibration adjustments discussed here.
TABLE XI CORRELATIONS BETWEEN GEOPHYSICAL PARAMETERS FITTING ALGORITHM UPPER RIGHT/GDAS LOWER LEFT
the decision to use only the seven low-frequency channels of TMI to synthesize the low-frequency channels of AMSR-E. More broadly, it underscores the need to base implementation decisions on detailed examination of the error sources in the various options. It is worthwhile to consider the behavior of these error contributions. The RH and lapse rate contributions, which are only relevant to the fitting algorithm, should be quasi-random with a zero mean over the data set since the fitting model assumes the mean value over the data set for both of these variables. A geographic and day/night residual could remain due to regional departures from these means. The cloud height assumption is common to both algorithms, and there is no information within the data set from which to derive a mean value. Thus, this term could have both a mean and a random contribution. For most circumstances, the value of this sensitivity is quite small. The sensitivity to the radiative transfer model assumptions will apply to all pixels essentially equally. Thus, it will not be reduced by averaging over a large data set and will not be reflected in the statistical error. These terms are quite similar between the two algorithms and will likewise be quite similar across the suite of algorithms used by X-CAL since they use the same models. The statistical error is determined directly from the data and contains the random components of the above errors, albeit reduced greatly by averaging. It also contains errors not modeled here such as a time varying calibration error or spatial/temporal mismatches within the matchup data set. That the statistical errors are small and quite similar between the two matchup data sets suggests that calibration stability is, at worst, a minor problem for these sensors.
In the interest of simplicity, regional, and seasonal adjustments to the assumptions have not been employed. Certainly, regional variations have the potential for reduction of the errors and would be worthwhile as a future enhancement. On the other hand, the statistical error determination (STAT in Tables III-X) includes any seasonal error. Since the statistical error is small, the seasonal component must also be small.
It has also been shown that fitting algorithms will force the TBs toward consistency with the assumed radiative transfer models by introducing spurious correlations among the internal retrieved geophysical parameters. The desirability of this tuning, or the degree to which it is acceptable, is a judgment that must be made by those who will use the X-CAL recalibrated products.
APPENDIX CONSENSUS CALIBRATION BASED ON TMI AND WINDSAT
The Consensus Calibration 1.1 based on TMI and Windsat has been described in detail by Wilheit et al. [2] , A summary is given here for the convenience of the reader.
The results of the multiple teams' algorithms are combined into a single unified set of TMI-Windsat deltas by straight averaging. Error estimates are not yet available for all algorithms so there is no basis for weighted averaging. However, the scatter of the results implies error estimates for the unified deltas in the 0.1 to 0.2-K range. For the oceanic (cold end) deltas, the results of the TAMU and CSU fitting algorithms and the UCF GDAS-based algorithm were combined to produce the unified deltas. At the warm end only, the UMI [1] , [11] algorithm was available so no averaging was possible.
There is no real standard for an absolute calibration, but each radiometer has been calibrated to reasonable standards before launch. The calibrations have also been adjusted based on onorbit observations. Whatever absolute errors exist, they are largely independent between the two sensors. Thus, an appro- priately weighted average of the two sensors calibration should, in principle, be a better estimate of the absolute calibration than either sensor separately.
The minimum uncertainty in a weighted average is achieved by weighting the components inversely as the square of their uncertainty. In practice, these uncertainties are themselves estimates. However, the bulk of the benefit of a weighted average is gained by getting close to the proper weights.
Wilheit et al. [2] chose the consistency with the chosen radiative transfer models as the measure of the uncertainty of the absolute calibration. While this is not a wholly satisfactory measure, no better measure has been identified as yet. At the cold end, this was expressed as the residual of the TAMU model described above. At the warm end, the analogous residual of the UMI [1] , [11] algorithm was chosen. In both cases the squares of the uncertainties were approximately three times as large for TMI as for Windsat. This suggests that Windsat should have approximately three times the weight as TMI in a Consensus Calibration, i.e., a 75% Windsat, 25% TMI weighted average. It would be tempting to use the discrepancy of each individual channel to derive channel-by-channel weights. However, the algorithm adjusts the geophysical parameters to minimize the PF which is summed over all channels; an error in one channel results in adjustments to all channels. There is very little information as to channel-by-channel uncertainties in this process. Tables XII and XIII give the transformations for TMI and Windsat to CC_1.1.
The results of an AMSR-E TMI(CC_1.1) comparison were similarly analyzed. In this case, the TAMU GDAS-based and the UMI histogram-based [1] , [11] algorithms were included in the averages along with those included in the Windsat-TMI comparison. The UMI algorithm remained the sole determinant of the warm end differences. The results are given in Table XIV . Note that at 89 GHz, only single values are given for the deltas. The ocean observations were near 265 K and 240 K for V and H polarizations, respectively, and the warmend values were near 285 K. This is a rather modest baseline considering that in deep convection observations below 150 K are not uncommon. Also, the X-CAL team did not have confidence in the warm end algorithm at such a high frequency. On this basis, it was considered unwise to estimate a slope to the correction and a constant off set was considered all that was supportable.
