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MORITA EQUIVALENCE AND DUALITY
Albert Schwarz
Abstract
It was shown by Connes, Douglas, Schwarz [1] that one can com-
pactify M(atrix) theory on noncommutative torus Tθ. We prove that
compactifications on Morita equivalent tori are in some sense physically
equivalent. This statement can be considered as a generalization of non-
classical SL(2,Z)N -duality conjectured in [1] for compactifications on two-
dimensional noncommutative tori.
1 Introduction.
Methods of noncommutative geometry have important applications to M(atrix)
theory. First application of this kind was given in [1], where these methods were
used to describe a new type of toroidal compactifications of M(atrix) theory.
Later such compactifications (compactifications on noncommutative tori) were
studied in numerous papers (see for example [2]).
In present paper we apply to physics the notion of Morita equivalence of al-
gebras that plays very significant role in noncommutative geometry. Namely, we
prove that the consideration of Morita equivalent noncommutative tori leads to
a kind of duality of compactifications of M(atrix) theory that generalizes non-
classical SL(2,Z)N -duality conjectured in [1] for two-dimensional case. Our
analysis of this duality is based on mathematical results about Morita equiva-
lence of multidimensional noncommutative tori obtained in the paper [3] and in
this paper.
We work in the framework of IKKT M(atrix) theory [9]; however by means
of Wick rotation one can obtain corresponding results in BFSS M(atrix) model
[8].
Our main results are as follows. We show that compactifications on n-
dimensional noncommutative tori Tθ and Tθ̂ are physically equivalent if antisym-
metric matrices θ̂ and θ are related by the formula θ̂ = gθ = (Aθ+B)(Cθ+D)−1
where the block matrix g consisting of n×n matrices A,B,C,D belongs to the
group SO(n, n|Z). ”Vector bundles” (projective modules) over noncommuta-
tive tori (as well as vector bundles over commutative tori) can be described by
means of integer valued antisymmetric tensors of even rank, i.e. by even integer
elements of fermionic Fock space. Physically equivalent ”vector bundles” over
Tθ and Tgθ are related by linear canonical transformation in fermionic Fock
space; this transformation corresponds to g ∈ SO(n, n|Z). We can consider the
1
space of ” vector bundles” over all noncommutative tori; this is a total space
of a fibration with a discrete fibre and a base consisting of all antisymmetric
n× n matrices θ . It follows from our results that monodromy in this fibration
generates physical equivalence of ”vector bundles”.
In [4] we constructed noncommutative instantons in R4 and formulated a
generalization of Nahm duality for instantons on four-dimensional noncommu-
tative torus (see [5] for details). It is mentioned in[4] that Nahm duality is
related to Morita equivalence; we are planning to return to this relation later.
The results of noncommutative geometry that we use are explained in the
paper. The reader willing to learn more about these results can find necessary
information in Connes’ book [6] and in papers [7].
Appendix contains some information about K-theory and remarks about
relation of K-theory to matrix models. It is well known that in M -theory one
should consider not only vector bundles, but also more general objects; it seems
that our remarks give an explanation of this fact.
2 Basic notions.
Let us consider a pre- C∗-algebra A (i.e. an associative algebra over complex
numbers with a norm ‖ ‖ and antilinear involution ∗ obeying the condition (xy)∗
= y∗x∗, ‖xx∗ ‖=‖ x ‖2).
Let E be a right A-module equipped with A-valued inner product < ξ, η >
that obeys < ξ, ηa >=< ξ, η > a, < ξ, η >∗=< η, ξ >, < ξ, ξ > is a positive
element of A. (Here ξ, η ∈ E, a ∈ A.) Such a module is called a pre-C∗-
module. C∗-algebras and C∗-modules are defined as complete pre-C∗-algebras
and pre- C∗-modules. We will work with these objects taking completions of
pre-C∗-algebras and modules if necessary.
It follows from the definition of inner product that the expression f(η) =<
ξ, η > is an A -linear map from E into A . We will assume that every A -linear
map from E into A can be represented in this form. An endomorphism of a
C∗-module E is by definition an A-linear map T : E → E having an adjoint
map T ∗ (i.e.T (ξa) = T (ξ) · a, < ξ, T η >=< T ∗ξ, η >, where ξ, η ∈ E, a ∈ A).
One can check that the algebra EndAE of endomorphisms of E is a C
∗-algebra
with respect to the operator norm and involution T → T ∗.
If E is a finitely generated free module An (direct sum of n copies of A),
then endomorphisms can be identified with n×n matrices with entries from A.
In what follows A always stands for a C∗-algebra having a unit. We will
consider only finitely generated projective C∗- modules (i.e. A-modules that can
be represented as direct summands in free modules An). Then an endomorphism
of an A-module E can be defined as any map T : E → E obeying T (ξa) = T (ξ)a;
the condition that T ∗ exists is satisfied automatically.
By definition a C∗-algebra B is (strongly) Morita equivalent to the C∗-
algebra A if it is isomorphic to the algebra EndAE for some full module E.
(One says that E is full if the linear span of the range of inner product < ξ, η >
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is dense in A. Then one can prove that this linear span coincides with E . For
important case when A is a noncommutative torus all modules are full.)
There exists another definition of Morita equivalence that is less constructive,
but much more useful in theoretic considerations. Let us consider two C∗-
algebras A, Aˆ and an (A, Aˆ)-bimodule P. In other words we assume that the
elements of P can be multiplied by elements of A from the left and by elements
of Aˆ from the right, that (aξ)aˆ = a(ξaˆ) for a ∈ A, aˆ ∈ Aˆ, ξ ∈ P and that P
with these operations can be considered as a left A-module and right Aˆ-module.
As an A-module P can be equipped with A-valued inner priduct <,>A; as an
Aˆ-module it can be equipped by Aˆ-valued inner product <,>Aˆ; we require that
< ξ, η >A ζ = ξ < η, ζ >Aˆ . (1)
We say that P is an (A, Aˆ)-equivalence bimodule if the linear span of the
range of A-valued inner product<,>A is dense in A and the linear span of the
range of Aˆ-valued inner product <,>Aˆ is dense in Aˆ.
One says that A and Aˆ are Morita equivalent if there exists an (A, Aˆ)-
equivalence bimodule P. To relate this definition to the definition above we
notice that the algebra EndAˆP of endomorphisms of P considered as Aˆ-module
is isomorphic to A. Conversely, every full right A-module E can be considered
as (EndAE,A)- equivalence bimodule.
If E is a right A-module and P is an (A, Aˆ) equivalence bimodule we define
a right Aˆ-module Eˆ by the formula
Eˆ = E ⊗A P. (2)
Here the symbol ⊗Adenotes the tensor product over A. (One can obtain
E ⊗A P from the standard tensor product over C by means of identification
(ξa) ⊗ η ∼ ξ ⊗ (aη). Multiplication by aˆ ∈ Aˆ in Eˆ is defined by the formula
(ξ ⊗ η)aˆ = ξ ⊗ (ηaˆ); this definition is compatible with the above identification.)
If P is an (A, Aˆ)-bimodule then complex conjugate linear space P can be
considered as (Aˆ, A)-bimodule. (We use formulas aˆx = xaˆ∗ and xa = a∗x to
define the multiplication on aˆ ∈ Aˆ and a ∈ A in P .) In the case when P is
an (A, Aˆ) equivalence bimodule, one can prove that P is an (Aˆ, A) equivalence
bimodule. Using P we can assign A-module to every Aˆ-module; it is easy to
prove that this operation is inverse to the correspondence E → Eˆ and there-
fore the correspondence E → Eˆ can be used to identify equivalence classes of
A-modules and equivalence classes of Aˆ-modules. The proof is based on the
relation P ⊗Aˆ P = A where A is considered as an (A,A)-bimodule.
It follows immediately from the definition that to every endomorphism α ∈EndAE
one can assign an endomorphism α̂ ∈EndAˆEˆ as a map α̂ : Eˆ → Eˆ induced by a
map α⊗ 1 : E⊗C P → E⊗C P. (Moreover, one can say that the correspondence
E → Eˆ can be considered as equivalence of the category A-modules and the
category Aˆ-modules.)
3
If an algebra A is equipped with a trace TrA then using inner products in
(A, Aˆ)-equivalent bimodule P we can introduce a trace in Aˆ by the formula
Tr Aˆ < ξ, η >Aˆ= Tr A < η, ξ >A (3)
where ξ, η ∈ P. (Recall that linear span of inner products < ξ, η > is dense in
Aˆ by assumption and , moreover, one can prove , that it coincides with Aˆ .)
Similarly one can define a trace of endomorphism α ∈EndAE; one can prove
that
Tr α̂ = Trα. (4)
Notice that in the case when the trace on A is normalized (i.e. Tr 1 = 1) the
corresponding trace on EndAE is not necessarilly normalized; its value on unit
element is the dimension of A-module E. (One can consider this statement as
a definition of dimE).
Let us fix a homomorphism of a Lie group L˜ into the group of automor-
phisms of A. It generates a homomorphism of a Lie algebra L into Lie algebra
of derivations (infinitesimal automorphisms) of A. The derivation of A corre-
sponding to X ∈ L will be denoted by δX ; derivations corresponding to the
elements of a basis of L will be denoted by δ1, ..., δn.
Using the Lie algebra L we can define a connection in an A-module E as a
set of linear operators ∇1, ...,∇n acting on E and obeying the Leibnitz rule:
∇α(ξa) = (∇αξ)a+ ξδαa. (5)
Sometimes it is convenient to define connection by means of operators ∇X that
depend linearly on X ∈ L and obey
∇X(ξa) = (∇Xξ)a+ ξδXa (6)
We will always consider Hermitian connections (i.e. the operator ∇α should be
antiHermitian with respect to inner product in E: < ∇αξ, η > + < ξ,∇αη >=
δα < ξ, η >).
The curvature F of connection is a 2-form
FXY = [∇X ,∇Y ]−∇[X,Y ]. (7)
This form is defined on the Lie algebra L and takes values in EndAE.
To work with connections in rigorous way one should consider instead of
the algebra A its dense subset A∞ consisting of elements that are smooth with
respect to the action of the Lie group L˜ on A. In similar way one should replace
an A-module E with its ”smooth part” E∞.
3 Noncommutative tori.
By definition, an n-dimensional noncommutative torus is an associative algebra
with involution having unitary generators U1, ..., Un obeying
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UkUj = e
2piiθkjUjUk (8)
Notice that different matrices θjk can determine isomorphic algebras; in par-
ticular replacing θjk by θjk +njk where njk ∈ Z, we obtain the same commuta-
tion relations and therefore the same noncommutative torus. In two-dimensional
case we consider θ in the notation Tθ as a number (two-dimensional antisym-
metric matrix is determined by one number θ = θ12, therefore we can identify
the matrix with this number).
One can check that the numbers θ and θ̂ determine Morita equivalent two-
dimensional tori if
θ̂ = (Aθ +B)(Cθ +D)−1 (9)
where A,B,C,D are integers and the matrix(
A B
C D
)
(10)
has determinant 1. Similar statement is correct for multidimensional tori [3],
however in this case one should assume that A,B,C,D are n×n matrices with
integer entries obeying
AtC + CtA = BtD +DtB = 0, AtD + CtB = 1 (11)
where t denotes transpose.
The noncommutative torus Tθ can be considered as an algebra of formal
expressions ∑
CXUX (12)
where X runs over a lattice D ⊂ Rn,
UXUY = e
piiϑXY UX+Y (13)
ϑXY is a bilinear form on D and U
∗
X = U
−1
X = U−X . (By definition a discrete
subgroup D of vector space V is a lattice if V/D is compact.) It is convenient
to assume that the coefficients CX belong to the Schwartz space S, i.e. that
they vanish at infinity faster than any power. This assumption corresponds to
consideration of the ”smooth part” T∞θ of the torus Tθ. It is easy to check that
UXUY = e
2piiθXY UY UX (14)
where θXY = (ϑXY −ϑYX)/2 ; therefore operators Uj = Uej where e1, ..., en is a
lattice basis obey (8) with θjk = θej ,ek ; this remark relates the new description
of Tθ with the old one.
If we represent an element of Tθ by means of a complex-valued function CX
on the lattice D then the multiplication in Tθ can be specified by the formula
(C ∗ C
′
)X =
∑
Y ∈D
epiiϑY,X−Y CY C
′
X−Y . (15)
5
Instead of CX we can consider its ”Fourier transform”-a function on the
torus (Rn)∗/D∗ defined as
f(ξ) =
∑
X∈D
CXe
2piiξX (16)
Here D∗ is a lattice dual to D. It consists of such points ξ ∈ (Rn)∗ that ξX is
an integer for all X ∈ D. We can regard noncommutative torus Tθ as quantum
deformation of commutative torus (Rn)∗/D∗. The multiplication of functions
f, f
′
on (Rn)∗/D∗, considered as elements of Tθ, is given by the formula:
(f ∗ f
′
)(ξ) = (e
piiθαβ
∂
∂ξα
∂
∂ξ
′
β f(ξ)f
′
(ξ
′
))ξ=ξ′ (17)
Corresponding commutator can be identified with Moyal bracket.
One can define a trace on the algebra Tθ assigning to an element, represented
by a function CX on the lattice, the value of this function at X = 0 . The trace,
defined by means of this construction is unique ( up to a factor).
To construct a module over Tθ we should find a Hilbert space H and unitary
operators UX on H obeying (14). Let us work with right modules and use the
notation ξUX where ξ ∈ H. To introduce a structure of C
∗-module in H we
should define a Tθ-valued inner product < , > starting with C-valued inner
product ( , ). This can be done by means of the formula
< ξ, η >=
∑
X∈D
(ξ, ηU−X)UX . (18)
Under certain assumptions about convergence of the series in (18) it is easy
to check that the inner product < , > satisfies the conditions in the definition
of C∗-module. It is more difficult to formulate easily verifiable conditions of
projectivity of the module. ( The most convenient way to prove projectivity is
to check that the unit operator can be represented as an endomorphism of finite
rank, i.e. as an operator defined by the formula x→
∑
< ξi, x > ηi ).
The situation in the case of left modules is the same. (Every left Tθ-module
can be considered as a right T−θ-module.)
Examples of Tθ-modules can be obtained in the following way. Let us define
operators Uγ,˜γ in the space E = L
2(Rn) by the formula:
(Uγ,˜γf)(X) = e
2piiγ˜Xf(X + γ). (19)
Here γ ∈ Rn, γ˜ ∈ (Rn)∗. It easy to check that
Uγ,˜γUλ,λ˜ = e
2piiγ˜λUγ+λ,γ˜+λ˜. (20)
Using this relation one can construct a left Tθ-module EΓ by means of op-
erators Uγ,γ˜ where (γ, γ˜) ∈ Γ ⊂ V = R
n + (Rn)∗ and Γ is a lattice in V . (The
requirement that Γ be a lattice is necessary to prove that EΓ is a projective mod-
ule.) It follows from (20) that the operators Uγ,γ˜ , Uλ,λ˜, where (γ, γ˜), (λ, λ˜) ∈ Γ
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obey (14) with θ(γ,γ˜),(λ,λ˜) = γ˜λ− λ˜γ, and therefore specify a module over non-
commutative torus. ( More precisely, to define Tθ -valued inner product we
should restrict the class of functions taking only functions from the Schwartz
class S(Rn).)
Let us define the lattice Γ∗ as a group of all (µ, µ˜) ∈ Rn+ (Rn)∗obeying the
condition
µ˜γ − γ˜µ ∈ Z. (21)
It is easy to check that every operator Uµ,µ˜ where (µ, µ˜) ∈ Γ
∗ commutes with
all operators Uγ,γ˜ where (γ, γ˜) ∈ Γ. One can prove that every endomorphism
of EΓ belongs to the closure ( for the C
∗ -norm ) of the linear span of Uµ,µ˜
where (µ, µ˜) ∈ Γ∗. This means that EndTθEΓ can be identified with the torus
Tθ̂, where θ̂(µ,µ˜)(ν,ν˜) = −µ˜ν+ ν˜µ is a bilinear form on Γ
∗. The torus Tθ̂ is Morita
equivalent to Tθ. The space S(R
n) considered as a left Tθ-mobile EΓ and a right
Tθ̂-mobile EΓ∗ is a (Tθ, Tθ̂)-equivalence bimodule; we will denote this bimodule
by PΓ,Γ∗ .
The above construction can be generalized in the following way. Let us
consider instead of Rn any abelian group G that can be represented as a direct
sum of Rn and finitely generated abelian group G
′
(in other words G
′
is a
direct sum of several copies of Z and finite cyclic groups Zm). Then we can
consider operators (Uγ,γ˜f)(x) = e
2piiγ˜(x)f(x + γ) where x ∈ G, γ ∈ G, γ˜ ∈ G∗.
Here G∗ stand for the group of characters of G (i.e. a group of continuous
homomorphisms of G into the group K = R/Z).
Every lattice Γ ⊂ G×G∗ determines a module over noncommutative torus.
Endomorphisms of this module can be described by means of dual lattice Γ∗,
that consists of elements (µ, µ˜) ∈ G×G∗ obeying the condition
µ˜γ − γ˜µ = 0 (22)
for all (γ, γ˜) ∈ Γ. (Notice that µ˜γ = µ˜(γ) and γ˜µ = γ˜(µ) are considered as
elements of K = R/Z).
In particular, for two-dimensional noncommutative torus Tθ we can take
G = R× Zq and a lattice Γp,q spanned by elements (γ1, γ˜1), (γ2, γ˜2) where
γ1 = (0,−p), γ2 = (1, 0), γ˜1 = (p/q − θ, 0), γ˜2 = (0,−1). (We consider Zq as
Z/qZ and identify G∗ with R×Zq.) Corresponding Tθ-module will be denoted
by Ep,q. (Here p ∈ Z, q ∈ Z.)
Let us consider as an example the case when the lattice Γ ⊂ R2 is spanned
by the vectors (1, 0), (0, θ+n) where n ∈ Z, θ ∈ R. The lattice Γ∗ is spanned by
vectors (1, 0) and (0, (θ + n)−1). We obtain that two-dimensional tori Tθ and
T(θ+n)−1 are Morita equivalent. (Recall that the tori Tθ and Tθ+n coincide.) We
will analyze the relation between Tθ-modules and T(θ+n)−1 -modules that stems
from Morita equivalence between Tθ and T(θ+n)−1 .
To every pair (p, q) of integers we assigned a Tθ-module Ep,q; if θ is irrational
we obtain a one-to one correspondence between pairs (p, q) ∈ Z2 obeying p−qθ >
0 and (classes of projective ) modules. It follows from our general results (see
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Sec.5) that T(θ+n)−1-module related to Tθ-module Ep,q corresponds to the pair
(−q,−(p+ qn)).
We will give now a direct proof of this result for the case of the module
Ep,1. Such a module can be described as a right module EΓ corresponding to
a lattice Γp,1 spanned by (1, 0), (0, θ + p). The tensor product EΓp,1 ⊗C PΓ,Γ∗
can be regarded as a space of functions f(x, y) depending on two variables
should identify f(x + 1, y) with f(x, y + 1) and x ∈ R, y ∈ R. To obtain
Ê = EΓp,1 ⊗Tθ PΓ,Γ∗ wee
−2pii(θ+p)xf(x, y) with e2pii(θ+n)yf(x, y). It is easier to
describe the dual space Ê∗ that consists of generalized functions g(x, y) obeying
g(x+ 1, y) = g(x, y + 1) (23)
e−2pii(θ+p)xg(x, y) = e2pii(θ+n)yg(x, y) (24)
One can check that an element of Ê∗ (a solution to (23),(24)) can be repre-
sented in the form
g(x, y) =
∑
k
δ(θ(x + y) + px+ ny − k)gk(x + y) (25)
where gk(x) = gk+(p+n)(x). In other words we can identify elements of (Ê)
∗ with
functions on R×Zp+n. By definition the action of T(θ+n)−1 on Ê is induced by
the action of T(θ+n)−1 on PΓ,Γ∗ . This means that we should consider operators
on E ⊗C PΓ,Γ∗ that transform f(x, y) into f(x, y + 1) and e
2pii(θ+n)−1yf(x, y)
respectively. These operators induce operators on Ê and on (Ê)∗. It is easy to
describe explicitly the induced operators on (Ê)∗ . It follows from this descrip-
tion that T(θ+n)−1 -module Ê corresponds to a pair (−1,−(p+ n)).
4 Compactifications of M(atrix) theory.
Let us consider the case when the C∗-algebra A has a trace Tr and L is a
ten-dimensional commutative Lie algebra, equipped with inner product ( , ).
Let us fix an orthonormal basis in L with respect to this inner product. Then
for every A-module E we can define a functional I by the formula
I =
∑
α,β
TrF 2αβ + 2
∑
TrΨiΓαij [∇α,Ψ
j ] (26)
Here Fαβ are components of the curvature tensor of connection ∇α with
respect to the orthonormal basis in L and Ψi, i = 1, ..., 16 are elements of
ΠEndAE, where Π stands for parity reversing. The symbol Γ
α
ij denotes ten-
dimensional Dirac matrices.
We consider I as a functional on Conn×(Π EndAE⊗S) where Conn stands
for the space of all Hermitian connections on E and S is the space of Weyl
spinors.
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In the case when A is the algebra of complex numbers, E = CN is an N -
dimensional vector space (free module) and the algebra L acts trivially on C
one can identify (26) with the action functional of IKKT matrix model.
In the case when A is a noncommutative torus one can consider (26) as an
action functional of toroidal compactification of IKKT M(atrix) theory; this
fact follows from the results of [1]. To verify this statement we notice that the
relations (8) remain correct if we replace Uk with U˜k = λkUk where | λk |= 1.
This means that we can consider an n-dimensional Lie algebra Lθ of derivations
of Tθ; the generators of Lθ act by the formula δjUk = iUk if j = k, δjUk = 0
if j 6= k. An action of ten-dimensional commutative algebra L on Tθ is defined
by means of an arbitrary surjective linear map of L = R10 onto Lθ = R
n.
Corresponding connections can be identified with the solutions to Eqn (3.14) of
[1].
One can modify the functional (26) replacing Fαβwith Fαβ + ϕαβ · 1 where
ϕαβ is an antisymmetric 2-form on L. We obtain a functional
J =
∑
α,β
Tr(Fαβ + ϕαβ · 1)
2 + 2
∑
TrΨiΓαij [∇α,Ψ
j ] (27)
that also was considered in [1].
The functional (27) depends on the following data (in the case A = Tθ).
a) symmetric bilinear form gαβ on L = R
10 that determines an inner product
on L (we work in orthonormal basis, therefore gαβ = δαβ);
b) antisymmetric bilinear form ϕαβ on L = R
10;
c) antisymmetric bilinear form θαβ on R
n, specifying the algebra Tθ;
d) surjective map δ : L = R10 → Lθ = R
n;
e) Tθ-module E.
We will show that using Morita equivalence we can transform this set of data
into another set of data giving a physically equivalent functional (27).
Our starting point will be an (A, Aˆ)-equivalence bimodule P , i.e. a bimodule
that gives Morita equivalence between A = Tθ and Aˆ = Tθ̂. (Our consideration
is valid not only for tori, therefore we prefer to use more general notations.)We
will assume that there exists a constant curvature connection ∇PX on P , consid-
ered as a left A-module. In other words, we require that
∇PX(aξ) = a∇
P
Xξ + (δXa) · ξ, (28)
[∇PX ,∇
P
Y ] = σXY · 1 (29)
Here ξ ∈ P, a ∈ A,X ∈ L, δX stands for the action of L on A, σXY is an
antisymmetric bilinear form on L. We impose a condition
∇PX(ξaˆ) = (∇
P
Xξ)aˆ+ ξδ̂X aˆ, (30)
where ξ ∈ P, aˆ ∈ Aˆ. This means that ∇PX is also a connection in the right
Aˆ-module P for an appropriate definition of an action δ̂X of L on Aˆ. (Talking
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about an action of commutative Lie algebra L on A = Tθ and on Â = Tθ̂ we
will have in mind homomorphisms δ and δ̂ from L into Lθ and Lθ̂ respectively;
we assume that these homomorphisms are surjective.)
We will say that the (A, Aˆ)-module P satisfying the conditions above deter-
mines complete Morita equivalence between A and Aˆ . It is easy to check that
the bimodule PΓ,Γ∗ constructed above determines complete Morita equivalence
between Tθ and Tθ̂.
Recall, that using the (A, Aˆ)-module P we can construct a one-to-one cor-
respondence between right A-modules and right Aˆ-modules by the formula
Eˆ = E ⊗A P .
If ∇X is a connection in the right A-module E (i.e. it obeys (6)) we can
consider ∇̂X = ∇X ⊗ 1 + 1 ⊗ ∇
P
X as on operator on Eˆ. (One can obtain
Eˆ = E ⊗A P from E ⊗C P by means of identification ξa ⊗ η ∼ ξ ⊗ aη. It is
clear that ∇̂X acts on E ⊗C P ; to verify that ∇̂X acts on Eˆ we should check
the compatibility with this identification.)
Using (30) we check, that ∇̂X is a connection in the right Aˆ-module Eˆ. Let
us calculate its curvature F ∇̂XY = F
∧
XY . Notice that the curvature FXY = F
∇
XY
of the connection ∇X for fixed X,Y ∈ L can be considered as an endomorphism
of E; therefore we can construct the corresponding endomorphism F̂XY of Eˆ.
It is easy to see that
F∧XY = F̂XY + σXY · 1 (31)
This follows from the remark that considering ∇̂X as an operator on E ⊗C P
we obtain
[∇̂X , ∇̂Y ] = FXY + σXY · 1 (32)
Both terms in the RHS of (32) induce operators on Eˆ = E ⊗A P ; we im-
mediately obtain (31) from (32) and the definition of F∧XY . The formula (31)
permits us to derive some important statements. We see first of all that in the
case when the connection ∇X has constant curvature the corresponding connec-
tion ∇̂X also has constant curvature. (It equals to (fXY + σXY ) · 1, where fXY
stands for the curvature of ∇X .) In other words, if ∇X determines a BPS state
having maximal supersymmetry, then ∇̂X has the same property. Analogous
statement is true for BPS states having less supersymmetries. Recall that ∇X
determines a BPS state if one can find spinors ε, ε
′
obeying
εΓαβFαβ + ε
′
· 1 = 0 (33)
It follows from (31) that then
εΓαβF∧αβ + ε
′′
· 1 = 0 (34)
where ε
′′
= ε
′
− εΓαβσαβ . We see that ∇̂X determines a BPS state having the
same number of supersymmetries as ∇X .
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Now we can represent the action functional J defined on the space Conn
×(EndAE⊗S) as an action functional Ĵ defined on the space Ĉonn×(EndAˆÊ⊗
S), where Ĉonn stands for the space of connections on Aˆ-module Eˆ, that are de-
fined by means of the action δ̂X of L on Aˆ. Expressing J in terms of connections
∇̂X and endomorphisms Ψ̂
i corresponding to ∇X and Ψ
i we obtain
Ĵ =
∑
α,β
Tr(F̂αβ + (ϕαβ − σαβ) · 1)
2 +
∑
Tr Ψ̂iΓαij [∇̂α, Ψ̂
j ]. (35)
To be sure that the theory based on the consideration of the action functional Ĵ
is equivalent to the theory based on J we should check that the correspondence
Conn→ Ĉonn we constructed is bijective. The proof is based on the construction
of the inverse map Ĉonn →Conn. Recall that to prove bijectivity of map E →
Eˆ = E ⊗A P we used an (Aˆ, A)-equivalence bimodule P . Here we use the same
bimodule equipped with a connection ∇α defined by the formula
∇α(ω) = (∇αω).
The fact, that E = Eˆ⊗AˆP follows from the remark that P ⊗AˆP = A as (A,A)-
bimodule. To prove similar fact for connections we notice that the operator
∇α⊗ 1+1⊗∇α on P ⊗C P induces operator δα on A = P ⊗Aˆ P . To check this
we notice that the natural map of P⊗CP onto P⊗AˆP = A can be identified with
inner product < ·, · >A in P . Then the statement we need follows immediately
from the assumption that ∇α is a Hermitian connection.
5 Detailed analysis of toroidal compactifications.
Let us give a detailed analysis of the above constructions for the case when A is a
noncommutative torus Tθ. It is shown in [3] that Tθ̂ is Morita equivalent to Tθ if
θ̂ = gθ where g ∈ SO(n, n|Z), i.e. g is a matrix of the form (10) having integral
entries and unit determinant and obeying (11). (The definition of the action of
SO(n, n|Z) on a dense subset of the space of antisymmetric matrices is given
by the formula(9) .) It is easy to check that the proof of Morita equivalence
in [3] gives complete Morita equivalence Tθ ∼ Tgθ in the sense of present paper
(the (Tθ, Tgθ)-equivalence bimodule constructed in [3] can be represented as a
bimodule PΓ,Γ∗ for appropriate choice of lattices Γ,Γ
∗ ⊂ G×G∗ and therefore it
can be equipped with a connection obeying the conditions we imposed). We will
prove that, conversely, if the noncommutative Tθ̂ is completely Morita equivalent
to the torus Tθ then θ̂ and θ belong to the same orbit of the group SO(n, n|Z).
In other words, we will see that Tθ̂ is completely Morita equivalent to Tθ if and
only if θ̂ = gθ for some g ∈ SO(n, n|Z).
We will give also an explicit description of the correspondence between pro-
jective modules over Tθ and projective modules over Tθ̂.
We will start with formulation of some well known results. Notice that the
Lie algebra Lθ of derivations of Tθ can be considered as a Lie algebra of a
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Lie group L˜θ of automorphisms of Tθ. The Lie group L˜θ is a torus that can
be identified with Lθ/D, where D = Z
n is a lattice in Lθ. One can consider
an element of L˜θ as a row (λ1, ..., λn) where |λi| = 1; such a row acts on Tθ
transforming Uj into λjUj , where Uj are generators of Tθ. Then D can be
regarded as a lattice generated by ej = 2piδj ∈ Lθ where δjUk = iUk for
j = k, δjUk = 0 for j 6= k. Let us denote by F the Grassmann algebra Λ( Lθ).
An element of F can be considered as a formal linear combination
ω =
∑
k
∑
j1...jk
ωj1...jkej1 ...ejk (36)
where ωj1...jk ∈ C is antisymmetric with respect to j1, ...jk. Requiring that
ωj1...jk in (36) be integers we single out a subring Λ(D) ⊂ Λ(Lθ). Similarly,
using the lattice D∗ ⊂ L∗ that is dual the lattice D ⊂ L we define the ”integral
part” Λ(D∗) of F∗ = Λ(L∗). One can identify the group K0(Tθ) with even part
Λev(D∗) of Λ(L∗) (the ring Λ(D∗) inherits Z2-grading from Λ(L
∗
θ); we define
its even part with respect to this grading). Recall that to define K0(A) one
should apply the Grothendieck construction to the semigroup of equivalence
classes of projective A-modules with respect to direct sum. (In other words
we consider formal differences E1 − E2 where E1, E2 are projective A-modules
and identify (E1−E2) +E2 with E1; see Appendix for more information about
K0.) In particular, every projective A-module E determines an element µ(E) ∈
K0(A); the set K
+
0 (A) of elements of K0(A) that can be obtained this way is
by definition the positive cone in K0(A). In the case A = Tθ and θ is irrational
(i.e. at least one entry of the matrix θ is irrational) one can prove that two non-
equivalent projective A-modules determine different elements of K0(E); this
permits us to identify a projective A-module with its representative µ = µ(E) ∈
K+0 (A).
The Chern character ch E of a projective A-module E is defined by the
formula
chE = τ̂ (eF/2pii) =
∑
n=0
1
n!
τ̂ (Fn) ·
1
(2pii)n
(37)
where F is a curvature of an arbitrary connection on E. Recall that to define a
connection we fixed a homomorphism δ of a Lie algebra L into the Lie algebra
of derivations of A. Then the curvature F can be considered as a two-form on
L taking values in the algebra Â =EndAE and F
n is a 2n-form taking values
in Â⊗ ...⊗ Â. We assume that the algebra A is equipped with a trace τ ; as we
mentioned already then we can define a trace τ̂ on Â and therefore on Â⊗...⊗Â.
The formula (37) determines the Chern character ch(E) as an inhomogeneous
form on L (i.e. as an element of the Grassmann algebra F∗ = Λ(L∗) that is
dual to F = Λ(L). (Notice that the definition of connection that we use is a
particular case of more general definition that we do not need. In this general
definition the Chern character takes values in cyclic homology of A.)
If A is a noncommutative torus Tθ one can consider the matrix θ as a 2-form
12
on L = Lθ, i.e. as an element of θ ∈ Λ(L). Then one can prove the formula :
chE = eθyµ(E), (38)
where y stands for the operation of contraction. It is convenient to consider
elements F∗ = Λ(L∗) as functions of anticommuting variables α1, ..., αn. Then
one can write the formula (38) in the form
chE = e
1
2
bkθ
kjbjµ(E) (39)
where bj stands for the derivative with respect anticommuting variable α
j . One
can consider F∗ also as a fermionic Fock space where b1, ..., bn play the role of
annihilation operators, and operators aidefined by means of multiplication by
αi play the role of creation operators. (The operators ai, bi satisfy canonical
anticommutation relations [bk, a
j ]+ = δ
j
k, [a
j , ak]+ = [bj , bk]+ = 0
Let us fix complete Morita equivalence between A = Tθ and Â = Tθ̂. We
will study the relation between µ = µ(E) and µ̂ = µ(Ê) where Â-module Ê
corresponds to the A-module E. Recall, that for every connection ∇ in E we
constructed a connection ∇̂ in Ê and that the curvatures of ∇ and ∇̂ are related
by the formula (31). It follows from (37),(31) that
chE = τ̂ exp(
1
2pii
αkF∇kjα
j) (40)
ch Ê = τ exp(
1
2pii
αkF ∇̂kjα
l) = e
1
2pii
αkϕkjα
l
chE (41)
where we identified Lθ and Lθ̂ with R
n in the way that was used in (31). Ap-
plying (39),(40),(41) we relate µ and µ̂ in the following way:
µ̂ = V1V2V3V4µ (42)
where
V1f = exp(−
1
2
bkθ̂
kj
bj)f (43)
V2f = exp(
1
2pii
αkϕkjα
j)f = exp(
1
2pii
akϕkja
j)f (44)
V3f = f(Aα) (45)
V4f = exp(
1
2
bkθ
kjbj)f (46)
The operators V1 and V4 relate µ̂ and ch(Ê), µ and ch(E), the operator V2
relates ch(Ê) and ch(E) and the operator V3 should be included to take into
account that (31) is correct only for special identification of Lθ and Lθ̂. It
is easy to check that the operators Vk can be considered as linear canonical
transformations. Recall that the operator V acting on the Fock space is a linear
canonical transformation if
V akV −1 = Akj a
j +Bkjbj (47)
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V bkV
−1 = Ckja
j +Djkbj (48)
or in matrix notations
V aV −1 = Aa+Bb (49)
V bV −1 = Ca+Db (50)
It is easy to check that the 2n× 2n matr ices
V˜ =
(
A B
C D
)
(51)
belong to the group O(n, n|C) i.e. they obey (11). The matrix V˜ determines
the operator V up to a constant factor, therefore the group of linear canonical
transformations can be identified with O(n, n|C) × C∗. It is easy to calculate
that
V˜1 =
(
1 −θ̂
0 1
)
, V˜2 =
(
1 0
Φ 1
)
, V˜3 =
(
A 0
0 (At)−1
)
, V˜4 =
(
1 θ
0 1
)
.
(52)
Here Φ stands for the matrix (2pii)−1ϕkj . All these matrices belong to
SO(n, n|R); hence their product belongs to the same group. The operator
W = V1V2V3V4 transforms the integral lattice Λ
ev(D∗) into itself; this means
that W˜ = V˜1V˜2V˜3V˜4 belongs to SO(n, n|Z). We see that
W˜ =
(
A− θ̂ΦA Aθ − θ̂(ΦAθ + (At)−1)
ΦA ΦAθ + (At)−1
)
=
(
M N
R S
)
(53)
where M,N,R, S are matrices with integral entries,
M tR+RtM = N tS + StN = 0, M tS +RtN = 1. (54)
We conclude from (53) that
ΦA = R,A = θ̂R+M, (At)−1 = S −Rθ (55)
One can use these formulas to relate θ and θ̂ :
(θ̂R+ µ) · (St + θRt) = 1. (56)
Another relation between θ and θ̂ is
N = (M + θ̂R)θ − θ̂S. (57)
Using (54) one can check that (56) and (57) are equivalent. We see that
θ̂ = (−Mθ +N)(Rθ − S)−1 (58)
and therefore θ̂ = gθ where g ∈ SO(n, n|Z). We obtain that complete Morita
equivalence of noncommutative tori is always of the kind described in [3].
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Let us consider a fibration having the space of irrational antisymmetric n×n
matrices θ as a base and a groupK0(Tθ) as a fiber. It follows from the results we
mentioned that the set of all modules over Tθ with irrational θ is embedded in
total space of this fibration. Let us consider a curve in the base connecting θ with
gθ where g ∈ SO(n, n|Z) .It is easy to check that the monodromy transformation
corresponding to this curve connects physically equivalent modules. The proof
is based on a remark that for any curve the monodromy can be considered as a
linear canonical transformation if the group K0(Tθ) is identified with a lattice
in the Fock space F∗ .
6 Examples.
Let us illustrate the above calculation on the example when n = 2k and M =
S = 0, N = R = 1. Then we get Morita equivalence of the tori Aθ and Aθ−1 .
The operator W transforming µ into µ̂ obeys WaiW−1 = bi and WbiW
−1 =
ai (i.e. it interchanges creation and annihilation operators). If µ = µ(E) =∑
k
∑
i1...ik
µi1...ikα
i1 ...αik then µ̂ = µ(Ê) = Wµ =
∑
l
∑
(∗µ)j1...jlα
j1 ...αjl . In
the case n = 2 the operator W transforms µ = p+ qα1α2 into µ̂ = −q− pα1α2.
Corresponding Chern characters are
ch = eθb1b2µ = (p− qθ) + qα1α2 (59)
ĉh = eθ
−1b1b2 µ̂ = (−q + pθ−1) + pα1α2. (60)
We see that dimensions of modules E and Ê are equal to dimE = p − qθ
and dim Ê = −q + pθ−1 = θ−1 · dimE correspondingly.
Every projective module over two-dimensional noncommutative torus can be
equipped with a constant curvature connection. One can calculate its curvature
F using (37) and (58). We get
F = 2pii
q
p− qθ
α1α2 (61)
F̂ = 2pii
pθ
p− qθ
α1α2 (62)
for modules E and Ê respectively. Using (55) we see that A = θ−1, Φ = θ. Hence
if F
′
is obtained from F by means of the change of variables α˜ = A ·α = θ−1 ·α
we should have F
′
+ 2pii · θ = F̂ . This is true:
q
p− qθ
θ2 + θ =
pθ
p− qθ
(63)
In the case n = 4 the operator W transforms µ = p+ 12qijα
iαj + sα1α2α3α4
into µ̂ = s+ 12 (∗q)ijα
iαj + pα1α2α3α4. Corresponding Chern characters are
ch = p+
1
2
tr θq + sθ +
1
2
(q + ∗θs)ijα
iαj + sα1α2α3α4 (64)
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ĉh = s+
1
2
tr θ−1(∗q) + p(θ−1) +
1
2
(∗q + ∗(θ−1)p)ijα
iαj + pα1α2α3α4 (65)
Here θ stands for the Pfaffian of θ (i.e. θ2 = det θij), (θ
−1) = (θ)
−1
. We
obtain from (64),(65) that dim Ê = (dimE) · θ−1. If there exists a constant
curvature connection in E, then there exists such a connection in Ê and corre-
sponding curvatures up to a factor 2pii can be identified with matrices
F =
q + (∗θ)s
dimE
, F̂ =
∗q + ∗(θ−1)p
dim Ê
(66)
Taking into account that A = θ−1,Φ = θ we can represent the relation (31)
in the form
− θFθ + θ = F̂ (67)
One can check (67) directly using a non-trivial identify
− θqθ +
1
2
θTr θq = ∗qθ (68)
that is valid for all antisymmetric 4× 4 matrices θ, q.
7 Relation to BFSS M(atrix) model.
Let us study more thoroughly the action functional (27) in the case when there
exists a constant curvature connection ∇α in A-module E. Then any other
connection can be represented as ∇α+Xα whereXα ∈ EndAE and its curvature
Fαβ can be written in the form Fαβ = fαβ · 1+ δ˜αXβ − δ˜βXα+ [Xα, Xβ]. where
fαβ stands for the curvature of ∇α and δ˜αX is defined as [∇α, X ]. We can
consider (27) as a functional depending on Xα ∈ EndAE,α = 1, ..., 10, and
Ψi ∈ ΠEndAE, i = 1, ..., 16; it is equal to
J =
∑
Tr(δ˜αXβ−δ˜βXα+[Xα, Xβ ]+(fαβ+ϕαβ)·1)
2+2
∑
TrΨiΓαij(δ˜αΨ
j+[Xα,Ψ
j]).
(69)
We used orthonormal coordinate system in L in the expression for J. It
is easy to rewrite this expression in arbitrary coordinate system by means of
relations Xα = e
a
αXa, Xa = e
α
aXα, δ˜α = e
a
αδ˜a,δ˜a = e
α
a δ˜α. In the case when
EndAE can be identified with n-dimensional noncommutative torus Tρ we can
consider elements of EndAE as functions on (commutative) torus L
∗
ρ/D
∗; then
for appropriate choice of coordinate systems on L and on Lρ we can identify
δ˜a for 1 ≤ a ≤ n with partial derivatives
∂
∂σa and assume that δ˜a = 0 for
a > n. (We denote coordinates on L∗ρ/D
∗ by σ1, ..., σn.) The same is correct
if EndAE is an algebra of N ×N matrices with entries from Tρ. Similar result
can be proved also in general case . ( It follows from well known results that
for modules considered in Sec. 3 EndAE can be represented as an algebra of
functions on finitely generated abelian group with multiplication rule (15) where
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ϑXY is a bicharacter.) Let us write down the expression for the functional J in
the latter case restricting ourselves to the bosonic part of J for simplicity.
Jbos =
∑
a,b
TrFabF
ab (70)
Fab =
∂
∂σa
Xb −
∂
∂σb
Xa + [Xa, Xb] + (fab + ϕab) · 1 for 1 ≤ a, b ≤ n, (71)
Fab =
∂
∂σa
Xb + [Xa, Xb] + (fab + ϕab) · 1 for 1 ≤ a ≤ n, b > n, (72)
Fab = [Xa, Xb] + (fab + ϕab) · 1 fora > n, b > n. (73)
Tr stands for composition of matrix trace tr and integration over σ1, ..., σn
(i.e. TrR =
∫
Lρ/D
trR(σ1, ..., σn)dnσ). In (70) we raise indices by means of
metric tensor gab = e
α
ae
α
b . We can replace this Euclidean metric tensor with
metric tensor having Lorentzian signature (i.e. perform ”Wick rotation ”) .
This corresponds to consideraton of compactification of BFSS M(atrix) model.
We have proven that Morita equivalence gives us equivalence between toroidal
compactifications of IKKT M(atrix) model. It is clear that performing corre-
sponding Wick rotations we obtain equivalent compactifications of BFSS model.
We will analyze this equivalence thoroughly in a forthcoming paper [10].
APPENDIX
Let us start with the following general observation about supermatrix mod-
els. We consider an action functional of the form
S =
∑
aα1...αnTrX
α1 ...Xαn .
defined on a set of matrices Xα , 1 ≤ α ≤ c. We consider Xα as matrices
of (even or odd) Hermitian operators acting in the space CK|L; in other words
they are (K|L)×(K|L)-matrices. Corresponding partition function Z is defined
by means of integration of exp(−S) over all Hermitian matrices. Then it is easy
to check that Z depends only on the difference N = K −L. One of the ways to
prove this fact is to apply the standard representation of Z in terms of a sum
over all ribbon graphs. The size of the matrix enters in this representation only
as Tr1 = K − L.
Now we can consider toroidal compactifications of IKKT or BFSS matrix
models taking into account the above remark. It was shown in [1] that such
compactifications are related to connections in projective modules over com-
mutative or non-commutative torus. More precisely, the equations arising in
compactification problem cannot be solved by means of finite-dimensional ma-
trices, but can be solved in terms of Hermitian operators in Hilbert spaces with
action of (noncommutative) torus. These infinite-dimensional solutions can be
used to obtain approximate finite-dimensional solutions. Now we see that we
can work with the same success in Z2-graded Hilbert spaces. Then the approx-
imate finite-dimensional solutions are supermatrices, but we have seen that the
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matrix model based on (K|L) × (K|L) supermatrices is equivalent to theory
based on (K − L)× (K − L) matrices.
Let us remark now that the theory of Z2-graded projective modules is closely
related to K-theory. The group K0(A) where A is an associative algebra, can
be define as a group of Z2-graded projective modules with equivalence relation
E ⊕ ΠE ∽ 0. (Here Π stand for parity reversion. The operation in K0(A)
is defined as direct sum; the equivalence relation E ⊕ ΠE ∽ 0 permits us to
identify element −E with ΠE.) One can relate K-theory also to the theory of
differential Z2-graded projective modules, i.e.Z2-graded modules equipped with
an odd ( parity reversing) A -linear map Q, obeying Q2 = 0 .We can say that
a Z2-graded module E determines zero element of the group K0(A) iff one can
introduce a parity reversing differential Q on E in such a way that
ImQ = KerQ (74)
(i.e. Q has trivial homology) and ImQ is a direct summand in E . (In this case
we can write that E = E ⊕ ImQ; the map Q identifies ImQ and ΠE.)
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