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As deep learning becomes present in many applications, we must con-
sider possible shortcomings of these models, such as bias towards protected
attributes in datasets. In this work, we focus on debiasing convolutional neural
networks (CNNs), through our proposed Meta Orthogonalization algorithm.
We leverage past work in debiasing word embeddings and interpretability lit-
erature to force image concepts learned by a CNN to be orthogonal to a bias
direction. We empirically show through a suite of controlled bias experiments
that this improves the fairness of CNNs, comparable to adversarial debiasing.
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Deep learning has integrated into many applications, such as natural
language understanding, autonomous driving, and medical imaging. Some of
these use cases deal with high risk situations, and as such, there needs to be
increased trust with these highly performant models. In addition, the data
used to train these models can contain protected attributes, and often use
their correlations to obtain a higher accuracy. For example, when creating
models for recidivism, or the tendency for criminals to reoffend, it is the case
that the datasets primarily contain certain racial profiles [3]. If followed by
a naive supervised algorithm, then the model itself may exhibit racial biases,
since the training dataset has skewed coverage of the sensitive information.
In another case, Bolukbasi et al. [6] revealed inherent stereotypes baked
in a large corpus of human written text. Embeddings from natural language
processing (NLP) such as Word2Vec [29] and GloVe [31] picked up on these
stereotypes and resulted in a commonly cited analogy:
man is to computer programmer as woman is to homemaker
Italicized words are given as inputs to the model, and the bolded output
comes from the nearest neighbor of resultant vector operations with these
embeddings. This suggests two ideas: one is that our data will be naturally
skewed along many dimensions, and societal biases are not an exception; and
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two, we must design intelligent algorithms to prevent the model from taking
advantage of these biases.
Of course, computer vision is no exception. Autonomous cars rely heav-
ily on their vision systems, and they must also perform tasks such as pedestrian
detection. A biased model in this case would be deadly. Most work in this
field has focused on the reduction of fairness metrics primarily through adver-
sarial learning [13]; however this requires careful tuning due to the inherent
min-max game. We thus pose the following: can we debias convolutional neu-
ral networks (CNNs) without adversarial learning, but instead through similar
geometric arguments used for word embeddings?
The nature of this paper is of an empirical exploration – using adversar-
ial learning as a baseline, we would like to push early ideas in debiasing word
embeddings to CNNs and analyze possible advantages and disadvantages. To
undergo this analysis, we first provide a methodology to transfer these ideas
to CNNs, Meta Orthogonalization. We then run comparisons on a few met-
rics, closely tied to concepts in fairness: Equality of Opportunity [16] and
Model Leakage [36]. In addition, we motivate new measures of class specific
bias, projection bias and sensitivity bias [23], and show that our debiasing
framework clearly outperforms the adversarial baseline. We provide extensive
analysis on multiple situations, by effectively controlling co-occurences in the




In this section, we explore tangential work in understanding and solving
model bias. We first explore the growing realm of fairness in the field, and
a few of their keystone papers. As adversarial learning is our main point of
comparison in this paper, we provide a brief introduction on it as well as several
examples in which it is used to combat our problem. Lastly, we provide a few
recent papers we believe are closely tied to the ideas within our paper.
2.1 Fairness in Machine Learning
Fairness in academic literature is closely tied with societal movements
towards equal rights, such as the Civil Rights Act of 1964. During this time,
work consisted of identifying unfair model predictions, including but not lim-
ited to, standardized test scores w.r.t. white and black demographic groups [9],
as well as unfairness in employment [15]. Following suit were meta-analyses,
with academia moving towards concepts of fairness (as opposed to unfairness),
and outlining the disparity between notions of individual and group fairness
[34]. Note that these papers are well before the recent boom in fairness in
machine learning, but we can clearly see parallels with ideas being debated
today. We refer [20] for a more extensive look at the parallels of past and
recent history.
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In the fields of fair and interpretable machine learning, a heated topic is
the oversaturation of definitions of fairness; nonetheless, it is essential to have
clear definitions, and understand their nuances. The first is the concept of
demographic parity (Equation 2.1), or guaranteeing that different subgroups,
often protected attributes, have equal probabilities of success in the model
[39, 21, 7]
Pr(Ŷ = 1|A = 0) = Pr(Ŷ = 1|A = 1). (2.1)
As Hardt et al. [16] highlighted, a key disadvantage to promoting this
for fairness is the fact that suboptimal policies for guaranteeing equal prob-
abilities are permitted, without the use of further constraints. Thus they
define equalized odds and its relaxation, equalized opportunity. Equalized odds
(Equation 2.2) adds a conditional independence restraint to demographic par-
ity, where the prediction only has to be independent to a protected attribute
given that the subpopulations both belong to the same class label (in the
dataset). Simply, it aims to match the true positive rate and false positive rate
of the classifier
Pr(Ŷ = 1|A = 0, Y = y) = Pr(Ŷ = 1|A = 1, Y = y), y ∈ {0, 1}. (2.2)
Equality of opportunity (Equation 2.3) instead only matches the true positive
rate, i.e. allowing people who were successful, to have the same probability of
succeeding, regardless of protected class
Pr(Ŷ = 1|A = 0, Y = 1) = Pr(Ŷ = 1|A = 1, Y = 1). (2.3)
Lastly, these notions of fairness apply to subgroups, and are categorized
as group fairness constraints, but individual fairness also exists. The goal is
that individuals with similar features should perform similarly under a model
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M [10]. This can be defined as a Lipschitz-constraint (e.g. Equation 2.4),
where similarity of features and predictions are predefined by distance metrics
d and D, respectively. However, there exists the choice of metric, and works
such as Kim et al. [24] aim to remove the need to predefine metrics that can
induce different behavior
D(M(x),M(x′)) ≤ d(x, x′). (2.4)
Our paper will mainly focus on group fairness, under notions similar
to equality of opportunity, but extended to the multi-class classification stage.
We refer to [1] for readers who are interested in a more exhaustive list of
fairness definitions.
2.2 Adversarial Learning
Adversarial learning came to the forefront by Goodfellow et al. [14],
successfully training Generative Adversarial Networks (GANs). The overall
goal is to train a generator G to synthesize novel samples that seem to come
from a given dataset. To do this, they introduce a discriminator networkD, the
adversary, and frame the problem as a two-player min-max game (Equation
2.5). D must be learn to distinguish between a real image and a synthesized





Ez∼N(0,1)[log(1−D(G(z)))] + Ex[logD(x)]. (2.5)
Much literature is dedicated to the above optimization, and have yielded
high resolution, imperceptibly real images. However, for this paper, we focus
on other uses of adversarial learning, i.e. introducing a second network D
in hopes to induce specific behavior on the desired classification network f .
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Beutel et al. [5] applies this idea to obtain demographic parity constraints.
Given the output of a hidden layer in a network z, they train another network
D to predict the protected class A. Lemoine et al. [26] extend this idea by
enforcing orthogonal learning updates of f and D, to mitigate the leakage of
information shared between the networks. They are also able to incorporate
equality of odds and equality of opportunity, in addition to demographic parity
constraints.
Prior work on using adversarial learning with fairness often referred
to UCI datasets, but following papers have shown its utility to other more
relevant fields. Wadsworth et al. [35] applies the same framework to recidi-
vism, specifically the COMPAS dataset. They show that it can succeed and
achieve state of the art results, even on high-stakes data. Madras et al. [28]
introduces the notion of fair transfer learning, showing that their adversarial
framework (LAFTR) can produce representations that are empirically fair on
unseen tasks.
This last strategy has shown recent promise in computer vision. Wang
et al. [36] highlight the gender bias in vision systems for object detection
and action recognition. They utilize the same adversarial framework, but
also include a learnable input-space map to visualize sections of the input
their network has learned to pay less attention to. In addition, they coin a
new definition, model leakage – the accuracy of a new model h trained to
predict protected attributes, in this case gender, from the output logits of
their network. As this paper most closely relates to our domain, we utilize it
as our main baseline model comparison, and include their leakage metric for
evaluation.
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2.3 Tangential Work on Debiasing CNNs
We now highlight a few recent papers closely tied to concepts in our pro-
posal. Chen et al. [8] analyze work on understanding image concepts through
intermediate representations in the network. Specifically, they tackle the task
of aligning these concepts to specific dimensions in the latent space, i.e. the
learned concepts can be represented as the orthogonal standard basis vectors
ei ∈ Rd. They note that without this transformation, it can be the case that
post-hoc embeddings can be highly correlated, even if their corresponding con-
cepts are not visually similar. Inspired by related whitening methods such as
[19], they do this by replacing the Batch Norm layers of a network with a Con-
cept Whitening module, that learns the optimal whitening transformation to
align concepts to specific dimensions in the latent space. As the authors have
noted, however, this may not be optimal for every set of concepts, because
there can exist strong correlations, like cloud and sky concepts. Our work
is unique from their method in that we only make concepts orthogonal to a
defined bias subspace, rather than all pairs. Our method also does not require
the addition of new parameters because of whitening.
Another aspect we would like to touch on is meta-learning; although
our primary goal is not to generalize to several tasks given limited data [11, 2],
we use similar inner optimization steps to debias CNNs. This is more in line
with work such as [32], that aim to decorrelate class-specific saliency maps.
Normally, saliency maps utilize first order gradient terms [33], but instead they
first take a gradient descent step to improve the loss of the minimum class, and
then compute image gradients with this meta-network. Our method is similar,
in that we utilize second order gradients; however, we compute a meta-step on
auxiliary classifiers (and not on the CNN) to produce our penalty loss term.
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Lastly, a major assumption of our dataset in the paper is that bias in
CNNs arises through object co-occurrences. This is in line with works such
as Lapuschkin et al. [25] – they find that major datasets contained photos
that were tagged by reoccurring watermarks. Through saliency methods, they
show that the neural network heavily weighted those pixels, and when removed
from these images, the network would misclassify. Because these watermarks
do not have explicit labels, they proposed an unsupervised clustering method
on the saliency maps to automatically detect various learning behaviors of the
CNN, including the dependence of the logos. Similarly, Yang and Kim [37]
found that under a 1:1 co-occurrence between a pasted object and scene, the
saliency maps would indicate that the CNN would pay less attention to the
object, compared if only a small ratio of images had these pasted objects. We





In this chapter, we open with our problem formulation, stating mea-
sures of fairness, equality of opportunity and model leakage, we would like our
CNN to have. We first motivate our approach by providing relevant work in
NLP, mainly debiasing word embeddings. We then provide the CNN coun-
terpart, image concept embeddings – through this we introduce and motivate
two additional measures of concept bias, namely projection bias and sensitivity
bias, derived from the work in word embeddings and interpretability, respec-
tively. Finally, we introduce our algorithm Meta Orthogonalization that aims
to do well under these measures of concept bias, and through reformulations,
show why it could also do well in maximizing fairness.
3.1 Problem Formulation
We now formalize the task explored in the rest of the paper. Let
D = {(x(i), Y (i), A(i))} be our dataset of images x(i) ∈ R3×H×W , labels Y (i) ∈
{0, 1, ..., N − 1}, and protected attributes A(i) ∈ {0, 1}1. Our downstream
task is image classification – being able to predict Y (i) given x(i). To do
this, we learn a CNN fθ : R3×H×W → RN , and given a desired layer l,
1In this work, we only consider binary labels for protected attributes, but recognize that




θ : R3×H×W → Rd will denote its intermediate representation at layer l.
In standard training, we would like to learn a set of parameters θ for our CNN
fθ to minimize classification loss, namely cross entropy, over the training set.
We will refer to this as Lclass(θ).
In this work, we go further and would like our CNN to be “fair” w.r.t.
the bias attribute A. To measure fairness, we evaluate on the following two
metrics: Equality of Opportunity and Model Leakage.
3.1.1 Equality of Opportunity
Our first metric first measures the true positive rate of a specific class,
given the protected attribute a ∈ {0, 1}. Specifically, given specific class y =
0, ..., N − 1, we can compute its approximation according to a dataset:





where Sa,y = {(x(i), A(i), Y (i)) ∈ D : A(i) = a, Y (i) = y}
(3.1)
Because our task has multiple classes, we define a set of binary random
variables Zy =
{
1 if Y = y
0 otherwise
, corresponding to each class y. Similarly, for
predictions Ŷ , we can define Ẑy =
{
1 if Ŷ = y
0 otherwise
. From this reformulation,
we can exactly define equality of opportunity, specific to each class y:
Pr(Ẑy = 1|A = 0, Zy = 1) = Pr(Ẑy = 1|A = 1, Zy = 1) (3.2)
To measure each model’s faithfulness to this equality, we compute the
absolute difference of both sides in Equation 3.2 using the approximation in
Equation 3.1. We denote this as the Equality of Opportunity Discrepancy,
and is our first metric.
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3.1.2 Model Leakage
Model leakage was first proposed by Wang et al. [36], which measures
the accuracy of another model h trained to predict protected attributes A,






1[h(f(x(i))) = A(i)] (3.3)
This is an interesting measure, because these logits are exactly what is used
to make the final prediction, through an argmax operation. Thus, this can
also measure a degree of fairness of the network; specifically, the amount of
predictive information on the protected attribute the final outputs contain.
Ideally we want leakage to be as close to 50% as possible. However, Wang
et al. [36] note that Equation 3.3 is lower bounded by the dataset leakage,
a similar measure, but using Y (i) as the inputs to h. We omit taking this
measure, as comparisons between models will not be affected by this value.
3.2 Debiasing Word Embeddings
Before introducing our method, we motivate it through literature in
NLP. Throughout the paper, we will be studying embeddings, or vectors in Rd
that represent some entity. Word embeddings such as Word2Vec [29], map
words in a vocabulary V to corresponding vectors. These vectors are learned
parameters – in the case of Word2Vec, they are optimized to maximize skip-
gram performance, i.e. given a word in a sentence, predict the other (context)
words in the sentence. Although completely unsupervised, these embeddings
have been shown to perform well when used for other tasks.
Another interesting property of these word embeddings is that they
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contain semantic meaning w.r.t. vector addition. This allows us to solve
anologies in the form:
A is to B as C is to ?
Specifically, let βA, βB, βC ∈ Rd be the embeddings of words A, B, and C
respectively. In vector representation, we have that our target vector β̂ should
follow β̂− βC ≈ βB − βA. Using this, then our target word D can be found by
a nearest neighbor optimization:
D = argminw∈V||βw − β̂||2. (3.4)
As noted in the introduction, however, Bolukbasi et al. [6] have shown
that these analogy completions can have severe bias. For example, given non-
gender related words such as professions, the model would bias towards a
certain gender more heavily. To solve this, first note that Equation 3.4 can
be rewritten using a similarity metric, such as cosine similarity. This directly






This provides insight to their following solution; without loss of gener-
ality, they first assume binary gender, and learn an overall gender direction.
Simply, given a pair of sets of gender-specific word embeddings BM and BF ,
they compute a 1-dimensional subspace for each using the highest principal
vector βM and βF , respectively. Their overall gender direction is now provided
by
ν , βM − βF .
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With this, given a set of word embeddings W to be debiased, they
perform a simple projection to debias vectors, under a constant to keep vectors
normalized. Specifically, let β ∈ W. Its biased representation under the one-
dimensional subspace is exactly βB = (β
>ν)ν; and thus its hard debiased form
is computed by its orthogonal projection to B, or β⊥ = β − βB. They note
that this can be too strong of a linear transformation, and lose out on semantic
meaning, and thus they also introduce soft debiasing, which allows them to
optimize for a transformation to induce orthogonality of gender subspaces in
addition to retaining semantic meaning [6].
With regards to our paper, we would like to learn debiased representa-
tions from the ground up, i.e. apply some type of constraint during training.
Kaneko and Bollegala [22] opt to do this by adding a penalty, or regularization,









An advantage to this is that due to the natural trade-off given by a regu-
larization term, this allows for embeddings to retain semantic meaning and
orthogonality to bias, without having to restrict to using a linear transforma-
tion as a post-processing step. We utilize this exact loss, but first provide how
to extract analagous image concept embeddings.
3.3 Image Concept Embeddings
In a similar fashion, concepts in images (such as colors, objects, tex-
tures) can also be represented as embedding vectors. Given a trained CNN
fθ, and dataset D, suppose we have auxiliary concept labels. Given concept c,
we would like to learn its corresponding embedding βc. To do this, Fong and
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Vedaldi [12], Kim et al. [23] learn linear classifiers gc = β
>
c z + bc that oper-




Specifically, they partition D into concept-specific datasets, and learn linear
hyperplanes by minimizing a binary log-loss:





+ (1− c(i)) log(1− σ(gc(zθ(x(i)))))
(3.7)
which learns to separate representations of images that contain the concept c,
and the images that do not.
Figure 3.1: A visual of a learned image concept, from the original paper [23].
vlC is equivalent to the learned βc.
Once Equation 3.7 is minimized, we obtain learned βc that directly
point to examples that are positive for concept c. See Figure 3.1 as a visual.
Finally, Fong and Vedaldi [12] observe that these concepts also have simi-
lar vector arithmetic properties as word embeddings; thus this might suggest
that we can also debias image concept embeddings through similar geometric
arguments such as in Equation 3.6.
2In the case that layer l is convolutional, i.e. its activation is a 3D tensor, the activation
is first spatially summed to produce a vector.
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3.4 Measures of Class Bias
We can now merge ideas from Section 3.2 and 3.3, to define additional
measures of bias in a CNN. According to Section 3.3, given concept labels,
we can learn image concept embeddings. Initially this may not seem directly
connected to debiasing the predictions of our CNN, but notice that the image
labels {Y (i)} can also act as concept labels, where each class y = 0, ..., N − 1
can also be our concepts c = 0, ..., N − 1. Although these class embeddings
are not as predictive as the final predictions of the CNN, these embeddings
provide how much information a specific layer l has already extracted. If
this is sufficient for linear classification, then we should get highly informative
vectors. In addition, our protected label {A(i)} will also be represented as
a concept embedding. To match with Bolukbasi et al. [6], we actually learn
two separate embeddings for our protected concept, one for positive examples
(βA+) and one for negative examples (βA−). This allows us to define our bias
direction:
νbias , βA+ − βA− . (3.8)
3.4.1 Projection Bias
Using Equation 3.8, and learned class embeddings βc, we can measure





This is simply the cosine similarity of the class embeddings w.r.t. the
bias direction. If this is non-zero, then that means that the CNN has learned
to correlate class-specific information with predictive information of the pro-
tected attribute. Ideally this should be zero, i.e. the class embeddings are
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orthogonal to the learned bias. Because this directly connects with class la-
bels that are also associated with the final output layer, we hope that Equation
3.9 is correlated with our desired measures of fairness. This intuition also pro-
vides the basis for our proposed method; see Figure 3.2 for the visual. We








Figure 3.2: Visualization of our method. The goal is to update the convolu-
tional parameters (in orange) such that class embeddings in the latent space




Additionally, we would like to motivate a new method of assessing bias
in a network. Kim et al. [23] go further and describe a way to determine
which concepts are most responsible for the final prediction. Although we do
not use their proposed TCAV metric, we are interested in a value that they
compute: the directional derivative. This scalar that quantifies the rate at




f(x + hu)− f(x)
h
= ∇uf(x)
= ∇f(x) · u.
(3.10)
We can see that this is exactly measuring the rate of change of a function
in a given direction u. If f is a particular logit of the CNN, Kim et al. [23] uses
the directional derivative in addition to a minimum threshold on this scalar
value to determine which outputs are significantly affected by certain concepts.
This directly relates to our discussion of bias, because from Equation 3.8, we
can set u = νbias, or the bias direction, and ∇f(x) can be computed for any of
our output classes. This setup directly defines our notion of sensitivity bias.
Notice that this is in close relation to the previous projection bias.
The only difference is that instead of learning class-specific embeddings in
the latent space, we can use the gradient of the output prediction w.r.t. the
intermediate layer l; thus we can provide a measure of bias on the input level,
rather than a holistic dataset version. Intuitively, sensitivity bias answers
the following question: “How much will the current prediction increase in
confidence if we increase the amount of predictive information of bias in the
intermediate representation?” To our knowledge, no other paper has used this
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metric in the study of bias; however similar arguments of sensitivity have been
shown in [4, 30] for visual interpretability in neural networks.
3.5 Meta Orthogonalization Debiasing
Motivated by the work in the past few sections, we now provide specifics
on our algorithm. First, we augment the training process by also learning im-
age concept embeddings simultaneously with our CNN fθ. As stated, the
concepts of interest are exactly the N classes in the image classification task,
in addition to A+ and A−, the positive and negative denotions of the protected
attribute. These image concepts are treated as a multi-label task setting, i.e.
we simultaneously minimize Lconcept(c, β, b) (Equation 3.7) for every stated
concept c. Lastly, following our intuition on the projection bias, we use Equa-
tion 3.9 as a constraint on our learned class embeddings, so that they are







s.t. ω(c, β) = 0 c = 0, ..., N − 1.
(3.11)
We could approximately solve Optimization 3.11 through SGD, in ad-
dition to a projection step for the β parameters to satisfy the constraint. As
noted by Bolukbasi et al. [6], this projection can remove useful semantic infor-
mation; therefore we can instead approximate this constraint with the penalty






Lconcept(c, β, b) + λLdebias(β). (3.12)
This, however, still does not affect our parameters θ, and thus has
no effect on the bias of our CNN. It is the case, though, that the image
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concept embeddings β are updated at every minibatch. Assuming that these
are learned using gradient descent with learning rate α, we can define a specific
concept embedding update like so:
β′c , βc − α∇βcLconcept(c, β, b). (3.13)
This is crucial, as Lconcept at every minibatch is a function of θ; recall
Equation 3.7, where the log-loss is defined on classifying intermediate repre-
sentations zθ(x
(i)). Therefore, to induce a change in θ through the debias loss,
we instead take a meta-step on our embeddings β defined in Equation 3.13, so






Lconcept(c, β, b) + λLdebias(β
′). (3.14)
Essentially, what this does is condition our CNN so that more accurate
concept embeddings (i.e. if we are to take an additional update step) are
naturally orthogonal in the latent space. We provide a practical algorithm run
per epoch for training in Algorithm 1.
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Algorithm 1 Meta Orthogonalization
Require: CNN fθ, linear classifiers gc(β, b), dataset D, regularization param-
eter λ, concept learning rate α
1: function train-epoch(fθ, β,D, λ)
2: for minibatch M ∈ D do
3: loss ← Lclass(fθ,M)
4: for concept c do
5: Mc ← sample M s.t. 50-50 ratio in examples with concept c
6: loss ← loss +Lconcept(c, β, b,Mc)
7: β′c ← βc − α∇βcLconcept(c, β, b,Mc)
8: end for
9: loss ← loss + λLdebias(β′)







Another aspect of interest in this project is how to perform rigorous
studies of bias between the two methods. This section is dedicated to describ-
ing dataset and design decisions, so that we can study a variety of situations
where bias can affect training of CNNs. We also include settings used for




Yang and Kim [37] provides a new dataset, the Benchmarking Attri-
bution Methods (BAM) dataset, as a way to be able to control object co-
occurrence statistics and observe the behavior of proposed interpretability
methods. Specifically, the whole dataset is a mixture of cropped objects from
MSCOCO [27] and scenes MiniPlaces [38]. Their methodology allows a user to
make their own dataset, with certain objects pasted in specific scenes. In their
paper, they use this to study which types of features classification networks
utilize in the input image. For example, they can train a network that contains
a dog in 50% of the images, and another network that contains a dog in all
of the images. They then compare the accuracy of these two networks when
applied to images without any dogs – interestingly, they find that the network
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trained with dogs in all images perform much significantly better, because it
has learned to effectively ignore the dog objects.
The ability to control the % of objects pasted in the scene images is
the core of our experimental design. In all of our tests, we define the protected
attribute as the occurrence of a certain object – does the image contain a truck
or a zebra? Thus, as described in Section 3.4, we learn image concept embed-
dings for detecting a truck and for detecting a zebra in the input images. The
resultant bias direction is just the difference between these two embeddings.
We use all 10 scenes from the dataset, and train the CNNs to classify scenes.
We now use the next subsection to describe how we construct various datasets
of varying bias ratios.
Figure 4.1: Example images from BAM, in the class “bowling alley.” Left:
Images pasted with “truck” objects. Right: Images pasted with “zebra”
objects.
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4.1.2 Bias Control in BAM
Our goal is to be able to observe trends in our metrics w.r.t. a control-
lable bias parameter. To do this, we introduce a ratio ρs ∈ [0, 1], representing
the % of images in a specific scene class s that have a randomly cropped truck
in them; the remaining 1− ρs images of scene s will have a randomly cropped
zebra. Thus, ρs can be thought of as just the co-occurrence of the truck object
with scene s. We now describe how we use ρs to induce biased networks.
In the ideal case, we hope that training datasets have ρs = 0.5 for
every class. To deviate from this setting, we choose a specific biased subset
K ⊆ [N ] of classes such that they have a new ratio ρK. Any classes not in this
subset retain a ratio of 0.5. Our hope is that the network will exhibit biased
behavior in this subset of images. To verify this, we train CNNs on datasets
where K = {bowling alley} and vary ρK. We then learn an image concept
embedding for the single scene in K, as well as the truck and zebra concepts,
and measure its resultant projection on the bias direction, νbias = xtruck−xzebra.
Figure 4.2 shows the relationship between the projection and varying
ratio. Note the strong positive correlation of ρK. This is exactly what we
expect, since a higher projection indicates that the bowling alley concept em-
bedding is more similar to the trucks (and this happens when the co-occurrence
is high). Similarly, a more negative projection indicates that the bowling alley
concept embedding is more similar to the zebra embedding.
With the introduction of subset K, we end up with another factor to
control. Specifically, we study different cardinalities of K: {1, 3, 5, 7, 10}. We
randomly choose which labels to be in K. We split our analysis into the
following two cases:
23














 vs Projection Bias of Bowling Alley Class
Figure 4.2: Effect of ρK on bias projection of the bowling alley concept.
1. Case Study I: |K| = 1. This is the simplest case, where only a single
class has a controllable bias ratio. This allows us to have an initial gauge
of effectiveness of our debiasing framework.
2. Case Study II: |K| > 1. Because this case includes multiple classes,
our goal is to see how effective our method can be as the amount of bias
increases overall in the dataset.
Note that in each of these cases, every class within the set will have the
same assigned ρK; this allows us to systematically control ρK, since the space
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of possible ratios would exponentially increase as |K| increases. For all results
shown in Chapter 5, we use ρK = {0, 0.25, 0.5, 0.75, 1.0} for each Case Study.
4.2 Adversarial Debiasing
As our main baseline to compare to, we briefly describe adversarial
debiasing. As discussed in Section 2.2, the goal of this framework is to use
another network, say h : Rd → R that detects for the protected attribute,
given an intermediate layer’s activations. We then train our CNN fθ so that
the accuracy of h declines – forcing the intermediate representation to remove
information useful to h. Formally, we perform a min-max game with an extra






λ then controls the strength of regularization, and often controls the
speed at which h obtains near 50% accuracy. Across all experiments, we use
λadv = 0.5. We find that pretraining h is necessary for 4.1 to converge in
practice.
4.3 Architecture and Layer Representation
In this study, we choose ResNet-50 [17] as our CNN. We found it to have
strong enough capacity for the tasks, achieving about 90% accuracy on our
tasks without significant tuning or data augmentations. However, because the
methods being tested are entirely dependent on a specific intermediate layer,
running the above procedure with the depth of a ResNet easily becomes a large
search space. Therefore, we apply the following heuristic to pre-emptively
choose which layer to debias at.
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We first train the CNNs using standard training, and learn the desired
image concept embeddings at each possible layer. Because one of our main
metrics of interest is sensitivity bias, we measure the varying amounts of this
bias at each layer. We plot the resultant amounts of bias in Figures 4.3.























Sensitivity Bias of Resnet50 on BAM (Bowling Alley)
Figure 4.3: Sensitivity bias at every layer in ResNet-50 for BAM, specific to
the bowling alley class.
We see that for BAM, the widest breadth of values occurs in “layer31.”
This means that across all situations we would like to study, these layers
have the highest variance of possible values of our sensitivity bias metric;
1These names refer to instance variables corresponding to official
implementations of ResNet in PyTorch. They can be found here:
https://github.com/pytorch/vision/blob/master/torchvision/models/resnet.py
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therefore, we would like to study the effect of different methods on this layer,
i.e. both Meta Orthogonalization Debiasing and Adversarial Debiasing use this
representation as inputs to their respective classifiers, for every experimental
dataset.
4.4 Training and Evaluation Procedures
We now describe the specifics of training to make Meta Orthogonaliza-
tion Debiasing possible. First, we finetune ResNet-50 pretrained on ImageNet,
to the desired training dataset for 30 epochs. We use SGD as our optimizer
with learning rate 0.01 and momentum 0.9. Afterwards, we begin training of
image concept embeddings concurrently with the proposed meta-loss regular-
ization as described in Section 3.5. The learning rate is then reduced to 0.001
for BAM, and we do this for 15 additional epochs. Because the learning of em-
beddings β and parameters θ is independent, we use a separate SGD optimizer
for β, with learning rate 0.05, and no momentum. In addition, because it can
be costly to train each embedding separately, we parallelize learning by using
the same stream of batches sent to train the CNN. To balance the batches, we
ensure that each embedding sees a 50% split on the concept they are being
trained for. Our training batch size is 64, and finally we set λdebias = 1000 for
all tests of our proposed method.
For adversarial debiasing, we perform the same first step, but during
the second step, we apply an adversarial loss instead with λadv = 0.5. The
adversary is trained with learning rate 0.05, and we monitor the loss of the
adversary. Because the regularization is designed to have a high loss, we allow
the adversary to retrain once it reaches a set threshold for its loss. In addition,
like Wang et al. [36], we find that pretraining h before using it in the adversarial
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loss is essential to efficiently train and converge across mini-batches.
All of our metrics, with the exception of equality of opportunity, re-
quire an additional trained model on top of the learned parameters θ. The
most straightforward is model leakage, where we learn a standard multilayer
perceptron, taking inputs from the specific convolutional layer of interest, and
predicting for the protected attribute. This is trained with an Adam optimizer
with learning rate .001 for 20 epochs.
For the other two metrics, however, image concept embeddings are
needed. One can argue that for our method, we can use the trained embed-
dings, and we would definitely have nearly orthogonal projections to the bias
direction if the regularization is performed correctly. This is similar to report-
ing accuracy of a classifier on a training set, so instead, we randomly initialize
new embeddings and retrain them. The hope is that even if we learn new im-
age concept embeddings, the class embeddings will remain orthogonal to the
bias direction. We do the same for our sensitivity bias metric, i.e. learn new
embeddings to compute the bias direction. However, we note that because
this is an instance-level metric, we actually report the average sensitivity bias
per class:




These also work for the adversarially trained model, because we keep
the learned parameters θ constant, and only need to obtain post-hoc image
concepts from the network. Lastly, for every metric, we use a test set that has
ρK = 0.5, i.e. all classes have little co-occurrence with the protected attribute.
We want to measure the worst-case scenario for a biased network – an unbiased




We now compare (1) Standard Training, (2) Meta Orthogonalization,
and (3) Adversarial Debiasing across our evaluation metrics. Our goal is to
study how varying the bias ratio ρK affects these models. Because the size of
the biased set, |K|, will vary, we split the analysis into two Case Studies; Case
Study I will focus on |K| = 1, specifically biasing the “bowling alley” class,
while Case Study II will encompass |K| > 1. In each Case Study, we study
the effect on the evaluation metrics in both the biased set K as well as the
unbiased set Kc. In addition, every result is accompanied by standard error
bars (denoted by the colored areas around the lines). This comes from doing
3 trials for each model.
5.1 BAM: Case Study I
In this study we generate training datasets such that a single class,
“bowling alley”, will have a varying bias ratio, while the other classes (Kc)
are kept at a constant bias ratio of 0.5. Because the unbiased set encompasses
nine other classes, we provide average results for our figures.
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5.1.1 Equality of Opportunity


































































Figure 5.1: Comparing the opportunity discrepancy of models across varying
ρK. Left: Specific to the bowling alley class. Right: Averaged over all classes
not included in K. Notice the clear parabolic trend vs. flat line, showing that
ρK affects this measure. Both debiasing methods are able to attain flatter
lines.
In Figure 5.1, we plot the differences of accuracies on predicting the
target classes between the Truck and Zebra subsets. By definition, the ideal
case is that this discrepancy should be near 0, so that Equality of Opportu-
nity holds. We first take a look at the “bowling alley” class on the left side
of Figure 5.1. When looking at the standard model (blue line), we see that it
obtains lower values closer to ρK = 0.5, and has sharp peaks as it gets closer to
the boundary of 0.0 and 1.0. On the other hand, we see less drastic changes on
our method as well as Adversarial Debiasing. The two are comparable across
ρK, with ours having less than or near to 5% difference whereas Adversarial
Debiasing is slightly higher near ρK = {0, 0.25}. Both also have lower discrep-
ancies than standard training, with the exception of ρK = 0.75. This seems to
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be an outlier, and extra trials may be needed at that ratio. Nevertheless, this
is promising in that our method does reduce the discrepancy and stays at a
near constant amount across varying ratios.
On the right side of Figure 5.1, we plot the average discrepancies for Kc.
We quickly comment that all models are near 0 and comparable across ratios;
this is expected (for standard training) and ideal (for the debiasing methods),
because we keep these classes with a 50-50 split between pasted trucks and
zebras.
5.1.2 Model Leakage


















Figure 5.2: Comparing model leakage when modifying ρK in bowling alley.
Parabolic trend in standard training, showing logit information increases as
ρK deviates from 0.5. Both debiasing methods are able to flatten the curve.
Next, we view the differences in model leakage in Figure 5.2. This
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measures how much predictive information is contained in the final logits of the
respective networks; thus the ideal situation is similar to the previous fairness
metric, since we want this to be as small as possible (50% or random accuracy)
and as flat as possible (unaffected by ρK). In the case of standard training,
we see a similar parabolic trend, with its minimum at ρK = 0.5. On the other
hand, the two debiasing frameworks significantly decrease model leakage. In
addition, although on average our method had higher model leakage, we remain
statistically insiginificant to the Adversarial Debiasing framework.
5.1.3 Projection Bias













































Figure 5.3: Comparing projection bias of models across varying ρK. Left:
Specific to the bowling alley class. Right: Averaged over every other class.
Only our method results in near orthogonal embeddings. Adversarial debiasing
is sometimes statistically closer to the 0 line than standard training.
We now view the projections of post-hoc image concept embeddings
w.r.t. to the bias vector in Figure 5.3. On the left, we have the projection
bias of the “bowling alley” concept, and clearly see that our method is nearly
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horizontal at the 0.0 line, whereas Adversarial Debiasing obtains significantly
higher correlation with ρK. We expect this to happen with our method, as
the regularization term is defined to do well on this metric, but we wanted
to see how Adversarial Debiasing affects it as well. Specifically, Adversarial
Debiasing can be significantly closer to 0.0 than standard training (such as at
ρK = 0.0, but not to the extent of our method.
On the right of Figure 5.3, we see that even in the unbiased set Kc,
we obtain near 0.0 average projection bias. Standard training and Adversarial
Debiasing do not have as strong of a correlation, but can be seen to have a
negative slope instead – this is mainly because in Kc, these classes have more





















































Figure 5.4: Comparing sensitivity bias of models across varying ρK. Left:
Specific to the bowling alley class. We see a higher variance for the biased
bowling alley class in standard training. Both debiasing methods have com-
parable results. Right: Averaged over every other class. Our method is able
to reach closer to 0 sensitivity bias and is statistically closer than Adversarial
Debiasing.
Lastly, we look at the sensitivity biases of these models in Figure 5.4.
This is similar to the previous metric, but instead of using a surrogate image
concept embedding to represent a class, we directly use the class-specific gra-
dient of the output logit in the models. The ideal case is that they are also
nearly orthogonal, to indicate that the model’s confidence does not increase
nor decrease if the intermediate representation moves in the bias direction (by
Equation 3.10).
The main difference we note is the fact that the bowling alley class (left
of Figure 5.4) tends to have a higher variance of sensitivity bias compared to
the debiasing methods. We think this is because without any regularization
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or constraints, the CNN can choose to bias towards any direction in the latent
space. This may also explain why there is no clear linear trend w.r.t. ρK. When
studying the average sensitivity bias of the unbiased set Kc (right of Figure
5.4), this variance is not as pronounced, since we have kept their ratios to be
constant. We do note, however, that Meta Orthogonalization is statistically
comparable in the left of the figure, but is clearly at the 0.0 line on the right.
It is able to detect a slight bias in sensitivity and corrects it without an explicit
regularization term.
5.2 BAM: Case Study II
We now extend the above analysis to K = {3, 5, 7, 10}. The goal is to
see if the same trends in the simpler Case Study I can hold when the biased
set of classes K grows. Because K now contains multiple classes, we provide
average metrics over the set, similar to how we showed this for Kc in the
previous study.
35
5.2.1 Equality of Opportunity
































































































































Figure 5.5: Comparing the opportunity discrepancy of models (in the biased
set K) of models across varying ρK. Top Left: |K| = 3. Top Right: |K| =
5. Bottom Left: |K| = 7. Bottom Right: |K| = 10. The parabolic
trend is consistent for standard training (blue lines), and our method reduces
discrepancy statistically comparable to Adversarial Debiasing, but struggles
at |K| = 7 (bottom left).
Figure 5.5 contains the discrepancies in the biased set K of classes,
each denoting a specific size. Much like in Case Study I, we see the parabolic
curve of standard training (blue lines). There is no clear connection with the
extent of this parabola (i.e. the values at the endpoints), but it does not seem
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to correlate with the size of the K. In the cases of size 3 and 5, our method is
statistically comparable with the Adversarial Debiasing method; however at
|K| = 7 case, we are near identical to standard training. An interesting thing
to note is the fact that in the |K| = 10 case, all models sustain a low and flat
curve of opportunity discrepancy. The ratio does not affect these results, but
the debiasing methods show no improvement. We think this is because every
class in the dataset now has an equivalent distribution of trucks and zebras,
and thus do not utilize this information to improve predictions.






































































































Figure 5.6: Comparing the opportunity discrepancy of models (in the unbi-
ased set Kc) of models across varying ρK. Top Left: |K| = 3. Top Right:
|K| = 5. Bottom Left: |K| = 7. Although this is with classes with equal
ratio, they begin to exhibit large discrepancies as |K| increases. Our method
remains comparable except when |K| = 7 (bottom left) at ρK = 1.0.
37
In Figure 5.6, we plot the same discrepancies, but average in the unbi-
ased set Kc. We see that although these classes remain at a 50-50 ratio with
trucks and zebras, as the biased set grows, the discrepancies begin to take
parabolic shapes and even higher variance of results. Again, our method is
comparable until |K| = 7, but we do note that Adversarial Debiasing does not
significantly decrease the discrepancy when compared to standard training.
This is most likely because the bias is much less pronounced in these classes.
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5.2.2 Model Leakage








































































Figure 5.7: Model leakage vs. ρK. Top Left: |K| = 3. Top Right: |K| = 5.
Bottom Left: |K| = 7. Bottom Right: |K| = 10. We see less of a parabolic
trend in standard training (blue line) as the biased set increases. As the size
increases, our model begins to have more model leakage, whereas Adversarial
Debiasing remains the same.
Figure 5.7 contains the comparisons of model leakage as we increase
the size of our biased set K. We see that for sizes 3 and 5, our method is again
statistically insignificant to Adversarial Debiasing, and has significantly lower
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leakage than standard training. However, once in the regime of 7 classes, Meta
Orthogonalization fails at ρK = 1.0, indicating that the protected attribute
information has not been completely removed from the CNN’s logits. This
could indicate that the regularization parameter may need to be accordingly
adjusted for datasets with more bias, whereas the adversarial framework can
have the same settings throughout.
Lastly, we see that in the trivial case of |K| = 10, the model leakage is
small and loses the upward parabolic shape for the standardly trained model.
Interestingly, it is now parabolic downward, with the lowest leakage at the
endpoints, i.e. containing 0 trucks or 0 zebras in the training set. Because
this evaluation is done on the balanced test set, we see that it is probably the
case that the network has learned to ignore the pasted images, i.e. use zero
































































































Figure 5.8: (in the biased set K) of models across varying ρK. Top Left:
|K| = 3. Top Right: |K| = 5. Bottom Left: |K| = 7. Bottom Right:
|K| = 10. Our method offers near 0.0 projection bias across all situations, but
at |K| = 7 (bottom left), we overlap with Adversarial Debiasing at extreme
values of bias ratio.
Figure 5.8 now contains the resultant projection biases when adjusting
the size of the biased set. The same phenomena as Case Study I is seen,
as the blue curves always have a positive linear correlation with the ratio.
However, we note that this correlations seems to decrease as |K| increases. The
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goal remains the same though, in that these curves should be flat at the 0.0
line. Our method stays significantly closer to this zero line (than Adversarial
Debiasing) until the case of |K| = 7. Because this is the metric our method
should perform near optimally in, this indicates that in this experiment, we
could apply a stronger regularization term. In the experimental design, we
kept a constant λ, to see how well a set value could generalize. Indeed, it
seems that as the inherent bias of a dataset (denoted by the ratio as well as
size of |K| increases, then we should apply a stronger penalty.





































































Figure 5.9: Comparing the projection bias (in the unbiased set Kc) of models
across varying ρK. Top Left: |K| = 3. Top Right: |K| = 5. Bottom Left:
|K| = 7. We see our method is always closer to 0.0 projection bias, but
notice that at a level of high bias |K| = 7, these leftover classes end up being
negatively correlated to the bias direction.
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In Figure 5.9, we plot the average projection bias in the unbiased set
Kc. Unlike before, we can now see a strong negative correlation growing as
the biased set size increases. This is likely due to the fact that K begins to
take majority in the dataset, and the images in the unbiased set Kc are the
only ones containing examples of either truck or zebras. This also supports
our hypothesis that a stronger regularization term is needed, as these curves
should be near flat, since our loss considers all classes, not just the biased ones.
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5.2.4 Sensitivity Bias








































































































Figure 5.10: Comparing the sensitivity bias (in the biased set K) of models
across varying ρK. Top Left: |K| = 3. Top Right: |K| = 5. Bottom
Left: |K| = 7. Bottom Right: |K| = 10. Our approach is almost always
significantly closer to 0.0 sensitivity bias across all ratios. Adversarial biases
towards more positive values.
Although our method seems to perform well according to the previous
metric, this does not directly translate to the behavior of the CNN in its
downstream task. Thus we finally compare the sensitivity bias across these
different situations. In Figure 5.10, we plot the sensitivity biases in the biased
set, and note that near similar trends occur as in Case Study I. Namely, these
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curves are all flat, and Adversarial Debiasing maintains a constantly small
positive value, regardless of the changes in K. Our method on the other hand,
is significantly closer to the 0.0 line. Another thing to note is the fact that
the variance in all the methods seems to decrease as the size of K increases.
We believe this is expected since the behavior of the model on the dataset
becomes more and more similar as K takes the majority of all images.





































































Figure 5.11: Comparing the sensitivity bias (in the unbiased set Kc) of models
across varying ρK. Top Left: |K| = 3. Top Right: |K| = 5. Bottom Left:
|K| = 7. Our approach is almost always significantly closer to 0.0 sensitivity
bias across all ratios. Adversarial biases towards more positive values.
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Lastly, we observe almost the same trends in the unbiased set Kc, except
the trend in variance. This is also expected for similar reasons, since Kc




We now highlight a few key points we notice in our results. First,
Meta Orthoganalization almost always performs comparably with Adversarial
Debiasing across our evaluation metrics. The main situation that it fails is
when |K| = 7. We believe that applying a stronger λ would improve this case,
due to our Projection Bias results. The main reason we keep a constant λ is
to see the extent at which a single value could generalize, since this would give
users more confidence when testing hyperparameters. This is important, in
that real datasets may not have an expected measure of bias as we did when
controlling ρK.
Another good find is that in terms of the fairness metrics, Equality of
Opportunity and Model Leakage, our method is able to obtain ideal results,
even if we do not explicitly encode for this in the loss. Our regularization
term does not enforce as strong of a constraint as an adversarial loss (i.e.
removing necessary information for predicting the protected class), but can
still be fair w.r.t. definitions in literature. In addition, our method is still able
to retain predictive information for all concepts and protected attributes, but
by applying the meta-loss, disentangles this information from the downstream
classification task.
Lastly, through the varying parameters on K, we provide more evidence
for the hypothesis that more the more co-occuring sets of objects are, CNNs
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tend to ignore this information. Specifically, when we increase the size of the
biased set, the standard CNNs begins to bias towards Kc, since they have
more diverse examples. In addition, whenever K encompasses all labels in the
dataset, nearly zero bias across our evaluation metrics exists.
6.1 Future Work
Our setup naturally leads to the following ideas. First, orthogonality
is not the only way to constrain the value of inner products. We can augment










This would allow for either weaker or stronger constraints on these
concepts. For example, if a concept is strongly biased towards the positive
protected attribute, one could use a t > 0 to enforce a weaker constraint,
or t < 0 for a stronger constraint. We find in initial tests that the latter is
difficult to train on, as this limits the predictiveness of the concept classifiers.
It may be beneficial to be able to adaptively find a good t as well, since in real
datasets, the bias may not be as uniform as we have in our experiments.
Second is to be able to apply this to an existing biased dataset. We find
that it was difficult to understand the effect of our method without our setup
in BAM. An initial hypothesis could be that certain protected attributes, such
as gender, are not as easy to decorrelate compared to object co-occurrences.
An example task that this could apply to is image captioning. Specifically,
Hendricks et al. [18] tackle the case of vision models relying too heavily on
gender cues to generate image captions, when gender is not the main subject
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of topic. Our framework could be applied in this space, since it focuses on the
convolutional portion of the model; Meta Orthogonalization has no dependence
on the subsequent layers after the debiased latent space.
Lastly, the strength of our method also depends on the predictive power
of the linear embeddings; for these more difficult tasks, it might be necessary
to come up with a way to generate concept specific embeddings that are not
restricted to a single linear layer. Some initial thoughts would be to use smaller
fully connected layers as concept classifiers, but use some type of aggregated
gradient vector as the final embedding. Further work would need to be done
to show the arithmetic properties of this type of concept formulation; in ad-
dition, it may provide weaker signals for the CNN in Meta Orthogonalization
since there would exist more layers between the embedding and the CNN’s
parameters. Nevertheless, we see this as a promising research direction for




In this work, we propose Meta Orthogonalization as a way to debias
convolutional neural networks, inspired by previous work in NLP. We show
that across various defined and newly proposed fairness metrics, our method
performs comparably to Adversarial Debiasing, which has shown much success
in previous literature. In addition, we provide a methodology to simulate
various levels of bias and situations in a dataset, through the use of BAM
[37], a recent dataset of object co-occurrences. Through extensive analysis
on various trends of bias, we have shown promising empirical results for our
method, indicating that there may be a strong connection to bias learned in
CNNs and geometric properties of their latent spaces.
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