The focusing NLS equation with step-like oscillating background:
  asymptotics in a transition zone by de Monvel, Anne Boutet et al.
THE FOCUSING NLS EQUATION WITH STEP-LIKE OSCILLATING
BACKGROUND: ASYMPTOTICS IN A TRANSITION ZONE
ANNE BOUTET DE MONVEL, JONATAN LENELLS, AND DMITRY SHEPELSKY
Abstract. In a recent paper, we presented scenarios of long-time asymptotics for a solution
of the focusing nonlinear Schrödinger equation whose initial data approach two different plane
waves Ajeiφj e−2iBjx, j = 1, 2 at minus and plus infinity. In the shock case B1 < B2 some
scenarios include sectors of genus 3, that is sectors ξ1 < ξ < ξ2, ξ := xt where the leading
term of the asymptotics is expressed in terms of hyperelliptic functions attached to a Riemann
surface M(ξ) of genus 3. The long-time asymptotic analysis in such a sector is performed in
another recent paper. The present paper deals with the asymptotic analysis in a transition
zone between two genus 3 sectors ξ1 < ξ < ξ0 and ξ0 < ξ < ξ2. The leading term is expressed
in terms of elliptic functions attached to a Riemann surface M˜ of genus 1.
Contents
1. Introduction 1
2. Main Result 4
3. Preliminaries 5
4. Transformations of the RH problem 8
5. Solution of the model problem 15
6. Local models 17
7. Final steps 30
Appendix A. An exactly solvable RH problem 35
References 40
1. Introduction
We consider the focusing nonlinear Schrödinger (NLS) equation
iqt + qxx + 2|q|2q = 0, x ∈ R, t ≥ 0, (1.1)
and a solution q(x, t) of (1.1) such that
q(x, 0) ∼
{
A1e
iφ1e−2iB1x, x→ −∞,
A2e
iφ2e−2iB2x, x→ +∞, (1.2)
where {Aj , Bj , φj}21 are real constants, Aj > 0. Our general objective is the study of the long-time
behavior of the solution q(x, t) of (1.1)–(1.2).
Equation (1.1) is a nonlinear PDE integrable by the Inverse Scattering Transform method [1].
The Riemann–Hilbert (RH) problem formalism of this method has proved to be highly efficient in
studying various properties of solutions of integrable PDE, particularly, the long time asymptotics
of the solution of the Cauchy problem [9, 11] and the small dispersion limits [10, 13]. The RH
method, put into a rigorous shape by Deift and Zhou in [11], was further developed in [9,10] with
the introduction of the so-called “g-function mechanism”. This mechanism helps in the realization
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of the main idea of the method, which is to find a series of transformations of the original RH
problem representation of the solution of the nonlinear equation in question leading ultimately
to a model RH problem that can be solved explicitly. Moreover, the method makes it possible
to obtain not only the main asymptotic term but also provides a way to derive rigorous error
estimates, by solving appropriate local (“parametrix”) RH problems.
Expressing the (x, t) dependence in the data for the associated RH problem (jump matrices
and residue conditions, if appropriate) in terms of t (large parameter) and ξ := xt , it is natural to
obtain large-t asymptotics for a fixed ξ or for ξ varying in certain intervals, characterized by the
same qualitative form of the asymptotic pattern and uniform error estimates for any compact
subset of each interval. In terms of the model RH problem, such an interval is characterized by
the same structure of the jump contour and jump condition, only some parameters (as functions
of ξ) being varying. On the other hand, the interval’s end points correspond to breaking of this
structure: either some parts of the contour shrink to single points or new parts emerge from
specific points. Accordingly, uniform error estimates break down when approaching the interval’s
end points. Thus two other natural questions arise: do the asymptotics obtained for adjacent
sectors (in the (x, t) plane) match, and how can we describe the asymptotics when approaching
(with ξ) the border of an asymptotic sector characterized by certain degeneration/restructuring
of the RH problem input (contours and jumps).
It turned out that already for problems with “zero boundary conditions”, i.e., when the solution
is assumed to decay to 0 as |x| → ∞, there exist various narrow transition regions in the (x, t)
plane, whose boundaries can be described in terms of a certain dependence of ξ on t and where
the asymptotics has a qualitatively different form (related to a qualitatively different model RH
problem) [9]. So it is natural to expect transition regions also in the more complicated situation
of “non-zero boundary conditions” described by (1.2) (for other types of non-zero boundary
conditions, see [3–5]).
Scenarios of long-time asymptotics of q(x, t), where the (x, t) half-plane is divided into sectors
ξ1 < ξ < ξ2 with qualitatively different asymptotics, are presented in [6]. That work was motivated
by [8], where the asymptotic scenario was given corresponding to a particular range of parameters
involved in (1.2). In the “shock case” B1 < B2 some scenarios include genus 3 sectors where
the leading term of the asymptotics of q(x, t) is given in terms of theta functions attached to a
hyperelliptic Riemann surface M(ξ) of genus 3. The asymptotic analysis in a genus 3 sector is
performed in [7]. The Riemann surface M(ξ) is given by the equation (see [7, Section 3.2])
w2 = (k − E1)(k − E¯1)(k − E2)(k − E¯2)(k − α)(k − α¯)(k − β)(k − β¯) (1.3)
where Ej = Bj + iAj , B1 < B2, and α(ξ), β(ξ) are critical points of the g-function g(ξ, k), that
is, zeros of dg/dk (see [7, Section 3.3]). All branch points are distinct, in particular α(ξ) 6= β(ξ).
In this paper we consider a sector ξ1 < ξ < ξ2 consisting of two genus 3 sectors ξ1 < ξ < ξ0
and ξ0 < ξ < ξ2 separated by a point ξ0 at which α(ξ) and β(ξ) merge (in the symmetric case
with A1 = A2 and B1 = −B2, we have ξ0 = 0). Notice that a degeneration of genus 2 (two-phase)
solutions of (1.1) corresponding to the merging of two pairs of spectral points specifying the
solutions is considered in [2], where it is shown that it is possible to present the limiting behavior
of the solution directly in terms of the solution of the degenerated RH problem, without resorting
to the genus 2 solution before degeneration.
The asymptotic theorem for the genus 3 sector [7, Theorem 2.1] gives information on the
asymptotics for ξ ∈ (ξ1 + δ, ξ0 − δ) ∪ (ξ0 + δ, ξ2 − δ). In fact, by choosing the -disks centered at
α, α¯, β, β¯ to have ξ-dependent radius  = (ξ) in the proof of the genus 3 theorem, we see that
the genus 3 result is valid uniformly for all ξ0 < ξ ≤ ξ2 if we include the additional error term
O((t3/2)−N ). By choosing  = |α−β|3 , we infer that the genus 3 theorem gives information on the
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solution whenever t2/3|α− β| → ∞. But the genus 3 theorem does not give the asymptotics in a
narrow region containing the line ξ = ξ0.
Our goal here is to determine an asymptotic formula valid in a region containing the line
ξ = ξ0. Let r(k) be the reflection coefficient (see [6, (2.36)]) defined by
r(k) :=
b∗(k)
a(k)
where a(k), b(k) are the scattering coefficients (see [6, (2.15)]), and we write f∗(k) := f(k¯) for a
complex-valued function f(k). As in [6] and [7], in order to avoid technicalities in the long-time
analysis related to analytical approximations of spectral functions, we assume that a(k) and b(k)
(and thus r(k)) can be analytically continued from the real line into the whole complex plane (see
(2.1) below) and that a(k) does not vanish in the upper half-plane. Define the complex-valued
function ν˜(ξ) by
ν˜(ξ) =
1
2pi
ln (1 + r(β)r∗(β)) , (1.4)
where β ≡ β(ξ) and the branch of ln(1 + rr∗) is fixed by requiring that ln(1 + r(k)r∗(k)) is a
continuous function of k ∈ γ(µ,β) whose value at k = µ is strictly positive (γ(µ,β) is the contour
from µ to β in Figure 4.1). Let ν˜0 := ν˜(ξ0) denote the value of ν˜ at ξ = ξ0. Since for |Im ν˜0| ≥ 12
we are not able to give any asymptotics we make the following assumption:
Assumption. We suppose
Im ν˜0 ∈
(
−1
2
,
1
2
)
,
i.e. arg
(
1 + r(β(ξ0))r
∗(β(ξ0))
) ∈ (−pi, pi).
Remark. This assumption is at least satisfied in the symmetric case A1 = A2 = A > 0 and
B2 = −B1 = B > 0 with A > B provided B is close to A. In that case ξ0 = 0 and we have
α(0) = β(0) = i
√
A2 −B2. As B ↑ A we have β(0) ↓ 0 and |Im ν˜0| ↓ 0. Indeed, if β(ξ) is real ν˜(ξ)
is also real. So, for B close enough to A we have Im ν˜0 close to 0, hence |Im ν˜0| < 1/2.
We will consider the asymptotics in a sector S defined by
S :=
{
(x, t) ∈ R2
∣∣∣ ξ ≥ ξ0, t ≥ T, |α− β| < Mt− 1+|Im ν˜0|2 −δ} , (1.5)
where the constants δ,M , T are strictly positive. The sector S is characterized by the fact that the
distance between α and β shrinks faster than t−
1+|Im ν˜0|
2 as t→∞. As ξ → ξ0, the branch points
α(ξ) and β(ξ) converge to a point α(ξ0) = β(ξ0) ∈ C+. Numerically, |α−α(ξ0)| ∼ |ξ− ξ0|2/3 and
|β − β(ξ0)| ∼ |ξ − ξ0|1/2 as ξ ↓ ξ0 (at least in the symmetric case). If this is correct, then
S =
{
(x, t) ∈ R2
∣∣∣ t ≥ T, 0 ≤ ξ − ξ0 < Mt−|Im ν˜0|−1−2δ} . (1.6)
Remarks. The region S is specified, somewhat implicitly (involving α(ξ) and β(ξ)), by (1.5). The
more explicit description (1.6) is based on the assumption that α(ξ)−β(ξ) ∼ (ξ− ξ0)1/2 as ξ ↓ ξ0.
This region depends on 4 parameters: | Im ν˜0|, δ, M , and T . The first one, ν˜0, reflects the
influence (via the reflection coefficient) of the initial data for the Cauchy problem while the others
are at our choice, δ being the most important one. A smaller choice of δ > 0 increases the size of
the asymptotic sector S, but it also makes the asymptotic formula less precise.
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2. Main Result
In the shock case B1 < B2 we can assume B1 = −1, B2 = 1, and φ2 = 0 (see [6, Section 2.2]).
Suppose q : R× [0,∞)→ C is a smooth solution of (1.1) whose initial data q0(x) = q(x, 0) satisfy
q0(x) =
{
A1e
iφe2ix, x < −C,
A2e
−2ix, x > C,
(2.1)
for some constants C > 0, A1 > 0, A2 > 0, and φ ∈ R. Let E1 = −1 + iA1 and E2 = 1 + iA2.
Under conditions (2.1), the spectral functions a(k) and b(k) are entire functions, which, as
we mentioned above, allows us to work directly with these functions thus avoiding analytical
approximations, which would make the realization of the main ideas of the asymptotic analysis
less transparent.
The asymptotics of q in S can be expressed in terms of quantities defined on the genus 1
Riemann surface M˜ with branch cuts along Σ1 and Σ2, where Σj := [E¯j , Ej ], j = 1, 2.
Theorem 2.1. The asymptotics in the sector S is given by
q(x, t) = Q0(ξ, t) +
Q1(ξ, t)√
t
+ O
(
F (ξ, t)2 + t|α− β|2) , t→∞, (x, t) ∈ S. (2.2)
• The first term Q0 is the leading order term. It is given by
Q0(ξ, t) = e
2i(tg(0)(ξ)+h˜(ξ,∞))(A1 +A2)
Θ˜(ϕ˜(∞+) + d˜)Θ˜(ϕ˜(∞+)− v˜(ξ, t)− d˜)
Θ˜(ϕ˜(∞+) + v˜(ξ, t) + d˜)Θ˜(ϕ˜(∞+)− d˜) .
• The coefficient Q1 of the second term is given by
Q1(ξ, t) = 2ie
2i(tg(0)(ξ)+h˜(ξ,∞))
(
(Tµ(x, t))12 + (Tβ(x, t))12 − (Tβ(x, t))21
)
,
and Q1(ξ, t)/
√
t is the subleading term provided that δ > δ0 := max{ 14 − |Im ν˜0|, 18 − 14 |Im ν˜0|}.• Regarding the last term the estimate is uniform with respect to x and the function F is given by
F (ξ, t) := t|Im ν˜|(ln t)|Im ν˜|+2
(
t|α− β|2|ln|α− β||+ t− 12
)
. (2.3)
Θ˜ is the Riemann theta function associated with the genus 1 Riemann surface M˜ , the Abel map
ϕ˜ is defined in (3.6). The functions v˜(t) ≡ v˜(ξ, t) and h˜(k) ≡ h˜(ξ, k) are defined in (5.5) and
(4.11), respectively. The constants ν˜ ≡ ν˜(ξ), d˜ ≡ d˜(ξ), and g(0) ≡ g(0)(ξ) are defined in (1.4),
(5.4), and [7, (3.24)], respectively. The functions Tµ(x, t) and Tβ(x, t) are defined in (7.10) and
(7.11), respectively.
To illustrate the statement of Theorem 2.1 we make some comments. It will be useful to note
that the functions Tµ(x, t) and Tβ(x, t) satisfy the uniform estimates
|Tµ(x, t)| ≤ C,
|Tβ(x, t)| ≤ Ct|Im ν˜|,
(x, t) ∈ S. (2.4)
Comments 2.2. We compare the orders of the three terms in (2.2).
• The first term Q0(ξ, t) is a bounded and oscillating term obtained by solving the “model” RH
problem (see Section 5). It dominates the other two terms (for any δ > 0) because we assumed
|Im ν˜0| < 1/2.
• An important feature is that ν˜0 is complex-valued. This implies that (see (2.4)) the coefficient
Q1 is of order O(t|Im ν˜0|) and can grow with t, while the second term Q1/
√
t is of order
O(t|Im ν˜0|−1/2) and decays.
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• The last term is dominated by the second one if δ > δ0. Moreover, for δ > δ1 with δ1 :=
max{ 14 − 12 |Im ν˜0|, 12 − 32 |Im ν˜0|}, e.g., for δ > 1/2, the last term is of order
O
(
t2|Im ν˜0|−1(ln t)2|Im ν˜0|+4
)
.
On the line ξ = ξ0, we can take δ arbitrarily large and Theorem 2.1 reduces to the following.
Corollary 2.3. The asymptotics on the line ξ = ξ0 is given by
q(x, t) = Q0(ξ0, t) +
Q1(ξ0, t)√
t
+ O
(
t2|Im ν˜0|−1(ln t)2|Im ν˜0|+4
)
, t→∞, x = ξ0t. (2.5)
On the other hand, keeping only the leading order term, Theorem 2.1 reduces to the following.
Corollary 2.4 (Leading order asymptotics). There exists a c > 0 such that
q(x, t) = Q0(ξ, t) + O(t
−c), t→∞, (x, t) ∈ S,
uniformly with respect to x.
3. Preliminaries
3.1. Notations. Let C± = {± Im k > 0} denote the open upper and lower halves of the complex
plane. The Riemann sphere will be denoted by Cˆ = C ∪ {∞}. We write ln k for the logarithm
with the principal branch, that is, ln k = ln|k|+ i arg k where arg k ∈ (−pi, pi]. Unless specified
otherwise, all complex powers will be defined using the principal branch, i.e., zα = eα ln z. We let
f∗(k) := f(k¯) denote the Schwarz conjugate of a complex-valued function f(k).
Given an open subset D ⊂ Cˆ bounded by a piecewise smooth contour Σ, we let E˙2(D) denote
the Smirnoff class consisting of all functions f(k) analytic in D with the property that for each
connected component Dj of D there exist curves {Cn}∞1 in Dj such that the Cn eventually
surround each compact subset of Dj and supn≥1‖f‖L2(Cn) < ∞. We let E∞(D) denote the
space of bounded analytic functions D → C. RH problems in the paper are generally 2 × 2
matrix-valued. They are formulated in the L2-sense using Smirnoff classes (see [14,15]):{
m ∈ I + E˙2(C \ Σ),
m+(k) = m−(k)J(k) for a.e. k ∈ Σ,
(3.1)
where m+ and m− denote the boundary values of m from the left and right sides of the contour Σ.
Further on, the contours are invariant under complex conjugation and for all 2× 2 matrix-valued
RH problems the jump matrix J ≡ J(k) satisfies
J =
{
σ3σ1J
∗σ1σ3, k ∈ Σ \ R,
σ3σ1(J
∗)−1σ1σ3, k ∈ Σ ∩ R,
(3.2)
where σ1 := ( 0 11 0 ) and σ3 :=
(
1 0
0 −1
)
. Together with uniqueness of the solution of the RH problem
(3.1), this implies the symmetry
m = σ3σ1m
∗σ1σ3, k ∈ C \ Σ. (3.3)
3.2. Set-up. We have [7, Proposition 3.1]
q(x, t) = 2i lim
k→∞
k (m(x, t, k))12 , x ∈ R, t ∈ [0,∞), (3.4)
where m(x, t, · ) is the unique solution of the basic RH problem{
m(x, t, · ) ∈ I + E˙2 (C \ (R ∪ Σ1 ∪ Σ2)) ,
m+(x, t, k) = m−(x, t, k)J(x, t, k) for a.e. k ∈ R ∪ Σ1 ∪ Σ2,
(3.5)
with J defined in [7, (3.7)].
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Let M˜ denote the genus 1 Riemann surface with branch cuts along Σ1 and Σ2. We think of
M˜ as the limit of the genus 3 surface M(ξ) (see (1.3)) as ξ → ξ0. We let ϕ˜ : M˜ → C be the limit
of the Abel map ϕ (see [7, (3.17)]) as ξ → ξ0, i.e.,
ϕ˜(P ) =
∫ P
E¯2
ζ˜, P ∈ M˜, (3.6)
where {ζ˜} is the normalized basis of H1(M˜) dual to the canonical basis {a1, b1}, i.e., ζ˜ is a
holomorphic differential form such that ∫
a1
ζ˜ = 1.
Let τ denote the period
∫
b1
ζ˜ and let Θ˜ denote the associated theta function which is defined by
Θ˜(z) :=
∑
n∈Z
e2pii(
1
2n
2τ+nz), z ∈ C. (3.7)
As in the genus 3 sector [7, (3.20)], we let g(k) ≡ g(ξ, k) denote the g-function on M(ξ) with
derivative
dg
dk
=
4(k − µ)(k − α)(k − α¯)(k − β)(k − β¯)
w(k)
,
where µ ≡ µ(ξ) is a real number and
w(k) :=
√
(k − E1)(k − E¯1)(k − E2)(k − E¯2)(k − α)(k − α¯)(k − β)(k − β¯).
We define w˜(k) by
w˜(k) :=
√
(k − E1)(k − E¯1)(k − E2)(k − E¯2), k ∈ C \ (Σ1 ∪ Σ2), (3.8)
where the branch of the square root is such that w˜(k) > 0 for k  0.
Throughout the paper C, c > 0 will denote generic constants independent of k and of (x, t) ∈ S,
which may change within a computation.
Let γ : [α, β]→ C be a smooth simple contour from a = γ(α) to b = γ(β) with a 6= b. We let
γ := γ([α, β]) denote also its image as a subset of C.
Lemma 3.1 (Endpoint behavior of a Cauchy integral). Let f : γ → C be such that t 7→ f(γ(t))
is C1 on [α, β]. Suppose g(k) is a C1-function of k ∈ C and define the function h(k) by
h(k) :=
g(k)
2pii
∫
γ
f(s)
s− k ds, k ∈ C \ γ.
Then the functions eih(k) and e−ih(k) are bounded as k ∈ C \ γ approaches b if and only if the
product g(b)f(b) is purely imaginary.
Proof. See [7, Lemma C.1]. 
Γ Γˆ
γ
Figure 3.1. The contours Γ (left) and Γˆ = Γ ∪ γ (right).
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Let Γ be a piecewise smooth contour and let Γˆ = Γ ∪ γ denote Γ with a lens added as in
Figure 3.1. Consider the 2× 2-matrix RH problem{
m ∈ I + E˙2(C \ Γ),
m+(k) = m−(k)v(k) for a.e. k ∈ Γ,
(3.9)
where v : Γ→ GL(2,C) is a jump matrix defined on Γ.
Lemma 3.2 (contour deformation). Let u be a 2× 2-matrix valued function such that u, u−1 ∈
E∞(C \ Γˆ). Then m satisfies the RH problem (3.9) if and only if the function mˆ defined by
mˆ(k) := m(k)u(k), k ∈ C \ Γˆ,
satisfies the RH problem {
mˆ ∈ I + E˙2(C \ Γˆ),
mˆ+(k) = mˆ−(k)vˆ(k) for a.e. k ∈ Γˆ,
(3.10)
with
vˆ =
{
u−1− vu+, k ∈ Γ,
u−1− u+, k ∈ γ.
(3.11)
If γ passes through infinity, then the same conclusion holds provided that u, u−1 ∈ I + (E˙2 ∩
E∞)(C \ Γˆ).
We will also come across situations where γ passes through infinity, but u does not approach
the identity matrix as k →∞, see Figure 3.2. In this case, the following result is useful.
Γˆ
γ
Figure 3.2. The contour Γˆ = Γ ∪ γ in the case when γ passes through infinity.
Lemma 3.3 (contour deformation when u(∞) 6= I). Let u be a 2× 2-matrix valued function such
that u, u−1 ∈ E∞(C \ Γˆ) and u, u−1 are analytic at k = ∞. Then m satisfies the RH problem
(3.9) if and only if the function mˆ defined by
mˆ(k) := u(∞)−1m(k)u(k), k ∈ C \ Γˆ,
satisfies the RH problem (3.10) with vˆ given by (3.11).
8 A. BOUTET DE MONVEL, J. LENELLS, AND D. SHEPELSKY
4. Transformations of the RH problem
In order to determine the long-time asymptotics of the solution m of the RH problem (3.5),
we will perform a series of transformations of the RH problem. More precisely, starting with m,
we define functions m(j)(x, t, k), j = 1, . . . , 6, such that each m(j) satisfies an RH problem which
is equivalent to the original RH problem (3.5). The RH problem for m(j) has the form{
m(j)(x, t, · ) ∈ I + E˙2(C \ Σ(j)),
m
(j)
+ (x, t, k) = m
(j)
− (x, t, k)v
(j)(x, t, k) for a.e. k ∈ Σ(j), (4.1)
where the contours Σ(j) and jump matrices v(j) are specified below.
At each stage of the transformations, m(j) and v(j) will satisfy the symmetries
v(j)(x, t, k) =
{
σ3σ1v(j)(x, t, k¯)σ1σ3, k ∈ Σ(j) \ R,
σ3σ1v(j)(x, t, k¯)
−1
σ1σ3, k ∈ Σ(j) ∩ R,
j = 1, . . . , 6, (4.2)
and
m(j)(x, t, k) = σ3σ1m(j)(x, t, k¯)σ1σ3, k ∈ C \ Σ(j), j = 1, . . . , 6. (4.3)
4.1. First three transformations. The first three transformations are the same as in the genus
3 sector [7, Sections 4.1-4.3]. This leads to a function m(3) which satisfies the RH problem (4.1)
for j = 3 with jump contour Σ(3) displayed in Figure 4.1 and jump matrix v(3) given as in the
genus 3 sector [7, Section 4.3] (v(3)l denotes the restriction of v
(3) to the contour labeled by l in
Figure 4.1):
v
(3)
1 =
(
1 0
rδ−2e2itg 1
)
, v
(3)
2 =
(
1 −abδ2e−2itg
0 1
)
,
v
(3)
3 =
(
0 ia+a−eiφδ2e−it(g++g−)
ie−iφ
a+a−
δ−2eit(g++g−) 0
)
,
v
(3)
4 =
(
0 iδ2e−it(g++g−)
iδ−2eit(g++g−) 0
)
,
v
(3)
6 = e
−itg−σ3
(
1 −abδ2
rδ−2 aa∗
)
eitg+σ3 , v
(3)
8 = e
−itg−σ3
(
1 −abδ2
0 1
)
eitg+σ3 ,
and extended to the lower half-plane by means of the symmetry (4.2). Recall that [7, Section 4.2]
the complex-valued function δ(k) ≡ δ(ξ, k) is defined by
δ(k) := e
1
2pii
∫ µ
−∞
ln(1+|r(s)|2)
s−k ds, k ∈ C \ (−∞, µ].
Remark. (v(3)2 )12 has the opposite sign compared to that in [7] because the orientation of the
contour 2 is opposite. The path labeled by 8 in Figure 4.1 is labeled by 5 in [7].
4.2. Fourth transformation. The fourth transformation is also similar to the analogous trans-
formation in the genus 3 sector [7, Section 4.4]. However, since α and β are now merging, we
don’t need to factor the jump across γ(β,α). As in the genus 3 sector [7, Figure 4.4], we let V3
and V4 be open sets that form a lens around γ(µ,β). Thus we define m(4) for k in the upper-half
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µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
12
3 4
6
8
Figure 4.1. The jump contour Σ(3) (red with arrows indicating orientation)
together with the set where Im g = 0 (dashed black). The region where Im g < 0
is shaded and the region where Im g > 0 is white.
plane by
m(4) := m(3) ×

(
1 0
− b∗a2a∗ δ−2e2itg 1
)
, k ∈ V3,(
1 − ba∗ δ2e−2itg
0 1
)
, k ∈ V4,
I, elsewhere in C+,
and extend the definition to the lower half-plane by means of the symmetry (4.3). We note that
the function δ(ξ, k) obeys the uniform bound (see [7, Lemma 4.1])
|δ(ξ, k)±1| ≤ C, k ∈ C \ (−∞, µ], (x, t) ∈ S.
Then m satisfies the RH problem (3.5) iff m(4) satisfies the RH problem (4.1) for j = 4, where
Σ(4) is the jump contour displayed in Figure 4.2 and the jump matrix v(4) is given by (v(4)l denotes
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the restriction of v(4) to the contour labeled by l in Figure 4.2):
v
(4)
1 =
(
1 0
b∗
a δ
−2e2itg 1
)
, v
(4)
2 =
(
1 −abδ2e−2itg
0 1
)
,
v
(4)
3 =
(
0 ia+a−eiφδ2e−it(g++g−)
ie−iφ
a+a−
δ−2eit(g++g−) 0
)
,
v
(4)
4 =
(
0 iδ2e−it(g++g−)
iδ−2eit(g++g−) 0
)
, v
(4)
5 =
(
1 0
b∗
a2a∗ δ
−2e2itg 1
)
,
v
(4)
6 =
(
eit(g+−g−)
aa∗ 0
0 aa∗e−it(g+−g−)
)
, v
(4)
7 =
(
1 − ba∗ δ2e−2itg
0 1
)
,
v
(4)
8 = e
−itg−σ3
(
1 −abδ2
0 1
)
eitg+σ3 , (4.4)
and is extended to the part of Σ(4) that lies in the lower half-plane by means of the symmetry
(4.2).
µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
V3 V4
•
•
•
•
•
•
•
•
•
12
3 4
5
6
7
8
910
11 12
13
14 15
16
Figure 4.2. The jump contour Σ(4) (red with arrows indicating orientation)
together with the set where Im g = 0 (dashed black). The region where Im g < 0
is shaded and the region where Im g > 0 is white.
4.3. Fifth transformation. The purpose of the fifth transformation is to remove the factors
aa∗ from the jump across γ(β¯,β) (see v
(4)
6 ).
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As we did with δ in [7, Section 4.2], we introduce a complex-valued function δ˜(k) ≡ δ˜(ξ, k) by
δ˜(ξ, k) = e
− 12pii
∫
γ(µ,β)
ln(a(s)a∗(s))
s−k dse
1
2pii
∫
γ
(β¯,µ)
ln(a(s)a∗(s))
s−k ds
, k ∈ C \ γ(β¯,β), (x, t) ∈ S, (4.5)
where the branch of the logarithm is chosen so that ln(a(s)a∗(s)) is continuous on each contour
and strictly positive for s = µ. Since a(k) has no zeros or poles, the function aa∗ is nonzero and
finite everywhere on the contours. The function δ˜ is in general singular at β and β¯. Hence we cut
out small neighborhoods of these points. Thus let
R ≡ R(ξ, t) := c(ξ)t−1/2, (4.6)
where c(ξ) > c > 0 is independent of t (we will fix c(ξ) below).
For r > 0 and z ∈ C, we let Dr(z) denote the open disk of radius r centered at z. Since
|α − β| = O(t−1/2−δ), by increasing T in the definition (1.5) of S if necessary, we may assume
that α ∈ DR/2(β) for all (x, t) ∈ S.
The following lemma shows that δ˜ is nonsingular in the complement of DR(β) ∪DR(β¯).
Lemma 4.1. For each (x, t) ∈ S, the function δ˜(ξ, k) has the following properties:
(a) δ˜(ξ, k) and δ˜(ξ, k)−1 are bounded and analytic functions of k ∈ C \ (DR(β)∪DR(β¯)∪ γ(β¯,β)).
(b) δ˜(ξ, k) obeys the symmetry
δ˜ = (δ˜∗)−1, k ∈ C \ γ(β¯,β).
(c) Across γ(β¯,β), δ˜(ξ, k) satisfies the jump condition
δ˜+ = δ˜− ×
{
1
aa∗ , k ∈ γ(µ,β),
aa∗, k ∈ γ(β¯,µ).
(4.7)
Proof. Since ln(|a(µ)|2) > 0, Lemma 3.1 shows that δ˜(ξ, k) is bounded as k approaches µ. The
other properties follow easily from the definition (4.5). We can indeed write δ˜ = e−fβ+fβ¯ with
fβ(k) :=
1
2pii
∫
γ(µ,β)
ln(a(s)a∗(s))
s− k ds, fβ¯(k) :=
1
2pii
∫
γ(β¯,µ)
ln(a(s)a∗(s))
s− k ds,
and fβ = −f ∗¯β . 
Let  ∈ (0, 1/2) be such that the ξ-dependent disks
D(β), D(µ), D(β¯) (4.8)
are disjoint from each other and from the cuts Σ1 and Σ2 for all (x, t) ∈ S. Increasing T in (1.5)
if necessary, we may assume that R(ξ, t) < /2 for all (x, t) ∈ S.
We define m(5) ≡ m(5)(x, t, k) by
m(5) = m(4) ×
{
δ˜−σ3 , k ∈ C \ (DR(β) ∪DR(β¯)),
I, k ∈ DR(β) ∪DR(β¯).
We define the complex-valued function δ2(k) ≡ δ2(ξ, k) by
δ2 := δδ˜.
Using Lemma 4.1 we can apply Lemma 3.3 to see that m satisfies the RH problem (3.5) iff m(5)
satisfies the RH problem (4.1) with j = 5, where Σ(5) = Σ(4) ∪ ∂DR(β) ∪ ∂DR(β¯) and the jump
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matrix v(5) is given in C+ \DR(β) (see Figure 4.3) by
v
(5)
1 =
(
1 0
b∗
a δ
−2
2 e
2itg 1
)
, v
(5)
2 =
(
1 −abδ22e−2itg
0 1
)
,
v
(5)
3 =
(
0 ia+a−eiφδ22e
−it(g++g−)
ie−iφ
a+a−
δ−22 e
it(g++g−) 0
)
,
v
(5)
4 =
(
0 iδ22e
−it(g++g−)
iδ−22 e
it(g++g−) 0
)
, v
(5)
5 =
(
1 0
b∗
a2a∗ δ
−2
2 e
2itg 1
)
,
v
(5)
6 =
(
eit(g+−g−) 0
0 e−it(g+−g−)
)
, v
(5)
7 =
(
1 − ba∗ δ22e−2itg
0 1
)
,
where v(5)l denotes the restriction of v
(5) to the contour labeled by l in Figure 4.3, outside of
DR(β).
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
DR(β)
DR(β¯)
•
•
•
•
•
•
•
12
3 4
5 6 7
910
11 12
13
14 15
Figure 4.3. The jump contour Σ(5) = Σ(6) (red with arrows indicating orienta-
tion) together with the set where Im g = 0 (dashed black). The region where
Im g < 0 is shaded and the region where Im g > 0 is white.
In order to give an expression for v(5) on the part of the contour that lies in DR(β), we let
Y = Σ(5) ∩D(β) denote the restriction of Σ(5) to D(β) and write Y = ∪16l=1Yl where the curves
{Yl}161 are as in Figure 4.4.
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DR(β)
Dǫ(β)
β
α
S1
S2
S3
S4 S5
S6
S7
S8
S9 S10
Y1Y2
Y3 Y4
Y5
Y6
Y7
Y8 Y9
Y10Y11
Y12 Y13
Y14
Y15
Y16
•
•
Figure 4.4. The contour Y = Σ(5) ∩D(β) = ∪16j=1Yj in the disk of radius 
centered at β and the domains {Sj}101 .
Then v(5) is given in D(β) by
v
(5)
Y1 =
(
1 0
b∗
a δ
−2
2 e
2itg 1
)
, v
(5)
Y2 =
(
1 −abδ22e−2itg
0 1
)
,
v
(5)
Y3 =
(
1 0
b∗
a2a∗ δ
−2
2 e
2itg 1
)
, v
(5)
Y4 =
(
1 − ba∗ δ22e−2itg
0 1
)
,
v
(5)
Y5 = v
(5)
Y6 = v
(5)
Y7 = v
(5)
Y8 = v
(5)
Y9 = δ˜
σ3 ,
v
(5)
Y10 =
(
1 0
b∗
a δ
−2e2itg 1
)
, v
(5)
Y11 =
(
1 −abδ2e−2itg
0 1
)
,
v
(5)
Y12 =
(
1 0
b∗
a2a∗ δ
−2e2itg 1
)
, v
(5)
Y13 =
(
1 − ba∗ δ2e−2itg
0 1
)
,
v
(5)
Y14 = e
−itg−σ3
(
1 −abδ2
0 1
)
eitg+σ3 ,
v
(5)
Y15 =
(
eit(g+−g−)
aa∗ 0
0 aa∗e−it(g+−g−)
)
, v
(5)
Y16 =
(
eit(g+−g−) 0
0 e−it(g+−g−)
)
,
where v(5)Yl denotes the restriction of v
(5) to Yl. We extend the definition of v(5) to the lower
half-plane by means of the symmetry (4.2).
4.4. Sixth transformation. The purpose of the sixth transformation is to make the jumps
across the branch cuts Σ1 and Σ2 constant in k. Let Σmod := Σ1 ∪ Σ2 denote the union of the
branch cuts Σ1 and Σ2 oriented as in Figure 5.1.
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Given a real number ω1 ≡ ω1(ξ), we define the function H ≡ H(ξ, k) for k ∈ Σmod ∩ C+ by
H =
{
2ω1−i ln(a+a−δ22eiφ)
w˜+
, k ∈ Σ1 ∩ C+,
− i ln δ2w˜+ , k ∈ Σ2 ∩ C+,
(x, t) ∈ S, (4.9)
where w˜ is defined in (3.8), and extend it to Σmod ∩ C− by the symmetry
H = H∗, (4.10)
i.e., H(ξ, k) = H(ξ, k¯). The branches of the logarithms in (4.9) can be chosen arbitrarily as long
as H(ξ, k) is a continuous function of k on each of the three segments Σ1 ∩C+, Σ1 ∩C−, and Σ2.
We define h˜ ≡ h˜(ξ, k) by
h˜(ξ, k) =
w˜(k)
2pii
∫
Σmod
H(s)
s− kds, k ∈ C \ Σ
mod. (4.11)
In general, the function h˜ has a pole at k = ∞. The following lemma shows that by choosing
ω1(ξ) appropriately, the pole at ∞ can be removed.
Lemma 4.2. There is a unique choice of ω1(ξ) such that the function h˜(ξ, k) defined in (4.11)
has the following properties:
(a) h˜ obeys the symmetry h˜ = h˜∗, i.e.,
h˜(ξ, k) = h˜(ξ, k¯), k ∈ Cˆ \ Σmod, (x, t) ∈ S, (4.12)
(b) As k goes to infinity,
h˜(ξ, k) = h˜(ξ,∞) + O(k−1), k →∞, (x, t) ∈ S, (4.13)
where
h˜(ξ,∞) = − 1
2pii
∫
Σmod
sH(s)ds (4.14)
is a real-valued bounded function of ξ.
(c) For each (x, t) ∈ S, eih˜(ξ,k)σ3 is an analytic function of k ∈ Cˆ \ Σmod.
(d) eih˜(ξ,k)σ3 satisfies the uniform bound
|eih˜(ξ,k)σ3 | ≤ C, k ∈ Cˆ \ Σmod, (x, t) ∈ S.
(e) h˜(ξ, k) satisfies the following jump conditions across Σmod:
h˜+ + h˜− =

2ω1 − i ln(a+a−δ22eiφ), k ∈ Σ1 ∩ C+,
2ω1 + i ln(a
∗
+a
∗
−δ
−2
2 e
−iφ), k ∈ Σ1 ∩ C−,
−i ln δ22 , k ∈ Σ2.
(4.15)
Proof. The proof is similar to the analogous proof in the genus 3 sector [7, Lemma 4.2]. 
We henceforth fix ω1(ξ) to be the unique choice which ensures that h˜(ξ, k) has the properties
of Lemma 4.2. We define m(6) ≡ m(6)(x, t, k) by
m(6)(x, t, k) := e−ih˜(ξ,∞)σ3m(5)(x, t, k)eih˜(ξ,k)σ3 .
By Lemma 4.2, h˜(ξ, k) is an analytic function of k ∈ Cˆ \ Σmod such that eih˜σ3 ∈ E∞(Cˆ \ Σmod)
and h˜ = h˜∗. Thus, Lemma 3.3 implies that m satisfies the RH problem (3.5) iff m(6) satisfies the
RH problem (4.1) with j = 6, where Σ(6) = Σ(5) and
v(6) = e−ih˜−σ3v(5)eih˜+σ3 .
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The jump matrix v(6) is given explicitly in C+ \DR(β) by
v
(6)
1 =
(
1 0
b∗
a δ
−2
2 e
2itge2ih˜ 1
)
, v
(6)
2 =
(
1 −abδ22e−2itge−2ih˜
0 1
)
,
v
(6)
3 =
(
0 ie−2i(tΩ1+ω1)
ie2i(tΩ1+ω1) 0
)
, v
(6)
4 =
(
0 i
i 0
)
,
v
(6)
5 =
(
1 0
b∗
a2a∗ δ
−2
2 e
2itge2ih˜ 1
)
, v
(6)
6 =
(
eit(g+−g−) 0
0 e−it(g+−g−)
)
,
v
(6)
7 =
(
1 − ba∗ δ22e−2itge−2ih˜
0 1
)
,
where we used (4.15) and the relations g+ + g− = 2Ω1 along Σ1 and g+ + g− = 0 along Σ2
[7, Lemma 3.2 (c)]. Here, ω1 ≡ ω1(ξ) and Ω1 ≡ Ω1(ξ) are two real constants and v(6)l denotes the
restriction of v(6) to the contour labeled by l in Figure 4.3, outside of DR(β).
On the part of the contour that lies in D(β) the jump matrix v(6) is given by
v
(6)
Yl = e
−ih˜σ3v(5)Yl e
ih˜σ3 , l = 1, . . . , 16.
That is
v
(6)
Y1 =
(
1 0
b∗
a δ
−2
2 e
2itge2ih˜ 1
)
, v
(6)
Y2 =
(
1 −abδ22e−2itge−2ih˜
0 1
)
,
v
(6)
Y3 =
(
1 0
b∗
a2a∗ δ
−2
2 e
2itge2ih˜ 1
)
, v
(6)
Y4 =
(
1 − ba∗ δ22e−2itge−2ih˜
0 1
)
,
v
(6)
Y5 = v
(6)
Y6 = v
(6)
Y7 = v
(6)
Y8 = v
(6)
Y9 = δ˜
σ3 ,
v
(6)
Y10 =
(
1 0
b∗
a δ
−2e2itge2ih˜ 1
)
, v
(6)
Y11 =
(
1 −abδ2e−2itge−2ih˜
0 1
)
,
v
(6)
Y12 =
(
1 0
b∗
a2a∗ δ
−2e2itge2ih˜ 1
)
, v
(6)
Y13 =
(
1 − ba∗ δ2e−2itge−2ih˜
0 1
)
,
v
(6)
Y14 = e
−itg−σ3
(
1 −abδ2e−2ih˜
0 1
)
eitg+σ3 ,
v
(6)
Y15 =
(
eit(g+−g−)
aa∗ 0
0 aa∗e−it(g+−g−)
)
, v
(6)
Y16 =
(
eit(g+−g−) 0
0 e−it(g+−g−)
)
.
5. Solution of the model problem
Away from Σmod and the critical points, the jump matrix v(6) approaches the identity matrix
as t → ∞. This leads us to expect that in the limit t → ∞, the solution m(6) approaches the
solution mmod of the RH problem{
mmod(x, t, · ) ∈ I + E˙2(Cˆ \ Σmod),
mmod+ (x, t, k) = m
mod
− (x, t, k)v
mod(x, t, k) for a.e. k ∈ Σmod, (5.1)
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µ
β
β¯
α
α¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
Figure 5.1. The jump contour Σmod = Σ1 ∪ Σ2 (red with arrows indicating
orientation) together with the set where Im g = 0 (dashed black).
where vmod denotes the restriction of v(6) to Σmod, i.e.,
vmod =

(
0 ie−2i(tΩ1(ξ)+ω1(ξ))
ie2i(tΩ1(ξ)+ω1(ξ)) 0
)
, k ∈ Σ1,(
0 i
i 0
)
, k ∈ Σ2.
(5.2)
The jump matrix vmod is off-diagonal and independent of k. This implies that we can write down
an explicit solution of the RH problem (5.1) in terms of theta functions.
Define the function ν ≡ ν(k) for k ∈ C \ Σmod by
ν :=
(
(k − E1)(k − E2)
(k − E¯1)(k − E¯2)
) 1
4
, k ∈ C \ Σmod,
where the branch of the fourth root is fixed by requiring that ν = 1 + O(k−1) as k → ∞. Let
νˆ : M˜ → Cˆ denote the function which is given by ν2 on the upper sheet and by −ν2 on the lower
sheet of M˜ , that is, νˆ(k±) = ±ν(k)2 for k ∈ C \ Σmod. Then νˆ is a meromorphic function on M˜ .
Noting, for example, that νˆ has two simple zeros at E1, E2, we see that νˆ : M˜ → Cˆ has degree
two. Hence the function νˆ − 1 has two zeros on M˜ counting multiplicity; we denote these zeros
by ∞+, P1 ∈ M˜ . We define the complex constant K˜ by
K˜ := 1
2
(1 + τ), (5.3)
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where τ denotes the period
∫
b1
ζ˜.
We define the constant d˜ ∈ C by
d˜ := ϕ˜(P1) + K˜, (5.4)
where ϕ˜ : M˜ → C is the Abel map defined in (3.6); if P1 has projection in Σmod, then we fix the
value of d˜ by letting ϕ˜(P1) denote the boundary value ϕ˜+(P1) from the left say. We also define
the complex-valued function v˜ ≡ v˜(ξ, t) by
v˜(ξ, t) := − 1
pi
(tΩ1(ξ) + ω1(ξ)) . (5.5)
Theorem 5.1 (Solution of the model RH problem). For each choice of the real constants Ω1 and
ω1 and for each t ≥ 0, the RH problem (5.1) has a unique solution mmod(x, t, k). Moreover, this
solution satisfies
lim
k→∞
k(mmod(x, t, k))12 = − i
2
Im(E1 + E2)×
Θ˜
(
ϕ˜(∞+) + d˜
)
Θ˜
(
ϕ˜(∞+)− v˜(ξ, t)− d˜
)
Θ˜
(
ϕ˜(∞+) + v˜(ξ, t) + d˜
)
Θ˜
(
ϕ˜(∞+)− d˜
) , (5.6)
where the limit is uniform with respect to arg k ∈ [0, 2pi] and Θ˜ is the Riemann theta function
associated to the genus 1 Riemann surface M˜ , see (3.7).
Proof. The proof is similar to the analogous proof in the genus 3 sector [7, Theorem 5.1]. 
6. Local models
The solution mmod is a good approximation of m(6) as t → ∞ except for k near the five
critical points {α, β, µ, α¯, β¯}. In this section, we introduce local model solutions which are good
approximations of m(6) near these critical points. More precisely, we define two local solutions,
denoted by mβ(x, t, k) and mµ(x, t, k), which are good approximations of m(6) for k in the disks
D(β) and D(µ), respectively.
6.1. Local model near µ. The local model mµ near µ is defined as in the case of the genus 3
sector [7, Section 6.3].
6.2. Local model near β.
Remark 6.1 (Motivating remark). The derivative dg/dk of the g-function for the genus 3 sector
behaves like (k − α)1/2 and (k − β)1/2 as k approaches the critical points α and β, respectively.
If α and β stay separated, we have g(k) ∼ (k − α)3/2 as k → α and g(k) ∼ (k − β)3/2 as k → β.
The contributions to the solution q(x, t) from α and β can then be computed using the Airy local
model [7, Appendix B] and each contribution is of order O(t−N ) for any N ≥ 1. However, if α
approaches β, dg/dk behaves roughly like (k − α)1/2(k − β)1/2 ≈ k − β for k in D(β) \DR(β),
where R is some radius such that |α− β|  R < . Hence g(k) behaves as if it had a double zero
at β. This suggests the construction of a local model near β as follows.
Let {Sj}101 denote the open subsets of D(β) shown in Figure 4.4 which separate the Yj . Let
γ(α,∞) denote the contour from α to infinity labeled by 2 in Figure 4.2. Let γcut := γ(β,α)∪γ(α,∞).
Let S+ := S3 ∪ S4 ∪ S8 ∪ S9 and S− := S1 ∪ S2 ∪ S5 ∪ S6 ∪ S7 ∪ S10 denote the parts of D(β)
that lie to the left and right of the curve γ(µ,β) ∪ γcut, respectively.
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6.2.1. First transformation. We define the function gβ(ξ, k) for k near β by
gβ(ξ, k) =
∫ k
β
dg =
{
g(ξ, k)− g+(ξ, β), k ∈ S+,
g(ξ, k)− g−(ξ, β), k ∈ S−,
(x, t) ∈ S.
For each ξ, gβ(ξ, k) is an analytic function of k ∈ D(β) \ γcut with jump across γcut.
Let
m(β0)(x, t, k) := m(6)(x, t, k)e−ih(k)σ3A(x, t, k), k ∈ D(β) \ Y, (x, t) ∈ S,
where A(x, t, k) denotes the sectionally holomorphic function
A(x, t, k) :=
{
(δ2ab)
σ3
2 e−itg+(ξ,β)σ3 , k ∈ S+,
(δ2ab)
σ3
2 e−itg−(ξ,β)σ3 , k ∈ S−,
(x, t) ∈ S. (6.1)
Since the function δ2ab is nonzero and analytic in D(β), the square root (δ2ab)
1
2 is well-defined
and analytic; the branch of (δ2ab)
1
2 can be chosen arbitrarily as long as the choice is consistent.
Then
v
(β0)
Y1 =
(
1 0
bb∗δ˜−2e2itgβ 1
)
, v
(β0)
Y2 =
(
1 −δ˜2e−it(gβ++gβ−)
0 1
)
,
v
(β0)
Y3 =
(
1 0
bb∗
aa∗ δ˜
−2e2itgβ 1
)
, v
(β0)
Y4 =
(
1 − 1aa∗ δ˜2e−2itgβ
0 1
)
,
v
(β0)
Y5 = v
(β0)
Y6 = v
(β0)
Y7 = v
(β0)
Y8 = v
(β0)
Y9 = δ˜
σ3 ,
v
(β0)
Y10 =
(
1 0
bb∗e2itgβ 1
)
, v
(β0)
Y11 =
(
1 −e−it(gβ++gβ−)
0 1
)
,
v
(β0)
Y12 =
(
1 0
bb∗
aa∗ e
2itgβ 1
)
, v
(β0)
Y13 =
(
1 − 1aa∗ e−2itgβ
0 1
)
,
v
(β0)
Y14 = e
−itgβ−σ3
(
1 −1
0 1
)
eitgβ+σ3 , v
(β0)
Y15 =
(
1
aa∗ 0
0 aa∗
)
,
v
(β0)
Y16 = I,
or, in terms of r,
v
(β0)
Y1 =
(
1 0
rr∗
1+rr∗ δ˜
−2e2itgβ 1
)
, v
(β0)
Y2 =
(
1 −δ˜2e−it(gβ++gβ−)
0 1
)
,
v
(β0)
Y3 =
(
1 0
rr∗δ˜−2e2itgβ 1
)
, v
(β0)
Y4 =
(
1 −(1 + rr∗)δ˜2e−2itgβ
0 1
)
,
v
(β0)
Y5 = v
(β0)
Y6 = v
(β0)
Y7 = v
(β0)
Y8 = v
(β0)
Y9 = δ˜
σ3 ,
v
(β0)
Y10 =
(
1 0
rr∗
1+rr∗ e
2itgβ 1
)
, v
(β0)
Y11 =
(
1 −e−it(gβ++gβ−)
0 1
)
,
v
(β0)
Y12 =
(
1 0
rr∗e2itgβ 1
)
, v
(β0)
Y13 =
(
1 −(1 + rr∗)e−2itgβ
0 1
)
,
v
(β0)
Y14 = e
−itgβ−σ3
(
1 −1
0 1
)
eitgβ+σ3 , v
(β0)
Y15 =
(
1 + rr∗ 0
0 11+rr∗
)
,
v
(β0)
Y16 = I.
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6.2.2. Second transformation. We would next like to remove all jumps within DR(β). This is not
quite possible, because gβ has a jump across Y11 ∪ Y14. However, the following transformation
removes all jumps within DR(β) except those across Y11 and Y14. The remaining jumps across
Y11 and Y14 go away in the limit α→ β.
Let m(β1) := m(β0)B, where B(x, t, k) denotes the sectionally holomorphic function
B(x, t, k) :=

(
1 0
− rr∗1+rr∗ e2itgβ 1
)
, k ∈ S7,(
1 0
−rr∗e2itgβ 1
)(
1
1+rr∗ e
−2itgβ
0 1 + rr∗
)
, k ∈ S8,(
1
1+rr∗ e
−2itgβ
0 1 + rr∗
)
, k ∈ S9,(
1 (1 + rr∗)e−2itgβ
0 1
)
, k ∈ S10,
I, else,
(x, t) ∈ S. (6.2)
Then
v
(β1)
Y1 =
(
1 0
rr∗
1+rr∗ δ˜
−2e2itgβ 1
)
, v
(β1)
Y2 =
(
1 −δ˜2e−it(gβ++gβ−)
0 1
)
,
v
(β1)
Y3 =
(
1 0
rr∗δ˜−2e2itgβ 1
)
, v
(β1)
Y4 =
(
1 −(1 + rr∗)δ˜2e−2itgβ
0 1
)
,
v
(β1)
Y5 = δ˜
σ3 , v
(β1)
Y6 = δ˜
σ3
(
1 0
− rr∗1+rr∗ e2itgβ 1
)
,
v
(β1)
Y7 = δ˜
σ3
( 1
1+rr∗ e
−2itgβ
− rr∗1+rr∗ e2itgβ 1
)
, v
(β1)
Y8 = δ˜
σ3
(
1
1+rr∗ e
−2itgβ
0 1 + rr∗
)
,
v
(β1)
Y9 = δ˜
σ3
(
1 (1 + rr∗)e−2itgβ
0 1
)
,
v
(β1)
Y11 =
(
1+rr∗eit(gβ+−gβ−)
1+rr∗ e
−2itgβ+(1− eit(gβ+−gβ−))
rr∗e2itgβ+ (e−2it(gβ+−gβ−)−1+rr∗(e−it(gβ+−gβ−)−1))
(1+rr∗)2 1− rr
∗e−it(gβ+−gβ−)(1−e−it(gβ+−gβ−))
1+rr∗
)
,
v
(β1)
Y14 =
(
eit(gβ+−gβ−) 0
0 e−it(gβ+−gβ−)
)
, v
(β1)
Y10 = v
(β1)
Y12 = v
(β1)
Y13 = v
(β1)
Y15 = v
(β1)
Y16 = I.
We note that in the limit as α approaches β, we have gβ+ − gβ− → 0 on Y11 and Y14. Hence
the jumps across Y11 and Y14 vanish in this limit.
6.2.3. Analytic approximation of gβ. We want to map the RH problem for m(β1) to an RH
problem which, in the large t limit, can be approximated by the exactly solvable RH problem of
Appendix A. Thus, we want to introduce new variables λ ≡ λ(x, t, k) and y ≡ y(x, t) such that
2itgβ(k) ≈ −λ2 − 2yλ. (6.3)
For each (x, t) ∈ S, we would like the map k 7→ λ to be a biholomorphism from D(β) to a
neighborhood of 0 in the complex λ-plane. However, gβ is not analytic at k = β. Our next goal is
to prove Lemma 6.2, which overcomes this problem by showing that gβ can be well-approximated
in D(β) \DR(β) by an analytic function.
In what follows, we will come across square roots of the form
√
s− k with k ∈ γ(β,α). For
k ∈ γ(β,α), let γ(k,∞) denote the part of γcut that stretches from k to∞. Given k ∈ γ(β,α), we then
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fix the branch of the square root
√
s− k (or, more generally, of the complex power (s− k)a) so
that
√
s− k is an analytic function of s ∈ C \ γ(k,∞) and
√
s− k ∼ √s as s→ +∞. In particular,
the functions
√
s− β and √s− α are analytic for s ∈ C \ γcut and s ∈ C \ γ(α,∞), respectively.
We define the function g1(s) ≡ g1(ξ, s) by
g1(s) :=
g′(s)√
s− β√s− α, s ∈ D(β) \ γcut.
The definition of g(s) implies that, for each ξ, g1(ξ, s) is an analytic function of s ∈ D(β).
Moreover,
sup
(x,t)∈S
sup
s∈D(β)
∣∣∣∣∂ng1∂sn (ξ, s)
∣∣∣∣ <∞, n = 0, 1, 2, . . . (6.4)
Lemma 6.2. We have
gβ(k) =
∫ k
β
g1(ξ, s)
(
s− β + β − α
2
)
+ O
(|α− β|2 ln|α− β|) , t→∞,
k ∈ D(β) \ (DR(β) ∪ γcut), (x, t) ∈ S,
where the error term is uniform with respect to k and x in the given ranges.
Proof. For each s ∈ D(β) \ γcut,
√
s− k is a smooth function of k ∈ γ(β,α). Hence integration
by parts gives the following Taylor expansion of
√
s− α as α→ β:
√
s− α =
√
s− β + β − α
2
√
s− β +
∫
γ(β,α)
u− α
4(s− u)3/2 du, s ∈ D(β) \ γcut. (6.5)
Using (6.5) we can write
gβ(k) =
∫ k
β
dg =
∫ k
β
g1(ξ, s)
√
s− α
√
s− β ds
=
∫ k
β
g1(ξ, s)
(
s− β + β − α
2
)
ds+ E(ξ, k), k ∈ D(β) \ (DR(β) ∪ γcut),
where the error term E(ξ, k) is given by
E(ξ, k) =
∫ k
β
g1(ξ, s)
(∫
γ(β,α)
u− α
4(s− u)3/2 du
)√
s− β ds. (6.6)
Given k ∈ D(β) \ (DR(β) ∪ γcut), we let the contour from β to k in (6.6) consist of the straight
segment from β to β + |k−β||α−β| (β − α) followed by an arc of the cut circle ∂D|k−β|(β) \ γcut, see
Figure 6.1.
Increasing T in (1.5) if necessary, we may assume that t is so large that γ(β,α) deviates only
slightly from the straight line segment [α, β] from α to β. Then |s− β| ≤ C|s− u| for all s, u on
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DR(β)
Dǫ(β)
β
α u
k
γcut
••
•
•
Figure 6.1. The integration contour from β to k in equation (6.6)
the given contours and for all (x, t) ∈ S. Hence, using (6.4), we can estimate
|E(ξ, k)| ≤ C
∫ k
β
∫
γ(β,α)
|u− α|
|s− u| |du||ds|
≤ C
∫ k
β
∫ |α−β|
0
|α− β| − v
v + |s− β| dv|ds|
≤ C
∫ |k−β|
0
∫ |α−β|
0
|α− β| − v
v + r
dvdr + 2piC|k − β|
∫ |α−β|
0
|α− β| − v
v + |k − β|dv
= C
∫ |α−β|
0
(|α− β| − v) ln
(
v + |k − β|
v
)
dv + C
∫ |k−β|
0
(|α− β| − v)dv
≤ C
∫ |α−β|
0
(|α− β| − v)(1 + ln|v|)dv + C|α− β|2
≤ C|α− β|2|ln|α− β||, k ∈ D(β) \ (DR(β) ∪ γcut), (x, t) ∈ S.
This completes the proof. 
6.2.4. A local change of variables. Taylor expanding g1(ξ, s) around s = β and using (6.4), we
find
|g1(ξ, s)− g1(ξ, β)− g1s(ξ, β)(s− β)| ≤ C|s− β|2, s ∈ D(β), (x, t) ∈ S,
and hence∣∣∣∣∣
∫ k
β
g1(ξ, s)
(
s− β + β − α
2
)
ds−
{
g1(ξ, β)
β − α
2
(k − β)
+
(
g1(ξ, β) + g1s(ξ, β)
β − α
2
)
(k − β)2
2
}∣∣∣∣ ≤ C(k − β)3, k ∈ D(β), (x, t) ∈ S.
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It follows that if we define the functions λ ≡ λ(x, t, k) and y ≡ y(x, t) by
λ :=
√
t ψβ(ξ)(k − β), (6.7)
y := −√t ig1(ξ, β)(β − α)
2ψβ(ξ)
, (6.8)
where
ψβ(ξ) := e
− ipi4
√
g1(ξ, β) + g1s(ξ, β)
β − α
2
, (6.9)
then ∣∣∣∣∣2it
∫ k
β
g1(ξ, s)
(
s− β + β − α
2
)
ds− (−λ2 − 2yλ)
∣∣∣∣∣ ≤ Ct|k − β|3,
k ∈ D(β), (x, t) ∈ S. (6.10)
For each (x, t) ∈ S, the map k 7→ λ is a biholomorphism of the disk D(β) onto the open disk
of radius
√
t|ψβ(ξ)| centered at the origin. By deforming the contour Σ(6) slightly and fixing the
branch of the square root in (6.9) appropriately, we may assume that Yj is mapped into the ray
Yj defined in (A.1) for j = 1, . . . , 4. Furthermore, by choosing
c(ξ) = |ψβ(ξ)|−1
in the definition (4.6) of R(ξ, t), we can arrange so that the circle ∂DR(β) is mapped onto the
unit circle. Finally, we choose the branch cut C in Figure A.1 so that Y15 and Y16 are mapped
into C.
Remark 6.3. For ξ = ξ0 = 0 we have
ψβ(0) = e
− ipi4
√
g1(0, β(0)),
and, by symmetry, g1(0, β(0)) > 0. So in this case we can fix the branch of the square root in
(6.9) by requiring that
argψβ(ξ) ∈
(
−pi
2
, 0
)
for all small enough ξ.
Lemma 6.4. We have
2itgβ(ξ, k) = −λ2 − 2yλ+ O(t|α− β|2|ln|α− β||) + O(t|k − β|3),
t→∞, k ∈ D(β) \ (DR(β) ∪ γcut), (x, t) ∈ S, (6.11)
and
|gβ+(ξ, k)− gβ−(ξ, k)| = O(|α− β|2), t→∞, k ∈ γcut, (x, t) ∈ S, (6.12)
where the error terms are uniform with respect to k and x in the given ranges.
Proof. The estimate (6.11) follows immediately from Lemma 6.2 and (6.10).
In order to prove (6.12), we note that
gβ+(ξ, k)− gβ−(ξ, k) =
∫ k
β
((dg
dk
)
+
(ξ, s)−
(dg
dk
)
−
(ξ, s)
)
ds
=
∫ k
β
g1(ξ, s)
((√
s− α
√
s− β
)
+
−
(√
s− α
√
s− β
)
−
)
ds
= 2
∫ k
β
g1(ξ, s)
(√
s− α
√
s− β
)
+
ds, k ∈ γ(β,α), (x, t) ∈ S,
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where the integration contour follows the curve γ(β,α) from β to k. Hence, by (6.4),
|gβ+(ξ, k)− gβ−(ξ, k)| ≤ C
∫ |k−β|
0
√
|α− β| − u√udu
≤ C
∫ |α−β|
0
√
|α− β| − u√udu
= C
pi|α− β|2
8
, k ∈ γ(β,α), (x, t) ∈ S.
This establishes (6.12) for k ∈ γ(β,α). Since
gβ+(ξ, k)− gβ−(ξ, k) = gβ+(ξ, α)− gβ−(ξ, α), k ∈ γ(α,∞), (x, t) ∈ S,
the estimate (6.12) holds also for k ∈ γ(α,∞). 
6.2.5. Behavior of δ˜ as k → β. We next consider the behavior of δ˜ as k approaches β. Let
lnµ(k − β) denote the function ln(k − β) with branch cut along γ(µ,β). More precisely,
lnµ(k − β) = ln(k − β), k ∈ D(β) \ γ(µ,β),
where the branch is fixed by requiring that
lnC(λ) = lnµ(λ) + ln(
√
tψβ(ξ)), k ∈ D(β) \ γ(µ,β), (x, t) ∈ S, (6.13)
where lnC(λ) denotes the logarithm of λ with cut along C, see Appendix A.
We also define the function Lµ by
Lµ(s, k) = ln(k − s), s ∈ γ(µ,β), k ∈ D(β) \ γ(µ,β),
where the branch is fixed by requiring that:
(i) Lµ(s, k) is a continuous function of s ∈ γ(µ,β) for each k ∈ D(β) \ γ(µ,β).
(ii) For s = β, we have Lµ(β, k) = lnµ(k − β).
Integrating by parts, we find∫
γ(µ,β)
ln(1 + r(s)r∗(s))
s− k ds = lnµ(k − β) ln(1 + r(β)r
∗(β))− Lµ(µ, k) ln(1 + |r(µ)|2)
−
∫
γ(µ,β)
Lµ(s, k) d ln(1 + r(s)r
∗(s)).
Hence we can write
δ˜(ξ, k) = e−iν˜(ξ) lnµ(k−β)+χ˜(ξ,k), k ∈ C \ γ(β¯,β), (x, t) ∈ S, (6.14)
where ν˜(ξ) is defined in (1.4) and the function χ˜(ξ, k) is defined by
χ˜(ξ, k) := − 1
2pii
Lµ(µ, k) ln(1 + |r(µ)|2)− 1
2pii
∫
γ(µ,β)
Lµ(s, k) d ln(1 + r(s)r
∗(s))
− 1
2pii
∫
γ(β¯,µ)
ln(1 + r(s)r∗(s))
s− k ds, k ∈ C \ γ(β¯,β), (x, t) ∈ S. (6.15)
Lemma 6.5. We have
δ˜(ξ, k) = λ−iν˜(ξ)t
iν˜(ξ)
2 δ0(ξ)δ1(ξ, k), k ∈ D(β) \ γ(µ,β), (x, t) ∈ S,
where the functions δ0 and δ1 are defined by
δ0(ξ) := e
iν˜(ξ) lnψβ(ξ)eχ˜(ξ,β), (x, t) ∈ S,
δ1(ξ, k) := e
χ˜(ξ,k)−χ˜(ξ,β), (x, t) ∈ S, k ∈ D(β) \ γ(µ,β).
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Proof. Immediate from (6.13) and (6.14). 
We also note that χ˜(ξ, k) is uniformly bounded, i.e.,
|χ˜(ξ, k)| ≤ C, k ∈ D(β) \ γ(µ,β), (x, t) ∈ S.
6.2.6. Third transformation. Let m(β2)(x, t, k) = m(β1)(x, t, k)D(x, t, k), where D is defined by
D(x, t, k) =
{
t
iν˜(ξ)
2 , k ∈ S1 ∪ S2 ∪ S3 ∪ S4 ∪ S5,
I, else,
(x, t) ∈ S. (6.16)
Then
v
(β2)
Y1 =
(
1 0
rr∗
1+rr∗λ
2iν˜δ−21 e
2itgβ 1
)
, v
(β2)
Y2 =
(
1 −λ−2iν˜δ21e−it(gβ++gβ−)
0 1
)
,
v
(β2)
Y3 =
(
1 0
rr∗λ2iν˜δ−21 e
2itgβ 1
)
, v
(β2)
Y4 =
(
1 −(1 + rr∗)λ−2iν˜δ21e−2itgβ
0 1
)
,
v
(β2)
Y5 = λ
−iν˜σ3δσ31 , v
(β2)
Y6 = λ
−iν˜σ3δσ31
(
1 0
− rr∗1+rr∗ e2itgβ 1
)
,
v
(β2)
Y7 = λ
−iν˜σ3δσ31
( 1
1+rr∗ e
−2itgβ
− rr∗1+rr∗ e2itgβ 1
)
, v
(β2)
Y8 = λ
−iν˜σ3δσ31
(
1
1+rr∗ e
−2itgβ
0 1 + rr∗
)
,
v
(β2)
Y9 = λ
−iν˜σ3δσ31
(
1 (1 + rr∗)e−2itgβ
0 1
)
,
v
(β2)
Y11 =
(
1+rr∗eit(gβ+−gβ−)
1+rr∗ e
−2itgβ+(1− eit(gβ+−gβ−))
rr∗e2itgβ+ (e−2it(gβ+−gβ−)−1+rr∗(e−it(gβ+−gβ−)−1))
(1+rr∗)2 1− rr
∗e−it(gβ+−gβ−)(1−e−it(gβ+−gβ−))
1+rr∗
)
,
v
(β2)
Y14 =
(
eit(gβ+−gβ−) 0
0 e−it(gβ+−gβ−)
)
, v
(β2)
Y10 = v
(β2)
Y12 = v
(β2)
Y13 = v
(β2)
Y15 = v
(β2)
Y16 = I. (6.17)
Let v˜Y denote the jump matrix vY defined in (A.2) pulled back to Y via the map k 7→ λ, that
is,
v˜Y (x, t, k) = vY (y(x, t), ν˜(ξ), λ(x, t, k)), k ∈ Y, (x, t) ∈ S, (6.18)
where we assume that vY (y, ν˜, λ) is the identity matrix whenever λ /∈ Y and where λ(x, t, k) and
y(x, t) are defined in (6.7) and (6.8), respectively. Define q˜ ≡ q˜(ξ) and q˜∗ ≡ q˜∗(ξ) by
q˜(ξ) = r(β) and q˜∗(ξ) = r∗(β).
For a fixed λ, r(k)→ q˜ and δ1(ξ, k)→ 1 as t→∞. This suggests that v(β2) tends to v˜Y for large
t. In the following subsection, we make this statement precise.
6.2.7. Estimates of vβ2 − v˜Y . First an auxiliary lemma.
Lemma 6.6. Shrinking  > 0 if necessary, we have{
|e2itgβ(k)| ≤ Ce−ct|k−β|2 , k ∈ Y1 ∪ Y3,
|e−2itgβ(k)| ≤ Ce−ct|k−β|2 , k ∈ Y2 ∪ Y4,
(x, t) ∈ S, (6.19)
for some constants c, C > 0 independent of k, x, t.
Proof. It follows from (6.11) that
|e2itgβ | ≤ |e−λ2−2yλ|eCt|α−β|2|ln|α−β||eCt|k−β|3 , k ∈ Y1 ∪ Y3, (x, t) ∈ S.
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Since y = O(
√
t|α − β|) = O(t−δ) tends uniformly to zero as t → ∞, we have (increasing T in
(1.5) if necessary) |e−λ
2−2yλ| ≤ Ce− |λ|
2
2 , λ ∈ Y1 ∪ Y3,
|eλ2+2yλ| ≤ Ce− |λ|
2
2 , λ ∈ Y2 ∪ Y4,
(x, t) ∈ S. (6.20)
Moreover, for every d > 0 sufficiently small, we have
t|α− β|2|ln|α− β|| = t|α− β|2−d × |α− β|d|ln|α− β||
≤ t|α− β|2−d ≤ Ct−c, (x, t) ∈ S. (6.21)
Hence
|e2itgβ | ≤ Ce− |λ|
2
2 eCt|k−β|
3
, k ∈ Y1 ∪ Y3, (x, t) ∈ S.
From the definition (6.7), we have
|λ| ≤ C√t |k − β| ≤ C|λ|, k ∈ D(β), (x, t) ∈ S.
Hence there exists a C1 > 0 such that
|e2itgβ | ≤ Ce−C1t|k−β|2eCt|k−β|3 = Ce−t|k−β|2(C1−C|k−β|), k ∈ Y1 ∪ Y3, (x, t) ∈ S.
Shrinking  > 0 if necessary, we may assume that C1 − C > 0. This proves the lemma in the
case of k ∈ Y1 ∪ Y3; a similar proof applies when k ∈ Y2 ∪ Y4. 
Lemma 6.7. As t→∞, v(β2) approaches the jump matrix v˜Y defined in (6.18) in the sense that
‖v(β2)(x, t, · )− v˜Y (x, t, · )‖L1(Y) ≤ Ce1(x, t) (x, t) ∈ S, (6.22)
‖v(β2)(x, t, · )− v˜Y (x, t, · )‖L∞(Y) ≤ Ce∞(x, t) (x, t) ∈ S, (6.23)
where e1 and e∞ are given by
e∞(x, t) := t(ln t)|Im ν˜||α− β|2|ln|α− β||+ t−1/2(ln t)|Im ν˜|+ 32
and
e1(x, t) := e∞(x, t)
√
ln t
t
.
Proof. We will show that the following estimates hold uniformly for (x, t) ∈ S:
‖v(β2)(x, t, · )− v˜Y (x, t, · )‖L1(Yj) ≤ Ce1(x, t), j = 1, . . . , 9, (6.24a)
‖v(β2)(x, t, · )− I‖L1(Y11) ≤ C
√
t |α− β|2, (6.24b)
‖v(β2)(x, t, · )− I‖L1(Y14) ≤ Ct|α− β|3, (6.24c)
and
‖v(β2)(x, t, · )− v˜Y (x, t, · )‖L∞(Yj) ≤ Ce∞(x, t), j = 1, . . . , 9, (6.25a)
‖v(β2)(x, t, · )− I‖L∞(Y11∪Y14) ≤ Ct|α− β|2. (6.25b)
This will complete the proof.
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We begin by proving (6.25a) for j = 1. Only the (21) entry of v(β2)− v˜Y is nonzero for k ∈ Y1,
so we find
|v(β2) − v˜Y | =
∣∣∣∣ rr∗1 + rr∗λ2iν˜δ−21 e2itgβ − qq∗1 + qq∗λ2iν˜e−λ2−2yλ
∣∣∣∣
≤ |λ2iν˜ |
(∣∣∣∣ rr∗1 + rr∗ − qq∗1 + qq∗
∣∣∣∣ |δ−21 e2itgβ |+ ∣∣∣∣ qq∗1 + qq∗
∣∣∣∣ |δ−21 − 1||e2itgβ |
+
∣∣∣∣ qq∗1 + qq∗
∣∣∣∣ |e2itgβ − e−λ2−2yλ|) , k ∈ Y1, (x, t) ∈ S. (6.26)
Standard estimates show that
|χ˜(ξ, k)− χ˜(ξ, β)| ≤ C|k − β| |ln|k − β||, k ∈ D(β) \ γµ,β), (x, t) ∈ S.
Using the general inequality
|ew − 1| ≤ |w|max(1, eRew), w ∈ C, (6.27)
this yields
|δ1(ξ, k)− 1| ≤ C|(k − β)| |ln|k − β||, k ∈ D(β) \ γ(µ,β), (x, t) ∈ S. (6.28)
On the other hand, the smoothness of r(k) implies
|r(k)− r(β)| ≤ C|k − β|, k ∈ D(β). (6.29)
Using these inequalities, we see that (6.26) implies
|v(β2) − v˜Y | ≤ C(F1 + F2), k ∈ Y1, (x, t) ∈ S, (6.30)
where the functions Fj ≡ Fj(x, t, k), j = 1, 2, are defined by
F1 = |λ|−2 Im ν˜ |k − β| |ln|k − β|||e2itgβ |,
F2 = |λ|−2 Im ν˜ |e2itgβ − eλ2−2yλ|.
We first consider F1. Employing (6.19) and using that
√
t |k − β| ≥ C > 0 on Y1 we obtain
|F1| ≤ C
(√
t|k − β|
)−2 Im ν˜
|k − β| |ln|k − β|| e−ct|k−β|2
≤ C√
t
(√
t|k − β|
)1−2 Im ν˜
|ln|k − β||e−ct|k−β|2
≤ C√
t
|ln|k − β||e− c2 t|k−β|2 , k ∈ Y1, (x, t) ∈ S.
It follows that
‖F1‖L1(Y1) ≤
C√
t
∫ 
0
|lnu|e− c2 tu2du ≤ Ct−1 ln t, (x, t) ∈ S, (6.31a)
and
‖F1‖L∞(Y1) ≤ Ct−1/2 ln t, (x, t) ∈ S, (6.31b)
We now consider F2. On the one hand, the estimates (6.19) and (6.20) give
|e2itgβ − e−λ2−2yλ| ≤ |e2itgβ |+ |e−λ2−2yλ| ≤ Ce−ct|k−β|2 , k ∈ Y1, (x, t) ∈ S. (6.32)
On the other hand, (6.11) and (6.27) yield
|e2itgβ − e−λ2−2yλ| ≤ e−λ2−2yλ|eλ2+2yλ+2itgβ − 1|
≤ Ct (|α− β|2|ln|α− β||+ |k − β|3) eCt|k−β|3 , k ∈ Y1, (x, t) ∈ S. (6.33)
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Let d > 0. On the part of Y1 on which |k − β| ≥
√
d ln t
ct , we use the estimate (6.32) to find
|F2| ≤ C(
√
t|k − β|)−2 Im ν˜t−d ≤ Ct|Im ν˜|−d, k ∈ Y1, |k − β| ≥
√
d ln t
ct
. (6.34)
On the part of Y1 on which |k − β| ≤
√
d ln t
ct , we use the estimate (6.33) to find
|F2| ≤ C|λ|−2 Im ν˜t
(|α− β|2|ln|α− β||+ |k − β|3)
≤ C(ln t)|Im ν˜|
(
t|α− β|2|ln|α− β||+ t−1/2(ln t)3/2
)
, k ∈ Y1, |k − β| ≤
√
d ln t
ct
. (6.35)
Choosing d larger than sup(x,t)∈S|Im ν˜|+ 1, it follows from (6.34) and (6.35) that
‖F2‖L1(Y1)
≤ Ct|Im ν˜|−d + C(ln t)|Im ν˜|t|α− β|2|ln|α− β||
(√
d ln t
ct
−R
)
+ C(ln t)|Im ν˜|t
∫ √ d ln t
ct
R
u3du
≤ Ct−1 + C(ln t)|Im ν˜|+ 12√t |α− β|2|ln|α− β||+ C(ln t)|Im ν˜|t−1 ((ln t)2 + C)
≤ C√t (ln t)|Im ν˜|+ 12 |α− β|2|ln|α− β||+ Ct−1(ln t)Im ν˜+2, (x, t) ∈ S, (6.36a)
and that
‖F2‖L∞(Y1) ≤ Ct(ln t)|Im ν˜| |α− β|2|ln|α− β||+ Ct−1/2(ln t)Im ν˜+
3
2 , (x, t) ∈ S. (6.36b)
Combining equations (6.30), (6.31), and (6.36), we obtain (6.25a) and (6.24a) for j = 1; the
proofs for j = 2, 3, 4 are similar.
We next prove (6.25a) and (6.24a) for j = 6. We have
v(β2) − v˜Y = λ−iν˜σ3
(
δσ31
(
1 0
− rr∗1+rr∗ e2itgβ 1
)
−
(
1 0
− qq∗1+qq∗ e−λ
2−2yλ 1
))
, k ∈ Y6, (x, t) ∈ S.
(6.37)
Using (6.28) and the facts that |λ| = 1 and |k − β| = O(t−1/2) on Y6, we see that the absolute
value of the (11) element in (6.37) is bounded above by
|λ−iν˜ ||δ1 − 1| ≤ C|k − β| |ln|k − β|| ≤ Ct−1/2 ln t, k ∈ Y6, (x, t) ∈ S.
The (22) element satisfies a similar estimate. On the other hand, the (21) element in (6.37) is
bounded above by∣∣∣∣ rr∗1 + rr∗ δ−11 e2itgβ − qq∗1 + qq∗ e−λ2−2yλ
∣∣∣∣
≤
∣∣∣∣ rr∗1 + rr∗ − qq∗1 + qq∗
∣∣∣∣ |δ−11 e2itgβ |+ ∣∣∣∣ qq∗1 + qq∗
∣∣∣∣ |δ−11 − 1| |e2itgβ |
+
∣∣∣∣ qq∗1 + qq∗
∣∣∣∣ |e2itgβ − e−λ2−2yλ|, k ∈ Y6, (x, t) ∈ S.
For k ∈ DR(β), we have |λ| ≤ 1 and |k − β| ≤ Ct−1/2, so using (6.21), equation (6.11) implies
|2itgβ | ≤ C, k ∈ DR(β) \ γcut, (x, t) ∈ S. (6.38)
Hence we have the following analog of (6.33):
|e2itgβ − e−λ2−2yλ| ≤ C|eλ2+2yλ+2itgβ − 1|
≤ Ct|α− β|2|ln|α− β||+ Ct−1/2, k ∈ Y6, (x, t) ∈ S. (6.39)
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Using (6.28), we conclude that the (21) element in (6.37) is bounded above by
C|k − β||ln|k − β||+ Ct|α− β|2|ln|α− β||+ Ct−1/2
≤ Ct−1/2 ln t+ Ct|α− β|2|ln|α− β||, k ∈ Y6, (x, t) ∈ S.
Hence, since Y6 has length of order O(t−1/2), we arrive at
‖v(β2) − v˜Y ‖L1(Y6) ≤ Ct−1 ln t+ C
√
t |α− β|2|ln|α− β||
and
‖v(β2) − v˜Y ‖L∞(Y6) ≤ Ct−
1
2 ln t+ Ct |α− β|2|ln|α− β||.
This proves (6.25a) and (6.24a) for j = 6; the proofs for j = 5, 7, 8, 9 are similar.
Since Y11 has length of order O(t−1/2) and Y14 has length of order O(|α−β|), equations (6.24b)
and (6.24c) are a direct consequence of (6.25b). It therefore only remains to prove (6.25b).
According to (6.12) we have
t|gβ+(k)− gβ−(k)| ≤ Ct|α− β|2 ≤ C, k ∈ Y11 ∪ Y14, (x, t) ∈ S.
Thus, by (6.27),
|eit(gβ+(k)−gβ−(k)) − 1| ≤ Ct|α− β|2, k ∈ Y11 ∪ Y14, (x, t) ∈ S.
The estimate (6.25b) now follows from the expressions for v(β2)Y11 and v
(β2)
Y14 given in (6.17). 
Let m˜Y denote the solution mY of Appendix A pulled back to D(β) via the map k 7→ λ, that
is,
m˜Y (x, t, k) = mY
(
y(x, t), ν˜(ξ), λ(x, t, k)
)
, k ∈ D(β) \ Y, (x, t) ∈ S, (6.40)
where ν˜(ξ), λ(x, t, k), and y(x, t) are defined in (1.4), (6.7), and (6.8), respectively.
We have m(β2) = m(6)G where
G(x, t, k) := e−ih˜σ3ABD
and the matrix-valued functions A,B,D are defined in (6.1), (6.2), and (6.16), respectively.
Lemma 6.7 shows that the jumps of m(β2) = m(6)G across Y approach those of m˜Y . In other
words, as t→∞, the jumps of m(6) approach those of the function m˜YG−1. This suggests that
we approximate m(6) in D(β) by a 2× 2-matrix valued function mβ of the form
mβ := Yβt
iν˜
2 σ3m˜YG−1, (6.41)
where Yβ(x, t, k) is a function which is analytic for k ∈ D(β) and we have included the k-
independent factor t
iν˜
2 σ3 in order to make Yβ of order O(1). To ensure that mβ is a good
approximation of m(6) for large t, we want to choose Yβ(k) so that mβ(mmod)−1 → I on ∂D(β)
as t→∞. Now
G = e−ih˜σ3(δ2ab)σ3/2t
iν˜
2 σ3δσ30 ×
{
e−itg+(β)σ3 k ∈ D(β) ∩ S+,
e−itg−(β)σ3 k ∈ D(β) ∩ S−.
We therefore define (we arbitrarily choose to define Yβ using the expression involving g+(β); we
could equally well have used the expression involving g−(β))
Yβ(x, t, k) := m
mod(x, t, k)e−ih˜σ3(δ2ab)σ3/2δσ30 e
−itg+(β)σ3 . (6.42)
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Lemma 6.8. For each (x, t) ∈ S, the function mβ(x, t, k) defined in (6.41) is an analytic function
of k ∈ D(β)\Y and the function Yβ(x, t, k) defined in (6.42) is an analytic function of k ∈ D(β).
Moreover, we have the uniform estimates
|G(x, t, k)t− iν˜2 σ3 | ≤ C, k ∈ D(β) \ Y, (x, t) ∈ S, (6.43)
|Yβ(x, t, k)| ≤ C, k ∈ D(β), (x, t) ∈ S, (6.44)
|mβ(x, t, k)| ≤ Ct|Im ν˜|, k ∈ D(β) \ Y, (x, t) ∈ S. (6.45)
Across Y, mβ obeys the jump condition mβ+ = mβ−vβ, where the jump matrix vβ satisfies
‖mβ−(v(6) − vβ)(mβ+)−1‖L∞(Y) ≤ CE∞(x, t), (x, t) ∈ S, (6.46a)
‖mβ−(v(6) − vβ)(mβ+)−1‖L1(Y) ≤ CE1(x, t), (x, t) ∈ S, (6.46b)
with the functions E1 and E∞ defined by
E∞(x, t) := t|Im ν˜|e∞(x, t)
= t|Im ν˜|+1(ln t)|Im ν˜||α− β|2|ln|α− β||+ t|Im ν˜|− 12 (ln t)|Im ν˜|+ 32 , (6.47)
E1(x, t) := E∞(x, t)
√
ln t
t
. (6.48)
Furthermore, on ∂D(β) the quotient mmod(mβ)−1 satisfies∣∣∣∣∣ 12pii
∫
∂D(β)
(
mmod(mβ)−1 − I) dk − Yβ(x, t, β)t iν˜2 σ3mY1 (y, ν˜)t− iν˜2 σ3Yβ(x, t, β)−1√
t ψβ(ξ)
∣∣∣∣∣
≤ Ct|Im ν˜| (t−1 + t|α− β|2) , (x, t) ∈ S, (6.49)
and
‖mmod(mβ)−1 − I‖L∞(∂D(β)) ≤ Ct|Im ν˜|−
1
2 , (x, t) ∈ S, (6.50)
where mY1 (y, ν˜) is defined in (A.6).
Proof. The analyticity properties of mβ and Yβ are immediate.
The bound (6.43) follows from the estimates
|A(x, t, k)| ≤ C,
|B(x, t, k)| ≤ C,
|D(x, t, k)t− iν˜2 σ3 | ≤ C,
k ∈ D(β) \ Y, (x, t) ∈ S,
where the estimate of B is a consequence of (6.38). The bound (6.44) on Yβ follows from the
definition (6.42). The estimate (6.45) follows from the definition (6.41) of mβ together with (6.43)
and (6.44).
We next establish the estimates (6.46). We have
v(6) − vβ = G−
(
v(β2) − v˜Y
)
G−1+ , k ∈ Y, (x, t) ∈ S,
and so
mβ−(v
(6) − vβ)(mβ+)−1 = Yβ t
iν˜
2 σ3m˜Y−(v
(β2) − v˜Y )(m˜Y+)−1t−
iν˜
2 σ3Y −1β .
In view of the bounds (6.44) and (A.7) on Yβ and mY , this gives
|mβ−(v(6) − vβ)(mβ+)−1| ≤ Ct|Im ν˜||v(β2) − v˜Y |, k ∈ Y, (x, t) ∈ S.
The estimates (6.46) now follow from Lemma 6.7.
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It remains to prove (6.49) and (6.50). Note that
mmod(mβ)−1 − I = Yβt iν˜2 σ3
(
(m˜Y )−1 − I) t− iν˜2 σ3Y −1β
+
{
0, k ∈ ∂D(β) ∩ S+,
Yβt
iν˜
2 σ3
(
eit(g+(β)−g−(β))σ3 − I) (m˜Y )−1t− iν˜2 σ3Y −1β , k ∈ ∂D(β) ∩ S−.
Since inf(x,t)∈S|ψβ(ξ)| > 0, the variable λ =
√
t(k − β)ψβ(ξ) goes to infinity as t→∞ whenever
k ∈ ∂D(β). Thus equation (A.5) yields (see (6.40))
m˜Y (x, t, k) = I +
mY1 (y, ν˜)√
t(k − β)ψβ(ξ)
+ O(t−1), t→∞, k ∈ ∂D(β), (x, t) ∈ S,
uniformly with respect to k ∈ ∂D(β) and (x, t) ∈ S. Consequently, using (6.44),∣∣∣∣∣mmod(mβ)−1 − I + Yβt
iν˜
2 σ3mY1 t
− iν˜2 σ3Y −1β√
t(k − β)ψβ(ξ)
∣∣∣∣∣ ≤ Ct|Im ν˜|−1 + Ct|Im ν˜|+1|g+(β)− g−(β)|,
k ∈ ∂D(β), (x, t) ∈ S. (6.51)
But, by (6.12),
|g+(β)− g−(β)| ≤ C|α− β|2.
Thus, using that the functions Y ±1β are analytic in D(β), equation (6.49) follows from (6.51) and
Cauchy’s formula. Since |ψβ(ξ)|−1 ≤ C for (x, t) ∈ S, (6.50) also follows from (6.51). 
7. Final steps
7.1. The approximate solution. Define a local solution mβ¯ for k ∈ D(β¯) by
mβ¯(x, t, k) = σ3σ1mβ(x, t, k¯)σ1σ3.
We define an approximate solution mapp(x, t, k) by
mapp =

mβ , k ∈ D(β),
mµ, k ∈ D(µ),
mβ¯ , k ∈ D(β¯),
mmod, elsewhere.
7.2. The solution mˆ. We will show that the function mˆ(x, t, k) defined by
mˆ = m(6)(mapp)−1
is such that mˆ− I is small for large t. Let D = D(β) ∪D(µ) ∪D(β¯) denote the union of the
three open disks in (4.8). The function mˆ satisfies the RH problem{
mˆ(x, t, · ) ∈ I + E˙2(C \ Σˆ),
mˆ+(x, t, k) = mˆ−(x, t, k)vˆ(x, t, k) for a.e. k ∈ Σˆ,
(7.1)
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where the contour Σˆ := (Σ(6) \ Σmod) ∪ ∂D is displayed inFigure 7.1 and the jump matrix vˆ is
given by
vˆ =

mmodv(6)(mmod)−1, k ∈ Σ(6) \ D¯,
mmod(mβ)−1, k ∈ ∂D(β),
mmod(mµ)−1, k ∈ ∂D(µ),
mmod(mβ¯)−1, k ∈ ∂D(β¯),
mβ−v
(6)(mβ+)
−1, k ∈ Y,
mµ−v
(6)(mµ+)
−1, k ∈ X ,
mβ¯−v
(6)(mβ¯+)
−1, k ∈ Σ(6) ∩D(β¯)
with Y := Σ(6) ∩D(β) (see Figure 4.4) and X := Σ(6) ∩D(µ).
µ
β
β¯
E1
E¯1
E2
E¯2
Im g > 0
Im g < 0
•
•
•
•
•
•
•
•
•
Figure 7.1. The jump contour Σˆ.
Let wˆ := vˆ−I. The matrix v(6)−I is exponentially small on Σ′ := Σ(6) \ (D¯∪γ(β¯,β)), uniformly
with respect to (x, t) ∈ S, that is,
‖wˆ‖(L1∩L∞)(Σ′) ≤ Ce−ct, (x, t) ∈ S. (7.2a)
On the other hand, equation (6.50) implies
‖wˆ‖(L1∩L∞)(∂D(β)∪∂D(β¯)) ≤ Ct|Im ν˜|−
1
2 , (x, t) ∈ S. (7.2b)
As in the genus 3 sector (see [7, (7.2c)]), we have
‖wˆ‖(L1∩L∞)(∂D(µ)) ≤ Ct−1/2, (x, t) ∈ S, (7.2c)
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and 
‖wˆ‖L1(X ) ≤ Ct−1 ln t,
‖wˆ‖L2(X ) ≤ Ct−3/4 ln t,
‖wˆ‖L∞(X ) ≤ Ct−1/2 ln t,
(x, t) ∈ S. (7.2d)
For k ∈ Y, we have
wˆ = mβ−(v
(6) − vβ)(mβ+)−1,
so Lemma 6.8 yields {
‖wˆ‖L1(Y) ≤ CE1(x, t),
‖wˆ‖L∞(Y) ≤ CE∞(x, t),
(x, t) ∈ S. (7.2e)
For k ∈ γ(β¯,β) \ D¯ we have wˆ = eit(g+−g−)σ3 − I; thus, since g+ − g− is constant on γ(β¯,β) and
g+(β)− g−(β) = O(|α− β|2) (cf. (6.12)),
‖wˆ‖(L1∩L2∩L∞)(γ(β¯,β)\D¯) ≤ Ct|α− β|2, (x, t) ∈ S. (7.2f)
Equations (7.2) show that
‖wˆ‖L1(Σˆ) ≤ CE′1(x, t), (x, t) ∈ S, (7.3a)
‖wˆ‖L∞(Σˆ) ≤ CE∞(x, t), (x, t) ∈ S, (7.3b)
where
E′1(x, t) := E1(x, t) + t
|Im ν˜|− 12 + t|α− β|2. (7.4)
Since |Im ν˜| < 1/2, E∞(x, t) goes uniformly to zero as t→∞. Hence
‖Cˆwˆ‖B(L2(Σˆ)) ≤ C‖wˆ‖L∞(Σˆ) → 0, t→∞, (7.5)
uniformly with respect to (x, t) ∈ S, where Cˆwˆ is defined by Cˆwˆf = Cˆ−(fwˆ) as in [7, Section 7.2]
(Cˆ−h is the boundary value of Cˆh from the right side of Σˆ with Cˆ the Cauchy operator associated
with Σˆ). Hence, increasing T in (1.5) if necessary, we have
‖Cˆwˆ‖B(L2(Σˆ)) ≤ C < 1, (x, t) ∈ S.
Then, in particular, I − Cˆwˆ(x,t, · ) ∈ B(L2(Σˆ)) is invertible for all (x, t) ∈ S, so we can define
µˆ(x, t, k) ∈ I + L2(Σˆ) by
µˆ = I + (I − Cˆwˆ)−1CˆwˆI, (x, t) ∈ S. (7.6)
Standard estimates using the Neumann series show that
‖µˆ− I‖L2(Σˆ) ≤ C
‖wˆ‖L2(Σˆ)
1− ‖Cˆwˆ‖B(L2(Σˆ))
.
Thus
‖µˆ(x, t, · )− I‖L2(Σˆ) ≤ C‖wˆ‖L2(Σˆ) ≤ C
√
E′1E∞, (x, t) ∈ S. (7.7)
It follows that there exists a unique solution mˆ ∈ I + E˙2(Cˆ \ Σˆ) of the RH problem (7.1) for all
sufficiently large t. This solution is given by
mˆ(x, t, k) = I + Cˆ(µˆwˆ) = I + 1
2pii
∫
Σˆ
µˆ(x, t, s)wˆ(x, t, s)
ds
s− k , k ∈ C \ Σˆ, (x, t) ∈ S. (7.8)
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7.3. Asymptotics of mˆ. For each (x, t) ∈ S, the following limit exists uniformly with respect
to arg k ∈ [0, 2pi]:
lim
k→∞
k (mˆ(x, t, k)− I) = − 1
2pii
∫
Σˆ
µˆ(x, t, k)wˆ(x, t, k)dk. (7.9)
Let us consider the contributions to the right-hand side of (7.9) from the different parts of Σˆ. All
error terms in what follows will be uniform with respect to (x, t) ∈ S.
By (7.2a) and (7.7),∫
Σ′
µˆ(x, t, k)wˆ(x, t, k)dk =
∫
Σ′
wˆ(x, t, k)dk +
∫
Σ′
(µˆ(x, t, k)− I)wˆ(x, t, k)dk
= O
(‖wˆ‖L1(Σ′))+ O (‖µˆ− I‖L2(Σ′)‖wˆ‖L2(Σ′)) = O(e−ct), t→∞.
Hence the contribution to the integral in (7.9) from Σ′ is O(e−ct). The contribution from ∂D(µ)
to the right-hand side of (7.9) is
− 1
2pii
∫
∂D(µ)
wˆ(x, t, k)dk − 1
2pii
∫
∂D(µ)
(µˆ(x, t, k)− I)wˆ(x, t, k)dk
= − 1
2pii
∫
∂D(µ)
(
mmod(mµ)−1 − I)dk + O (‖µˆ− I‖L2(∂D(µ))‖wˆ‖L2(∂D(µ)))
=
Tµ(x, t)√
t
+ O(t−1) + O
(√
E′1E∞ t
− 12
)
, t→∞,
where
Tµ(x, t) :=
Yµ(x, t, µ)m
X
1 (ξ)Yµ(x, t, µ)
−1
ψµ(ξ, µ)
. (7.10)
The functions ψµ(k) ≡ ψµ(ξ, k) and Yµ(k) ≡ Yµ(x, t, k) are defined in [7, (6.17) & (6.26)], and
the constant mX1 ≡ mX1 (ξ) is defined in [7, (6.31)]. The contribution from X to the right-hand
side of (7.9) is
O
(‖wˆ‖L1(X ))+ O(‖µˆ− I‖L2(Σˆ)‖wˆ‖L2(Σˆ)) = O(t−1 ln t+√E′1E∞ t− 34 ln t) , t→∞.
By (6.49), (7.2b), and (7.7), the contribution from ∂D(β) to the right-hand side of (7.9) is
− 1
2pii
∫
∂D(β)
wˆ(x, t, k)dk − 1
2pii
∫
∂D(β)
(µˆ(x, t, k)− I)wˆ(x, t, k)dk
= − 1
2pii
∫
∂D(β)
(
mmod(mβ)−1 − I) dk + O (‖µˆ− I‖L2(∂D(µ))‖wˆ‖L2(∂D(µ)))
=
Tβ(x, t)√
t
+ O
(√
E′1E∞ t
|Im ν˜|− 12
)
, t→∞,
where
Tβ(x, t) :=
Yβ(x, t, β)t
iν˜
2 σ3mY1 (y, ν˜)t
− iν˜2 σ3Yβ(x, t, β)−1
ψβ(ξ)
. (7.11)
The function Yβ(x, t, k) is defined in (6.42), mY1 (y, ν˜) is defined in (A.6) with y ≡ y(x, t) given
by (6.8), and ψβ(ξ) is defined in (6.9). The symmetries µˆ(x, t, k) = σ3σ1µˆ(x, t, k¯)σ1σ3 and
wˆ(x, t, k) = σ3σ1wˆ(x, t, k¯)σ1σ3 imply that the contribution from D(β¯) to the right-hand side of
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(7.9) is
− 1
2pii
∫
∂D(β¯)
(µˆwˆ)(x, t, k)dk =
1
2pii
σ3σ1
∫
∂D(β)
(µˆwˆ)(x, t, k)dk σ1σ3
= σ3σ1Tβ(x, t)σ1σ3 + O
(√
E′1E∞ t
|Im ν˜|− 12
)
, t→∞.
The contribution from Y := Σ(6) ∩D(β) to the right-hand side of (7.9) is
O
(‖wˆ‖L1(Y) + ‖µˆ− I‖L2(Y)‖wˆ‖L2(Y)) = O(E1 +√E′1E∞√E1E∞) , t→∞.
The contribution from Σ(6) ∩D(β¯) is of the same order. The contribution from Σ′′ := γ(β¯,β) \ D¯
is
O
(‖wˆ‖L1(Σ′′))+ O (‖µˆ− I‖L2(Σ′′)‖wˆ‖L2(Σ′′)) = O(t|α− β|2 +√E′1E∞ t|α− β|2) , t→∞.
Collecting the above contributions, we find from (7.9) that
lim
k→∞
k(mˆ(x, t, k)− I) = Tµ(x, t) + Tβ(x, t) + σ3σ1Tβ(x, t)σ1σ3√
t
+ O
(√
E′1E∞ t
− 12
)
+ O
(
t−1 ln t+
√
E′1E∞ t
− 34 ln t
)
+ O
(√
E′1E∞ t
|Im ν˜|− 12
)
+ O
(
E1 +
√
E′1E∞
√
E1E∞
)
+ O
(
t|α− β|2 +
√
E′1E∞ t|α− β|2
)
, t→∞. (7.12)
Using that
E∞ ≤ F, E1 ≤ t− 12F, E′1 ≤ F,
where F is given by (2.3), we can replace the error term with the simpler (and only slightly less
sharp) expression
O
(
F 2 + t|α− β|2) .
In particular, if ξ = ξ0, then the error is O
(
t2|Im ν˜0|−1(ln t)2|Im ν˜0|+4
)
.
7.4. Asymptotics of q. Recalling the various transformations of Section 4, we have
m = eitg
(0)σ3eih(∞)σ3mˆmmode−ihσ3 δ˜σ3δσ3e−it(g(k)−θ(k))σ3
for all large k in U2. It follows that
lim
k→∞
k (m(x, t, k)− I) = eitg(0)σ3eih˜(ξ,∞)σ3 lim
k→∞
k
(
mmod − I + (mˆ− I)mmod) e−ih˜(ξ,∞)σ3e−itg(0)σ3
= ei(tg
(0)+h˜(ξ,∞))σˆ3
(
lim
k→∞
k
(
mmod − I)+ lim
k→∞
k(mˆ− I)
)
.
Hence
q(x, t) = 2i lim
k→∞
k (m(x, t, k))12
= 2ie2i(tg
(0)(ξ)+h(ξ,∞))
(
lim
k→∞
k
(
mmod(x, t, k)
)
12
+ lim
k→∞
k (mˆ(x, t, k))12
)
.
In view of (5.6) and (7.12), this yields (2.2) and completes the proof of Theorem 2.1.
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Appendix A. An exactly solvable RH problem
We define the contour Y ⊂ C by Y = ∪9j=1Yj , where Y1, . . . , Y4 denote the four rays
Yj = {re
(j−1)pi
2 | 1 ≤ r <∞}, j = 1, . . . , 4, (A.1)
and Y5, . . . , Y9 denote the following arcs whose union is the unit circle:
Y5 =
{
eiϕ
∣∣∣ − pi
2
≤ ϕ ≤ 0
}
, Y6 =
{
eiϕ
∣∣∣ 0 ≤ ϕ ≤ pi
2
}
, Y7 =
{
eiϕ
∣∣∣ pi
2
≤ ϕ ≤ pi
}
,
Y8 =
{
eiϕ
∣∣∣pi ≤ ϕ ≤ 5pi
4
}
, Y9 =
{
eiϕ
∣∣∣ − 3pi
4
≤ ϕ ≤ −3pi
2
}
.
We orient Y as in Figure A.1.
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•
Figure A.1. The contour Y = ∪10j=1Yj and the domains {Sj}61 in the complex λ-plane.
We let C denote a branch cut going from 0 to ∞ in the third quadrant (see Figure A.1). We
let lnC denote the function lnλ with cut along C and branch fixed by the condition that lnC λ > 0
for λ > 0.
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Given y ∈ R and ν˜ ∈ C \ iZ, we define the jump matrix vY (y, ν˜, λ) for λ ∈ Y by
vY (y, ν˜, λ) =

(
1 0
q˜q˜∗
1+q˜q˜∗λ
2iν˜e−λ
2−2yλ 1
)
λ ∈ Y1,(
1 −λ−2iν˜eλ2+2yλ
0 1
)
λ ∈ Y2,(
1 0
q˜q˜∗λ2iν˜e−λ
2−2yλ 1
)
λ ∈ Y3,(
1 −(1 + q˜q˜∗)λ−2iν˜eλ2+2yλ
0 1
)
λ ∈ Y4,
λ−iν˜σ3 , λ ∈ Y5,
λ−iν˜σ3
(
1 0
− q˜q˜∗1+q˜q˜∗ e−λ
2−2yλ 1
)
λ ∈ Y6,
λ−iν˜σ3
(
1
1+q˜q˜∗ e
λ2+2yλ
− q˜q˜∗1+q˜q˜∗ e−λ
2−2yλ 1
)
λ ∈ Y7,
λ−iν˜σ3
(
1
1+q˜q˜∗ e
λ2+2yλ
0 1 + q˜q˜∗
)
λ ∈ Y8,
λ−iν˜σ3
(
1 (1 + q˜q˜∗)eλ
2+2yλ
0 1
)
λ ∈ Y9,
(A.2)
where q˜q˜∗ := e2piν˜ − 1 and the branch cut runs along C, so that λa = ea lnC λ for a ∈ C.
We consider the following family of RH problems parametrized by y ∈ R and ν˜ ∈ C \ iZ:{
mY (y, ν˜, · ) ∈ I + E˙2(C \ Y ),
mY+(y, ν˜, λ) = m
Y
−(y, ν˜, λ)v
Y (y, ν˜, λ) for a.e. λ ∈ Y. (A.3)
Define the function βY (ν˜) by
βY (ν˜) =
(2i)iν˜+1
√
pi e
5piν˜
2
(e2piν˜ − 1)Γ(iν˜) , ν˜ ∈ C \ iZ. (A.4)
Theorem A.1. For any choice of y ∈ R and ν˜ ∈ C \ iZ, the RH problem (A.3) has a unique
solution mY (y, ν˜, λ). This solution satisfies
mY (y, ν˜, λ) = I +
mY1 (y, ν˜)
λ
+ O(λ−2), λ→∞, (A.5)
where mY1 is defined by
mY1 (y, ν˜) :=
(
−iν˜y −βY (ν˜)2 e−y
2
− iν˜
βY (ν˜)
ey
2
iν˜y
)
, y ∈ R, ν˜ ∈ C \ iZ, (A.6)
and the error term is uniform with respect to arg λ ∈ [0, 2pi] and ν˜ and y in compact subsets of
C \ iZ and R, respectively. Moreover, for any compact subsets K1 ⊂ R and K2 ⊂ C \ iZ, we have
sup
y∈K1
sup
ν˜∈K2
sup
λ∈C\Y
|mY (y, ν˜, λ)| <∞. (A.7)
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Proof. Uniqueness of the solution mY follows because det vY = 1. Fix y ∈ R and ν˜ ∈ C \ iZ. Let
the branch cut run along C. Define the 2× 2-matrix valued function ψ(y, ν˜, λ) by
ψ = e−
y2
2 σ3
(
e−
piν˜
2 D−iν˜(i
√
2(y + λ)) −βY (ν˜)√
2
Diν˜−1(
√
2(y + λ))
√
2
βY (ν˜)
e−
piν˜
2 ν˜D−iν˜−1(i
√
2(y + λ)) Diν˜(
√
2(y + λ))
)
2
iν˜
2 σ3 , (A.8)
where Da(z) denotes the parabolic cylinder function. Define the matrices Rj ≡ Rj(ν˜), j = 1, . . . , 4,
by
R1 =
(
1 0
q˜q˜∗
1+q˜q˜∗ 1
)
, R2 =
(
1 −1
0 1
)
,
R3 =
(
1 0
q˜q˜∗ 1
)
, R4 =
(
1 −(1 + q˜q˜∗)
0 1
)
.
We claim that the solution of (A.3) is given explicitly in terms of parabolic cylinder functions by
mY (y, ν˜, λ) = Ψ(y, ν˜, λ)e−(
λ2
2 +yλ)σ3λiν˜σ3 , λ ∈ C \ Y, (A.9)
where the sectionally analytic function Ψ is defined by
Ψ(y, ν˜, λ) =

ψ, λ ∈ S1,
ψR1, λ ∈ S2,
ψR1R2, λ ∈ S3,
ψR1R2R
−1
3 , λ ∈ S4,
ψR4, λ ∈ S5,
ψλ−iν˜σ3 , λ ∈ S6.
(A.10)
Recall that Da(z) is an entire function of both a and z. In particular, mY (y, ν˜, λ) is an analytic
function of λ ∈ C \ Y . It is easily seen from the definition (A.10) of Ψ that mY satisfies the jump
condition in (A.3).
For each δ > 0, the parabolic cylinder function satisfies the asymptotic formula [16]
Da(z) = z
ae−
z2
4
(
1− a(a− 1)
2z2
+ O(z−4)
)
−
√
2pie
z2
4 z−a−1
Γ(−a)
(
1 +
(a+ 1)(a+ 2)
2z2
+ O(z−4)
)
×

0, arg z ∈ [− 3pi4 + δ, 3pi4 − δ] ,
eipia, arg z ∈ [pi4 + δ, 5pi4 − δ] ,
e−ipia, arg z ∈ [− 5pi4 + δ,−pi4 − δ] , z →∞, a ∈ C, (A.11)
where the error terms are uniform with respect to a in compact subsets and arg z in the given
ranges. Tedious computations using this formula in the explicit formula (A.9) show that mY
satisfies (A.5), together with (A.6), uniformly for ν˜ and y in compact subsets and for arg λ ∈ [0, 2pi].
It follows that mY satisfies (A.7) and that mY (y, ν˜, · ) ∈ I + E˙2(C \Y ). This completes the proof
of the theorem. 
Remark A.2. The explicit formula for mY given in (A.9) can be derived as follows. Suppose mY
is a solution of (A.3). Let Ψ := mY e
(
λ2
2 +yλ
)
σ3λ−iν˜σ3 . Then Ψ satisfies the jump condition
Ψ+ = Ψ−vΨ, λ ∈ Y ∪
{
arg λ = − 3pi4
}
,
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where the jump matrix vΨ is given on Y by (for j = 1, . . . , 9, vΨj denotes the restriction of vΨ to
Yj)
vΨj = Rj , j = 1, . . . , 4, v
Ψ
5 = I, v
Ψ
6 =
(
1 0
− q˜q˜∗1+q˜q˜∗ 1
)
,
vΨ7 =
(
1
1+q˜q˜∗ 1
− q˜q˜∗1+q˜q˜∗ 1
)
, vΨ8 =
( 1
1+q˜q˜∗ 0
0 1 + q˜q˜∗
)
, vΨ9 =
(
1 1 + q˜q˜∗
0 1
)
,
and on the branch cut by
vΨ =
(
1 + q˜q˜∗ 0
0 11+q˜q˜∗
)
, arg λ = −3pi
4
.
Since vΨ is independent of λ and y, we conclude that
A := ΨλΨ
−1 = mYλ (m
Y )−1 + (λ+ y)mY σ3(mY )−1 − iν˜λ−1mY σ3(mY )−1
and
U := ΨyΨ
−1 = mYy (m
Y )−1 + λmY σ3(mY )−1
are entire functions. Assuming that
mY (y, ν˜, λ) = I +
mY1 (y, ν˜)
λ
+ O(λ−2), λ→∞,
we deduce that
A(y, ν˜, λ) = λA1(y, ν˜) +A0(y, ν˜)
and
U(y, ν˜, λ) = λU1(y, ν˜) + U0(y, ν˜).
The terms of order O(λ) show that A1 = U1 = σ3 while the terms of order O(1) show that
A0 = xσ3 + [m
Y
1 , σ3], U0 = [m
Y
1 , σ3].
Defining w(y, ν˜) and z(y, ν˜) by w := −2(mY1 )12 and z := iν˜ + w(mY1 )21, we find that Ψ satisfies
the Lax pair equations
Ψλ = AΨ, Ψy = UΨ, (A.12)
where
A =
(
λ+ y w(y)
2 z(y)−iν˜w(y) −λ− y
)
, U =
(
λ w(y)
2 z(y)−iν˜w(y) −λ
)
.
The (12) element of the compatibility condition Ax − Uλ + [A,U ] = 0 of this Lax pair implies
that wy + 2yw = 0. This shows that w has the form
w(y, ν˜) = βY (ν˜)e−y
2
,
where βY (ν˜) is a function which is independent of y. The (21) element of the compatibility
condition then yields zy = 0; hence z = z(ν˜). Substituting these expressions for w and z into the
first column of the Lax pair equation Ψλ = AΨ yields
Ψ11λ − (λ+ y)Ψ11 − βY e−y2Ψ21 = 0, Ψ21λ + (λ+ y)Ψ21 − 2e
y2(z − iν˜)
βY
Ψ11 = 0.
This linear system has the general solution
Ψ11(y, ν˜, λ) = C1(y, ν˜)Diν˜−1−z(
√
2(λ+ y)) + C2(y, ν˜)Dz−iν˜(i
√
2(y + λ)),
Ψ21(y, ν˜, λ) = C3(y, ν˜)Diν˜−z(
√
2(λ+ y)) + C4(y, ν˜)Dz−iν˜−1(i
√
2(y + λ)),
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where Cj(y, ν˜), j = 1, . . . , 4, are locally independent of λ (but, in general, the values of the
Cj change as λ crosses one of the contours Yj). We determine the y-dependence of the Cj by
substituting these expressions into the first column of the equation Ψy = UΨ. The first column
of Ψy = UΨ is satisfied provided that
Cj(y, ν˜) = e
− y22 Bj(ν˜), j = 1, 2; Cj(y, ν˜) = e
y2
2 Bj(ν˜), j = 3, 4,
where the functions Bj(ν˜) are independent of y.
Let us first suppose that λ ∈ S1. Utilizing the asymptotic formula (A.11) for the range
arg z ∈ [− 3pi4 + δ, 3pi4 − δ] we see that the condition
Ψ11e
−λ22 −yλλiν˜ = 1 + O(λ−1), λ→∞, (A.13)
implies that z(ν˜) = 0 and {
C1 = 0,
C2 = e
− y22 2
iν˜
2 e−
piν˜
2 ,
in S1.
Similarly, the condition that
Ψ21e
−λ22 −yλλiν˜ =
(mY1 )21
λ
+ O(λ−2), λ→∞, (A.14)
implies that {
C3 = 0,
C4 = e
y2
2
2
1+iν˜
2 e−
piν˜
2 ν˜
βY (ν˜)
,
in S1.
This yields the first column of the definition (A.8) of ψ. The second column is derived in a similar
way using the second columns of the Lax pair equations (A.12).
Let us now assume that λ ∈ S2. Then we use the asymptotic formula (A.11) for the range
arg z ∈ [− 3pi4 +δ, 3pi4 −δ] to compute the asymptotics of Diν˜−z(
√
2(λ+y)) and Diν˜−1−z(
√
2(λ+y)),
whereas we use (A.11) for the range arg z ∈ [pi4 + δ, 5pi4 − δ] to compute the asymptotics of
Dz−iν˜(i
√
2(λ+ y)) and Dz−iν˜−1(i
√
2(λ+ y)). The conditions (A.13) and (A.14) then imply
C1 =
√
pi 2
1
2 +
iν˜
2 ν˜
Γ(iν˜ + 1)
, C2 = 2
iν˜
2 e−
piν˜
2 , C3 =
i
√
pi 21+
iν˜
2
βY Γ(iν˜)
, C4 =
2
1
2 +
iν˜
2 e−
piν˜
2 ν˜
c
in S2.
Similar computations apply to the second column. This gives an expression for Ψ in S2. We
then use, for example, the (21) element of the jump relation (Ψ−)−1Ψ+ = R1 valid for λ ∈ Y1 to
determine βY in terms of ν˜. This yields the expression (A.4) for βY (ν˜). Finally, we can use the
jump matrix vΨ to obtain an expression for Ψ also for λ ∈ Sj , j = 3, . . . , 6. This leads to the
definition (A.9) of mY .
Remark A.3. The RH problem (A.3) is closely related to the RH problem associated with
Painlevé IV. More precisely, consider the Painlevé IV equation
uyy =
u2y
2u
+
3
2
u3 + 4yu2 + (2 + 2y2 − 4Θ∞)u− 8Θ
2
u
, (A.15)
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where Θ∞ and Θ are constant parameters. The jump matrix vPIV(y, ν˜, λ) of the RH problem
associated with (A.15) has the form (see [12, p. 184]):
vPIV =

(
1 0
s1λ
2Θ∞e−λ
2−2yλ 1
)
, λ ∈ Y1,(
1 s2λ
−2Θ∞eλ
2+2yλ
0 1
)
, λ ∈ Y2,(
1 0
−s3λ2Θ∞e−λ2−2yλ 1
)
, λ ∈ Y3,(
1 −s4(λ−2Θ∞)+eλ2+2yλ
0 1
)
, λ ∈ Y4,
λ−Θ∞σ3E−1λ−Θσ3 , λ ∈ Y5,
λ−Θ∞σ3
(
1 0
−s1e−λ2−2yλ 1
)
E−1λ−Θσ3 , λ ∈ Y6,
λ−Θ∞σ3
(
1 + s1s2 −s2eλ2+2yλ
−s1e−λ2−2yλ 1
)
E−1λ−Θσ3 , λ ∈ Y7,
λ−Θ∞σ3
(
1 + s1s2 −s2eλ2+2yλ
(−s1 − (1 + s1s2)s3) e−λ2−2yλ 1 + s2s3
)
E−1λ−Θσ3 , λ ∈ Y8 ∪ Y9,
(A.16)
where the branch cut in (A.16) runs along iR− (so that λa = ea ln−pi/2 λ for a ∈ C) and
(
λ−2Θ∞
)
+
denotes the boundary value of λ−2Θ∞ from the left. The complex constants {sj}41 in (A.16)
parametrize the solutions of (A.15) and must obey the relation
(1 + s2s3)e
2ipiΘ∞ + (s1s4 + (1 + s3s4)(1 + s1s2)) e
−2ipiΘ∞ = 2 cos(2piΘ),
while E is a certain unimodular eigenmatrix. Letting Θ∞ = iν˜, Θ = 0, and
s1 =
q˜q˜∗
1 + q˜q˜∗
, s2 = −1, s3 = −q˜q˜∗, s4 = 1
1 + q˜q˜∗
, (A.17)
we can take E to be the identity matrix. Then, after shifting the branch cut from iR− to C, the
jump matrix vPIV defined in (A.16) reduces exactly to the jump matrix vY in (A.2). Thus the
RH problem (A.3) is a special case of the RH problem associated with Painlevé IV. However, the
connection with Painlevé IV only applies for Θ 6= n/2, n ∈ Z. In our case, this connection breaks
down because Θ = 0.
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