We use the recently introduced independent-atom-model pixel counting method to calculate proton-impact net ionization cross sections for a large class of biologically relevant systems including pyrimidines, purines, amino acids, and nucleotides from 10 keV to 10 MeV impact energy. Overall good agreement with experimental data, where available, is found. A scaling prescription that involves coefficients derived from the independent atom model is shown to represent the cross section results better than scalings based on the number of (bonding) valence electrons of the target molecules. It is shown that the scaled net ionization cross sections of the proton-nucleotide collision systems can be represented in terms of a simple analytical formula with four parameters to within 3% accuracy.
I. INTRODUCTION
There has been growing interest in collisions involving organic compounds and biomolecules in recent years. That interest and the ensuing research activity are largely driven by data needs in areas ranging from astrochemistry to ion-beam cancer therapy. Ideally, the cross section data required, e.g., for a detailed understanding of the radiation damage of biological tissue [1] , would be obtained from systematic measurements and first-principles calculations.
While progress has been made on both experimental (see [2] [3] [4] [5] [6] [7] [8] [9] for proton-impact collisions) and theoretical [10] [11] [12] fronts, the complexity and multitude of molecules of interest suggest that there is a role to be played by simplified models which are easily applicable to a wide range of collision systems.
Classical arguments or quantum-mechanical first-order perturbation theory represent natural starting points for modeling electron removal in ion-molecule collisions. Making use of these ingredients, a number of analytical cross section formulae have been proposed and applied (see, e.g., [13] [14] [15] and the discussion in [9] ). Their advantage is simplicity-typically they only require the binding energies of the target electrons as physical input-but their success depends on (additional) parameters which are determined (semi-) empirically. As a consequence, these analytical models do not have sufficient predictive power, and are thus of limited value for problems for which measurements or more sophisticated calculations are not available.
Most attempts at constructing more sophisticated models are based on the idea that the ionization or capture cross section of a complex molecule may be linearly combined from smaller parts. In the complete neglect of differental overlap (CNDO) approach a Mulliken-like population analysis is applied to an electronic structure calculation of the target molecule. The molecular cross section is then written as a linear combination of contributions from all atomic orbitals involved, with the Mulliken populations as weight factors [16] . A related class of models is based on the additivity rule (AR) according to which the ionization or capture cross section for a specifc target system is obtained as a sum of cross sections of its building blocks. Normally, atomic building blocks are used and the description is referred to as independent-atom-model (IAM)-AR. In a recent work it was argued that one can also start from small molecular constituents to assemble the ionization cross section of a larger molecule [17] . A caveat of this independent-molecule-model (IMM)-AR is that there are usually many different ways to decompose a given molecule into molecular building blocks and depending on which ansatz is used the resulting cross section may vary. It should also be noted that the IMM-AR work of [17] used experimental cross section data for the building blocks as input, while the atom-like contributions in the CNDO approach are usually obtained from perturbative collision calculations [16, [18] [19] [20] .
Motivated by the somewhat limited scope of these models we recently introduced an IAM-based description of ion-molecule collisions which uses first-principles-based atomic cross section calculations and goes beyond the simple AR [21] . The main assumption of our model is that the net ionization and capture cross sections can be represented as weighted sums of atomic net cross sections for all the atoms that make up the molecule. The weight factors account for the geometrical overlap which occurs when one projects the loci of the atomic centers of the molecule onto a plane perpendicular to the projectile beam direction and pictures the atomic cross sections as circular disks in that plane. The "visible" effective cross sectional area is calculated using a pixel counting method (PCM) and, accordingly, we refer to the model as IAM-PCM. In the limit of small overlaps the IAM-PCM cross section approaches the result of the IAM-AR. This is a desirable property since the IAM-AR is known to give fairly accurate results in the high-impact-energy regime in which capture and ionization cross sections are small and geometrical overlap is negligible. Toward lower energies, capture and ionization become stronger and the IAM-AR tends to overestimate experimental data [17, 21] . In applications to proton collisions from medium-sized molecules such as H 2 O and from larger water, neon, and carbon clusters we have found that geometrical overlap does occur at these lower energies and leads to significant cross-section reductions [21, 22] . Compared to the IAM-AR the agreement with experimental data, where available, is improved.
Given these promising results and the relative simplicity of the model, the IAM-PCM seems ideally suited to study collisions from complex biomolecules for which neither abinitio calculations nor measured cross section data are available. This is the main objective of the present work. In particular, we examine scaling relations obtained from IAM-PCM calculations for proton-impact net ionization cross sections of different groups of systems such as amino acids and nucleotides, and suggest a parametrization of our results in terms of a simple analytical formula.
The layout of the paper is as follows. We begin in section II with a short summary of the IAM-PCM. For a more detailed description the reader is referred to [22] . In section III we seek to further validate the model, beyond the results presented in [21, 22] , by comparing calculated net ionization cross sections with available measurements and previous theoretical and semi-empirical model data for 10 keV to 10 MeV proton collisions from pyrimidine (C 4 H 4 N 2 ), purine (C 5 H 4 N 4 ), tetrahydrofuran (THF -C 4 H 8 O) and trimethyl phosphate (TMP -(CH 3 ) 3 PO 4 ). Different scaling prescriptions for the net ionization cross section are examined and applied to a large class of systems including amino acids and nucleotides in section IV and a simple parametrization of these results is suggested in section V. The paper ends with concluding remarks in section VI.
II. THEORETICAL MODEL
The ingredients of the IAM-PCM are atomic cross sections and molecular ground-state geometries. The latter are taken from the literature using a Cartesian coordinate representation [23] , which is commonly referred to as xyz-file format. More specifically, for the biomolecules studied in this work we use data provided through [24] . The proton-atom net ionization cross sections are calculated in a density functional theory (DFT) framework on the level of the independent electron model. We use a well-tested no-response model in which the Kohn-Sham potential is approximated by an accurate exchange-only ground-state potential [25] and time-dependent screening and exchange effects are neglected. The nonperturbative two-center basis generator method (TC-BGM) is used for orbital propagation [26] .
It yields transition probabilities and cross sections for target excitation and electron transfer to the projectile (capture) and the continuum (ionization). In the present work we only look at the ionization channel, since it usually exhibits simpler scaling properties and there are no capture data available for comparison for most of the molecules studied here.
The net ionization cross sections σ net j for the j = 1, . . . , N atoms that make up the molecule under study are combined according to
to yield the molecular cross section at projectile energy E. The weight factors 0 ≤ s j ≤ 1 account for the overlap of the atomic cross sections and depend on the relative orientation of the molecule with respect to the ion beam direction. This dependence is captured by the Euler angles α, β, γ.
To calculate the weights we picture the atomic cross sections as circular disks with radii
1/2 in a plane perpendicular to the ion beam axis. The combined area of overlapping circles is broken up into pixels and calculated by counting those pixels that are visible to the impinging projectile. Accordingly, the screening coefficients can be determined by
where σ vis j is the visible part of the jth atomic cross section. The IAM-PCM is similar in spirit to the so-called screening-corrected additivity rule (SCAR) developed and used for electron-molecule collisions [27] . SCAR cross sections, however, are based on a heuristic recurrence relation for the determination of the screening coefficients in an orientation-independent version of (1), whereas the IAM-PCM procedure to calculate them for any given orientation is numerically exact. In order to compare IAM-PCM calculations with experimental data for randomly oriented molecules we repeat the pixel count for an ensemble of Euler angle triples and average the cross-section results appropriately.
Once the atomic cross sections have been calculated, the IAM-PCM procedure is not at all resource intensive. It takes just a few minutes on a single-core computer to carry out an orientation average at a given energy for a system consisting of dozens of nuclei and hundreds of electrons. The reader is referred to [22] for more details.
III. VALIDATION OF THE MODEL
The molecules pyrimidine, purine, THF, and TMP are structural analogues of DNA constituents and have been studied in recent collision experiments [8, 9, 28] , since they were deemed more amenable to gas-phase cross-section measurements than actual DNA building blocks 1 . More specifically, pyrimidine is a single carbon-nitrogen-ring molecule from which the nucleobases cytosine and thymine (and the RNA nucleobase uracil) are derived, while the double-ring molecule purine is a precursor of the nucleobases adenine and guanine. Both
1 While it is difficult to prepare well-characterized gas targets of large neutral DNA components, the technique of electrospray ionization offers a pathway to bringing charged complex biomolecules into the gas phase and use them in collision experiments [29] .
FIG. 1. Net ionization in E = 500 keV proton collisions with (from left to right) pyrimidine
for particular orientations. The radii of the circular disks are given by r j = [σ net j /π] 1/2 using TC-BGM proton-atom net ionization cross sections σ net j .
pyrimidine and purine are also used as generic names for wider classes of similar one-ring and two-ring molecules, respectively, which include the DNA and RNA nucleobases (see section IV). THF serves as a model for the monosaccharide deoxyribose in DNA, and TMP represents the phosphate residue which together with the sugar molecule forms the DNA backbone [30, 31] . (3) and (4) as described in the text; CB1: first Born approximation with corrected boundary conditions within the CNDO approach [9] ; experiments: Bug14 [32] (see also [28] ) for electron impact using equivelocity conversion, Wolff14 [8] , Rudek16 [9] for proton impact.
lower energies: At the cross section maximum around E = 60 keV the IAM-AR cross section is about a factor of two larger than its IAM-PCM counterpart.
The two IAM calculations bracket the IMM-AR results reported in [9] in most of the impact energy range shown. This is expected based on geometrical considerations. On the one hand the (experimental) molecular cross sections used in the IMM-AR to assemble the cross section for pyrimidine should be smaller than the zero-overlap IAM-AR predictions, but on the other hand their sum should be larger than the IAM-PCM cross section for pyrimidine, since overlaps of the contributing molecular cross sections are neglected in the IMM-AR.
The fact that the IMM-AR results become slightly smaller than the IAM-PCM calculations above E = 1000 keV cannot be explained on geometrical grounds. It points either to an underestimation of the overlap effect by the IAM-PCM or to a small inconsistency between the (atomic) TC-BGM results and the experimental cross section data used in the IMM-AR calculation of [9] . Given that no details about the latter were provided, we cannot offer a more definitive explanation for the (small) discrepancy.
The two model calculations included in figure 2(a) are based on a semi-empirical scaling relation proposed by Montenegro and co-workers [15] , and used for proton-pyrimidine collisions in [8] . According to that model the net ionization cross section of an atom or molecule can be written as
with the universal function
The sum in (3) is over the contributing atomic or molecular orbitals, Z k is the occupation number and I k the ionization potential (in atomic units) of the kth orbital, δ k a parameter, and E/M the collision energy in keV/amu. The universal parameters in (4) are A = 6.15 × The model 1 calculation is identical to that reported in [8] . It uses the ionization potentials of the eleven most loosely bound, doubly-occupied (Z k = 2) orbitals of pyrimidine quoted in [8] and δ k = 0.66 for all k. For model 2 we make the same choices for Z k and δ k , but use the ionization potentials of the fifteen valence orbitals provided in [9] , which are slightly different from those quoted in [8] for the outermost eleven. Both model variants lead to similarly shaped cross section curves with the model 2 results being larger than the model 1 results by 12-14 % in the E = 300 keV to E = 10 MeV range in which the curves appear as almost perfect straight lines on the double-logarithmic plot. The difference in magnitude is mostly due to the fact that four additional orbitals are taken into account in model 2.
We also carried out a model calculation based on the fifteen most loosely bound atomic orbitals using the exchange-only DFT orbital energy eigenvalues on which the TC-BGM calculations are based. Given that the high-energy behavior of the model cross section is controlled by the first, Bethe-Born-like, term in equation (4) experimental data for proton [8, 9] and equivelocity electron impact [32] and the results of a first Born calculation with corrected boundary conditions (CB1) performed within the CNDO approach [9] . The CB1 calculation gives smaller cross section values than the IAM-PCM at energies above E = 200 keV, in apparent agreement with most of the experimental data points of [8] . However, the CB1 and experimental results differ in energy dependence above E = 1000 keV. This is better seen on the double-logarithmic plot provided in figure 5 (a) of [9] . The IAM-PCM results agree very well with the electron-impact measurements of [32] in the region above the cross section maximum in which electron-impact data are expected to approach the proton-impact cross section. Indeed, within combined error bars the electron-impact data are in marginal agreement with the proton measurements of [8] , although it appears as if the latter fall somewhat below the former. New experimental data with smaller error bars would be needed to draw more definitive conclusions about the high-energy behavior of the cross section.
The three experimental proton-impact data points of [9] at intermediate energies have
too large uncertainties to help shed light on the increasing deviations between the CB1 and IAM-PCM calculations in this region. Given the first-order nature of the CB1 one would not expect this model to be valid below E = 100 keV, but in the absence of more experimental data the overall situation remains unclear. Figure 3 shows IAM-PCM net ionization cross section results for proton-purine collisions.
We compare them with equivelocity electron-impact measurements from [32] only, since we are not aware of other theoretical calculations or measurements for proton impact. Consistent with the pyrimidine case, the agreement is excellent in the energy region above the conditions within CNDO approach [9] ; experiments: Bug14 [32] (see also [28] ) for electron impact using equivelocity conversion, Rudek16 [9] for proton impact. conditions within CNDO approach [9] ; experiments: Bug14 [32] (see also [28] ) for electron impact using equivelocity conversion, Rudek16 [9] for proton impact.
IV. SCALING PROPERTIES
Previous experimental and theoretical work provided some evidence that the (total)
proton-impact electron emission cross sections of large biomolecules scale with the number of valence electrons [5, 9, 17, 28] . However, only a relatively small set of molecules has been investigated so far and it is not clear whether the observed approximate scaling applies to a larger class of systems and can be used to predict cross sections for experimentally inaccessible compounds. In this section we investigate this question by using the IAM-PCM to calculate proton-impact net ionization cross sections for four groups of biologically relevant systems: pyrimidines, purines, amino acids, and nucleotides, the latter constituting the monomeric units of RNA and DNA [30, 31] . To our knowledge, for most of the studied species the results presented here are the first cross section data obtained from systematic, parameter-free calculations. Exceptions are the five DNA/RNA nucleobases cytosine, thymine, uracil, adenine and guanine. As mentioned in section III the first three fall into the category of pyrimidines, while the latter two are purines. For all of them classical [33, 34] and perturbative [35] cross section calculations have been carried out, the latter in some cases within the CNDO approach [16, 18, 20] . A comparison with those earlier calculations, the IMM predictions of [17] , and the limited experimental data available [4] [5] [6] [7] will be presented elsewhere [36] .
In the following, we consider three different scaling prescriptions. The first one uses the standard textbook definition of valence electrons according to which all electrons in the outermost n-shells of the atoms that form the molecule under study are included in the valence-electron count [37] . In the second variant we only count the bonding valence electrons, i.e., those electrons that form lone pairs are excluded. The scaled cross section is obtained by dividing the orientation-averaged IAM-PCM result for a molecule with formula C n 1 H n 2 N n 3 O n 4 P n 5 by the numbers
and
respectively, assuming in the latter case that all L-shell electrons of carbon participate in bonds (through hybridization), while in nitrogen one and in oxygen two electron pairs do not.
The third prescription is based on the IAM and the observation that at high impact energies the net ionization cross sections for p-C, p-N, and p-O collisions are very similar
and to a good approximation four times larger than the p-H cross section [22] . This is demonstrated in figure 6 , where the corresponding TC-BGM results are shown. Since the nucleotides studied further below contain phosphorus, the p-P collision system is included in figure 6 as well. In this case, we find that the net ionization cross section is approximately 1.5 times as large as that for carbon, nitrogen, and oxygen. Accordingly, the high-energy IAM prediction for the net ionization cross section of the molecule C n 1 H n 2 N n 3 O n 4 P n 5 is to a good approximation (n 1 + n 2 /4 + n 3 + n 4 + 3n 5 /2)σ net X , and we scale the (orientation-averaged) IAM-PCM cross sections in this variant by dividing them by the (fractional) coefficients A more conclusive picture emerges when the cross sections are scaled by dividing them by the fractional IAM coefficients (7) . In this case, we obtain for each group of systems a nearly universal curve. Given the atomic results shown in figure 6 this is to be expected at high energies where the IAM-PCM cross sections approach the IAM-AR limit. However, it is not obvious that the scaling should also hold at lower energies where significant atomic cross section overlaps occur and the IAM-PCM calculations are not orientation independent; e.g.,
we found that at E = 100 keV the net ionization cross section of pyrimidine varies within a factor of two as a function of orientation. It is one of the main results of this work that despite these caveats the scaling holds if one accepts tolerances on the order of 10%. large as ∼ ±10%, while for the DNA nucleotides they are smaller than ±2%. The negligible spread of the latter can be traced back to the sugar-phosphate backbone, which is the same for all DNA nucleotides, and, due to the large p-P cross section (cf. figure 6 ), is the main contributor to the total cross section. Our results then indicate that the differences in the cross sections of the pyrimidines and purines are not relevant for the ionization of a DNA molecule. Rather, they suggest that one can understand the latter as the ionization of one or another of its nucleotide monomers, all of which fulfill the IAM-based scaling relation very accurately, i.e., it does not matter much which of them is actually ionized.
V. PARAMETRIZATION
The finding that the IAM-based scaling works very well for a large class of systems raises the question whether the proton-impact electron emission cross sections of biomolecules can be parametrized in a convenient way. To address this question we re-inspect figure 6 which in addition to the atomic net ionization cross sections obtained from the TC-BGM calculations displays Bethe-Born results in which the parameters A and B in the cross section formula
were determined by a fitting procedure using the Fano representation [22] . The agreement is excellent for impact energies above E ≈ 200 keV. At lower energies, the TC-BGM cross sections are smaller than the Bethe-Born predictions, mostly because electron capture (which is described by the TC-BGM) gains importance and ultimately takes over as the dominant electron removal channel. One may argue that the occurrence of capture effectively decreases the projectile charge Q P , thereby reducing the amount of direct ionization to the continuum, which in the Bethe-Born approximation is proportional to the square of Q P [40] . This suggests the ansatz
with an effective charge of the form
We note that similar parametrizations have been proposed in the past to model the electron loss from neutral projectiles (see [41] and references therein). The full circles in figure 6 show the results obtained from equations (9) and (10) with the parameters listed in Table I . The agreement with the TC-BGM cross section curves is almost perfect. A similar parametrization should then work for biomolecular targets. However, in this case we found that the overlap effects taken into account in the IAM-PCM result in a flatter shape of the cross section curves compared to their atomic counterparts and the modified formula
provides better fits. This is demonstrated for the nucleotides in figure 9 . Formula (11) agrees with the orientation-averaged IAM-PCM calculations in the entire impact energy range from E = 10 keV to E = 10 MeV to within ±3%.
VI. CONCLUDING REMARKS
We have used the IAM-PCM, introduced in recent work, to calculate proton-impact net ionization cross sections for a large class of biologically relevant molecules from E = 10
keV to E = 10 MeV impact energy. We have found overall good agreement with the limited experimental data available for pyrimidine, purine, THF, and TMP and have made predictions for a number of larger systems including amino acids and nucleotides. To our knowledge, the results reported for the latter are the first cross sections obtained from a parameter-free theoretical model. It is shown that they follow a scaling rule which is based on IAM-derived fractional coefficients and can be represented by a simple analytical formula to within 3% accuracy. Scaling prescriptions based on the number of (bonding) valence electrons which were advocated in previous works yield less conclusive results.
The IAM-PCM is based on a geometrical interpretation of a molecular total cross section as the combined area of overlapping circles which represent atomic cross sections. The latter are calculated from first principles using accurate atomic potentials and the nonperturbative TC-BGM for orbital propagation. Once these cross sections have been computed, the IAM-PCM procedure to assemble the molecular cross section is computationally inexpensive and numerically accurate.
We envision that the method can be used to describe collisions involving long-chain molecules and polymers, such as peptides and large DNA sections, in terms of cross section calculations for (clusters of) amino acids and nucleotides. Further work in this direction is in progress. Future studies will also be concerned with the electron capture channel and with the extraction of charge-state-correlated multiple ionization data. The latter will be particularly relevant for collision systems involving multiply-charged projectile ions. 
