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Abstract
Multiple-input multiple-output (MIMO) systems have recently emerged as one of the most
significant wireless techniques, as they can greatly improve the channel capacity and link re-
liability of wireless communications. These benefits have encouraged extensive research on a
virtual MIMO system where the transmitter has multiple anten as and each of the receivers has
a single antenna. Single-antenna receivers can work together to form a virtual antenna array and
reap some performance benefits of MIMO systems. The idea of receiv r-side local cooperation
is attractive for wireless networks since a wireless receiver may not have multiple antennas due
to size and cost limitations.
In this thesis we investigate a virtual-MIMO wireless system using the receiver-side cooperation
with the compress-and-forward (CF) protocol. Firstly, to perform CF at the relay, we propose
to use standard source coding techniques, based on the analysis of its expected rate bound and
the tightness of the bound. We state upper bounds on the system error probabilities over block
fading channels. With sufficient source coding rates, the cooperation of the receivers enables
the virtual-MIMO system to achieve almost ideal MIMO performance. A comparison of ideal
and non-ideal conference links within the receiver group isalso investigated. Considering the
short-range communication and using a channel-aware adaptive CF scheme, the impact of the
non-ideal cooperation link is too slight to impair the system performance significantly.
It is also evident that the practicality of CF cooperation will be greatly enhanced if a efficient
source coding technique can be used at the relay. It is even more desirable that CF coopera-
tion should not be unduly sensitive to carrier frequency offsets (CFOs). Thus this thesis then
presents a practical study of these two issues. Codebook designs of the Voronoi VQ and the
tree-structure vector quantization (TSVQ) to enable CF cooperation at the relay are firstly de-
scribed. A comparison in terms of the codebook design complexity and encoding complexity
is presented. It is shown that the TSVQ is much simpler to design and operate, and can achieve
a favourable performance-complexity tradeoff. We then demonstrate that CFO can lead to sig-
nificant performance degradation for the virtual MIMO system. To overcome it, it is proposed
to maintain clock synchronization and jointly estimate theCFO between the relay and the des-
tination. This approach is shown to provide a significant performance improvement.
Finally, we extend the study to the minimum mean square error(MMSE) detection, as it has
a lower complexity compared to maximum likelihood (ML) detection. A closed-form upper
bound for the system error probability is derived, based on which we prove that the smallest
singular value of the cooperative channel matrix determines th system error performance. Ac-
cordingly, an adaptive modulation and cooperation scheme is proposed, which uses the smallest
singular value as the threshold strategy. Depending on the instantaneous channel conditions,
the system could therefore adapt to choose a suitable modulation type for transmission and an
appropriate quantization rate to perform CF cooperation. The adaptive modulation and cooper-
ation scheme not only enables the system to achieve comparable performance to the case with
fixed quantization rates, but also eliminates unnecessary complexity for quantization operations
and conference link communication.
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w̃1nl Scaled noise sample corresponding tow1nl
W MMSE filtering operation
xnl lth M -ary symbol vector transmitted on thenth channel
xi′nl lth M -ary symbol transmitted on thenth channel from thei′th antenna
xi′ Transmitted symbol from thei′th antenna
x̃k Nearest neighbour toxk
ynl Signal vector at the destination after receivingy
′
rnl
ỹnl Scaled Signal vector at the destination corresponding toynl
ydnl Received signal at the destination for thelth symbol period on thenth channel
yj Received signal at thejth antenna
yrnl Received at the relay for thelth symbol period on thenth channel
xvi
Nomenclature
y′rnl Compressed version of the received signalyrnl after quantization at the relay
ycrnl Noise-free constellation of the received signals
yudnl Received signal at the destination corresponding tounl
yurnl Received signal at the relay corresponding tounl
z Signal vector after the MMSE filter
H Fading envelope withH = (H1, ..., HN )
σ2cn Compression noise variance corresponding to thent channel block
σ2wzn Compression noise variance when WZ coding is used for then channel block
θn Phase difference between the relay and the destination
δ Gain factor of the AF protocol
λ Bit position in the transmitted symbol’s binary label
λth Threshold ofλmin(H̃)
λ16QAM Threshold ofλmin(H) for 16QAM modulation
λ64QAM Threshold ofλmin(H) for 64QAM modulation
∆n Synchronization error between the relay and destination
µ Mapping labelling rule
ǫ Outage probability of the non-ideal cooperation link
ξ Threshold of the BER upper bound
ρk Instantaneous received SINR for thekth stream
ρmin Smallest SINR,ρmin = min{ρk}(k ∈ [1,Nt])
ηn Degradation factor corresponding to thenth channel block
X Constellation of a modulation
X λb Subset of the hypersymbol constellation where theλth bit is equal tob
X λ,kb Subset within thekth transmit constellation where theλth bit is equal tob
Ψ Covariance matrix
arg[· ] Angle operation
CN (·, ·) Circularly symmetric complex Gaussian distribution
exp(·) Exponential function
E[· ] Expected value operator





KL(·) Cumulant generating function ofL(·)
L(· ) Log-likelihood ratio
p(·) Probability density function
Pd(·) Pairwise error probability
Pr(x) Probability of eventx occurring
Q(·) Q-function
Q1(· , · ) First-order Marcum Q function
Re{· } Real part operation
λmin(·) Smallest singular value
λmax(·) Largest singular value
{̃·} Scale operation
| · | Magnitude of a scaler
‖ · ‖ Magnitude of a vector
{·}∗ Complex conjugate operation
{·}T Matrix transpose operation





This thesis is devoted to virtual-MIMO systems taking advantage of compress-and-forward
cooperation. In this introductory chapter, Section 1.1 introduces the origin and motivation of
this work. Then the objectives and main contributions of this esis are summarized in Section
1.2. Finally, Section 1.3 presents an overview of the organisation of the remaining chapters.
1.1 Introduction and Motivation
Wireless communications is the fastest-growing segment inthe communications industry and
has captured the attention and imagination of the public [2]. Cellular systems have experienced
exponential growth over the last decades and this growth continues worldwide. In addition,
wireless local area networks currently replace wired networks in many homes, businesses and
public areas. Moreover, many new applications exploit wireless communications, such as intel-
ligent transport systems, smart homes and smart grid, and self-organising networks. Wireless
communications has rapidly and successfully become an essetial part of everyday life, and has
influenced many aspects of the world.
Multiple-input multiple-output (MIMO) systems, where both the transmitter and receiver use
multiple antennas, were introduced toward the end of the 20th century, and have recently
emerged as one of the most significant wireless techniques. The use of multiple antennas can
provide diversity gain to combat channel fading caused by multi-path effects, as several replicas
of the signal are transmitted over independently fading channels [3]. With high probability, at
least one or more of these channels will not be in a deep fade atany given instant. The error
performance at the receiver can be significantly improved. Moreover, MIMO systems can offer
a spatial multiplexing gain, which results in a linear (in the number of transmit-receive antenna
pairs) increase in the capacity without extra power or bandwidth consumption. These advan-
tages are largely responsible for the success of MIMO techniques which have been adopted into
various current wireless communications standards.
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However, performance improvements using MIMO technology come at the cost of requiring
the antennas on a MIMO device to have sufficient spacing for uncorrelated fading [4]. If the
antenna spacing reduces, i.e. independent fading cannot beobtained for each pair of antennas,
the efficiency will be degraded, resulting in lower MIMO capacity. Moreover, implementing
MIMO technology usually requires higher hardware processing and energy consumption costs,
which is a critical constraint for a typical wireless product. Some handsets and nodes in a
wireless sensor network may not be able to support multiple transmit antennas.
These benefits and limitations of MIMO systems have encouraged extensive research on a
virtual MIMO system where the transmitter has multiple anten as and each of the receivers has
a single antenna [5], as shown in Figure 1.1. In a broadcast chnnel scenario, i.e coordination is
allowed among the transmit antennas but not among the receive nodes [6,7], the sum capacity of
such a system can be achieved through perfect channel state information (CSI) at the transmitter
for the wireless link to each receiver. However, because of the limitation on the feedback
channel, it is not always possible to obtain perfect CSI or even partial CSI at the transmitter in
realistic wireless systems. When the transmitter does not have perfect CSI, which is a common
scenario in practical situations, single-antenna receivers can work together to form a virtual
antenna array and reap some performance benefits of MIMO systems [8]. The idea of receiver-
side local cooperation is attractive for wireless networkssince it can overcome the problem we










Figure 1.1: Schematic representation of a virtual-MIMO wireless system with one multiple-
antenna transmitter andNr single-antenna receivers.
For example, suppose a customer carries some mobile terminals that include a single-antenna
3GPP enabled user device and one or more simple relay devices. Since the distance between
the devices is general much shorter than that from the base sttion, the devices could cooperate
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through their short-range Wi-Fi, Bluetooth, or Ultra-Wideband communications links. With
such cooperation, the customer could expect traditional MIMO benefits as if the single-antenna
user device had multiple antennas. Note that receiver-sidecommunication used for cooperation
is realized via an orthogonal channel and allows much highertransmission rate and frequency
reuse compared to the long-distance transmitter-to-receiv r communication.
Motivated by the above practical scenario, we consider a cooperative virtual-MIMO system in
this thesis, with one remote multi-antenna transmitter sending information to several closely
spaced single-antenna receivers. As for the cooperation prtocol, since the relays get closer
to the destination in our scenario, Chapter 2 will show that,compared to amplify-and-forward
(AF) and decode-and-forward (DF), the compress-and-forward (CF) protocol provides superior
performance [9] [10] and therefore serves as the best candidte for this system. Thus, virtual-
MIMO systems taking advantage of CF cooperation is the subject of this thesis.
1.2 Objectives and Contributions
1.2.1 Objectives
The objective of the work presented in this thesis is to studythe performance of CF cooper-
ation in virtual-MIMO systems. It aims to determine a practical source coding technique to
perform CF at the relay, and seek sufficient source coding rates which could enable the virtual-
MIMO system to achieve almost ideal MIMO performance. Codebook design algorithms and
the associated complexity should be taken into account. Thenext part of the work is to inves-
tigate the performance degradation of the virtual MIMO system caused by different oscillator
frequencies at the source, relay and destination, and how toovercome it. Finally, this work
also aims to design a practical adaptive modulation and cooperation scheme, so that the system
could adapt its modulation type to the prevailing channel conditions and choose the minimum
possible quantization rate.
1.2.2 Key Contributions
The main contributions of this thesis are summarized as follows:
• A cooperative virtual-MIMO system using two transmit antennas that implements bit-
interleaved coded modulation (BICM) transmission and CF cooperation among two re-
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ceiving nodes is presented. To perform CF cooperation, we propose that rather than the
Wyner-Ziv coding (which takes advantage of the dependence between the signals at the
relay and the destination), a standard source coding technique should be used for practi-
cal considerations at the relay. The nature of the system with a multi-antenna transmitter
will reduce the benefit from the Wyner-Ziv coding, based on the analysis of its expected
rate bound and the tightness of the bound. The system throughput expression and upper
bounds on the system error probabilities over block fading channels are derived. With
sufficient source coding rates, the cooperation of the receiv rs enables the virtual-MIMO
system to achieve almost ideal MIMO performance. This material has been submitted to
the IET Communications for publication [11].
• To perform source coding, we consider two codebook design algorithms, Voronoi VQ and
tree-structure vector quantization (TSVQ). Their codebook design complexities and en-
coding complexities are investigated. Results show that the TSVQ approach we designed
is much simpler for encoding and more computationally efficient than the complicated
Voronoi VQ. The material has been published in the IEEE GLOBECOM 2010 Workshop
on Heterogeneous, Multi-hop, Wireless and Mobile Networks[12].
• Effects of carrier frequency offsets (CFOs) are investigated. It is demonstrated that CFO
could lead to drastic performance degradation for the2 × 2 virtual MIMO system. A
scheme which maintains clock synchronization and jointly estimates CFO between the
relay and the destination, is proposed to overcome the limitations of separate CFO es-
timation at the relay and destination. Results show that theproposed scheme provides
a significant performance improvement. This material together with the codebook de-
sign issues have been submitted to the IEEE Transactions on Vehicular Technology for
publication [13].
• The expression to upper bound the system bit error ratio (BER) is obtained in closed
form, when minimum mean square error (MMSE) detection is used at the destination. It
is shown that the smallest singular value of the cooperativechannel matrix dominates the
system BER. Accordingly, an adaptive modulation and cooperation scheme is proposed,
adopting the smallest singular value as the threshold strategy. The system could therefore
adapt its modulation type to the prevailing channel conditions and choose the minimum
possible quantization rate. It is shown that the proposed scheme eliminates unnecessary
complexity, and enables the system to achieve comparable performance to the case with
4
Introduction
fixed quantization rates. The results was published in part at the 2nd UK-India-IDRC
International Workshop on Cognitive Wireless Systems [14]. A detailed presentation
will appear in the IEEE Transactions on Vehicular Technology [15].
1.3 Organisation of the Thesis
The remainder of the thesis is organized as follows:
Chapter 2
This chapter presents the general principles and background knowledge related to the topic of
this thesis. It starts with an introduction to the MIMO system model, followed by a brief review
of the benefits from using multiple antennas and a study of MIMO channel capacities. Then a
cooperative communication system is introduced as a practical alternative to the MIMO system.
A review of several cooperation protocols and schemes is provided. This is then followed by
a brief study of virtual-MIMO system where virtual antenna arrays are created at both ends of
the communication.
Chapter 3
This chapter first specifies the system model of the practicalvirtual-MIMO system that imple-
ments BICM transmission and CF cooperation. A comparison ofthe standard source coding
and Wyner-Ziv coding technique is investigated. Then the system throughput expression and
upper bounds on the system error probabilities over block fading channels are derived. Finally,
a comparison of ideal and non-ideal conference links withine receiver group is analysed.
Chapter 4
This chapter presents a practical analysis of codebook design and frequency offset estimation
in the virtual-MIMO system. Firstly, codebook designs of the Voronoi VQ and the TSVQ to
enable CF cooperation at the relay are described, followed by a comparison in terms of the
codebook design complexity and encoding complexity. Next,the effects of CFO in the system
are illustrated. A clock synchronization and joint CFO estimation scheme is then proposed to
overcome these effects.
Chapter 5
This chapter extends the study of the system to the MMSE detection, as it has low complexity
and allows good performance when combined with BICM techniques. A closed-form upper
5
Introduction
bound for the system BER is then derived, based on which the smallest singular value of the
cooperative channel matrix is proved to determine the system error performance. Accordingly,
an adaptive modulation and cooperation scheme is proposed,following which the performance
of the adaptive scheme is studied.
Chapter 6





In this chapter, we provide a basic background for the thesis. We will start our introduction
from some fundamental principles of multiple-input multiple-output (MIMO) systems. The
MIMO system model will firstly be described, followed by an introduction to the benefits from
using multiple antennas at the transmitter and receiver. A study of MIMO channel capacities
when the channel is known or unknown to the transmitter will be illustrated. This study will
also be carried out for both deterministic and random channels. We shall then introduce a co-
operative communication system as a practical alternativeto the MIMO system. A review of
the work done by the research community in the emerging field of co perative communica-
tions will be provided, including several cooperation protocols and schemes. We shall compare
these protocols in terms of their achievable rates. This will then be followed by a brief study
of virtual-MIMO system where virtual antenna arrays are created at both ends of the commu-
nication. The content of this chapter thus includes three main p rts, MIMO wireless systems,
cooperative communications, and virtual-MIMO systems. This c apter will provide the reader
with a basic background of the current state of the art and will be frequently referred to in the
rest of the thesis.
2.1 MIMO Wireless Systems
Communication in wireless networks is impaired by channel fading and interference. With the
increasing use of wireless local area networks and next generation mobile systems, the require-
ments for data rate and quality of service have never been so high. These requirements call for
new techniques to enhance the communication performance. Th use of multiple antennas at
the transmitter and receiver in wireless systems, known as the multiple-input multiple-output
(MIMO) technique (see Figure 2.1), has been shown to provides gnificant improvements in
terms of both higher channel capacity and better link reliability. In this section, we will firstly
introduce fading channels and then investigate the MIMO system model. This will be followed
7
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Figure 2.1: Schematic representation of a MIMO wireless system withNt transmit andNr
receive antennas. The scalarxi (i ∈ Nt) refers to the transmitted signal,yj (j ∈
Nr) refers to the received signal, andhji denotes the channel coefficient.
2.1.1 Wireless Fading Channels
Compared with wired communications, wireless transmission is impaired by the fading phe-
nomenon. The transmitted signal power decays with increasing distance and varies randomly
due to large objects (such as buildings and hills) in the enviro ment. These two effects, nor-
mally referred to as path loss and shadowing, form a large-scale fading. In addition, the signal
amplitudes and phases also suffer from small-scale fading which is caused by the constructive
and destructive interference of the multiple signal paths between the transmitter and receiver.
Large-scale fading is more relevant to issues such as cell-sit planning. Small-scale fading is
more related to reliable and efficient communication systemdesign [16]. Thus, in this thesis,
we only consider the effect of small-scale fading.
Small-scale fading is normally frequency dependent. An important characteristic for small-
scale fading is the channel coherence bandwidthBc. If Bc is larger than the bandwidth of
the transmitted signal, the channel fading is referred to asfrequency-flat. All frequency compo-
nents of the signal experience the same magnitude of fading.O the other hand, ifBc is smaller
than the bandwidth of the signal, the signal is said to undergo frequency-selective fading. Dif-
ferent frequency components of the signal therefore experience decorrelated fading [17]. By
using some signal processing techniques, such as Orthogonal Frequency Division Multiplexing
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(OFDM) [18], a frequency-selective fading channel can be converted to a frequency-flat fading
channel. Therefore, we focus on frequency-flat fading channels i this thesis.
2.1.2 MIMO System Model
We focus on a point-to-point communication model, where thetransmitter is equipped withNt
antennas and the receiver hasNr antennas, as shown in Figure 2.1. We restrict our discussionto
the case where the channel is frequency-flat fading (narrowband assumption). A common chan-
nel model in MIMO wireless communications is the block Rayleigh fading model, where the
channel matrix entries are constant during each block, but independently Rayleigh distributed
on different blocks.
The input-output relation of theNt × Nr MIMO channel (as shown in Figure 2.1) is given by,
y = Hx + w, (2.1)
wherey = [y1 y2 ... yNr ]
T is theNr × 1 receive signal vector.x = [x1 x2 ... xNt ]T is the
Nt × 1 transmit signal vector, wherexi is theith component, transmitted from antennai. The
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where the componenthji is the fading coefficient from theith transmit antenna to thejth
receive antenna. The elements ofH can be deterministic or random. If the channel elements
are random, normalization will be applied, so that E[|hji|2] = 1 , where|· | denotes magnitude
and E[· ] denotes the expected value function.
We assume that the channel state information (CSI) is known at the receiver. The channel
matrix at the receiver can be obtained by sending a training sequence. If the transmitter is
required to know this channel, typically we need to communicate this training information to
the transmitter via a feedback channel. For example, when thchannels are reciprocal, such as
in time-division duplex (TDD) systems, the outgoing and incoming channels are symmetric. In
this case, training-based schemes can be used to allow the transmitter to estimate the CSI [19].
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When the CSI is known at the transmitter, an optimal energy alloc tion algorithm will be used
to assign various levels of transmitted power to the transmitting antennas. However, it should be
noted that the feedback requirements are not only affected by the channel fading states, but also
grow with the number of transmit and receive antennas [20]. Because of the limitation on the
feedback channel, it is not always possible to obtain CSI at the ransmitter in realistic wireless
systems. If the channel knowledge is unknown at the transmitter, we assume that the signals
transmitted from each antenna have equal powers ofEs/Nt, whereEs is the total transmitted
power.
The noise at the receiver is anotherNr×1 vector, denoted byw, andw = [w1 w2 ... wNr ]T . The
noise componentswj are assumed to be zero mean circularly symmetrical complex Gaussian
variables:wj ∼ CN (0, N0). If we assume that the total received power per antenna equals the
total transmitted power (which implies we ignore signal attenuation, antenna gains, and etc.),
the SNR at each receive antenna can be written as SNR= Es/N0.
2.1.3 Benefits of MIMO Technology
Compared to traditional single-input single-output (SISO) systems, MIMO systems can offer
array gain, diversity gain, and multiplexing gain [3]. We briefly review each of these benefits in
the following considering a MIMO wireless system withNt transmit andNr receive antennas,
as shown in Figure 2.1.
2.1.3.1 Array Gain
Array gain is the average increase in received signal-to-noise ratio (SNR), which is achieved
due to the coherent combining effect of multiple antennas atthe receiver or transmitter or both.
If the channel is known to the multiple-antenna transmitter, he transmitter will weight the trans-
mission depending on the channel coefficients, leading to coherent combining at the receiver
through the action of the channel. The array gain in this caseis called transmitter array gain.
Alternately, if CSI is unknown at the transmitter but known at the multiple-antenna receiver, the
receiver can suitably weight the incoming signals so that they coherently add up at the output
(combining), thereby enhancing the signal, which is calledreceiver array gain [21]. Extracting
transmitter/receiver array gain requires channel coefficints known at the transmitter/receiver,




Diversity is a powerful technique to combat channel fading caused by multi-path effects. With-
out adequate diversity, the transmit power will have to be higher or the communication range
smaller to protect the information signal against channel fading. The basic idea behind diversity
is that if several replicas of the signal are transmitted over independently fading channels, then
with high probability at least one or more of these channels wi l not be in a deep fade at any
given instant [22]. If the number of diversity branches increases, this probability will increase.
In wireless communications systems, there are three types of diversity: time diversity, fre-
quency diversity, and spatial diversity. Time/frequency diversity is effective when the channel
fading is time/frequency selective, and can be exploited byspreading the information over a
time/frequency span that is larger than the coherence time/bandwidth of the channel. Com-
pared to time/frequency diversity, spatial diversity is particularly attractive since the diversity
gain can be achieved without additional expenditure of timeor frequency resources.
Under the subheading of spatial diversity, we can also categorize it into transmit diversity and
receive diversity, based on whether diversity is applied onthe transmitter or the receiver side.
Maximum ratio combining (MRC) is a frequently used scheme inreceivers to obtain receive
diversity gain. As to transmit diversity, generally it requires complete channel information at the
transmitter. But with the advent of space-time coding schemes (as shown in Figure 2.2), such
as the Alamouti scheme, implementing transmit diversity without knowledge of the channel
becomes possible. We briefly review the Alamouti scheme [23](considering aNt = Nr = 2
antennas case) in the following, as it exploits both transmit and receive diversity for MIMO






Figure 2.2: Schematic representation of space-time coding
Alamouti Space-Time Code
The scheme outlined by Alamouti is shown in Figure 2.3. The information bits are first mapped
onto complex data symbols via aM -ary modulation scheme. The encoder then takes two
11
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Figure 2.3: A block diagram of the Alamouti space-time encoder withNt = 2.
x1 and the second antenna transmitsx2. During the second transmission period,−x∗2 and
x∗1 are transmitted at the two antennas, where{·}∗ denotes the complex conjugate operation.
The transmissions in the Alamouti scheme are orthogonal, i.e. the inner product of the two
sequences[x1 −x∗2] and[x2 x∗1] is zero. That is, the receiver antenna observes two completely
orthogonal streams, which implies a transmit diversity of two. The received signals are given
by,
y11 = h11x1 + h12x2 + w11
y12 = −h11x∗2 + h12x∗1 + w12
y21 = h21x1 + h22x2 + w21
y22 = −h21x∗2 + h22x∗1 + w22. (2.4)
The scalarsyjl andwjl refers to the received signal and the noise sample, respectively, at thejth






















12y11 − h11y∗12 + h∗22y21 − h21y∗22)/(|h11|2+|h12|2+|h21|2+|h22|2)
= x2 +
h∗12w11 − h11w∗12 + h∗22w21 − h21w∗22
|h11|2+|h12|2+|h21|2+|h22|2
. (2.5)
These combined signals are then sent to the maximum likelihood (ML) decoder. We use
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d2(a, b) to denote the squared Euclidean distance between signalsa nd b, which is calcu-
lated byd2(a, b) = (a− b)(a∗− b∗). To detectx1, the decision criteria is given by [23]: choose
xi if, and only if,
d2(x̂1, xi) ≤ d2(x̂1, xk) ∀i 6= k, (2.6)
where phase-shift keying (PSK) modulation (with equal energy constellation) is considered.
Similarly, to detectx2, the decision criteria is: choosexi if, and only if,
d2(x̂2, xi) ≤ d2(x̂2, xk) ∀i 6= k. (2.7)
Comparing the detection results with the original signals,we obtain the system bit error ratio.
It is obvious that, the ML decodings forx1 andx2 is very simple and only based on linear pro-
cessing. ML decoders provide a full receive diversity gain of Nr at the receiver. The Alamouti
scheme therefore exploits the full diversity gainNt × Nr given by the transmit and receive
antennas. When we consider a system with 2 transmit antennasandNr receive antennas, a
full diversity gain of2Nr will be obtained, without channel knowledge at the transmitter [23].
Further, for any number of transmit antennas, a theory of generalized orthogonal designs to
construct space-time block codes was introduced in [24].
In the high SNR regime, a scheme is said to have a diversity gain d, if the average error proba-
bility decays according to1/SNRd [25]. Consider a MIMO system withNt transmit antennas
andNr receive antennas, and assume all the channels fade independently. Then a full diversity
order ofNtNr can be achieved, which means at high SNR the average error probability decays
like SNR−NtNr , in contrast to SNR−1 (i.e. diversity order 1) for SISO systems.
Figure 2.4 shows the bit error ratio (BER) performance of a SISO system, a2 × 1 MISO
(multiple-input single-output) system, and a2 × 2 MIMO system. For multiple antenna cases,
we use the Alamouti scheme to realize spatial diversity gain. In the Alamouti scheme, the
signal power from each transmit antenna is half of the total transmit power needed for the
single-antenna system without diversity. We can see that the BER performance of the MISO
system decays much faster (BER∝ SNR−2) than that of the SISO system. With the number of
antennas increasing at the receiver, receive diversity is obtained in the MIMO system.
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Figure 2.4: BER performance for Alamouti scheme in MIMO systems, compared to the SISO
case. (Flat Rayleigh fading channel and BPSK modulation are used.)
2.1.3.3 Multiplexing Gain
While spatial diversity gain can be achieved when multiple antennas are present at either the
transmitter or the receiver, spatial multiplexing gain requires multiple antennas at both the
transmit and receive sides [26]. Spatial multiplexing offers a linear (in the number of transmit-
receive antenna pairs) or min (Nt,Nr) increase in the capacity for the same bandwidth and with
no additional power expenditure [21]. Consider the case ofNt = Nr = 2, the maximal spatial
multiplexing gain which can be achieved is 2, without extra power or bandwidth consumption.
The basic principle of spatial multiplexing (without considering precoding techniques) is illus-
trated in Figure 2.5. The signal bit stream to be transmittedis emultiplexed intoN separate
parallel sub-streams which are then modulated and transmitted simultaneously from the an-
tennas using the same frequency band. Each receive antenna observes a superposition of the
transmitted signal sub-streams, and the detector recoversth se individual sub-streams and com-
bines them to recover the original bit stream. Various detector architectures, such as ML, zero-
forcing (ZF), minimum mean-squared error (MMSE), and successive interference cancellation
(SIC) detector etc., can be used to realize the spatial multiplexing gain. Since the transmitted
14
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sub-streams are completely different from each other, i.e.th y carry totally different data, the
system has no transmit diversity. But it provides receive diversity, as the receiver has knowl-
edge of the channel. Therefore, spatial multiplexing increases the capacity proportionally with


































Figure 2.5: Schematic representation of spatial multiplexing.
2.1.4 MIMO System Capacity
In Section 2.1.3, we stated that MIMO systems can offer substantial improvements over con-
ventional SISO systems through analysing the principles ofdiversity and spatial multiplexing.
In this section, we explore the absolute gains offered by MIMO in terms of system capacity.
The system capacity is defined as the maximum possible transmission rate for which arbitrarily
small error probability can be achieved [16]. LetQs denote the covariance matrix ofx, then the















whereH† denotes the conjugate transpose ofH. Here, tr(Qs) ≤ Es holds to provide a global
power constraint. With either knowledge ofH known or unknown at the transmitter, the optimal
form of Qs will be discussed later.
The capacityCMIMO in (2.8) is also called error-free spectral efficiency or data rate per unit
bandwidth that can be sustained reliably over the MIMO link.Thus, if our bandwidth isWb Hz,
the maximum achievable data rate over this bandwidth using MIMO techniques isWbCMIMO
bit/s [28].
We now give a brief overview of exact capacity results, categorized into the two main scenarios,
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where the channel is either known or unknown at the transmitter. Under the subheading of the
channel unknown to the transmitter, we can also break down the analysis into deterministic
channels and random channels.
2.1.4.1 Channel Unknown to the Transmitter
If the channel is unknown to the transmitter, the entries of the vectorx should be statistically





is optimal for i.i.d. Rayleigh fading. That is, the power is equally divided among the transmit























whereλ1, λ2, ...,λmin(Nt,Nr) are the nonzero eigenvalues ofWH , and
WH = HH†. (2.12)
This formulation can be easily obtained from the direct use of eigenvalue properties [29].
Equation (2.11) expresses the capacity of the MIMO channel as a sum of the capacities of
min(Nt, Nr) equivalent parallel SISO channels, each having a power gainof λi (i = 1, 2, ... ,
min(Nt, Nr)) and transmit powerEs/Nt.
2.1.4.2 Channel Known to the Transmitter
It is possible by some means, to learn the CSI at the transmitter. Typically, CSI needs to be
obtained at the receiver and sent back to the transmitter over a reliable feedback channel. When
CSI is known at the transmitter (and at the receiver), thenH is known in (2.8) and we optimize
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the capacity over choices ofQs subject to the power constraint tr(Qs) ≤ Es. The optimal tr(Qs)
in such an event is well known [27,30] and is called a water-filling (WF) solution, by assigning
various levels of transmitted power to various transmitting antennas. This power is assigned on
the basis that the higher the channel gain, the more power it allocated and vice versa. This is an
optimal energy allocation algorithm.












(β − λi)+, (2.14)
and “+” denotes taking only those terms which are positive. The scalarβ is a complicated
nonlinear function ofλ1, λ2, ...,λmin(Nt,Nr) . CMIMO−WF can be simulated using (2.13) and
(2.14) for any givenWH , so that the optimal capacity can be computed numerically [29].
2.1.4.3 Deterministic Channels
If we assume the CSI is unknown to the transmitter but known tothe receiver, we can also break
the capacity analysis down into two cases: deterministic channels and random channels. We
begin with fundamental results of deterministic channels which compare SISO, MISO, SIMO
(single-input multiple-output), and MIMO capacities.
SISO Channel Capacity










whereh is the complex coefficient of a fixed wireless channel or that of particular realization




DeployingNr antennas at the receiver, we have a SIMO system. In this case the channel matrix
in (2.10) is a column matrix, i.e.H = [h1 h2...hNr ]
T , wherehi is the channel coefficient for
theith receive antenna. NowHH† =
Nr∑
i=1











It is obvious that, increasing the value ofNr only results in a logarithmic increase in average
capacity.
MISO Channel Capacity
When we consider transmit diversity, we have a MISO system with Nt transmit antennas. Here
we usehi to denote the channel coefficient from theith transmit antenna. SinceNt > Nr, the
















The normalization, i.e.Es/(N0Nt) shows the absence of array gain in this case (compared to
the SIMO case where the channel energy can be combined coherently). Again, note that the
capacity increases logarithmic withNt.
MIMO Channel Capacity
Now, we consider the use of diversity at both transmitter andreceiver, which gives rise to the
MIMO system. The capacity is given byCMIMO−EP in (2.10) and in (2.11). The subscript
in (2.10) and (2.11) means that both results are based onNt equal power (EP) uncorrelated
sources. It has been established that [27], the capacity of the MIMO channels grows linearly
with min(Nt, Nr), rather than logarithmic increase withNt as in (2.17). Recall from sec-
tion 2.1.3.3, the spatial multiplexing gain measures the rat at which the capacity increases.





We have until now discussed MIMO capacity when the channel isdeterministic. We now
consider the case whenH is chosen randomly: we assume an ergodic block fading channel
model where the channel remains constant over a block of symbols, and changes independently
across blocks. The average SNR at each receive antenna is given byEs/N0, as E[|hji|2]=1 .
Ergodic Capacity
If the transmitted symbols span an infinite number of independently fading blocks, the Shannon
capacity, also known as ergodic capacity, is the ensemble average of the information rate over
the distribution of the elements of the channel matrixH [28]. Based on (2.11) the ergodic














The expectation operator applies in this case because the channel is random. Figure 2.6 depicts
the ergodic capacity of several MIMO configurations as a functio of Es/N0. As expected, at
the same SNR, the ergodic capacity increases withNt andNr increasing. The capacity also
becomes larger as SNR increases. We note that the ergodic capa ity of a1 × 2 SIMO channel
is greater than the ergodic capacity of a2 × 1 MISO channel. This is because MISO channels
do not offer array gain, in the absence of CSI at the transmitter.
Outage Capacity
In applications where the transmitted symbols span a singleblock only, the Shannon capacity
is zero. This is because, no matter how small the rate at whichwe wish to communicate, there
is always a nonzero probability that the given channel realization will not support this rate [3].










< R, then whatever code that is used by the transmitter,
the decoding error probability cannot be made arbitrarily small [16]. Thus, the capacity of the
channel in the strict sense is zero. An alternative performance measure is the outage capacity.
We define theq% outage capacityCMIMO−q as the information rateIc that is guaranteed for
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Figure 2.6: Ergodic capacity for different MIMO antenna configurations. (Rayleigh fading
channels are considered.)
(100 − q)% of the channel realizations,
Pr(Ic ≤ CMIMO−q) = q%. (2.19)
Figure 2.7 shows the 10% outage capacity for several MIMO configurations as a function of
Es/N0. As in the case of ergodic capacity, we can see that the outagecapacity increases with
Es/N0 and that MIMO channels provide significant improvements in outage capacity.
The outage probability for a target transmission rateR is the probability that the mutual infor-
mationIc falls below that rateR, i.e.,Pout = P (Ic ≤ R).
2.2 Cooperative Communications
As we discussed in Section 2.1, MIMO systems have recently emerged as one of the most
significant wireless techniques, as they can greatly improve the channel capacity and link relia-
bility of wireless communications. However, these improvements come at the cost of requiring
the antennas on a MIMO device to have sufficient spacing for uncorrelated fading [4]. If the
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Figure 2.7: 10% outage capacity for different MIMO configurations.(Rayleigh fading channels
are considered.)
antenna spacing reduces, i.e. independent fading cannot beobtained for each pair of antennas,
the efficiency will be degraded, resulting in lower MIMO capacity. Moreover, implementing
MIMO technology usually results in higher hardware processing costs, which is a critical con-
straint for a typical wireless product. Some handsets and nodes in a wireless sensor network
may not be able to support multiple transmit antennas [31]. Cooperative communication is
a practical alternative to a MIMO system when the size, cost,r hardware complexity of the
wireless device is limited, which allows single-antenna nodes in a multi-user scenario to share
their messages [32].
The advantages of MIMO systems have been presented in Section 2.1; similar to MIMO, co-
operative communication could generate diversity, but in anew and interesting way. For an
explanation of the basic ideas, we refer to Figure 2.8, whichshows two mobile users com-
municating with a base station. Each user has only one antenna a d thus cannot individually
generate receive diversity. However, due to the inherentlybroadcast nature of wireless commu-
nications at the base station, it may be possible for one userto r ceive the information intended
for another user, in which case it can help to forward some version of the received information
21
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Figure 2.8: Cooperative communications.
to the destination. Because the fading channels to the two users are statistically independent,
this could generate receive diversity.
Because of diversity, the channel’s achievable rates increase, as the negative effects of shad-
owing and small scale fading can be effectively combated. Furthermore, due to cooperation
diversity, the error probabilities at the destination willbe reduced. Cooperation among differ-
ent users is therefore a good way to improve wireless networkreliability and capacity [33] [34].
In this section, we will firstly outline some cooperation configurations and operation types.
This will be followed by an investigation of typical cooperation protocols and a comparison of
their achievable rates. Some relaying schemes will then be presented.
2.2.1 Configurations and Operation Types
The basic ideas behind cooperative communications can be trac d back to the ground breaking
work of Cover and El Gamal on the information theoretic analysis of the relay channel [35].
A classical relay channel is a three terminal network consisti g of a source (S), a relay (R),
and a destination (D) [36], as shown in Figure 2.9(a). It was assumed that all nodes operate in
the same band. From the viewpoint of the source, the system becomes to a point to multiple-
point channel, which is often called a broadcast channel (BC). And from the viewpoint of the
destination, it represents a multiple-point to point channel which behaves like the so-called
multiple access channel (MAC) [37].
Cooperative communication is not limited to the classical relay channel, this concept can be
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extended to larger network architectures. Figure 2.9 depicts various relaying configurations
that arise in wireless networks, such as the parallel relay channel in Figure 2.9(b), the virtual
MIMO channel in Figure 2.9(c), and the two-way relay channeli Figure 2.9(d). The two-way
relay channel is modelled as two source nodes exchanging information with the help of a relay.
The virtual MIMO channel will be investigated in detail in Section 2.4.
Source 2 













Figure 2.9: Cooperation architectures: (a) classical relay channel, (b) parallel relay channel,
(c) virtual MIMO channel, (d) two-way relay channel.
The relay operation types are summarized in Table 2.1. For type I, the source terminal com-
municates with the relay and destination terminals during the first time slot. In the second time
slot, both the relay and source terminals communicate with the destination terminal. Type I
realizes maximum degrees of broadcasting and receive collision. For type II, only the relay
terminal communicates with the destination terminal in thesecond time slot. This type realizes
a maximum degree of broadcasting and exhibits no receive collision. As to the third type, the
destination terminal chooses not to receive the direct signal during the first time slot. Types I,
II and III were proposed in [38], [39] and [40], respectively. A performance comparison among
the three types can be found in [38]. Note that, while the signal transmitted to the relay and
23
Background
destination terminals over the two time slots is the same undr type II, types I and III can poten-
tially convey different signals to the relay and destination terminals. This fact can be exploited
in practice in the context of space-time code design [38].
As operation types II and III are essentially derivatives oftype I, we focus on Type I for
analysing the classical (three-terminal) relay channel. When the virtual-MIMO channel (as
shown in Figure 2.9 (c)) is considered, we will then move to operation type II (where Desti-
nation 1 serves as the relay), as it is more relevant to compare with the corresponding MIMO
system.
Time Slot / Type I II III
1 S→ R, D S→ R, D S→ R
2 S→ D, R→ D R → D S→ D, R→ D
Table 2.1: Three Different Time-division Based Relay Types. (Note S, R, and, D stand for the
source, relay, and destination terminals respectively.A → B signifies communica-
tion between terminalA andB.)
2.2.2 Equivalent Channel Model
We start with the classical relay channel in Figure 2.9(a), and the cooperative operation Type I
in Table 2.1.
For direct transmission, our baseline for comparison, we model the channel as,
yd = hsdxs + wd. (2.20)
Compared to the MIMO channel model (2.1), we use the subscript s, r, andd, to classify the
transmitted (or received) symbols at the source, relay and destination, respectively. The channel
coefficient is denoted byhij , wherei ∈ s, r andj ∈ r, d. We restrict our discussion to the case
that CSI is known to (i.e. accurately measured by) the appropriate receivers, but unknown to
the transmitters. The noise is denoted bywj (j ∈ r, d), andwj ∼ CN (0, N0). Without loss of
generality, the noise powerN0 is normalized to unity.
We now consider the transmission into two slots for cooperative communications. During the
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first time slot, we assumexs,1 as the source transmitted signal, and obtain,
yr = hsrxs,1 + wr, (2.21)
yd,1 = hsdxs,1 + wd, (2.22)
whereyr andyd,1 are the received signals at the relay and destination duringthe first time slot,
respectively. For the second time slot, we model the received signal as,
yd,2 = hsdxs,2 + hrdxr + wd, (2.23)
wherexs,2 andxr are the source and the relay transmitted signals over the second time slot.
2.2.3 Cooperation Protocols (DF, AF, and CF)
In this part, we will describe three typical cooperative transmission protocols that can be utilized
in the network of Figure 2.9. These protocols determine whatt e individual relay should do
after receiving the signal, employ different types of processing at each relay terminal. We allow
the relay to amplify its received signal subject to its powerconstraint, or to decode, re-encode
and re-transmit the message, or to forward a quantized and compressed version of the message
employing a source coding method. We refer to these three options as amplify-and-forward
(AF), decode-and-forward (DF), and compress-and-forward(CF), respectively [9]. It should
be noted that the simplest compress-and-forward protocol is amplify-and-forward, in which the
relay simply amplifies the signal before forwarding.
Amplify-and-Forward
Under amplify-and-forward, the relay receives a noisy version of the signal transmitted by the
source. As the name implies, the relay then amplifies and retransmits this noisy version,
xr = δyr. (2.24)








whereEs,1 is the source power during the first time slot, defined asEs,1 = E[|xs,1|2]; Er is the
relay power withEr = E[|xr|2].
The destination terminal receives a superposition of the relay transmission and the source trans-
mission during the second time slot. Then the received signals at the destination over the two
time slots are given by,
yd,1 = hsdxs,1 + wd,
yd,2 = hsdxs,2 + hrdhsrδ xs,1 + ŵd,
(2.26)
where the effective noise term̂wd ∼ CN (0, N ′0), and
N ′0 = N0 + N0|hrd|2δ2. (2.27)
Although noise is amplified by cooperation, the destinationreceives two independently faded
versions of the signal and can make better decisions for the tansmitted symbols than the direct
transmission [41].
Decode-and-Forward
For the decode-and-forward protocol, during the first time slot, the signal received at the relay
terminal is given by (2.21). The relay now demodulates, decos, re-encodes and retransmits
the signal,
xr = x̂s,1, (2.28)
wherex̂s,1 denotes the relay’s estimate ofxs,1. Assume that the signal is decoded correctly
(i.e. x̂s,1 = xs,1 ) and retransmitted at the relay. Then we obtain the receivedsignals at the
destination over the two time slots,
yd,1 = hsdxs,1 + wd,
yd,2 = hsdxs,2 + hrdxs,1 + wd.
(2.29)
But it is possible that detection by the relay is unsuccessful, in which case cooperation could be
detrimental to the eventual detection at the destination terminal. To avoid the problem of error
propagation, Lanemanet al. [39] proposed an adaptive relaying scheme where the relay only




The compress and forward protocol has the relay forwarding aquantized and compressed ver-
sion of the received signal. The relay node can employ standard quantization, or some source
coding technique, when compressing the signal.
According to Proposition 1 in [42], suppose that receiver 1 and 2 receives the i.i.d. circular
complex Gaussian signalsy1 andy2, andy1 is compressed with a rateRC and forwarded to
receiver 2, then this system is equivalent to a system where rec iver 2 has two antennas that
receive the signals, 




wherewc is i.i.d. circular Gaussian noise, which is independent ofy1 andy2, called the com-
pression noise. If the relay node employs Wyner-Ziv (WZ) Coding [43], one of the source
coding techniques, to compress the signal, compression noisewc has the power,
σ2wz =
E[|y1|2]E[|y2|2] − |E[y2y∗1 ]|2
(2RC − 1)E[|y2|2]
. (2.31)
Here, we consider the same assumption as above, the final signl received at the destination
during the second time slot is,
yd,2 = hsdxs,2 + hrdxs,1 + wc + wd. (2.32)
Specifically, we implement the WZ coding technique at the relay, and assume that the noise
powerN0 is normalized to unity. Then we have,
σ2wz =
|hsr|2Es,1 + |hsd|2Es,1 + 1
(2RC − 1)(|hsd|2Es,1 + 1)
, (2.33)









Note that, besides the WZ coding technique, the relay can also employ a standard source coding
technique when compressing the signal, at the cost of a slightly lower achievable rate in theory.
We have published one paper [44], where a practical CF cooperation using standard source
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coding at the relay was proposed for a three-terminal classic l relay network. It is shown that
standard source coding is much simpler for the CF protocol and also performs well in practical
scenarios. The framework of the relay receiver and two practic l source coding algorithms are
also analysed in [44].
Compared to AF, the CF protocol can provide better performance, but it is a little more com-
plicated as the relay needs to quantize the signal before forwarding. Moreover, the DF protocol
outperforms CF when the relay is closer to the source. On the or hand, the CF protocol
provides higher rates when the relay is closer to the destination [9] [10]. Simulation results
confirming these trends will be presented later in this section.
2.2.4 Rates Comparison of Cooperation Protocols
In this subsection, the achievable rates of three cooperation protocols will be compared. We
use the channel model described in Section 2.2.2, where classi al relay model is considered,
as Figure 2.10 shows. We assume the channels experience independent Rayleigh fading, and
suppose that the source node transmits with powerEs,1 during time slot 1, and with powerEs,2
during the second time slot, andEs,1 = Es,2 = 0.5Es. The relay node transmits with power









Figure 2.10: A time-division one-relay network.
The capacity of the general relay channel was studied in [45]. The relay channel combines a
broadcast channel (from the source to the relay and destination) and a multiple-access channel
(from the source and relay to the destination). Consider thecase where the relay decodes
the received signal during time slot I, re-encode it and transmit during time slot II. Using the
Theorem 15.7.1 in [45], we get the following achievable ratefor the DF protocol,
RDF = min {RDF1, RDF2} ≤ min {I(xs; yryd|xr), I(xs, xr; yd)}, (2.35)
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whereI(·) means mutual information. The first termI(xs; yr, yd|xr) upper bounds the max-
imum rate of information transferred from the source to the relay and destination given the
condition ofxr, which is the mutual information from the region of the broadc st channel. The
second termI(xs, xr; yd) bounds the mutual information between the senders and the destina-
tion, from the perspective of the multiple-access channel.Thus we have [9,10],





























1 + |hsd|2Es,2 + |hrd|2Er
)
. (2.37)
Two time slots are considered in bothRDF1 andRDF2. Inserting (2.36) and (2.37) in (2.35), the
achievable rate for the DF protocol is obtained.
Instead of using the DF protocol, an alternative method is tolet the relay forward a quantized



















where the WZ coding technique is assumed at the relay andσ2wz is the power of the compression
noise defined in (2.33). When we consider the compression rateRC given in (2.34), we have,
σ2wz =





Inserting (2.39) in (2.38), we get the achievable rate of theclassical relay system using CF
protocol.
The AF protocol is a special case of CF, in which case the relayonly amplifies the signal before
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Assume that the powerEs = Er = 5.0 dB, for reference the noise level is 0.0 dB. The chan-
nels experience Rayleigh fading withE[|hsd|2] = E[|hrd|2] = 0.0 dB, and various values of
E[|hsr|2]. Then we obtain the simulation results for the achievable rat s of typical protocols
RDF, RAF, andRCF, and the rate of direct transmissionRNC, shown in Figure 2.11. It can be
seen that, if|hsr|2 < |hsd|2, the DF protocol will not work effectively, and only the AF and CF
protocols should be used. The CF protocol can be used for all ch nnels and always provides a
rate gain over the direct transmission. But as|hsr|2 becomes larger compared to|hsd|2, the DF
rate will eventually become larger than the CF rate. It meansthat the DF protocol outperforms
the CF protocol when the relay gets closer to the source.



































The above Sections 2.2.3 and 2.2.4 show three typical cooperation protocols, which are related
to the behavior of individual relays, i.e. what each relay terminal should do after receiving
signals. Now, we will briefly illustrate how to deal with the case when several relays exist in
the wireless network. Three kinds of cooperation schemes will be presented, which are a fixed
relaying scheme, selection relaying scheme and opportunistic relaying scheme.
Fixed Relaying
For fixed relaying, the relays are allowed to decode-and-forward, amplify-and-forward, or
compress-and-forward the received signals, and the relaysare always active. It means that
the relay terminals must take part in the cooperation no matter what the channel gains to the
source and destination are.
As discussed in Section 2.2.4, fixed DF relaying is limited bythe channel gain between the
source and relay. Laneman et al. [39] thus proposed a selection relaying scheme to overcome
the shortcoming of fixed relaying.
Selection Relaying
The selection relaying scheme is proposed in [39], and then extended in [41] for a distributed
network. The basic idea behind this scheme is that, if the fading coefficients are known to
the appropriate receivers, the relays can adapt their transmission behaviors according to the
measured values of channel coefficients. A certain threshold is thus needed. The transmissions
during the second time slot are performed only by a subsetD of K relays which satisfy:
|hsk|2 > (22RE−1)N0/Es (2.42)
whereRE is the pre-defined end-to-end spectral efficiency in bits/s/Hz. The decoding process
at the relayk which satisfies equation (2.42) is assumed to be successful,i.e. no outage event
happens during the first time slot.
Thus if the measured channel coefficient between the source and relay falls below the threshold,
the relay terminal will not take part in the cooperation, as the first relay shown in Figure 2.12.
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Figure 2.12: Schematic representation of the selection relaying scheme. (S, R, and, D stand for
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Figure 2.13: Schematic representation of the opportunistic relaying scheme. (S, R, and, D
stand for the source, relay, and destination terminals respectively.)
relay shown in Figure 2.12.
Opportunistic Relaying
The opportunistic relaying scheme proposed by Bletsas [46,47] is a best-single-relay-selection
scheme. The best relay is selected from the subsetD defined in (2.42). Then only the best
relay is used for cooperation, as shown in Figure 2.13. The motivation is based on an aggregate
power constraint. If we obtain the best relay, the relay willuse the total relay power without
sharing with other relays or causing interference to other us rs.
For an opportunistic relaying scheme using the DF protocol,the best relay is chosen to maxi-
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mize the instantaneous channel gain between the relayk and destination for allk ∈ D [47]. For
the case of AF, the best relay is selected to maximize the mutual information, i.e. to minimize
the outage probability [46]. It is shown that opportunisticrelaying (with either DF or AF) is
not only simple, but also obtains a full cooperative diversity gain. It reveals that cooperation
offers diversity benefits even when cooperative relays choose not to transmit but rather choose
to cooperatively listen [47].
A detailed comparison between the three cooperation schemes in t rms of channel capacity and
outage probability can be found in [39,41,46,47].
2.3 Basic Review of Virtual-MIMO Systems
Recall from Section 2.2.1, the virtual-MIMO channel is a particular relaying configuration of
cooperative communications, where the neighbour single-ant nna terminals contribute their
antennas and work together to form a virtual antenna array. When virtual antenna arrays are
created at both ends of the communication, the system may expect some traditional MIMO
benefits, so called as a virtual-MIMO system. A schematic diagram represents the virtual-












Figure 2.14: Schematic representation of a virtual-MIMO wireless system withNt transmitters
andNr receivers.
To demonstrate the benefits from cooperation in the virtual-MIMO systems, we start with a
simple configuration with two single-antenna transmittersand two single-antenna receivers.
This kind of virtual-MIMO system was proposed and analyzed in [5, 48]. In this section, the
system model of the two-transmitter two-receiver virtual-MIMO configuration will firstly be




Consider an ad hoc network with two clustered transmitters and two clustered receivers as
shown in Figure 2.15. The terminals within a cluster are assumed to be close together, but
the distance between the transmitter and receiver clustersi large. The data channel gains are
denoted byh1, ..., h4. Let [x1, x2]T denote the transmit signals and[y1, y2]T denote the received
signals.Es1 , E[|x1|2] andEs2 , E[|x2|2] denote the transmission powers and we assume
Es1 + Es2 = Es. In accordance with the above sections, the noise at each receiver is assumed
to follow CN (0, N0).
There are three orthogonal communication channels: the long-ra ge data channel between the
transmitter and receiver clusters, the cooperation channel between the transmitters, and the
cooperation channel between the receivers. Suppose that the cooperation is operated by way of
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Figure 2.15: System model of a virtual-MIMO system with two clustered transmitters and two
clustered receivers. (TX and RX stand for the transmitter andreceiver, respec-
tively.)
If there is neither transmitter nor receiver cooperation, Transmitter 1 wishes to send information
to Receiver 1, and likewise Transmitter 2 to Receiver 2. The system will be a Gaussian inter-



















The capacity improvement from cooperation will be investigated in the following.
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2.3.2 Capacity Gain from Cooperation
For the virtual-MIMO system we described in Section 2.3.1, there exist three types of coop-
eration, transmitter-side cooperation, receiver-side cooperation, and transmitter-and-receiver
cooperation:
Transmitter-side Cooperation: If the transmitters were allowed to jointly encode their mes-
sages, the channel would be a multiple-antenna BC (i.e. a multiple-antenna point to
multiple-point channel), for which dirty paper coding (DPC) is capacity-achieving. Mo-
tivated by this, [48] proposed a strategy where the two transmitters first fully exchange
their intended signals over the orthogonal cooperation channel, followed by the trans-
mitters jointly encoding both signals using the DPC technique. Here the DPC technique
refers to methods for pre-subtraction of known interference at the multiple-antenna trans-
mitter. It requires CSI for the wireless link to each receiver is known perfectly at the
transmitter. Tomlinson-Harashima precoding can be used asa DPC method [50]. The
capacity achieved by DPC can be equal to the multiple-antenna BC capacity (with a two-
antenna transmitter)CBC, but is also limited by the conference link capacityC between
the two transmitters. Thus the cooperation sum rate is,
RTX = min(C,CBC), (2.44)
whereCBC denotes the two-antenna BC capacity. As demonstrated in [5,37], CBC is
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whereCBC has been maximised atEs1 = Es2 = Es/2, as it is symmetric inEs1, Es2.
Receiver-side Cooperation:Assuming non-cooperating transmitters, we consider receiv r-
side cooperation in the virtual-MIMO system here. It has been shown in Section 2.2.4
that, compared to AF and DF, the CF protocol provides superior performance and there-
fore serves as the best candidate for such receiver-side cooperation. Suppose Receiver
1 employs CF to send a compressed version of its own observation to the Receiver 2
through the orthogonal cooperation channel. When using theWZ coding technique, the
compression noise variance is given by (2.31) on page 25, whereRc needs to be replaced
by C. Thus Receiver 2 has a noisy version of Receiver 1’s signal, the network is equiva-
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lent to a multiple-antenna MAC (i.e. a multiple-point to multiple-antenna point channel).
Therefore, when the compression noise is small enough, the sum rate of the receiver-side
cooperationRRX can approach the capacity of the multiple-antenna MAC (witha wo-
antenna receiver)CMAC , that isRRX → CMAC . As demonstrated in [5, 42], the upper
















whereCMAC has also been maximised atEs1 = Es2 = Es/2.
Transmitter-and-receiver Cooperation: The cooperation methods described above can be
combined, i.e. the transmitters exchange their messages and the perform DPC, while the
receivers cooperate using the CF protocol. This strategy could exploit both transmit and
receive cooperation diversity, but the system sum rateRTXRX can also be limited by the
capacityC on the orthogonal cooperation channels. WhenC is high, the virtual-MIMO
system with transmitter-and-receiver cooperation could approach the ideal MIMO per-















We refer the reader to [5] for detailed analysis ofRTX , RRX, andRTXRX.
It has been shown in [5, 48] that, for a weak cooperation channel (i.e. when capacityC is
very small), the sum rates of both the transmitter-side cooperation and transmitter-and-receiver
cooperation are impaired. This is due to the fact that each transmitter decodes the signal of the
other, which will become the limiting factor on performance. On the other hand, receiver-side
cooperation always performs better than or as well as noncooperative transmission. WhenC is
large, the sum rates of transmitter-side cooperation and receiv r-side cooperation approach the
the two-antenna BC capacity and MAC capacity, i.e.RTX → CBC andRRX → CMAC . Note
that as a duality exists between the uplink and downlink, we haveCBC = CMAC . AsC increases
further,RTX andRRX are bounded byCBC andCMAC , but the rate of transmitter-and-receiver
cooperation continues to improve and approaches the MIMO channel capacityCMIMO .
It should be noted that, both the transmitter-side cooperation and transmitter-and-receiver co-
operation need to use the DPC technique. Even though DPC is capacity-achieving, it requires
CSI to be fully known to the transmitters. A reliable feedback channel is thus needed to com-
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municate this information. But in realistic wireless systems, because of the limitation on the
feedback channel, it is not always possible to obtain perfect CSI or even partial CSI at the trans-
mitters. When CSI is unknown to the transmitters, the optimal power assigned for the two trans-
mitters will beEs1 = Es2 = Es/2, andCMIMO thus decreases toCMAC andCBC [5]. In this
case, receiver-side cooperation is a good way for achievingclose to MIMO performance [7,8].
This is the subject of this thesis.
2.4 Conclusions
This chapter provided some background on the point-to-point MIMO system and cooperative
communications. In the first part, the principles of diversity and spatial multiplexing in MIMO
systems were analyzed. It was followed by the study of MIMO channel capacities for the two
cases when the channel is known and when it is unknown to the transmitter. It was shown
that, MIMO systems can provide significant improvements over th conventional SISO case, in
terms of both higher channel capacity and better link reliability.
In the second part, cooperative communication was introduce as a practical alternative to
MIMO systems, when the transmitter or receiver may not be ablto support multiple antennas.
Typical cooperation protocols, i.e. DF, AF, and CF, and their rates comparison were illustrated.
It was shown that the achievable rate of DF is higher when the relay is close to the source, but
CF outperforms DF when the relay gets closer to the destinatio . Several cooperation schemes
related to the behavior of several relays in a wireless network ere also studied.
Finally, a brief review of the virtual-MIMO system was given. Transmitter-side and/or receiver-
side cooperation schemes were analyzed. Receiver-side cooperation was shown as a good way
for achieving almost MIMO performance, when the CSI is unknow to the transmitters.
The virtual-MIMO system using receiver-side CF cooperation is the subject of this thesis. We
will assess the system performance in Chapter 3, and presentan efficient source coding tech-
nique at the relay in Chapter 4. The effects of carrier frequency offsets and how to overcome
them will also be illustrated. A singular value-based adaptive modulation and cooperation






In this chapter, a cooperative virtual-MIMO system using two transmit antennas that imple-
ments bit-interleaved coded modulation (BICM) transmission and compress-and-forward (CF)
relay cooperation among two receiving nodes is presented. To perform CF cooperation, we
propose to use standard source coding techniques for virtual MIMO detection, based on the
analysis of its expected rate bound and the tightness of the bound. Since the relay and the des-
tination are closely spaced, we firstly assume an error-freeconference link between them, to
focus on investigating the achievable gain from the CF cooperation. Then the system through-
put expression and upper bounds on the system error probabilities over block fading channels
are derived. Results show that the relay enables the proposed c operative virtual-MIMO system
to achieve almost ideal MIMO performance with low source coding rates. Furthermore, when
we consider a non-ideal cooperation link for practical considerations, a channel-aware adaptive
CF scheme is proposed, so that the relay could always adapt its source coding rate to meet
the data rate on the non-ideal link. Because of the short-range communication and the pro-
posed scheme, the impact of the non-ideal link is too slight to impair the system performance
significantly.
To concentrate on the system performance assessment, this chapter only considers an optimal
vector quantization (VQ), i.e. the Voronoi VQ, at the relay.An alternative VQ will be proposed
in Chapter 4, so that the complexity of codebook design will be reduced.
The remainder of this chapter is organized as follows. Section 3.1 introduce the background
and motivation of this chapter. Section 3.2 specifies the system model. We analyze the CF
cooperation with source coding techniques in Section 3.3, and derive the system throughput
and the upper bounds on the system error ratios in Section 3.4. The impact of a non-ideal
cooperation link is studied in Section 3.5. Section 3.6 shows the simulation results, and Section
3.7 concludes the chapter.
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3.1 Introduction
As mentioned in Chapter 2, multiple-input multiple-output(MIMO) systems have recently
emerged as one of the most significant wireless techniques, as it c n greatly improve spectral
efficiency, channel capacity and link reliability of wireless communications [29] [51]. These
benefits have encouraged extensive research on a virtual MIMO system where the transmitter
has multiple antennas and each of the receivers has a single atenn [5, 52]. Results in [53]
suggest that the virtual MIMO technique can provide significant energy efficiency, even with
fading coherence time and channel estimation overheads taken into account.
In a broadcast channel scenario of the virtual MIMO system, coordination is allowed among the
transmit antennas but not among the receive nodes, see e.g. [6, 37, 54]. While the above works
suggest that the sum capacity of the virtual MIMO system can be achieved by dirty paper coding
at the transmitter and the capacity increases linearly withthe number of transmit antennas, they
all rely on the assumption that channel state information (CSI) for the wireless link to each
receiver is known perfectly at the transmitter. However, CSI needs to be obtained at the receiver
and sent back to the transmitter over a reliable feedback channel. The feedback requirements
are not only affected by the channel fading states, but also growing with the number of transmit
and receive antennas [20]. Because of the limitation on the feedback channel, it is not always
possible to obtain perfect CSI or even partial CSI in realistic wireless systems.
When the transmitter does not have CSI in the virtual-MIMO system, receiver-side local co-
operation is a good way for achieving capacity gains [7, 8], as shown in Figure 3.1. Single-
antenna nodes, which may not be able to use multiple antennasdue to size and cost limitations,
can work together to form a virtual antenna array. For example, suppose a customer carries
some mobile terminals that include a single-antenna 3GPP enabl d user device and one or
more simple relay devices. Since the distance between the devices is general much shorter than
that from the base station, the devices could cooperate throug their short-range Wi-Fi, Blue-
tooth, or Ultra-Wideband communications links. With such cooperation, the customer could
expect traditional MIMO benefits as if single-antenna user device had multiple antennas. Note
that receiver-side communication used for cooperation is realized via an orthogonal channel
and allows much higher transmission rate and frequency reuse compared to the long-distance
transmitter-to-receiver communication.
Motivated by the above practical scenario, we consider a cooperative virtual-MIMO system in
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Figure 3.1: Background of Virtual MIMO Systems.
this chapter, with one remote multi-antenna transmitter sending information to several closely
spaced single-antenna receivers. As for the cooperation prtocol, since the relays get closer to
the destination in our scenario, it has been shown in Chapter2 that, compared to amplify-and-
forward (AF) and decode-and-forward (DF), the compress-and-forward (CF) protocol provides
superior performance [9] [10] and therefore serves as the best candidate for this system. Fur-
thermore, we implement the bit-interleaved coded modulation (BICM) technique [55] to pro-
vide forward error correction (FEC). BICM separates the aspects of coding and modulation by
bit-interleaving, so that a symbol error at the decoder doesnot cause consecutive error bits in
the codeword, which improves system performance. Note thatthe virtual-MIMO system stud-
ied here is not limited to BICM, other FEC coding schemes, such as Turbo coding or LDPC
coding, could also be employed according to different application requirements.
In recent years, research in CF cooperation has mainly focused on the classical three terminal
relay channel, such as [7,9,10,56–58]. The capacity performance of a scenario where the relay
is very close to the destination is investigated in [56,57].The cooperation in [7,58] is realized
by way of an error-free conference link between the relay andthe destination. Ng et al. [58] also
compares the one-shot cooperation with a two-round iterative conference scheme. An exten-
sion of the classical CF cooperation to a virtual-MIMO system was introduced in [5], where an
achievable cooperative capacity was analysed theoretically. One relevant work [59] describes
a virtual-MIMO scheme, but focuses on relay node selection.Its channel model explicitly in-
cludes noise due to the AF process. Two recent papers, [60] and [61], consider a virtual-MIMO
channel with partial cooperation among users. However, a simple AF protocol is considered,
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and the transmitter needs partial CSI to perform beamforming, which may be an impractical
requirement for the single-antenna receiver. This chapterdeals with a practical virtual-MIMO
system with BICM transmission and CF cooperation. To the best of our knowledge, this is
the first attempt to investigate the effect of the CF cooperation using standard source coding
at the relay, which could enable the virtual-MIMO system to achieve almost MIMO perfor-
mance. Although the principle could be applied to any virtual-MIMO configuration, we start
with a simple configuration with a two-antenna transmitter and two single-antenna receivers, to
demonstrate the achievable performance improvements and sensitivities.
We now summarize the main contributions of this chapter: Firstly, we present a practical
virtual-MIMO relay system that implements BICM transmission. The short range links within
the receiver group enable CF cooperation. Next, to perform CF cooperation at the relay, we pro-
pose that, a standard source coding technique should be usedrath r than Wyner-Ziv coding for
practical considerations. The nature of the system with a multi-antenna transmitter will reduce
the benefit from the Wyner-Ziv coding, based on the analysis of it expected rate bound and the
tightness of the bound. Moreover, we state the system througput expression and upper bounds
on the system error probabilities over block fading channels. With sufficient source coding
rates, the cooperation of the receivers enables the virtual-MIMO system to achieve almost ideal
MIMO performance. Finally, a comparison of ideal and non-ideal conference links within the
receiver group is investigated. It is shown that, considering the short-range communication and
using a channel-aware adaptive CF scheme, the impact of the non-ideal cooperation link is too
slight to impair the system performance significantly.
3.2 System Model
A cooperative virtual-MIMO network is considered, with oner moteNt-antenna transmit-
ter sending information toNr closely spaced single-antenna receivers. To focus on the per-
formance and practical implementation of the CF cooperation, we simplify the system to the
Nt = Nr = 2 antennas case, as shown in Figure 3.2. Further performance improvements are
expected for the case of more cooperating terminals equipped with larger numbers of antennas.
BICM, which introduces a spatial and temporal bit interleavr into the transmitter, is employed
here to provide forward error correction and improve systemperformance. At the transmitter, a
rate-Rb linear binary convolutional encoder is considered. The coded bits are then interleaved
through an ideal random bit interleaver (int.), which rearranges the coded bits using a random
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permutation. In each stream after the demultiplexer (or demux), groups ofm bits are mapped
onto complex data symbols via Gray-labeled2m = M -ary quadrature modulation (QAM) or
phase-shift keying (PSK) whose signal constellation isX . The transmission rate isNtmRb bits











































Figure 3.2: System model of the cooperative virtual-MIMO system. (TX and RX stand for the
transmitter and receiver, respectively,Nt = 2, Nr = 2.)
Since the transmitter is far away from the receiver group, weassume the channels between
them are block fading, which is practical and particularly relevant in wireless communications
situations [62]. Thus a block fading channel model withN fading blocks is assumed here,
with each block having lengthL symbol periods. Fading is flat and constant on each block,
but independently Rayleigh distributed on different blocks. When we consider a single symbol











whereHn denotes thenth block fading channel matrix, with eachhin(i ∈ [1, ..., 4]) is inde-
pendent and identically distributed (i.i.d.). We also definthe vectorxnl =[x1n1, x2nl]T, where
xi′nl(i
′∈ [1, 2]) presents thelth M -ary symbol transmitted on thenth channel from thei′th an-
tenna. The noise vectorwnl =[w1n1, w2nl]T, with componentswi′nl ∼CN (0,N0). The scalars
yrnl andydnl are the received signals at the relay and the destination. Note that the index nota-
tion (inl) is used to emphasize the block fading nature of the virtual-MIMO channel. Moreover,
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without loss of generality, we assume normalized Rayleigh fading, so that E[|hin|2]=1 , where
|· | denotes magnitude and E[· ] denotes the expected value function. The average transmit-
ted power per modulation symbol is E[|xi′nl|2] = Es/Nt. We normalize the total transmitted
powerEs to unity, and the corresponding power per bit isEb = Es/(mRb). Then the average
signal-to-noise ratio (SNR) will be SNR=1/N0. We assume that perfect CSI is available at the
receivers only.
There exist two clustered receivers, the destination and the helping relay. As the receivers are
closely spaced, it is reasonable to expect that the communication between the two receivers
is much better and more stable than that between the transmitter and receivers. It is highly
likely that we could achieve high channel capacity with highreliability on this short range link.
Hence as also considered in [7], [63] and [58], we assume the two receivers cooperate by way
of an error-free conference link, with capacityC, as shown in Figure 3.2. We consider one-
shot conference cooperation [58], [64], which requires thedestination to decode the signal sent
over the conference link. The CF protocol is chosen here, so that a compressed version of the
signals, denoted by′rnl, will be passed to a standard transmitter and sent over the cooperation
or conference link , as will be illustrated and detailed in Section 3.3.
The destination is assumed to be equipped with a receiver which observes signalsydnl from
the transmitter, and an intra-cluster receiver which observes signals from the relay, written as
y′rnl because of the error-free conference link, as shown in Figure 3.2. We denote the received
signals at the destination asynl = [y
′
rnl ydnl]
T. Next the destination performs joint maximum-
likelihood (ML) demodulation of the signalynl, and computes the log-likelihood ratio (LLR)
for each coded bit. The two path LLRs are combined into one output stream by the multiplexer,
and then reordered into their original positions by the deinterleaver (int.−1). Finally, the de-
coder accepts the LLRs of all coded bits and employs a soft-input Viterbi algorithm to decode
the signals. Thus, with help from the relay, the single-anten a destination receives two path
signals. Although the compressed signaly′rnl includes some compression noise, a good quality
compression process will allow the destination to usey′rnl for MIMO decoding.
3.3 Compress-and-Forward Cooperation
This virtual-MIMO operation is performed by the receiver-side cooperation on the conference
link. In order to avoid interfering with the data from the transmitter, the conference link is
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realized via an orthogonal channel to the transmitter array. That is, two different frequency
bands are used for transmitting and receiving signals at therelay. Compared with the long
range data channelHn, the orthogonal conference link is much shorter-range and could be
reused many times for short hops in the coverage area of the long range link. Thus cooperation
will not affect the overall system throughput. The relay mayhelp the virtual-MIMO system to
achieve almost ideal MIMO performance.
As to cooperation protocols, the Alamouti space-time blockcoding (STBC) based DF scheme
[65] could be implemented, with two signalsx1nl andx2nl transmitted in one symbol period,
and−x∗2nl andx∗1nl originated fromx1nl andx2nl, sent in the next symbol period. But the
spectral efficiency of the Alamouti DF scheme is only one-half of that with CF or AF protocols,
causing a drastic performance degradation, as will shown insection 3.6. Further, because AF
requires the relay to amplify its received signal and also the noise, an AF-relayed packet may
become too noisy to be used. The CF protocol, which provides better performance when the
relay is closer to the destination [42], is the best candidate and thus implemented in this virtual-
MIMO system.
3.3.1 Receiver-side Cooperation Using CF protocol
To perform CF cooperation, a standard source coding technique is employed for practical con-
siderations. That is, the relay is equipped with a vector quantizer (VQ). The key tasks of the
relay thus include constructing a good codebook and quantizing the received signals. We as-
sume a fixed quantization rate (i.e. source coding rate), denoted byRc bits/sample. Since the
two receivers cooperate by way of an error-free conference link, unless otherwise stated, the
link capacityC is assumed to be equal to the fixed source coding rateRc.
The codebook design at the relay is based on the desired codebo k size which equals2C and
requires knowledge of the noise-free constellation. Besides signal symbols, some control in-
formation such as the modulation type is also transmitted oncontrol channels in practice. Then
the relay could construct the noise-free constellation of the received signals, i.e. the constella-
tion of h1nx1nl+h2nx2nl. The codebook design based on this constellation will be simple and
efficient. Further, Voronoi VQ [66] is employed at the relay to design the codebook, as it has
the advantage that the codebook is optimal in the sense of minimis g average distortion. To
implement this VQ, the LBG algorithm which performs an iteraive design of the codebook, is
used [44]. A detailed explanation of the Voronoi VQ will be provided in Section 4.3.1.1.
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After the Voronoi VQ, a compressed version of the signaly′rnl will be passed into a standard
transmitter and transmitted over the conference link. In [63] and [67], it is demonstrated that,
if y′rnl|yrnl is assigned a Gaussian distribution, adding toyrnl a Gaussian compression noise
could modely′rnl. In our system where the transmitter has multiple antennas with QAM or
PSK modulation and slow Rayleigh fading channels are considered, the distribution ofyrnl is
complex. Also, Voronoi VQ is employed to quantizeyrnl. It is reasonable to expect that nearly
Gaussian codebooks and Gaussian quantization are obtainedat the relay. Thus we model the
compression noise as an i.i.d. complex Gaussian noise,
y′rnl = yrnl + wcnl, (3.2)
wherewcnl is the compression noise, which is assumed to be independentof yrnl, with variance
σ2cn, i.e. wcnl ∼ CN (0, σ2cn). After each block of the compressed signaly′rnl, the relay also
sends the value ofσ2cn over the conference link. With knowledge ofσ
2
cn, and assumingwcnl
is i.i.d. complex Gaussian noise, the destination scalesy′rnl so thaty
′
rnl and ydnl have the
same power of additive Gaussian noise [5]. Then this system is equivalent to a system where



























rnl. The LLR for each coded bitc
λ at the destination will be calculated as,
L(cλ|ỹnl, H̃n)=ln
Pr{cλ = 1|ỹnl, H̃n}























where‖· ‖ denotes magnitude of a vector. The notationX λb = {x̃ : cλ = b} is the subset of the
hypersymbol constellation where theλth bit is equal tob. The scaled channel matrix̃Hn will
help the destination to mitigate the effects of the compression noise.
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3.3.2 Standard Source Coding VS. Wyner-Ziv coding
To perform CF cooperation, a standard source coding technique is employed for practical con-
siderations. From Shannon’s rate-distortion theory (Sec.10, [45]), now we lower bound the
variance of the compression noise:
Proposition 3.1: We denote the lower bound ofσ2cn by σ̄
2




2C − 1 =
N0 +
1
2 |h1n|2 + 12 |h2n|2
2C − 1 . (3.7)
The proof is presented in Appendix A. The lower boundσ̄2cn helps us to upper bound the






























Here,H† denotes the conjugate transpose ofH.
Compared with Wyner-Ziv (WZ) coding, why do we choose a standard source coding technique
for the CF protocol? Using WZ coding, the lower bound of the compression noise variance
σ̄2wzn has been discussed in [42] and [63]. It is shown that, under the assumption thaty
′
rnl|yrnl
is Gaussian distributed, the compression noise with WZ coding can also be modelled as i.i.d.


































wherey∗dnl denotes the complex conjugate ofydnl. A more general modelling ofy
′
rnl for WZ
coding can be found in [63]. For consistency with equation (3.2), we assume that adding toyrnl
a Gaussian compression noise, is reasonable and preferableto do this performance comparison.
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The upper bound of the achievable sum rate of the system usingWZ coding is given by,





























The only difference between the two achievable ratesR̄ShannonandR̄WZ is due to the compres-
sion noise variance. A comparison of the noise powers under diff rent SNR assumptions for
Nt = Nr = 2 is shown in Figure 3.3.
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Figure 3.3: Power comparison of the compression noises under various coding rate assump-
tions.
As the conference link capacityC increases, the variance bound of the compression noise,
whether using standard source coding or WZ coding technique, is expected to become smaller.
For a specificC, there exists a small performance gap between the two noise variance bounds
σ̄2cn andσ̄
2
wzn, that is the WZ coding technique performs a little better than the standard coding
technique [68]. But the performance gaps are too small to impa r significantly the achievable
rates, as shown in Figure 3.4. The sum rate of the corresponding MIMO system, as if the
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receivers were connected via a wire, is given here for comparison,











The achievable sum rates are also compared to the performance of the corresponding MISO
system where the relay is silent,
RMISO = log
(
1 + |h3n|2SNR/2 + |h4n|2SNR/2
)
. (3.14)
It can be seen that, WZ coding provides a similar expected rate bound to the standard source
coding technique at low SNR (e.g. SNR= 0 dB), and could support a slightly higher achievable
rate bound at high SNR (e.g. SNR= 20 dB). Until now, the comparison between WZ coding and
standard source coding is based on their performance upper bounds. These bounds give some
indication that there is not a huge performance advantage from WZ coding. Given this small
performance benefit, and considering the complexity of the WZ coding in practice, standard
source coding may attract more practical interest for virtual MIMO systems.







































Figure 3.4: Sum rates comparison among MIMO, MISO and virtual-MIMO systems under dif-
ferent SNR assumptions.
We will now clarify the tightness of these upper bounds from an implementation perspective. It
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is known that, the benefit of WZ coding is due to the assumptionthat the relay can compressyrnl
by treatingydnl as the side information [10] [42]. It takes advantage of the dependence between
the signals at the relay and the destination. However, our virtual-MIMO system with two
antennas at the transmitter means that the signals receivedat the relay and the destination, i.e.
yrnl andydnl, are not highly correlated (Chapter 2, [69]). The low correlation will diminish the
benefit from exploiting side information significantly. Hence it is quite hard for the WZ coding
to approach its performance upper bound in a practical virtual-MIMO system where multiple
transmit antennas are considered. As for the standard source coding technique, we employ
Voronoi VQ which has the feature that the codebook is optimalin the sense of minimising
average distortion. Efficient VQ enables the theoretical performance boundR̄Shannon to be
approached in practice. As shown in Figure 3.4, withC and henceRc increasing, the bound
R̄Shannonis increasing and achievesRMIMO . It is reasonable to expect that the standard source
coding technique performs well in practice and can help the cooperative system to achieve
almost ideal MIMO performance. Thus, since the standard source coding technique is much
simpler to perform, and has a only slightly degraded rate bound which can be approached
closely in practical scenarios, we choose to implement it atthe relay.
3.4 System Performance Assessment
In this section, we present the throughput expressions for our c operative virtual-MIMO system
with BICM transmission and ML decoding over block fading channels. Upper bounds on the
bit and block error probabilities of this system are derivedas well.
3.4.1 System Throughput Analysis
Now we compute the throughput of the virtual MIMO-BICM system with ideal interleaving. To
do it, we adopt the parallel-channel model in [55] to model idal interleaving, which consists of
a set ofm parallel independent and memoryless binary input channelsconnected to the encoder
output by a random switch (i.e. each channel corresponds to aposition in the label of the signals
of X ). For a specificHn, the conditional average mutual information (AMI) for eachbit level is
obtained by averaging the mutual information with respect to the switch position of the parallel
channels. According to [55] and [70], with perfect CSI at thereceiver, the conditional AMI for
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theλth bit level is then given by,
I(cλ; ỹnl|H̃n) = H(cλ) − H(cλ|ỹnl, H̃n)
















and#X λc denotes the cardinality ofX λc . p(ỹnl|x̃, H̃n) is the conditional PDF, defined in (3.6).
Here we implement the scaled channel to present the cooperation system, with̃ynl and H̃n
defined in (3.3) and (3.4) respectively. Thus the conditional AMI in (3.15) can be calculated as,




























Since block fading channels are considered between the transmitter and the receiver group
throughout this chapter, we assume a fading envelopeH = (H1, ..., HN ). Assuming ideal in-
terleaving, the channel can be considered to be ergodic [55]. The system throughput is obtained


































In general, the expectation in (3.18) cannot be calculated in closed form. Thus we resort
to numerical integration via the Monte Carlo method: We generate the channel coefficient
hin(i∈ [1, ..., 4]) randomly according to the normalized Rayleigh distribution, and calculate the
conditional AMI for eachHn. The process is repeated a sufficient number of times, so thatCCF
is obtained by averaging those AMIs.
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Moreover, the system throughputCCF is compared against the lower bound of corresponding
MIMO system. With connected receivers, the system becomes an ide l MIMO system with a
two-antenna receiver. For such a MIMO system, we have,















whereymimo presents the received signals at the two-antenna receiver for the MIMO system
ymimo = [yrnl ydnl]
T . The difference betweenCCF andCMIMO lies in the mutual informa-
tion I(cλ; ỹnl|H̃n) andI(cλ; ymimo|Hn), and therefore the difference betweenH̃ andHn. For
a fixed SNR, asRc increases (C = Rc due to the error-free conference link),σ̄2cn decreases
to 0 from (3.7). Since the Voronoi VQ employed to perform CF cooperation has the feature
that the codebook is optimal and the performance is quite close t the Shannon coding bound,
we haveσ2cn decreasing to 0 as well. TheñHn tends towardHn in value from (3.4), and
ỹnl → [yrnl ydnl]T thanks to the conference link. Thus, withRc increasing,CCF is increasing
and approaches almost ideal MIMO performance. In practice,whenRc is large enough, i.e.
the codebook could express the constellation of (h1nx1nl +h2nx2nl) efficiently, the coopera-
tive virtual-MIMO system will achieve almost ideal MIMO perfo mance, as will be shown in
Section 3.6.
3.4.2 Upper Bounds on System Error Probabilities
In this subsection, we derive an upper bound on the bit error ratio (BER) and block error
ratio (BLER) of the cooperative virtual MIMO system with ML decoding. We assume ideal
interleaving, and that perfect CSI is available at the receiver. Given a specificHn, we denote
Pd(d|Hn) as the conditional pairwise error probability (PEP) for twocodewords differing ind
bits. For memoryless binary-input output-symmetric (BIOS) channels, the union upper bound





whereAd denotes the sum of bit errors (the information error weight)for error events of dis-
tanced [72], which is related to the signal constellationX and the mapping labelling ruleµ.
The scalardfree is the minimum free Hamming distance. The average error probability after
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Since the BER of a Viterbi decoder is limited to1/2 in practical cases [73], a much tighter



















Estimating the error probability therefore reduces to computing the conditional PEP.
One thing to note here is the bound (3.20) holds under the assumption that the channel is BIOS.
For our case, the block fading channel and the signal constellation X may lead to a BICM
channel which is not symmetric [74]. For instance, if 16 QAM is used for modulation, it is
not necessarily true that any symbol pair with the same Hamming d stance will have the same
Euclidean distance. Therefore, we adopt the approach of [55] and force the BICM channel
to behave as a BIOS system by using a random modulation concept. L t t denote a random
variable, which independently selects, for every symbol, either Gray-labelling mapping or its
complement with probability 1/2. Then, any symbol has probability 1/2 of being complemented
before transmission (which occurs whent = 1), so that the BICM block fading channels are
made symmetric. Furthermore, due to the symmetry of the channel output, the error perfor-
mance does not depend on the values of the codewords, and we can safely assume that the
all-zero codewords are transmitted.
When we are considering the CF cooperation and the random modulation concept, the form of
the LLR defined practically in (3.5) will be changed slightly,
L(cλ|ỹnl, H̃n) = ln
Pr{cλ = t̄|ỹnl, H̃n}























whereỹnl andH̃n are defined in (3.3) and (3.4). The conditional PEP for the symmetric virtual-
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d L(cλ|ỹnl, H̃n) > 0
)
, (3.24)
whereλj is the bit position in the transmitted symbol’s binary labelwhich corresponds to the
jth equivalent binary-input transmission. Thanks to the presence of the ideal interleaver, the
variablesLj(cλj |ỹnl, H̃n) can be considered i.i.d.. Hence, when we are considering thelog
likelihood ratio statistics at a single instant in time, we drop the subscript onL(cλ|ỹnl, H̃n).
SinceL(cλ|ỹnl, H̃n) has a complicated distribution,Pd(d|Hn) in (3.24) is difficult to calculate.
As shown in [71] and [75] , the tail of the PDF ofL(cλ|ỹnl, H̃n) at the output of the BICM
channel is very close to the corresponding output of a binary-input AWGN channel. Therefore,
the method of analysing the BER performance of the AWGN channel, called the Gaussian







whereQ(· ) is the Q-function, andKL(s) is the cumulant generating function ofL(cλ|ỹnl, H̃n),















































In the third step, we employ the approximate LLR to avoid LLR computations yielding infinity,
especially when SNR is high. For BIOS channels, symmetry dictates that the saddlepointŝ in
(3.25) is placed at̂s = 1/2 [71]. Substituting (3.26) into (3.25), and then into (3.22)gives us
an upper bound on the system BER.
Furthermore, we denote the system BLER asPblock. For a given channelHn, the conditional
Pblock for a block ofL decoded bits can be expressed as:
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Pblock(Hn) = 1 − (1 − Pb(Hn))L, (3.27)
wherePb(Hn) is given by (3.20). We limit the union bound ofPb(Hn) before averaging over
the fading channels, so that a tighter upper bound for the block error probability is obtained,
Pblock = EHn∈H [Pblock(Hn)]















With using the GA to approximatePd(d|Hn), i.e. inserting (3.25) in (3.28), we will obtain an
upper bound on the system BLER.
In order to compute the expectations in (3.22) and (3.28), because of the function min{1/2, ·},
we have to resort to the Monte Carlo method in practice. But the analytical expressions are very
useful since they provide insights into the asymptotic behavior of the system error probabilities
in block fading channels. And the upper bounds computed using the GA are very tight to the
simulation results of the BER and BLER performance, as will be seen in Section 3.6.
3.5 Impact of a Non-ideal Cooperation Link
Since the relay and destination are closely spaced, an ideal, error-free, one-shot conference
or cooperation link is assumed between them to enable CF, as described in Section 3.2. The
ideal conference link may be realized via an orthogonal channel to the transmitter array with
sufficiently long coding blocks. However, in practice, if the link is not ideal, or the coding
blocks are not long enough, cooperation may suffer from fading channel and noise effects.
Now for practical considerations, we illustrate the impactof a non-ideal cooperation link on the
system performance.
3.5.1 Outage Probability of the Non-ideal Link
As we assume the relay is close to the destination, it is reasonable to expect a line-of-sight link
existing between them. It is realistic to model this non-ideal link as a block fading channel with
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wherew3nl ∼ CN (0, N0) andhrdn denotes the channel coefficient from the relay to the des-
tination. For Rician fading channels,hrdn can be decomposed into the sum of a deterministic












whereh̃rdn is i.i.d. complex Gaussian random variable with zero mean and unit variance. The
notationKrd represents the Rician factor. The cumulative distributionfu ction (CDF) of the
instantaneous|hrdn|2 [77] is given by:
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whereQ1(· , · ) is the first-order Marcum Q function. Suppose that the channel powers E[|hin|2]
and E[|hrdn|2] are proportional to1/d3.32in and1/d3.32rdn respectively, wheredin is the distance
from the transmitter to the receiver cluster anddrdn is the distance of the relay-destination link.
Since the two receivers are close together, the case of interest is whendin > drdn. Therefore
we have E[|hrdn|2] = 10E[|hin|2] = 10 dB for drdn = din/2, and E[|hrdn|2] = 20 dB for
drdn =din/4.
In the above sections, we assumed a fixed source coding rateRc at the relay. The ideal con-
ference link could support this rate, so that the link capacity C is equal toRc. But for the
non-ideal conference link, reliable communication can be achieved when the channel gain is
strong enough to supportRc, and outage occurs otherwise. We define the data rate of the non-
ideal link asC ′. Suppose we still use rateRc to quantize and transmit the data at the relay. If
C ′ < Rc, i.e. the channel realizationhrd is such thatlog(1 + |hrdn|2E[|y′rnl|2]/N0) < Rc, the

















where E[|yrnl|2] = N0 + 12 |h1n|2 + 12 |h2n|2. Since the relay transmits the data at the desired
rateRc but with outage probabilityǫ, the compression noise varianceσ2cn is lower bounded by
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Inserting (3.31) in (3.33), we will get an upper bound ofǫ. For Rc = 4 bits/sample and 7
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Figure 3.5: Upper bounds of the outage probabilityǫ for non-ideal cooperation links.
bits/sample, the upper bounds ofǫ which are averaged over|h1n|2 and |h2n|2 are shown in
Figure 3.5. When we considerRc = 4 bits/sample, it can be seen that, with either the SNR
or the Rician factor increasing, the upper bound ofǫ is decreasing. A higher E[|hrdn|2], i.e.
a shorterdrdn will result in a lower outage probability as well. The corresponding impact of
the non-ideal cooperation link on the system performance will then decrease. WhenRc = 7
bits/sample, the upper bounds ofǫ are larger than that forRc = 4 bits/sample, as outages occur
more frequently when the cooperation link tries to support ahigherRc.
The upper bound ofǫ is calculated based on the lower bound of the compression noise variance
σ̄2cn. We employ Voronoi VQ which has the feature that the codebookis ptimal in the sense of
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minimising average distortion. This efficient VQ enables the t eoretical upper bound ofǫ to be
approached in practice. Since the relay and the destinationre assumed to be closely spaced, it
is reasonable to expect a high Rician factor or a higher E[|hrdn|2] than 20 dB. Thus, the outage
probability ǫ will be quite small in practice.
3.5.2 A channel-aware adaptive CF scheme
The basic motivation of the channel-aware adaptive CF scheme is the fact that fixed-rate co-
operation cannot adapt well to the non-ideal conference link. Whenǫ is high, the non-ideal
link will affect the overall system performance significantly. The channel-aware adaptive CF
scheme, which requires the relay to be aware of the quality ofhe cooperation link, may help
the relay to choose different source coding rates accordingto different realisations ofhrdn, so
that the compression could always adapt the quantization level to meet the data rateC ′.
The channel-aware requirement can be realized via sharing CSI between the relay and destina-
tion, once the conference link is formed between them. TakeRc = 7, 5, 3 and 0 bits/sample as





7 bits/sample, ifC ′ ≥ 7 bits/sample;
5 bits/sample, if5 ≤ C ′ ≤ 7 bits/sample;
3 bits/sample, if3 ≤ C ′ ≤ 5 bits/sample;
0 bits/sample(MISO decoding at the destination), if C ′ < 3 bits/sample.
(3.34)
For a given channel conditionhrdn, if C ′ is expected to be equal to or larger than 7 bits/sample,
the outage probability will be zero and the conference link becomes ideal. IfC ′ < 7 bits/sample,
i.e. |hrdn|2 < N0(27−1)2/27/E[|yrnl|2] according to (3.33), in order to avoid outage, the relay
will switch back to a lower source coding rate, e.g. 5 or 3 bits/sample. If 3 bits/sample is still
too large for the cooperation link to support, the relay willthen keep silent. The channel-aware
adaptive CF scheme is not limited to switching among the fourrates we mentioned. It can be
extended to multiple source coding rates, and applied to vari us modulation types.
For ill-conditioned conference links, the relay switches to use lowerRc, in order to guarantee
reliable communications on these links. Even though the signals experience a higher compres-
sion noise power, this channel-aware adaptive CF scheme helps the destination to receive the
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signalsy′rnl with higher probability than for a fixedRc. The impact of the non-ideal conference
links is therefore due to the effect from lower source codingrates and higher compression noise.
Thus the channel-aware adaptive CF scheme diminishes the negative and unexpected effects of
the non-ideal conference link, when the relay can access theconf rence link CSI.
Since the relay and the destination are assumed to be closelyspaced, it is reasonable to expect
a large Rician factor or a high E[|hrdn|2]. The outage probabilityǫ is likely to be very small
in practice. Additionally, the corresponding impact of thenon-ideal link on the overall system
performance is diminished by the proposed channel-aware adaptive CF scheme. Therefore, we
can expect that the impact of the non-ideal cooperation linkis quite slight, as will be shown in
Section 3.6.
3.6 Numerical Results
In this section, we present the error performance of the cooperative virtual-MIMO-BICM (Nt =
Nr = 2) system. At the transmitter, a binary convolutional code isas umed with constraint
length 7 and generator polynomials[133, 171]octal. The corresponding code rateRb = 1/2 and
the minimum Hamming distancedfree = 10. Gray-labeled QPSK and 16QAM modulations
are considered. The channels between the transmitter and receivers are assumed to be i.i.d
normalized block Rayleigh fading, with105 fading blocks and each block has 200 consecutive
symbol periods. In addition, an error-free conference linkis assumed between the relay and the
destination. The destination performs joint ML demodulation and employs soft-input Viterbi
decoding. The simulation results are obtained using the Monte Carlo method, and we plot
error ratios against the information bit SNR, i.eEb/N0, with the total transmitted powerEs
normalized to unity.
The BLER performance of the cooperative virtual-MIMO system with QPSK mapping, under
various fixed source coding rates, is shown in Figure 3.6. Because of the error-free conference
link, the link capacityC = Rc. The BLERs are compared against the lower bound of the cor-
responding MIMO system, and the non-cooperative MISO system. The BLER upper bounds
(UBs) computed using the GA are also shown in this figure. To perform CF cooperation, the
Voronoi VQ whose codebook is optimal in the sense of minimising average distortion is imple-
mented. Figure 3.6 shows that, with help from the relay, the system always performs better than
the MISO system, as the CF protocol always provides a gain over dir ct transmission. AsRc
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Figure 3.6: Simulation results and UBs on the BLER of the cooperative virtual-MIMO system
with QPSK mapping and ML receiver over block Rayleigh fading channels.
increases beyond 3 bits/sample, both UBs and the simulationresults decrease and approach the
ideal MIMO system performance. The UBs match well to the simulation results and provide
good insights into the BLER behaviour. WhenRc = 4 bits/sample, the BLER of CF coopera-
tion performs very close to the ideal MIMO system. This meansthat the helping relay enables
the proposed single-antenna system to achieve MIMO performance.
Moreover, similar to Figure 3.6, Figure 3.7 also presents the system BLER performance, but
for 16QAM modulation. As its constellation size is larger than that of QPSK, higher source
coding rates are considered. The simulation results of BLERis also very well approximated
by the upper bound, for all considered quantization rates. It is obvious that the BLER of the
CF cooperation performs closer to the MIMO system with larger value ofRc, since the corre-
sponding compression noise variance reduces. Compared with Rc = 4 bits/sample for QPSK,
the system with 16QAM mapping requiresRc = 7 bits/sample to approach the ideal MIMO
performance.
In Figure 3.8, we demonstrate the system throughput of the CFcooperation and the corre-
sponding MIMO system using numerical integration to evaluate (3.18) and (3.19), respectively.
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Figure 3.7: Simulation results and UBs on the BLER of the cooperative virtual-MIMO system
with 16QAM mapping and ML receiver over block Rayleigh fadingchannels.
Figure 3.8 shows the results for both QPSK and 16QAM mappings. I accordance with Figure
3.6 and Figure 3.7, quantization rates 2, 3, 4 bits/sample are considered for QPSK mapping,
and 3, 5, 7 bits/sample for 16QAM mapping. We can see that as the Eb/N0 increases, the
system throughputs of the CF cooperation for both QPSK and 16QAM mappings reach a limit
of mNt bits/s. As indicated in Section 3.4.1, the gap between the CFand MIMO curves be-
comes smaller asRc increases. ChoosingRc = 4 bits/sample for QPSK mapping, andRc = 7
bits/sample for 16QAM mapping, will result in the cooperative system achieving close to the
ideal MIMO throughput.
Furthermore, in Figure 3.9, we compare the BER results of theCF cooperation against the
performance of the system with Shannon coding bound. According to equation (3.2), the com-
pression noisewcnl is considered for this kind of system, with the Shannon coding bound of the
variance calculated via equation (3.7). Since a large valueof Rc will result in σ̄2cn approaching 0
so that the Shannon coding bound gives ideal MIMO performance, smaller source coding rates
are considered, i.e. 3 bits/sample for QPSK mapping and 6 bits/sample for 16QAM mapping.
We can see that the Shannon coding bound provides a lower bound and good insight into the
60
Performance Assessment of Virtual-MIMO Systems with Compress-and-Forward Cooperation




























CF−QPSK,     =4 bits/sample
CF−QPSK,     =3 bits/sample
CF−QPSK,     =2 bits/sample
MISO−QPSK
CF−16QAM, 
  =7 bits/sampleRc
  =5 bits/sampleRc




Figure 3.8: Throughput of the cooperative virtual-MIMO system with ML receiver over block
Rayleigh fading channels. (Solid curves correspond to 16QAMmapping, while
dash-dotted curves correspond to QPSK mapping. )
BER behaviour of the CF cooperation system. The system with Voronoi VQ at the relay obtains
performance which is close to the Shannon coding bound.
To illustrate the benefit of CF cooperation in this virtual-MIMO system, we compare it with
the Alamouti STBC based DF scheme in Figure 3.10. As discussed in Section 3.3, the spectral
efficiency of the Alamouti DF scheme is only one-half of that in our CF cooperative system. To
make a fair comparison, we consider 16QAM modulation for theAlamouti DF scheme, com-
pared to QPSK modulation for CF, since both of them allow a spectral efficiency of 2 bits/s/Hz.
Also, the CF scheme with 16QAM and the Alamouti DF with 256QAMare compared. As
shown in Figure 3.10, only at highEb/N0, the Alamouti DF can achieve similar error ratios
comparable to the CF scheme which usesRc = 2 bits/sample for QPSK andRc = 4 bits/sample
for 16QAM. Specifically, for a target BLER of10−2, the CF scheme using a reasonableRc,
i.e. Rc ≥ 2 bits/sample for QPSK andRc ≥ 4 bits/sample for 16QAM, is expected to perform
much better than the Alamouti DF scheme.
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Figure 3.9: BER comparison between the cooperative virtual-MIMO system and the system
with Shannon coding bound. (QPSK and 16QAM mappings are considered.)
All the above analytical and simulation results are based onan assumption that an error-free
conference link exists between the relay and the destinatio. In accordance with Section 3.5,
the impacts of non-ideal cooperation link are shown in Figure 3.11 and Figure 3.12, where a
Rician fading channel model with E[|hrd|2]=10 dB is assumed on this link. Note that, when we
consider the non-ideal cooperation link, the received symbol at the destination from the relay
is given by (3.29). Then the degradation factorηn previously defined in (3.4) will be changed
to N0/(N0 + σ2cn +
N0
|hrdn|2
). We implement the channel-aware adaptive CF cooperation atthe
relay. For 16QAM mapping,Rc = 7, 5, 3, 0 bits/sample are chosen as switching candidates,
as illustrated in (3.34). For QPSK mapping,Rc = 4, 3, 2, 0 bits/sample are selected. A
fixed-rate CF case with 7 bits/sample for 16QAM andRc = 4 bits/sample for QPSK, is given
for comparison in Figure 3.11. If the fixed rates cannot be supported on some cooperation
channels, the destination could only use MISO decoding. Figure 3.11 shows that, when the
Rician factorKrd = 1 dB, for both 16QAM and QPSK, the BLER performance of the channel-
aware adaptive CF system will be impaired slightly comparedto the ideal case. That is because
the relay sometimes switches back to lower source coding rates or keeps silent to match the
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Figure 3.10: BLER comparison for same spectral efficiency between the CF cooperation
scheme and the Alamouti STBC-based DF scheme. (CF with QPSK and Al mouti
DF with 16QAM are compared in (a), while CF with 16QAM and Alamouti DF
with 256QAM are considered in (b).)
cooperation channel conditions, as shown in Figure 3.12. The overall system performance
will then be affected by the increased compression noise power. But the adaptive CF scheme
offers a great improvement compared to the fixed-rate case, e.g. a performance gap of 1.8 dB
for QPSK and 3 dB for 16QAM at BLER of10−2. Furthermore, forKrd = 6 dB, i.e. the
cooperation channels are stronger, the system BLER with non-ideal conference link performs
almost the same as the case with an ideal link. It is obvious that the probability of staying at the
high source coding rates is increasing asKrd increases. Since the receivers are assumed to be
close together in the virtual-MIMO system, it is appropriate to expect a high Rician factor or a
higher E[|hrdn|2] than 10 dB. With using the channel-aware adaptive CF scheme at th relay,
the impact of the non-ideal cooperation link is likely to be very small in practice.
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Figure 3.11: BLER comparison of the ideal and non-ideal fading conference links. (Rician
fading channel with E[|hrdn|2] = 10 dB is considered for the non-ideal case; A
fixed-rate CF case withRc= 7 bits/sample for 16QAM andRc= 4 bits/sample for
QPSK, is given for comparison.)
3.7 Conclusions
This chapter presented a practical virtual-MIMO system that implemented BICM transmission
and CF cooperation. To demonstrate the achievable cooperation gain, we started with a simple
configuration that a single two-antenna transmitter sending information to two closely spaced
single-antenna receivers. Evaluating performance boundsfor virtual-MIMO systems, it was
found that there was not a huge advantage from the WZ coding compared to standard source
coding techniques. In addition, the low correlation between the signals received at the relay
and the destination would diminish the benefit of the WZ coding. So standard source coding
techniques are studied here for application to virtual MIMOsystems.
The system throughput and upper bounds on the system error probabilities were derived in this
chapter. It was shown that upper bounds computed using the GAmatched well to the simulation
results and provided good insights into the error behaviourof CF cooperation. With Voronoi VQ
at the relay,Rc = 4 bits/sample for QPSK mapping, and 7 bits/sample for 16QAM, would result
in a cooperative system achieving almost ideal MIMO performance. To illustrate the benefit of
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Figure 3.12: Probabilities of choosing different source coding rates for the channel-aware
adaptive CF scheme, under non-ideal fading conference links withKrd = 1 dB
and E[|hrdn|2] = 10 dB. (QPSK mapping is considered in (a), while 16QAM is
considered in (b).)
CF cooperation in virtual-MIMO systems, we also compared itwith a pure distributed diversity
technique, i.e. the well-known Alamouti STBC based DF scheme. For a target BLER of10−2,
the CF scheme using a reasonable source coding rate, i.e.Rc ≥ 2 bits/sample for QPSK and
Rc ≥ 4 bits/sample for 16QAM, provided a significant improvementsover the Alamouti DF
scheme.
Furthermore, from practical considerations, we also investigated the outage probability of the
non-ideal cooperation link, modelled as Rician fading. To weaken its impact on the overall
system performance, we proposed the channel-aware adaptive CF scheme. Then the relay could
always adapt its quantization level to match the data rate onthe non-ideal link. It was shown
that, considering the short-range communication and usingthe proposed scheme, the impact of
the non-ideal cooperation link was too slight to impair the system performance significantly.
The system we presented in this chapter showed that the CF cooperation using standard source
coding could enable the virtual-MIMO system to achieve almost ideal2 × 2 MIMO perfor-
mance. The principles are not limited to this specific system: It can be applied to any virtual-
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MIMO configuration with more antennas or more receiver nodes. By extending to a wide range
of applications, the virtual-MIMO system with CF cooperation is therefore particularly valuable
and attractive to enable single-antenna user devices to obtain the benefits of MIMO decoding.
To enhance the practicality of the virtual-MIMO system, an efficient source coding technique
at the relay will be designed in next chapter. The effects of carrier frequency offsets and how
to overcome them will also be illustrated.
66
Chapter 4
Practical Design and Sensitivity
Analysis of CF Cooperation
The virtual MIMO wireless system is an alternative to a point-to-point MIMO system, when a
receiver is not equipped with multiple antennas due to size and cost limitations. Receiver-side
cooperation using the CF protocol is used to realize effectiv MIMO detection capability. In
Chapter 3, we were concentrating on the system performance assessment, including a compar-
ison between the standard source coding and Wyner-Ziv coding technique at the relay, and an
impact analysis of a non-ideal cooperation link. But only anoptimal vector quantization (VQ),
i.e. the Voronoi VQ, was considered.
It is evident that the practicality of CF cooperation will begreatly enhanced if an efficient
source coding technique can be used at the relay. It is even more desirable that CF cooperation
should not be unduly sensitive to carrier frequency offsets(CFOs). This chapter presents a
practical study of these two issues. Firstly, codebook designs of the Voronoi VQ and the tree-
structure vector quantization (TSVQ) to enable CF cooperation at the relay are described. A
comparison in terms of the codebook design complexity and encodi g complexity is analyzed.
It is shown that the TSVQ is much simpler to design and operate, and can achieve a favourable
performance-complexity tradeoff. Furthermore, this chapter demonstrates that CFO can lead
to significant performance degradation for the virtual MIMOsystem. To overcome it, it is
proposed to maintain clock synchronization and jointly estima e the CFO between the relay
and the destination. This approach is shown to provide a significa t performance improvement.
The chapter is organized as follows: Section 4.2 specifies thystem model of the cooperative
virtual-MIMO system. Codebook design methods and the corresponding complexity analyses
are investigated in Section 4.3. The effects of CFO and how toovercome them are illustrated
in Section 4.4. Section 4.5 shows the simulation results, and Section 4.6 concludes the chapter.
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4.1 Introduction
As mentioned in Chapter 3, the benefits of the MIMO system haveencouraged extensive re-
search on a virtual MIMO system where one remote multi-antenna transmitter sends informa-
tion to several closely spaced single-antenna receivers. When the transmitter does not have
perfect CSI for the wireless link to each receiver, which is acommon scenario in practical sit-
uations, single-antenna receivers can work together to form a virtual antenna array and reap
some of the performance benefits of MIMO systems [8] [14]. Theidea of receiver-side local
cooperation is attractive for wireless networks since a wireless receiver may not have multiple
antennas due to size and cost limitations.
Many of the techniques developed for MIMO systems can be extended to be used in this virtual-
MIMO system. For example, we also implement the BICM technique [55], which introduces
a spatial and temporal bit interleaver into the transmitter, o provide FEC and improve system
performance. But unlike point-to-point MIMO systems, we ned to perform cooperation among
the receivers. As for the cooperation protocol, since the relays get closer to the destination in our
scenario, it has been shown in Chapter 3 that, compared to AF and DF, the CF protocol provides
superior performance and therefore serves as the best candidate for this system. A virtual-
MIMO system with CF cooperation is introduced in [5], but only the theoretical achievable
cooperative capacity is analysed. Paper [11] and Chapter 3 of this thesis concentrated on the
performance assessment of the virtual-MIMO system, including the comparison between the
standard source coding and Wyner-Ziv coding technique at the relay, and an impact analysis for
a non-ideal cooperation link. But only the optimal VQ, i.e. the Voronoi VQ, was considered.
Many algorithms have been developed to perform vector quantization, which can be divided
into two kinds, unstructured VQ and structured VQ [67]. The codebook generated by the
Voronoi VQ is unstructured, and is optimal in the sense of mini sing average distortion. But
the Voronoi VQ requires an exhaustive search algorithm and implies a high computational com-
plexity. The structured VQs with structured partitions or rep oduction codebooks are proposed
to reduce the complexities. Many of these techniques are discussed in [66] and [78], such as the
lattice VQ [79], shape-gain VQ [80], block-constrained VQ [81], and tree-structure VQ [82].
It is reported in [67] that, when taking both performance andcomplexity into account, tree-
structure VQ (TSVQ) is a very competitive VQ method. TSVQ canalso be realized in two
main forms: binary TSVQ and multistage TSVQ [66]. Even though TSVQ a well-known com-
pression technique, we apply it to a new problem: Design the codebook at the relay to reduce
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the complexity and enhance the practicality of CF cooperation. To the best of our knowledge,
it is the first time that TSVQ is applied to digital modulationsignals.
Another major distinction in the virtual-MIMO system compared to the traditional MIMO case
is that cooperating antennas are running with different oscillator frequencies. For MIMO sys-
tems, all the antennas at the transmitter are fed with the same clock, and the same holds for
the receiver side. Carrier frequency offset (CFO), which iscaused by oscillator mismatch be-
tween the transmitter and the receiver, can be estimated andcompensated at the receiver in
MIMO systems. The MIMO system performance will therefore not be severely degraded by
CFO. However, for the virtual-MIMO system, receiver-side cooperating antennas need to es-
timate and compensate their CFOs independently. Their different residual CFOs will result
in interblock interference and distort the correlation properties of the signals received at the
destination, so that the system performance maybe impairedsignificantly.
Estimation of CFO in a MIMO system has been investigated in the literature [83–89]. The
methods in [83–85] are pilot aided, and they require an additional overhead of symbols. Chogho
and Swami [83] and McKeown et al. [84] directly measure the phase shift of pilot sequences
to estimate the CFO, whereas Sun et al. [85] designed pilot symbols for CFO estimation and
incorporated this CFO estimation into the expectation-maxi ization (EM) iterative receiver.
Yao and Giannakis [87] developed a blind CFO estimator by using a kurtosis-type optimiza-
tion criterion. But these methods are only for MIMO systems.In [89], a joint CFO estimator
and signal detector algorithm was proposed, but for particular MIMO Bell Laboratories Lay-
ered Space-Time (BLAST) systems. In cooperative systems, the use of equalization has been
proposed to mitigate effects from CFOs, such as in [90–92], but only for a single-antenna trans-
mitter: The signals received from the transmitter and the relay contain the same data but have
different delays. This chapter focuses on the effects of CFOin the virtual-MIMO system with
multi-antennas transmitting different data. To the best ofour knowledge, it is the first study of
the CFO effects in the cooperative system with a multi-antena transmitter.
The main contributions of this chapter are twofold. Firstly, we present a practical virtual-
MIMO system that implements CF cooperation with a standard source coding technique at
the relay. To perform source coding, we consider two codebook design algorithms, Voronoi
VQ and TSVQ. To the best of our knowledge, it is the first time that TSVQ is applied to
digital modulation signals. Their codebook design complexiti s and encoding complexities are
investigated. Simulation results show that the TSVQ approach we designed is much simpler
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for encoding and more computationally efficient than the base-line Voronoi VQ. Moreover, for
practical considerations, this chapter studies the effects of CFO, and demonstrates that CFO
can lead to severe performance degradation for the virtual MIMO system. To overcome these
effects, a clock synchronization and joint CFO estimation scheme is proposed, to exploit the
benefits of MIMO CFO estimation. Simulation results show that e proposed scheme provides
a significant performance advantage.
4.2 Virtual-MIMO System with CF Cooperation
4.2.1 Channel Model
We consider the same cooperative virtual-MIMO network as inChapter 3: One remote two-
antenna transmitter sends information to two colocated single-antenna receivers. We implement
the BICM technique at the transmitter to provide FEC. The structure of the system is shown
in Figure 4.1 (also shown in Figure 3.2). Note that the systemstudied here is not limited
to BICM, other FEC coding schemes, such as Turbo coding or LDPC coding, could also be

































Figure 4.1: Model for the receiver group of the cooperative virtual-MIMO system.
As shown in Chapter 3, a block fading channel model withN Rayleigh fading blocks is as-
sumed between the transmitter and the receiver group: each blo k having lengthL symbol
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periods. When we consider a single time instancel for thenth channel, the channel modelHn
is given by the equation (3.1). We assume normalized Rayleigh fading, i.e. E[|hin|2]= 1. The
average transmitted power per symbol is E[|xi′nl|2]=Es/Nt. We normalize the total powerEs
to unity, and the corresponding power per bit isEb =Es/(mRb). We assume that perfect CSI
is available at the receivers only.
The model for the receiver group is shown in Figure 4.1. As thedestination and the assisting
relay are closely spaced, it is reasonable to expect that a high capacity communication link
can be formed between them. In Section 3.5, the degradation from a fading channel and noise
effects on this link are analysed. As the link is short range,it is shown that the degradation is
too slight to impair the system performance significantly. That is, we may achieve high channel
capacity with high reliability on this short range link. Hence as also considered in [7] [63] and
[58], we assume the two receivers cooperate by way of an error-free conference link, as shown
in Figure 4.1. One-shot conference operation [58] [64] usedin Chapter 3 is also considered
here. In practice, the short-range conference link is realiz d via an orthogonal channel (i.e. a
different frequency band) to the transmitter array. Compared with the long data channelHn, the
orthogonal conference link is short-range allowing much higher rate transmission, and could be
reused many times over the coverage area of the long range link.
4.2.2 Compress-and-Forward Cooperation
The conference link enables cooperation, and CF serves as a protocol since it provides a higher
rate when the relay is closer to the destination [10]. To perform CF cooperation, a standard
source coding technique is employed for practical considerations. The reason why we do not
employ the WZ coding technique is presented in Section 3.3.2: The virtual-MIMO system with
multiple antennas at the transmitter has the feature thatyrnl andydnl are not highly correlated.
The WZ Coding technique therefore does not improve the performance significantly [68] [12],
but introduces extra complexity. Since standard source coding is simpler and also performs
well in practical scenarios, we choose to implement it at therelay. That is, the relay is equipped
with a vector quantizer. The quantization rate (i.e. sourcecoding rate), which is denoted byRc
in Chapter 3, is measured in bits per compressed sample.
Note that, in the rest of this thesis, an error-free conference link is always assumed between
the relay and destination, and therefore the link capacityC is always equal to the quantization
rateRc. For convenience, we will use the symbolC to denote both the link capacity and the
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quantization rate in the rest of this thesis.
The model of the compressed signaly′rnl is given by the equation (3.2) on page 45, where the
compression noisewcnl is i.i.d. complex Gaussian:wcnl ∼ CN (0, σ2cn). From Shannon’s rate-
distortion theory, we can lower bound the variance of the compression noise, as shown in (3.7).
The lower bound presents an indication for the codebook design at the relay.
The general structure of the destination is shown in Figure 4.1. It receives signalsynl =
[y′rnl ydnl]
T. The destination requires knowledge ofh1n, h2n, andσ2cn sent from the relay.
With knowledge ofσ2cn, and assumingwcnl is i.i.d. complex Gaussian, we get the scaled signal
ỹnl and the scaled channel matrix̃Hn shown in equations (3.3) and (3.4), which will help the
destination to mitigate the effects of the compression noise. Next the destination performs joint
ML demodulation of̃ynl and employs a soft-input Viterbi algorithm to decode the signals. Thus
with help from the relay, the single-antenna destination receives two path signals. As shown
in equations (3.4) and (3.7), with fixed SNR, a high source coding rateC will result in σ2cn
decreasing to 0, and theñHn tends towardsHn in value. Thus a good quality compression
scheme with a high value ofC will allow the destination to usey′rnl for MIMO decoding, and
enable the virtual-MIMO system to achieve almost ideal MIMOperformance.
4.3 Vector Quantization Design at the Relay
To perform CF cooperation, codebook design is very important. The key tasks of the relay in-
clude constructing a good codebook, quantizing the received signals, and forwarding the com-
pressed signalsy′rnl to the destination. The codebook design techniques and the corr sponding
complexities will be analysed in this section.
4.3.1 Codebook Design
The codebook design at the relay is based on the number of codebo k vectors which equals
2C and requires knowledge of the noise-free constellation. Note that, besides signal symbols,
some control information such as the modulation type is alsotransmitted on control channels
in practice. It is reasonable to expect the relay could construct he noise-free constellation of
the received signals, i.e. the constellation ofh1nx1nl+h2nx2nl, denoted byycrnl. The codebook
design which use the noise-free constellation as the training set, will be simple and efficient. In
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this chapter, Voronoi VQ, and TSVQ are employed at the relay.
4.3.1.1 Voronoi VQ
Voronoi VQ is considered first, as it has the advantage that the codebook is optimal in the sense
of minimising average distortion. To design this VQ, the LBGalgorithm which is based on
the iterative use of codebook modification, is used [44]. Specifically, assuming a mean squared
error (MSE) distortion measure, the condition to identify the codebook entry could be described
as:
Sq = {ycrnl : ‖ycrnl − vq‖2 ≤ ‖ycrnl − vq′‖2, ∀q′ = 1, 2, ..., 2C}, (4.1)
whereSq denotes the encoding region associated with the codevectorvq, and the desired num-
ber of codevectors in the codebook equals to2C . This condition says that the encoding region
Sq should consist of all vectors that are closer tovq than any other codevector. Furthermore,
for the MSE criterion, the codevectorvq should be average of all those signal vectors that are











, q = 1, 2, ..., 2C . (4.2)
The equations (4.1) and (4.2) are the two key steps of the LBG algorithm, with equation (4.1)
to design the partition, and then equation (4.2) to update the codebook. Finally the relay node
obtains the complete codebook for quantization.
However, Voronoi VQ implies a high computational complexity and requires an exhaustive
search to find the correct codeword, especially for high-order modulations and largeC, as will
be shown in Section 4.3.2. To reduce the complexity, we also consider TSVQ for high-order
modulations.
4.3.1.2 Tree-structured VQ
TSVQ can be realized in two main forms: One is binary TSVQ where the codebook is grown
on a binary tree; The other one is multistage TSVQ where the encodi g task is divided into
several stages [66]. A standard method for designing the binary TSVQ is based on application
of the LBG algorithm to successive levels, which may not be enough to reduce the encoding
complexity. The multistage TSVQ allows different design methods at different stages, and is
more efficient for designing the codebook.
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Another reason for adoption of the multistage TSVQ is due to the specific implementation
scenario. Simulation results suggest that, as a combination of two path high-order rotationally
symmetric constellations (e.g. 16QAM),ycrnl is four-fold rotationally symmetric, as shown in
Fig. 4.2 (a): The origin is the centre of rotation, andπ/2 is the angle of rotation. The first
stage quantization of the multistage TSVQ could therefore come from the classification, i.e.
classifyingycrnl into four subsets. The sub-codebook designed for one subsetwould be easily
extended to the whole codebook, with the phase angles of the sub-codevectors changing byπ/2
every time. The final stage of the TSVQ could be determined by applying the LBG algorithm
on the subsets to obtain optimal final-stage codebooks. Thatis, equation (4.1) is used to design
the partition and (4.2) to update the codebook, but the codebook size equals to2C/4 this time.
If there exist more than two stages, the middle stage could beresolved by using the LBG
algorithm or by classifying the training vectors based on their magnitudes and phases. The
disadvantage of the LBG algorithm for the middle stage is that it requires to store the entire
training subsets corresponding to the sub-codebooks for further stage TSVQ design. That is,
it not only implies a higher design complexity, but also needs more storage than using the
classification approach. For practical considerations, the classification method is a better choice
to design the middle stage of TSVQ. Here we denote the quantization rates for the three stages
of TSVQ asC1, C2 andC3, and we haveC = C1 + C2 + C3.



















































A rotation by π/2 about the origin
between the nodes B and B’
The constellation is 4−fold symmetric
B’
Figure 4.2: Noise-free constellation of the received signals and the codeb ok designed at the
relay withC= 6 bits/sample. (The rotational symmetry of the noise-freeconstel-
lation is shown in (a); The TSVQ codebook withC1= 2 bits/sample andC2= 1
bits/sample is shown in (b); The Voronoi VQ codebook is shownin (c).)
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For example, we suppose the two signals from the transmitters are 16QAM constellations. An
instantaneous version ofycrnl is shown in Figure 4.2. The points could be firstly divided into
four subsets according to their rotational symmetry (see Fig. 4.2 (a)). That is, one subset
includes the training vectors in one quadrant andC1 = 2 bits/sample. Then we only need to
design one sub-codebook in one subset, as the whole codebookcould be obtained by phase
rotations. Moreover, for one subset, we sort the constellation points in ascending order by their
magnitudes and phases. To further decrease the computational complexity, we divide the subset
into two groups in ascending order, i.e.C2 = 1 bits/sample. Thus after two stages of TSVQ,
we have 8 groups, labeled (1) - (8), as shown in Figure 4.2 (b).Then the LBG algorithm is
employed twice for group No. (1) and (2) to obtain the sub-codebook for one quadrant. The
final stage quantization for TSVQ is then completed by phase rotations. Finally the relay node
obtains the complete codebook. The codebook designed by theVoronoi VQ is also shown in
Figure 4.2 (c) for comparison. Even though the TSVQ we implemented here is suboptimal,
it is much simpler to design and can achieve similar performance to the optimal but more
complicated Voronoi VQ, as will be shown in Section 4.5.
The illustrative example we present above usesC2 = 1 bits/sample. SinceC3 = C −C1 −C2,
a higher value ofC2 could be considered to further decrease the computational complexity, or
C2 = 0 bits/sample for a high-accuracy quantization. Moreover, fo those mappings which
require higher quantization rates at the relay, e.g. 64QAM,a higherC2 will be helpful. But
for lower-order mappings, e.g. QPSK, two-stage TSVQ (C2 = 0 bits/sample) may be a better
choice to achieve a favourable performance-complexity tradeoff.
4.3.2 Complexity Analysis
A comparison of the Voronoi VQ and TSVQ in terms of the codebook design complexity and
encoding complexity will be investigated in this subsection.
4.3.2.1 Codebook Design Complexity
As described in Section 4.3.1, both the Voronoi VQ and TSVQ use the LBG algorithm, but
with a different size of training sequence. The codebook design complexity therefore comes
from the computational complexity of the LBG algorithm. Thecomputational time for the LBG
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algorithm is given by [93]:
TLBG = Is2
CQtTd + Is(2
C − 1)QtTc, (4.3)
where2C is the codebook size,Is is the number of iterations needed to meet the stopping
criterion, andQt is the number of training vectors. The scalarsTd andTc denote the compu-
tational time for one distortion value and comparing two distortion values respectively. Since
Is ≤ Qt/2C [93], we obtain:




For the Voronoi VQ which implements the LBG algorithm on the whole noise-free constellation
ycrnl, we haveQt = M
2 = 22m. Then we have,









































Tc if C2 = 0
. (4.6)
A justification for (4.6) is as follows: In accordance with the multistage TSVQ we designed
in Section 4.3.1, we getC1 = 2 bits/sample for the first stage quantization of TSVQ. Then
we firstly consider the caseC2 6= 0. In one quadrant, there are22m/4 vectors, the distortion
values of which are to be computed and sorted to obtain several sep rate groups for the second





comparison operations. For the final stage, the LBG algorithm is implemented2C2 times for
the2C2 groups in one quadrant. In one group, there areQt = 22m/2(C1+C2) training vectors
and the codebook size is2C3 . So we obtain an upper bound ofTd,TSVQ as shown in the equation
(4.6). As to the caseC2 = 0, it is obvious that the computational complexity comes from
the LBG algorithm used in the final stage quantization where22m/2C1 training vectors are
considered.
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Use the illustrative example presented in Section 4.3.1. When we considerC1 = 2 bits/sample
andC2 = 1 bit/sample, we haveTd,Voronoi = O(24m(Td + Tc)) andTd,TSVQ = O(24m−5Td +










That is, compared with the Voronoi VQ, TSVQ decreases the computational complexity for the
codebook design to less than one sixteenth.
4.3.2.2 Encoding Complexity
As to the symbol encoding, TSVQ will also allow a faster codebook search. Specifically, the
encoding algorithm for a Voronoi VQ can be viewed as an exhaustive earch algorithm. For a
codebook of size2C , the codevector selection for one symbol requires2C distortion evaluations




C − 1)Tc. (4.8)
For the TSVQ we designed, the search procedure includes two steps: finding out an appropriate
group, and performing a full search on the group. Thus the search time of TSVQ is,
Ts,TSVQ = (C2 + 2
C3)Td + (C2 + 2
C3 − 1)Tc. (4.9)
WhenC1 = 2 bits/sample andC2 = 1 bit/sample, the multistage TSVQ will allow almost
8 times faster encoding than the Voronoi VQ. Thus TSVQ also has a much lower encoding
complexity.
Therefore, compared with the Voronoi VQ, the multistage TSVQ not only decreases the com-
putational complexity for the codebook design, but also allws a faster codebook search for the
encoding. Since the multistage TSVQ can also achieve a good performance, it is a better choice
to enable CF cooperation in practice.
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4.4 Effects of Carrier Frequency Offset
With CF cooperation, the destination may expect traditional MIMO benefits in the virtual-
MIMO system. However, due to the different oscillator frequncies at the source, relay and
destination, carrier frequency offsets (CFOs) occur [90] [88]. It will cause severe performance
degradation, since CFOs between the transmitter-to-relayand the transmitter-to-destination can
result in interblock interference and distort the correlation properties of the signals at the desti-
nation. This section thus focuses on the effects of CFO in thevirtual-MIMO system. A clock
synchronization and joint CFO estimation scheme is then proposed.
4.4.1 CFO Estimation
CFOs cause continuous phase rotations of the correspondingsig als, and thus impair the detec-
tion performance. To alleviate this effect, the CFOs have tobe estimated and then compensated
at the receivers. The estimation of CFO in a MIMO system has been investigated in the litera-
ture [84,86,87]. But these methods are only for MIMO systems. The methods in [84] and [86]
are pilot aided requiring training sequences to estimate CFO, whereas [87] develops a blind
CFO estimation technique based on a kurtosis-type optimisation criterion. The CFO estimator
in [84] is based on the measurement of the phase shift betweenconsecutive channel estimation
sequences. As it is simple and effective in practice, we firstly implement it at the relay and the
destination as a baseline case.
SinceNt antennas at the transmitter are fed with the same clock, frequency offsets at the relay
and destination are defined asfrn andfdn respectively. We let[unl, un(l+1)] denote the channel
estimation sequence, which occupies two symbol periods asNt = 2, andunl is anNt×1 vec-
tor transmitted through the channel matrixHn. Channel estimation sequences are transmitted
continuously on a dedicated pilot channel. The received signals at the relay and the destination













Hnunl + wunl, (4.10)
wherewunl is theNt×1 complex Gaussian noise vector, with the noise samples∼CN (0,N0).
According to [84], we let the matrixPrn1 be formed by collecting the received signals at the
relay corresponding to[unl, un(l+1)], i.e. Prn1 = [yurnl, y
u
rn(l+1)], and letPrn2 be defined as
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containing that pertaining to the next transmission of the cannel estimation sequence. Like-
wise,Pdn1 andPdn2 are defined for the destination. Then CFOsfrn andfdn can be estimated
as,
f̃rn = arg[Prn2 · P †rn1]/(2π· 2ts), (4.11)
f̃dn = arg[Pdn2 · P †dn1]/(2π· 2ts), (4.12)
wherearg[· ] denotes the angle operation,ts denotes the symbol interval, and{·}† represents
the Hermitian transpose.
4.4.2 Clock Synchronization and Joint CFO Estimation Scheme
The basic motivation for this proposed scheme is the fact that CFO causes severe performance
degradation for the2 × 2 virtual MIMO system. It is shown in [84, 86, 88] that increasing
the number of transmit and receive antennas, e.g.4 × 4 and 8 × 8 MIMO systems, leads
to significant improvement in the accuracy of the CFO estimate. However, for the simpler
2× 2 MIMO or 2× 1 MISO systems, residual CFO will still impair the detection performance.
Meanwhile, cooperative virtual-MIMO systems also suffer from the distinction as compared
to conventional MIMO where all the antennas at the receiver ar fed with the same clock. In
virtual-MIMO systems, cooperating antennas which are running with different clocks need to
estimate and compensate their CFOs independently, as shownin equations (4.11) and (4.12).
Their residual CFOs, i.e. (̃frn−frn) and (f̃dn−fdn), are different and independent. Since the
operation at the relay does not cause extra phase rotations,he different residual CFOs will then
distort the correlation properties of the received signalsat the destination, so that the system
performance is impaired. To mitigate this effect, the use offrequency-domain equalization has
been proposed in cooperative systems [90] [92]. However, such previous work has only focused
on a single-antenna transmitter: The signals received fromthe transmitter and the relay contain
the same data but have different delays. For our virtual-MIMO system which has multiple-
antennas transmitting different data, we propose to maintain clock synchronization across the
receivers, and then jointly estimate CFO between both terminals.
The proposed scheme involves two steps. Clock synchronization is the first step for providing
a common notion of time across the relay and the destination,so that traditional MIMO decod-
ing is applicable in the virtual-MIMO system. State of the art synchronization algorithms are
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described in [94], assuming that the transmissions for delivering time information are line of
sight. To estimate the frequency difference between the receiv rs, a two-way message exchange
(which is a classical timing message signalling approach) could be implemented. Consider the
destination as the reference node, so that the relay needs tosynchronize with the destination.
It requires timing messages to be exchanged several times toachieve a certain synchronization
accuracy. As shown in Figure 4.3, in thejth round of message exchange for a specificHn, the
relay sends a synchronization message to the destination att1 j. The destination records its
time t2nj and replies the message to the relay att3nj, which arrives at4nj. So we have,
t2nj = frdn(t1nj + τn + pnj) + θn, (4.13)
t3nj = frdn(t4nj − τn − qnj) + θn, (4.14)













Figure 4.3: Two-way timing message exchange between the relay and destination.
with respect to the destination,τn is the fixed delay,pnj andqnj are the variable delays in the
transmissions. Assumingpnj andqnj are i.i.d. zero mean Gaussian or exponential random
variables, after several times message exchanges, the estimations offrdn andθn can be ob-
tained [94] [95]. The stable nature of the error-free conference link between the relay and the
destination is helpful for this synchronization process. In practice, the conference link is short
range and realized via an orthogonal channel to the transmitter array. It is reasonable to expect
that in many cases the conference link is a reliable line-of-sight link with high bandwidth, which
may support frequent timing message exchanges. Hence, on the stable short-range conference
link, the relay and the destination could maintain clock synchronization.
The clock synchronization approach studied here focuses spcifically on frequency locking,
as the effect of frequency offset is the main reason why clockffsets drift over time [96].
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Compensating the frequency offset guarantees long-term reliability of synchronization, so that
re-synchronization only need to be preformed for each channel conditionHn. Maintaining
frequency synchronization could provide a big performanceadvantage, as will be shown in
Section 4.5. Without loss of generality, after the clock synchronization, frequency offsets at the
relay and the destination are modelled by (as shown in Figure4.4),
frn = fdn + ∆n, (4.15)
where∆n denotes the frequency synchronization error, which is determined by the synchro-
nization algorithm, the delays in timing message delivery,and the number of observations
of timing messages. Efficient algorithms relying on two-waymessage exchanges have been
reported in [94]. For algorithms that do not compensate the frequency offsets, such as the
timing-sync protocol for sensor networks (TPSN), synchronization has to be performed more
frequently to maintain the required accuracy. The algorithm in [96] computes and corrects
the frequency offsets, and thus serves as a good candidate for our system. It is reported that
the frequency synchronization error decreases as the number of timing messages exchanged
increases.
Destination
CFO  after synchronization
Relay








Figure 4.4: Carrier frequency offsets at the relay and the destination.
The second step of the proposed scheme is to perform joint CFOestimation between the relay
and the destination, to obtain the benefit of MIMO CFO estimation. Specifically, the relay
computesJrn = Prn2 · P †rn1 and transmits it to the destination via the conference link.The
destination receivesJdn = Pdn2 · P †dn1 and estimatesfdn based onJrn andJdn,
f̃dn = arg[Jrn + Jdn]/(2π· 2ts). (4.16)
The estimated CFO is then shared with the relay, i.e.f̃rn = f̃dn, to help the relay compensate
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its CFOfrn before the vector quantization. Here we comparef̃dn against the estimated CFO
of the corresponding MIMO system which is denoted byf̃n.
Proposition 4.1: Given a specific channel realisationHn, when the synchronization error∆n =
0, we havef̃dn computed using the joint CFO estimation scheme equalsf̃n in value, and there-
fore the benefits of MIMO CFO estimation are exploited.
A brief proof of the proposition is as follows: For the MIMO system, the received signals
corresponding tounl is given by,
yunl =Hnunle
j(2πfntnl) + wunl, (4.17)
According to [84], Pn1 is defined as[yunl, y
u
n(l+1)], and Pn2 is for next transmission of the
channel estimation sequence. Then we get a square matrixJn = Pn2·P †n1, so thatfn can
be estimated by,
f̃n = arg[ tr(Jn) ]/(2π· 2ts), (4.18)
where tr(· ) denotes the trace operation. If∆n = 0, we haveyunl = [yurnl yudnl]T, so that,







 · [P †rn1 P †dn1]


= Prn2 · P †rn1 + Pdn2 · P
†
dn1 (4.19)
Substituting (4.19) into (4.18), and comparing it with (4.16), we finally getf̃dn = f̃rn = f̃n.
The joint CFO estimation scheme therefore exploits spatialdiversity of the MIMO receiver
(when∆n = 0), and offers significant improvement compared to (4.12). The performance of
the joint CFO estimation scheme is thus lower bounded by the perf ct frequency-synchronized
case.
For the case∆n 6= 0, at high SNR,f̃dn will tend towardfdn + ∆n/2,
f̃rn = f̃dn = fdn + ∆n/2 = frn − ∆n/2. (4.20)
That is because the estimatedf̃dn from the equation (4.16) is based on two CFO observations.
When∆n 6= 0, with SNR increasing,f̃dn will equal the average ofdn andfrn. Thus for
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both the relay and the destination, the magnitude of CFO mismatch is∆n/2. In this case, the
joint CFO estimation scheme may still take advantage of the cooperative estimation, but the
benefit will be reduced as∆n increases. Different values of∆n represents different degrees
of synchronization across the relay and the destination. The distribution of∆n is complicated,
and is related to the synchronization algorithms, various delays in timing message delivery and
the number of timing messages exchanged, as mentioned before. In this chapter we consider
a fixed value of∆n for all channel conditions and will drop its subscriptn in simulations (in
Section 4.5), in order to demonstrate the effects of the value of∆ on performance.
Using the two steps, we get the clock synchronization and joint CFO estimation scheme to
counteract the performance degradations caused by CFOs. Note that, the joint CFO estimation
studied here is based on McKeown’s algorithm in [84], but it is not limited to that algorithm.
Other estimation algorithms could also be employed, with suitable changes to the shared infor-
mation to complete the joint CFO estimation operation.
4.5 Numerical Results
In this section, we present the error performance of our cooperative virtual-MIMO system
(Nt = Nr = 2). At the transmitter, a binary convolutional code is assumed with the generator
polynomials[133, 171]octal (Rb = 1/2). Gray-labeled QPSK or 16QAM modulation are con-
sidered. The channels between the transmitter and receivers ar assumed to be i.i.d normalized
block Rayleigh fading, with106 fading blocks and each block has 196 consecutive symbol pe-
riods. The simulation results are obtained using the Monte Carlo method. We plot the BER or
BLER against the information bit SNR, i.eEb/N0.
4.5.1 BER Evaluation of VQ Design
The BLER performance of the cooperative virtual-MIMO system with the Voronoi VQ un-
der various quantization rates, has already been shown in Chapter 3 in Figure 3.6 (for QPSK
modulation) and Figure 3.7 (for 16QAM modulation). The BLERs are compared against the
corresponding ideal MIMO system, and the non-cooperative MISO system. We can see that,
with Voronoi VQ at the relay,C =7 bits/sample for 16QAM andC = 4 bits/sample for QPSK
modulation, will enable the system with CF cooperation to approach ideal MIMO performance.
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Figure 4.5: BER performance of the cooperative virtual-MIMO system with TSVQ or Voronoi
VQ at the relay. (Quantization rate 6 bits/sample is considere in (a), while 5 and
7 bits/sample are considered in (b).)
84
Practical Design and Sensitivity Analysis of CF Cooperation
As mentioned above, the codebook design complexity and encodi g complexity of the Voronoi
VQ is quite high. To reduce the complexity and enhance the practicality of CF cooperation,
we propose to employ TSVQ to design the codebook at the relay.WhenC = 6 bits/sample,
Figure 4.5 (a) shows the BER results of the TSVQ cooperative system which is set up in ac-
cordance with the example for 16QAM mapping in Section 4.3.1. Its BER is compared against
the performance of the system with the Shannon coding bound.According to equation (3.2),
the compression noisewcnl is considered for this kind of system, with the Shannon coding
bound of the variance calculated via (3.7). As shown in this figure, the Voronoi VQ obtains
performance which is close to the Shannon coding bound. Eventhough the TSVQ we designed
here is suboptimal, it is much simpler to design and operate and c n achieve error ratios com-
parable to the optimal but more complicated Voronoi VQ. As anexample, at A BER of10−3,
a performance gap of2.5 dB exists between the two VQs. But for a given quantization rate 6
bits/sample, the Voronoi VQ requires aO(65536(Td +Tc)) computations which is much larger
than that of TSVQ requiringO(2048Td + 4096Tc) computations. The TSVQ we employed
allows a lower encoding complexity as well.
Additionally, considering the quantization rates 5 bits/sample and 7 bits/sample, we compare
the performance of the Voronoi VQ and TSVQ in Figure 4.5 (b). It can be seen that the per-
formance gaps are2.5 dB for C = 5 bits/s, and2 dB for C = 7 bits/s, at BER of10−3. And
more importantly, the BER of TSVQ forC = 6 bits/sample in Figure 4.5 (a) performs almost
the same as the Voronoi VQ forC = 5 bits/sample in Figure 4.5 (b). According to equations
(4.8) and (4.9), that means the TSVQ with encoding complexity (9Td+8Tc) is able to achieve
the performance of the Voronoi VQ with(32Td+31Tc) complexity. Also, the TSVQ forC =7
bits/sample performs similarly to the Voronoi VQ forC =6 bits/sample. That is, TSVQ could
approach the performance of Voronoi VQ with roughly 4 times lower encoding complexity.
TSVQ always requires a much lower computational complexityfor the codebook design as
well. Thus the TSVQ we implemented here is more efficient thanthe Voronoi VQ, and is a
better choice for the CF cooperation to enable the virtual-MIMO system to achieve MIMO
performance in practice.
The above TSVQ results useC2 =1 bit/sample accorded to the illustrative example in Section
4.3.1. ButC2 is not limited to that value: a higherC2 could be considered to further decrease
the computational complexity, orC2 = 0 bits/sample for a high-accuracy quantization, since
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Figure 4.6: BER comparison between the Voronoi VQ and TSVQ in the virtual-MIMO system.
(C = 7 bits/sample for the Voronoi VQ, and variousC2 for TSVQ are considered.)
Design Algorithm Design Encoding Eb/N0 Loss
(C uses bits/sample unit) Complexity Complexity (BER=10−3)
Voronoi VQ (C= 7) O(65536(Td + Tc)) 128Td + 127Tc 0 dB
TSVQ (C1= 2,C2= 0,C3= 5) O(4096(Td + Tc)) 32Td + 31Tc 1.3 dB
TSVQ (C1= 2,C2= 1,C3= 4) O(2048Td + 4096Tc) 17Td + 16Tc 1.6 dB
TSVQ (C1= 2,C2= 3,C3= 2) O(512Td + 2048Tc) 5Td + 10Tc 2.2 dB
TSVQ (C1= 2,C2= 5,C3= 0) O(192Td + 2048Tc) Td + 31Tc 3.6 dB
Table 4.1: Complexity and performance comparison between the VoronoiVQ and TSVQ when
C= 7 bit/sample.
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C3 = C−C1−C2. The comparison of values ofC2 for the TSVQ cooperative system is shown
in Figure 4.6. We assume a total quantization rateC = 7 bits/sample for 16QAM mapping in
this figure. The corresponding design and encoding complexities at BER of10−3, are shown
in Table 4.1. Compared to the Voronoi VQ, the TSVQ withC2 = 0 bits/sample can reduce
the codebook design complexity to one sixteenth, and decrease the encoding complexity to one
quarter, for aEb/N0 performance penalty of only 1.3 dB. Then asC2 increases, both the design
and encoding complexities reduce, but the BER performance be omes worse. Since both the
second and third stage of TSVQ contribute to the complexities according to (4.6) and (4.9), the
complexity reduction is not proportional to the increase ofC2. Neither does the performance
loss (i.e. theEb/N0 Loss). To achieve a favourable performance-complexity tradeoff, C2 = 1
bit/sample is a good choice for this case.
Design Algorithm Design Encoding Eb/N0 Loss
(C uses bits/sample unit) Complexity Complexity (BER=10−3)
Voronoi VQ (C= 5) O(65536(Td + Tc)) 32Td + 31Tc 0 dB
TSVQ (C1= 2,C2= 0,C3= 3) O(4096(Td + Tc)) 8Td + 7Tc 1 dB
TSVQ (C1= 2,C2= 1,C3= 2) O(2048Td + 3584Tc) 5Td + 4Tc 1.4 dB
TSVQ (C1= 2,C2= 2,C3= 1) O(1024Td + 2560Tc) 3Td + 4Tc 2.2 dB
TSVQ (C1= 2,C2= 3,C3= 0) O(512Td + 2048Tc) Td + 7Tc 4.2 dB
Table 4.2: Complexity and performance comparison between the VoronoiVQ and TSVQ when
C= 5 bit/sample.
Moreover, similar to Figure 4.6, Figure 4.7 also presents the comparison of variousC2 in the
TSVQ cooperative system, but for a total quantization rateC = 5 bits/sample. According to
Table 4.2, compared to the Voronoi VQ, the TSVQ withC2 =0 andC2 =1 bits/sample decrease
the complexities significantly, at the cost of 1 dB and 1.4 dBEb/N0 loss respectively.
4.5.2 Effects of Carrier Frequency Offsets
According to the 3GPP standards, the tolerance required forfrequency accuracy is from±0.1
ppm (parts per million) to±0.25 ppm (allowed in a wider temperature range) [97]. It transl tes
to a CFO in the range up to±500 Hz at a carrier frequency of 2 GHz. For practical considera-
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Figure 4.7: BER comparison between the Voronoi VQ and TSVQ in the virtual-MIMO system.
(C = 5 bits/sample for the Voronoi VQ, and variousC2 for TSVQ are considered.)
tions, we assume the CFO at the destination follows a uniformdistribution, i.e.fdn ∼ U[-500,
500] Hz, and againfrn = fdn +∆. Channel estimation sequences (pilot symbols) are transmit-
ted continuously on a dedicated pilot channel. Moreover, a generic sub-frame structure defined
in 3GPP LTE is adopted [98]: one sub-frame is made up of two 0.5ms slots, each made of
seven symbols, and thus the symbol intervalts = 71.4 µs. Based on the channel estimation
sequences, the frequency range that can be estimated is therefore±3500 Hz [84], which can
cover the maximum CFO assumed here. Since 196 symbol periodsare assumed in each block
for block fading channels, there exist 14 sub-frames on one specific channel. Given a specific
Hn, the relay and the destination perform clock synchronization, and then jointly estimate and
compensate their CFOs for each sub-frame.
The BLER performance of the2×2 virtual-MIMO system with or without clock synchronization
for QPSK modulation is shown in Figure 4.8. To focus on the effcts of residual CFO, we
firstly apply the Voronoi VQ withC= 4 bits/sample for cooperation. For the cooperative system
without clock locking, the relay and the destination need toestimate and compensate their CFOs
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CF Coop. with Perfect
Clock Locking
Ideal MIMO
CF Coop. with ∆=80 Hz
CF Coop. with ∆=60 Hz
CF Coop. with ∆=40 Hz
CF Coop. with ∆=20 Hz
QPSK
Mapping
Figure 4.8: BLER performance of the virtual-MIMO system with or withoutfrequency synchro-
nization for QPSK mapping. (Various degrees of synchronization and Voronoi VQ
are considered.)
independently, causing a drastic performance degradationcompared to the ideal MIMO case.
In contrast, the proposed clock synchronization and joint CFO estimation scheme provides a
significant performance advantage, which is lower bounded by the perfect clock locking case
(i.e. ∆ = 0 Hz). Then a family of dash-dot curves shows the performanceof various degrees
of synchronization.
For the case∆ 6= 0, there exists an error floor at highEb/N0, which is caused by the residual
CFO which equals∆/2 according to the equation (4.20). But a small value of∆ guarantees
a very low error floor. For a target BLER of10−2, a synchronization error smaller than 60Hz
provides a good performance close to the lower bound.
A similar trend can be seen in Figure 4.9 for 16QAM mapping: Maintaining clock synchroniza-
tion and jointly estimating CFO at the relay and the destinatio could provide a big BER im-
provement which is quite close to the ideal MIMO case. Comparing the results for 16QAM and
QPSK, it is obvious that 16QAM needs a higher level of synchronization because of its higher-
order constellation, but QPSK could tolerate a larger synchronization error. For 16QAM,
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∆ ≤ 20 Hz could offer a reasonable and acceptable performance for the virtual-MIMO system.




















Voronoi VQ CF Coop.
without Clock Locking
Voronoi VQ CF Coop.
with Perfect Clock Locking
Ideal MIMO System
Voronoi VQ CF Coop. with ∆=30 Hz
Voronoi VQ CF Coop. with ∆=20  Hz
Voronoi VQ CF Coop. with ∆=10  Hz
16QAM Mapping
Figure 4.9: BLER performance of the virtual-MIMO system with various degre s of frequency
synchronization for 16QAM mapping. (Various degrees of synchronization and
Voronoi VQ are considered.)
Moreover, besides the Voronoi VQ withC= 7 bits/sample, Figure 4.10 also applies the TSVQ
we designed (C1= 2, C2= 1, C3= 4 bits/sample) to enable CF cooperation for specific cases of
the proposed scheme where∆ = 10 Hz and∆ = 20 Hz are considered. The system perfor-
mance with TSVQ follows the same trend as the system with the Voronoi VQ, without causing
any extra performance degradation. Thus TSVQ could be used here to obtain a favourable
performance-complexity tradeoff in the virtual-MIMO system.
4.6 Conclusions
In this chapter, a cooperative virtual-MIMO system using two transmit antennas that imple-
ments BICM transmission and CF cooperation among two receiving nodes was presented. This
chapter concentrated on the practical analysis of codebookdesign and frequency offset esti-
mation in this system. Firstly, two codebook design algorithms were presented, Voronoi VQ
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TSVQ CF Coop. with ∆=20  Hz
Voronoi VQ CF Coop. with ∆=20  Hz
TSVQ CF Coop. with ∆=10 Hz
Voronoi VQ CF Coop. with ∆=10  Hz
Voronoi VQ CF Coop.
with Perfect Clock Locking
Ideal MIMO System
16QAM Mapping
Figure 4.10: BLER performance of the virtual-MIMO system with frequencysynchronization
for 16QAM mapping. (Both Voronoi VQ and TSVQ are considered.)
and TSVQ, based on knowledge of the noise-free constellation. A comparison in terms of the
codebook design complexity and encoding complexity was also presented. We have shown
that, compared to the Voronoi VQ, the TSVQ can reduce the codeb ok design complexity to
less than one sixteenth, and decrease the encoding complexity to less than one quarter, for a
performance penalty of only 1.3 - 1.6 dB. A higher middle-stage quantization rateC2 could be
considered to further decrease the complexities, orC2 = 0 bits/sample used for high-accuracy
quantization. In practice, the TSVQ is a better choice for CFcooperation to achieve a favourable
performance-complexity tradeoff in the virtual-MIMO system.
Additionally, for practical considerations, we also investigated the effects of CFO, and demon-
strated that CFO could lead to drastic performance degradation for the2 × 2 virtual MIMO
system. A scheme which maintains clock synchronization andjoi tly estimates CFO between
the relay and the destination, is proposed to overcome the limitations of separate CFO estima-
tion at the relay and destination. Simulation results showed that the proposed scheme provided
a significant performance improvement. For a target BLER of10−2, a synchronization error
smaller than 60 Hz for QPSK and 20 Hz for 16QAM mapping, could offer good performance
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close to the case with perfect clock locking.
This chapter dealt with two practical issues for the virtual-MIMO system with CF cooperation.
We designed the efficient TSVQ as source coding technique at the relay, and proposed the
clock synchronization and joint CFO estimation scheme so that the cooperation is not unduly
sensitive to CFOs. The TSVQ is not limited to 16QAM mapping, the principles of which
could easily be applied to multiple modulation types and quantiz tion rates. Also, the clock
synchronization and joint CFO estimation scheme could employ other estimation algorithms,
besides McKeown’s method. By extending to a wide range of applications, the virtual-MIMO
system is therefore particularly valuable and attractive to some realistic wireless communication
systems. The extension to more practical receivers will be described in next chapter.
92
Chapter 5
A Singular Value-based Adaptive
Modulation and Cooperation Scheme
In last two chapters, we concentrated on the virtual-MIMO-BICM system with ML detection.
The disadvantage of ML receiver is the high computational complexity, which increases ex-
ponentially with the number of bits per symbol. In this chapter, we extend the study to the
minimum mean square error (MMSE) detection, as it has low complexity and allows good
performance when combined with BICM techniques.
In this chapter, a closed-form upper bound for the system error probability is derived, based on
which we prove that the smallest singular value of the cooperative channel matrix determines
the system error performance. Accordingly, an adaptive modulation and cooperation scheme is
proposed, which uses the smallest singular value as the threshold strategy. Depending on the
instantaneous channel conditions, the system could therefor adapt to choose a suitable modu-
lation type for transmission and an appropriate quantization rate to perform CF cooperation. It
is shown that the adaptive modulation and cooperation scheme not only enables the system to
achieve comparable performance to the case with fixed quantization rates, but also eliminates
unnecessary complexity for quantization operations and coference link communication.
The chapter is organized as follows. Section 5.1 introduce the background and motivation of
this chapter. Section 5.2 specifies the model of the virtual-MIMO system with MMSE receiver.
The closed-form upper bound for the system BER is derived in Section 5.3. Details of the
proposed adaptive modulation and cooperation scheme are pres nted in Section 5.4. Section
5.5 shows the simulation results, and Section 5.6 concludesthe chapter.
5.1 Introduction
As mentioned in Chapters 3 and 4, the virtual-MIMO system hasbeen proposed as an alterna-
tive to a point-to-point MIMO system, to improve channel capacity and link reliability of wire-
less communications [53] [7]. Our research focuses on such avirtual-MIMO network with one
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remote multi-antenna transmitter sending information to several closely spaced single-antenna
receivers. Virtual-MIMO operation is realized via receiver-side local cooperation. Through
cooperation, it is possible to exploit the performance of traditional MIMO techniques without
each node needing multiple antennas. The CF protocol, whichis s own to provide better per-
formance when the relays are closer to the destination, is selected to realize receiver-side local
cooperation.
Similar to Chapters 3 and 4, we implement the BICM technique [55], which separates the as-
pects of coding and modulation by using a bit-interleaver, as a FEC coding scheme to mitigate
the effects of multipath fading and improve performance. Recently, BICM has been studied in
MIMO systems with ML detection or linear detection. The disav ntage of the ML receiver is
the high computational complexity, which increases exponentially with the product of the num-
ber of transmit antennas and the number of bits per symbol, making it prohibitive in practice. A
significant complexity reduction can be obtained by employing l near receivers, i.e. linear zero-
forcing (ZF) and minimum mean square error (MMSE) receivers. For uncoded systems, linear
receivers do not perform well in comparison with ML [99]. Coded MIMO-BICM systems with
ZF and MMSE receivers were proposed and analyzed in [70, 100,101]. In contrast to the un-
coded case, [70] and [101] show that both linear receivers perform remarkably well compared
with ML, especially for high-order modulation and whenNr ≥ Nt. An important conclusion
in [100] explained this phenomenon: the log-likelihood criterion combined with BICM trans-
mission acts to counteract any noise enhancement from the linear receiver. This is because the
deinterleaver evenly distributes the low reliability bit metrics from noise-enhanced subchannels,
and then the soft-input decoder is able to correct the errors. Furthermore, the corresponding
VBLAST (Vertical-Bell Laboratories Layered Space-Time) (ZF and MMSE) receivers were
examined, and it is shown that they suffer severely from error p pagation [100]. Thus, as the
linear MMSE receiver implies the same complexity order withthe ZF receiver, but outperforms
ZF and VBLAST receivers when combined with BICM techniques,we implement the MMSE
receiver at the destination in the virtual-MIMO system. Thec allenge now is to investigate the
performance of the MMSE receiver when considering the impact of ooperation.
The above recent works focus on the non-adaptive MIMO scenarios. It is well known that,
adapting the transmission parameters such as the modulation and coding rate to the changing
channel conditions, have recently emerged as a powerful technique for improving the system in
terms of the data rate and spectral efficiency [102,103]. Adaptive modulation designs based on
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perfect or imperfect CSI at both the transmitter and receiver have been proposed in [104–106],
rely on approximations for their BER calculations. More recently, the MIMO transmission
method (i.e. diversity, multiplexing or hybrid) adaptation is combined with the conventional
adaptive modulation and coding, e.g. [103] and [107]. In thelatter, an adaptive transmission
scheme considered MIMO BICM is proposed to maximize the system throughput. In prac-
tice, the current wireless standards employing MIMO technology (i.e., IEEE 802.11n, IEEE
802.16e, and 3GPP LTE) define different sets of modulation orders and coding rates. Stan-
dard wireless communication systems therefore use the lookup tables with predefined sets to
enable adaptation. As the adaptive modulation technique has the potential of increasing the
system throughput and spectral efficiency, we use it for our virtual-MIMO system in this chap-
ter. Different from previous works which are typically based on BER calculations, in this work
we adopt the smallest singular value as the switching criterion. Additionally, an adaptive-rate
CF scheme will be proposed at the relay, so that minimum possible quantization rate could be
selected to eliminate unnecessary complexity.
In this chapter, we consider a virtual-MIMO-BICM system that implements CF cooperation and
MMSE detection. Chapter 3 and Chapter 4 use a similar system model, but with ML detection.
Chapter 3 concentrates on the system performance assessment, including a comparison between
the standard source coding and Wyner-Ziv coding technique at the relay, and an impact analysis
of a non-ideal cooperation link. Chapter 4 focuses on the codeb ok design algorithms at the
relay to enable CF cooperation, and proposes a clock synchroization and joint CFO estimation
scheme to overcome the effects of CFO. The expression for theupp r bound on error ratio in
Chapter 3 cannot be expressed in a simple closed form, due to the use of ML detection, and
needs to be evaluated using the Monte Carlo method. Comparedto ML detection, the MMSE
receiver used in this chapter is a better choice to achieve low complexity receiver implementa-
tions. Moreover, compared to Chapter 3 and Chapter 4 where noadaptation is considered, this
chapter will propose an adaptive modulation and cooperation scheme.
We now summarize the main contributions of this chapter. First, for the practical virtual-
MIMO-BICM system (with MMSE detection), we derive an expression to upper bound the
system BER. The expression is obtained in closed form and shows that the smallest singular
value of the cooperative channel matrix dominates the system BER. Moreover, an adaptive
modulation and cooperation scheme is proposed, adopting the smallest singular value as the
threshold strategy. The closed-form cumulative distribution function for the smallest singular
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value is derived as well. The system could therefore adapt its modulation type to the prevail-
ing channel conditions and choose the minimum possible quantization rate. It is shown that
the proposed scheme eliminates unnecessary complexity, and enables the system to achieve
comparable performance to the case with fixed quantization rates.
5.2 The Virtual-MIMO System with MMSE Detection
5.2.1 Channel Model
Similar to Chapters 3 and 4, we consider a virtual-MIMO wireless network with one remote
Nt-antenna transmitter that implements BICM transmission, and Nr closely spaced single-
antenna receivers, whereNt =Nr =2. Further improvements are expected for the case of more
cooperating terminals with larger numbers of antennas. Thestructure of the transmitter is the
same as shown in Figure 3.2 (also given in Figure 5.1 for convenience). At the transmitter, the
information bits are encoded through a rate-Rb linear binary convolutional encoder, and then
interleaved through a random bit interleaver (int.). Gray-l beled2m =M -ary QAM or PSK is


































Figure 5.1: System model of the cooperative virtual-MIMO system with MMSE detection.
(Nt = 2, Nr = 2.)
As the transmitter is far away from the receiver group, we also sume the channels between
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them are block fading, withN Rayleigh fading blocks and each block hasL consecutive time
instants. When we consider a single time instancel for thenth channel, the channel model is
shown in equation (3.1). We assume normalized Rayleigh fading, i.e. E[|hin|2] = 1 . We also
normalize the total powerEs to unity. Then the average signal-to-noise ratio (SNR) willbe
SNR= Es/N0 = 1/N0. The corresponding power per bit isEb =Es/(mRb).
As the destination and the helping relay are closely spaced,it is highly likely that a high capacity
communication link with high reliability can be formed between them [11]. As also considered
in [7] [63] [58] and Chapter 4, we assume the two receivers cooperate by way of an one-shot
error-free conference link, with capacityC, as shown in Figure 5.1. In practice, compared
with the long range data channelHn, the orthogonal conference link is short-range with low
transmission power, and could be reused many times over the coverage area of the long range
link.
The conference link enables cooperation, and CF is the preferred protocol when the relay is
closer to the destination [10]. Vector quantization is chosen here to implement CF at the relay.
In order to demonstrate the achievable performance improvements and sensitivities with MMSE
detection, we apply the Voronoi VQ only, to design the codebook needed for the quantization.
Voronoi VQ has the feature that the codebook is optimal in thesense of minimising average
distortion. Some other quantization methods, such as tree-st ucture VQ (shown in Chapter 4),
could also be implemented, but at the cost of a small performance loss. Here the quantization
rate is equal to the capacityC of the error-free conference link. Then a compressed version of
the signaly′rnl will be transmitted over the conference link, wherey
′
rnl =yrnl+wcnl. The desti-
nation receives signalsynl, whereynl = [y
′
rnl ydnl]
T, as shown in Figure 5.1. With knowledge





have the same power of additive Gaussian noise. Then we obtain the scaled channel matrix̃Hn
as shown in (3.4). For a wired conference link with high capacity C, σ2cn decreases to 0, and
the system will behave as in the ideal MIMO case.
Note that, in the rest of this chapter, when we are considering a single time instancel on the
nth channel, we will drop the subscriptnl for the symbols andn for the channel matrix, since
the received symbols are treated independently.
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5.2.2 MMSE-based BICM Demodulation
The general structure of the destination with a linear MMSE receiver is shown in Figure 5.1.
The first MMSE filtering step is,












wheree = (WH̃− I)x is the residual inter-symbol interference (ISI), andv = W [w̃1 w2]T
denotes the colored Gaussian noise vector. Here† denotes the conjugate transpose ofH. Also,
















The scalarρk is the instantaneous received signal to interference and noise ratio (SINR) for the












We denoteX λ,kb as the subset within thekth transmit constellation where theλth bit is equal to
b. For MMSE detection, the BICM LLR for each coded bit corresponding toxk is calculated
from zk and denoted byL(cλ|zk, W), as [100],
L(cλ|zk, W) = ln
Pr{cλ = 1|zk, W}

























exp (−ρk|zk − x̃k|2)
, (5.4)
whereλ = 1, ...,m. The two path LLRs are combined into one output stream by the multi-
plexer, and reordered by the deinterleaver. Finally, the deco r accepts the LLRs of all coded
bits and employs a soft-input Viterbi algorithm to decode thsignals.
The benefit of the MMSE receiver is the lower computational complexity. However, it suffers
from residual ISI caused by the compression noisewc, as will be illustrated in Section 5.3.
A good quantization scheme with low compression noise at therelay, will enable the virtual-
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MIMO system to achieve almost ideal MIMO performance.
5.3 Upper Bound on Bit Error Ratio
Throughout the chapter, we consider block fading channels,for which a fading envelope is
given byH = (H1, ..., HN ). For a specific channel conditionH, the union bound on the con-
ditional BER for linear binary convolutional codes over a memoryless binary-input output-








wherePd(d|H) is the conditional PEP for two codewords differing ind bits, andAd is the sum
of bit errors for error events of distanced, as defined in Chapter 3 for (3.20). Withd increasing,
the influence ofAd andPd(d|H) on the conditional BER will decrease dramatically. Truncation
to 10 terms in (5.5), yields a very good upper bound (UB) of thetru Pb(H) [72] [109]. The



















where a BER limit of1/2 for the Viterbi decoder is included [73], as also shown in (3.22) The
expectation in (5.6) can be evaluated using the Monte Carlo method in practice.
Similar to Chapter 3, for our block fading channel which is not BIOS [74], we adopt the ap-
proach of [55] and force the BICM channel to behave as BIOS by using a random modulation
concept. Furthermore, due to the symmetry of the channel output, we can safely assume that
the all-zero codewords are transmitted. Thus when we are considering the random modulation
concept and all-zero codewords, the form of LLR for the MMSE receiver (which is given in
(5.4)) will be changed slightly,













exp (−ρk|zk − x̃k|2)
. (5.7)
We employ the Gaussian approximation (GA) [71] [75], which is a simple and accurate way to
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whereKL(s) is the cumulant generating function of the variableL(cλ|zk, W) defined in (5.7).
By contrast to (3.26) for ML detection,KL(s) for MMSE detection is given by,






















































The SINRρk defined in (5.3) is related with the channel conditionH. For BIOS channels,
symmetry dictates that the saddlepointŝ in (5.8) is placed at̂s = 1/2 [71]. A closed form of
KL(s) for high SNR can be stated as follows:
Theorem 1: For a receiver using MMSE detection, when SNR is high, the cumulant generating






































Λ(s, λ, t, k, xk, ρk)

 , (5.11)























At high SNR, the ratio in (5.12) is dominated by a single minimum distance term in the nu-
merator and denominator. Thus we can apply the Dominated Convergence Theorem [71] and
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obtain,










wherex̃k∈X λ,kt̄ is the nearest neighbour toxk∈X
λ,k
t . Then we simplifyΛ(s, λ, t, k, xk, ρk) as
follows



































(xk−x̃k) = 0. (5.14)
Thus we proceed to averageΛ(s, λ, t, k, xk , ρk) over the random noisevk and then over the
residual ISIek. We now have,












Substituting (5.15) into (5.11), we obtain (5.10).
We can see that nowKL(s) depends onρk and the squared Euclidean distance fromxk to its
nearest neighbour̃xk in the complement subset. According to the Gray-labeled PSK/QAM
constellations used in this system, we can further simplifyKL(s) by exploiting multiplicities
of the Euclidean distance. Table 5.1 presents (for various cn tellations) the set of all distinct
squared Euclidean distances (|xk−x̃k|2), and the corresponding frequency of occurrence of each
distance (normalized by the total number of distancesm2m) [1]. The corresponding values of
(s − s2)|xk− x̃k|2 in Table 5.1 could be used directly in our case to further simplify KL(s) in
(5.10).
For example, when we consider the saddlepointŝ = 1/2, we obtainKL(ŝ) for Gray-labelled
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Squared Euclidean Occurrence frequencies (s − s2)|xk−x̃k|2 in
distances (|xk−x̃k|2) (normalized bym2m) (5.10) when̂s = 1/2
BPSK {4.0} {1} {1.0}
QPSK {2.0} {1} {0.5}
16QAM {0.4, 1.6} {3/4, 1/4} {0.1, 0.4}
64QAM {0.0952, 0.3810, {7/12, 1/4, {0.0238, 0.0953,
0.8571, 1.5238} 1/12, 1/12} 0.2143, 0.3810}







































After the simplification, compared to BPSK and QPSK which haveNt terms in equation (5.10),
16QAM has2Nt terms (as shown in (5.16)), and 64QAM has4Nt terms (as shown in (5.17)).
The simplification is helpful to reduce computational complexities ofKL(ŝ) with higher-order
modulations.
Now, substituting (5.10) into (5.8) gives a closed-form expr ssion for approximatingPd(d|H),
leading to a closed-form solution for the UB ofPb(H) from (5.5). The conditional BER UB is
very useful since it provides insight into the asymptotic behaviour of the system error proba-
bility and can be used to judge the condition of the specific channelH. The bound computed
using GA is very close to the simulation results, as will be sen in Section 5.5.
Additionally, for a receiver using MMSE detection,ρk suffers from the residual ISI caused by
the compression noisewc. From (5.10), it is obvious that a lower value ofρk results in a larger
value ofKL(s) and finally a higherPb(H). Compared to the corresponding MIMO system, the
virtual-MIMO system will have an impaired BER performance since it uses CF cooperation
and MMSE detection. A higher quantization rateC is one solution with decreasingwc, but will
introduce additional operational complexity for quantizations at the relay. Another solution
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is to employ a lower-order modulation at the transmitter, but this will decrease the system
throughput as a result. Thus an adaptive modulation and cooperation scheme will be a suitable
solution here, as will be described in Section 5.4.
5.4 Adaptive Modulation and Cooperation Scheme
The basic motivation for this proposed scheme is the fact that fixed modulation or fixed-rate co-
operation can not adapt well to varying channel conditions,especially for a system with MMSE
detection. If we could apply a suitable threshold strategy to judge the conditions of the instan-
taneous channels, the system could choose different modulation types and quantization rates,
according to different realisations of̃H. Furthermore, when the channel is quite well condi-
tioned, a smallerC may be sufficient for the system to achieve a good performance. It would
eliminate unnecessary complexity for quantization when performing CF cooperation. Thus,
the key issues of the adaptive modulation and cooperation scheme are exploiting the relation-
ship between the system performance and the channel properties, and finding an appropriate
switching criterion.
5.4.1 Threshold Strategy
For the threshold design, we propose to adopt the smallest singular value of the cooperative
channel matrix as the threshold strategy, and the followingtheorem shows the reason.
Theorem 2: For the virtual-MIMO system using MMSE detection, the smallest singular value





















A proof of the theorem is as follows: From (5.10), it is obvious that, for a given channel
condition and a specific constellation,KL(s) only depends on the SINRρk. Further the value
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Using the fact that the largest eigenvalue majorizes the largest diagonal term of a square matrix
































guarantees a large value of
ρmin, and then guarantees a small value ofKL(s), and thus results in a low BER. In other words,
for a symbol error to occur, a necessary condition is thatλmin for the scaled channel matrix falls
below a certain threshold. Inserting (5.20) into (5.19), weobtain (5.18). For example, when we



































































has a direct impact on the system performance.
As will shown in Section 5.5, the BER performance is very wellapproximated by the UB based
on ρmin for various quantization rates. Thus it is reasonable and efficient to characterise the
quality of the cooperative virtual-MIMO channel based on its smallest singular value squared.
In practice, the nature of the short-range conference link is helpful for information exchanges.
Once the conference link formed, the channel CSI and the estimated value ofσ2c will be shared






5.4.2 Adaptive Modulation Scheme
As shown in Chapter 4, with the Voronoi VQ, when the quantization codebook could represent
the constellation accurately at the relay, e.g.C = 4 bits/sample for QPSK modulation and
C = 8 bits/sample for 16QAM, the cooperative virtual-MIMO system will perform very close
to the ideal MIMO system, and thereforẽH will tend towardsH in value. Combining Table
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5.1 and (5.18) (also from (5.21) and (5.22)), it is obvious that for a given channelH, KL(ŝ)
for lower-order modulation is always smaller than that for higher-order modulation, which
means that its conditional BER is always lower (at the cost ofreduced bit rate). Thus when the
channels are poorly conditioned, the system could adapt to provide reliable communications
using a lower-order modulation, e.g. QPSK, andC=4 bits/sample at the relay.
As shown in Chapter 3, the throughput of the cooperative virtual MIMO-BICM system is cal-
culated by considering the AMI for each bit level. When we consider the MMSE detection,
different from (3.17), the conditional AMI for theλth bit level is given by [70] ,



























exp (−ρk|zk − x̃k|2)
)
(5.23)
Assuming ideal interleaving, the channel can be consideredto be ergodic [55]. Then the system






























It is obvious that a higher-order modulation (with a largem) at the transmitter guarantees a
higher system throughput. Thus when the channels are well-conditioned or the SNR is high,
the system should adapt to achieve large bit rates using a higher-order modulation, e.g. 64QAM,
and a sufficient quantization rate at the relay. The adaptive-rate CF scheme will be illustrated
in Section 5.4.3.
Now, we present a check criterion for the adaptive modulation scheme. Specifically, we set
a thresholdξ for the UB of Pb(H). For different modulations (e.g. 64QAM and 16QAM),
according to (5.5), (5.8), (5.21) and (5.22), we could obtain corresponding thresholds of the
smallest singular value, which are denoted byλ64QAM andλ16QAM as examples. The system
would implement 64QAM for well-conditioned channels (λmin(H) ≥ λ64QAM), and 16QAM
for “in-between” channels (λ16QAM ≤ λmin(H) < λ64QAM). Otherwise, for poorly conditioned
channels (λmin(H) < λ16QAM), 16QAM signals may not be decoded successfully, and the sys-
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tem would switch back to QPSK modulation.
Note that the adaptive modulation scheme studied here switches between QPSK, 16QAM and
64QAM modulations, but the approach could easily be extended to multiple modulation and
coding rate choices, for example, applied to High Speed Packet Access (HSPA) and Long Term
Evolution (LTE) systems [111].
5.4.3 Adaptive-rate CF Scheme
When channel conditions are good and a high-order modulation is selected, vector quantization
with a largeC may cause a high processing burden for the relay to perform CFcooperation. If
the channel is quite well conditioned, a smaller quantization rate may be enough for the system
to achieve a good performance. Thus an adaptive-rate CF scheme is also proposed at the relay,
with choosing different quantization rates according to different channel conditions.
To facilitate the threshold design, we investigate the closed-form cumulative distribution func-
tion (CDF) and the probability density function (PDF) of thesmallest singular value. Recall
the scaled channel matrix̃H in (3.4), where we know that the scaled factorη is due to the





2 |h1|2 + 12 |h2|2
2C − 1 . (5.25)
If |h1|2+|h2|2 could be replaced by its expected value,η̄ would become constant for a certain
SNR andC according to (3.4). The scaled channelH̃ will be a complex Gaussian matrix,
whose smallest singular value has been discussed in [112]. Hence it is reasonably appropriate
to implement the expected value E[|h1|2+|h2|2] for the analysis of the smallest singular value
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Thus employing the results from [112], the CDF and PDF ofλmin(H̃) is given by,












Knowledge of the closed-form CDF and PDF provides direct insight into the distribution of
λmin(H̃). Setting a CDF threshold helps us obtain the corresponding threshold for the smallest
singular values. One attractive feature of the proposed threshold approach is that, with the
CDF threshold, it is readily apparent what percent of the channels are well-conditioned. Our
simulation results suggest that well-conditioned channels could support a lower quantization
rate, and poorly-conditioned channels will need a higher quantization rate. The final average
quantization rate is therefore predictable, which is another advantage of the threshold approach.























C = 4 bits/sample
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Figure 5.2: CDF curves of the smallest singular valueλmin for various quantization rates,
whenEb/N0 = 10 dB.
Take the quantization ratesC = 4, 6 bits/sample and 8 bits/sample as an example. The CDF
curves ofλmin(H̃) for various values ofC are shown in Figure 5.2. Based on the settings
of the CDF thresholds, i.e.Pth4 andPth6 shown in Figure 5.2, we will getλth4 andλth6 as
the thresholds. For a given channel condition, the relay could design a codebook needed for
each quantization rate. An estimate of the average distortion of the compression noise will be
obtained, e.g.σ2c,4 for C =4 bits/sample, andσ
2
c,6 for C =6 bits/sample. Substituting them into
(3.4), we get estimates of̃H4 andH̃6 respectively. Thenλmin(H̃4) andλmin(H̃6) are obtained.
Switching criterion for the adaptive-rate CF scheme is shown as (5.30) in Table 5.2. When
16QAM is selected, the channel conditions could be classified nto three levels, and the relay
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(0) Give the desired modulation types and quantization rates; (Here QPSK, 16QAM, and
64QAM, andC = 4, 6, 8, 10, 12 bits/sample are chosen as candidates as an exampl .)
(1) Confirm the thresholdsλ16QAM, λ64QAM, λth4, λth6, λth8, andλth10; Compute the small-
est singular valuesλmin(H), λmin(H̃4), λmin(H̃6), λmin(H̃8), andλmin(H̃10);
(2) Implement the adaptive modulation and cooperation scheme:




If λmin(H̃8)≥λth8 andλmin(H̃10)≥λth10, then C=8 bits/sample;
If λmin(H̃8)<λth8 andλmin(H̃10)≥λth10, then C=10 bits/sample;
If λmin(H̃8)<λth8 andλmin(H̃10)<λth10, then C=12 bits/sample;
(5.29)




If λmin(H̃4)≥λth4 andλmin(H̃6)≥λth6, then C=4 bits/sample;
If λmin(H̃4)<λth4 andλmin(H̃6)≥λth6, then C=6 bits/sample;
If λmin(H̃4)<λth4 andλmin(H̃6)<λth6, then C=8 bits/sample;
(5.30)
Else(λmin(H)<λ16QAM), QPSK and C=4 bits/sample is selected.
Table 5.2: Switching criterion of the adaptive modulation and cooperation scheme.
chooses the minimum possible quantization rate. That is,4 bits/sample VQ will be sufficient for
the channels withλmin(H̃4)≥λth4 andλmin(H̃6)≥λth6; and6 bits/sample VQ will be selected
for those withλmin(H̃4) < λth4 andλmin(H̃6) ≥ λth6. Otherwise, we employ a8 bits/sample
VQ.
The estimated average quantization rateCave is then shown as follows,
Cave = 4(1 − Pth4) + 6(Pth4 − Pth6) + 8Pth6. (5.31)
With the proposed adaptive-rate CF scheme,Cave is always smaller than the fixed quantization
rate which is needed to obtain the ideal MIMO performance. Asthe encoding complexity of
Voronoi VQ grows exponentially with the quantization rate [12], the proposed scheme with a
smallCave will reduce the complexity for quantization significantly.
The scheme can also be extended to multiple modulation and code rates, including high-order
modulation types which require higherC values, e.g. 64QAM. We presented an illustrative
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switching criterion in Table 5.2, where the adaptive modulation and the adaptive-rate CF are
combined. QPSK, 16QAM and 64QAM are chosen as the desired modulation types, andC =
4, 6, 8, 10, 12 bits/sample are selected as the quantization rate candidates. The impact of varying
the CDF thresholds will be investigated in Section 5.5.
Therefore, for a specific channel condition, given the thresolds, the system could adapt to
choose a suitable modulation type for transmission and an appropriateC to perform CF coop-
eration. The scheme not only enables the system to achieve a high throughput with reliable
communication, but also eliminates unnecessary complexity for quantization operations and
conference link communication.
5.4.4 Practical Setup and Maintenance
In general, to support this cooperative virtual-MIMO system with an adaptive modulation and
cooperation scheme, some setup and maintenance issues should be specified for practical con-




1. CSI and SNR Estimation
3. Selected Modulation Type and Code Rate
4. Data and Control Info.




Figure 5.3: Practical setup and maintenance issues for the virtual-MIMO system with the
adaptive modulation and cooperation scheme. (ACK and NACK stand for acknowl-
edgement and negative acknowledgement, respectively.)
1. CSI and SNR are estimated at the relay and destination.
2. An orthogonal conference link is formed between the relayand the destination. The
conference link is short-range and could be reused many times ov r the coverage area of
the long range link (between the transmitter and the receivers). The channel CSI is then
shared between them, i.e.Hn is known at both the relay and the destination.
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3. An adaptive modulation scheme related computation is executed at the destination, to
choose a suitable modulation type according to the quality of Hn and predefined thresh-
old ξ, and feed back the information to the transmitter.
4. The transmitter broadcasts the data symbols through two antennas simultaneously. Some
control information, e.g. the modulation type and coding rate, is also included.
5. The relay implements the adaptive-rate CF scheme to decide an appropriate quantiza-
tion rate for the CF cooperation. Then the relay quantizes threceived signals based on
the selected rateC, and transmits the compressed signalsy′rnl to the destination. Code-
book information, and some control information, such as thesel cted value ofC and the
estimated value ofσ2cn, is included.
6. The destination performs MMSE detection on the received signalynl, with the knowledge
of H̃n. Finally an acknowledgement/negative acknowledgement (ACK/NACK) informa-
tion is fed back to let the transmitter know the outcome of thedecoding process. If errors
still occur, the destination may request a retransmission.
5.5 Numerical Results
In this section, we present the error performance of our cooperative virtual-MIMO-BICM sys-
tem (Nt =Nr =2). At the transmitter, a 1/2-rate convolutional code with the generator polyno-
mials[133, 171]octal (dfree=10) is used for QPSK and 16QAM modulations. Further, a 2/3-rate
code punctured from[133, 171]octal is considered for 64QAM. We assume106 block Rayleigh
fading channels between the transmitter and receivers, with each block having 200 consecutive
symbol periods. An error-free conference link is assumed betwe n the relay and the destina-
tion. In addition, a Voronoi VQ is implemented at the relay toenable CF cooperation. The
destination performs joint MMSE demodulation and employs soft-input Viterbi decoding. The
simulation results are computed via the Monte Carlo method.
5.5.1 BER Evaluation
The BER performance of the cooperative virtual-MIMO-BICM system with various modula-
tions, under fixed quantization rates, is shown in Figure 5.4. The conference link ratesC = 4
bits/sample for QPSK,C = 8 bits/sample for 16QAM, andC = 12 bits/sample for 64QAM
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modulation will enable the system with CF cooperation to approach the ideal MIMO perfor-
mance, since the quantization codebook could represent theconstellation points accurately at
the relay. The BER UBs and their simplified versions based onρmin are presented as well. Ac-
cording to (5.10) and (5.19), the BER UB based onρmin is a little larger but follows the same
trend with BER UB, as also shown in this figure. The BER UBs match well to the simulation
results and thus could be used to predict the practical BER performance.





















BER UB (Based on ρ
min
)
of the CF Coop. System
BER UB of the CF Coop. System
BER of the CF Coop. System
BER of MIMO System
64QAM, C=12 bits/sample
16QAM, C=8 bits/sample
QPSK,  C=4 bits/sample
Figure 5.4: Simulation results and UBs on the BER performance of the2 × 2 virtual-MIMO-
BICM system with CF cooperation and MMSE receiver. (1/2-rate coded QPSK,
1/2-rate coded 16QAM, and 2/3-rate coded 64QAM are considered.)
The UBs and simulation results of the system BER performancefor 16QAM modulation, under
various quantization rates, are presented in Figure 5.5. Weplot the BER against the information
bit SNR, i.eEb/N0. For all considered quantization rates, the BER performance is very well
approximated by the UB based onρmin. A smaller quantization rate results in stronger com-
pression noise. As shown in this figure, for smallerC, such as 4 bits/sample and 6 bits/sample,
there exists an error floor, which means the MMSE receiver cannot remove the residual ISI
because of the compression noise. For largerC, such as 8 bits/sample, an error floor is also
expected. But it is too low to impair the system performance.H nce in order to achieve almost
ideal MIMO performance and simultaneously eliminate unnecessary complexity for the quanti-
zation, it is appropriate to implement the singular value-based adaptive-rate CF scheme, which
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exploits differentC according to different channel conditions. Since the BER performance is
very well approximated by the UB based onρmin for all considered quantization rates, it is
reasonable to characterise the quality of the scaled channel by using its smallest singular value.
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Figure 5.5: Simulation results and UBs on the system BER performance for1/2- ate coded
16QAM with various quantization rates.
5.5.2 Application of the Adaptive Modulation and Cooperation Scheme
Here we present an illustrative simulation example, which is set up in accordance with the
example in Table 5.2. The switching criterion of the adaptive modulation and cooperation
scheme is two levelled. Firstly, the destination should choose a suitable modulation type via
comparingλmin(H) to λ16QAM andλ64QAM. Here we assume the thresholdξ = 10−5 so that
the realistic BER will be smaller than10−5. We use the value ofAd in [72] for 16QAM
modulation and [109] for 64QAM modulation, then a thresholdf r KL(ŝ) which equals -1.1284
for 16QAM and -2.0103 for 64QAM are obtained from (5.5) and (5.8). According to (5.21)





62.0480Nt/SNR. Secondly, if 16QAM is chosen, an adaptive-rate CF cooperation
scheme (C = 4, 6, 8 bits/sample are chosen as candidates in accordance with Table 5.2) will be
employed. If 64QAM is selected,C = 8, 10, 12 bits/sample will be considered. The thresholds
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λth4 andλth6 for 16QAM, andλth8 andλth10 for 64QAM are computed based on the settings of
Pth4, Pth6, Pth8 andPth10.
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Figure 5.6: The effects of varying the thresholds on the conditional BERperformance. (1/2-
rate coded 16QAM withC=4 bits/sample is considered in (a) and 6 bits/sample in
(b), while 2/3-rate coded 64QAM withC=8, 10 bits/sample is considered in (c).)
In Figure 5.6 (a) and (b), we investigate the impact of varying the thresholds on the conditional
BER for 16QAM modulation, by changing the operating thresholds Pth4 andPth6 for C = 4
bits/sample and 6 bits/sample. The conditional BERs are calculated on the channels satisfying
113
A Singular Value-based Adaptive Modulation and Cooperation Scheme
λmin(H̃4) ≥ λth4 andλmin(H̃6) ≥ λth6 respectively, whereλth4 andλth6 are computed based
on the settings ofPth4 and Pth6. It is obvious that as the thresholdPth increases, for both
the C = 4 bits/sample and 6 bits/sample cases, the conditional BER decreases. As long as
Pth4 = 0.5 andPth6=0.1, the error floor is too small to impact the system performance.
For 64QAM modulation, we also investigate the impact of varying the thresholds and simulate
the conditional BERs to an error floor of roughly10−5, usingC = 8 and 10 bits/sample in
Figure 5.6 (c). HencePth4 = 0.5, Pth6 = 0.1, Pth8 = 0.3, andPth10 = 0.06 are good choices
for the adaptive-rate CF scheme to achieve a favourable performance-complexity tradeoff. Then
based on (5.28), we calculateλth4 andλth6 (for 16QAM), andλth8 andλth10 (for 64QAM) as
the singular value thresholds to select various values ofC for the scheme.





















BER of the MIMO−64QAMSystem
BER of the MIMO−16QAMSystem
BER of the MIMO−QPSK System
BER of the Adap. Virtual−MIMO
BER UB of the Adap. Virtual−MIMO
Figure 5.7: BER performance of the2× 2 virtual-MIMO system with the adaptive modulation
and cooperation scheme.
Corresponding to the criterion in Table 5.2, the simulationresults of the adaptive virtual-MIMO
system are presented in Figure 5.7 and Figure 5.8. With the adaptive modulation and cooper-
ation scheme we proposed, the system obtains a BER performance almost the same as the
MIMO system with QPSK modulation, and provides a significantimprovement compared to
the 64QAM case, as shown in Figure 5.7. Also, at highEb/N0, the adaptive system throughput
can approach almost MIMO-64QAM performance, i.e. reach theupper limit of 12 bits/s, as
shown Figure 5.8. Compared with the cases of fixed modulationnd fixed-rate CF, the adaptive
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scheme allows the virtual-MIMO system to achieve a high throughput with reliable communi-
cation.
The switching thresholds for the adaptive virtual-MIMO system have been chosen conserva-
tively to achieve the same BER performance as for QPSK modulation, as shown in Figure 5.7.
A higher BER threshold for changing modulation scheme couldbe used to improve throughput,
at the cost of higher BER and higher quantisation rates at therelay.




























Virtual−MIMO−64QAM System (C=12 bits/sample)
Virtual−MIMO−16QAM System (C=8 bits/sample)
Virtual−MIMO−QPSK System (C=4 bits/sample)
Adap. Virtual−MIMO System
Figure 5.8: Throughput of the2 × 2 virtual-MIMO system with the adaptive modulation and
cooperation scheme.
The probabilities of choosing different modulation types and quantization rates are shown in
Figure 5.9. At lowEb/N0, QPSK is always selected to try to provide reliable communica-
tion. As theEb/N0 increases, 16QAM and 64QAM are chosen more frequently to obtain high
throughputs, and adaptive-rate CF cooperation is implemented. When theEb/N0 is high, the
relay uses12 bits/sample VQ for less than6% of channel realisations (with lowerλmin), and
for more than70% of the channels (with higherλmin), 8 bits/sample VQ will be sufficient for
acceptable performance. As shown in Figure 5.10, the final average quantization rate is be-
tween 4 bits/sample and around 8.6 bits/sample, which couldalso be predicted from (5.31).
Thus at lowEb/N0, the adaptive scheme helps the system to reduce complexity for quanti-
zation operations significantly, without large performance loss compared to the 64QAM case
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with C = 12 bits/sample (see Figure 5.8). When theEb/N0 is high, the adaptive scheme is
capable of eliminating more than 3 bits complexity for quantization at the relay and more than
3 bits/sample on the conference link communications relative to theC =12 bits/s/sample case,
while still achieving almost ideal MIMO-64QAM performance.
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Figure 5.9: Probability of choosing different modulation types and quantization rates for the
adaptive virtual-MIMO system.
5.6 Conclusions
This chapter presented a practical virtual-MIMO-BICM system with a single two-antenna wire-
less transmitter sending information to two closely spacedsingle-antenna receivers. Virtual-
MIMO operation was realized via receiver-side local communication using the CF cooperation,
and MMSE detection was employed at the destination. In this capter, we derived an expres-
sion to upper bound the system BER. The expression was obtained in closed form, based on
which we showed that the smallest singular value of the cooperativ channel matrix dominates
the system error performance. Moreover, an adaptive modulation nd cooperation scheme was
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Virtual−MIMO−64QAM System with C=12 bits/sample
Virtual−MIMO−16QAM System with C=8 bits/sample 
Virtual−MIMO−QPSK System with C=4 bits/sample 
Adaptive Virtual−MIMO System
Figure 5.10: Average quantization rate at the relay for the adaptive virtual-MIMO system,
compared to theC =4, 8, 12 bits/sample cases.
proposed, adopting the smallest singular value as the threshold trategy. The closed-form CDF
expression of the smallest singular value was also derived.
With the adaptive modulation and cooperation scheme, the system could adapt its modulation
type to the prevailing channel conditions. The relay could also choose the minimum possible
quantization rate to eliminate unnecessary complexity. Wepresented an illustrative example for
simulation, where QPSK, 16QAM and 64QAM were chosen as the desired modulation types,
and C = 4, 6, 8, 10, 12 bits/sample were selected as the quantization rate candidates. The
simulation results confirmed that the2 × 2 virtual-MIMO system was able to achieve a high
throughput with reliable communication. For our illustrative example, at lowEb/N0, the adap-
tive scheme helps the system to reduce complexity for quantiz tion operations significantly,
without large performance loss. When theEb/N0 is high, the adaptive scheme is capable of
eliminating more than 3 bits complexity, while still achieving almost ideal MIMO-64QAM
performance.
The illustrative example showed how to find the appropriate switching criterion and the system
performance. The adaptive modulation and cooperation scheme is not limited to this example,
the principles of which could easily be applied to multiple modulation types and quantization
rates. The virtual-MIMO system studied here is not limited to BICM transmission. Other
FEC coding schemes, such as Turbo coding or LDPC coding, could also be employed, subject
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to different switching criterion analyses. By extending toa wide range of applications, the
virtual-MIMO system implementing the adaptive modulationand cooperation scheme is there-
fore particularly valuable and attractive to some realistic w reless communication systems, such
as High Speed Packet Access (HSPA) and Long Term Evolution (LTE) systems.
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Conclusions and Future Work
This thesis has contributed to the performance evaluation and practical design of CF coopera-
tion in virtual-MIMO systems. In this concluding chapter, Section 6.1 will look for three key
points from the thesis. Some limitations of the work and several suggestions for possible future
research areas will be discussed in Section 6.2.
6.1 Conclusions
This thesis presented a practical virtual-MIMO system thatimplemented BICM transmission
and CF cooperation. To demonstrate the achievable performance improvements and sensitivi-
ties, we focused on a simple configuration that a single two-antenna transmitter sending infor-
mation to two closely spaced single-antenna receivers. Thekey contributions of this thesis are
summarized as follows.
6.1.1 Performance Evaluation of Virtual-MIMO Systems
Evaluating performance bounds for virtual-MIMO systems, it was found that the CF coopera-
tion using standard source coding at the relay could enable the virtual-MIMO system to achieve
almost ideal MIMO performance. Simulation results showed that, with Voronoi VQ at the relay,
a quantization rate of 4 bits/sample for QPSK mapping, and 7 bits/sample for 16QAM, would
result in the virtual-MIMO system achieving almost ideal MIMO performance. In addition,
TSVQ was shown to be a good choice for CF cooperation to achieve a favourable performance-
complexity tradeoff: It could reduce the codebook design complexity and encoding complexity
significantly, for a very small performance penalty. Considering the practicality, the proposed
virtual-MIMO system with CF cooperation is particularly valu ble and attractive to some re-
alistic wireless communication systems, and enables single-antenna user devices to obtain the
benefits of MIMO decoding.
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6.1.2 New Theoretical Results
The system throughput and upper bounds on the error probabilities of the virtual-MIMO-BICM
system with CF cooperation were derived. It was shown that upper bounds computed using the
Gaussian approximation matched well to the simulation results and provided good insights into
the error behaviour of CF cooperation.
The system theoretical analysis was also extended to the low-complexity MMSE detection.
The expression to upper bound the system BER was then obtained in closed form, based on
which we proved that the smallest singular value of the cooperativ channel matrix dominated
the system error performance. The closed-form cumulative distribution function of the smallest
singular value of the cooperative channel matrix was also derived.
6.1.3 Sensitivity Analysis
It was demonstrated that the2 × 2 virtual MIMO system with CF cooperation was sensitive to
carrier frequency offsets. Separate CFO estimation at the relay and destination could lead to
drastic performance degradation for the2 × 2 virtual MIMO system, even though increasing
the number of transmit and receive antennas might improve the accuracy of the CFO estima-
tion. To overcome this problem, a clock synchronization andjoint CFO estimation scheme was
proposed, which was shown to provide a significant performance improvement.
Comparing ideal and non-ideal conference links within the receiver group, it was found that the
virtual MIMO system was not necessarily so sensitive to fading cooperation links. Considering
the short-range communication between the relay and destination and using a channel-aware
adaptive CF scheme, the impact of a non-ideal cooperation link is too slight to impair the
system performance significantly. So an error-free conferece link is always assumed between
the relay and destination through the remainder of the thesis.
The theoretical expression for the upper bound on system BERshowed that the virtual-MIMO
system with MMSE detection was sensitive to the compressionnoise caused by the CF cooper-
ation. A low quantization rate which results in strong compression noise, would impair the sys-
tem BER performance and lead to an error floor. To solve this problem, an adaptive modulation
and cooperation scheme was proposed, adopting the smallestsingular value as the threshold
strategy. Depending on the instantaneous channel conditios, the system could therefore adapt
to choose a suitable modulation type for transmission and anappropriate quantization rate to
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perform CF cooperation. It was shown that the proposed scheme not only enabled the system to
achieve comparable performance to the case with fixed quantization rates, but also eliminated
unnecessary complexity for quantization operations and coference link communication.
6.2 Future Work
Following the investigations described in this thesis, there are several research directions that
can be extended. Some suggestions are listed below:
• This thesis focused on a2 × 2 virtual-MIMO system, i.e. two-antenna transmitter send-
ing information to two closely spaced single-antenna receivers. Further improvements
are expected for the case of more antennas and more cooperating terminals: Suitable
cooperation schemes at the relays will enable the virtual-MIMO system to achieve al-
most idealNt × Nr MIMO performance. However, the power allocation among those
relays should be considered to guarantee fairness and efficiency of the cooperative com-
munications. If larger numbers of antennas are equipped at the cooperating terminals,
the situation will become more complicated. Thus, extending the analysis to more trans-
mit antennas and more cooperating terminals equipped with more antennas will be one
promising future research area.
• In the system model of this thesis, an error-free conferenceli k is assumed between the
relay and the destination. If the link is not ideal, cooperation and control information
transmission may suffer from fading channel and noise effects. That is, the clock syn-
chronization and joint CFO estimation proposed in Chapter 4, and the computation of
the smallest singular value of the cooperative channel matrix used in Chapter 5 may be
affected. Chapter 3 considers the impact of data transmission errors on the system perfor-
mance, but other transmission errors (such as CSI errors) are not specifically considered,
which is left as another future research subject.
• In Chapter 4, the proposed joint CFO estimation scheme was based on McKeown’s algo-
rithm in [84], where the phase shift of pilot sequences is measured to estimate the CFO.
McKeown’s algorithm is simple and effective in practice. But other estimation algo-
rithms could also be employed and may give better performance t the cost of increased
complexity. Hence, an interesting topic for future research is to extend the analysis to
other CFO estimation algorithms and examine their potential.
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• The virtual-MIMO system studied in this thesis implements BICM as a forward error
correction coding scheme to improve performance. The system is not limited to BICM,
other FEC coding schemes, such as Turbo coding or LDPC coding, could also be em-
ployed. For Chapter 5, when other FEC coding schemes are used, the switching criterion
analyses (for the adaptive modulation and cooperation scheme) will be different. How to
implement other FEC coding schemes in virtual-MIMO systemsto optimize performance
will be another interesting area for future research.
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Proof of Proposition 3.1
In [67], it is demonstrated that under the assumption of highresolution and smooth densities,
the quantization error behaves like an additive white noise: t has small correlation with the
signalyrnl and an approximately white spectrum. Thus we could model thequantization error




(yrnl + ayrnl + unl). (A.1)




2. We choosea andσ2u according to Shannon’s rate-distortion theory. That
is, the variance of the quantization error satisfies,
E[|ayrnl + unl|2] = a2E[|yrnl|2] + σ2u ≥ 2−CE[|yrnl|2], (A.2)
Also, the correlation between the quantization error andyrnl is the negative of the mean-squared
error E[|ayrnl + unl|2] [66], i.e.
E[y∗rnl(ayrnl + unl)] = aE[|yrnl|2] = −E[|ayrnl + unl|2], (A.3)
wherey∗ denotes the complex conjugate ofy. Solving (A.3) and (A.2), we get
σ2u = E[|yrnl|2]a(1 + a), (A.4)
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Abstract—A cooperative virtual-MIMO system that imple-
ments bit-interleaved coded modulation (BICM) transmission
and compress-and-forward (CF) cooperation is presented in this
paper. The key tasks of the relay include constructing a good
codebook, and forwarding a compressed version of the received
signals to the destination. Codebook designs of the Voronoi vector
quantization (VQ) and the tree-structure vector quantization
(TSVQ) to enable CF cooperation are described in this paper.
A comparison in terms of the codebook design complexity and
encoding complexity is presented. It is shown that the TSVQ is
much simpler to design and operate and can achieve performance
comparable to the optimal but more complicated Voronoi VQ.
Error performance results show that the helping relay enables
the proposed cooperative virtual-MIMO system to achieve close
to MIMO performance.
I. INTRODUCTION
Recently the use of multiple antennas at the transmitter and
a single antenna at each of the receivers, known as virtual
multiple-input multiple-output (MIMO) wireless system, has
received significant interest [1]. In a typical virtual-MIMO
system, coordination is allowed among the transmit antennas,
but not among the receive nodes (see, e.g. [2]). However,
it requires the transmitter to have perfect or partial channel
side information (CSI) for the wireless link to each receiver,
which is not realistic in many cases. When the transmitter does
not have CSI in the virtual-MIMO system, receiver-side local
cooperation is a good way for achieving MIMO capacity gains.
The helping receiver (i.e. the relay) could choose to amplify-
and-forward (AF), decode-and-forward (DF), or compress-
and-forward (CF) its observation to the destination [3]. Since
the relay is generally close to the destination in our virtual-
MIMO system, the CF protocol which provides higher rates
[4], is a better choice at the relay.
In virtual-MIMO communications, we need a robust coding
technique to improve system performance. Bit-interleaved
coded modulation (BICM) [5], which introduces a spatial and
temporal bit interleaver into the transmitter, is employed here
to mitigate the effects of multipath fading. The virtual-MIMO
We would like to thank Prof. Norbert Goertz of the Vienna University of
Technology for providing the idea of implementing the tree-structure vector
quantization in the system. We acknowledge the support of the Scottish Fund-
ing Council for the Joint Research Institute with Edinburgh and the Heriot-
Watt Universities, which is a part of the Edinburgh Research Partnership. Jing
Jiang gratefully acknowledges the support from the UK/China Scholarships
for Excellence programme in funding her PhD studies.
system studied in this paper employs the BICM technique, but
the virtual-MIMO system studied here is not limited to BICM
in general. Any forward error correction coding schemes, such
as Turbo coding or LDPC coding, could be used, according
to different application requirements.
We now summarize the main contributions of this paper.
Firstly, we present a practical virtual-MIMO-BICM system
that implements CF cooperation with a standard source coding
technique at the relay. We prove that the cooperation of
the receivers enables our virtual-MIMO system to achieve
almost ideal MIMO performance. Furthermore, to perform
source coding for CF cooperation, we consider two codebook
design algorithms, Voronoi vector quantization (VQ) and tree-
structure vector quantization (TSVQ). To the best of our
knowledge, it is the first time that VQ and TSVQ are applied
to digital modulation signals. Their codebook design complex-
ities and encoding complexities are investigated. The simula-
tion results show that the TSVQ approach we implemented is
much simpler for encoding and more computationally efficient
than the complicated Voronoi VQ.
The paper is organized as follows: Section II specifies the
system model. In section III, we analyze the CF protocol.
Codebook design methods and the corresponding complexity
analyses are investigated in section IV. Section V shows the
simulation results, and section VI concludes the paper.
II. SYSTEM MODEL
Consider a cooperative virtual-MIMO network with one
remote Nt-antenna transmitter sending information to Nr
colocated single-antenna receivers, as shown in Fig. 1. To
focus on the performance and practical implementation of
the CF cooperation, we simplify the system with Nt = 2
and Nr = 2 antennas. BICM is employed here to improve
performance. At the transmitter, a rate-Rc linear binary con-
volutional encoder is considered, and hence the information
bits are encoded to yield codewords. The codewords are then
interleaved through an ideal random bit interleaver, which
rearranges the codewords using a random permutation. In each
steam after the demultiplexer (or demux), groups of m bits are
mapped onto complex data symbols via Gray-coded 2m =M -
ary modulation whose signal constellations are denoted as X .
Since the transmitter is far away from the receiver group,
a block fading channel model with N Rayleigh fading blocks
IEEE Globecom 2010 Workshop on Heterogeneous, Multi-hop Wireless and Mobile Networks
































Fig. 1. System model of the cooperative virtual-MIMO system. (TX and
RX stand for the transmitter and receiver.)
is assumed here, with each block having length L symbol
periods. When we consider a single time instance l for the











where Hn denotes the nth block fading channel matrix, with
each hin(i ∈ [1, ..., 4]) is independent and identically dis-
tributed (i.i.d.). We also define the vector xnl =[x1n1, x2nl]
T,
where xi′nl(i
′ ∈ [1, 2]) presents the lth M -ary symbol
transmitted on the nth channel from the i′th antenna. The
noise vector wnl = [w1n1, w2nl]
T, with components wi′nl ∼
CN (0, N0). Moreover, we assume normalized Rayleigh fad-
ing, i.e. E[|hin|2] = 1. The average transmitted power per
symbol is E[|xi′nl|2] = Es/2. We normalize the total trans-
mitted power Es to unity, and the corresponding power per
bit is Eb =Es/(mRc). We assume that perfect channel state
information (CSI) is available at the receivers only.
There exist two clustered receivers, the destination and the
helping relay. As the receivers are closely spaced, it is highly
likely that the communication between the two receivers is
much better and more stable than that between the transmitter
and receivers. It is reasonable to expect that we could achieve
high channel capacity with high reliability on this short range
link. Hence we assume the two receivers cooperate by way
of an error-free conferencing link [6], as shown in blue in
Fig. 1, which may be realized via an orthogonal channel to
the transmitter array with sufficiently long coding blocks. We
consider one-shot conferencing cooperation, which requires
the destination to decode the signal sent over the conferencing
link from the relay. The CF protocol is chosen here, so that
a compressed version of the signal y′
rnl
will be passed into
a standard transmitter and transmitted over the conferencing
link. The capacity of this link is denoted by C, which is
measured in bits per compressed sample.
The destination is assumed to be equipped with a receiver
which observes signals ydnl from the transmitter, and an intra-
cluster receiver observes signals from the relay, written as y′
rnl
,
as shown in Fig. 1. We denote the received signals at the





. Next the destination performs
joint maximum-likelihood (ML) demodulation of ynl, with
computing the log-likelihood ratio (LLR) for each coded bit.
The two path LLRs are combined into one output stream by the
multiplexer, and then reordered by the deinterleaver. Finally
the decoder accepts the LLRs of all coded bits and employs a
soft-input Viterbi algorithm to decode the signals. Thus with
help from the relay, the single-antenna destination receives two





In our virtual-MIMO system, we implement the CF protocol
with a standard source coding technique to realize the receiver-
side cooperation. Note that, we do not employ Wyner-Ziv
(WZ) Coding technique for the CF protocol. The reason is,
our virtual-MIMO system with two antennas at the transmitter
has the feature that yrnl and ydnl are not highly correlated.
The WZ Coding technique therefore does not improve the
performance signicantly [7], but introduces extra complexity.
Since standard source coding is much simpler to enable
CF cooperation and also performs well in practical scenarios,
we choose to implement it at the relay. That is, the relay is
equipped with a vector quantizer (VQ). The quantization rate is
equal to the link capacity C, as the two receivers cooperate by
way of an error-free conference link. In [8], it is demonstrated
that the quantization error behaves like an additive Gaussian
noise. Thus we may write:
y′rnl = yrnl + wcnl, (2)
where wcnl is the compression noise, independent of yrnl,
with variance σ2cn, i.e. wcnl ∼ CN (0, σ2cn). The lower bound
of the compression noise variance in [9] could be extended to
our virtual-MIMO system, i.e.,
σ̄2cn =
E[|yrnl|2]




|h1n|2 + 12 |h2n|2
2C − 1 . (3)
Then after each block of the compressed signal y′
rnl
, the
relay also sends the value of σ2cn over the conferencing link.
With knowledge of σ2cn, and assuming wcnl is i.i.d. complex



























w̃1nl ∼ i.i.d. CN (0, N0), ηn is the degradation factor due to







. Thus the LLR
for each coded bit cλ at the destination will be calculated as,


























where ∀λ = 1, ...,mNt. The notation X λb is the subset of the
hypersymbol constellation where the λth bit is equal to b. The
scaled channel matrix H̃n will help the destination to mitigate




The achievable sum rate of this cooperative system with this
channel model is given by:













Here, H† denotes the conjugate transpose of H. Inserting (3) to
(5) and (7), we will get an upper bound for the achievable sum
rate, denoted as R̄CF. For a wired conferencing link between
the relay and destination, where C → ∞, the system will
approach the ideal MIMO case. The achievable sum rate of
the MIMO system is then given by:













Comparing (7) and (8), we find out that their difference lies
in the channel matrices H̃n and Hn. With fixed SNR, a high
quantization rate C will result in σ2cn decreasing to 0, and
then H̃n tends towards Hn in value. As shown in Fig. 2, with
C increasing, the bound R̄CF is increasing and approaches
RMIMO. Thus a good VQ with high C will enable the virtual-
MIMO system to achieve almost ideal MIMO performance.
































Fig. 2. Sum rate comparison between MIMO and virtual-MIMO systems.
IV. VECTOR QUANTIZATION DESIGN AT THE RELAY
To perform CF cooperation, a standard source coding tech-
nique is employed. The key tasks of the relay thus include
constructing a good codebook and compressing the received
signals. The codebook design techniques and the correspond-
ing complexities will be analysed in this section.
A. Codebook Design
The codebook design at the relay is based on the desired
codebook size which equals 2C and the knowledge of the
noise-free constellation. Note that, besides signal symbols,
some control information such as the modulation type is also
transmitted on control channels in practice. It is reasonable to
expect the relay could construct the noise-free constellation of
the received signals, i.e. the constellation of h1nx1nl+h2nx2nl,
denoted by yc
rnl
. The codebook design based on the noise-free
constellation will be simple and efficient.
In this paper, Voronoi vector quantization (VQ), and tree-
structured vector quantization (TSVQ) [11] are employed at
the relay. Voronoi VQ is considered first, as it has the advan-
tage that the codebook is optimal in the sense of minimising
average distortion. To design this VQ, the LBG algorithm
which is based on the iterative use of codebook modification, is
used [12]. However, Voronoi VQ implies a high computational
complexity and requires an exhaustive search to find the
correct codeword, especially when C is high, as will be
shown in Section IV-B. To reduce the complexity, we also
consider TSVQ. TSVQ can be realized in two main forms,
binary TSVQ and multistage TSVQ. It is known that the
multistage technique is more efficient when used for only two
or three stages [11]. Thus for QPSK or 16QAM mappings
which do not require quite high quantization rates in the
CF system, multistage TSVQ is a better algorithm to design
the codebook. Another reason for adoption of the multistage
TSVQ is due to the specific implementation scenario. Note
that, as a combination of two path symmetric constellations,
yc
rnl
is therefore symmetric. The first stage quantization of the
multistage TSVQ comes from the classification, i.e. classifying
yc
rnl
into several subsets, based on the constellation symmetry
or other relationships. The second stage is determined by
applying the LBG algorithm on the subsets.
For example, we suppose the two signals from the trans-
mitters are 16QAM constellations. An instantaneous version of
yc
rnl
is shown in Fig. 3. The points could be firstly divided into
four subsets according to their quadrants. The sub-codebook
designed for one subset would be extended to the whole
codebook easily, with the phase angles of the sub-codevectors
changing by π/2 every time. Moreover, for one subset, we sort
the constellation points in ascending order by their magnitude.
To further decrease the computational complexity, we divide
the subset into two groups in ascending order. We denote the
quantization rate for the first stage quantization of TSVQ as
C1. Thus we have 8 groups, labelled (1) - (8), i.e. C1 = 3
bits/sample, as shown in Fig. 3 (a). Then the LBG algorithm
is employed twice for group No. (1) and (2) to obtain the
sub-codebook for one quadrant. Based on a simple extension,
the second stage quantization for TSVQ is completed. Finally
the relay node obtains the complete codebook. The codebook
designed by the Voronoi VQ is also shown in Fig. 3 (b) for
comparison. Even though the TSVQ we implemented here
is suboptimal, it is much simpler to design and can achieve
similar performance to the optimal but more complicated
Voronoi VQ, as will be shown in Section V.

































Fig. 3. Noise-free constellation of the received signals and the codebook
designed at the relay with C= 6 bits/sample. (The TSVQ codebook with C1=
3 bits/sample is shown in (a); the Voronoi VQ codebook is shown in (b).)
Additionally, when we are considering the mappings which




two-stage TSVQ with the full-search VQ applied in the second
stage may not be enough to reduce the encoding complexity.
One useful technique is to replacing the full search VQ in the
second stage with a binary VQ. This in effect is a hybrid of
multistage and binary TSVQ [11], and will help to reduce the
complexity of the codebook design and quantization process
for higher order mappings.
B. Complexity Analysis
As described in Section IV-A, both the Voronoi VQ and
TSVQ use the LBG algorithm, but with a different size of
training sequence. The codebook design complexity therefore
comes from the computational complexity of the LBG algo-




C − 1)QTc, (9)
where 2C is the codebook size, Is is the number of iterations,
and Q is the number of training vectors. Td and Tc denote the
computational time for one distortion value and comparing
two distortion values respectively. For the Voronoi VQ which
implements the LBG algorithm on the whole noise-free con-
stellation yc
rnl
, we have Q = M2 = 22m. Since Is ≤ Q/2
C
[13], we obtain:






But for the TSVQ we implemented, the computational time is



























A justification for (11) is as follows: In accordance with the
16QAM design example in Section IV-A, we assume C1 =3
bits/sample for the first stage quantization of TSVQ. In one
quadrant, there are 22m/4 vectors, the distortion values of
which are to be computed and sorted to obtain two separate







− 1)/2 times comparison. For the second stage,
the LBG algorithm is implemented twice for the two groups.
In one group, there are Q = 22m/2C1 training vectors and
codebook size is 2C−C1 . Therefore when we consider a large
m and a high C, we have Td,Voronoi = O(2
4m(Td + Tc)) and
Td,TSVQ = O(2
4m−5Td+2
4m−4Tc) as C1 =3 bits/sample. That
is, compared with the Voronoi VQ, TSVQ decreases the com-
putational complexity for the codebook design significantly.
As to the symbol encoding, TSVQ will also allow a faster
codebook search. Specifically, the encoding algorithm for a
Voronoi VQ can be viewed as an exhaustive search algorithm.
For a codebook of size 2C , the codevector selection for
one symbol requires 2C distortion evaluations and 2C − 1
comparisons. Its operation time of the codebook search for
one symbol is shown as:
Ts,Voronoi = 2
CTd + (2
C − 1)Tc. (12)
For the TSVQ we implemented, the search procedure includes
two stages: finding out an appropriate group, and performing
a full search on the group. Thus the search time of TSVQ is,
Ts,TSVQ = (2
C−C1 + 1)Td + 2
C−C1Tc. (13)
When C1 = 3 bits/sample, the two-stage TSVQ will allow
almost 8 times faster encoding than the Voronoi VQ. Thus
TSVQ also has a much lower encoding complexity.
Therefore, compared with the Voronoi VQ, the TSVQ not
only decreases the computational complexity for the codebook
design, but also allows a faster codebook search for the
encoding. Since TSVQ can also achieve a good performance,
it is a better choice to enable CF cooperation in practice.
V. NUMERICAL RESULTS
In this section, we present the error performance of our
cooperative virtual-MIMO system. At the transmitter, a binary
convolutional code is assumed with the generator polynomials
[133, 171]octal (Rc = 1/2, dfree = 10). A random interleaver
and Gray-labeled QPSK or 16QAM modulation are considered
as well. We assume 105 block fading channels and each
block has 200 consecutive symbol periods. The CF protocol
is implemented, with Voronoi VQ or TSVQ at the relay. The
simulation results are obtained using the Monte Carlo method.
We plot the BER or BLER against the information bit SNR,
i.e Eb/N0.
The block error rate (BLER) performance of the cooperative
virtual-MIMO system with 16QAM modulation under various
quantization rates, is shown in Fig. 4 (a). The BLERs are
compared against the lower bound of the corresponding MIMO
system, and the non-cooperative MISO system. To perform CF
cooperation, Voronoi VQ is implemented. Fig. 4 (a) shows
that, with help from the relay, the system always performs
better than the non-cooperative MISO system, as the CF
protocol always provides a gain over direct transmission. As
C increases, the simulation result decreases and approaches
the ideal MIMO system performance, since the corresponding
compression noise variance reduces. When C =7 bits/sample,
the BLER of CF cooperation performs very close to the
ideal MIMO system. Moreover, similar to Fig. 4 (a), Fig.
4 (b) also presents the system BLER results, but for QPSK
modulation. As its constellation size is smaller than that for
16QAM, lower quantization rates are considered. Compared
with C = 7 bits/sample for 16QAM, the system with QPSK
mapping requires C = 4 bits/sample to approach the ideal
MIMO performance.
As mentioned above, to decrease the complexity, we pro-
posed to employ TSVQ to design the codebook at the relay.
When C equals 6 bits/sample, Fig. 5 (a) shows the bit error
rate (BER) results of the TSVQ cooperative system which is
set up in accordance with the example for 16QAM mapping in
Section IV-A. Its BER is compared against the performance of
the system with Shannon coding bound. According to equation
(2), the compression noise wcnl is considered for this kind
of system, with the Shannon coding bound of the variance




Voronoi VQ obtains performance which is quite close to the
Shannon coding bound. Even though the TSVQ we designed
here is suboptimal, it is much simpler to design and operate
and can achieve error rates comparable to the optimal but more
complicated Voronoi VQ. As an example, at BER of 10−3, a
performance gap of 2.5 dB exists between the two VQs. But
for a given quantization rate 6 bits/sample, the Voronoi VQ
requires a O(65536(Td + Tc)) computations which is much
larger than that of TSVQ requiring O(2048Td+4096Tc) com-
putations. The TSVQ we employed allows a lower encoding
complexity as well.
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Fig. 4. BLER results of the cooperative virtual-MIMO system with Voronoi
VQ at the relay and ML receiver at the destination. (16QAM mapping is
considered in (a), while QPSK mapping is considered in (b).)
Additionally, considering the quantization rates 5
bits/sample and 7 bits/sample, we compare the performance
of the Voronoi VQ and TSVQ in Fig. 5 (b). It can be seen that
the BER of TSVQ for C =6 bits/sample in Fig. 5 (a) performs
almost the same as the Voronoi VQ for C =5 bits/sample in
Fig. 5 (b). According to (12) and (13), that means the TSVQ
with encoding complexity (9Td + 8Tc) is able to achieve
the performance of the Voronoi VQ with (32Td + 31Tc)
complexity. Also, the TSVQ for C = 7 bits/sample performs
similarly to the Voronoi VQ for C =6 bits/sample. That is,
TSVQ could approach the performance of Voronoi VQ with
roughly 4 times lower encoding complexity. TSVQ always
requires a much lower computational complexity for the
codebook design as well. Thus the TSVQ we implemented
here is more efficient than the Voronoi VQ, and is a better
choice for the CF cooperation to enable the virtual-MIMO
system to achieve MIMO performance in practice.
VI. CONCLUSIONS
In this paper, a virtual-MIMO-BICM system that imple-
ments CF cooperation was presented. We proposed to employ
standard source coding techniques at the relay node. Then two
codebook design algorithms were presented, Voronoi VQ and
TSVQ, based on the knowledge of the noise-free constellation.
A comparison in terms of the codebook design complexity and
encoding complexity was also presented.
It was shown that, with Voronoi VQ, C = 7 bits/sample
for 16QAM mapping and C = 4 bits/sample for QPSK
mapping will result in a cooperative system which achieves
almost ideal MIMO performance. As to the codebook design
algorithms, we found that the TSVQ not only decreases the
computational complexity for the codebook design, but also
allows a faster codebook search for the encoding, at the cost
of a small performance loss. Thus in practice, the TSVQ is a
better choice for CF cooperation to enable the virtual-MIMO
system to achieve almost MIMO performance.



































































Fig. 5. BER performance of the cooperative virtual-MIMO system with
TSVQ or Voronoi VQ at the relay. (Quantization rate 6 bits/sample is
considered in (a), while 5 and 7 bits/sample are considered in (b).)
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Abstract—A practical virtual multiple-input multiple-output
(MIMO) system that implements compress-and-forward (CF)
cooperation is proposed in this paper. Bit-interleaved coded
modulation (BICM) technique is implemented here to provide
forward error correction and improve the system performance.
A closed-form union bound for the system error probability is
derived, based on which we prove that the smallest singular
value of the cooperative channel matrix dominates the system
error performance. Accordingly, an adaptive rate CF scheme is
proposed, which uses the smallest singular value as the switching
criterion. Depending on the instantaneous channel conditions,
the relay could therefore choose various quantization rates. It is
shown that the adaptive rate CF scheme eliminates unnecessary
complexity for the quantization at the relay, and enables the
virtual-MIMO system to achieve almost MIMO performance.
I. INTRODUCTION
In recent years the virtual MIMO wireless communication
system has been proposed as an alternative to a point-to-
point MIMO system, with the transmitter having multiple
antennas and each of the receivers having a single antenna
[1]. In practical situations, when the transmitter does not
have channel side information (CSI) for the wireless link to
each receiver, receiver-side local cooperation in the virtual-
MIMO system is a good way for achieving higher throughput.
To perform cooperation, the protocols can be grouped into
three major categories: amplify-and-forward (AF), decode-
and-forward (DF), and compress-and-forward (CF). Since the
relay is close to the destination in our scenario, it is shown in
[2] that the CF protocol, which provides better performance,
is the best candidate for this virtual-MIMO system.
In virtual-MIMO communications, we implement bit-
interleaved coded modulation (BICM) [3] as a forward error
correction (FEC) coding scheme to mitigate the effects of
multipath fading. But the system is not limited to BICM, other
FEC coding schemes could also be employed. Recently, BICM
has been studied in MIMO systems with maximum likelihood
(ML) detection or linear detection. The disadvantage of the
ML receiver is the high computational complexity, making it
impractical in many cases. It is shown that the linear minimum
mean square error (MMSE) receiver outperforms zero-forcing
We acknowledge the support of the Scottish Funding Council for the
Joint Research Institute with Edinburgh and the Heriot-Watt Universities,
which is a part of the Edinburgh Research Partnership. Jing Jiang gratefully
acknowledges the support from the UK/China Scholarships for Excellence
programme in funding her PhD studies.
(ZF) and VBLAST receivers when combined with BICM
technique [4]. Thus we implement a MMSE receiver at the
destination in this virtual-MIMO system. One relevant work is
[5], in which a virtual-MIMO channel with partial cooperation
among users is presented. But only a simple AF protocol
is considered. Our recent work [6] proposes a new virtual-
MIMO-BICM system with CF cooperation, but focuses on
the codebook design at the relay to enable CF cooperation.
We now summarize the main contributions of this paper.
First, we present a practical virtual-MIMO-BICM system that
implements CF cooperation. With help from the relay, MIMO
performance could be achieved in this virtual-MIMO system.
Next, we derive a tight analytical expression for the system bit
error rate (BER). The expression is in closed form and shows
that the smallest singular value of the cooperative channel
matrix dominates the system BER. Moreover, an adaptive rate
CF scheme is proposed, with adopting the smallest singular
value as the switching criterion. The closed-form cumulative
distribution function (CDF) for the smallest singular value is
derived as well. It is shown that the adaptive rate CF scheme
eliminates unnecessary complexity, and enables the virtual-
MIMO system to achieve almost ideal MIMO performance.
The paper is organized as follows. Section II specifies the
model of the cooperative virtual-MIMO system. The analytical
BER expression and details of the proposed adaptive rate CF
scheme are presented in Section III. Section IV shows the
simulation results, and Section V concludes the paper.
II. VIRTUAL-MIMO SYSTEM WITH CF COOPERATION
A. Channel Model
Consider a cooperative virtual-MIMO network with one
remote Nt-antenna transmitter sending information to Nr
colocated single-antenna receivers, as shown in Fig. 1. BICM
is employed here to improve system performance. At the
transmitter, a linear binary rate-Rc convolutional encoder and
an ideal random bit interleaver which rearranges the coded
bits via a random permutation are considered. In each steam
after the demultiplexer (or demux), groups of m bits are
mapped onto complex data symbols via Gray-labelled 2m-ary
modulation whose signal constellations are denoted as X .
Since the transmitter is far away from the receiver group,
we assume the channels between them are block fading, with
N Rayleigh fading blocks, and each block has L consecutive




































Fig. 1. System Model of the Cooperative Virtual-MIMO System. (TX and
RX stand for the transmitter and receiver. Nt = 2, Nr = 2.)
time instants. When we consider a single time instance l for











where we assume Nt=2, Nr=2. Hn denotes the nth block
fading channel matrix, where each hin(i ∈ [1, ..., 4]) is inde-
pendent and identically distributed (i.i.d.). We also define the
vector xnl =[x1n1, x2nl]
T and wnl =[w1n1, w2nl]
T, where the
noises wi′nl ∼CN (0, N0). Moreover, we assume normalized
Rayleigh fading, that is E[|hin|2]=1. The average transmitted
power per symbol is E[|xi′nl|2]=Es/2. We normalize the total
transmitted power Es to unity, and the corresponding power
per bit is Eb = Es/(mRc). We assume the perfect channel
side information (CSI) is available at the receivers.
B. CF Cooperation
There exist two clustered receivers, the destination and
the helping relay. As the receivers are close together, it is
highly likely that we could achieve high channel capacity with
high reliability on this short range link. Hence we assume
the two receivers cooperate by way of an error-free one-shot
conference link [7], with capacity C, shown in blue in Fig.
1. The conference link enables cooperation, and CF could
reasonably serve as a cooperation protocol since it provides
higher rate when the relay is closer to the destination.
To perform CF cooperation, a standard source coding tech-
nique is employed for practical considerations. That is, the
relay is equipped with a vector quantizer (VQ). The nearest
neighbour algorithm [8], whose codebook is optimal in the
sense of minimising average distortion, is implemented to
design the codebook needed for the quantization. Here the
quantization rate is equal to the capacity C of the error-free
conference link. Then a compressed version of the signal y′rnl
will be passed into a standard transmitter and transmitted over
the conference link. Thus we have,
y′rnl = yrnl + wcnl, (2)
where wcnl is the compression noise, independent of yrnl, with
variance σ2cn, i.e. wcnl ∼ CN (0, σ2cn). Note that, for a wired
conferencing link with high capacity C, σ2cn decreases to 0,
and the system will become the ideal MIMO case.
The destination is assumed to be equipped with a receiver
which observes signals ydnl from the transmitter, and a intra-
cluster receiver which observes signals y′rnl from the relay,
as shown in Fig. 1. We denote the received signals at the




. Since wcnl is i.i.d. complex
Gaussian noise as well, y′rnl could be scaled so that y
′
rnl and























w̃1nl ∼ i.i.d. CN (0, N0), and ηn is the degradation factor due





Note that, in the rest of this paper, when we are considering
a single time instance l on the nth channel, we will drop the
subscript nl for the symbols and n for the channel matrix,
since the received symbols are treated independently.
C. MMSE-based BICM Demodulation
The general structure of the destination with a linear MMSE
receiver is shown in Fig. 1. The first MMSE filtering step is












where e=(WH̃−I)x is the residual inter-symbol interference
(ISI) and v = W [w̃1 w2]
T
. Also, B is a diagonal matrix which
removes the bias from the MMSE estimates, with kth diagonal












The scalar ρk is the instantaneous received signal to interfer-
ence and noise ratio (SINR) for the kth stream [9].
The BICM log-likelihood ratio (LLR) for each coded bit
corresponding to xk is calculated from zk as,
























exp (−ρk|zk − x̃k|2)
. (7)
where ∀λ = 1, ...,m. Note that X λ,kb is the signal subsets
within the kth transmit constellation where the λth bit is equal
to b. The two path LLRs are combined into one output stream
by the multiplexer, and then reordered by the deinterleaver.
Finally, the decoder accepts the LLRs of all coded bits and
employs a soft Viterbi algorithm to decode the signals.
The benefit of the MMSE receiver is the lower computa-
tional complexity. However, it suffers from the residual ISI
caused by the compression noise wc. A higher quantization
rate C is one solution with decreasing wc, but will introduce
additional operational complexity for the quantization at the
132
Original publications
relay. Another solution is to employ an adaptive rate CF
scheme, as will be described in Section III. A good quantiza-
tion with lower wc at the relay, will enable the virtual-MIMO
system to achieve almost ideal MIMO performance.
III. ADAPTIVE RATE CF SCHEME
The basic motivation for the proposed adaptive rate CF
cooperation is the fact that the quantization rate at the relay
is unnecessarily high, when channel is well-conditioned. If
we could apply a suitable threshold check strategy to judge
the conditions of the instantaneous channels, the relay could
choose different quantization rates according to different chan-
nel conditions. It would eliminate unnecessary complexity for
the quantization when performing CF cooperation. Thus, the
key issues of the adaptive rate CF cooperation are exploiting
the relationship between the system performance and the chan-
nel properties, and finding an appropriate threshold strategy.
A. Error Performance Analysis
Throughout the paper, we consider block fading channels,
for which a fading envelope is given by H = (H1, ..., HN ).
For a specific channel condition H, the conditional union
bound (UB) on BER for linear binary convolutional codes over
memoryless binary-input output-symmetric (BIOS) channels




Ad denotes the sum of bit errors for error events of distance
d [11]. The scalar Pd(d|H) is the conditional pairwise error
probability (PEP) for two codewords differing in d bits. The
scalar dfree is the minimum free Hamming distance. The
average BER after decoding is obtained by averaging Pb(H)












One thing to note here is the bound Pb(H) holds under the
assumption that the channels are BIOS. For our block fading
channel, which is not symmetric, we adopt the approach of [3]
and force the BICM channel to behave as BIOS by using a
random modulation concept. Let t denote a random variable,
which independently selects, for every symbol, either Gray-
labelling mapping or its complement with probability 1/2.
Furthermore, due to the symmetry of the channel output, we
can safely assume that the all-zero codewords are transmitted.
We employ Gaussian approximation (GA) [10] to approxi-







where KL(s) is the cumulant generating function (c.g.f.) of































For BIOS channels, symmetry dictates that the saddlepoint
ŝ in (9) is placed at ŝ = 1/2 [10]. Inserting (10) into (9)
gives us an upper bound on the system BER. The bound can
be evaluated via numerical integration using the Monte Carlo
method in practice.
We can show that at high SNR, the result of KL(s) can be
written in closed form. Specifically, averaging over λ, t, k,
and xk ∈ X
λ,k





































where we apply the Dominated Convergence Theorem [12].
That is, at high SNR the ratio in (10) is dominated by a single




is the nearest neighbour to xk∈X
λ,k
t . Then we
proceed to average Λλ,t,k,xk,ρk(s) over the random noise vk












































Now, substituting (12) into (11) gives a closed-form expression
for c.g.f. KL(s), so that we can get a closed-form solution
for the BER UB of our virtual-MIMO system. The BER UB
is very useful since it provides insight into the asymptotic
behaviour of the error probability of the system, and it is very
close to the simulation result, as will be seen in Section IV.
B. Threshold Strategy
For the threshold design, we propose to adopt the smallest
singular value of the cooperative (scaled) channel matrix as
the switching criterion, and the following discussion shows
the reasons and the corresponding threshold strategy.
From (12), we can see that Λλ,t,k,xk,ρk(s) depends on ρk
and the squared Euclidean distance from xk to its nearest
neighbour x̃k in the complement subset. According to the sig-
nal constellation used in this system, we can further simplify
KL(s) by exploiting multiplicities of the Euclidean distance
(see Table I in [12]). Moreover, it is obvious that, for a given
channel condition and a specific constellation, KL(s) only
depends on the SINR ρk. The value ρmin which equals to
min{ρk}(k ∈ [1, Nt]) dominates KL(s). For example, when
we are considering the Gray-labelled 16QAM constellation













Using the fact that the largest eigenvalue majorizes the largest


























guarantees a large value of ρmin, and then
guarantees a small value of KL(s), and thus results in a low
BER. In other words, for a symbol error to occur, a necessary
condition is that λmin for the scaled channel matrix falls
below a certain threshold. Thus it is reasonable and efficient
to characterise the quality of the cooperative virtual-MIMO
channel based on the impact of its smallest singular value.
Additionally, to facilitate our threshold design and reduce
the calculation complexity, we investigate the closed-form
CDF of the smallest singular value. Recall the scaled channel
matrix H̃ in (4), where we know that the scaled factor η is due
to the compression noise σ2c . When we employ the standard
source coding technique to perform CF cooperation, the lower
bound of the compression noise variance is given by [6],
σ̄2c =
E[|yr|2]




|h1|2 + 12 |h2|2
2C − 1 . (15)
If |h1|2 + |h2|2 could be replaced by its expected value,
η̄ would become constant for a certain SNR and C. The
scaled channel H̃ will be a complex Gaussian matrix, whose
smallest singular value has been discussed in [13]. Hence it
is reasonably appropriate to implement the expected value
E[|h1|2+|h2|2] for the analysis of the smallest singular value















































Thus employing the results from [13], the CDF of the smallest
singular value λmin(H̃) are given by,





In Fig. 2, we plotted the CDF curves of the λmin(H̃) for
quantization rates C = 4, 6 bits/s and 8 bits/s. Note that in
practical implementation, for a given channel condition, it
is assumed that the corresponding SNR and the modulation
type of the received signals are known at the receivers. Then
we could design the codebook needed for the quantization
at the relay, via the nearest neighbour algorithm, based on
knowledge of the noise-free constellation. Next an estimation
of the average distortion of the compression noise will be
obtained, e.g. σ2c,4 for C =4 bits/s, and σ
2
c,6 for C =6 bits/s.
Substituting σ2c,4 and σ
2
c,6 into (4), we will get estimates of
the scaled channel H̃4 and H̃6 respectively. Now, we present
the threshold check criterion for our adaptive rate CF scheme





4 bits/s, if λmin(H̃4)≥λth4 and λmin(H̃6)≥λth6
6 bits/s, if λmin(H̃4)<λth4 and λmin(H̃6)≥λth6
8 bits/s, if λmin(H̃4)<λth4 and λmin(H̃6)<λth6
, (19)
where λth4 and λth6 are the thresholds that select various
quantization rates, based on the settings of the corresponding
CDF thresholds, Pth4 and Pth6, as shown in Fig. 2. The impact
of varying the CDF thresholds will be investigated in Section
IV. Thus for ill-conditioned channels, the relay will implement
a 8 bits/s VQ; and for well-conditioned channels, a 4 bits/s VQ
will be enough for a good performance; otherwise, we employ
6 bits/s VQ. The adaptive rate CF scheme is able to eliminate
unnecessary complexity for the quantization and conference
link communication.





















C = 4 bits/s
C = 6 bits/s









Fig. 2. CDF Curves of the Smallest Singular Value λmin.
IV. NUMERICAL RESULTS
In this section, we present the error rate performance of our
cooperative virtual-MIMO system. At the transmitter, a binary
convolutional code is assumed with the generator polynomials
[133, 171]octal (Rc = 1/2, dfree = 10). A random interleaver
and Gray-labelled 16QAM modulation is considered as well.
We assume 105 block fading channels and each block having
200 consecutive symbol periods. The nearest neighbour VQ
is implemented at the relay to perform CF cooperation. The
simulation results are computed via the Monte Carlo method.
The BER performance of the cooperative virtual-MIMO-
BICM system with 16QAM modulation, under various fixed
quantization rates, is shown in Fig. 3. We can see that the
BER UB from (8) and that based on ρmin from (13) match
well to the simulation results and provide good insights into
the BER behaviour. When C = 8 bits/s, the BER of the CF
cooperation performs quite close to the corresponding MIMO
system, which means that the relay enables the proposed
single-antenna receiver to achieve almost MIMO performance.
But for smaller C, such as 4 bits/s and 6 bits/s, there exists an
error floor, which means the MMSE receiver cannot remove
the residual ISI because of the compression noise. Hence it is
appropriate to implement an adaptive-rate CF cooperation to
exploit different C according to the channel conditions.
In Fig. 4, we investigate the impact of varying the threshold
on the conditional BER, by changing the operating thresholds
Pth4 and Pth6 for C = 4 bits/s and 6 bits/s. The conditional
BERs are calculated on the channels satisfying λmin,4 ≥ λth4
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and λmin,6 ≥ λth6 respectively, where λth4 and λth6 are
computed based on the settings of Pth4 and Pth6. In Fig. 4, it
is obvious that as the threshold Pth increases, for both C =4
bits/s and 6 bits/s cases, the conditional BER decreases. As
long as Pth4 =0.5 and Pth6 =0.1, the error floor is too small to
impact the system performance. Thus Pth4 =0.5 and Pth6 =0.1
are good choices for our adaptive-rate CF scheme to achieve
a favourable performance-complexity tradeoff.
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Fig. 3. BER Performance of the Virtual-MIMO-BICM System with CF
Cooperation and MMSE Receiver.
















































































C= 4 bits/s C= 6 bits/s
Fig. 4. The Effects of Varying the Thresholds on BER Performance for C
= 4 bits/s and 6 bits/s.
Corresponding to Pth4 =0.5 and Pth6 =0.1, we calculate the
thresholds λth4 and λth6 based on (18), in order to select various
quantization rates for our adaptive rate CF scheme. According
to the criterion (19), the simulation results are shown in Fig.
5. Since the CDF of the smallest singular value is based on an
approximated η̄, the practical probability is around 0.5 for C =
4 bits/s, and around 0.1 for C =8 bits/s. That is, only for 10%
channels which are ill-conditioned, the relay needs a 8 bits/s
VQ, and for 50% of the channels which are well-conditioned,
4 bits/s VQ will be sufficient for acceptable performance. The
final averaged quantization rate is around 5.2 bits/s. It means
with saving almost 3 bits complexity for the quantization at
the relay and 3 bits/sample on the conference link, the Virtual-
MIMO system can achieve almost ideal MIMO performance.
V. CONCLUSION
In this paper, a practical virtual-MIMO-BICM system that
implements CF cooperation and MMSE demodulation was
presented. Based on the closed-form UB expression of the
system BER, the adaptive rate CF scheme was proposed, with
the relay able to choose various quantization rates according
to the prevailing channel conditions. As to the threshold
strategy, we proposed to adopt the smallest singular value
of the cooperative (scaled) channel matrix as the switching
criterion. The closed-form CDF expression of the smallest
singular value was derived as well. The simulation results
confirmed that the adaptive rate CF scheme was capable of
eliminating unnecessary complexity for the quantization at the
relay, and enabled the virtual-MIMO system to achieve almost
ideal MIMO performance.

































































Prob. of C=8 bits/s
Prob. of C=6 bits/s
Prob. of C=4 bits/s
Fig. 5. BER Performance of the Virtual-MIMO System with the Adaptive
Rate CF Cooperation.
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This paper proposes a practical compress-and-forward co-
operation scheme with vector coding at the relay node for
a three-terminal classical relay network. We discuss the
framework of the relay receiver and analyse two practical
vector coding algorithms for the cooperation, nearest neigh-
bour quantization and lattice vector quantization. The er-
ror rate performance of the compress-and-forward cooper-
ation and some other protocols under different SNRs is in-
vestigated. The impact of the quantization rate at the relay
node is also characterised. It is shown that for a quantiza-
tion rate larger than 2 bits/sample, the vector coding whether
employing nearest neighbour quantization or lattice vector
quantization, outerforms both the decode-and-forward pro-
tocol and scalar coding.
1. INTRODUCTION
It is well known that cooperative communication is a new
and good way of improving the performance of wireless net-
works [1]. Multiple nodes in a network can cooperate by
jointly encoding or decoding the transmission signals, to re-
alise spatial diversity and increase channel rates [2, 3]. Co-
operation protocols for wireless relay networks is currently
a hot research topic [4]. These protocols determine what
the individual relay should do, decode-and-forward (DF),
amplify-and-forward (AF), or compress-and-forward (CF),
after receiving the signal [5]. It was shown that CF protocol
can be applied to a variety of wireless channels and always
gives a rate gain over direct transmission [6]. In [7], the au-
thors also showed that CF outperforms DF when the link be-
tween the relay and destination is better than that between
the source and relay. In this paper, we consider a scenario
where there are one transmitter and two clustered receivers,
i.e. the relay is close to the destination. When the clustered
nodes do cooperate, the CF protocol is a better choice pro-
viding higher communication rates than DF protocol. Hence
here the focus in this paper is on the CF protocol.
The compress-and-forward protocol has the relay for-
warding a quantized and compressed version of the received
signal. The relay node can employ standard source coding, or
the Wyner-Ziv coding (WZC) technique, when compressing
the signal. The CF protocol with WZC at the relay follow-
ing the rate distortion theory with side information [8], could
support a slightly higher achievable rate in theory, compared
with standard source coding [7]. However, for the WZC
technique in practice, how to efficiently take advantage of
the statistical dependence between the relay and the destina-
tion, and how to realise the theoretical performance limit of
the CF protocol, are still open problems [9, 10]. If there ex-
ist multiple independent transmitters, the performance of CF
protocol with WZC will be impaired by a larger compression
noise when employing side information [11]. Since standard
source coding is much simpler for the CF protocol and also
performs well in practical scenarios, we choose to implement
it at the relay.
In this work, we examine the improvement in bit error
rate (BER) from a practical CF cooperation scheme with
standard source coding at the relay node. For standard source
coding, there are a number of algorithms to perform quanti-
zation, which can be divided into two kinds, scalar coding
and vector coding. The scalar coding technique for com-
pressing the signal has been studied in [12]. A more sophis-
ticated coding technique, vector coding, for the CF protocol
is desirable and still an open area of research. Our work dif-
fers from previous research in this area in that: i) we pro-
pose vector coding at the relay node, which is tailored for
multi-dimensional signals; ii) we recommend two practical
vector coding algorithms for the cooperation and examine
their BER improvements from cooperation; and iii) we char-
acterise the impact of quantization rate at the relay node.
The remainder of the paper is organized as follows. Sec-
tion 2 presents the channel model. In section 3, we analyse
the framework of the relay receiver, and propose that vector
coding for CF protocol at the relay is a better choice. Two
practical design algorithms for vector coding, nearest neigh-
bour coding and lattice vector coding, are recommended in
section 4. Section 5 shows some simulation results about
BER improvements from CF cooperation, and section 6 con-
cludes the paper.
2. CHANNEL MODEL
Consider a classical relay network with one transmitter
(source) and two clustered receivers (relay and destination),
as shown in Figure 1. We assume the nodes within a cluster
are close together, but the distance between the transmitter
and receiver cluster is large.
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Figure 1: System model of a classical relay network with one
transmitter (source) and two clustered receivers (relay and
destination).
To focus on the performance of source coding techniques
at the relay, we consider a simplified channel environment.
We assume the channels from the transmitter to the two clus-
tered receivers are quasi-static phase fading [13]: the chan-
nels have unit magnitude with independent and identically
distributed (i.i.d.) random phase. Thus the channel gains are
denoted by hi = e
jθi , i = 1,2, where θi ∼U [0,2π]. The chan-
nel side information (CSI) is known to the receivers.
Let s0(t) denotes the source signal. We assume it is
encoded and QPSK modulated before transmission. The
signal energy per bit equals to A2/2rb, where A denotes
the amplitude of the source signal, rb denotes the bit rate
which is twice the symbol rate rs for QPSK signal. Let
y(t) , [y1(t),y2(t)]
T denotes the corresponding received sig-












where n1(t) and n2(t) are i.i.d zero-mean circularly symmet-
ric complex Gaussian (ZMCSCG) white noise samples, with
one-sided power spectral density (PSD) N0.
As the clustered receivers are close together, it is rea-
sonable to expect that the communication between the two
receivers is much better and more stable than that between
the transmitter and receivers. It is highly possible that we
could achieve the channel capacity with high reliability on
this short range link. Hence we assume the two receivers
cooperate by way of an error-free conference link, with ca-
pacity C, as shown in Figure 1. We consider one-shot con-
ferencing cooperation [14], which requires the destination to
decode the signal from the relay which is sent over the con-
ference link. In the CF cooperation protocol, the relay sends
a compressed version of its observed signal to the destina-
tion. The destination then performs maximal-ratio combin-
ing (MRC) of the compressed signal and its own observation.
As the relay chooses standard source coding to perform the
CF protocol, the quantization rate at the relay will be equal
to the capacity C of the error-free conferencing link.
3. COMPRESS-AND-FORWARD COOPERATION
AT THE RELAY
The CF protocol has the relay forwarding a quantized
version of the received signal. The relay node can employ
different source coding techniques for compressing the sig-
nal. Vector quantization (VQ) is desirable for 2D QPSK
source signals.
3.1 Vector Quantisation at the Relay
When implementing the CF protocol, the relay and the
destination receives the i.i.d. y1(t) and y2(t), and y1(t) is
compressed with a quantization rate and forwarded to des-
tination. Here the quantization rate is equal to the capacity
C of the error-free conferencing link. Then this system is
equivalent to a system where destination has two antennas






where nc(t) is compression noise [6], which is independent
of y1(t) and y2(t).
If the relay node chooses vector quantization to compress
the signal with a quantization rate C, we could compute the















If the relay node employs the Wyner-Ziv Coding technique,


















Considering 2D QPSK source signals, the quantization
rate C should be at least 2 bits/sample. A more detailed dis-
cussion of the impact of C at the relay node will be presented
in Section 4. For C smaller than 2 bits, the CF protocol will
not give us any benefits over other protocols. For C equal to
or larger than 2 bits, a comparison of the compression noises
is shown in Figure 2.
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Figure 2: Power comparison between channel noise and
compression noise at the relay node.
It can be seen that compared with the power of chan-




small to impair significantly the achievable channel rates or
BER performance, especially for higher quantization rates C.
Since vector coding is much simpler than WZC technique in
practice, we choose it for compressing the signals at the re-
lay.
3.2 Relay Framework
The relay receiver is shown in Figure 3. For purpose of
analysis, we consider the operation of the receiver during the
signal interval (0, Ts), with Ts = 1/rs. In QPSK, one of four
possible waveforms are transmitted during each signalling
interval. These waveforms are:













We denote the signal components at the output of the cor-
relators by s01(Ts) for I-channel and s02(Ts) for Q-channel






































Figure 3: Relay Receiver Block Diagram.
We denote the noise components at the output of the cor-
relators by n11(Ts) for I-channel and n12(Ts) for Q-channel
respectively. We could calculate their values similarly with
equation (6) and (7), just replacing h1s0(t) with n1(t). Since
n1(t) is i.i.d ZMCSCG white noise with one-sided PSD N0,
we can show that n11(Ts) and n12(Ts) are also independent
Gaussian random variables, with zero mean and equal vari-
ance given by




As the channel side information is known to the receivers,
a phase shifting device at the relay could be used to elim-
inate the effect of the channel phase. The signal after the
phase shifting is 2-dimensional(2D), denoted by yr. For each
dimension, its probability distribution is a Gaussian distribu-




























With knowledge of the PDF of yr, we could design a de-
sired codebook for the quantizer at the relay. Then the relay
will compress the signals yr through this quantizer, and send
the compressed signals to the destination.
4. VECTOR CODING DESIGN FOR THE CF
PROTOCOL
When implementing the CF protocol, the relay chooses to
employ vector quantization (VQ). VQ which is based on the
principle of block coding, is desirable for 2D QPSK source
signals. Here we recommend two algorithms to perform the
vector coding.
4.1 Nearest Neighbour Quantization
An important special class of VQ, called Voronoi or near-
est neighbour VQ, has the feature that the codebook is opti-
mal in the sense of minimising average distortion [15]. Its
advantage is that the encoding process does not require any
explicit storage of the geometrical description of the cells.
Assuming a mean squared error (MSE) distortion measure,
the condition to identify the nearest neighbour VQ codebook
entry could be described as:
Sm = {yr : ‖yr − cm‖2 ≤ ‖yr − cm′‖2, ∀m′ = 1,2, ...,M},
(10)
where Sm denotes the encoding region associated with code-
vector cm, and M denotes the desired number of codevectors
in the codebook which equals to 2C. This condition says that
the encoding region Sm should consists of all vectors that are
closer to cm than any other codevector. Furthermore, for the
MSE criterion, the codevector cm should be average of all




,m = 1,2, ...,M. (11)
The objective of the relay is to design this kind of code-
book, with the knowledge of signal vectors yr and the desired
number of codevectors. Here we propose the LBG algorithm
[15] which is based on the iterative use of codebook modi-
fication, to design the nearest neighbour VQ. The equations
(10) and (11) are the two key steps of the LBG algorithm.
In this paper we use the splitting technique where an initial
codevector is set as the average of the received signal vectors.
This codevector is then split into two. The iterative algorithm
is then run with the two codevectors as the initial codebook.
We could use the equation (10) to design the partition, and
then use equation (11) to update the codebook. The final two
codevectors are split into four and the process is repeated un-
til the desired number of codevectors is obtained. Finally the
relay node obtains the complete codebook for quantization.
4.2 Hexagonal Lattice Quantization
In contrast to nearest neighbour VQ, which requires ex-
haustive search algorithm and implies a high computational
complexity, lattice VQ has been developed to reduce the
complexity of codebook design [16]. The codebook for lat-
tice VQ has a special structure that allows faster encoding,
while paying the price that the quantizer is suboptimal for a
given set of signal vectors. For lattice VQ, the encoding re-
gions Sm are regular lattices, either rectangular or hexagon.




as employing optimal scalar quantization on each dimension.
So considering that a hexagonal covering of the 2D space is
more efficient than a rectangular partitioning, the hexagonal
lattice quantizer could be an alternative to the vector quan-
tizer.
With knowledge of signal vectors yr and the number of
codevectors, designing a hexagonal lattice VQ is much sim-
pler. We just need to consider the entire covering region for
the signal vectors. Design one hexagonal encoding region
and then use it to fill the 2D space until the desired number is
obtained. We should make sure the hexagonal lattices cover
most of the expected signal vectors. The codevector cm is
also obtained according to (11), which is the average of all
those signal vectors in the Sm. A more detailed comparison
of the codevectors of nearest neighbour VQ and hexagonal
lattice VQ can be seen in Figure 5 of Section 5.
The relay employs nearest neighbour VQ or hexagonal
lattice VQ to design a codebook, and then forwards the en-
coded signals and the whole codebook to the destination. We
assume the destination could decode the source coded signals
correctly, and then it implements a maximum ratio combiner
to combine the two received signals from source and relay,
and finally makes a decision on the transmitted signal s0.
5. NUMERICAL RESULTS
In this section, we present the the bit error rate perfor-
mance of practical CF cooperation protocol for a three termi-
nal classical relay network with QPSK source signals. The
simulations are set up in accordance with the assumptions of
the channel model in Section II and the analysis about the
probability distribution of the relay received signals in Sec-
tion III. The simulation results are computed via the Monte
Carlo method. We assume rs = 1 baud, and the signal-to-
noise ratio (SNR) is defined here as Eb/N0. We use 10
4
training vectors for both nearest neighbour VQ and hexag-
onal lattice VQ.
The BER performance of decode-forward, optimal scalar
quantization (SQ), 2D hexagonal lattice VQ, and 2D nearest
neighbour VQ, under different SNR assumptions, are shown
in Figure 4. The bit error rates are compared against the
lower bound of corresponding SIMO system as if the co-
operating nodes were colocated and connected via a wire.
With such colocated receivers, the channel becomes an ideal
SIMO system with a two-antenna receiver. The bit error rates
are also compared to the performance of the system with
Shannon coding bound. According to equation (2), the com-
pression noise nc(t) is considered for this kind of system,
with variance calculated via equation (3). The destination
then performs MRC of the two received signals as shown in
equation (2), and finally makes a decision on the transmitted
signal.
Figure 4 shows that, the CF protocol, whether using
scalar or vector quantization, is expected to perform better
than the DF protocol, because the relay and the destination
are close together [7]. The 2D hexagonal lattice VQ, can
achieve similar error rates comparable to the optimal one,
nearest neighbour VQ. When the SNR is increasing, 2D near-
est neighbour VQ offers much more improvement than the
2D optimal SQ, but is bounded by SIMO system.























2D optimal SQ, C=6bits/s
2D Hexagonal Lattice VQ, C=6 bits/s
2D Nearest Neighbour VQ, C=6 bits/s
System with Shannon Coding Bound, C=6 bits/s
SIMO System
Figure 4: Error performance of different protocols for the
classical relay system with QPSK source signals (rs = 1
baud).
When the quantization rate C equals to 6 bits/s, we com-
pare the distributions of the codevectors in the codebook for
the hexagonal lattice VQ and the nearest neighbour VQ in
Figure 5. The codebook for the nearest neighbour VQ is
adapted to the received signal vectors, which is optimal in
the sense of minimising average distortion. The codebook of
hexagonal lattice VQ is designed when SNR = 0 dB, which
is not changed for different SNRs. Even though the hexago-
nal lattice VQ is suboptimal for a given set of signal vectors,
it is much simpler to design and can achieve similar error
performance compared with the optimal VQ.
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SNR = 5 dB  (Eb/No)
Signal Vector
Code Vector (Hexagonal Lattice VQ)
Code Vector (Nearest Neighbour VQ)
Figure 5: The codevectors distributions for hexagonal lattice
VQ and nearest neighbour VQ, under different SNRs. (QPSK
source signals, rs = 1 baud, C = 6 bits/s.)
Considering the quantization rates 4 bits/s, 6 bits/s and 8
bits/s, we compare the performance of the 2D nearest neigh-
bour VQ and 2D hexagonal lattice VQ in Figure 6. We also
consider the performance of nearest neighbour VQ when the




protocol degrades to the DF case. The relay node then per-
forms as a simple data demodulator. As C increases, both the
nearest neighbour VQ and hexagonal lattice VQ perform bet-
ter and come closer to the lower bound. The 2D hexagonal
lattice VQ can achieve error rates comparable to the optimal
but more complicated nearest neighbour VQ.
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Figure 6: Error performance of the CF protocol with vector
coding at the relay, under different quantization rates. (Clas-
sical relay system with QPSK source signals, rs = 1 baud.)
6. CONCLUSIONS
Considering the classical relay network with one trans-
mitter and two clustered receivers with phase fading chan-
nels, we proposed the vector coding technique for compress-
and-forward cooperation at the relay node. We presented a
framework for the relay receiver, and analysed the probabil-
ity density function of the received signals. With this knowl-
edge, two codebook design algorithms are recommended for
VQ, nearest neighbour VQ and hexagonal lattice VQ.
Furthermore, we investigated the error rate performance
of the CF cooperation under different SNRs. The im-
pact of quantization rate at the relay node was also charac-
terised. It was shown that for a quantization rate larger than
2 bits/sample, the vector coding outerformed the DF pro-
tocol and scalar coding in the sense of error performance.
As for the two design algorithms, we found that the nearest
neighbour VQ had the feature that the codebook is optimal,
while the hexagonal lattice VQ was much simpler and could
achieve similar error rates. Thus the two algorithms are both
appropriate choices for designing the vector coding at the re-
lay node in practice.
We note that our research work has focused on the case
of a classical relay network; extension to more than three
terminals will be included in our further work. Moreover,
practical channel coding schemes will be implemented at the
source node. A Wyner-Ziv coder, i.e. a source-channel cod-
ing scheme, will be considered as well for the relay node.
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A Singular Value-based Adaptive Modulation and
Cooperation Scheme for Virtual-MIMO Systems
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Abstract—This paper presents a practical virtual multiple-
input multiple-output (MIMO) system that implements bit-
interleaved coded modulation (BICM) and compress-and-
forward (CF) cooperation. A minimum mean square error
(MMSE) receiver is considered, since it has low complexity and
allows good performance when combined with BICM techniques.
A closed-form upper bound for the system error probability is
derived, based on which we prove that the smallest singular
value of the cooperative channel matrix determines the system
error performance. Accordingly, an adaptive modulation and
cooperation scheme is proposed, which uses the smallest singular
value as the threshold strategy. Depending on the instantaneous
channel conditions, the system could therefore adapt to choose
a suitable modulation type for transmission and an appropriate
quantization rate to perform CF cooperation. It is shown that the
adaptive modulation and cooperation scheme not only enables the
system to achieve comparable performance to the case with fixed
quantization rates, but also eliminates unnecessary complexity
for quantization operations and conference link communication.
Index Terms—Virtual MIMO system, adaptive modulation,
adaptive-rate CF cooperation, BICM technique, MMSE decod-
ing.
I. INTRODUCTION
THE use of multiple antennas at the transmitter and asingle antenna at each of the receivers, also known as vir-
tual multiple-input multiple-output (MIMO) system, has been
proposed as an alternative to a point-to-point MIMO system,
to improve channel capacity and link reliability of wireless
communications [1] [2]. When the transmitter does not have
perfect channel state information (CSI) for the wireless link
to each receiver, which is a common scenario in practical sit-
uations, closely spaced single-antenna receivers can cooperate
to form a virtual antenna array and reap some performance
benefits of MIMO systems [3]. The idea of receiver-side local
cooperation is attractive for wireless networks since a wireless
receiver may not be able to have multiple antennas due to size
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and cost limitations [4]. To realize the cooperation, compared
to amplify-and-forward(AF) and decode-and-forward (DF),
the compress-and-forward (CF) protocol has been shown to
provide better performance, when the helping receivers (i.e.
the relays) are closer to the destination [5].
Motivated by the above practical scenario, we consider such
a cooperative virtual-MIMO system, with one remote multi-
antenna wireless transmitter sending information to several
closely spaced single-antenna receivers. Bit-interleaved coded
modulation (BICM) [6] is implemented to provide forward
error correction (FEC) and improve system performance. One
relevant paper [7] presents a virtual-MIMO channel with par-
tial cooperation among users, but only considers a simple AF
protocol. Our recent work [8] and [9] proposes a new virtual-
MIMO system with CF cooperation. But reference [8] focuses
on the codebook design and complexity analysis at the relay.
Paper [9] concentrates on the system performance assessment,
including a comparison of different coding techniques at the
relay, and the impact of a non-ideal cooperation link. Paper
[9] only considers a maximum likelihood (ML) receiver. The
disadvantage of ML detection is the high computational com-
plexity. The minimum mean square error (MMSE) receiver,
which is shown to perform well when combined with BICM
technique [10], is a better choice to achieve low complexity
receiver implementations.
In this paper, we present a practical 2×2 virtual-MIMO-
BICM system that implements CF cooperation and MMSE
detection. With help from the relay, MIMO performance could
be achieved in this virtual-MIMO system. We now summarize
the main contributions of this paper. First, we derive a closed
form expression to upper bound the system bit error ratio
(BER), based on which the smallest singular value of the coop-
erative channel matrix is shown to dominate the system BER.
Moreover, an adaptive modulation and cooperation scheme is
proposed, adopting the smallest singular value as the threshold
strategy. The closed-form cumulative distribution function for
the smallest singular value is derived as well. The system could
therefore adapt its modulation type to the prevailing channel
conditions and choose the minimum possible quantization rate.
It is shown that the proposed scheme eliminates unnecessary
complexity, and enables the system to achieve comparable
performance to the case with fixed quantization rates.
The paper is organized as follows. Section II specifies the
model of the cooperative virtual-MIMO system. The closed-
form upper bound for the system BER is derived in Section III.
Details of the proposed adaptive modulation and cooperation
scheme are presented in Section IV. Section V shows the




II. VIRTUAL-MIMO SYSTEM WITH CF COOPERATION
A. Channel Model
We consider a virtual-MIMO wireless network with one re-
mote Nt-antenna transmitter that implements BICM transmis-
sion, and Nr closely spaced single-antenna receivers. We start
with a simple configuration with Nt =Nr =2, as shown in Fig.
1, to demonstrate the achievable performance improvements
and sensitivities. Further improvements are expected for the
case of more cooperating terminals with larger numbers of
antennas. At the transmitter, the information bits are encoded
through a rate-Rb linear binary convolutional encoder, and
then interleaved through a random bit interleaver (int.). In each
stream after the demultiplexer (or demux), groups of m bits are
mapped onto complex data symbols via Gray-labeled 2m =M -
ary quadrature modulation (QAM) or phase-shift keying (PSK)


































Fig. 1. System model of the cooperative virtual-MIMO system (Nt = 2,
Nr = 2.)
As the transmitter is far away from the receiver group, we
assume the channels between them are block fading, with N
Rayleigh fading blocks and each block has L consecutive time
instants, which is practical and particularly relevant in wireless
communications situations [11]. When we consider a single
time instance l for the nth channel, we have (Nt =Nr =2),
[yrnl ydnl]
T






where yrnl and ydnl are the received signals at the relay
and the destination. The vector Hn denotes the nth block
fading channel matrix, where each hin(i ∈ [1, ..., 4]) is inde-
pendent and identically distributed (i.i.d.), and is assumed to
be available at the receivers only. Without loss of generality,
we assume normalized Rayleigh fading, i.e. E[|hin|2] = 1 ,
where |· | denotes the magnitude function and E[· ] denotes
the expected value function. We also define the vector xnl =
[x1n1, x2nl]
T, where xi′nl(i
′ ∈ [1, 2]) presents the lth M -ary
symbol transmitted on the nth channel from the i′th antenna.
The noise vector wnl = [w1n1, w2nl]
T, with components
wi′nl∼CN (0, N0). The average transmitted power per symbol
is E[|xi′nl|2]=Es/Nt, where we normalize the total power Es
to unity. The corresponding power per bit is Eb =Es/(mRb).
B. CF Cooperation
As the destination and the helping relay are closely spaced,
it is highly likely that a high capacity communication link
with high reliability can be formed between them. Hence as
also considered in [1] and [12], we assume the two receivers
cooperate by way of an one-shot error-free conference link,
with capacity C, as shown in Fig. 1. The one-shot operation
requires the destination to directly decode the signal sent
over the link without iterative conference communications.
In practice, the conference link is realized via an orthogonal
channel (i.e. a different frequency band) to the transmitter
array. Compared with the long range data channel Hn, the
orthogonal conference link is short-range with low transmis-
sion power, and could be reused many times over the coverage
area of the long range link.
The conference link enables cooperation, and CF is the
preferred cooperation protocol when the relay is close to the
destination [5]. A standard source coding technique is chosen
here to implement CF at the relay [8]. That is, the relay is
equipped with a vector quantizer (VQ). The Voronoi VQ [13],
whose codebook is optimal in the sense of minimising average
distortion, is used to design the codebook needed for the quan-
tization. Here the quantization rate is equal to the capacity C of
the error-free conference link. Note that the codebook design
is based on the number of codebook vectors which equals
2C and exploits knowledge of the noise-free constellation [8].
Then a compressed version of the signal could be modeled
as y′
rnl
= yrnl+wcnl, where wcnl is the compression noise,
independent of yrnl, and wcnl ∼ CN (0, σ2cn).
The destination receives signals ydnl from the transmitter,
and observes signals from the relay via an intra-cluster re-
ceiver, written as y′
rnl
because of the error-free conference
link, as shown in Fig. 1. We denote the received signals at





. With knowledge of σ2cn,
y′
rnl
could be scaled so that y′
rnl
and ydnl have the same power
of additive Gaussian noise. We denote ηn as the degradation





























wired conference link with high capacity C, σ2cn decreases to
0, and the system will behave as in the ideal MIMO case.
Note that, in the rest of this paper, when we are considering
a single time instance l on the nth channel, we will drop the
subscript nl for the symbols and n for the channel matrix,
since the received symbols are treated independently.
C. MMSE-based BICM Demodulation
The general structure of the destination with a linear MMSE
receiver is shown in Fig. 1. The first MMSE filtering step is,















where e=(WH̃−I)x is the residual inter-symbol interference
(ISI), and v = W [w̃1 w2]
T
denotes the colored Gaussian noise
vector. Here H† denotes the conjugate transpose of H. Also, B
is a diagonal matrix which removes the bias from the MMSE
estimates, with kth diagonal component given by Bk,k = (ρk+
1)/(ρk). The scalar ρk is the instantaneous received signal to













We denote X λ,kb as the subset within the kth transmit con-
stellation where the λth bit is equal to b. The BICM log-
likelihood ratio (LLR) for each coded bit corresponding to
xk is calculated from zk and denoted by L(c
λ|zk, W), where
λ = 1, ..., m. The two path LLRs are combined into one output
stream by the multiplexer, and reordered by the deinterleaver.
Finally, the decoder accepts the LLRs of all coded bits and
employs a soft-input Viterbi algorithm to decode the signals.
The benefit of the MMSE receiver is the lower computa-
tional complexity. However, it suffers from residual ISI caused
by the compression noise wc, as will be illustrated in Section
III. A good quantization scheme with low compression noise
at the relay, will enable the virtual-MIMO system to achieve
almost ideal MIMO performance.
III. UPPER BOUND ON BIT ERROR RATIO
Throughout the paper, we consider block fading channels,
for which a fading envelope is given by H = (H1, ..., HN ).
For a specific channel condition H, the union bound on the
conditional BER for linear binary convolutional codes over
a memoryless binary-input output-symmetric (BIOS) channel








where Pd(d|H) is the conditional pairwise error probability
(PEP) for two codewords differing in d bits. The scalar Ad
denotes the sum of bit errors for error events of distance d
and dfree is the minimum free Hamming distance. With d
increasing, the influence of Ad and Pd(d|H) on the conditional
BER will decrease dramatically. Truncation to 10 terms in (6)
yields a very good upper bound (UB) of the true Pb(H) [16]
[17]. The average BER after decoding is obtained by averaging














where a BER limit of 1/2 for the Viterbi decoder is included
[18]. The expectation in (7) can be evaluated using the Monte
Carlo method in practice.
One thing to note here is the bound (6) holds under the
assumption that the channels are BIOS. For our block fading
channel, which is not symmetric [19], we adopt the approach
of [6] and force the BICM channel to behave as BIOS by using
a random modulation concept. Let t denote a random variable,
which independently selects, for every symbol, either Gray-
labelling mapping or its complement with probability 1/2.
Furthermore, due to the symmetry of the channel output, we
can safely assume that the all-zero codewords are transmitted.
Then LLR for the MMSE receiver is given by [10],














exp (−ρk|zk − x̃k|2)
. (8)
We employ the Gaussian approximation (GA) [15] [20],







where KL(s) is the cumulant generating function of the

































The SINR ρk defined in (5) is related with the channel
condition H. For BIOS channels, symmetry dictates that the
saddlepoint ŝ in (9) is placed at ŝ = 1/2 [15]. A closed form
of KL(s) for high SNR can be stated as follows:
Theorem 1: For a receiver using MMSE detection, when
SNR is high, the cumulant generating function of L(cλ|zk, W)
























The proof is presented in Appendix A. We can see that now
KL(s) depends on ρk and the squared Euclidean distance
from xk to its nearest neighbour x̃k in the complement subset.
According to the Gray-labeled PSK/QAM constellations used
in this system, we can further simplify KL(s) by exploit-
ing multiplicities of the Euclidean distance. Table I in [21]
presents (for various constellations) the set of all distinct
squared Euclidean distances, and the corresponding frequency
of occurrence of each distance (normalized by the total number
of distances m2m), which could be used in our case to further
simplify KL(s). For example, when we consider the Gray-

















After simplification, compared to BPSK and QPSK which
have Nt terms in equation (11), 16QAM has 2Nt terms (as
shown in (12)), and 64QAM has 4Nt terms. The simplification
is helpful for reducing computational complexities of KL(ŝ)
with higher-order modulations.
Now, substituting (11) into (9) gives a closed-form expres-




solution for the UB of Pb(H) from (6). The conditional BER
UB is very useful since it provides insight into the asymptotic
behaviour of the system error probability and can be used to
judge the condition of the specific channel H.
Additionally, for a receiver using MMSE detection, ρk
suffers from the residual ISI caused by the compression noise
wc. From (11), it is obvious that a lower value of ρk results in
a larger value of KL(s) and finally a higher Pb(H). Compared
to the corresponding MIMO system, the virtual-MIMO system
will have an impaired BER performance since it uses CF
cooperation and MMSE detection. A higher quantization rate
C is one solution, but will introduce additional operational
complexity for quantizations at the relay. Another solution
is to employ a lower-order modulation at the transmitter, but
this will decrease the system throughput as a result. Thus an
adaptive modulation and cooperation scheme will be a suitable
solution here, as will be described in Section IV.
IV. ADAPTIVE MODULATION AND COOPERATION SCHEME
The basic motivation for this proposed scheme is the fact
that fixed modulation or fixed-rate cooperation can not adapt
well to varying channel conditions, especially for a system
with MMSE detection. If we could find a suitable threshold
strategy to judge the conditions of the instantaneous channels,
the system could choose different modulation types and quan-
tization rates, according to different realisations of H̃.
A. Threshold Strategy
For the threshold design, we propose to adopt the smallest
singular value of the cooperative channel matrix as the thresh-
old strategy, and the following theorem shows the reason.
Theorem 2: For the virtual-MIMO system using MMSE de-
tection, the smallest singular value of the cooperative channel

























A proof of the theorem is as follows: From (11), it is
obvious that, for a given channel condition and a specific
constellation, KL(s) only depends on the SINR ρk. Further the
value ρmin which equals to min{ρk}(k ∈ [1, Nt]) dominates




















Using the fact that the largest eigenvalue majorizes the largest




































guarantees a small value of KL(s), and thus results
in a low BER. That is, for a symbol error to occur, a necessary
condition is that λmin for the scaled channel matrix falls below




has a direct impact on
the system performance. Inserting (15) into (14), we obtain
(13).
Thus it is reasonable and efficient to characterise the quality
of the cooperative virtual-MIMO channel based on its smallest
singular value squared. In practice, the nature of the short-
range conference link is helpful for information exchange.
Once the conference link formed, the channel CSI and the
estimated value of σ2
c
will be shared between the relay and




can be computed at the
destination.
B. Adaptive Modulation Scheme
When the quantization codebook could represent the con-
stellation accurately at the relay, H̃ will tend towards H in
value [8]. Combining (13) and Table I in [21], it is obvious
that for a given channel H, KL(ŝ) for lower-order modula-
tion is always smaller than that for higher-order modulation,
which means that its conditional BER is always lower (at
the cost of reduced bit rate). Thus when the channels are
poorly conditioned, the system could adapt to provide reliable
communications using a lower-order modulation, e.g. QPSK.
Moreover, as shown in [6], the throughput of the cooperative
virtual MIMO-BICM system is calculated by considering the
average mutual information (AMI) for each bit level, and then



























It is obvious that, when the channels are well-conditioned or
the SNR is high, a higher-order modulation (with a large m)
at the transmitter, e.g. 64QAM, will guarantee a higher system
throughput.
Now, we present a check criterion for the adaptive mod-
ulation scheme. Specifically, we set a threshold ξ for the
UB of Pb(H). For different modulations (e.g. 64QAM and
16QAM), according to (6), (9) and (13), we could obtain
corresponding thresholds of the smallest singular value, which
are denoted by λ64QAM and λ16QAM as examples. The sys-
tem would implement 64QAM for well-conditioned channels
(λmin(H) ≥ λ64QAM), and 16QAM for “in-between” channels
(λ16QAM ≤ λmin(H) < λ64QAM). Otherwise, for poorly condi-
tioned channels (λmin(H)<λ16QAM), the system would switch
back to QPSK modulation. Note that the adaptive modulation
scheme studied here could easily be extended to multiple
modulation and coding rate choices, for example, applied to





C. Adaptive-rate CF Scheme
When channel conditions are good and a high-order mod-
ulation is selected, vector quantization with a large C may
cause a high processing burden for the relay to perform CF
cooperation. Thus an adaptive-rate CF scheme is also proposed
at the relay.
To facilitate the threshold design, we investigate the closed-
form cumulative distribution function (CDF) of the smallest
singular value. Recall the scaled channel matrix H̃ in (3),
where we know that the scaled factor η is due to the compres-
sion noise σ2c . Since we employ the standard source coding
technique to perform CF cooperation, a lower bound on the
compression noise variance given in [24] could be extended
to our virtual-MIMO system, i.e.,
σ̄2c =
E[|yr|2]




|h1|2 + 12 |h2|2
2C − 1 . (17)
If |h1|2+|h2|2 could be replaced by its expected value, η̄ would
become constant for a certain SNR and C. The scaled channel
H̃ will be a complex Gaussian matrix, whose smallest singular
value has been discussed in [25]. Hence it is reasonably
appropriate to implement E[|h1|2+ |h2|2] for the distribution
analysis of λmin and the corresponding threshold design. Then
we have η̄ = (2C − 1)/(2C + SNR), and H̃ is distributed as


























Thus employing the results from [25], the CDF of λmin(H̃) is
given by,





Knowledge of the closed-form CDF provides direct insight
into the distribution of λmin(H̃). Setting a CDF threshold helps
us obtain the corresponding threshold for the smallest singular
values. One attractive feature of the proposed threshold ap-
proach is that, with the CDF threshold, it is readily apparent
what percent of the channels are quite well-conditioned. The
final average quantization rate is therefore predictable.
Take the quantization rates C = 4, 6 bits/s and 8 bits/s as
an example. The CDF curves of λmin(H̃) for various values
of C are shown in Fig. 2. Based on the settings of the CDF
thresholds, i.e. Pth4 and Pth6 shown in Fig. 2, we will get λth4
and λth6 as the thresholds. For a given channel condition, an
estimate of σ2c,4 for C =4 bits/s and σ
2
c,6 for C =6 bits/s could
be obtained. Substituting them into (3), we get estimates of H̃4
and H̃6, and their smallest singular values. Switching criterion




If λmin(H̃4)≥λth4 and λmin(H̃6)≥λth6, then C =4 bits/s;
If λmin(H̃4)<λth4 and λmin(H̃6)≥λth6, then C =6 bits/s;
If λmin(H̃4)<λth4 and λmin(H̃6)<λth6, then C =8 bits/s;
(20)
The impact of varying the CDF thresholds will be investigated
in Section V. The estimated average quantization rate is then
shown as,
Cave = 4(1 − Pth4) + 6(Pth4 − Pth6) + 8Pth6. (21)
The scheme can also be applied to multiple modulation
and code rates, including high-order modulation types which
require higher C values, e.g. 64QAM, as will shown in section
V.
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Fig. 2. CDF curves of the smallest singular value λmin for various
quantization rates, when Eb/N0 = 10 dB.
With the proposed adaptive-rate CF scheme, Cave is always
smaller than the fixed quantization rate which is needed to ob-
tain the ideal MIMO performance. As the encoding complexity
of Voronoi VQ grows exponentially with the quantization rate
[8], the proposed scheme with a small Cave will reduce the
complexity for quantization significantly.
Therefore, for a specific channel condition, given the thresh-
olds, the system could adapt to choose a suitable modula-
tion type for transmission and an appropriate C to perform
CF cooperation. The scheme not only enables the system
to achieve a high throughput with reliable communication,
but also eliminates unnecessary complexity for quantization
operations and conference link communication.
D. Practical Setup and Maintenance
In general, to support this cooperative virtual-MIMO system
with an adaptive modulation and cooperation scheme, some
setup and maintenance issues should be specified for practical





1. CSI and SNR Estimation
3. Selected Modulation Type and Code Rate
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Fig. 3. Practical setup and maintenance issues for the virtual-MIMO system
with the adaptive modulation and cooperation scheme. (ACK and NACK stand
for acknowledgement and negative acknowledgement, respectively.)
1) CSI and SNR are estimated at the relay and destination.
2) A conference link is formed between the relay and the
destination. CSI is then shared between them, i.e. H is
known at both the relay and the destination.
3) An adaptive modulation scheme related computation




modulation type according to the quality of H and
predefined threshold ξ, and feed back the information
to the transmitter.
4) The transmitter broadcasts the data symbols through two
antennas simultaneously.
5) The relay implements the adaptive-rate CF scheme to
decide an appropriate quantization rate C for the CF
cooperation. Then the relay quantizes the received sig-
nals and transmits y′
rnl
to the destination. Codebook
information, and some control information, such as the




6) The destination performs MMSE detection on the re-
ceived signal y
nl
, with the knowledge of H̃. If errors
still occur, the destination may request a retransmission
from the transmitter.
V. NUMERICAL RESULTS
In this section, we present the error performance of our
cooperative virtual-MIMO-BICM system (Nt = Nr = 2). At
the transmitter, a 1/2-rate convolutional code with the gener-
ator polynomials [133, 171]octal (dfree =10) is used for QPSK
and 16QAM modulations. Further, a 2/3-rate code punctured
from [133, 171]octal is considered for 64QAM. We assume 10
6
block Rayleigh fading channels between the transmitter and
receivers, with each block having 200 consecutive symbol
periods. An error-free conference link is assumed between the
relay and the destination. The simulation results are computed
via the Monte Carlo method.
A. BER Evaluation
The BER performance of the cooperative virtual-MIMO-
BICM system with various modulations, under fixed quanti-
zation rates, is shown in Fig. 4. The conference link rates
C = 4 bits/s for QPSK, C = 8 bits/s for 16QAM, and C = 12
bits/s for 64QAM modulation will enable the system with CF
cooperation to approach the ideal MIMO performance, since
the quantization codebook could represent the constellation
points accurately at the relay. The BER UBs and their simpli-
fied versions based on ρmin are presented as well. According
to (11) and (14), the BER UB based on ρmin is a little larger
but follows the same trend with BER UB.
The UBs and simulation results of the system BER per-
formance for 16QAM modulation, under various quantization
rates, are presented in Fig. 5. We plot the BER against the
information bit SNR, i.e Eb/N0. A smaller quantization rate
results in stronger compression noise. As shown in this figure,
for smaller C, such as 4 bits/s and 6 bits/s, there exists an
error floor, which means the MMSE receiver cannot remove
the residual ISI because of the compression noise. Hence it is
appropriate to implement the singular value-based adaptive-
rate CF scheme. Since the BER performance is very well
approximated by the UB based on ρmin for all considered
quantization rates, it is reasonable to characterise the quality
of the scaled channel by using its smallest singular value.
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16QAM, C=8 bits/s
QPSK,  C=4 bits/s
Fig. 4. Simulation results and upper bounds (UBs) on the BER performance
of the 2 × 2 virtual-MIMO-BICM system with CF cooperation and MMSE
receiver. (1/2-rate coded QPSK, 1/2-rate coded 16QAM, and 2/3-rate coded
64QAM are considered.)
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Fig. 5. Simulation results and UBs on the system BER performance for
1/2-rate coded 16QAM with various quantization rates.
B. Application of the Adaptive Modulation and Cooperation
Scheme
As shown in Section IV, the switching criterion of the
adaptive modulation and cooperation scheme is two levelled.
Firstly, the destination should choose a suitable modulation
type via comparing λmin(H) to λ16QAM and λ64QAM. Here
we assume the threshold ξ = 10−5 so that the realistic
BER will be smaller than 10−5. We use the value of Ad
in [16] for 16QAM and [17] for 64QAM, then a threshold
for KL(ŝ) which equals -1.1284 for 16QAM and -2.0103
for 64QAM are obtained from (6) and (9). According to





62.0480Nt/SNR. Secondly, if 16QAM is chosen,
an adaptive-rate CF cooperation scheme (C = 4, 6, 8 bits/s
are chosen as candidates in accordance with the example in
Section IV-C) will be employed. If 64QAM is selected, C =
8, 10, 12 bits/s will be considered.
In Fig. 6 (a), we investigate the impact of varying the
thresholds on the conditional BER for 16QAM modulation,




conditional BERs are calculated on the channels satisfying
λmin(H̃4) ≥ λth4 and λmin(H̃6) ≥ λth6 respectively. As long
as Pth4 = 0.5 and Pth6 = 0.1, the error floor is too small
to impact the system performance. For 64QAM, we also
simulate the conditional BERs to an error floor of roughly
10−5, using C =8 and 10 bits/s in Fig. 6 (b). Hence Pth4 =0.5,
Pth6 =0.1, Pth8 =0.3, and Pth10 =0.06 are good choices for the
adaptive-rate CF scheme to achieve a favourable performance-
complexity tradeoff. Then based on (19), we calculate singular
value thresholds to select various values of C for the scheme.


























































































































Fig. 6. The effects of varying the thresholds on the conditional BER
performance. (1/2-rate coded 16QAM is considered in (a), while 2/3-rate
coded 64QAM in (b).)
The simulation results of the adaptive virtual-MIMO sys-
tem are presented in Fig. 7 and Fig. 8. With the adaptive
modulation and cooperation scheme we proposed, the system
obtains a BER performance almost the same as the MIMO
system with QPSK modulation, and provides a significant
improvement compared to the 64QAM case, as shown in
Fig. 7. Also, at high Eb/N0, the adaptive system throughput
can approach almost MIMO-64QAM performance, i.e. reach
the upper limit of 12 bits/s, as shown Fig. 8. Compared
with the cases of fixed modulation and fixed-rate CF, the
adaptive scheme allows the virtual-MIMO system to achieve a
high throughput with reliable communication. The switching
thresholds for the adaptive virtual-MIMO system have been
chosen conservatively to achieve the same BER performance
as for QPSK modulation, as shown in Fig. 7. A higher BER
threshold for changing modulation scheme could be used to
improve throughput, at the cost of higher BER and higher
quantisation rates at the relay.
The probabilities of choosing different modulation types and
quantization rates are shown in Fig. 9. At low Eb/N0, QPSK
is always selected to try to provide reliable communication.
As the Eb/N0 increases, 16QAM and 64QAM are chosen
more frequently to obtain high throughputs, and adaptive-rate
CF cooperation is implemented. When the Eb/N0 is high,
the relay uses 12 bits/s VQ for less than 6% of channel
realisations (with lower λmin), and for more than 70% of the



















BER of the MIMO−64QAMSystem
BER of the MIMO−16QAMSystem
BER of the MIMO−QPSK System
BER of the Adap. Virtual−MIMO
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Fig. 7. BER performance of the 2×2 virtual-MIMO system with the adaptive
modulation and cooperation scheme.


























Virtual−MIMO−64QAM System (C=12 bits/s)
Virtual−MIMO−16QAM System (C=8 bits/s)
Virtual−MIMO−QPSK System (C=4 bits/s)
Adap. Virtual−MIMO System
Fig. 8. Throughput of the 2 × 2 virtual-MIMO system with the adaptive
modulation and cooperation scheme.
channels (with higher λmin), 8 bits/s VQ will be sufficient
for acceptable performance. As shown in Fig. 10, the final
average quantization rate is between 4 bits/s and around 8.6
bits/s, which could also be predicted from (21). Thus at
low Eb/N0, the adaptive scheme helps the system to reduce
complexity for quantization operations significantly, without
large performance loss compared to the 64QAM case with
C = 12 bits/s (see Fig. 8). When the Eb/N0 is high, the
adaptive scheme is capable of eliminating more than 3 bits
complexity for quantization at the relay and more than 3
bits/sample on the conference link communications relative
to the C =12 bits/s/sample case, while still achieving almost
ideal MIMO-64QAM performance.
VI. CONCLUSION
This paper presented a practical virtual-MIMO-BICM sys-
tem with a single two-antenna wireless transmitter sending
information to two closely spaced single-antenna receivers.
Virtual-MIMO operation was realized via receiver-side local
communication using the CF cooperation, and MMSE detec-
tion was employed at the destination. In this paper, we derived
a closed form expression to upper bound the system BER.
We proved that the smallest singular value of the channel
















































































Fig. 9. Probability of choosing different modulation types and quantization
rates for the adaptive virtual-MIMO system.





























Virtual−MIMO−64QAM System with C=12 bits/s 
Virtual−MIMO−16QAM System with C=8 bits/s 
Adaptive Virtual−MIMO System
Fig. 10. Average quantization rate at the relay for the adaptive virtual-MIMO
system, compared to the C = 4, 8, 12 bits/s cases.
adaptive modulation and cooperation scheme was proposed,
adopting the smallest singular value as the threshold strategy.
The closed-form CDF expression of the smallest singular value
was also derived.
With the adaptive modulation and cooperation scheme, the
system could adapt its modulation type to the prevailing
channel conditions. The relay could also choose the minimum
possible quantization rate to eliminate unnecessary complexity.
We presented an illustrative example for simulation, where
QPSK, 16QAM and 64QAM were chosen as the desired mod-
ulation types, and C = 4, 6, 8, 10, 12 bits/s were selected as the
quantization rate candidates. The simulation results confirmed
that, the 2×2 virtual-MIMO system was able to achieve a high
throughput with reliable communication. For our illustrative
example, at low Eb/N0, the adaptive scheme helps the system
to reduce complexity for quantization operations significantly,
without large performance loss. When the Eb/N0 is high, the
adaptive scheme is capable of eliminating more than 3 bits
complexity, while still achieving almost ideal MIMO-64QAM
performance.
The illustrative example showed how to find the appropriate
switching criterion and the system performance. The adaptive
modulation and cooperation scheme is not limited to this
example, the principles of which could easily be applied to
multiple modulation types and quantization rates. The virtual-
MIMO system studied here is not limited to BICM transmis-
sion neither. Other FEC coding schemes, such as Turbo coding
or LDPC coding, could also be employed. By extending to a
wide range of applications, the proposed system is therefore
particularly valuable and attractive to some realistic wireless
communication networks. The extension to more relays and
more antennas is left as future work.
APPENDIX
PROOF OF EQUATION (11)
As defined in (10), averaging over λ, t, k, xk ∈ X
λ,k
t ,














































At high SNR, the ratio in (23) is dominated by a single
minimum distance term in the numerator and denominator.
Thus we can apply the Dominated Convergence Theorem [15]
and obtain,














is the nearest neighbour to xk∈X
λ,k
t . Then
we simplify Λ(s, λ, t, k, xk, ρk):





































(xk−x̃k) = 0. (25)
Thus we proceed to average Λ(s, λ, t, k, xk, ρk) over the ran-
dom noise vk and then over the residual ISI ek. We now have,


















Substituting (26) into (22), we obtain (11).
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