The objective of brain computer interfaces (BCI) is to create a novel communication channel between the user and the outside world. Thus a person can interact with its surrounding using the electrical activity of the brain only. In this study, dual EEG activity is used successfully to control a 5 degree of freedom robotic arm. P300 event related potential (ERP) is used to select between 5 servo motors while Steady-State Visually Evoked Potentials (SSVEP) are used to move the chosen motor in opposite directions. Finally, a camera pointed at the robotic arm is used for providing visual feedback about the position of the robotic arm.
Introduction
Brain computer interfaces (BCI) are devices which create a communication channel between human brain and the outside world using the electrical activity of the brain which can be non-invasively detected [1] . This new channel is necessary for people having neurodegenerative diseases since they are not able to interact with their environment because of their non-functional muscular pathways.
Event-related potentials (ERP) are changes in the ongoing brain activity time-locked to specific stimuli. P300 is a positive ERP component elicited by the brain approximately 300ms after the presentation of an infrequent target stimulus in a set of frequent non-target stimuli [2] . P300-based BCI was first implemented in a visual speller experiment using the so called "oddball paradigm" where the rows and columns of a character matrix are randomly highlighted leading to the detection of the letter being visually concentrated [3] .
When a subject is presented a visual stimulus flickering at a constant frequency, a response of related frequency is elicited by the brain. This evoked potential is called Steady-State Visually Evoked Potentials (SSVEP) and usually contains the fundamental frequency of the stimulus and also some of its harmonic components [4] . Using this property, a simple frequency spectrum analysis reveals the attended stimulus.
BCIs have a wide range of rehabilitative applications. Besides providing a communication channel to a locked-in patient for self expression, they also serve to extend the capabilities of mobility impaired people. Several robotic and wheelchair applications were proposed in the literature. In [5] [6] [7] a P300 speller like stimuli matrix is used to control the robot while [8] demonstrates a camera view using overlay stimuli circles to represent possible destinations.
Although SSVEP stimulation with LED [9] [10] requires additional circuitry, it is much more preferred when compared to SSVEP stimulation on LCD/CRT displays [11] as the stimulation frequencies allowed by the refresh rate of the display, are not considered good candidates for eliciting an SSVEP [12] .
This study proposes a simple hybrid BCI using both P300 and SSVEP modalities using LCD/CRT display for driving a robotic arm composed of 5 servo motors. The subject first chooses a servo motor that he or she wants to move by visually attending to a stimulus represented during a P300 experiment. In the second step, the chosen motor is moved in the desired direction based on the EEG signal acquired during a SSVEP experiment in which up and down arrows flicker at different frequencies.
Materials and Methods

EEG Acquisition
EEG activity is acquired using BIOPAC MP35 biosignal acquisition kit. This USB device can simultaneously record up to 4 analog channels at various sampling rates. The device is configured to apply 0.5-35Hz band-pass and 50Hz notch filtering to the acquired signal. The signal is sampled at 200Hz.
A single channel EEG signal is acquired through the parieto-occipital scalp region which reflects reasonable P300 ERP and SSVEP responses.
BIOPAC Hardware API is used to configure and initiate the device and transfer the raw data into MATLAB environment. 
Robotic Arm
Robotic arm is a vertical arrangement of 5 Kondo KRS788HV servo motors (Figure 1 ). The servo motors are wired into a RCB3 controller board which is connected to the computer through the USB port. The controller is driven from MATLAB using RCB3 interface library.
Visual Stimulation
Visual stimulation is implemented in MATLAB using Psychophysics Toolbox [13] which is a high performance and precise open source library designed for Psychophysics experiments.
In a single P300 stimulation trial (Figure 2 ), each enumerated servo picture is highlighted (colored in purple) for 300ms in random order. Between each highlights, the background image (with no highlights) is shown for 500ms, thus a single trial takes 4 seconds to complete. After recording a single trial, the EEG data collected is divided into 5 time windows of 800ms each starting at the exact times of visual stimulation.
Following the servo motor selection, highlighting of visual stimuli stops and two white arrows appear on the right of the camera view (Figure 4 ). Along with a live view of the robotic arm, the arrows indicating the up and down directions start to flicker at different frequencies: the former at 7.5Hz, and the latter at 10Hz respectively. 6 seconds of EEG signal is recorded during this phase for SSVEP analysis.
During SSVEP stimulation for choosing the movement direction, the camera window shows a live view of the robotic arm for visual feedback. After one of the arms is moved and the software returns back to P300 stimulation for servo selection, the camera view shows a still picture representing the last position of the arm. 
Signal Processing
Event-related potentials have low amplitude when compared to the ongoing activity, thus it is quite difficult to discriminate them from the ongoing EEG using single trial recording. To overcome this limitation, the ERP responses to the same stimulus from multiple trials are averaged [14] . P300 ERP component is more visible in the delta band (0-4Hz) of the EEG activity [15] . For this reason, wavelet transform is used to filter out the frequency components other than the delta band in the averaged EEG windows. The advantage of wavelet transform is that it allows frequency-domain filtering without losing the timedomain characteristics of the signal. Since the amplitude changes approximately 300ms post stimulus are evaluated, it is very important to keep the time-domain feature of the signal after filtering out unwanted frequency components. Daubechies 4 (Figure 3 ) is chosen as the mother wavelet since it has a similar waveform to the P300 ERP. For the SSVEP analysis, the power spectrum of the acquired EEG signal is computed while the subject is concentrating on the flickering arrows.
Results
Study shows that a repetition count of 8 is sufficient for 88% correct P300 recognition [16] , so each trial is repeated 8 times to lead to a selection.
After completing 8 trials, 8 EEG windows of 800ms length for each stimulus are obtained. These 8 windows are then averaged for every stimulus for final analysis of P300 ERP component.After applying wavelet transformation, one of the 5 averaged waveforms is chosen as P300 response, based on an area calculation of the curve between 250ms and 500ms ( Figure 5 ).
The power spectrum density (PSD) of the signal clearly reveals the second harmonics of the oscillation frequencies ( Figure 6 ). A simple comparison of the PSD magnitudes at 15Hz and 20Hz helps to distinguish between the attended arrows.
With the current parameters, the P300 selection of a servo motor takes 32 seconds while its movement is realized using 6 seconds of SSVEP stimulation.
Discussion and Conclusion
In this study a robotic arm is successfully controlled with a hybrid BCI using P300 and SSVEP modalities. The first advantage of the system is that there is no need for prior training of the subjects: The processing of EEG signals enabled the robotic arm control. The second advantage is that only single channel of EEG signal is used. This ensures portability and ergonomy compared to multi-channel setups.
Although there are multiple studies on robotic arm Another novelty of the present study is the use of a live camera feedback for driving the robotic arm. Thus the subject is enabled to modify the movement of the arm using its actual position.
The main performance drawback is the averaging of 8 trials which increases the time needed to select a servo mo-tor. To overcome this performance issue, single trial ERP detection algorithms [17] can be analysed and adapted to decrease trial averaging.
Moreover, live feedback from the camera view can be augmented using overlay stimuli. This can eliminate current sequential P300-SSVEP by integrating both servo and direction selection into a single camera view.
