INTRODUCTION
The entry for "lemmatize" in the Collins English Dictionary states that lemmatization is the process of grouping together the different inflected forms of a word so that they can be analyzed as a single term (Collins English Dictionary 1 ). Lemmatization is a fundamental natural language processing (NLP) task which automates the process of word normalization. The correct identification of the normalized form of a word is of significance for NLP tasks such as information extraction and information retrieval. It becomes of particular interest when applied to highly inflectional languages such as Bulgarian, which is a South Slavic language.
The total amount of relevant information in a sample is controlled by two factors:
• The sampling plan or experimental design which represents the procedure for collecting the information; • The sample size n or the amount of information one collects [4] .
The corpus we have investigated consists of 273933 tokens [1] . Every token is manually annotated with part-of-speech tags [5] . The aim of our study is to evaluate the lemmatizer's performance regarding three parts of speech, namely the noun, the adjective and the verb. In order to improve the accuracy of analysis results we have investigated only these parts of speech as a population with size 149061. We have conducted the survey in two stages (i.e. we have examined a two-phase sampling). Our discussion begins with an analysis of the results of a pilot study as such an approach has two advantages. First, the pilot study will be used to provide estimates of the individual stratum variances and second, the results of the pilot study can be used to estimate the number of observations needed to obtain estimators of the population parameters with a specified level of precision.
On the basis of the results obtained from the samples, the traditional evaluation metrics have been applied, namely, Precision, Recall and Fmeasure [2] .
Precision, as is well-known, measures the number of the items that have been correctly identified as a percentage of the number of the identified items. The higher the Precision is, the better the system is at ensuring what has been identified as being correct.
Recall measures the number of the items that have been correctly identified as a percentage of the total number of items. The higher the Recall rate is, the better the system is at not missing correct items.
The Fβ-measure is used together with Precision and Recall, as a weighted average of both Precision and Recall.
SURVEY
As mentioned above, we have conducted a pilot study, sampling 40 observations from each district, whereby the numbers in the three stratum district are [4] : N1=80509 /for the nouns/ N2=23159 /for the adjectives/ N3=45393 /for the verbs/ The numbers n1, n2, n3 have been sampled in the three strata as follows:
where σi marks the stratum population standard deviations. The sample stratum standard deviations obtained are σ1=0, 243, σ2=0,352, σ3=0,195 .
By substituting our sample estimates in place of quantities (1), we have found out that: n1=0,534.n; n2=0,224.n; n3=0,242.n We have now specified the proportions of the total sample to be allocated to each stratum under the optimal scheme.
By means of (2) we can find the total number of the sample:
where N=149061 is the total number of the population members and σ ୮ ෝ ଶ is the variance of the estimator of the population proportion.
In order that the 95% confidence interval for the population proportion be achieved we extend the error margin by 0,02 on each side of the sample estimate (σ ୮ ෝ =0,02).
Hence, we can conclude that the needed total number of sample observations is 597.
Given that it is easy to make a random sample, the total number of sample observations amounted to 1373. These have then been allocated among the three strata as follows: n1=0,534.1373=732 n2=0,224.1373=308 n3=0,242.1373=333 Since 40 observations have already been sampled in each stratum, the numbers sampled in the second phase are 692, 268, 293 respectively.
We have estimated the sample proportion by means of (3):
where pi marks the proportions of the investigated parameters in each stratum and ni marks the numbers of the sampled stratum [3] .
In view of Precision we resave ܲ = 0,97 and 95% confidence interval for the population Precision is:
0,97 -0,02 < P < 0,97 + 0,02
Concerning Recall we resave R = 0,93 and 95% confidence interval for the population Recall is:
0,93 -0,02 < R < 0,93 + 0,02
In our study the F-measure is used as a weighted average of both Precision and Recall which are considered as equally important, so that:
=0,95
Such results are highly satisfactory and bear out the high accuracy and precision of the developed lemmatizater.
For the purpose of the following analyses, we have designed the frequency distribution on the basis of the specific features of each part of speech.
In order to achieve greater objectivity of verification of the sample observations, the parts of speech are retrieved with context. The specifics of our study design facilitate the procedure of eliciting extensive information on the structure of the different parts of speech included in the corpus. In view of the above, we have built the necessary frequency distributions which are demonstrated in the following tables. 
V---cv-smf 50
CONCLUSION
The above frequency distribution tables can be used in performing analysis of the errors and detecting the types of errors in view of their elimination which will contribute to increasing the precision and efficiency of the developed software and enhance the possibilities for its application in different NLP tasks, such as information extraction and information retrieval.
We suggest that the samples should be made randomly in keeping with the proportions presented in the frequency distributions. The proposed method of choosing the sample size can be used in performing the estimation procedure for the three cases listed above. The parameters that are to be estimated as well as the standard error margin are determined on the basis of their point estimator.
