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A Generalized Expression for the Gradient of
Mutual Information: Application in Multiple
Access Channel with Feedback
Mahboobeh Sedighizad, and Babak Seyfe, Senior Member, IEEE
Abstract
Taking a functional approach, we introduce a general expression for the gradient of mutual infor-
mation with respect to the system parameters in stochastic systems. We consider a general case in which
the input can be dependent on the parameters of the system. As an application, we use this expression
to describe the roles of interference and feedback and their interactions in a Multiple Access Channel
(MAC) system. In continue, using these results we extend the mutual information and Minimum Mean
Square Error (MMSE) relation to the Gaussian MAC with feedback. In this derivation, we show that the
gradient of mutual information can be decomposed into three distinct parts, where the first part is the
MMSE term, and the second and third parts reflect the roles of interference and feedback, respectively.
Then, this derivation is used to quantify the constructive contributions of the MMSE and feedback and
the destructive effect of interference on this channel.
Index Terms
Feedback, gradient of mutual information, multiple access channel, score function.
I. INTRODUCTION
The fundamental relationships between information theory and estimation theory attract the
attentions of many researchers in recent years [1]–[8]. One of the major successful results in this
regard is the describing the relations between mutual information and Minimum Mean Square
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Error (MMSE), i.e. I-MMSE, which gives a new insight into the above theories [9]–[14]. In all
the above studies the derivative of information measures such as entropy and mutual information
are considered.
Derivative of the information measures was studied for the first time by Stam [15], where
the relationship between the derivative of the differential entropy and Fisher information was
presented. A connection between causal estimation error and input-output mutual information of
a continuous-time additive white Gaussian noise channel, established by Duncan in [16]. Kadota
et al. in [17] generalized the results reported by Duncan to the channels with feedback. Guo et
al. in [1] presented an explicit identity for the relationship between MMSE and the derivative of
the input-output mutual information in the additive Gaussian noise channels. In [18] the relation
between estimation theory and information theory was extended to the additive non-Gaussian
noise channels. In [2], the I-MMSE relationship was generalized to the linear vector Gaussian
channel. Similar connections between the derivative of mutual information with respect to the
channel parameters and the error estimation were found for the continuous-time Poisson channel
in [19] and [20]. In [3], Palomar and Verdu generalized the notion of the derivative of mutual
information with respect to the system parameters to the arbitrary stochastic systems, where they
assumed that the system input is independent of the system parameters. Their general formula is
stated in a probabilistic setting in terms of the conditional marginal input distributions given the
outputs. In [21], a pointwise approach to generalize the above works is considered. In [5], the
relationship between the mutual information and the estimation error in scalar Levy channels as
a more general class of observations model is expressed. The validity of I-MMSE relation for a
fixed finite lookahead in a continuous-time additive white Gaussian noise channel is investigated
in [22]. In [8] an extension of the I-MMSE relation has been presented for the discrete-time
Gaussian channel with feedback. An extension of the I-MMSE formula to the additive Gaussian
noise MAC without feedback is given in [7].
Most of the works on this topic which aim to give a general expression for the gradient of
information measures, such as [3] and [5], are based on the statistical representation of the input-
output relation of the system by use of probabilistic descriptor. However, we take a different
approach by returning to the idea first described by Wiener that, input-output relation of a
stochastic system can be described in an alternative manner by using a functional approach [23].
Taking this functional approach enables us to give a general expression for the gradient of mutual
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information with respect to the system parameters. We model the system as a known function
that relates the input and output of the system. Also, we impose no restrictions on the system
input to be independent of the system parameter or even of the system noise.
The main contributions of this paper can be summarized as follows,
1) The major considerations on the gradient of mutual information were focused on the
conjunction between estimation and information theories. However, in this paper we show
the central role of the gradient of mutual information to interpret the behavior of the
stochastic systems with feedback.
2) We introduce the notion of mutual information variation in Theorem 1 and Corollary 1,
which hold for any stochastic systems with continuous system input and system output.
3) We take a functional approach to represent the relationship between the input and output of
a stochastic system in general. We suppose that the system model can be defined through
the known functions. Our system model imposes no constraints on the noise model and
also the system input can be dependent on the system noise. Moreover, the system input is
allowed to be a function of the system output and hence the system parameters, which may
occur for example in the presence of feedback. Comparing with the statistical description of
the input-output relation of the systems, reported in the literature, our functional approach
gives more insights into the interactions of the system’s elements (see Section II-D).
4) For the aforementioned general system model, we obtain the gradient of mutual information
with respect to the system parameters in Theorem 2 and the impact of these parameters on
the gradient is considered.
5) Particularizing the obtained results for MAC system with feedback as an important and
practical system, the capability of the gradient of mutual information to interpret the
behavior of this system is shown in Theorem 3. Corollaries 3 and 4 are devoted to the
Gaussian case, where the extensions of I-MMSE formula are derived for the additive
Gaussian noise MAC with feedback. As a special case of the obtained results, Corollary 10
considers the additive Gaussian noise MAC without feedback, where the extension of I-
MMSE formula reported in [7] is recovered. Based on Corollaries 7 and 13 the results
of [8] and [1] are recovered, respectively.
6) Using the proposed approach in this paper, we show how feedback compensates the negative
effect of the interference on the achievable rates of the users and increases the capacity of
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MAC with feedback comparing with MAC without feedbacks in Section IV-C figures 3
and 4.
The reminder of this paper is organized as follows. Section II, is devoted to the introduction
of notation, definitions, assumptions, and system model. In section III, we first introduce the
notion of mutual information variation caused by a small variation in the system parameters.
Then, using the introduced notion, we give a general expression for the gradient of mutual
information with respect to the system parameters in a general system model. In section IV,
we utilize the obtained results in a general MAC with and without feedback, where when the
results specialized for the Gaussian case several extensions of I-MMSE formula are given. The
single-user versions of the results are derived as well. Section V concludes the paper.
II. DEFINITIONS, ASSUMPTIONS AND SYSTEM MODEL
In this section, we introduce notation, definitions, assumptions and the system model, which
will be used in this paper.
A. Notation
Scalar random variables are denoted by upper case letters, e.g., X , where a lower case letter
x is used to denote a particular value of X; boldface lower case letters denote column random
vectors, e.g., x, where a boldface italic lower case letter x is used to denote a particular value
of x. Boldface upper case letters denote random matrixes, e.g., A, where boldface italic upper
case letter A is used to denote a particular value of A. Also, (·)i,j and (·)l denote the (ith, jth)
element of a matrix and lth element of a vector, respectively. Character I denotes the identity
matrix, the superscript (·)T denotes the transpose, and ‖·‖ denotes the norm of a vector.
Gradient of the scalar function f taken with respect to vector γ = (γ1, γ2, ..., γJ)
T
is denoted
by ∇γf , which is defined as,
∇γf =
(
∂f
∂γ1
, ...,
∂f
∂γJ
)T
. (1)
Derivative of the vector function f = (f1, f2, ..., fn)
T
with respect to the vector γ is defined as,
∂f
∂γ
=


∂f1
∂γ1
· · · ∂f1
∂γJ
...
. . .
...
∂fn
∂γ1
· · · ∂fn
∂γJ

 , (2)
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and derivative of vector function f with respect to the scalar γj is,
∂f
∂γj
=
(
∂f1
∂γj
, ...,
∂fn
∂γj
)T
. (3)
For deterministic vector ε and scalar function r (·) we say that r (ε) ∆= o (ε), if lim
ε→0
r(ε)
‖ε‖ = 0
and the Gaussian capacity function is denoted by C (χ) = (1/2) ln (1 + χ) for χ ≥ 0.
B. Definitions
The vector function φq (q), is the Joint Score Function (JSF) of the random vector q which
is defined as the log-derivative of its probability density function [24], i.e.,
φq (q) = ∇q ln pq (q) (4)
where pq (q) is the joint pdf of the random vector q. We define φ
x
x,y (x, y) and φ
y
x,y (x, y) as,
φxx,y (x, y)
∆
= ∇x ln px,y (x, y) (5)
and
φyx,y (x, y)
∆
= ∇y ln px,y (x, y) (6)
where px,y (x, y) is the joint pdf of the random vectors x and y. Moreover, the vector function
φx,y (x, y), is defined as,
φx,y (x, y)
∆
=
(
φx Tx,y (x, y) ,φ
y T
x,y (x, y)
)T
. (7)
C. Assumptions
Throughout the paper we consider the following assumptions. The random variables are con-
tinuous with the following definition. Random variable X with cumulative distribution function
F (x) = Pr (X ≤ x) is said to be continuous if F (x) is continuous [24]. As [25], we assume
that the score functions are bounded in the sense that,
∥∥φq (q)∥∥ ≤ C (1 + ‖q‖α−1) , for all q (8)
for some constant C and α ≥ 1.
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D. System Model
Taking a functional approach, we describe the stochastic systems with the following general
system model,
y = f (x,w,γ) ; γ ∈ Θ (9)
and
x = g(u, y) (10)
where the random vectors x and y are the system input and system output, respectively. f and g
are continuously differentiable known functions with bounded partial derivatives. Arbitrary but
known-distribution random vector w stands for any unwanted processes which can affect the
system. γ is an arbitrary finite-dimensional parameter from the deterministic system parameters
set Θ. As it can be seen from (10), in this general system model the system input is allowed
to be dependent on the system output and hence the system parameters, which may happen for
example in the systems with feedback. Random vector u can stand for the sequence of the source
messages assumed to be independent of w and the set of system parameters.
III. GRADIENT OF MUTUAL INFORMATION
As it is shown in [9]–[14], the gradient of mutual information plays a central role to give a new
insight into the some fundamental notions in information theory and also it can be considered
as an important measure in optimization problems. However, this pivotal role does not confined
to the aforementioned items as we see in the next section.
In this section, we first introduce the notion of variation of mutual information between two
arbitrary random vectors x and y. Then, using the introduced notion of the mutual information
variation, the gradient of mutual information with respect to the system parameters in the system
model defined by (9) and (10) will be given.
A. Variation of Mutual Information
Here, we introduce a general expression for the variation of mutual information. Let∆I (x; y) =
I (x + δx; y + δy) − I (x; y) be the variation of mutual information between random vectors x
and y caused by random variations
δx = X˜ε+ o (ε) (11)
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and
δy = Y˜ ε+ o (ε) (12)
where X˜ and Y˜ are two random matrixes, and ε is a deterministic vector for which the products
X˜ε and Y˜ ε make sense and have the same dimensions as x and y, respectively. Then, the
following Theorem holds.
Theorem 1: Variation of mutual information between x and y resulting from δx and δy defined
by (11) and (12), as ε→ 0 is,
∆I (x; y) = E
{(
φxx,y (x, y)− φx (x)
)T
X˜ε
}
+ E
{(
φyx,y (x, y)− φy (y)
)T
Y˜ε
}
+ o (ε) . (13)
Proof: See Appendix A.
Now, we use the general expression of (13) in the general system model defined by (9)
and (10), with (M × 1) vector x and (N × 1) vector y as the system input and system output,
respectively. Without loss of generality suppose that we are interested in the variation of the
mutual information caused by a small variation in a specific element of Θ, as (J × 1) vector γ.
Let γˆ = γ + εγ , where εγ is a deterministic vector with the same dimension as γ. Then, the
next Corollary expresses the variation of the mutual information between x and y resulting from
small variation in the system parameter γ.
Corollary 1: Considering the system model (9) and (10), variation of the mutual information
between x and y resulting from εγ as εγ → 0, is
∆I (x; y) = E
{(
φxx,y (x, y)− φx (x)
)T ∂g
∂γ
εγ
}
+ E
{(
φyx,y (x, y)− φy (y)
)T ∂f
∂γ
εγ
}
+ o (εγ)
(14)
where we have written f (x,w,γ) and g (u, y) simply as f and g, and ∂g/∂γ and ∂f/∂γ are
matrixes of the partial derivatives of g and f with respect to the system parameter γ, respectively.
Proof: Let δx and δy denote the variations of x and y caused by εγ . Then, based on (9)
and (10), and by Taylor series expansion of g and f around γ we can write,
δx = g (·,γ + εγ)− g (·,γ)
=
∂g
∂γ
εγ + o (εγ) (15)
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and
δy = f (·, ·,γ + εγ)− f (·, ·,γ)
=
∂f
∂γ
εγ + o (εγ) . (16)
Comparing (15) and (16) with the definitions of δx and δy in Theorem 1, ∂g/∂γ and ∂f/∂γ
can be considered as X˜ and Y˜, and εγ as ε respectively which completes the proof.
Remark 1: Substituting the definitions of the JSFs from Section II-B in (14) results in an
alternative expression as,
∆I (x; y) = E
{
∇Tx ln py|x (y|x)
∂g
∂γ
εγ
}
+ E
{
∇Ty ln px|y (x|y)
∂f
∂γ
εγ
}
+ o (εγ) . (17)
Remark 2: From (17) it can be seen that, if the system input is not a function of the system
parameter of interest, then ∂g/∂γ = 0 and hence by the Lebesgue dominated convergence
Theorem [26], and our assumption about the boundedness of score functions in II-C, the first
term of this equation will vanish,
∆I (x; y) = E
{
∇Ty ln px|y (x|y)
∂f
∂γ
εγ
}
+ o (εγ) . (18)
The above Corollary and Remarks enable us to calculate the gradient of mutual information
with respect to any system parameters of interest which will be given in the next subsection.
B. Gradient of Mutual Information With Respect to the System Parameters
In this section, we give a general expression for the gradient of mutual information with
respect to the system parameters, by considering the system model as the general form stated
in II-D. We assume that, both input and output of the system are allowed to be affected by the
system parameters. Hence, this general model covers many practical system models including
stochastic systems with feedback.
Theorem 2: Consider the system model introduced by (9) and (10). Then, the gradient of
mutual information with respect to a specific vector from the parameter set Θ such as γ =
(γ1, ..., γJ)
T , will be as,
∇γI (x; y) = E
{(
∂g
∂γ
)T (
φxx,y (x, y)− φx (x)
)}
+ E
{(
∂f
∂γ
)T (
φyx,y (x, y)− φy (y)
)}
(19)
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Proof: Expanding (14) we have,
∆I (x; y) =
J∑
j=1
(
M∑
m=1
E
{(
∂g
∂γ
)
m,j
(
φxx,y (x, y)− φx (x)
)
m
}
+
N∑
n=1
E
{(
∂f
∂γ
)
n,j
(
φyx,y (x, y)− φy (y)
)
n
})
(εγ)j + o (εγ) . (20)
This equation shows that as (εγ)j → 0,
∂
∂γj
I (x; y) =
M∑
m=1
E
{(
∂g
∂γ
)
m,j
(
φxx,y (x, y)− φx (x)
)
m
}
+
N∑
n=1
E
{(
∂f
∂γ
)
n,j
(
φyx,y (x, y)− φy (y)
)
n
}
= E
{(
∂g
∂γj
)T (
φxx,y (x, y)−φx (x)
)}
+ E
{(
∂f
∂γj
)T (
φyx,y (x, y)−φy (y)
)}
(21)
where, ∂g/∂γj and ∂f/∂γj are derivatives of vector functions f and g with respect to γj ,
respectively. Regarding to the definition of the gradient of a scalar function with respect to a
vector, (21) completes the proof.
Remark 3: Utilizing the definitions of JSFs in II-B, an alternative expression for Theorem 2
can be written as,
∇γI (x; y) = E
{(
∂g
∂γ
)T
∇x ln py|x (y |x)
}
+ E
{(
∂f
∂γ
)T
∇y ln px|y (x |y)
}
. (22)
Again, if the system input is not a function of the system parameters, then the first term of (22)
will vanish.
In the following section, we use our general results in multiple access communication channel
with feedback, as one of the realistic scenarios in which the system input depends on the system
parameters in general.
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IV. APPLICATIONS IN MULTIPLE ACCESS COMMUNICATION CHANNELS
The general results obtained in the previous section are applicable to any stochastic system
defined by (9) and (10). In this section, we particularize these general results for the multiuser
communication channel as one of the most important practical stochastic systems. Specifically,
we consider the multiple access channel with feedback, which has applications in the cellular
networks, medium access in a Local Area Networks (LAN), etc. We first introduce a general
model for MAC channel with feedback and then calculate the sensitivity of the mutual infor-
mation to the channel parameters in this model. These results are particularized to the additive
noise MAC and additive Gaussian noise MAC cases. We also explore the counterparts of the
results for the MAC without feedback. The single-user versions of the results are given as well.
Finally, we use the obtained results to interpret the effects of the well-known Schalkwijk–Kailath
(S-K) coding scheme [27], on the behavior of mutual information in the MAC with feedback.
A. Channels with Feedback
In this section, we study the sensitivity of the mutual information with respect to the parameters
in a communication channel with feedback. We first introduce a general model for MAC with
feedback and then we consider a single-user channel with feedback as a special case.
1) MAC with Feedback: In this section, we consider MAC with feedback as a familiar and
practical scenario of multiuser communication systems. As it is well known unlike the point-to-
point case, feedback can enlarge the capacity region of MAC, however, the capacity region with
feedback is known in some special cases [27].
Here, we first give a general expression for the gradient of mutual information with respect to
the channel parameters in a MAC with arbitrary channel model. At the second step, we consider
an additive Gaussian noise MAC with feedback, where an extension of I-MMSE relationship is
given. The obtained multiuser expression of the I-MMSE relationship can provide more insights
to the behavior of the system in the presence of feedback.
Fig. 1 shows a schematic view of the MAC with noiseless causal feedbacks from the receiver
to all K transmitters. The kth transmitter (k = 1, ..., K), wishes to communicate symbol M(k)
to the receiver by sending Un
(k)
in n uses of the channel, where U i(k) stands for the sequence of
messages of kth user up to time instant i, i ∈ [1 : n]. A (2nR1, ..., 2nRK , n) code for the MAC
10
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Fig. 1. Discrete-time multiple access channel with feedback.
with feedback consists of K message sets
[
1 : 2nRk
]
, k = 1, ..., K, K encoders as,
X(k)i = g(k)i
(
U i(k), Y
i−1) ; k = 1, ..., K, i ∈ [1 : n] (23)
and a decoder
(
Mˆ(1) (Y
n) , ..., Mˆ(K) (Y
n)
)
, where X(k)i and Y
i−1 are used for the kth channel
input at time instant i and the channel outputs up to time instant i−1, respectively. We consider
the following general functional model for the channel in ith (i = 1, ..., n) use of the channel,
Yi = fi
(
X(1)i, ..., X(K)i,Wi,γi
)
, i ∈ [1 : n] (24)
where, Wi stands for arbitrary but known distribution noise and γi =
(
γ(1)i, ..., γ(K)i
)T
de-
notes the channel parameters vector, where we are interested to find the sensitivity of mutual
information with respect to it. The following Theorem gives a general expression for this issue.
Theorem 3: In a general MAC with noiseless causal feedback as described in (23) and (24),
gradient of mutual information with respect to the system parameter γj , j = 1, ..., n is,
∇γjI
(
Xn(1), ..., X
n
(K); Y
n
)
=
K∑
k=1
E
{(
∂g(k)
∂γj
)T
∇Xn
(k)
ln p
Y n
∣∣∣Xn(1),...,Xn(K)
(
Y n
∣∣Xn(1), ..., Xn(K))
}
+ E
{(
∂f
∂γj
)T
∇Y n ln pXn
(1)
,...,Xn
(K)
|Y n
(
Xn(1), ..., X
n
(K) |Y n
)}
(25)
where, Xn(k) stands for the sequence of the channel inputs of kth user and Y
n denotes the
sequence of channel outputs in n uses of the channel, respectively, f = (f1, ..., fn)
T
with fi =
11
fi
(
X(1)i, ..., X(K)i,Wi,γi
)
, and g(k) =
(
g(k)1, ..., g(k)n
)T
with g(k)i = g(k)i
(
U i(k), Y
i−1
)
. Also,
∇γjI
(
Un(1), ..., U
n
(K); Y
n
)
= E
{(
∂f
∂γj
)T
∇Y n ln pUn
(1)
,...,Un
(K)
|Y n
(
Un(1), ..., U
n
(K) |Y n
)}
. (26)
Proof: Proof of (25) directly follows from Remark 3 by considering x =
(
Xn(1), ..., X
n
(K)
)T
and y = Y n.
For (26), considering the fact that the sequence of messages are not dependent on the system
parameters, Remark 3 completes the proof.
Remark 4: It should be noted that (26) can be considered as ∇γjI
(
M(1), ...,M(K); Y
n
)
as
well. Because, message M(k), k ∈ [1 : K] uniquely determines sequence Un(k), and vice versa.
Here, we particularize our results to a general additive noise MAC withK users in the presence
of feedback.
Corollary 2: In an additive noise MAC with feedback, where we assume that the noise is
independent of the system parameters γi = γ for all i, with the functional model as,
Yi = fi
(
X(1)i, ..., X(K)i,Wi,γ
)
=
K∑
k=1
γ(k)X(k)i +Wi, i ∈ [1 : n] (27)
and
X(k)i = g(k)i
(
U i(k), Y
i−1) , k = 1, ..., K, i ∈ [1 : n] (28)
derivatives of mutual information with respect to γ(l), l = 1, ..., K are,
∂
∂γ(l)
I
(
Xn(1), ..., X
n
(K); Y
n
)
=
K∑
k=1
E
{(
∂g(k)
∂γ(l)
)T
∇Xn
(k)
ln p
Y n
∣∣∣Xn(1),...,Xn(K)
(
Y n
∣∣∣Xn(1), ..., Xn(K))
}
+E
{(
K∑
k=1
∂γ(k)
∂γ(l)
g(k) + γ(k)
∂g(k)
∂γ(l)
)T
∇Y n ln pXn
(1)
,...,Xn
(K)
|Y n
(
Xn(1), ..., X
n
(K) |Y n
)} (29)
and
∂
∂γ(l)
I
(
Un(1), ..., U
n
(K); Y
n
)
= E
{(
K∑
k=1
∂γ(k)
∂γ(l)
g(k) + γ(k)
∂g(k)
∂γ(l)
)T
∇Y n ln pUn
(1)
,...,Un
(K)
|Y n
(
Un(1), ..., U
n
(K) |Y n
)}
=
n∑
i=1
E
{(
K∑
k=1
∂γ(k)
∂γ(l)
g
(k)i
+ γ(k)
∂g
(k)i
∂γ(l)
)
∂ ln pUn
(1)
,...,Un
(K)
|Y n (Un(1),...,Un(K)|Y n )
∂Yi
} (30)
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Proof: Proofs of (29) and (30) directly follow by substituting (27) and (28) in (25) and (26),
respectively and definition of the gradient of a scalar function with respect to a vector.
In the following Corollary, we particularize this result for the Gaussian case.
Corollary 3: (Gaussian Channel) Consider the system model (27) and (28), and let Wi ∼
N (0, 1) , i ∈ [1 : n] to be i.i.d. samples of noise. Then, we will have,
∂
∂γ(l)
I
(
Un(1), ..., U
n
(K); Y
n
)
= γ(l)mmse(l) (γ) + ϑ(l) (γ) + ζ(l) (γ) (31)
where,
mmse(l) (γ) =
n∑
i=1
E
{(
g
(l)i
− E
{
g
(l)i
|Y n
})2}
(32)
and
ϑ(l) (γ) =
K∑
k=1,k 6=l
γ(k)
(
n∑
i=1
E
{(
g
(l)i
− E
{
g
(l)i
|Y n
})(
g
(k)i
− E
{
g
(k)i
|Y n
})})
(33)
and
ζ(l) (γ) =
n∑
i=1
E
{(
K∑
k=1
γ(k)
(
g
(k)i
− E
{
g
(k)i
|Y n
}))( K∑
k=1
γ(k)
∂g
(k)i
∂γ(l)
)}
(34)
Proof: See Appendix B.
Now, consider the case that the system parameters of the different users are all the same,
which may happen in a system with perfect power control. Unlike Corollary 3, in this case
taking the derivative of mutual information with respect to each system parameter does not omit
the other terms. Hence, this case can not be regarded as a special version of the above Corollary
and the result for this case is given in the following Corollary.
Corollary 4: (Gaussian Channel: Perfect power control) Consider the setup of Corollary 3
with γ(l) = γ (l = 1, ..., K), then
∂
∂γ
I
(
Un(1), ..., U
n
(K); Y
n
)
= γmmse (γ) + ϑ (γ) + ζ (γ) (35)
where,
mmse (γ) =
K∑
k=1
mmse(k) (γ)
=
K∑
k=1
(
n∑
i=1
E
{(
g
(k)i
− E
{
g
(k)i
|Y n
})2})
(36)
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and
ϑ (γ) = γ
K∑
k=1
K∑
k′=1
k′ 6=k
(
n∑
i=1
E
{(
g
(k)i
− E
{
g
(k)i
|Y n
})(
g
(k′)i
− E
{
g
(k′)i
|Y n
})})
(37)
and
ζ (γ) = γ2
n∑
i=1
E
{(
K∑
k=1
(
g
(k)i
− E
{
g
(k)i
|Y n
}))( K∑
k=1
∂g
(k)i
∂γ
)}
(38)
Proof: The proof of this Corollary is quite straightforward and similar to the proof of
Corollary 3, and hence it is omitted.
It is worth noting that, the first term of (35) is sum of the MMSEs of the users, the second
term is caused by the interference of users and appears as a cross correlation of the users’ input
estimation errors, and the last term is induced by feedback.
2) Single-User Channel with Feedback: In this section, we reduce our general results on the
MAC with feedback to the single-user communication channel with feedback, and recover the
results of [8] on the single-user Gaussian channel with feedback.
In n uses of a single-user channel, sequence of messages is denoted by Un, and Xn and Y n
denote the sequences of channel input and channel output, respectively. We use Ui, Xi and Yi
to denote the message, channel input and channel output at time instant i. Y i−1 is used for the
channel outputs up to time instant (i− 1) and sequence of the messages up to time instant i is
denoted by U i. It is assumed that at each time instant i the encoder assigns a symbol to U i and
previous received output sequence Y i−1.
Now, we give a general expression for the gradient of mutual information with respect to the
channel parameters in n uses of a single-user channel, where in each use of the channel we
assume that the channel model is,
Yi = fi (Xi,Wi, γi) , i = 1, ..., n (39)
where the channel input Xi depends on the sequence of messages U
i and the previous channel
outputs Y i−1 through the known encoding function gi as,
Xi = gi
(
U i, Y i−1
)
. (40)
For this channel the following Corollary holds.
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Corollary 5: Consider a single-user channel with channel model (39) for each use of the
channel and (40) as the coded channel input. Then, derivatives of mutual information with
respect to γj , j = 1, ..., n can be written as,
∂
∂γj
I (Xn; Y n) =
n∑
i=1
(
E
{
∂gi
∂γj
∂
∂Xi
ln pY n|X n (Y
n |X n
)}
+ E
{
∂fi
∂γj
∂
∂Yi
ln pXn|Y n (Xn |Y n)}
)
.(41)
and
∂
∂γj
I (Un; Y n) =
n∑
i=1
E
{
∂fi
∂γj
∂
∂Yi
ln pUn|Y n (U
n |Y n )
}
. (42)
Proof: Proof easily follows from (25) and (26) with K = 1.
Now, we particularize our general results for the derivative of mutual information in an additive
noise channel with feedback.
Corollary 6: Consider the following system model for a single-user additive noise channel
with feedback,
Yi = fi (Xi,Wi, γ)
= γgi
(
U i, Y i−1
)
+Wi, i = 1, ..., n (43)
where the channel input Xi depends on U
i and the previous channel outputs Y i−1 through the
known encoding function gi, Xi = gi (U
i, Y i−1), and we suppose that, γi = γ for all i. Moreover,
random variable Wi stands for arbitrary but known-distribution noise. Then,
∂
∂γ
I (Xn; Y n)
=
n∑
i=1
(
E
{
∂gi
∂γ
∂
∂Xi
ln pY n|Xn (Y n |Xn )
}
+ E
{(
gi + γ
∂gi
∂γ
)
∂
∂Yi
ln pXn|Y n (Xn |Y n )
}) (44)
and
∂
∂γ
I (Un; Y n) =
n∑
i=1
E
{(
gi + γ
∂gi
∂γ
)
∂
∂Yi
ln pUn|Y n (Un |Y n )
}
. (45)
Proof: Proof readily follows by (29) and (30) with K = 1, respectively.
In the next Corollary we show that (45) will reduce to the result of [8] for additive Gaussian
noise channels.
Corollary 7: (Gaussian Channel) Consider the single-user channel model (43) with Wi ∼
N (0, 1) , i ∈ [1 : n] to be i.i.d. samples of additive Gaussian noise, then,
∂
∂γ
I (Un; Y n) = γmmse (γ) + ζ (γ) . (46)
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where, mmse (γ) and ζ (γ) are the minimum mean square estimation error of the channel input
and the term induced by feedback defined by (36) and (38) with K = 1.
Proof: Proof easily follows from Corollary 4 with K = 1.
Therefore, we could recover the result of [8] on Gaussian additive channel with feedback as a
special case of our results.
B. Channels without Feedback
As mentioned before, our general results are applicable for both systems in which the system
input is allowed to be a function of the system parameters or not. Here, we reduce our results
to the cases in which the channel input is not a function of the system parameters, where some
available results in the literature are recovered.
1) MAC without Feedback: Consider a MAC without feedback, where based on Remarks 2
and 3 the reduced version of the previous section’s results can be utilized for our analysis. Here,
the result of [7] is recovered as a special case of our general result.
Corollary 8: Consider the system model (24) and suppose that the channel inputs are functions
of the messages only. i.e.,
X(k)i = g(k)i
(
U i(k)
)
; k = 1, ..., K, i ∈ [1 : n] (47)
then,
∇γjI
(
Xn(1), ..., X
n
(K); Y
n
)
= E
{(
∂f
∂γj
)T
∇Y n ln pXn
(1)
,...,Xn
(K)
|Y n
(
Xn(1), ..., X
n
(K) |Y n
)}
(48)
and,
∇γjI
(
Un(1), ..., U
n
(K); Y
n
)
= E
{(
∂f
∂γj
)T
∇Y n ln pUn
(1)
,...,Un
(K)
|Y n
(
Un(1), ..., U
n
(K) |Y n
)}
. (49)
Proof: Proofs easily follow from Remark 3.
We notice that unlike (25) and (26), here X(k)i; k = 1, ..., K, i ∈ [1 : n] as the arguments of
the vector function f are not functions of the channel parameters γj, j = 1, ..., n.
Specializing this result for the additive noise MAC without feedback, we have the following
Corollary.
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Corollary 9: Consider the system model (27) with X(k)i = g(k)i
(
U i(k)
)
; k = 1, ..., K, i ∈
[1 : n]. Then, derivatives of mutual information with respect to γ(l), l = 1, ..., K will be as,
∂
∂γ(l)
I
(
Xn(1), ..., X
n
(K); Y
n
)
= E
{(
K∑
k=1
∂γ(k)
∂γ(l)
g(k)
)T
∇Y n ln pXn
(1)
,...,Xn
(K)
|Y n
(
Xn(1), ..., X
n
(K) |Y n
)} (50)
and
∂
∂γ(l)
I
(
Un(1), ..., U
n
(K); Y
n
)
= E


(
K∑
k=1
∂γ(k)
∂γ(l)
g(k)
)T
∇Y n ln pUn
(1)
,...,Un
(K)
|Y n
(
Un(1), ..., U
n
(K) |Y n
)
=
n∑
i=1
E


(
K∑
k=1
∂γ(k)
∂γ(l)
g
(k)i
)
∂ ln pUn
(1)
,...,Un
(K)
|Y n
(
Un(1), ..., U
n
(K) |Y n
)
∂Yi

.
(51)
Proof: Substituting system model (27) in (48) and (49) we get the desired results.
Following corollary specializes these results for the Gaussian MAC without feedback and re-
covers the scalar version of the result of [7].
Corollary 10: (Gaussian channel) Consider the setup of Corollary 9 with γ(l) = γ for all l,
and let Wi ∼ N (0, 1) , i ∈ [1 : n] to be i.i.d. samples of noise. Then,
∂
∂γ
I
(
Un(1), ..., U
n
(K); Y
n
)
= γmmse (γ) + ϑ (γ) (52)
where, mmse (γ) and ϑ (γ) defined in (36) and (37), respectively.
Proof: Substituting the system model (27) with Gaussian noise in (51) gives the desired
result.
As it can be seen from (52), when there is no feedback in the channel model, derivative of
mutual information will be related only to the sum of the MMSE terms of user’s and cross
correlation terms induced by the interference of different users.
2) Single-User Channel without Feedback: Now, consider a single-user channel in which
the channel input is not allowed to be a function of the channel output and hence the system
parameters. Then, the following Corollaries hold.
Corollary 11: Consider the system model introduced in Corollary 8 with K = 1, then,
∂
∂γj
I (Xn; Y n) =
n∑
i=1
E
{
∂fi
∂γj
∂
∂Yi
ln pXn|Y n (Xn |Y n )
}
. (53)
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and
∂
∂γj
I (Un; Y n) =
n∑
i=1
E
{
∂fi
∂γj
∂ ln pUn|Y n (Un |Y n )
∂Yi
}
. (54)
Proof: Proof readily follows from (48) and (49) with K = 1.
Now, we reduce our results to the single-user additive noise channel without feedback.
Corollary 12: Consider the additive noise channel without feedback with the following system
model,
Yi = fi (Xi,Wi, γ)
= γXi +Wi, i = 1, ..., n (55)
where Xi = gi (U
i) and we assume that, γi = γ for all i. Then,
∂
∂γ
I (Xn; Y n) =
n∑
i=1
E
{
gi
∂
∂Yi
ln pXn|Y n (X
n |Y n )
}
(56)
and
∂
∂γ
I (Un; Y n) =
n∑
i=1
E
{
gi
∂
∂Yi
ln pUn|Y n (U
n |Y n )
}
, (57)
where we have written gi (U
i) simply as gi.
Proof: Proofs readily follow from (50) and (51) with K = 1.
Now, we particularize Corollary 12 to the Gaussian case.
Corollary 13: (Gaussian Channel) Suppose that Wi ∼ N (0, 1) , i ∈ [1 : n] are i.i.d. samples
of additive Gaussian noise, then,
∂
∂γ
I (Un; Y n) = γmmse (γ) (58)
Proof: Proof readily follow from (52) with K = 1.
It is worth noting that (58) is a general form of the well-known I-MMSE relationship reported
in [1]. Note that if γ is considered as the square root of Signal-to-Noise Ratio (SNR), then the
I-MMSE formula in [1] will be recovered exactly. In the following section, we show how the
introduced notion of the derivative of mutual information can give more insights to the behavior
of the mutual information in a Gaussian MAC in the presence of feedback.
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C. Schalkwijk–Kailath Coding for Additive Gaussian MAC with Feedback
As it is well known feedback can enlarge the capacity region of MAC by inducing statistical
cooperation between the transmitters [27]. Consider the following two-user additive Gaussian
noise MAC with feedback,
Yi =
√
γiX(1)i +
√
γiX(2)i +Wi; i ∈ [1 : n] (59)
where γi ≥ 0 plays the role of the system parameter, Wi ∼ N (0, 1) (i ∈ [1 : n]) are i.i.d.
samples of the Gaussian noise, and the channel input X(k)i is considered as,
X(k)i = g(k)i
(
M(k), Y
i−1) ; k = 1, 2 i ∈ [1 : n] . (60)
Then, in [27] it is shown that under the expected average power constraint P on each of
transmitters as,
n∑
i=1
γi E
{
X2(k)i
} ≤ nP ; k = 1, 2 (61)
using the extension of the Schalkwijk–Kailath (S-K) coding scheme with γi = γ for all i > 1,
the sum-capacity
Csum = max
ρ∈[0,1]
min
{
2C
((
1− ρ2)P ) ,C (2P (1 + ρ))} (62)
is achievable by a zero-mean Gaussian (Xn(1), X
n
(2)) with the same average power P/γ
2 and
correlation coefficient ρ∗ ∈ [0, 1] such that,
2C
((
1− ρ∗2)P ) = C (2P (1 + ρ∗)) . (63)
Based on the extension of the S-K coding scheme, the encoder functions in the three initial
transmissions transmit [27],
(
X(1)−2, X(2)−2
)
=
(
0, v
(
M(2)
)/√
1− ρ∗
)
(
X(1)−1, X(2)−1
)
=
(
v
(
M(1)
)/√
1− ρ∗, 0
)
(
X(1)0, X(2)0
)
= (0, 0) (64)
where it is assumed that the transmission commences in time i = −2 for ease of notation,
and v
(
M(k)
)
k = 1, 2 is a deterministic one-to-one mapping on message M(k). In time i = 1,
encoders transmit X(1)1 =
√
γ1Z1 and X(2)1 =
√
γ1Z2, respectively, where Z1 =
√
1− ρ∗W−1+
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√
ρ∗W0 and Z2 =
√
1− ρ∗W−2+√ρ∗W0, where γ1 is chosen so that γ1E
{
X2(1)1
}
= γ1E
{
X2(2)1
}
=
P . For i ≥ 2, encoders transmit
X(1)i =
√
γ
(
X(1)i−1 − E
{
X(1)i−1|Yi−1
})
X(2)i = −√γ
(
X(2)i−1 − E
{
X(2)i−1|Yi−1
})
.
(65)
where γ is chosen so that γ E
{
X2(1)i
}
= γ E
{
X2(2)i
}
= P .
As mentioned earlier, utilizing the extension of the S-K coding scheme in an additive Gaussian
noise MAC, the sum-capacity (62) can be achieved [27]. Here, using our results on the gradient
of mutual information in the Gaussian MAC with feedback, we show how S-K coding scheme
increases the capacity of MAC with feedback in comparison with the capacity of MAC with-
out feedback. Applying S-K coding scheme for the channel model (59) and (60), considering
Remark 4, and following similar steps as in the proof of Corollary 4, it can be easily shown
that,
∂
∂γ
IS−K
(
M(1),M(2); Y
n
)
=
1
2
mmseS−K (γ) + ϑS−K (γ) + ζS−K (γ) (66)
where
mmseS−K (γ) =
n∑
i=2
E
{(
X(1)i − E
{
X(1)i |Yi
})2}
+
n∑
i=2
E
{(
X(2)i − E
{
X(2)i |Yi
})2}
(67)
and
ϑS−K (γ) =
n∑
i=2
E
{(
X(1)i − E
{
X(1)i |Yi
}) (
X(2)i − E
{
X(2)i |Yi
})}
(68)
and
ζS−K (γ) = γ
n∑
i=2
E
{(
X(1)i +X(2)i − E
{
X(1)i +X(2)i |Yi
}) ∂
∂γ
(
X(1)i +X(2)i
)}
. (69)
In (67), (68), and (69) we use the facts that for i = 1 the system model is not a function of
γ, and in S-K coding scheme X(1)i, X(2)i, and Yi are independent of Y
i−1 [27]. The mutual
information for this model can be written as,
IS−K
(
M(1),M(2); Y
n
)
= h (Y n)− h (Y n ∣∣M(1),M(2) )
=
1
2
ln ((2pie)n |ΣY n |)− 1
2
ln ((2pie)n |ΣWn|)
=
1
2
ln |ΣY n| (70)
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where, ΣY n = diag
(
σ2Y1 , ..., σ
2
Yn
)
is the covariance matrix of Y n with σ2Yi , i = 1, ..., n as the
variances of the channel outputs and ΣWn = I is the covariance matrix of W
n. Details of the
computations of (66)- (70) for i ≥ 1 are included in Appendix C.
Now, consider a two-users additive Gaussian noise MAC without feedback as,
Yi = γX(1)i + γX(2)i +Wi; i ∈ [1 : n] (71)
where,
X(k)i = g(k)i
(
M(k)
)
; k = 1, 2 i ∈ [1 : n] (72)
with Gaussian inputs under power constraints γ2E
{
X2(k)i
}
= P , (k = 1, 2), to be comparable
with (59) with S-K coding. Wi (i ∈ [1 : n]) are i.i.d. samples of the Gaussian noise as before.
For this system model, from Corollary 10 the derivative of mutual information with respect
to γ can be written as,
∂
∂γ
INF
(
M(1),M(2); Y
n
)
= (mmseNF (γ))γ−scale + ϑNF (γ) (73)
where
(mmseNF (γ))γ−scale = γ
(
n∑
i=1
E
{(
X(1)i − E
{
X(1)i |Y n
})2}
+
n∑
i=1
E
{(
X(2)i − E
{
X(2)i |Y n
})2})
(74)
and
ϑNF (γ) = 2γ
n∑
i=1
E
{(
X(1)i − E
{
X(1)i |Y n
}) (
X(2)i − E
{
X(2)i |Y n
})}
. (75)
For the Gaussian inputs under the aforementioned power constraints, it can be easily found that,
(mmseNF−G (γ))γ−scale = 2
P (P + 1)
γ (1 + 2P )
(76)
and
ϑNF−G (γ) = −2 P
2
γ (1 + 2P )
. (77)
Also, we have
INF−G
(
M(1),M(2); Y
n
)
=
1
2
ln (1 + 2P ) (78)
where (76), (77) and (78) are normalized to n. It should be noted that, since both γ and P are
positive, (76) is always positive and (77) is always negative. Therefore, the cross correlation
of the users’ input estimation errors has a negative effect on the increasing rate of mutual
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Fig. 2. The sum-capacity of two additive Gaussian noise channels and the mutual information of the two-user additive Gaussian
noise MAC without feedback (NF − G) and with feedback (using S-K coding), and their derivatives with respect to γ with
Gaussian inputs.
information versus γ caused by the mmse term. In what follows we show how S-K coding
increases the achievable rate of a Gaussian MAC by adding a positive term induced by feedback
to the derivative of mutual information with respect to γ.
Fig. 2 compares the behavior of the mutual information versus γ in MAC without feedback,
as obtained in (78), with MAC with feedback using S-K coding as defined in (70). This figure
shows that the mutual information of a Gaussian MAC with feedback using S-K coding for
i ≥ 1 is exactly equal to the sum-capacity of the two parallel Gaussian channels as defined
in (62). It shows how S-K coding scheme can increase the achievable rate of a Gaussian MAC
with feedback. This improvement is originated from the increasing of the slope of the mutual
information. Indeed, feedback affects the derivative of mutual information with respect to γ
positively, and hence the mutual information of MAC with feedback compared to MAC without
22
0 1 2 3 4 5 6 7 8 9 10
γ
-6
-4
-2
0
2
4
6
← (mmseNF−G)γ−scale
← ϑNF−G
Fig. 3. Derivative of the mutual information with respect to γ decomposed to their components based on (73), as
(mmseNF−G)γ−scale and ϑNF−G, in the additive Gaussian noise MAC without feedback with Gaussian input (NF −G).
feedback, grows faster. In what follows, we interpret this behavior with more details via figures 3
and 4.
In Fig. 3, derivative of the mutual information of MAC without feedback with Gaussian inputs
is considered. From (73) it can be seen that the derivative of mutual information with respect
to γ consists of two terms. The first one is (mmseNF−G (γ))γ−scale, which is always positive as
verified in (76). The second term is the cross correlation between the estimation errors of the
users, where based on (77) it is always negative. Hence, ϑNF−G (γ) decreases the slope of the
mutual information versus γ.
Now, consider the MAC with feedback using S-K coding. In this case, the derivative of the
mutual information with respect to γ consists of three terms (see (66)). Fig. 4 shows the impact
of these terms on the gradient of mutual information versus γ. The first term is 1
2
mmseS−K (γ)
which is obviously positive as shown in (67). The second term, which is resulted from the cross
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Fig. 4. Derivative of the mutual information with respect to γ decomposed to their components based on (66), as 1
2
mmseS−K,
ζS−K and ϑS−K , in the additive Gaussian noise MAC with S-K coding in the presence of feedback with Gaussian input.
correlation between the estimation errors of the users, is negative as in the case of Gaussian MAC
without feedback and hence negatively affects the increasing rate of the mutual information versus
γ. The third term is a positive term induced by feedback, which compensates the negative effect
of the second term. Hence, by applying the S-K coding scheme the rate of mutual information
versus γ grows faster than that of Gaussian MAC without feedback and the sum-capacity in (62)
can be achieved.
Therefore, using the S-K coding scheme in Gaussian MAC with feedback, the pivotal role of
the gradient of mutual information can be interpreted in a new way besides its traditional role
in conjunction with MMSE as a connector between information and estimation theories.
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V. CONCLUSIONS
We have introduced a general expression for the gradient of mutual information in a general
system model without imposing any constraints regarding to the relationship between the system
elements. We shed light on the new aspect of the importance of the gradient of mutual information
by using it to interpret the effect of feedback in MAC as a realistic scenario for the application
of our results. In the additive Gaussian noise MAC with feedback, the obtained extension of
I-MMSE formula relates the derivative of mutual information to the MMSE term resulted from
the estimating of the channel inputs based on the channel output, the cross correlation of the
estimation errors of the inputs, and an additional term caused by feedback. Considering S-K
coding as a practical and famous coding scheme in additive Gaussian MAC with feedback, our
obtained results on the gradient of mutual information clearly specified the constructive role of
feedback on increasing the achievable rates of the users. The results were specialized for the
single-user channels with and without feedback as well, where several available results in the
literature were recovered. Based on our functional approach, some of the previous results on the
derivative of mutual information with respect to the system parameters were interpreted and the
conditions for their validity were given.
APPENDIX
A. Proof of Theorem 1
Using the relationship between mutual information and entropy, we can write,
∆I (x; y) = [h (x + δx)− h (x)]
+ [h (y + δy)− h (y)]
− [h (x + δx, y + δy)− h (x, y)] (79)
where, h(·) denotes the Shannon differential entropy, and δx and δy denote the variations of x
and y given by (11) and (12), respectively.
Now, we calculate the first term of (79) where the other terms can be found similarly. From [25]
and [28], we have,
h (x + δx)− h (x) = E {ln px (x)− ln px (x + δx)}
− E {ln (px+δx (x + δx)/px (x + δx))} (80)
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where, px+δx (x + δx) is the joint pdf of the random vector x + δx. By Taylor series expansion
of ln(·) in the neighborhood of 1 and using [25, Lemma 4], we can write,
E
{[
ln
px (x + δx)
px+δx (x + δx)
− px (x + δx)
px+δx (x + δx)
+ 1
]/
‖ε‖
}
ε→0→ 0. (81)
Equivalently, we can write,
E
{
ln
px (x + δx)
px+δx (x + δx)
}
= E
{
px (x + δx)
px+δx (x + δx)
− 1
}
+ o (ε) . (82)
Hence,
E
{
ln
px (x + δx)
px+δx (x + δx)
}
=
∫ (
px (t)
px+δx (t)
− 1
)
px+δx (t) d (t)
+ o (ε)
= o (ε) . (83)
Substituting (83) in (80) we can write,
h (x + δx)− h (x) = E {ln px (x)− ln px (x + δx)}+ o (ε) . (84)
In what follows we show that
E
{[
ln px (x)− ln px (x + δx) + φTx (x) X˜ε
]/
‖ε‖
}
ε→0→ 0. (85)
Toward this end, we first show that,
E
{[
ln px (x)− ln px (x + δx) + φTx (x) δx
]/‖ε‖} ε→0→ 0. (86)
Each realization of the random variable inside the above curly brackets can be written as,((
ln px (x)− ln px (x + δx) + φTx (x) δx
)/‖δx‖)× (‖δx‖/‖ε‖)
=
((
ln px (x)− ln px
(
x + X˜ε+ o (ε)
)
+ φTx (x)
(
X˜ε+ o (ε)
))/∥∥∥X˜ε+ o (ε)∥∥∥)
×
(∥∥∥X˜ε/‖ε‖+ o (ε)/‖ε‖∥∥∥)
(87)
By Taylor series expansion of ln px (x) about x, (87) converges to 0 almost surely as ε→ 0.
Now, by the Lebesgue dominated convergence Theorem [26], to prove (86) it suffices only to
show the random variable inside the curly bracket in (86) for all ε small enough is bounded
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by a fixed integrable random variable. Repeating some arguments like those of [25, Proof of
Lemma 2], we can write,∣∣[ln px (x )− ln px (x + δx) + φTx (x) δx]/‖ε‖∣∣
<C
[
2 + 2max(α−2,0)
(
‖x‖α−1 +
∥∥∥X˜ε+ o (ε)∥∥∥α−1)+ ‖x‖α−1] ∥∥∥X˜∥∥∥
< C
[
2 + 2max(α−2,0)
(
‖x‖α−1 + ‖ε‖α−1
∥∥∥(X˜ε+ o (ε))/‖ε‖∥∥∥α−1)+ ‖x‖α−1] ∥∥∥X˜∥∥∥
< C
[
2 + 2max(α−2,0)
(
‖x‖α−1 + β
∥∥∥X˜∥∥∥α−1)+ ‖x‖α−1] ∥∥∥X˜∥∥∥
(88)
where, the first inequality follows by our assumption on the score functions to be bounded, the
mean value Theorem [26] and the fact that (a+ b)λ ≤ 2max(λ−1,0) (aλ + bλ) holds for positive
a, b, and λ. The second inequality follows by the assumption of ε to be small enough, and the
last inequality holds for all ε such that ‖ε‖ ≤ β. This upper bound is integrable by Holder
inequality [26], and hence (86) is verified. On the other hand, since lim
ε→0
o (ε)/‖ε‖ = 0 and we
assume that the score functions are bounded, (85) readily follows. From (84) and (85) we get
the desired result,
h (x + δx)− h (x) = −E
{
φTx (x) X˜ε
}
+ o (ε) (89)
Similarly, for the random vector y we have,
h (y + δy)− h (y) = −E
{
φTy (y) Y˜ε
}
+ o (ε) (90)
Now, we want to obtain a similar expression for the last term of (79). Using (7) and the
multivariate version of Taylor series expansion for expanding ln px,y (x, y) about (x, y), we can
write,
h
(
x + δx, y + δy
)− h (x, y) = −E
{
φTx,y (x, y)
((
X˜ε
)T
,
(
Y˜ε
)T)T}
+ o (ε)
= −E
{
φx Tx,y (x, y)X˜ε+ φ
y T
x,y (x, y)Y˜ε
}
+ o (ε) (91)
Substituting (89), (90) and (91) in (79) completes the proof.
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B. Proof of Corollary 3
From (30) we can write,
∂I
(
Un(1), ..., U
n
(K); Y
n
)
∂γ(l)
=
n∑
i=1
E


(
g
(l)i
+
K∑
k=1
γ(k)
∂g
(k)i
∂γ(l)
)
∂ ln pUn
(1)
,...,Un
(K)
|Y n
(
Un(1), ..., U
n
(K) |Y n
)
∂Yi


=
n∑
i=1
E


(
g
(l)i
+
K∑
k=1
γ(k)
∂g
(k)i
∂γ(l)
)
∂ ln pUn
(1)
,...,Un
(K)
,Y n
(
Un(1), ..., U
n
(K), Y
n
)
∂Yi


−
n∑
i=1
E
{(
g
(l)i
+
K∑
k=1
γ(k)
∂g
(k)i
∂γ(l)
)
∂ ln pY n (Y
n)
∂Yi
}
(92)
For additive Gaussian noise Wi, the first term of (92) can be simplified as,
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)
∂ ln pUn
(1)
,...,Un
(K)
,Y n(Un(1),...,Un(K),Y n)
∂Yi
}
=
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)
∂pY n|Un
(1)
,...,Un
(K)
(Y n|Un(1),...,Un(K))
/
∂Yi
pY n|Un
(1)
,...,Un
(K)
(
Y n|Un
(1)
,...,Un
(K)
)
}
= −
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)(
Yi −
K∑
k=1
γ(k)g(k)i
)} (93)
The second term can be expanded as,
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)
∂ ln pY n (Y
n)
∂Yi
}
=
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)
∂pY n (Y
n)/∂Yi
pY n(Y n)
}
=
n∑
i=1
∫ · · · ∫ pUn
(1)
,...,Un
(K)
|Y n
(
un(1), ..., u
n
(K)|yn
)(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)
a1du
n
(1) · · · dun(k)dyn
=
n∑
i=1
∫ · · · ∫ pUn
(1)
,...,Un
(K)
,Y n
(
un(1), ..., u
n
(K), y
n
)(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)
a2du
n
(1) · · · dun(k)dyn
= −
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)(
Yi −
K∑
k=1
γ(k)E
{
g(k)i|Y n
})}
(94)
where,
a1 =
∫
· · ·
∫ pY n|Un
(1)
,...,Un
(K)
(
yn|un(1), ..., un(K)
)
∂Yi
pUn
(1)
,...,Un
(K)
(
un(1), ..., u
n
(K)
)
dun(1) · · · dun(k), (95)
and
a2 =
∫
· · ·
∫
pUn
(1)
,...,Un
(K)
|Y n
(
un(1), ..., u
n
(K)|yn
)(
Yi −
K∑
k=1
γ(k)g(k)i
)
dun(1) · · · dun(k). (96)
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Substituting (93) and (94) in (92), we get the desired result as,
∂I
(
Un(1), ..., U
n
(K); Y
n
)
∂γ(l)
=
n∑
i=1
E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)(
Yi −
K∑
k=1
γ(k)E
{
g(k)i|Y n
})}
(97)
− E
{(
g(l)i +
K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)(
Yi −
K∑
k=1
γ(k)g(k)i
)}
= γ(l)
n∑
i=1
E
{(
g(l)i − E
{
g(l)i|Y n
})2}
+
K∑
k=1,k 6=l
γ(k)
(
n∑
i=1
E
{(
g(l)i − E
{
g(l)i|Y n
}) (
g(k)i − E
{
g(k)i|Y n
})})
+
n∑
i=1
E
{(
K∑
k=1
γ(k)
(
g(k)i − E
{
g(k)i|Y n
}))( K∑
k=1
γ(k)
∂g(k)i
∂γ(l)
)}
where the second equality follows from a similar argument as the last part of the proof of [8,
Theorem 3.1.] extended for the case of K users. Hence, the proof of (31) follows.
Similarly, repeating some arguments like the above arguments for the case of γ(l) = γ
(l = 1, ..., K) the proof of (35) easily follows as well.
C. Details of the computations of (66)- (70) for i ≥ 1
Since in [27] it is shown that no initial transmission phase is needed, here the details of the
computation is given for i ≥ 1. In what follows, we use σ2X(k)i , σ2Yi to denote the variances of
X(k)i and Yi, respectively, and σX(k)iYi for the covariance of X(k)i and Yi.
As mentioned before, in the first use of the channel the system model is not a function of
γ and hence the values of (67)−(69) at i = 1 will be zero and we need only to compute the
variance of the output which will be used in the computation of (70). From (59) and definitions
of X(1)1 and X(2)1 we have,
Y1 = γ1Z1 + γ1Z2 +W1. (98)
Hence, we can write,
σ2Y1 = 2γ
2
1 (1 + ρ
∗) + 1. (99)
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Now we compute (67)−(69) for i = 2. It can be easily shown that the mmse terms of both
users are the same. Therefore, we only compute the mmse of the first user which is equal to
that of the second one. Since all the random variables X(k)i and Yi for i ∈ [1, n] are Gaussian,
the mmse term of the first user can be written as,
E
{(
X(1)2 − E
{
X(1)2 |Y2
})2}
= σ2X(1)2 − σX(1)2Y2σ−2Y2 σY2X(1)2 . (100)
From (65) we have,
X(1)2 =
√
γ
(
X(1)1 − E
{
X(1)1 |Y1
})
=
√
γγ1 (Z1 − E {Z1 |Y1})
=
√
γγ1 ((1− κ1γ1)Z1 − κ1γ1Z2 − κ1W1) (101)
where,
κ1 =
γ1 (1 + ρ
∗)
2γ21 (1 + ρ
∗) + 1
. (102)
Hence,
σ2X(1)2 = γγ1
(
(1− κ1γ1)2 + κ21γ21 + κ21 − 2κ1γ1 (1− κ1γ1) ρ∗
)
. (103)
Similarly, for X(2)2 we can write,
X(2)2 = −√γ
(
X(2)1 − E
{
X(2)1 |Y1
})
= −√γγ1 (Z2 − E {Z2 |Y1})
= −√γγ1 (−κ1γ1Z1 + (1− κ1γ1)Z2 − κ1W1) . (104)
Therefore,
Y2 =
√
γX(1)2 +
√
γX(2)2 +W2
= γ
√
γ1 (Z1 − Z2) +W2 (105)
and
σ2Y2 = 2γ
2γ1 (1− ρ∗) + 1. (106)
Covariance of X(1)2 and Y2 is,
σX(1)2Y2 = E {(
√
γγ1 ((1− κ1γ1)Z1 − κ1γ1Z2 − κ1W1)) (γ√γ1 (Z1 − Z2) +W2)}
= γ3/2γ1 (1− ρ∗) . (107)
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Substituting (103), (106), and (107) in (100) we get the mmse term of the first user as,
E
{(
X(1)2 − E
{
X(1)2 |Y2
})2}
= γγ1
(
(1− κ1γ1)2 + κ21γ21 + κ21 − 2κ1γ1 (1− κ1γ1) ρ∗
)
− γ
3γ21 (1− ρ∗)2
2γ2γ1 (1− ρ∗) + 1 . (108)
For the cross correlation of the users’ input estimation errors at i = 2 first we find the
estimation error of each user as,
X(1)2 − E
{
X(1)2 |Y2
}
=
√
γγ1 ((1− κ1γ1)Z1 − κ1γ1Z2 − κ1W1)
− κ2 (γ√γ1 (Z1 − Z2) +W2) (109)
where,
κ2 =
γ3/2γ1 (1− ρ∗)
2γ2γ1 (1− ρ∗) + 1 . (110)
Similarly, we have
X(2)2 − E
{
X(2)2 |Y2
}
=
√
γγ1 (κ1γ1Z1 − (1− κ1γ1)Z2 + κ1W1)
− κ2 (γ√γ1 (Z1 − Z2) +W2) . (111)
Therefore, the cross correlation of the users’ input estimation errors at i = 2 can be written as,
E
{(
X(1)2 − E
{
X(1)2 |Y2
}) (
X(2)2 − E
{
X(2)2 |Y2
})}
= γγ1
(
2κ1γ1 (1− κ1γ1)− ρ∗ (1− κ1γ1)2 − κ21γ21ρ∗ − κ21
)
−2γ3/2γ1κ2 (1− ρ∗) + κ22 (2γ2γ1 (1− ρ∗) + 1) .
(112)
At the second use of the channel we have,
∂
∂γ
(
X(1)2 +X(2)2
)
=
∂
∂γ
√
γ (
√
γ1 (Z1 − Z2))
=
√
γ1
2
√
γ
(Z1 − Z2) . (113)
Therefore, for the term induced by feedback at i = 2 we can write,
γ
(
E
{(
X(1)2 +X(2)2 − E
{
X(1)2 +X(2)2 |Y2
})
∂
∂γ
(
X(1)2 +X(2)2
)})
= γγ1
2
(E {(Z1 − Z2 − E {Z1 − Z2 |Y2}) (Z1 − Z2)})
= γγ1
2
(
2 (1− ρ∗)− 2γ
√
γ1(1−ρ∗)
2γ2γ1(1−ρ∗)+1
(
2γ
√
γ1 (1− ρ∗)
))
= γγ1(1−ρ
∗)
2γ2γ1(1−ρ∗)+1 .
(114)
As we mentioned before, in the extension of S-K coding scheme, γi = γ for i > 1 and the
system model will be the same for all i > 1. Hence, in order to compute the values of (67)−(69)
it suffices only to compute their values at i = 2.
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