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A b strac t
Multistate mark-recapture models have long been used to assess ecological and demographic 
parameters such as survival, phenology, and breeding rates by estimating transition rates among 
a series of latent or observable states. Here, we introduce a Bayesian mixed multistate open 
robust design mark recapture model (MSORD), with random intercepts and slopes to explore 
individual heterogeneity in transition rates and individual responses to covariates. We fit this 
model to simulated data sets to test whether the model could accurately and precisely estimate five 
parameters, set to known values a priori, under varying sampling schemes. To assess the behavior 
of the model integrated across replicate fits, we employed a two-stage hierarchical model fitting 
algorithm for each of the simulations. The majority of model fits showed no sign of inadequate 
convergence according to our metrics, with 81.25% of replicate posteriors for parameters of interest 
having general agreement among chains (r < 1.1). Estimates of posterior distributions for mean 
transition rates and standard deviation in random intercepts were generally well-defined. However, 
we found that models estimated the standard deviation in random slopes and the correlation among 
random effects relatively poorly, especially in simulations with low power to detect individuals 
(e.g. low detection rates, study duration, or secondary samples). We also apply this model to a 
dataset of 200 female grey seals breeding on Sable Island from 1985-2018 to estimate individual 
heterogeneity in reproductive rate and response to near-exponential population growth. The Bayesian 
MSORD estimated substantial variation among individuals in both mean transition rates and responses 
to population size. The correlation among effects trended positively, indicating that females with 
high reproductive performance (more positive intercept) were also more likely to respond better 
to population growth (more positive slope) and vice versa. Though our simulation results lend 
confidence to analyses using this method on well developed datasets on highly observable systems, 
we caution the use of this framework in sparse data situations.
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In troduction
Capture-mark-recapture methods (CMR) are basic tools for estimating demographic parameters 
(e.g. survival probability, reproductive rates) in populations subject to imperfect detection. An 
important development for CMR models was the recognition that many are a specific type of a 
“multistate” model (Lebreton et al. 1999, Lebreton and Pradel 2002). Multistate methods are used 
to model processes in which an animal stochastically moves among a series of latent or observable 
states, such as breeding states (breeding or non-breeding), physiological states (e.g. alive or dead, 
disease status) or even home range cores (Arnason 1972, Lebreton and Pradel 2002,Gimenez 
et al. 2007,Boulanger et al. 2013, Breed et al. 2016, Eisaguirre in revision, Johns et al. 2018). 
State-space models can disentangle population processes by distinguishing this underlying “state” 
in a multistate process, e.g. the survival or breeding state, from their “observation” process, i.e. 
the detectability (Gimenez et al. 2007). The state equation of the state-space formulation describes 
the true development of the states, describing the state of an individual at time t +  1 given its 
state at time t , then the observation equation maps the true state at time t on to what is observed. 
This connection between state-space modeling and multistate modeling allows simplification of 
complex likelihoods into latent-state transitions and conditional Bernoulli observations (Lebreton 
et al. 2009).
For iteroparous breeding animals, this framework has been particularly useful in estimating 
the cost of reproduction (e.g. Beauplet et al. 2006, Hernandez-Matias et al. 2011, Chambert et al. 
2013, Stoelting et al. 2015, Johns et al. 2018). A common approach is to determine whether 
breeding at time t negatively affects an individual’s probability of surviving from time t to t +  1 or 
its probability of breeding at time t +  1. A cost of reproduction may then be revealed as a higher 
probability of transition into a reproductive state in year t +  1 following a nonreproductive state 
in year t . Because non-breeders often use different habitats than breeders (Bull and Shine 1979), 
when estimating transitions among breeding states, we are often also estimating transitions into 
and out of the study area (Kendall and Nichols 2002). The temporary movement out of the study 
area is a behavior termed temporary emigration.
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Temporary emigration is inherently confounded with detection error in CMR modeling, as an 
individual could be not sighted in a given sample because they were unavailable for recapture 
(i.e. not breeding, temporarily emigrated) or, despite the fact they were available for capture, they 
remained undetected in sampling. Currently, sampling under Pollock’s robust design (Pollock 
1982) is the best way of obtaining unbiased estimates of demographic rates in systems with 
temporary emigration from the study area (Kendall et al. 2019). The multistate robust design 
modeling framework (MSRD) incorporates multiple capture occasions (secondary samples) per 
period of interest (usually seasons or years, primary samples) to exploit within-and-between period 
information simultaneously to obtain more robust estimates of survival, temporary emigration, 
detection, and abundance (Kendall et al. 1997). Schwarz and Stobo (1997) modified this approach 
to relax assumptions of closed populations, termed the multistate open robust design (MSORD). 
These methods are more complex and data-hungry than typical CMR methods, but offer more 
precise and accurate parameter estimates (Kendall et al. 1997, Schwarz and Stobo 1997, Kendall 
and Bjorkland 2001, Boys et al. 2019, Kendall et al. 2019).
MSRD and MSORD models are typically fit within a frequentist framework (i.e. program 
MARK) but have more recently been adapted to Bayesian methods due to inherent estimation 
challenges of temporary emigration (Kendall et al. 2019). Advances in both estimation techniques 
have provided incorporation of random intercepts to account for individual heterogeneity in MSRD 
models, almost exclusively in detection probabilities (Rankin et al. 2016, Boys et al. 2019). However, 
individual heterogeneity in transition rates is an equally important factor in precise and accurate 
parameter estimates (Gimenez et al. 2017), and is of special interest when investigating costs 
of reproduction (Chambert et al. 2013). Here, we introduce a Bayesian MSORD with random 




We consider a population of females that move through two states: breeder or nonbreeder
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(temporary migrant), where individuals are only detected in the breeding state and are necessarily 
undetected in a nonbreeding state during the breeding season. Detections occur according to a 
nested sampling design with t e  [1 , . . . ,T ] primary periods and s e  [1 , . . . ,St] secondary periods 
within each primary period. The number of secondary periods may vary per primary period, and 
Smax is the maximum number of all St. We condition the modeling framework between each 
individual i’s first detection f  and last detection U and thus survival is known and not estimated 
here.
Data
n is the total number of uniquely marked animals encountered during the entire study
Y (nxSmaxXT) is the array of capture histories over all observed individuals n in T  primary 
periods and Smax secondary periods, with individual elements y is t  = 1 if individual i was 
encountered in secondary period s within primary period t or y is f  = 0  if individual i was not 
encountered in secondary period s within primary period t .
Ct is the value of a time-varying covariate at time t for which there is an individual random 
slope.
f i  is a vector of length n which indicates the first primary period f  e  [1 , . . . ,T ] in which 
individual i was sighted.
li is a vector of length n which indicates the last primary period U e  [1 , . . . ,T ] in which 
individual i was sighted.
Estimated parameters or latent variables
Z (nxT) is a matrix of latent states z ijt e  {0 , 1 } that indicate the breeding state of individual 
i during primary period t , where the value is assigned to represent states {not breeding, 
breeding}.
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M  (n^ Smax^T ) is an array of latent states where m is ,t e  { 1 , 2 ,3} indicates individual i as 
being in one of three states at secondary sample s during primary period t , where values 
are assigned to represent states {not yet arrived, at study area, departed}.
ps,t is the probability of detecting a marked animal in secondary period s within primary 
period t .
Y is the probability that a marked animal will arrive onsite during a given secondary period.
0  is the probability that a marked animal remains onsite during a given secondary period, 
i.e. the residence probability.
Si,t is the number of secondary periods Si,t e  [1 ,...,St] individual i is onsite during year t .
V u  is the probability of reproduction, defined as the probability that individual i is in a 
breeding state in year t given she was in state k  in year t — 1. Complementary transition rates 
( 1- v f 1) represent the probability that individual i is a nonbreeder in year t .
^ iZt_ 1 is the effect of the previous state z ijt—1 on the reproductive rate, or probability of 
transition into breeding state zi)t =  1 .
n  is the estimated fixed effect of covariate Ct on response variable v k1.
a i is the fitted estimate for the random intercept a  for individual i, where a i ~  N (0 , o a ).
is the fitted estimate for the random slope P  for individual i, where ~  N ( 0 , o | ). 
p ( a ,P )  is the estimated correlation between random effects a  and p .
0t is the random year effect 6, where 6i ~  N (0 , Oq)
M odel Specification
We use a multistate open robust design mark recapture model to estimate transition rates among 
reproductive states, and generalized linear random effect models to estimate individual random 
effect variances. The likelihood for the model can be written as:
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zi,f = 1
Zi,t ~  B ern (^ k1_ i ) for t e  {fi +  1,..., li}
E [logit ( ^ k1)] =  Mi,zt-1 +  n ■ Ct +  a i +  pi ■ Ct +  
m;,i,t |zi,/ ~  Cat[zi,/ ■ 7 ], where 7  =  {1 -  7 , 7 , 0 }
s
mi,s,t|z;,/,m i,s-1,/ ~  Cat[zi,/ ■{(I(mi,s-1,t =  2 ) ■ 0  +  7 ■ ^ I ( m i j , t  =  1)}] for s e  { 2 ... ,s /}
j =1
7i,s,/|mi,s,/ ~  Bern[I(mi,s,/ =  2) ■ p s,/]
Between an individual’s first and last primary sightings ( f i to 1;) during the period of study, 
we model their sighting history as a Markov chain in which the individual transitions between 
breeding (zi,/ =  1) and nonbreeding states (zi,/ =  0), termed the z state process. Individuals are 
necessarily breeding upon their first sighting at the breeding season, so zi,fi =  1. Reproductive 
rate is then defined here as the probability of transition ^ k1 from any state k  such that zi,/ e  {0 , 1 } 
to the breeding state, zi,/ =  1. Reproductive rate can then be modeled as a function of many 
covariates, but here we simply model this parameter as a function of random effects: individual 
intercepts a ,  individual slopes with a covariate ^ ,  random time effect 9  and error term e. Individual 
random effects a  and @ are drawn from a multivariate normal distribution N2 (0 , £ ) ,  where £  = 
P (^  ■ Op•a
2
. An individual’s state transition from primary period t to
P ( a , 0 )  ■ Oa ■ Op op
primary period t +  1 is modeled as a probabilistic draw with probability of transition ^ ks from state 
k to state s. Here, we assume two states and a Bernoulli process, but this framework could be easily 
modified to accommodate more states (e.g. breeding at site A, breeding at site B, not breeding), by 
using a Categorical process, e.g. zi,t C a t(^ kt'- 1 ) (Kery and Schaub 2012, Kendall et al. 2019).
Primary periods are governed by the multi-state process z of individuals switching between 
breeding states, as described above (Figure 1). We assume the primary period probability of 
detection p t may vary among primary periods, but probability of detection for secondary samples 
p s t is constant over the course of a primary period and across individuals. The probability that
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individuals are detected, given they are onsite, is estimated from the secondary samples. Secondary 
samples within a primary period are modeled using a multistate formulation of the full-capture 
open population Jolly-Seber model (Jolly 1965, Seber 1965). Individuals may be in three states: 
not yet arrived at the study area mi,s,t =  1 , at the study area m i)S)t =  2 , or departed from the study area 
mi,s,t =  3 (Figure 1). Similar to the primary period state process z, the latent state process m  is not 
known, but drawn from a probability distribution. For example, if individual i is at the study area at 
secondary sample s in primary period t so m i,s,t =  2 , the observation for each secondary period is a 
simple Bernoulli process with detection probability p s f , i.e. P(yi}s,t \misjt =  2) = Bern(p s,t). Then, 
the probability that the individual is observed in at least one secondary sample s in a primary period
S.
t is estimated by p t =  1 — n s= 1 (1 — p s,t). Individuals move from not yet arrived at the study area 
(mi}s}t =  1) to at the study area (mi}s}t =  2 ) based on the entry probability y and remain in the study 
area with the residence probability 0. The number of secondary periods an individual is available 
for capture (on site) Sijt is then drawn from a Geometric(1-0;-,t) distribution, and so individuals 
move from the study area to departed from study area (mi,s,t =  3) based on the departure probability 
( 1-0 ).
Parameter Estimation
We fit this model using a publicly available Bayesian software program JAGS 4.2.0 (Plummer 
2003) within the R statistical environment using the interface r j a g s  (Plummer 2018). Priors for 
state-specific means p 0 and p 1 were given uninformative Beta(1,1) priors. The standard deviation 
of the random year effect 0t was given a Unif(0,5) prior. For the recapture model, we used an 
uninformative Beta(1,1) prior for entry probability y, detection probability p s )t, and residence 
probability 0 .
Individual random effects are drawn from a multivariate normal distribution with mean vector 
0  and variance-covariance matrix £  (as described above), and estimation is accomplished using the 
dmnorm.vcov function within JAGS, which tosses out non-positive definite proposal variance-covariance 
matrices. Standard deviations of the random effects, o a and Op were given Unif(0,5) priors, and we 
used a Unif(-1,1) prior for the correlation among individual effects p ( a , f l ) .  Alternatively, users
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may take advantage the conjugacy of the multivariate normal distribution and the Inverse Wishart, 
such that E ~  Inverse W ishart(v0 , S- 1), where v0 represents degrees of freedom and S0 is some 
scale matrix. However, though this approach is common in Bayesian mixed-effects regression 
models, it can have problems constraining the combination of covariances resulting in accidentally 
informative priors on the standard deviations of the random effects, biasing estimates (Riecke et al. 
2019).
Markov chain Monte Carlo (MCMC) methods were used to sample the posterior distributions 
of the parameters of interest. We ran three chains in parallel using package d c lo n e  (Solymos 
2010) with different sets of initial values. The first 10,000 MCMC samples were discarded, known 
as the burn-in period, after which chains ran for 1 0 0 ,0 0 0  iterations, and 1 ,000  samples from each 
were retained for inference.
Simulation Design & Implementation
We fit this model to simulated data sets to test whether the model could accurately and precisely 
estimate five parameters, set to known values a priori, under varying sampling schemes. These 
parameters include mean transition rates into the breeding state from breeding (^ 1) and nonbreeding 
(jUo) states, random effect standard deviations o a and Op, and the correlation among random effects 
p (a ,  0 ) .  We consider five, two-level variables in a 25 factorial design that influence the ability of 
the model to estimate parameters for a total of 32 sets of conditions (Table 1): sample size (low, 
n = 50; high, n =100), study duration (low, T  = 10; high, T  = 20), number of secondary samples 
(low, Smax =3; high, Smax = 7), secondary sample detection error (low, p s,t = 0.7; high, p s,t = 0.3), 
and level of heterogeneity among individuals (low, O2 = 0.1; high, o 2 = 0.5). We simulated a 
decreasing continuous covariate Ct , standardized, for the random slope 0 . We ran the Bayesian 
MSORD for each combination of these conditions, termed hereafter simulations, replicated for 50 
such data sets (termed hereafter replicates), resulting in 1600 model fits.
We employ a two-stage model fitting algorithm for each of the 32 simulations: the first stage, 
running all 50 replicates, then the second, using a simplified MCMC algorithm to fit a full hierarchical 
model using the output from the first stage as proposal distributions. This technique has been used
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in hierarchical state-space animal movement models to make population-level inference on latent 
parameters or processes (Hooten et al. 2016). Here, we use the approach to aid in interpreting 
results, integrating across replicates to capture coverage of the model for each simulation.
This approach will yield two modes of observation for the behavior of this model: posterior 
distributions from 50 individual replicates per simulation, which we will refer to as replicate 
posteriors, and posterior distributions from one hierarchical MCMC per simulation (integrating 
across the 50 replicates), which we will refer to hereafter as the hierarchical posteriors. Performance 
of the model under these varying simulations is assessed using three metrics: the proportion of 
replicate fits for which the 50% highest posterior density interval (referred to hereafter as 50HPD) 
contains the true value, the proportion of r (ratio of the average variance of draws within each 
chain to the variance of the pooled draws across chains, value greater than 1 indicating lack of 
convergence) that are less than 1 .1, and bias of hierarchical posterior means.
Results
The majority of model fits showed no sign of inadequate convergence according to our metrics, 
with 81.25% of replicate posteriors for parameters of interest having general agreement among 
chains (r <  1.1, Table 2).
The model performed well at estimating transition rates ^ 1 and ^ 0, with 50HPDs of replicates 
covering the true value 89.3% and 90.9% of the time, respectively. Similarly, 50HPDs of hierarchical 
posteriors contained the true value 96% and 94.3% of the 32 simulations (Fig. 2). Mean bias in 
hierarchical posteriors (difference between true value and model-estimated posterior mean) was 
quite low, but indicate estimates may be slightly underestimated for ^ 1 (Fig.3). Poorest performers 
were models fit to simulated data sets with high heterogeneity among individuals (h = 0.5) but low 
sample size and/or time series length.
Standard deviation among individuals in intercepts (Ga ) was estimated well, with 86.5% of 
50HPDs including the true value, but estimation of standard deviation in individual responses to 
a continuous covariate (Gp) performed relatively poorly across replicate fits, with only 46.4% of 
50HPDs including the true value (Fig. 2). Hierarchical posterior mean bias was lower in Gp than
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o a , but distinctly more variable (Fig. 3). Models fit to data sets with a longer time series performed 
substantially better than short time series, especially when coupled with high detection rates and/or 
more secondary samples (Figure 5). In simulations with low heterogeneity among individuals, 
without proper detection or time series length, the models seemed unable to distinguish individual 
slopes and individual slope posteriors tended toward zero. Models fit to datasets with a low 
sample size tended to underestimate heterogeneity among individuals, o a .
In 92.4% of replicate fits, the 50HPDs of the correlation among individual effects, p ( a ,  fl), 
contained the true value. However, though replicate posterior modes for p (a ,  fl) are distinct and 
near the true value, distributions often appeared quite wide even in the best fits (Fig. 2), and so 
the high coverage rate may be an artifact of a relatively uninformed distribution. Mean bias in 
hierarchical model fits showed that this parameter can be biased high, but bias is quite variable 
across simulations (Fig. 3).
Application to grey seal reproductive heterogeneity
We demonstrate this model via application to a long-term mark-recapture data set to explore 
individual reproductive heterogeneity in female grey seals (Halichoerus grypus) that breed on 
Sable Island, Nova Scotia (43.93N, 59.91W). Our sample of 200 females were marked as pups 
shortly after weaning in 1985, 1986, 1987, and 1989 with unique alpha-numeric brands. These 
permanent brands allowed reliable identification of individuals over the course of their lives. Each 
week during their breeding season (early December - early February), researchers systematically 
search the island for branded females, resulting in 5-7 censuses per year. Individual sighting 
histories were collected from age at first reproduction (first sighting in breeding colony, typically 
around 5 years of age) until death (or 2018 for animals still living). Sighting histories of individuals 
were scored as a 0  (not sighted) or 1 (sighted) for each week (secondary sample) in each breeding 
season (primary sample) from 1985-2018. Females sighted in only one breeding season were 
omitted from this analysis to ensure that they had in fact recruited to the Sable Island breeding 
population and we have adequate data to estimate individual responses.
This population has undergone extraordinary growth over the past half century, with pup
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production on the island increasing at nearly exponential rates (13% per year) from 1960s - 1997 
and a reduced rate (4% per year) through 2016 (den Heyer et al. 2017). Ecological theory suggests 
that increases in population density may impose per capita resource scarcity and negatively affect 
vital rates, such as fecundity (Eberhardt and Siniff 1977, McLoughlin et al. 2006, Zachar and 
Neiman 2013). However, there is no evidence to suggest population-wide resource limitation-after 
the collapse of the cod fishery in the early 1990s, there was actually an increase in the pelagic 
forage fish on the Scotian Shelf (Frank et al. 2005). We use the Bayesian mixed-effects MSORD 
described here to estimate individual heterogeneity in reproductive rate and individual responses 
to population growth.
At an individual’s first capture f i she is necessarily a breeder (zi)f i = 1), then switches between 
breeder (zijt = 1) and nonbreeder (zi,t =  0) until her last sighting li. To account for confounding 
effects in estimating individual heterogeneity in reproductive rate, the linear predictor for probability 
of breeding y k 1i,t also includes standardized population size Nt , a quadratic age effect A, and 
maternal experience (P , the number of offspring the mother had previously produced). Maternal 
experience is discretized into 1, 2, 3, and 4+ to account for the nonlinear relationship between 
female experience and reproductive performance.
For this application, the linear predictor becomes:
E[logit( W^1 )] =  Mi,zt-1 +  n ■ Nt +  K +  n 1 ■ A i,t +  n2 ■ A2,t +  a i +  Pi ■ Nt +  9t
where n 1, n2 are the parameters for the quadratic age effect and K shifts the intercept ^  with 
maternal experience where K e  (1 ,2 ,3 ,4 ), and Nt is the estimated population size of the Sable 
Island breeding herd at time t .
Because this population has been extensively studied, we are able to apply more informed 
priors to some parameters. Priors for state-specific means ^ 0 and ^ 1 were given Beta(8,2) priors, 
reflecting previous analyses that have estimated breeding rates from 80-95%. The standard deviation 
of the random year effect 0t was given a Unif(0,5) prior. For the recapture model, we used a
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Beta(1,1) prior for entry probability 7 , and slightly more informed Beta(6,3) for detection probability 
p s)t and residence probability 0. For components of £ ,  a Unif(0,5) prior was specified for random 
effect variances Ga and Gp, and a the correlation among random effects p ( a , f t )  was given a 
Unif(-1,1) prior.
Application results & ecological interpretations
We analyzed 200 sighting histories of females that gave birth to 3,132 pups, ranging from 2-26 
pups per female with an average of 15.7 pups per female. Ages ranged from 4-33, of which 56.5% 
(113/200) were seen at the most recent breeding season (2018), and 79.0% (158/200) and 91.5% 
(183/200) were seen in the last 5, 10 years of the study, respectively.
The model estimated substantial variation among individuals in reproductive rate and in individual 
responses to population growth, with both parameter posterior distributions distinct from zero 
(Table 3, Figure 7). The bulk of the posterior distribution and the posterior mean of the correlation 
among individual effects was positive, though the distribution was not distinct from zero or negative 
values (Table 3, Figure 8 ). The positive trend of the p  posterior indicates that females with high 
reproductive performance (more positive/greater intercept) were also more likely to respond better 
to population growth (more positive/greater slope) and vice versa.
The model estimated that individuals that reproduced in year t were more likely to reproduce in 
year t +  1 (Table 3, Figure 6 ), providing no evidence for a cost of reproduction in terms of breeding 
rate. This result adds to other analyses finding higher breeding probabilities for individuals that 
bred previously, in grey seals as well as many other taxa (grey seals: den Heyer and Bowen 2017; 
other taxa: Cam et al. 1998, Hamel et al. 2009, Moyes et al. 2011, Stoelting et al. 2015).
Population size is estimated to have a strong positive effect on reproductive rate (Table 3, 
Figure 9). This relationship varied among females, with few females showing reduced reproductive 
performance with increasing population size (individual slope range n +  p i = [-0.139,1.132], Table 
3, Figure 9). However, as population size is monotonically increasing over the course of this study, 




In this paper, we have explored the behavior of a Bayesian mixed multistate open-robust design 
mark recapture model, incorporating individual heterogeneity in both transition rates and response 
to covariate. We show that the model generally performs well with the most ideal conditions, 
as specified in our simulation. However, our results underscore recent studies that have also 
demonstrated the immense data requirements for mark-recapture models. This model is quite 
“data hungry” and performs relatively poorly with inadequate observations, whether it be in the 
form of a low sample size, short time series, few secondary samples, and/or low detection rates on 
the study site, particularly for estimation of individual slopes. With poor estimation of individual 
slope parameters, estimating the correlation among individual effects p  (a ,  0 ) also suffers, yielding 
relatively uninformed posterior distributions in some simulations. Nevertheless, even in the worst 
conditions as specified by our simulation, the model-estimated posteriors of vital rates p 0, p 1 and 
the standard deviation among individuals Oa were well-defined.
W hile these results lend confidence in estimated parameters for applications such as our grey 
seal example, with n = 200, T  = 30, and s ranging between 5-7 samples per primary period, 
and high secondary sample detection rate (estimated as ranging from 0.53 - 0.74, den Heyer et 
al. 2013), most studies have much smaller scale. Our smallest simulated sample size was 50 
individuals observed at 3 sampling sessions per 10 primary periods, which is still considered a 
large data set for many systems given the realities of collecting data on free-ranging taxa. Further, 
detection rates at study sites even in the most ideal conditions are typically quite low, which 
according to our results would make estimation of individual effects (and even the variance of 
individual effects) quite difficult. Therefore, we caution the use of this model and encourage 
analysts to perform their own simulations more similar to their dataset before applying our method. 
Future Development
Future development of this framework could be used to estimate other important quantities and 
vital rates in population ecology, such as population size, population growth rate, recruitment, and 
survival. Similar to (Kendall et al., 2019), this model could be developed to estimate the abundance
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of individuals in the reproductive state in a given primary period using a simple Horvitz-Thompson 
estimator (Horvitz and Thompson 1952). Total abundance, however, is much more difficult due to 
unobserved states, even ignoring individual variation and assuming purely Markovian transitions 
(Kendall et al. 2019). So, estimating population size and growth rate may require melding a mixed 
MSORD and perhaps a data-augmented Jolly-Seber multistate model or POPAN model to estimate 
a dynamic superpopulation size N  with explicitly incorporated individual heterogeneity (den Heyer 
et al. 2013, Boys et al. 2019).
Our approach modeled individual life histories from their first to last sightings, ignoring recruitment 
processes and ensuring survival is equal to 1. To estimate survival, a simple step would be to only 
condition on first capture and incorporate a third, absorbing “dead” state, potentially allowing 
estimation of cost of reproduction in the form of mortality as transitions to this third state. More 
difficultly, recruitment parameters require analysts to consider full capture histories such as in the 
Jolly-Seber model (Jolly 1965, Seber 1965) which has been extended to allow for many different 
parameterizations of the recruitment process (Crosbie and Manly 1985, Pradel 1996, Link and 
Barker 2005, Royle 2008). However, future development should consider data requirements and 
estimability for such expansions of an already data-hungry methodology.
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Table 1: Listed 32 sets of conditions in simulated datasets. In this analysis, the set of conditions 
(simulation) in each row is replicated 50 times, for a total of 1600 model fits. n is sample size, 
T  is the number of primary periods over the course of the study, s is the number of secondary 
observation periods per primary period, h is the standard deviation among individuals in individual 
effects, and p  is the detection rate during secondary periods.
Simulation n T h s p
1 100 20 7 0.1 0.7
2 50 20 7 0.1 0.7
3 100 10 7 0.1 0.7
4 100 20 3 0.1 0.7
5 100 20 7 0.5 0.7
6 100 20 7 0.1 0.3
7 50 10 7 0.1 0.7
8 50 20 3 0.1 0.7
9 50 20 7 0.5 0.7
10 50 20 7 0.1 0.3
11 100 10 3 0.1 0.7
12 100 10 7 0.5 0.7
13 100 10 7 0.1 0.3
14 100 20 3 0.5 0.7
15 100 20 3 0.1 0.3
16 100 20 7 0.5 0.3
17 50 10 3 0.1 0.7
18 50 10 7 0.5 0.7
19 50 10 7 0.1 0.3
20 50 20 3 0.5 0.7
21 50 20 3 0.1 0.3
22 50 20 7 0.5 0.3
23 100 10 3 0.5 0.7
24 100 10 3 0.1 0.3
25 100 10 7 0.5 0.3
26 100 20 3 0.5 0.3
27 50 10 3 0.5 0.7
28 50 10 3 0.1 0.3
29 50 10 7 0.5 0.3
30 50 20 3 0.5 0.3
31 100 10 3 0.5 0.3
32 50 10 3 0.5 0.3
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Table 2: Proportion of replicates from each simulation with r <  1.1, for each parameter.
Simulation M11 m01 Ga P (a  p )
1 1.0 1.0 1.0 1.0 1.0
2 1.0 1.0 1.0 1.0 1.0
3 1.0 1.0 0.8 1.0 1.0
4 1.0 1.0 0.8 0 .8 1.0
5 1.0 1.0 1.0 1.0 1.0
6 1.0 1.0 1.0 0 .8 1.0
7 1.0 0.8 1.0 1.0 1.0
8 1.0 1.0 1.0 1.0 1.0
9 1.0 1.0 1.0 1.0 1.0
10 1.0 1.0 1.0 1.0 1.0
11 1.0 0.8 0.8 0.4 1.0
12 1.0 1.0 1.0 0 .2 0 .8
13 11.0 1.0 1.0 0 .6 1.0
14 1.0 1.0 1.0 1.0 1.0
15 1.0 1.0 1.0 1.0 1.0
16 1.0 1.0 1.0 1.0 1.0
17 1.0 1.0 0.8 0 .6 1.0
18 1.0 1.0 1.0 0 .6 1.0
19 1.0 1.0 1.0 1.0 1.0
20 1.0 1.0 1.0 0 .8 1.0
21 1.0 1.0 1.0 1.0 1.0
22 1.0 1.0 1.0 1.0 1.0
23 1.0 1.0 0 .6 0 .6 1.0
24 1.0 1.0 0 .6 0.4 1.0
25 1.0 0.8 1.0 0 .6 1.0
26 1.0 1.0 1.0 1.0 1.0
27 1.0 1.0 0.8 0 .8 1.0
28 1.0 1.0 0 .6 0.4 1.0
29 1.0 1.0 1.0 0.4 1.0
30 1.0 1.0 1.0 1.0 1.0
31 1.0 0.8 0.4 0 .8 1.0
32 1.0 1.0 1.0 1.0 1.0
Average: 1.0 0 .8 8 0.71 0.50 0.99
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Table 3: Parameter estimates for application to grey seal reproductive heterogeneity, including 
means, modes, standard deviation (SD), 95% credible interval (CRI) and 95% highest posterior 
density (HPD). m represents reproductive rate (probability of being in breeding state z ijt =  1) with 
the subscript defining their state in year t - 1 (1  = breeding, 0  = not breeding). o  is the variance of the 
distribution describing the random effect specified in the subscript; and p  estimates the correlation 
of the random effects listed in the parentheses. n describes the population-level (i.e. fixed) effect 
of the breeding herd size N t .







































Figure 1: Conceptual diagram of mutlistate robust design mark-recapture model process (modified 
from Kery and Schaub 2012). Observations of the secondary state process (left) informs the 
primary period state process z (right) through a series of stochastic and deterministic transitions 
and observations. At her first primary occasion (zi, f  (i)), the female is necessarily in a breeding 
state, and is thus available for capture. In secondary occasions s € {1, 2 , . . . ,S} she moves through a 
series of states: not yet arrived at study area, at study area, and departed from the study area. Based 
on observations from this period, the model estimates the sequence of primary states (breeder, 
nonbreeder) over a fem ale’s capture history.
25
Figure 2: Hierarchical posterior distributions (lines) and example traceplot for each parameter. 
Vertical dashed lines mark simulated true value. (A) is ^ 1, (B) is jUo, (C) is o a with L and R panels 
depicting models with h = 0.1 and h = 0.5 respectively, (D) is Op with L and R panels depicting 
models with h = 0.1 and h = 0.5 respectively, and (E) is p ( a ,  fl).
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Figure 3: Bias in posterior mean across hierarchical model fits for each parameter.
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Figure 4: Histogram of correlation between true values and hierarchical posterior means of 
individual effects a  (red) and p  (blue) for the 32 hierarchical model fits.
Figure 5: Correlation between estimated hierarchical posterior mean of individual effects a  and p  
and their true value, as influenced by length of time series (T ), number of secondary periods (s), 
and detection probability (p).
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Figure 6 : Posterior distributions of the mean probability of breeding for individuals that (A) bred 
previously (m1) and (B) skipped breeding in the previous year (m0) for our application of the 
Bayesian mixed MSORD to the sample of grey seal females.
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Figure 7: Posterior distributions of the variation among individuals in (A) intercepts (Ga ) and (B) 
slopes with estimated population size (Gp) for our application of the Bayesian mixed MSORD to 
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Figure 8 : Estimated correlation between estimated individual effects a  and P  for our application 
of the Bayesian mixed MSORD to the sample of grey seal females.
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Figure 9: The estimated effect o f population size on reproductive rate o f female grey seals: (A) 
posterior distribution of parameter describing the effect o f population size on grey seal reproductive 
rate, n , and (B) estimated reproductive rate over increasing population sizes, with each line 
representing the trajectory for individual i, calculated form the posterior means o f a*, Pi, ^ 1, and n 
from a sample of 7 5  females in the dataset.
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