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In this paper we consider estimators that (asymptotically) admit a so called 
linear representation. Using a parametrization of the model, that has been 
defined in a previous paper [1], and a certain notion of smoothness of the para-
metrization, it is possible to define a concept of optimality for these estimators 
and to characterize the optima.1 estimators. In contrast with the situation in 
[1], only the compensator is fully parametrized by the parameter we want to 
estimate. Embedding the problem under consideration in the previously devel-
oped framework then requires the introduction of several nuisance parameters, 
that are needed to describe certain stochastic integrals with respect to the com-
pensator of the jump measure. 
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1 introduction 
The purpose of the present paper is to present an optimality theory for estimators 
that admit a so called linear representation. This notion will be defined precisely in 
section 2. We have chosen to embed this theory within the framework that has been 
put forward in [1], which serves as the basic reference. This framework includes such 
notions as regularity of an estimator, admissiblity, and a measure of the estimation 
error, called spread. 
Following the set up in [1], we assume that we have at our disposal observations 
of a multivariate stochastic process X and a family of sets of probability measures. 
Each of these is (partially) described by a finite dimensional paramer 6. Write Pe 
for such a set. Then we assume that under each member of such a set X is a special 
semimartingale with decomposition X = A(0) + M{9). Here A(0) is a predictable 
process, the compensator of X, which is assumed to be the same under each of the 
members of the set Pe. The statistical problem is then to estimate the parameter and 
our concern is to describe the best possible estimator. Best here refers to minimum 
spread within a class of admissible estimators. We refer to section 6 and 7 of [1] 
for the background of this approach in a somewhat more general situation. The 
class of admissible estimators in the present paper is that of estimators, that can 
be represented after a suitable centering and scaling as a stochastic integral with 
respect to the basic martingales M(6). These estimators are called asymptotically 
linear and form a class which is in principle smaller than the one that is obtained by 
completely following the approach of [1]. The reason is that we have to introducé in 
the present paper some nuisance parameters in order to use the parametrizations of 
[Ij. At the end of section 2 we also indicate a direct approach to the optimality results 
to be presented in section 4, which is still in the spirit of our previoüs paper [1], but 
avoids explicitely using that framework, and thus the introducing of certain nuisance 
parameters. We are deliberately not very precise at this point, since it involves some 
delicate considerations concerning parametrization, which will be dealt with in the 
next section. As in [1] the minimization problem only makes sense if the scaling 
factor is of a specific type, which is obtained by imposing regularity of the estimators 
under consideration. Under such conditions the minimization problem can easily be 
solved by application of the Kunita-Watanabe inequality. 
Furthermore we also show under what conditions the optimal estimators, also of the 
nuisance parameters, yield the optimal linear one. 
j > 
9 
2 smooth parametrizations 
2.1 parametrization 
Assume that one has a certain stochastic basis ( 0 , T, {Tt}t>o,lP), where F is a 
set of probability measures and on this a multivariate adapted process X, which 
we observe and which is assumed to be a semimartingale under each P € JP-
Denote by u = v(P) the compensator of the jump measure of X under P. Let 
D"(u) = {t : Vt = jv({t},dx) > 0}. For each v the set D"(u) is countable. Be-
low we will assume that we are dealing with a smooth parametrization of 1". This 
entails that if v = v(P) and v' = v(P') for P, P' € IP, are close in a sense to be 
defined below the same should hold for Yls<t(K ~ !«)• It is then natural to impose 
that the summation variable s in this expression runs through a countable set that 
is independent of v' and v. Therefore we will assume that for each u> we have that 
Dv(ui) = Dv (u>), for all v and v'. So we can write D(u>) for each of those sets and 
C{u) for its complement. Introducé furthermore the sets D = { (^ , i ) : t € D(u)}, 
and C its complement. 
Consider the following situation. Suppose that we are given a (finite dimensional) 
parametrization of the compensator A only. The purpose then is to consider esti-
mators of the parameter involved which admit a so called linear representation. By 
this we mean a representation of the form like equation (5.2.4) of [1], where the pre-
dictable integrands H and W satisfy the relation W = Hx. We impose that the 
parametrization of A is smooth in the sense of deflnition 4.1.1 of [1], which means 
asymptotic weak differentiability in two classes of predictable processes W and 7ï. 
Therefore the first thing that we have to do is to specify the classes of predictable 
processes 7ï and W. W is the subspace of L2(dv), where we can write for each of its 
members W(t,x) = Wot + Wux and H is the subspace of L
2(d(Mc)) such that the 
condition Hx G W is satisfied for all H € Ti. Here Mc is the continuous part of M. 
Unlike we did in section 1, we usually suppress the dependence on 6. Superscripts 6 
that are used in the sequel have another meaning (see the next subsection). 
Since it is assumed that with W also W (W = ƒ Wv({t},dx)) belongs to W, we take 
Wc := W\c of the form Wc(t, x) = Wfix, so that Wc doesn't contain a component 
that is independent of x, a.nd that Wc e W. However WD := \DW = W - W
c will 
usually contain a nonvanishing term WQ. 
As we mentioned above, we assume that a parametrization A(ö) of A is given. This 
involves among other things, that we work with a collection Pe of sets of measures, 
such that under each member of a set Pe, A(6) is the compensator of X. See [1] 
for a precise deflnition of this parametrization. In particular the discontinuous part 
J2S<. A J 4 S = Yls<. Ayls(ö) is fully parametrized by 6. We want to stay within the 
framework that has been put forward in [1]. This means that we also should assume 
that x * v is fully parametrized by 6. In many circumstances, when assuming the 
identifiability property that A(6) = A{9') implies 6 = 9', it may happen that the 
parameter 6 has a dimension which is too low in order to specify the process x * v 
too. Therefore we will make the assumption that an extra parameter(vector) a is 
needed in order to give a full specification of x * v. So we write x * v — x * ve,a. But, 
since AAt = AAt{0) = ƒ xv({t},dx) is already fully described by 0, the only place 
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where a appears in the parametrization of x * u is in the integrals \QX * v = \cx * ue'a. 
A similar consideration can be given for the parametrization of 1", which is also as-
sumed to be fully parametrized if we follow the approach of [1]. Hence we assume 
that we need another extra parameter vector (3 in order to obtain a full description 
of 1" for which we can then write F" 0 . We now also obtained a parametrization of 
l p * v = l p * ve,P. Notice that we do not need the parameter a to describe lp * v, 
since a was only introduced to parametrize integrals w.r.t. v of processes that are 
zero outside C. As for 6 we will assume that also a and /? live in a finite dimensional 
space, although it is possible to relax this assumption, which is beyond the scope of 
this paper. 
Summarizing the preceding discussion, we conclude that with the aid of the triple 
parameter (9, a, fi) we have A = A(9), \cx * u = IQX * vB,a, i£> * v = \r> * v6^'. Nev-
ertheless we will occasionally write A = A(6) with 9 = (9, a, 13) and likewise we will 
use the notation v(9)-
2.2 asymptotic weak differentiability 
Next we turn to smoothness of the previously introduced parametrization. To that 
end we introducé the following notation. For all H € 7i and W € W we write 
M = M(H,W) for the martingale defined by M - H.MC + W*(fi-v). M is the 
martingale, defined by M = b.Mc + X * (fj, — v). (see assumption 2.1 below). The 
tilde operator is defined for each W£WhyW = W-\- l { a < i } ^ ~ with a = 1. See 
below for more details on M. We assume that (M)t and (M)t are invertible for t 
large enough. Let then i^t be any matrix that satisfies the equality ij>J%j)t = (M)^
1 
and (f>t be any matrix that satisfies 4>^4>t = (M) t
_ 1 . We will assume that the following 
weak differentiability in the sense of [1] holds. 
A s s u m p t i o n 2.1 There exist (cf. [J], definition Ji.1.1) b 6 H, X € W such that for 
all fixed u, H 6 Ti, W E W in all Pe probabilities: 
(i) il>t[H.At(d + fou) - H.At(9) - ( / Hd{M
c)bT + HxXT * vt)(j>tu) -» 0 
•/[o,*] 
(u) xl>t\W * {v{9 + <j>tu)t - u(S)t) - WX
T * v{d)t<j>tu\ -> 0 
with %j) and <j> as above. 
In the sequel we abbreviate the phrase "in all Pe probabilities" by "in probability". 
Of course b, X and Mc depend on ö, but this dependence is not explicitely written 
in order to avoid some cumbersome notation. Different from the notation in [1], we 
use superscripts to distinguish between the different components of b and A related 
to 0, a, /3 we write bT = [b6T, baT, b0T] and a similar decomposition of A. Furthermore 
we write <f>t = ^,e ^,«0 = [U
eT,uaT,u0T} = {ueT,u^T) 
Following the discussion in [1] on the specific choice of (f) and tj), we impose that (i) 
- (iii) of the above assumption are also valid if (f>tu is replaced by (j)tut provided that 
{\ut\} is bounded. So we assume a uniform version of differentiability. 
Recall that in this assumption <j)t is any matrix that satisfies the equality <f>t4>J = 
4 
(M)T1. 
In the original definition in [1] we have taken the special $ to be the symmetrie 
positive square root of (M)^ 1 , which is assumed to exist. Then we have that this 
assumption holds for any other such <f> because with ut = (^°)
_ 1 <f>tu we have that 
4>tu = $ut and \ut\ = \u\ since {<jPt)~
x<j)t is an orthogonal matrix. 
Take now in particular 






Here the block decompositions are such that the size of (f>et
e corresponds to the di-





only depends on 0 through 0, we have that At{0 + fau) — At(0) = 0. By using this in 
the expression in (i) of assumption 2.1 we see that we may assume that for all H 
j Hd(Mc)[baT ,bpT] + Hx[XaT, XPT] * v = 0. (2.1) 
Similar considerations (lex* v and x * v do not depend on /3, 1D*V does not depend 




It then follows from equations (2.1) and (2.3) that ƒ d{Mc)bpT - 0. We also get from 
(2.4) that \D\
a = 0 and from lcA^ = \c\\x and from (2.4) that \ c \
0 = 0. From 
the same equations it also easily follows that 
xX^* V = 0 
\cxX
pT * V = 0 
lDX
aT * V = 0 
ƒ d(Mc)baT + xxTXf * v 










In particular, we have Xa = 0, and hence Aa = Xa. In equation (2.7) it is assumed that 
the inverse exists. If this happens to be not true, one can replace it with the Moore-
Penrose inverse. It is easy to show that if one defines Aft in this way, equation (2.6) 
is again satisfied. All the computations below are valid with the obvious changes if 
this substitution is carried out. Henceforth we will not bother about this and assume 
that this inverse indeed exists. 
It is sometimes more convenient to write (Mc) as cv where c is a square matrix 
valued predictable process and v a real increasing predictable process. 
In terms of proposition 7.1.2 of [1] M introduced above is the optimal admissible 
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and its predictable covariation process is given by (M) = 
becb°T.v + \e\6T * * + £ l{a<i} T ^ b$cbaT.v + \g\aT * v \9\VT *u + Z l { a < 1 } ^ 
becbaT.v + XBXaT*u bacbaT.v + \a\aT*v 0 
where we used the fact that (Ma,Mp) = 0. 
Lemma 2.2 On D it holds that 
(i) A(M') = A g A f i { a < 1 }
( a ~ ^ ^ m - x H ^ r 1 - ) (2>9) 
(») A(Mö ,M^) = <A' + A ^ ) A g r l { o < 1 }
a " ^ ( ^ Q
T ) " l £ (2.10) 
On C it holds that 
(Ui) (Ma) = f bad{Mc){ba - \°)T = ƒ (A? - ba)d(Md)\f (2.11) 
(iv) lc.(M
e, Ma) = (A? - be)xxT\f * v = f \c{\[ ~ h
e)d(Md)\f (2.12) 
PROOF:(i) and (ii) follow from equation (2.7) and (iii) and (iv) follow from equations 
(2.5) and (2.4). 
2.3 explicit computation of the weak derivative of A{6) 
In this subsection we will derive an explicit expression of the weak derivative of A(9) 
as a stochastic integral with respect to the quadratic variation of M. More precisely, 
we will show, under assumption 2.1, the existence of a predictable process L satisfying 
the relation A = L.{M), where A — A(0) denotes the asymptotic weak derivative of 
A{0). 
~ e 
Introducé the martingale M defined by 
M = { ƒ , - « ] . 
Me 
(2.13) 
where K is any solution of the equation 
(M\MaP) = K.(Map). (2.14) 
We know from [2] that K.MQ@ is uniquely defined (up to indistinguishability). Write 
K = [KC, KD], with KC = Icn. From lemma. 2.2 it then follows that on C we have 
(Af - be)d(Md)\f = KC(\° - ba)d(Md)Xf (2.15) 
and on D we have 
(Aj + A?x)Af l{a<1} = KDA£A(T 1 { B < 1 } (1 - x
r(x^)-lx) (2.16) 
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Define the following three processes. 
Ac = be.(Xc) + lcXl{xx
T*v) (2.17) 
AD = £ [ A L ^ S + A ^ ] (2.18) 
A = AC + AD. (2.19) 
The following proposition gives an expression for A, where the integrand (L) involved 
will play later on the role of the optimal scoring function, when we treat optimality 
of estimators. Clearly A = A(6) is to be understood as the derivative of A with 
repect to 6 in the sense of equation (2.25) below. Again explicit dependence on 9 is 
suppressed in our notation. 
P r o p o s i t i o n 2.3 (a) There exists a predictabïe process L such that A = L.(1M) and 
a locally square integrable martingale N such that MB = K.Ma® + L.Md + N, where 
the martingales on the right hand side of this identity are mutually orthogonal. 
(b) If moreover, for all {t,u>) outside an evanescent set A"t or b" has full column 
rank, then Nlc = 0 and if A(jt has full column rank, then Nip = Ö. 
PROOF: 
(a) In view of lemma A.l from the appendix, there exists a predictabïe process £ such 
that (Mc) = £.(M). Writing Md for the discontinuous martingale appearing in the 
Doob-Meyer decomposition of X, we also have that {Md) = ( / — £).(M). We define 
the process L as follows. 
Take L = Lc + LD, with 
L c = l c ( 6 ^ + A ? ( £ - 0 ) (2.20) 
IP = 1D(X[ +
 ( A° + X'i^xxT)~l) (2.21) 
i "Tl T\ — -\ " 
1 — X1(XX1) yX 
It is easy to verify, that with this choice of L the identity L.(M) = A holds. Again 
using the given expression for L, one easily verifies orthogonality of the martingales 
involved. 
(b) Assume that A" is a full column rank process. Then we get from equation (2.15) 
that KC satisies 
(A* - be)d{Md) = KC(A? - ba)d(Md) (2.22) 
So, restricted to the set C, we have \C-M
B - \CK.M
a0 = lcM
6 - KC.Ma = (b0 -
Kcba).Mc + 1C(A? - K
c\»).Md = {be - Kcba).M + 1C(A? - «
CA? - be + Kcba).Md. 
The purely discontinuous martingale on the right hand side of this equation is zero, 
because its brackets are zero in view of equation (2.22). So we conclude that on C 
lc.M = \c.M
e - KC.Ma = lc(b
e - KCba).M. 
x e 
The next step is to show that \cM = IQL.M. Take the difference and use the given 
expression for L to get lc[{be - Af)(I - £) - ncb°).M. Take now the brackets of this 
7 




B - X\).(Md) - KCba.(Mc) - KCba.{Md) 
= Kc(ba - X^).(Md) - KCba.(Mc) - KCba.(Md) 
= KC.{-\ï.(Md) - ba.{Mc)) 
= O 
Here the last equality follows from equation (2.5) and the one before that from equa-
tion (2.22). 
The analysis on D is as follows. By assumption AQ is a full rank process. Hence one 
obtains from equation (2.16) the following identity 
(Ag + A*x)l{ a < 1 } = K
D\%l{a<1}(l - r ) , (2.23) 
with r = xT(xxT)~lx. Use now equation (2.7) to write X^x + XQ — AQ(1 — r). Then 
A ' - ^ A ' = (A{ - KDX\)x + l { a < 1 }
 X^ + A° " 'f(A** + A ° } 
= (Af - KDX?)X + l { a < 1 } ̂
 + A° ~ ffo{l " r) 
= (Af - * D A? ) * , 
where we used in the last equality (2.23). Using again equation (2.7) and equation 
(2.23), weget that A*-/cDAf = L. Hence M$-KD.M0 = (Xe -^DX^)*{fi-u) = L.M. 
D 
For all locally square integrable multivariate martingales mi and m2 we denote by 
c(mi,m2) the process (mi) — (?7ïi ,m2)(m2)
+(m2,ra a) . (Cf. [3] for some properties 
of this process). In particular we use the notation c for the process defined by ct = 
c{M9,Ma% 
~ti 0" By taking the matrix <j>t in assumption 2.1 of the form 't 
* * 
, one obtains <j>\ = 
_ i . 1 / 2 
ct
 2, with ct' any square root of ct. This easily follows from the appendix. 
Using our convention to denote by u9 the first component of u, equation (2.1) and 
proposition 2.3, we can now reformulate assumption 2.1 (i) as 
^t[H.At{9 + <j>tu) - H.At{6) - [ Hd(M)L
TcPu8} -> 0 (2.24) 
Observe also that in equation (2.24) At(0 + </>tu) is nothing else but At(9 + ct
 2ue) 
and that A{6) = A(6), so we can rewrite equation (2.24) as 
*l>t[H.At{9 + c~*u) - H.At{6) - f Hd{M)L
Tc~2u] -» 0. (2.25) 
J[o,t) 
In equation (2.25) we dropped the superscript 6 for notational convenience. 
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REMARK: Introducé R = {M*,Ma0)(Ma0)+. Then c = (Me) - R(Ma0)RT = 
(K.Mal3) + (L.M) + (N) - R(Ma0)RT = c(K.Mal3tM
ttP) + (L.M) + (N). Hence 




tu) - H.At(6) - f Hd(M)L
T$u] -> 0, (2.26) 
J[o,t] 
which is obtained by replacing in (2.25) the process c~5 by <f>° with <j)0(<f)0)T — 
(L.M)-1. 
Notice that there is equivalence between the two formulations (2.25) and (2.26) if 
{<f>°tc]
/2} is tight. 
Hence it is possible to avoid the explicit introduction of the nuisance parameters a 
and fl, if one directly starts with a smoothness assumption on A(6) in the sense that 
(2.26) holds instead of assumption 2.1. Equation (2.26) enables us to derive in sec-
tion 4 that the optimal score function used in the representation of a linear regular 
estimator of 8 is equal to L. 
7 
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3 regular estimators 
3.1 a special case 
This subsection serves as an appetizer for the more general approach that we under-
take in the next one. To simplify matters we consider here an analysis on the set C 
only, or assume that D = 0. So the parametrization involves the parameters 9 and 
a only. Assume that we have at our disposal a pair of (jointly) regular estimators 9 
and a. This means that we have a representation of these estimators of the form 
' 9-9 ' 
a — a = M + r) = 
" Mi ' 
M2 
Here r\ is a remainder term that is small compared to the martingale M in the sense of 
proposition 6.3.1 of [1] and B = (M, 'M). Decompose B into blocks B^ of appropriate 
sizes and solve this equation to obtain a representation for 6: 
B{9 -9) = M1- B12B£ M2 + fj (3.2) 
The matrix B figuring in equation (3.1) is equal to Bu — Bi2B22 B2i. Notice that 
the right hand side of this equation is in general not expressible as a martingale and 
it is not necessarily the case that its martingale part is independent of the nuisance 
parameter a. ((3 doen't play a role here). Hence in order to have an admissible 
representation of 9, which loosely speaking amounts to saying that the derivative of 
the martingale part of this right hand side w.r.t. a is zero, we have to impose extra 
conditions. Consider first a simple case. 
Assume that Mx = H.M for some H e H. Then B12 = (M1,M
a) = 0 in view of 
equation (2.4). This immediately leads to equation (3.4) below. 
In the more general case where Mi is not of this specific form, we proceed as follows. 
We make the following assumption for the rest of this section, unless the contrary is 
explicitely stated. We assume that Bi2B22 can be chosen to be a constant matrix, 
so independent of time, F say. This is a situation that one often encounters in 
practice, for instance in the situation in which X has stationary increments. Then 
the predictable variation processes grow with t. But it also holds for the simple case 
described above, since in that case T — 0. The term fj in equation (3.2) is again 
a remainder term which is small compared to the martingale part as can easily be 
proven from (3.1). Indeed, notice that fj = r)i — Trj2. Then we get from the appendix 
(lemma A.2) 
f {Mi - TM2)-'fj < r,
T(M)-\, 
which tends to zero in probability. 
Write now M; = E{.JMC + W{ * (fi — v), with W{ € W. Because we have assumed that 
D = 0, we know that W{ is of the form W{ = Wixx, and thus Mt- = Hi.M
c + Wn.Md. 
With a little abuse of notation we write from now on Mt- = Hi.M
c + W{.Md. So 
the right hand side of equation (3.2) becomes Ma - YM2 + fj or (Hi - TH2).M
C + 
(W\ — TW2).JM
d + fj. Since it is the purpose of this paper to study asymptotically 
10 
linear estimators we now impose that ê is asymptotically linear by which we mean 
that the martingale that appears in the representation (3.2) is a stochastic integral 
with respect to the basic martingale M. This is guaranteed if 
Hx - TH2 = WX- TW2 (3.3) 
Introducé now the following process in H : H = H\ — TH2. Then, using the last 
relation between the Hi and the W,-, we obtain that Mi = H.M + TM2. Use now also 
that from the assumption that we started with regular estimators, the processes Bij 
can be (at least asymptotically) identified with the predictable cross brackets of the 
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+ V (3.4) 
One obtains from (3.4), or directly from (3.2), that in particular the following holds 
under the condition that equation (3.3) is satisfied 
B(6 -e) = H.M + fj (3.5) 
So equation (3.3) gives a sufficiënt condition to derive from (3.1), that ë satisfies a 
linear representation. 
In the next section we will treat optimal estimators. In the present section this reduces 
to the following. An estimator 9 will be called optimal if its spread is minimal. This 
quantity is defined as the matrix 
B~1{H.M)B- (3.6) 
Notice that this quantity is equal to the 11-block of B~1{M)B~T, where B and M 
are as in equation (3.1). The minimization problem is then to find the H that gives 
the minimal value of this quantity. In order to find the lower bound for the spread of 
O and the martingale for which this lower bound is attained, we observe that we can 
write (H.M,M8) as (H.M, L.M), where L is as in proposition 2.3. Hence a simple 
application of Schwartz' inequality tells us that the optimal scoring function H = L. 
See section 4.2 for the precise formulation. 
It is perhaps tempting to suspect that the solution of this (asymptotic) minimization 
problem, which is L is such that the martingale 
Ma 
is the martingale that 
11 
minimizes the spread of joint estimators of 0 and a, which is B~1(M)B~T, when 
the first component Mi of M is restricted to be of the form H.M. This conjecture 
turns out to be false. The reason for this is that the martingales Me and Ma are 
not orthogonal. Notice however that L.M is the projection of Me on the space of 
martingales of the form H.M. See section 5 for an example, that illustrates this 
claim. 
3.2 the general case 
In this subsection and in the next section we will generalize the ideas of section 4.1 by 
extending the analysis to the case where D is not necessarily empty and by dropping 
the assumption that the matrix T can be taken as a constant. Our starting point 
in this section is again an equation like (3.1). Suppose that we have at our disposal 




= M + rj = 
' Mi ' 
M2 . 
with B = (M,M). First let 7.M2 + H.M be the orthogonal projection of Mx on the 
linear space of martingales spanned by M2 and M, and let N be the projection error. 
So N — Mi — 7.M2 — H.M. Assume that 7 and TV obey the foUowing assumption. 
A s s u m p t i o n 3 .1 With N and 7 as above and T such that T(M2,M^) = 7.(M2 ,M*) 
it holds that 
tr{(H.M);\f ( 7 , - Tt)d(M2)s(ls - Tt)
T) + (N)t) - 0 (3.8) 
J[o,t] 
in probability as t tends to 00. 
Notice that in the situation where 7 = 0, so if Mi = H.M, this assumption is trivially 
satisfied. As a side remark we mention the foUowing. In the previous subsection we 
dealt with the case where D = 0. If we assume, using the same notation, that 
H2 — W2 has full column rank (which is usually the case if the dimension of the 
observations doesn't exceed the dimension of Q ) , then it follows that 7 and H are 
such that Hi — -fH2 = W\— 7W2 = H, as one can easily verify, simply by computing 
the projection of M\. In this case N = 0. 
Rewrite Mi as H.M + 7.M2 + N. Solving equation (3.7) for 0 — 0 yields again an 
equation of the form (3.2). It reads 
B(O-0) = H.M + R + N + rj. (3.9) 
Here we denoted 7.M2 — TM2 by R. We require that R is a remainder term as well, 
by which we mean that its generalized covariance, which naturally takes the foUowing 
form frpAjs — Ft)d(M2)s(fs — r 4 )
T ) , is small compared to (H.M). But this follows 




Since we want that our estimators are regular, we need that R, N and fj are also 
small (compared to H.M) in shrinking neighbourhoods of (#,£). This enables us to 
identify B with (H.M,L.M), at least asymptotically. The precise result is given 
in equation (3.11) below. Recall that in the previous subsection we encountered a 
situation where actually equality between these processes holds. 
P r o p o s i t i o n 3.2 Assume that the joint estirnator of 9 and £ satisfies equation (3.7) 
with B = (M,M) (hence it is regular). Then under assumption 3.1: 
B(9 -6) = H.M + fj 
where fj is a rernainder term, and B satisfies 
et = rj,t{Bt - (H.M,L.M)t)cP - 0 
(3.10) 
(3.11) 
PROOF: The fact that the fj in equation (3.10) is small compared to H.M has already 
been shown in the paragraph that precedes this proposition. The only thing that still 
needs a proof is equation (3.11). Start from equation (3.9). Actually all the terms 
appearing there depend on 6. In particular we now write Re instead of R. Consider 
then the difference 
RS _ R9+4>u _ 





Write the last factor in this equation as me — me+<t'u. Let ^ be such that ^ r ^ = 
(me)~l. A calculation shows that 
[ I -Tt] (m)t L = f (7, - Tt)d(M2)s(ls - Ttf 1 J _ i t J[o,t] 
(3.13) 
From assumption 2.1 we know that ty(me — m0+<t>u — (m8,M)(j)u) = op(l). Consider 
now 
i>{R§ - Rs+4,u) = xl> 1 -r y-1oP(l) + ^ 1 -r (m\M)<f>u (3.14) 
Equation (3.13) together with assumption 3.1 shows that the first term in the last 
equation tends to zero in probability. To analyze the behaviour of the second term, 
we consider 
v- / (m\M)UT(M,me) I ^ 
which equals, evaluated at time t, 





where we used again equation (3.13). Using the fact that (M)t
 1 = </>t<j)J and a version 
of the Kunita-Watanabe inequality, we see that this is majorized by 
A [\i. -rt)d(M2)s(ls - rtftf - o 
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which tends to zero in probability in view of assumption 3.1. A similar analysis 
applies to the terms N and fj in equation (3.9). Now we return to equation (3.9). We 
have seen above that under our assumption the asymptotic derivative of R + N + fj 
is zero, both with respect to 9 and £. Hence carrying out differentiation of (3.9) w.r.t 
9 and £ we obtain with <j) as above 
M[Êt 0 ] - (H.M;M)t)<j>t - • 0 (3.17) 
Observe now that (H.M^M^) = 0, in view of equations (2.5) and (2.6). Then it 
follows that equation (3.17) implies equation (3.11). O 
Of special interest -see the next section, where we discuss spread and optimality of 
est imators- is the case where we may replace in equation (3.11) ct with (L.M)t, in 
which case we have with 4>04>OT = (L.M)~l 
et = <l>t(Bt - {H.M, L.M)t)<f>° -* 0 (3.18) 
in probability. This happens if {(j>°ct
 2 } is tight. 
Proposition 3.2 makes the following definition clear. 
Definit ion 3.3 Assume that the family of compensators {A(9)} is such that equation 
(2.26) holds. An estimator 9 of 9 is called a regular asymptotically linear estimator, 
if it is representable as in equation (3.10), where B satisfies equation (3.18). 
Putt ing proposition 3.2 and definition 3.3 together we obtain that under assumptions 
_ i 
2.1 and 3.1 and if {$ct
 2 } is tight, then a regular estimator of 9 and £ yields a regular 
asymptotically linear estimator of 9. 
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4 optimality 
4.1 a Cramer-Rao type bound 
The purpose of the present section is to discuss optimality of linear estimators of 0 and 
to define a suitable notion of what optimality means in the present context. We will 
parallel to a certain extend the approach in [1]. Therefore we need the definition of 
spread. The starting point of the analysis is the following. Assume that we are given 
a joint estimator 9 of 6 and assume that it is regular in the sense of definition 6.1.1 
of [1] and that it satisfies (3.7). Assume moreover that assumption 3.1 is satisfied, so 
that the estimator of 6 has the linear representation of equation (3.10). In this case 
the spread S of 6 around 6, which is by definition the 11-block of B~1(M)B~T can be 
taken to be B~1{H.M)B~T. Of course the fact that the spread takes the form of this 
last expression immediately follows from (3.10). But it is also a direct consequence 
of assumption 3.1. This can be seen as follows. 
Let as before the process 4' D e s u c n that T/ ,7V = {H.M)'1. It is an easy computation 
to show that the 11-block B~1(M)B~T is equal to 
I T 1 ((Mi) - T (M 2 ,Mi ) - (MUM2)T
T + T{M2)T
T)È-T. 
So it is sufficiënt to prove that (H.M) is asymptotically equivalent to 
(Mi) - T(M2,Mi) ~ {MUM2)T
T + T(M2)T
T, 
which means that 
M(Mi)t ~ Tt(M2,M1)t - {MuM2)tY
T
t + Tt(M2)tTj)il>ï - 0 
in probability. Use now the decomposition (in the notation of the previous section) 
Mi = 7.M2 + H.M + N to write the last expression as 
M f (is - Tt)d(M2)s(ls - Tt)
T + (N)t + (H.M)t 
J[o,t] 
+ / (7 , - Tt)d(M2, H.M), + / d(M2, H.M)s(ls - Ttf)tf. 
J[o,t] J[o,t] 
Clearly the first two terms tend to zero in probability in view of assumption 3.1, but 
also the last two by a version of the Kunita-Watanabe inequality. 
Let now B be defined by B = ij)B. Then we have similar to proposition 6.1.4 in [1] 
the following. 
Propos i t ion 4.1 (i) For all symmetrie positive definite matrices S the event 
Bt{Y,t-^)Bj>-S (4.1) 
takes place with probability tending to 1 for t —-> 00. 
(ii) If moreover the process cl^2(L.M)~1c1^2 is bounded in probability, then we may 
replace ct in equation (4-1) with {L.M)t-
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PROOF: From equation (3.11) we get B = (H.M, L.M) + i\)~xeè. Introducé (j>° such 
that <j>°(j)0T = (L.M)-1. Since c > {L.M), it holds that <j)0Tc4>° > I. Furthermore, 
write p = iJ}(H.M,L.M)<f>. Then ppT < I. Observe now that (4.1) is equivalent 
to BtC^BT < I + 8. Hence by using the introduced notation, we get that equation 
(4.1) is equivalent to (et + Pt{4>°t)~
lct 2)(et + pt(<t>°t)~
lct 2 ) < 1 + 8. Assertion (i) now 
follows since e t —» 0 in probability. 
In order to prove the second assertion, we will use that differentiability as in as-
sumption 2.1 and (hence) in equation (2.24) holds uniformly in u. So we can take 
as u0 in equation (2.24) cf cj>°u, for some fixed u, since this is now a (in probabil-
ity) bounded process. Consequently, we have that equation (3.18) holds and hence 
Bt(T,t - (L.M)ï
l)Bj > -8 now reduces to (et + pt)(et + pt)
T < I + 8. D 
4.2 optimal estimators 
Throughout this subsection we assume that the process c^(L.M)~lci is bounded in 
probability (or equivalently, that tr((L.M)~lc) is bounded in probability). 
Definit ion 4.2 (i) An asymptotically linear regular estimator 6 (cf. definition 3.3) 
is said to be optirnal if its spread is given by (L.M)'1. 
(ii) Any joint estimator 9, that is regular in the sense that it satisfies equation (3.7), 
is said to yield the optirnal asymptotically linear estimator if its first component 6 is 
as in (i). 
T h e o r e m 4.3 A regular estimator 6 is an optimal linear estimator of 0 iff 0 can be 
represented as 
(L.M){0-0) = L.M + n (4.2) 
with a remainder term n. 
PROOF: Assume that equation (4.2) holds. Then clearly the spread of 0 can be taken 
as (L.M). 
Conversely, assume that 0 has a linear representation and that its spread can be 
taken as (L.M). Then B-1(H.M)B~T = (L.M). In view of equation (3.11), this 
equality can be rewritten as (e + p)T(£ + p) — I, where we used the same notation as 
in the proof of the second assertion of proposition 4.1. Since et —» 0 in probability, 
we conclude that pt —> / in probability. As in the proof of proposition 7.1.2 of [1] we 
conclude that 0 can be represented as in equation(4.2). • 
Corollary 4.4 The optimal estimator of0 yields the best optimal asymptotically lin-
t i 
ear estimator of 0 iff cf (L.M)c? —+ I in j]robabilüy. 
PROOF: Observe first that assumption 3.1 applied to the pertaining case M = M 
is equivalent to ct
2 (L.M)cf —> I in probability. This follows from the orthogonal 
decomposition of Me in proposition 2.3. Hence if this condition is satisfled, then 
0 automatically has a linear representation as in equation (4.2). So clearly this 
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condition is sufficiënt. In order to prove necessity, we proceed as follows. Notice that 
for M = M equation (4.2) takes the special form 
c(0 - 0) = MB - YMaP + 7? (4.3) 
Hence the spread of 6 is now equal to c -. But since by assumption the very same 0 
also yields the best linear estimator of 0, its spread must necessarily asymptotically 
equal (L.JM), which proves the necessity. ü 
As a side remark we notice the following. Denote by 0^ the optimal linear estimator of 
0. Assume (somewhat artificially) that additionally there is another regular estimator 
0 available that is representable as 
B{6 -0) = K.MQP + N - TMaP. (4.4) 
Here K and N are as in proposition 2.3, and T - ( M ö , M a / 3 ) ( M ^ ) _ 1 = R. Regularity 
of 0 is implied by taking B = c — (L.M). This follows by taking the brackets 
of the martingales in the right hand side of equation (4.4) with Me and using the 
orthogonality properties mentioned in proposition 2.3. Assume for simplicity that 
all the brackets involved are deterministic. In this case the spread of the involved 
estimators is nothing else but the covariance. A computation then shows, that the 
spread of 0 can be taken as (c — (L.M))'1 and that 0^ and 0 are asymptotically 
orthogonal in the sense that their covariance equals zero. Consider now a convex 
combination, with matrices P and I — P as weights, of these estimators. One wants to 
find the optimal convex combination, where optimality refers to minimum spread, so 
minimum covariance. Then one sees that here the optimal weight is P = c~l(L.M), 
and the optimal linear combination is then the estimator 0, that satisfies equation 
(4.3). Hence if the condition in the last corollary is satisfied, then we see that one 
cannot improve on the spread of the best linear estimator. And conversely if one 
cannot improve on the spread of the best linear estimator, then the overall best 
estimator of 0, which is the one that satisfies (4.3), enjoys a linear representation. 
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5 examples 
5.1 example in a quasi leffc continuous situation 
Let N be a counting process and Z a difFusion process that satisfy the following pair 
of stochastic differential equations: 
dN = aÖfdt + dm (5.1) 
dZ = (l-a)0fdt + dW (5.2) 
Here o; € (0,1), 6 > 0, ƒ is a locally square integrable function on [0, oo) and W a 
Standard Brownian motion. Assume that only the sum X of N and Z is observed. 
Notice that X obeys the equation 
dX = 0fdt + dM (5.3) 
Introducé the functions F and G as follows: Ft = /0' fsds, Gt — JQ fsds. 
In the previously employed notation we have (as can easily be verified) 
be = (1 - a)f \{ = ö-1 
ba = -6 f \° = a-1 
Me = {l-a)f.W + 9-1m Ma =-9f.W + a^m 
Hence a simple computation yields that 
* = i-wn (5-4) 
~K = J - ^ S T ? (5'5) 
Here K and R are as in section 2. Now it is easy to compute 
Ée = —/ . M = L.M (5.6) 
Jo <w / -f 1 *6f +  
Ft t + ïaW Jo ÏT«Jfds (5-8) 
Moreover 
c(Me,Ma) = {Me)-R2(M°) 
ad (aö)2 (QÖ)2 O 1 + aBf 
GF 
a8G + F 
Consider first the case in which ƒ = 1. Then 
(ê°)t = c(M\Mnt = -J--: 
au -j- 1 
Hence the maximum likelihood estimator of 6 and the optimal linear estimator of 6 
have the same representation, which is in this case 
t(êt -6) = Mt + vt 
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Notice that the concrete estimator 6t = ^ obeys this representation with rj == 0 and 
it is the optimal linear estimator. 
Specializing to the case where ft = sin t + 1, one easily computes that l im^co ^f = 1 
and limt-.oo ^ = §. 
By also making use of the identity J j ^ a+^smxdx = -, \
n
 2 for a > |6|, one obtains 
* - ~ t aÖ {ad)2 (a0)W2ae + 1 
and 
.. c (M*,M Q ) t 1 
hm — t-oo i Q0 + | 
Hence 
*-*<*> c{Me,Ma)t 
for h(a9) = ,gA (aö — 1 + , 2 c V , )• ^° ^
n e c o ndi t ions of corollary 4.4 are not satisfied. 
It can be shown that h(a6) is minimal for aö = | + - ^ and that the minimal value 
approximately equals 0.9622. So if one works with the estimator that is the optimal 
linear one, there is no big loss in efficiency if one compares its spread with that of 
the maximum likelihood estimator. For the last one we have in this example the 
representation 
t(0 -6) = ^f.W + m + V 
from which we see that it is not an asymptotically linear estimator. 
Notice that in this example K. keeps on oscillating, but that K tends to a constant. 
This is the reason why c(Me', Ma) and (M e ) are not asymptotically equivalent. 
Somewhat beyond the scope of the present paper is the following variant on the 
first example given in this subsection. Take the function ƒ equal to 1, but replace 
the constant parameter a by an unknown function with range [0,1]. Consider least 
squares estimators of ö, which are those that minimize the quadratic form 
- 2 0 f rsdXs + 6
2 f rsds 
J[o,t] J[o,t] 
Here r is a weight function that belongs to L)oc D L]oc. The solution is 
/[o,«] r»dx» _ a , Ijo,t} rJMs 0(r)t = 'v* J = 6 + 
J[o,t] rsds J[01] rsds 
Clearly all estimators of this kind are regular. Moreover all regular asymptotically 
linear estimators are of this kind. Indeed assume that 8 is a regular asymptotically 
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linear estimator. So it satisfies the representation B(0 — 0) — H.M = 77, and also in 
a suitable sequence of shrinking neighbourhoods of 0. Then it follows that one can 
take B to be asymptotically equal to /r0 , Hsds. Hence this estimator asymptotically 
coincides with the least squares estimator with weight function H. 
It is easy to compute 
x, v I[o,t]r2s(l + eas)ds 
In order to carry out some sort of worst case analysis one wants to minimize (over r) 
sup var 0{r)t - -±-f- . 
Clearly the minimum is obtained by taking r = 1, which corresponds to the estimator 
0t = Xt/t, and is equal to (1 + 0)/t. 
Notice that also supQ infr var 0{r)t = (1 -f 0)/t. So Xt/t can be considered as a kind 
of minimax estimator. 
5.2 example in discrete t ime 
+1 
Let Xt = Zs<t A X with P(AXt = 
Pi 
1 - (pi +P2) , where t = 
P2 
0 l^i-i) = { 
- 1 
0 ,1 , Here pi > 0 and pi + p2 < 1 and Tt = cr(Xi,... ,Xt). Introducé the 
alternative parametrization with 0 — p\ — p2,0 = Pi + P2, and parameter space 
{(0,0):\0\<P<1}. 
One easily verifies that maximum likelihood estimators of 0 and /? are given by -f 
and | Jr0 ti /r_j +1-> f/,(ds, dx) respectively, where /f is the jump measure associated with 
X. 




' -0 P' 
' 1 " 
X 
ï 
/3 2 -ö 2 
1 1 -0 
/3 2 -ö 2 x + -^-
It is then a simple computation to show that 
(M) 
1 
£ 2 - 0 2 
/? -0 
u 1 - /3 
Hence K = K = —Q_M • So the optima! linear estimation martingale becomes 
Me = 
x * (fi — u) 
p-02 
and its predictable quadratic variation process is given by -özgs- So in this case the 
maximum likelihood estimator of 0 is also the optima.1 linear estimator of 0, as could 
be expected. Both then have the exact representation 
t(ê-9) = x*(/i-i/) = M. 
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5.3 a counter example 
The purpose of this subsection is to give an example to illustrate the last paragraph 
of section 3.1. We return to the example of subsection 5.1, but we make the following 
change. For Z we have the equation 
dZt = (1 - a)9dt + atdWt. (5.9) 
The function ƒ is taken to be 1, and of = 1 + sin2 t . Before we carry out some 
calculations for the specific example at hand, we present some convenient general 
formulae. 
" Mi 
, with Mi = L.M. Let M be the optimal martingale from equation Let M = , , M2 
(2.8), and N 
N2 
, with Nj = Mx= L.M and N2 = M
a. Write m = MB - N^ 














Denote their spreads by S0
 ] and S ] respectively. Then a computation shows that 
S0 := (M,^){AT)-
1(7V,M) 




(M6,Ma) (Ma) + 0 0 
Furthermore 
S := (M,M)(M)-1{M,M) 
1 (M2,m) 














' (Me,Ma) (Ma) ] -
(M2,m) (M2,M
a) } 
Now, if N minimizes the spread over all regular admissible estimators, where the first 
component of the martingale involved in the repesentation of such estimators is of 
the form H.M, then we should have that So — S is nonnegative definite (at least 
asymptotically). Clearly the difference So — S is of the form uuT — vvT, which is > 0 
if and only if u = Au for some A with |A| > 1. 
Now we return to the specific example, mentioned in the beginning of this subsection. 
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We will show that there is an example of a martingale M2, such that So — S > 0 
doesn't hold, not even asymptotically for t —» 00. Let M2 = HM
C + WMd, where 
H and W are real constants and H ^ W. First we compute the following limits. 
l i m ^ ( M ^ M " ) t / i = - ^ + l. 
limt_>00(M«)t/i = J + & 
lim t_(M2, m)t/t = (W- H)(a - 7 = f e ^ ) 
limt^00(M
a,M2)t/t = (W - H)9 
Clearly the vectors u and v that appear as one writes limi_).00(.Soi — St)/t = uu
T — vvT 
are linearly independent and hence limt_00 (S^t — St)/t > 0 is not true in this case. 
T> 
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A appendix 
Lemma A.1 Let P,Q be symmetrie nonnegative matrices of the same order such 
that P < Q. Then there exists a matrix £ such that P = £Q. 
PROOF: Define £ = PQ+. We claim that P - (Q = P(I - Q+Q) = 0. This can be 
seen as follows. Let u be an arbitrary vector. Then there exist vectors x., y such that 
u = Q+x + y and y £ KerQ = KerQ+. Then (P-^Q)u = P(I -Q+Q)Q+x + P(I-
Q+Q)y = PQ+x - PQ+x + Py- Q+Qy = Py. But Py = 0, because KerQ c KerP. 
D 
Lemma A.2 Let P Q 
QT R 








uTP~lu + (v- QTP-^U)T{R - QTP~1Q)-1{v - QTP-1u). 
















0 (R-QTP~1Q) - i 
The result now immediately follows. 
-QrP-1 
0 
I 
D 
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