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Abstract
In this paper the extended Burgers–Huxley equation with the fourth-order derivative is considered. First, the
convergence to the uniform steady state is proved, which means the solution of the equation with positive initial
data will remain positive for time t sufﬁciently large. Then, the persistence of the travelling wave solution for the
extended equation on the unbounded domain is investigated. We have proved that this solution will persist under
small perturbation of the equation.
© 2004 Elsevier B.V. All rights reserved.
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1. Background
Almost all branches of mathematics and physics are associated with problems involving nonlinear
partial differential equations. These equations model diverse real-life phenomena in biology, chemistry,
physics, etc., and understanding the behaviour of their solutions provides an important insight in the
dynamics of the underlying problem.A fundamental equation used in modelling of diffusion processes is
the KPP-Fisher equation [18], which admits travelling front solutions connecting the two steady states.
An area of recent active interest is the improvement of this model by including temporal delay, long-range
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diffusion and higher order nonlinearities [18,19]. One of possible generalisations of the Fisher equation
is the so-called Burgers–Huxley equation which has the following form
ut = uxx − uux − u(u− 1)(u− ), (1)
where the real parameters ,  are positive and  can be of either sign. This equation includes as particular
cases several known evolution equations: when  = 0 it reduces to the Burgers equation; when  = 0
it is the FitzHugh–Nagumo equation [12,13], and when  = 0 and  = −1 it is the Newell–Whitehead
equation [16]. Symmetries and integrability of this equation have been addressed by Estévez and Gordoa
[8] (see also [7,9]). The following analytical expression for the travelling wave solutions connecting the
two steady states u=0 and u=1 of Eq. (1) has been recently foundwith the help of symbolic computations
and relevant nonlinear transformations [10,21]:
u(x, t)= 1
2
− 1
2
tanh
[

r − (x − ct)
]
, (2)
where r = √2 + 8, and the wave speed is deﬁned as
c = (− r)(2− 1)+ 2
4
. (3)
In this paper we consider the extended Burgers–Huxley equation
ut =−uxxxx + uxx − uux − u(u− 1)(u− ) (4)
with the parameters > 0, > 0, < 0, > 0, where the fourth-order derivative term is added to account
for long-range effects as they appear, for example, in the studies of population dynamics [18,4]. The
questions to be addressed are as follows. First, we consider the Eq. (4) on a ﬁnite domain with periodic
boundary conditions and prove the convergence result, namely, that under certain restrictions on the initial
data u(x, 0), the solutions of (4) tend to 1 uniformly in x. Then we use the geometric singular perturbation
theory to prove the persistence of the travelling wave solutions (2) of the Eq. (1) in the presence of a
small fourth-order derivative term (>1). These travelling waves are qualitatively similar to those of the
Burgers–Huxley equation.
2. Nonlinear stability of the uniform steady state u= 1.
In this section we employ the technique used by Bartuccelli et al. [3] to prove the convergence result
for the Eq. (4) in the following setting:
ut =−uxxxx + uxx − uux − u(u− 1)(u− ), 0xL, t > 0,
initial condition u(x, 0)= u0(x),
periodic boundary conditions at x = 0, L. (5)
We centre Eq. (5) on the uniform steady state u ≡ 1 by introducing a function v(x, t) as
u(x, t)= 1+ v(x, t) (6)
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and the following time-dependent functionals
JN : =
∥∥∥∥∥
N
v
xN
∥∥∥∥∥
2
2
=
∫ L
0
(
Nv
xN
)2
dx.
Substituting (6) in (5) we obtain an equation for the function v in the form
vt =−vxxxx + vxx − vx − vvx − (1− )v − (2− )v2 − v3. (7)
If one can show that ‖v(·, t)‖∞ → 0 as t →∞ then this implies a uniform convergence of solutions of
the Eq. (5) to the non-trivial steady state u= 1. Thus, we start the analysis by investigating the evolution
equation for the L2-norm of v, namely, J0. Differentiating J0 with respect to time and inserting the RHS
of (7) after some computations give
1
2
J˙0 =−J2 − J1 − (1− )J0 − (2− )
∫ L
0
v3 dx − 
∫ L
0
v4 dx, (8)
where the -terms vanish under the periodic boundary conditions. By using the fact that
−(2− )
∫ L
0
v3 dx(2− )‖v‖∞J0
and
−
∫ L
0
v4 dx − L−1J 20 ,
the Eq. (8) turns into
1
2 J˙0 − J2 − J1 − (1− )J0 + (2− )‖v‖∞J0 − L−1J 20 . (9)
Now, the last term to be estimated is ‖v‖∞. This can be achieved using the following recent interpolation
inequality with the sharp and explicit constant [14]
‖v‖∞cJ 1/82 J 3/80 + L−1/2J 1/20 , c =
(
4
27
)1/8
. (10)
Applying this inequality to the fourth term in (9) we arrive at
1
2 J˙0 − J2 − J1 − (1− )J0 + c(2− )J 1/82 J 11/80
+ (2− )L−1/2J 3/20 − L−1J 20 . (11)
Next, we employYoung’s inequality to split the term c(2− )J 1/82 J 11/80 into two as follows:
c(2− )J 1/82 J 11/80 
1
8
J2 + 78
(c(2− ))8/7
1/7
J
11/7
0 .
Substituting this expression in (11) one obtains
1
2
J˙0 − 78 J2 − J1 − (1− )J0 +
7
8
(c(2− ))8/7
1/7
J
11/7
0
+ (2− )L−1/2J 3/20 − L−1J 20 .
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By neglecting the ﬁrst two negative-deﬁnite terms one gets the following inequality for J0
1
2
J˙0 − (1− )J0 + 78
(c(2− ))8/7
1/7
J
11/7
0
+ (2− )L−1/2J 3/20 − L−1J 20 : =f (J0). (12)
From assumption > 0, < 0 it follows that (1 − )> 0, and we may conclude that for J0 small, and
for J0 large the function f (J0) is negative. It is easy to check that
f (L)= 7
8
(c(2− ))8/7
1/7
L11/7> 0,
hence f (J0) is positive in some intermediate range. Therefore, if J0(0)< J ∗, where J ∗ is the smallest
positive root of f (J0)= 0, then J0 → 0 as t →∞.
Next, we differentiate the Eq. (7) with respect to x and obtain the following evolution equation for J1:
1
2
J˙1 = − 
∫ L
0
vxvxxxxx dx +
∫ L
0
vxvxxx dx − 
∫ L
0
vxvxx dx − 
∫ L
0
vvxvxx dx
− 
∫ L
0
v3x dx − (1− )
∫ L
0
v2x dx − 2(2− )
∫ L
0
vv2x dx − 3
∫ L
0
v2v2x dx.
After some computations we obtain
1
2
J˙1 − 78 J3 − J2 +
7
81/7
(c
2
)8/7
J
11/7
1 − (1− )J1 +
(2− )2
3
J1.
Finally, combining the last two terms gives
1
2
J˙1 − 78 J3 − J2 +
7
81/7
(c
2
)8/7
J
11/7
1 +
(2 − + 1)
3
J1.
By omitting the second negative-deﬁnite term and using the fact that −J3 − J 31 /J 20 we arrive at
1
2
J˙1 − 78
J 31
J 20
+ 7
81/7
(c
2
)8/7
J
11/7
1 +
(2 − + 1)
3
J1. (13)
As it was previously proved, J0 → 0 as t →∞, and consequently, we may conclude that
J1(t)const, t0.
With the help of the interpolation inequality for ‖v‖∞ in the form
‖v‖∞J 1/41 J 1/40 + L−1/2J 1/20
and employing the above-mentioned results we have that ‖v‖∞ → 0 as t → ∞, and accordingly
limt→∞u(x, t)= 1 uniformly in x.
Below, we summarise our ﬁndings in the following theorem which represents a condition on the initial
data that is sufﬁcient for convergence.
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Theorem 1. Suppose that , , > 0 and < 0. If the initial data satisfy∫ L
0
(u(x, 0)− 1)2 dx <J ∗,
where J ∗ is the smallest positive root of
f (J0)=−(1− )J0 + 78
(c(2− ))8/7
1/7
J
11/7
0 + (2− )L−1/2J 3/20 − L−1J 20 = 0
with c = ( 427)1/8, then the solution u(x, t) of (5) satisﬁes
lim
t→∞ u(x, t)= 1,
uniformly in x ∈ [0, L].
3. Travelling waves
In this section, the geometric singular perturbation theory and Fenichel’s invariant manifold theory
[11,15] are used to prove the persistence of the travelling wave solutions for the Eq. (4) on an inﬁnite
domain. Similar techniques have been used to prove persistence for the delayed Fisher equation inAshwin
et al. [2] and also for the fourth-order diffusion equation in Akveld and Hulshof [1].
It is known that the Burgers–Huxley equation (1) admits travelling wave solutions of the form (2) con-
necting the two steady states u= 0 and u= 1. We intend to show that for the extended Burgers–Huxley
equation with the small perturbation parameter multiplying the fourth-order derivative term these travel-
ling wave solutions persist. Let = 2 with >1, then (4) becomes
ut =−2uxxxx + uxx − uux − u(u− 1)(u− ), x ∈ (−∞,∞). (14)
Looking for the travelling wave solutions of the form
u(x, t)= U(z), where z= x − ct
and inserting this into (14) we obtain
−2U ′′′′ + U ′′ − UU ′ + cU ′ − U(U − 1)(U − )= 0. (15)
By deﬁning U ′ = v, v′ = y and y′ = w one can rewrite (15) as the following system of ODEs
U ′ = v,
v′ = y,
y′ = 1

w,
w′ = 1

(y − Uv + cv − U(U − 1)(U − )), (16)
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Fig. 1. Qualitative positions of the eigenvalues . Left: Spectrum of A0. Right: Spectrum of A1.
or, equivalently,
Yz = F(Y ), F (Y )=


v
y
1
w
1
 (y − Uv + cv − U(U − 1)(U − ))

 , Y =


U
v
y
w

 .
The equilibrium steady states for this system are 0= (U, v, y,w)= (0, 0, 0, 0) and 1= (U, v, y,w)=
(1, 0, 0, 0). The linearisation near the steady state 0 has the following properties. Let
A0
def= DF(0)=


0 1 0 0
0 0 1 0
0 0 0 1/
−/ c/ 1/ 0


and the characteristic equation for A0 is
24 − 2 − c+ = 0. (17)
For  = 0, this equation has two roots in the left complex half-plane. Recalling that < 0, one has to
require c2
√− to ensure that both of these roots are real. Violation of this condition would result in
oscillations of U about the origin, which should be excluded since we restrict ourselves to the case of
U0. For > 0, the qualitative positions of the eigenvalues  are pictured in Fig. 1 (left). Similarly, the
linearisation near the steady state 1 is
A1
def= DF(1)=


0 1 0 0
0 0 1 0
0 0 0 1/
(− 1)/ (c − )/ 1/ 0


with the corresponding characteristic equation for A1
24 − 2 + (− c)− (− 1)= 0. (18)
Positions of  in this case are displayed in Fig. 1 (right). From Fig. 1 one can gain that for  sufﬁciently
small there are the following situations. Let c > 0 be deﬁned by (3). Then, for > 0, > 0, < 0 the
Eq. (17) has four real roots: three negative and one positive. Likewise, for the same range of parameters,
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the eigenvalues at the steady state 1 determined by equation (18) are also all real: two positive and two
negative. Therefore, the sum of the dimensions of stable and unstable manifolds is ﬁve, while the phase
space has the dimension four. For this reason thesemanifoldsmight intersect along one-dimensional curve
in R4. Below we shall prove the existence of a connection between 0= (0, 0, 0, 0) and 1= (1, 0, 0, 0).
We rewrite the system (16) in the following way:
dU
dz
= v,
dv
dz
= y,

dy
dz
= w,

dw
dz
= y − Uv + cv − U(U − 1)(U − ) (19)
and with = z/, it becomes
dU
d
= v,
dv
d
= y,
dy
d
= w,
dw
d
= y − Uv + cv − U(U − 1)(U − ). (20)
We call this system the “fast system” associated with (19). If in (19) = 0, then U and v are governed by
d2U
dz2
+ cdU
dz
− U dU
dz
− U(U − 1)(U − )= 0, v = dU
dz
,
while y and w must lie on the set
M0 : ={(U, v, y,w) ∈ R4 : w = 0 and y − Uv + cv − U(U − 1)(U − )= 0},
which is a two-dimensional submanifold of R4.
We claim that for  sufﬁciently small there exists a two-dimensional sub-manifoldM of R4 which is
within O() ofM0 and which is invariant for the ﬂow (19). By Fenichel’s invariant manifold theory such
a perturbed invariant manifoldM will exist ifM0 is “normally hyperbolic”.
Deﬁnition (Fenichel [11]). The manifoldM0 is said to be normally hyperbolic if the linearisation of the
fast system, restricted toM0, has exactly dim M0 eigenvalues on the imaginary axis, with the remainder
of the system hyperbolic.
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The linearisation of the fast system (20), restricted toM0 (i.e. = 0) has the matrix

0 0 0 0
0 0 0 0
0 0 0 1
s − v c − U 1 0

 (21)
with
s = 2U − 3U2 + 2U − .
This matrix has eigenvalues 0, 0,−1, 1. Thus, M0 is normally hyperbolic, and the perturbed manifold
M exists.
Next, we determine the dynamics onM. In order to do it let us write
M = {(U, v, y,w) ∈ R4 : w = g(U, v, ), y = h(U, v, )
+ Uv − cv + U(U − 1)(U − )}, (22)
where the functions g and h (to be found) satisfy
g(U, v, 0)= h(U, v, 0)= 0.
Substitution of (22) into (19) gives that g(U, v, ) and h(U, v, ) satisfy the following system:

[
v
h
U
+ h
v
(h+ Uv − cv + U(U − 1)(U − ))− ch+ c2v − cUv
−cU(U − 1)(U − )− 3U2v + 2Uv + 2Uv − v]= g,

[
v
g
U
+ g
v
(h+ Uv − cv + U(U − 1)(U − ))
]
= h.
Now, we expand g and h in Taylor series in the variable :
g(U, v, )= g(U, v, 0)+ g(U, v, 0)+ 12 2g(U, v, 0)+ · · · ,
h(U, v, )= h(U, v, 0)+ h(U, v, 0)+ 12 2h(U, v, 0)+ · · · .
Powers of 0 give
g(U, v, 0)= h(U, v, 0)= 0,
as expected. At the next order of  we obtain
g(U, v, 0)= c2v − cUv − cU(U − 1)(U − )− v[3U2 − 2U − 2U + ],
h(U, v, 0)= 0
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and powers of 2 give
g(U, v, 0)= 0,
h(U, v, 0)= v[c(−v − 3U2 + 2U(+ 1)− )− 6U + 2+ 2]
+ [−cv + Uv + U(U − 1)(U − )][c2 − cU
− 3U2 + 2U + 2U − ].
Thus,
h(U, v, )= 2h1(U, v, ),
where
h1(U, v, )= 12h(U, v, 0)+ O(),
and the system (19) becomes
dU
dz
= v,
dv
dz
= Uv − cv + U(U − 1)(U − )+ 2h1(U, v, ). (23)
These equations determine the dynamics on the “slow” manifoldM.
4. The ﬂow on the manifoldM
When =0, system (23) reduces to a system of coupled ﬁrst-order ODEs for the travelling front solution
of the Burgers–Huxley equation (1). This system has the following equilibria of interest: (U, v)= (0, 0)
and (U, v)= (1, 0). Let (U0, v0) be the solution of (23) when = 0, then in the (U, v) phase plane this
solution is a connection between (1, 0) and (0, 0). We now employ the Fredholm theory to show that for
> 0 sufﬁciently small there exists a heteroclinic connection between the critical points (1, 0) and (0, 0)
of (23). This connection corresponds to a travelling wave solution of (14).
To seek such a connection, set
U = U0 + 2U˜ , v = v0 + 2v˜
and substitute into (23). To the lowest order in  the system governing (U˜ , v˜) is
d
dz
(
U˜
v˜
)
−
(
0 1
3U20 − 2(+ 1)U0 + + v0 U0 − c
)(
U˜
v˜
)
=
(
0
h1(U0, v0, 0)
)
(24)
and we want to prove this system has a solution satisfying
U˜ , v˜ → 0 as z →±∞.
By Fredholm theory, the system (24) has a square-integrable solution iff the following compatibility
condition holds∫ ∞
−∞
(
x(z),
(
0
h1(U0(z), v0(z), 0)
))
dz= 0,
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for all functions x(z) in the kernel of the adjoint of the operator deﬁned by the left-hand side of (24). The
adjoint system for (24) has the form
dx
dt
=
(
0 −3U20 + 2(+ 1)U0 − − v0−1 c − U0
)
x. (25)
As z → ∞ we have U0 → 0, v0 → 0, and the matrix in (25) is then a constant matrix with eigenvalues
 satisfying
2 − c− = 0. (26)
From (26) we can see that both eigenvalues are positive or have a positive real part (since < 0, > 0), and
as z →∞ any solution of (26), other then the zero solution, must grow exponentially. The only solution
in L2 is therefore the zero solution x(z) = 0, and consequently the Fredholm orthogonality condition
holds. Thus, we have proved the existence of the desired connection on the manifold M. These results
are summarised in the following theorem.
Theorem 2. For c > 0 deﬁned in (3), there exists 0 such that for every  ∈ (0, 0], Eq. (14) admits a
travelling wave solution u(x, t)= U(z) satisfying U(−∞)= 1 and U(∞)= 0, where z= x − ct .
5. Conclusions
Starting with the Burgers–Huxley equation (1) we extended it by adding a fourth-order derivative term
and addressed the following two questions: under what conditions on the initial data will the solutions
of the perturbed equation converge to the uniform steady state u = 1, and if the coefﬁcient near the
fourth-order derivative term is sufﬁciently small, what would happen with the travelling wave solutions
(2).
The equations similar to the Burgers–Huxley equation (1) with fourth-order derivative have been
considered in the context of population biology [18,4], the theory of phase transitions [6], the studies of
the second order materials [5,17], etc. Positivity of solutions for such equations is always particularly
important since little is known about the sign of the fourth-order derivative term in the evolution and
the maximum principle [20] does not apply. We establish the eventual positivity of the solutions for all t
sufﬁciently large by proving the uniform convergence of the solutions to the positive steady state u= 1
under certain restrictions on the L2-norm of the initial data. These results are accumulated in Theorem 1.
Since travelling wave solutions are always important for the above-mentioned equations, therefore it
is natural to ask a question about persistence of the travelling wave solution (2) in the extended equation
(4). Considering equation (14) with the help of the invariant manifold theory and geometric singular
perturbation theory we have proved (for >1) the persistence of the solutions (2).
In general, the techniques used in this paper can be employed for various other equation, for example,
the generalised Fisher equation [10]
ut =−2uxxxx + uxx + pu(1− ur)(q + ur),
or the generalised Burgers–Huxley equation [8,21]
wt = wxx − wmwx + w(1− wm)(wm − ).
Y.N. Kyrychko et al. / Journal of Computational and Applied Mathematics 176 (2005) 433–443 443
References
[1] M.E. Akveld, J. Hulshof, Travelling wave solutions of a fourth-order semilinear diffusion equation, Appl. Math. Lett. 11
(1998) 115–120.
[2] P.Ashwin,M.V. Bartuccelli, T.J. Bridges, S.A. Gourley, Travelling fronts for the KPP-Fisher equation with spatio-temporal
delay, Z. Angew. Math. Phys. 53 (2002) 103–122.
[3] M.V. Bartuccelli, S.A. Gourley, A.A. Ilyin, Positivity and the attractor dimension in a fourth-order reaction–diffusion
equation, Proc. R. Soc. London A 458 (2002) 1431–1446.
[4] D.S. Cohen, J.D. Murray, A generalised diffusion model for growth and dispersal in a population, J. Math. Biol. 12 (1981)
237–249.
[5] B.D. Coleman, M. Marcus, V.J. Mizel, On the thermodynamics of periodic phases, Arch. Rational Mech.Anal. 117 (1992)
321–347.
[6] G.T. Dee, W. van Saarloos, Bistable systems with propagating fronts leading to pattern formation, Phys. Rev. Lett. 60
(1988) 2641–2644.
[7] P.G. Estévez, Non-classical symmetries and the singular manifold method: the Burgers and the Burgers–Huxley equations,
J. Phys. A 27 (1994) 2113–2127.
[8] P.G. Estévez, P.R. Gordoa, Painlevé analysis of the generalized Burgers–Huxley equation, J. Phys. A 23 (1990)
4831–4837.
[9] P.G. Estévez, P.R. Gordoa, Nonclassical symmetries and the singular manifold method: theory and six examples, Stud.
Appl. Math. 95 (1995) 73–113.
[10] E.G. Fan, Traveling wave solutions for nonlinear equations using symbolic computation, Comput. Math. Appl. 43 (2002)
671–680.
[11] N. Fenichel, Geometric singular perturbation theory for ordinary differential equations, J. Differential Equations 31 (1979)
53–98.
[12] R. Fitzhugh, Mathematical models of excitation and propagation in nerve, in: H.P. Schwan (Ed.), Biological Engineering,
McGraw-Hill, NewYork, 1969, pp. 1–85.
[13] A.L. Hodgkin,A.F. Huxley,A quantitative description of membrane current and its application to conduction and excitation
in nerve, J. Physiol. 117 (1952) 500–544.
[14] A.A. Ilyin, Best constants in multiplicative inequalities for sup-norms, J. London Math. Soc. 58 (1998) 84–96.
[15] C.K.R.T. Jones, Geometric singular perturbation theory, L. Arnold, R. Johnson (Eds.), CIME Lectures on Dynamical
Systems, Lecture Notes in Mathematics, vol. 1609, Springer, Heidelberg, 1995.
[16] B.Q. Lu, B.Z. Xiu, Z.L. Pang, X.F. Jiang, Exact traveling wave solution of one class of nonlinear diffusion equation, Phys.
Lett. A 175 (1993) 113–115.
[17] M. Marcus, Uniform estimates for a variational problem with small parameters, Arch. Rational Mech. Anal. 124 (1993)
67–98.
[18] J.D. Murray, Mathematical Biology I: An Introduction, Springer, NewYork, 2002.
[19] L.A. Peletier, W.C. Troy, Spatial Patterns: Higher-order Models in Physics and Mechanics, Birkhäuser, Boston, 2001.
[20] M.H. Protter, H.F.Weinberger, Maximum Principles in Differential Equations, Prentice-Hall, Englewood Cliffs, NJ, 1967.
[21] X.Y. Wang, Z.S. Zhu,Y.K. Lu, Solitary wave solutions of the generalised Burgers–Huxley equation, J. Phys. A 23 (1990)
271–274.
