Abstract. In this paper we consider the semilinear problem with critical growth in the Heisenberg group −∆ H n u = u (Q+2)/(Q−2) + λu in Ω, u > 0 in Ω, u = 0 in ∂Ω, and we provide a multiplicity existence result involving Lusternik-Schnirelmann category.
Introduction
We consider the critical boundary value problem
where Ω is a smooth bounded open subset of the Heisenberg group H n , ∆ H n is the subelliptic Laplacian (also called Kohn Laplacian) on H n , Q = 2n + 2 is the homogeneous dimension of H n and λ is a real parameter. In what follows we also denote by λ 1 the first eigenvalue of −∆ H n .
Throughout the paper we denote by cat X (Y ) the Lustenik-Schnirelman category of Y in X, i.e. the least nonnegative integer m such that Y can be covered by m closed and contractible subsets of X.
In order to prove the above theorem, we consider the functional f λ (u) = ∇ H n u 2 2 − λ u 2 2 constrained to the manifold V = {u ∈ S 1 0 (Ω) | u + Q * = 1}, whose critical points give solutions of P λ (Ω) (see below for the notations). In analogy with the Euclidean case in [21] and [16] , we find m critical levels below the best Sobolev constant S (see (2. 3)) corresponding at least to m distinct solutions (see Theorem 4.1). Moreover, we establish the existence of a further solution, as in [20] for the Euclidean setting. Indeed, in this paper, we find m − 1 other critical levels greater than S, corresponding to different values of the category of a fixed set with respect to a varying ambient space (see Proposition 4.2). We expect that these critical levels give at least other m − 1 distinct solutions (in addition to the one already found). However this is still an open problem, even in the setting of the classical Laplace operator.
The main tools in the proof of Theorem 1.1 are a representation theorem for Palais-Smale sequences (see Theorem 2.2) and some techniques introduced by Benci and Cerami in [1] and by Passaseo in [20] . We stress that the proof of the cited representation theorem is much more delicate than in the Euclidean setting and leads to the further H-flat assumption for the domain Ω (see also [9] ).
For the reader convenience we now fix the main notation before recalling the background results related to the problem P λ (Ω). The Heisenberg group H n is the homogeneous Lie group whose underlying manifold is R 2n+1 with the group law defined by (1.1) ξ · ξ = (x + x , y + y , t + t + 2(x y − xy )),
The subelliptic Laplacian on H n is defined as
Consider the left translations on H n and, for λ > 0, the natural H-dilations so
Denoting by ∇ H n = (X 1 , . . . , X n , Y 1 , . . . , Y n ) the subelliptic gradient on H n , then both ∇ H n and ∆ H n are invariant with respect to left translations and they are homogeneous (respectively of degree 1 and 2) with respect to the dilations. In other words we have
The Jacobian determinant of δ λ is λ Q , where Q = 2n + 2. This number Q is called the homogeneous dimension of H n and it plays a role analogous to the topological dimension in the Euclidean case. The homogeneous norm of the space is
and the natural distance is defined by
We shall denote by
A basic role is played by the following Sobolev-type inequality:
where Q * = 2Q/(Q − 2) and C > 0 only depends on the homogeneus dimension Q. This inequality ensures in particular that
is a norm on C ∞ 0 (Ω). We denote by S 1 0 (Ω) the closure of C ∞ 0 (Ω) with respect to this norm. Then with the inner product u, v
(Ω) becomes a Hilbert space. Notice that the number Q * in (1.4) is the critical Sobolev exponent for ∆ H n since the embedding
Following the arguments in [6] for the classical Laplacian case, it is easy to prove that if λ ≥ λ 1 , then P λ (Ω) has no solutions, where λ 1 is the first eigenvalue
The existence of a solution to P λ (Ω) is also strictly related to the topology and the geometry of Ω. For instance, we refer to [13] , where the notion of δ-starshapedness is introduced. Let us define the vector field
Then a piecewise C 1 open set of H n , Ω = H n , is said to be δ-starshaped with respect to a point ξ 0 ∈ Ω if X · N ≥ 0 at every point of ∂(τ ξ
(Ω)), where N denote the outer unit normal to the boundary of τ ξ
(Ω). In [13] , it is proved that if Ω is δ-starshaped and λ ≤ 0, then P λ (Ω) has no solution. A remarkable fact is that in the same paper they give a first example of noncontractible domain, precisely Ω = {(z, t) ∈ H n |r 0 < |z| < r 1 , |t| < T } for fixed r 0 , r 1 , T > 0, in which P λ (Ω) has at least one solution for λ ≤ 0. The case λ = 0, i.e. the problem
in Ω,
has been intensively studied. First of all in the case Ω = H n Jerison and Lee found an explicit solution ω of P 0 (H n ) (see [14] , [15] ) and proved that any other solution in S 1 0 (H n ) can be obtained from ω by H-dilations and left translations.
On the other hand, if Ω is a halfspace of H n then in [17] , [23] it is shown that P 0 (Ω) has no solution in S 1 0 (Ω). These uniqueness and non existence results allow the proof of a representation theorem based on the concentration compactness principle. Since the exponent Q * is the critical exponent, the Palais-Smale sequences of the functional naturally associated to the problem P λ (Ω) are in general not compact. In [9] the authors studied this loss of compactness for λ = 0 and they proved that the nonnegative Palais-Smale sequences can be represented in terms of the solutions of the same problem on a different open subset D of H n , called set at infinity. In the same paper, a complete description of such sets D was given along with a definition of H-flat domains for which the sets at infinity can only be the whole space H n or a halfspace. In conclusion, since in a halfspace there is no solution while in the whole space all the solutions are known, one can obtain a complete characterization of the compactness levels for a H-flat domain (see [9, Theorem 3.5] ). This allows the authors in [9] to prove a Bahri-Coron type existence result for the problem P 0 (Ω). In [9] it is also proved that there exist contractible domains in which P 0 (Ω) has solution.
As it is well known, the above mentioned characterization is crucial in the proof of the existence results for semilinear problems with critical growth. For this reason in Section 2 we sketch the proof of an analogous representation theorem for a functional related to P λ (Ω). Then, in Section 3, properties of the functional f λ constrained to V are studied and in Section 4 we prove our main results. We would like to end this introduction by citing the recent papers [2] - [5] , [7] , [11] , [12] , [18] , [19] where related topics on the Heisenberg group are investigated.
Representation theorem
Let us first recall the definition of H-flat domain introduced in [9] . Definition 2.1. Let Ω be a smooth bounded domain of H n , ξ 0 ∈ ∂Ω and ϕ be a smooth function which describes ∂Ω in a neighbourhood of ξ 0 , i.e. ϕ:
where q H ϕ(ξ 0 ) is the quadratic form associated to the Hessian matrix ∇ 2 H n ϕ along the vector fields of the subelliptic gradient ∇ H n , i.e.
where (∇ H n ) i denotes the i-th component of ∇ H n . We say that Ω is H-flat if it is H-flat at any characteristic point of its boundary.
n , we will denote
For the case λ = 0, Jerison and Lee found an explicit solution of the problem
when Ω = H n (see [14] , [15] ). Precisely, let K:
Then, by (1.4), we have S > 0. S is called the best Sobolev constant for the embedding of
open set Ω ⊆ H n and the infimum is achieved when Ω = H n , while this does not happen when Ω = H n . Indeed Jerison and Lee proved that, up to a positive constant C, the function
is such that K(ω) = K(ω µξ ) = S. Moreover, ω is the unique solution of the problem P 0 (Ω) in Ω = H n (in the sense that all other solutions are of the form ω µξ ). We recall that in [9, Theorem 3.5] a representation theorem for Palais-Smale sequences of the functional
We shall now consider these functionals
Our main goal of this section is to prove the following representation theorem for Palais-Smale sequences of F λ .
Then there exist a function
in Ω such that (up to subsequences)
where ω λ ik ξ ik is according to (2.1) and ω is defined in (2.4). We observe that
Remark 2.3. The hypothesis Ω H-flat allows to characterize the problems at infinity and to obtain a complete description of the compactness levels of the Palais-Smale sequences. Without that hypothesis, one can still obtain existence results but only at low levels (as in [8] ).
The proof is based on standard techniques already adopted on proving analogous theorems present in literature. But, since Theorem 2.2 is not directly referable to the representation theorems in [8] , [9] , neither to the results in the Euclidean case in [22] , [1] , it is opportune to give a sketch of the proof and underline the main differences. The first lemma allows us to consider Palais-Smale sequences of F 0 weakly convergent to 0 instead of Palais-Smale sequences of F λ . 
We refer to [1] or [22] for the proof of an analogous proposition. If ξ ∈ H n and A is a subset of H n , we denote d(ξ, A) = inf{d(ξ, a) | a ∈ A}.
Lemma 2.5. Let Ω be a H-flat domain of H n and let (v k ) be a sequence in
and a function in
Proof. The construction of the sequences (λ k ), (ξ k ) and of the function solution of the problem P
to Ω, i.e. D is obtained as limit of the subsequence of sets
(Ω))), can be made as in [8, Lemma 2.3] . However in our case Ω is H-flat, so D = H n or D is a halfspace. The last case is not possible because we already pointed out that P + ∞ (D) has no solution in an halfspace (see [17] and [23] ). So we can conclude that D = H n and F ∞ ( ) = 0. We explicitly notice that in this case the hypothesis of v k to be nonnegative is not necessary because > 0 is consequence of our definition of F ∞ . In fact, because of
Lemma 2.6. Let v k , λ k , ξ k , be as in Lemma 2.5. Then it is possible to consider a projection P k : S 1 0 (H) → S 1 0 (Ω) (that can depend on k) with the following properties
Proof. Even if our metric is different from the Euclidean one, the idea introduced in [22] can be adopted also in this case. In particular we choose
Using the invariance with respect to left translations of the subelliptic gradient, its homogeneous property with respect to dilations and (2.1), as in [22] , all the properties can be verified.
From these results, Theorem 2.2 easily follows.
Proof of Theorem 2.2. Using a standard iteration (see [8] or [22] ) based on Lemma 2.5 and on the properties of Lemma 2.7, it is easy to find m solutions ω (1) , . . . , ω (m) of the problem at infinity F ∞ (u) = 0 such that
However we explicitly observe that if ω (i) is such that F ∞ (ω (i) ) = 0, then ω (i) > 0 and so it is a solution of P ∞ (H n ) and, in particular, it can be obtained from ω by translations and dilations. In conclusion, noting that F ∞ (ω
, we get the thesis.
Preliminaries
Let Ω be a bounded domain of H n and let f λ :
We consider the following C 2 -manifold of
Then there is a correspondence between critical points of the restriction f λ|V and solutions of the problem P λ (Ω). More precisely Remark 3.1. If λ ∈ (0, λ 1 ), then u is a solution of P λ (Ω) if and only if u = u/ u Q * is a critical point of f λ|V and u = (f λ (u)) (Q−2)/4 u.
This fact becomes clear if we observe that every critical point u of f λ|V is nonnegative. In fact there exists µ ∈ R such that ∆ H n u + λu + µ(u + ) Q * −1 = 0, but this implies (multiplying for u − , integrating and by definition of λ 1 ) that
Proof. First of all we notice that if u ∈ V , then
and so
(Ω) and λ ∈ (0, λ 1 ).
In fact
In conclusion S λ > 0. In order to prove that S λ < S, the function ω plays a basic role. In fact the following lemma shows that if we multiply the functions ω µ0 (see (2.1)) for a suitable cut-off function ϕ, then v µ = ϕω µ0 is such that
In particular, S λ < S.
We consider the functions
where µ > 0, ω is defined in (2.4) and ω µ0 = µ (Q−2)/2 ω • δ µ in according with
, for some positive constants c.
Proof. The main point of this proof is the strict relation between the functions ω and the norm d 0 . In fact these functions have the same behavior far from the origin. This fact allows us to use Heisenberg-polar coordinates. We recall in fact that for every 0 ≤ r 1 < r 2 and for every measurable f : [r 1 , r 2 ] → R, we have (3.7)
if at least one of the two integrals exists (we denote by | · | the Lebesgue measure on R 2n+1 ). Let us first consider v µ 2 2 :
Arguing as before we obtain
Let us now estimate ∇ H n v µ 2 2 , using the fact that ω µ0 is a solution of
Finally, following the lines of the other estimates, we obtain
Arguing in the same way we also obtain the estimate for the case Q = 4.
Our last goal for this section is to exhibit some levels where f λ|V satisfies the Palais-Smale condition. Precisely, Theorem 3.4. For all λ ∈ (0, λ 1 ) and for all c ∈ R such that 0 < c < (S
then there exists a subsequence of (u k ) that converges in
The proof of the analogous result in the Euclidean case, given in [20] , is also valid in our contest. But in order to apply those technique we have to use Theorem 2.2.
Multiplicity results
The aim of this section is to show that, if λ is small enough, then for noncontractible H-flat domains it is possible to find more than one solution of P λ (Ω). More precisely
Moreover, we will find another solution in the following way. First of all, fixed r > 0 small enough, consider these two sets homotopically equivalent to Ω (4.1) Ω
where v µ = ϕω µ0 (see (3.5) ). From now on, we will denote by f c λ the sublevels
for c ∈ R, where V is the manifold defined in (3.2). We define the levels
We will prove next proposition that is closely inspired by Passaseo method in [20] .
then for all λ ∈ (0, λ) (λ as in Theorem 4.1) there exists µ > 0 such that for all µ > µ we have
Moreover, c λ,µ,k are m − 1 critical levels of f λ|V .
Probably these critical levels correspond to distinct solutions but this is still an open problem. However we can certainly conclude as follows 
where we denote ξ = (z, t) = (x, y, t) and η = (z , t ) = (x , y , t ). Now v −Q * µ is an even function, then we obtain
The main step in the proof of Theorem 4.1 is the following result. Proof. We give a direct proof of this lemma making use of the representation theorem cited in [9] . First of all we notice that this limit exists, in particular lim λ→0 + I λ = sup λ>0 I λ . By contradiction, consider a sequence (µ i ) in R + , lim i→∞ µ i = 0, and a sequence (
2 ≥ S and (using Hölder inequality) u
1. In what follows, for brevity, we will denote by · the norm in S 1 0 (Ω) (see (1.5) ) and by F the functional F 0 defined in (2.6).
implies β(u) ∈ Ω + r . This is possible; in fact, for example, fix R such that Ω ⊂ B d (0, R) and 0 < δ 1 ≤ r/C2 Q * Q * R where C is the constant in (1.4) and
and so, since δ 1 ≤ r/C2
we can conclude that for all δ > 0 and for all i ∈ N there exists Since Ω is bounded, we can suppose ξ → ξ 0 . By use of (2.1) and Lebesgue Theorem, we obtain We infer that this implies, if δ is small enough, the existence of i 0 ∈ N such that |β(v i0 ) − ξ 0 | < r/2. In fact, from (c), follows v i Q * ≤ Cδ + 1, since Taking now δ < δ 1 , δ small enough and i 0 large we obtain |β(v i0 ) − ξ 0 | < r/2. This implies, up to a new choice of r, that also d(v i0 ), ξ 0 ) < r/2. By the choice of δ 1 , we get β(u i0 ) ∈ Ω + r , in contradiction with the hypothesis.
We are now able to prove Theorem 4.1.
Proof of Theorem 4.1. We set c λ,µ ≡ f λ (v µ / v µ Q * ). Then, by Lemma 3.3, c λ,µ < S for µ 1. Since Theorem 3.4, it is verified (PS) condition for f λ in f c λ,µ λ . Moreover, as in [6] , using Lemma 4.5 and Remark 4.4, we can prove that 
