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Abstract
There are many known upper bounds for |det(·)|, the modulus of the determinant function,
but useful lower bounds are rare. We show that if  and u are positive lower and upper bounds
on the moduli of the eigenvalues of a real or complex invertible n× n matrix A such that
|tr(A)|  n, then |det(A)|  κun−κ , where κ = κ(, u) = [(nu− |tr(A)|)/(u− )]. Since
κ  n, our lower bound improves the obvious lower bound n. In two cases the trace inequality
is automatically satisfied. If A is a diagonally dominant real matrix with positive diagonal
entries, then one can easily compute  and u using Gerschgorin’s circle theorem. While if A is
positive definite Hermitian with eigenvalues λ1  λ2  · · ·  λn, then our bound implies the
inequality det(A)  λκ1λ
n−κ
n , where κ = κ(λ1, λn). Lower bounds like those established here
have proved useful in obtaining new formulas for the approximation of π , e, square roots of
numbers, and more generally real or complex roots of arbitrary polynomials. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction and main results
We present nontrivial lower bounds for |det(A)| that depend upon tr(A) and upon
upper and lower bound estimates for the moduli of the eigenvalues of A. Our result
is not restricted to special classes or types of matrices, and we anticipate that it will
be useful in cases where a quick estimate for |det(A)| is needed, or in applications
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where a lower bound is required for the determinants of a sequence of matrices whose
dimensions are growing to infinity.
The inequalities of Hadamard and Fischer (see [2, pp. 477–478]) are perhaps the
best known upper bound inequalities for the determinant, but there are many others
such as the Fischer refinement inequalities of Pate [9]. For a complex n× n matrix
A = [aij ] the Hadamard inequality says that
| det(A)| 

 n∏
i=1
n∑
j=1
|aij |2


1/2
,
while the inequality of Fischer asserts that if M is an n× n positive semi-definite
Hermitian matrix partitioned in the form
M =
(
A B
B∗ C
)
,
where A is k × k, and C is (n− k)× (n− k), then det(M)  det(A) det(C). Other
bounds are known, but these are distinct from our result, and are restricted to special
classes of matrices. For example, Ortner and Krauter [8] have obtained an estimate
for |det(P−1)| where P is a member of a special set of Hermitian positive definite
matrices. Results for H -matrices have been obtained by Huang and You [3,4], while
Schmidt [11] has examined a restrictive class of (0, 1)-matrices. Theorem 1 provides
a lower bound for |det(·)| that is class independent, and works for all complex matri-
ces provided that eigenvalue bounds are available and a trace inequality is satisfied.
By In we mean {1, 2, . . . , n}.
Theorem 1. Let A be an n× n real or complex invertible matrix with eigenvalues
λ1, λ2, . . . , λn, and let  and u be distinct positive numbers such that   |λi |  u
for each i ∈ In. If |tr(A)|  n, and κ = (nu− |tr(A)|)/(u− ), then κun−κ 
| det(A)| with equality if and only if there exists w ∈ C with |w| = 1 such that each
of λ1, λ2, . . . , λn is either w or wu.
We first sketch a proof of the lower bound where the number κ in the inequality
is replaced by κ, where w denotes min{q ∈ Z : q  w} for each w ∈ R. Since
κ  κ the resulting inequality is slightly weaker than the inequality of Theorem 1.
Nevertheless, the proof is interesting and gives a motivation for the statement of that
theorem.
Consider the optimization problem
min
{
n∏
i=1
xi :
n∑
i=1
xi  |tr(A)|,   xi  u, i = 1, 2, . . . , n
}
.
Since
|tr(A)| =
∣∣∣∣∣
n∑
i=1
λi
∣∣∣∣∣ 
n∑
i=1
|λi |,
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it follows that x = (|λ1|, . . . , |λn|) is a feasible solution. Thus, to obtain a lower
bound for |det(A)| it suffices to solve the optimization problem. Replacing the objec-
tive function with ln(
∏n
i=1 xi), we obtain an equivalent optimization problem which
consists of the minimization of a concave function over a polytope. It is well known
[10] that the optimal solution of such concave programming problem is attained at a
vertex of the underlying polytope. It is also well known [1] that a feasible vertex must
have n linearly independent active constraints. It follows that if x∗ = (x∗1 , . . . , x∗n) is
an optimal vertex of the above optimization problem then at most one of its compo-
nents is not equal to  or u. Since |tr(A)|  n, the constraint involving the trace is
active at x∗, that is,
n∑
i=1
x∗i = |tr(A)|.
Let κ = (nu− |tr(A)|)/(u− ), and let m be the number of components of x∗ that
are equal to . If m = n, then κ = κ = n, and κun−κ = κun−κ = n; con-
sequently, if m = n, then it is trivial that the inequality of Theorem 1 holds with κ
replaced by κ. Assume that m < n. Then at least (n−m− 1) of the components
of x∗ are set at u, and the last component is set at a value r satisfying  < r  u.
Substituting these in the trace equation we get
m+ (n−m− 1)u+ r = |tr(A)|.
Thus
m(u− ) = nu− |tr(A)| − (u− r)  nu− |tr(A)|.
But, (u− r)/(u− ) < 1; hence, m = κ = max{q ∈ Z : q  κ}, and we have
n∏
i=1
xi  mun−mr  m+1un−m−1
for all admissible x = (x1, x2, . . . , xn). But, m+ 1 = κ; thus the lower bound
given in Theorem 1 is true provided that κ is replaced with κ.
We now proceed to give a different proof of the theorem which improves the
lower bound by removing the ceiling function. Since the determinant of a matrix
is the product of its eigenvalues, any inequality involving determinants is an in-
equality involving n-fold products of complex numbers. In the present case we are
concerned with a sequence λ1, λ2, . . . , λn of complex numbers contained in an an-
nulus A,u = {z ∈ C :   |z|  u} in the complex plane. Theorem 1 is obviously
equivalent to the following theorem.
Theorem 2. If 0 <  < u, and λ1, λ2, . . . , λn are members in A,u such that
|∑ni=1 λi |  n, then |∏ni=1 λi |  κun−κ , where κ = (nu− |∑ni=1 λi |)/(u− )
with equality if and only if there exists w ∈ C with |w| = 1 such that each of
λ1, λ2, . . . , λn is either w or wu.
The proof of Theorem 2 depends upon the following theorem.
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Theorem 3. Suppose 0 <  < u. If x1, x2, . . . , xn is a sequence of real numbers
such that   xi  u for each i ∈ In, and ω1, ω2, . . . , ωn is a sequence of positive
numbers such that
∑n
i=1 ωi = n, then
n∏
i=1
x
ωi
i  
κun−κ , where κ =
(
nu−
n∑
i=1
ωixi
)/
(u− ) (1.1)
with equality if and only if xi ∈ {, u} for each i ∈ In.
Proof. Define ϕ : [0, n] → R by ϕ(t) = tun−t . Note that ϕ′(t) = ln(/u)tun−t ;
hence, ϕ(·) is strictly decreasing on [0, n], and the range of ϕ(·) is [n, un]. A simple
calculation reveals that
ϕ−1(y) = n ln(u)− ln(y)
ln(u)− ln()
for each y such that n  y  un. Let S =∑ni=1 ωixi , P =∏ni=1 xωii , κ = (nu−
S)/(u− ), and ξ = ϕ−1(P ). Clearly 0  κ  n, and n  P  un; hence to com-
plete the proof it is sufficient to show that ξ  κ. But this is equivalent to showing
that
n ln(u)− ln(P )
ln(u)− ln() 
nu− S
u−  . (1.2)
If nu = S, then (1.2) is true because both sides reduce to 0. If nu /= S, then the
hypotheses imply that nu > S in which case (1.2) is equivalent to
n ln(u)− ln(P )
nu− S 
ln(u)− ln()
u−  . (1.3)
Define α : [, u] → R by α(t) = (ln(u)− ln(t))/(u− t) when   t < u, and let
α(u) = 1/u. The inequality ln(x) < x − 1 holds when x > 0 and x /= 1; hence, α(·)
is a continuous function whose derivative is negative on [, u). Letting K,u denote
(ln(u)− ln())/(u− ), we therefore have
ln(u)− ln(t)  K,u(u− t) for all t ∈ [, u]. (1.4)
Thus, in particular we have ln(u)− ln(xi)  K,u(u− xi) for each i ∈ In. Multiply-
ing by ωi and summing from 1 to n we obtain
n ln(u)−
n∑
i=1
ωi ln(xi)  K,u
(
nu−
n∑
i=1
ωixi
)
,
which is easily seen to be equivalent to (1.3). If xi ∈ {, u} for each i ∈ In, then
(1.1) obviously reduces to equality. Suppose conversely that we have equality in
(1.1). Since ϕ(·) is strictly decreasing this implies that ξ = κ, which in turn im-
plies that we have equality in (1.2). There are now two cases. If nu− S = 0, then∑n
i=1 ωi(u− xi) = 0; so, we must have xi = u for each i ∈ In. If nu− S > 0, then
equality in (1.2) implies equality in (1.3) which implies that
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n∑
i=1
ωi(ln(u)− ln(xi)) = K,u
n∑
i=1
ωi(u− xi). (1.5)
But, for each i we have ln(u)− ln(xi)  K,u(u− xi) with equality if and only if
xi =  or xi = u; hence, (1.5) cannot hold unless each of x1, x2, . . . , xn is either 
or u. This completes the proof. 
We will now use Theorem 3 to prove Theorem 2. Suppose 0 <  < u and let
λ1, λ2, . . . , λn be complex numbers such that   |λi |  u for each i, and |∑ni=1 λi |
 n. For each i let xi = |λi |, let ωi = 1, and note that the hypotheses of Theo-
rem 3 are satisfied with respect to , u, x1, x2, . . . , xn, and ω1, ω2, . . . , ωn. Thus, if
κ = (nu−∑ni=1 xi)/(u− ), then∣∣∣∣∣
n∏
i=1
λi
∣∣∣∣∣ =
n∏
i=1
xi  κun−κ . (1.6)
Let ξ = (nu− |∑ni=1 λi |)/(u− ). Since |∑ni=1 λi |  n, the triangle inequality
implies that 0  κ  ξ  n. But the function ϕ(t) = tun−t is strictly decreasing on
[0, n]; so, ϕ(κ)  ϕ(ξ). Combining this with (1.6) we immediately obtain∣∣∣∣∣
n∏
i=1
λi
∣∣∣∣∣  ϕ(ξ) = ξun−ξ , (1.7)
which is the inequality of Theorem 2. If there exists w ∈ C with |w| = 1 such that
each λi is either w or wu, then (1.7) obviously reduces to equality; so, assume con-
versely that |∏ni=1 λi | = ξun−ξ , where κ = (nu−∑ni=1 xi)/(u− ). Then, κ =
ξ, and
∏n
i=1 xi = ϕ(κ); therefore, according to Theorem 3 each xi is either  or
u. But, the equality κ = ξ implies that |∑ni=1 λi | =∑ni=1 |λi |, which implies that
there exists w ∈ C with |w| = 1 such that λi = w|λi | = wxi for each i ∈ In. Since
each xi is either  or u, each of λ1, λ2, . . . , λn must be either w or wu. The proofs
of Theorems 1 and 2 are now complete.
We will now state some corollaries of Theorem 1.
If A is an n× n complex matrix, then the optimum choice for u is ρ(A), the
spectral radius of A, while the optimum choice for  is (ρ(A−1))−1. If λ+ and λ−
denote the eigenvalues of A of maximum and minimum modulus, respectively, then
ρ(A) = |λ+| and (ρ(A−1))−1 = |λ−|. Therefore, we have the following corollary.
Corollary 1. Suppose A is an n× n real or complex matrix such that |λ+| > |λ−|.
If |tr(A)|  n|λ−|, and κ = (n|λ+| − tr(A))/(|λ+| − |λ−|), then |λ−|κ |λ+|n−κ 
| det(A)|.
If A is positive definite and Hermitian, then ρ(A) = λ+ and (ρ(A−1))−1 = λ−.
Moreover, the condition |tr(A)|  n is automatically satisfied; thus, we have the
following corollary.
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Corollary 2. If A is an n× n positive definite Hermitian matrix such that λ+ > λ−,
and κ = (nλ+ − tr(A))/(λ+ − λ−), then λκ−λn−κ+  det(A).
Corollary 3. Suppose A is an n× n diagonally dominant real or complex ma-
trix. For each i ∈ In let ri =∑nj =i |aij |, let  = min{|aii | − ri : i ∈ In}, and let
u = max{|aii | + ri : i ∈ In}. If |tr(A)|  n, then κun−κ  | det(A)|, where κ =
(nu− |tr(A)|)/(u− ).
Proof. From Gerschgorin’s theorem each eigenvalue lies in one of the circles Ci =
{z : |z− aii |  ri}. This and diagonal dominance implies that if λ is an eigenvalue
of A, then we must have 0 <   |aii | − ri  |λ|  |aii | + ri  u. We may now
invoke Theorem 1 to complete the proof. 
Corollary 4. Let A be an n× n diagonally dominant real matrix with positive di-
agonal entries. If , u, and κ are defined as in Corollary 3, then κun−κ  | det(A)|.
Proof. In this case  = min{aii − ri : i ∈ In}; so,   ajj for each j ∈ In. There-
fore, n 
∑n
j=1 ajj = |
∑n
j=1 ajj |; so Corollary 4 follows from Corollary 3. 
Finally, we will use Theorem 1 to obtain an upper bound for |det(A)|.
Corollary 5. Let A be an n× n real or complex invertible matrix with eigenvalues
λ1, λ2, . . . , λn, and let  and u be distinct positive numbers such that   |λi |  u
for each i ∈ In. If |tr(A−1)|  nu−1, and κ = [(nu− u|tr(A−1)|)/(u− )], then
|det(A)|  n−κuκ  un.
Proof. Let ξi denote λ−1i for each i, and note that u−1  |ξi |  −1. In other words
each of ξ1, ξ2, . . . , ξn is in Au−1,−1 . Since the ξi ’s are the eigenvalues of A−1, the
hypothesis |tr(A−1)|  nu−1 says that |∑ni=1 ξi |  nu−1.Thus, applying Theorem 1
we obtain that∣∣∣∣∣
n∏
i=1
ξi
∣∣∣∣∣ =
∣∣∣∣∣
n∏
i=1
λ−1i
∣∣∣∣∣  (1/u)κ(1/)n−κ , (1.8)
where
κ = n
−1 − |∑ni=1 ξi |
−1 − u−1 =
nu− u|∑ni=1 ξi |
u−  =
nu− u|tr(A−1)|
u−  . (1.9)
Taking reciprocals in (1.8) we obtain the claimed upper bound. 
2. Applications of the lower bound
We present two applications of Theorem 1 that relate to the approximation of
special numbers such as roots of polynomials.
B. Kalantari, T.H. Pate / Linear Algebra and its Applications 326 (2001) 151–159 157
Example 1. Let An be the n× n tridiagonal matrix whose diagonal entries are 4,
whose superdiagonal entries are 1, and whose subdiagonal entries are 2. For example,
if n = 3 we have
A3 =
( 4 1 0
2 4 1
0 2 4
)
.
Corollary 4 applies to An with  = 1, u = 7, and κ = n/2. Thus,
| det(An)|  7n−(n/2) = 7n/2. (2.1)
Using the above bound it is possible to show [5] that
√
2 = 2 − limn→∞ det(An)/
det(An+1). More generally, in [6] the lower bound in this paper is used as an auxiliary
result to give new formulas for the approximation of roots of complex polynomials.
By solving a difference equation it can be shown that the sequence {det(An)}∞n=1
is asymptotically equivalent to the sequence {bn}∞n=1, where bn =
√
2(2 +√2)n.
Thus, det(An) ≈
√
2(2 +√2)n  √2(3.414)n for large n; so, the estimate 7n/2 
(2.645)n in (2.1) is quite good. If we let Bn be the n× n symmetric matrix ob-
tained from An by replacing each subdiagonal and superdiagonal entry with
√
2,
then det(An) = det(Bn) for each n. By applying Corollary 4 with u = 4 + 2
√
2,
 = 4 − 2√2, and κ = n/2 we obtain the improved estimate det(An)  8n/2.
Example 2. Let Tn be the n× n upper Hessenberg matrix whose subdiagonal en-
tries are −1/2, and whose uppertriangular part consists of rows filled with the num-
bers 1, 0,−1/3!, 0, 1/5!, 0,−1/7!, etc. starting with the diagonal. For
example,
T5 =


1 0 −1/3! 0 +1/5!
−1/2 1 0 −1/3! 0
0 −1/2 1 0 −1/3!
0 0 −1/2 1 0
0 0 0 −1/2 1

 .
Clearly Tn is diagonally dominant. To find a lower bound for |det(Tn)|, we apply
Corollary 4. In this case  = 1 − α and u = 1 + α for some α, while κ = n/2. If n
is even, then
α = 1
2
+ 1
3! +
1
5! + · · ·  0.7.
Thus,
|det(Tn)|  (1 − α2)n/2  0.5n/2,
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which is considerably better than the lower bound (.3)n obtained from Gerschgorin’s
theorem. Using the above bound it is possible to show [5] that π=3 limn→∞ det(Tn)/
det(Tn+1). More generally, in [6] the lower bound of this paper is used as an auxiliary
result to give many new formulas for π .
3. Concluding remark
We have obtained a nontrivial lower bound for |det(·)| assuming that lower and
upper bounds on the moduli of eigenvalues are available, and a trace inequality is
satisfied. In Corollaries 1–4 we describe several particular contexts where our bound
might be useful. Similar results follow from different estimates for  and u. In partic-
ular, it is known that if ‖ · ‖ is any induced matrix norm, then ρ(A)  ‖A‖ for all n×
n matrices A. Thus, each and every induced matrix norm provides an admissible val-
ue for u. For example, the u of Corollary 3 is max{∑nj=1 |aij | : i ∈ In},which is sim-
ply ‖A‖∞, where ‖ · ‖∞ is the matrix norm induced from the familiar sup-norm on
Cn. If ‖ · ‖1 denotes the 1-norm, then the corresponding u is max{∑ni=1 |aij | : j ∈
In}. Other admissible estimates can be derived from the inequality ρ(A)  ‖Ak‖1/k
which holds for any induced matrix norm ‖ · ‖ and natural number k. If more infor-
mation is available on the distribution of the moduli of the eigenvalues, then tighter
lower bounds may be possible. Several applications of our bound are given, and one
expects other applications will be discovered.
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