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a b s t r a c t
This paper presents new formulations of the radial integration boundary integral equa-
tion (RIBIE) and the radial integration boundary integro-differential equation (RIBIDE)
methods for the numerical solution of two-dimensional diffusion problems with variable
coefficients. The methods use either a specially constructed parametrix (Levi function)
or the standard fundamental solution for the Laplace equation to reduce the boundary-
value problem (BVP) to a boundary–domain integral equation (BDIE) or boundary–domain
integro-differential equation (BDIDE). The radial integration method (RIM) is then em-
ployed to convert the domain integrals arising in both BDIE and BDIDEmethods into equiv-
alent boundary integrals. The resulting formulations lead to pure boundary integral and
integro-differential equationswithnodomain integrals. Furthermore, a subdomaindecom-
position technique (SDBDIE) is proposed,which leads to a sparse systemof linear equations,
thus avoiding the need to calculate a large number of domain integrals. Numerical exam-
ples are presented for several simple problems, for which exact solutions are available, to
demonstrate the efficiency of the proposed approaches.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The boundary elementmethod (BEM) has become an efficient and popular alternative to the finite elementmethod (FEM)
because of its ability, at least for some problems with constant coefficients, to reduce a BVP for a linear partial differential
equation (PDE) defined in a domain to an integral equation defined on the boundary, leading to a simplified discretization
process with boundary elements only. The main requirement for the reduction of the PDE to a boundary integral equation
(BIE) is that a fundamental solution to the PDEmust be available. Such fundamental solutions arewell known formany PDEs
with constant coefficients (see [1–4]), but are not generally available when the coefficients of the original PDE are variable.
BEM formulations for solving nonlinear, non-homogeneous problems and problems with variable coefficients usually
adopt fundamental solutions for a simplified linear, homogeneous problem with constant coefficients, generating domain
integrals in the corresponding integral equation. This feature makes the BEM less attractive, as a domain discretization is
then required.
Several methodologies have been proposed in order to overcome these difficulties. One possible technique is to find
a fundamental solution for the nonlinear, non-homogeneous problem or a problem with variable coefficients which can
provide a pure boundary integral equation. Unfortunately, these fundamental solutions are only available for some very
special cases [5–8]. A methodology was developed by Kassab and Divo [9] in which generalized fundamental solutions are
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used to achieve boundary integral equations for heat conduction problems with spatially varying conductivity. Kassab and
Divo’s technique is based on developing a generalized forcing function rather than using the Dirac delta function in the
derivation of the fundamental solutions. This technique can solve many problems, although issues have been raised by
some researchers [10,11]. In addition, as this technique has been developed for homogeneous problems, a domain integral
will still appear when dealing with heat sources.
An alternative methodology for solving PDEs with variable coefficients with the BEM without domain discretization
involves the transformation of the domain integrals appearing in the integral equation, derived by using fundamental
solutions for linear homogeneous problems, into equivalent boundary integrals. There are twopowerful techniques available
in the literature. The first is the dual reciprocity method (DRM) developed by Nardini and Brebbia [12]. In this method, the
transformation is carried out by approximating the source termwith a series of basis functions and by using their particular
solutions. A detailed description and practical applications of this method can be found in the book of Partridge et al. [13].
The drawback of this technique is that the particular solutions may be difficult to obtain for some complicated problems,
depending on the radial basis function (RBF) adopted. In addition, even for known source terms, the method still requires
an approximation of the known function using RBFs [14].
More recently, a new transformation technique, the RIM, has been developed by Gao [14,15]. The RIM can transform any
complicated domain integral to the boundary, while also removing various singularities appearing in the domain integrals.
The main feature of the RIM is that it can treat different kinds of domain integrals in a unified way since it does not resort
to particular solutions as in the DRM.
The RIM was implemented in [15] for the analysis of elastoplastic problems, in which case strong and weak singularities
were removed by transforming the domain integrals to the boundary. The RIM was also applied to thermoelastic
problems in [16], in which case the domain integrals included in both displacement and internal stress integral equations
were transformed into equivalent boundary integrals. The Green’s function for Laplace’s equation was used to derive a
boundary–domain integral equation for heat conduction problems with heat generation and spatially varying conductivity
in [17]. Then, the RIM was adopted to convert the domain integrals for both heat generation and variable thermal
conductivities to boundary integrals. Albuquerque et al. [18] extended the RIM to transform domain integrals into boundary
integrals in a BEM formulation for anisotropic plate bending problems. Numerical results showed that the RIM, although
more time-consuming, presents some advantages over the DRM in terms of accuracy and the absence of particular solutions
in the formulation for static and dynamic problems. Gao et al. [19] also implemented the RIM to solve elastic problems with
nonlinearly varying material parameters, such as for functionally graded materials and damage mechanics problems.
Another methodology for solving PDEs with variable coefficients is to use a parametrix (Levi function), which is usually
available [20,21]. This allows a reduction of themathematical problem to a boundary–domain integral or integro-differential
equation (BDIE or BDIDE) [22–26]. AL-Jawary andWrobel [22] have successfully implemented BDIE and BDIDE formulations
for stationary heat transfer in isotropic materials with variable coefficients by using domain integrals. The numerical results
show that high rates of convergence are obtained with mesh refinement. A pure BEM using the RIM has been derived and
implemented in [23,24] to solve the two-dimensional Helmholtz equation and steady state heat conduction with variable
coefficients, respectively.
A BDIE formulation and a BDIDE formulation for stationary heat transfer with variable coefficients are presented in [25]
using specially constructed localized parametrices to reduce the BVP to a localized boundary–domain integral or integro-
differential equation (LBDIE or LBDIDE). The use of specially constructed localized parametrices leads to sparsely populated
systems of linear algebraic equations. An implementation of the LBDIE method for the numerical solution of a second-
order linear elliptic PDE with variable coefficients is presented in [26], although the formulation is restricted to Neumann
boundary-value problems.
Several numerical techniques have been proposed to generate boundary integral representations for the diffusion
equation [27]. The DRM, initially applied to transient heat conduction problems by Wrobel et al. [28], interprets the time
derivative in the diffusion equation as a body force and employs the fundamental solution to Laplace’s equation to generate
a BIE. Also, Wrobel and Brebbia [29] presented an extension of the DRM to deal with nonlinear diffusion problems in which
the thermal conductivity, specific heat, and density coefficients are all functions of temperature.
Hematiyan and Karami [30] applied a meshless method as a boundary-only formulation for transient heat conduction
with heat sources. The transformation of the domain integral into the corresponding boundary integral is carried out using
Green’s theorem.
Recentwork by Yang andGao [31] adopted the Green’s function for the Laplace equation in deriving normalized BDIEs for
time-dependent problems with varying heat conductivities. The authors argued that, unlike the standard BEM, considering
the product of variable coefficients with the unknown functions as a new variable can provide accurate results. Then, the
RIM is employed to convert the resulting domain integrals into equivalent boundary integrals. However, due to theway that
they calculated the inner radial integral, the formulations still required calculating the integral inside the domain and this is
restricted to star-shaped domains. Yang et al. [32] presented analytic integrations for the RIM for heat conduction problems
with variable coefficients, which can reduce the time needed for computing the radial integrals.
Recently, a number of numerical techniqueswere developed aiming at decreasing the complexity of BEMalgorithms from
square to nearly linear. These are the fast multipole method [33], the wavelet transform [34], domain decomposition [35],
adaptive cross-approximation [36] and hierarchical matrices [37], to name but a few. Application of these algorithms for
compression and sparse storage of domain matrices was investigated for fluid flow problems by Ravnik et al. [34,38,39].
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In this paper, a new type of boundary-only integral equation technique is developed for non-homogeneous transient heat
conduction problems with variable coefficients based on the use of a parametrix. The RIM is used to convert the domain
integrals appearing in both BDIE and BDIDE to equivalent boundary integrals. Rather than adopting the RIM available in the
literature [31], in which the normalized temperature was used to formulate the integral equation, we adopt in our work
the standard BDIE and new BDIDE methods to formulate the integral equation. Moreover, the radial integral is calculated
only along the boundary. For domain integrals consisting of known functions the transformation is straightforward, while
for domain integrals that include unknown variables the transformation is accomplished with the use of augmented RBFs,
which is similar to the DRM approach. The most attractive feature of the method is that the transformations are very simple
and have similar forms for two-dimensional and three-dimensional problems.
Furthermore, we propose a domain decomposition (subdomain) approach (SDBDIE), which results in a sparse system of
equations, thus avoiding the need to calculate a large number of domain integrals. The discretization used in this paper leads
to an overdetermined system of linear equations [40,41]. Some numerical examples are given to demonstrate the efficiency
of the proposed methods.
2. Reduction of the diffusion equation to a BDIE/BDIDE
Let us consider the following diffusion equation in an isotropic non-homogeneous medium for a two-dimensional
bounded body Ω , with prescribed temperature u¯(x) on the part ∂DΩ of the boundary ∂Ω and prescribed heat flux q¯(x)
on the remaining part ∂NΩ of ∂Ω , i.e. we consider the second-order linear parabolic PDE,
2
i=1
∂
∂xi

a(x)
∂u(x, t)
∂xi

= f (x, t)+ D(x, t) ∂u(x, t)
∂t
, x ∈ Ω (1)
with the initial–boundary conditions
u(x1, x2, 0) = u0(x), for (x1, x2) ∈ Ω (2)
u(x1, x2, t) = u¯(x1, x2, t), for (x1, x2) ∈ ∂DΩ, t > 0 (3)
Tu(x1, x2, t) = q¯(x1, x2, t), for (x1, x2) ∈ ∂NΩ, t > 0 (4)
where u(x, t) is the temperature, a(x) a known variable thermal conductivity coefficient, f (x) a known heat source, T the
surface flux operator, x = (x1, x2),
[Tu](x, t) := a(x) ∂u(x, t)
∂xi
ni(x), i = 1, 2,
n1(x) and n2(x) are the components of the external normal vector n(x) to the boundary ∂Ω , u0, u¯ and q¯ are known functions,
D(x, t) = ρc , ρ is the mass density and c is the specific heat.
The Green formula for the differential operator L has the form
Ω
[uLϕ − ϕLu]dΩ =

∂Ω
[uTϕ − ϕTu]dΓ (5)
where u and ϕ are arbitrary functions.
Let L be a linear operator and G(x, y) its fundamental solution, i.e.
LxG(x, y) = δ(x− y)
where y = (y1, y2) is a source point, and δ is the Dirac delta function. Also, the fundamental solution used is the same as for
Laplace’s equation, given by
G(x, y) = 1
2π
ln |x− y| , (6)
where |x− y| = (x1 − y1)2 + (x2 − y2)2.
Then, one could take ϕ(x) = G(x, y), identify u(x)with a solution of Eq. (1), and thus arrive at the third Green identity
c(y)u(y, t)−

∂Ω
[u(x, t)TxG(x, y)− G(x, y)Tu(x, t)]dΓ (x)
=

Ω
G(x, y)f (x, t)dΩ(x)+

Ω
D(x, t)G(x, y)
∂u(x, t)
∂t
dΩ(x) (7)
where
c(y) =

1 if y ∈ Ω
0 if y ∉ Ω¯
α(y)
2π
if y ∈ ∂Ω andΩ ⊂ R2,
(8)
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where α(y) is the interior angle at a point y of the boundary ∂Ω . Substituting the boundary conditions in the Green identity
equation (7) and applying it for y ∈ ∂Ω , we arrive at a direct boundary integral equation [1,13].
For partial differential operators with variable coefficients, like L in Eq. (1), a fundamental solution is generally not
available in explicit form. In order to get the third Green identity corresponding to the operator Lwith variable coefficients
in Eq. (1), there are two approaches available in the literature.
The first approach is to use a parametrix, which is often available [20–26,42], and which is a function P(x, y) satisfying
the equation
LxP(x, y) = δ(x− y)+ R(x, y), (9)
where R(x, y) is the remainder which has no more than a weak (integrable) singularity at x = y. The fundamental solution
of the operator with ‘‘frozen coefficients’’ a(x) = a(y) corresponding to the operator L defined in (1) can be used as a
parametrix, in the two-dimensional case [22,25,26]:
P(x, y) = 1
2πa(y)
ln |x− y| . (10)
Substituting Eq. (10) in Eq. (9), the remainder R(x, y)will then be [22,25,26]
R(x, y) =
2
i=1
xi − yi
2πa(y)|x− y|2
∂a(x)
∂xi
, x, y ∈ R2. (11)
Substituting P(x, y) for ϕ(x) in Eq. (5) and taking u(x) as a solution to Eq. (1), we obtain the integral equality
c(y)u(y, t)−

∂Ω
[u(x, t)TxP(x, y)− P(x, y)Tu(x, t)]dΓ (x)+

Ω
R(x, y)u(x, t)dΩ(x)
=

Ω
P(x, y)f (x, t)dΩ(x)+

Ω
D(x, t)P(x, y)
∂u(x, t)
∂t
dΩ(x). (12)
Now, we can multiply both sides of Eq. (12) by a(y) to obtain
a(y)c(y)u(y, t)−

∂Ω
[u(x, t)TxG(x, y)− G(x, y)Tu(x, t)]dΓ (x)+

Ω
R˜(x, y)u(x, t)dΩ(x)
=

Ω
G(x, y)f (x, t)dΩ(x)+

Ω
D(x, t)G(x, y)
∂u(x, t)
∂t
dΩ(x), (13)
where
G(x, y) = a(y)P(x, y) = 1
2π
ln |x− y| , R˜(x, y) = a(y)R(x, y) =
2
i=1
xi − yi
2π |x− y|2
∂a(x)
∂xi
.
The second alternative approach also uses the fundamental solution G for the Laplace equation as a weighting function
for Eq. (1), leading to [31]
2
i=1

Ω
∂
∂xi

a(x)
∂u(x, t)
∂xi

G(x, y)dΩ(x) =

Ω
f (x, t)G(x, y)dΩ(x)+

Ω
D(x, t)
∂u(x, t)
∂t
G(x, y)dΩ(x), y ∈ Ω. (14)
Using integration by parts, the first domain integral in Eq. (14) can be written as
2
i=1

Ω
∂
∂xi

a(x)
∂u(x, t)
∂xi

G(x, y)dΩ(x) =
2
i=1

Ω
∂
∂xi

G(x, y)a(x)
∂u(x, t)
∂xi

dΩ(x)
−

Ω
∂G(x, y)
∂xi
a(x)
∂u(x, t)
∂xi
dΩ(x)

. (15)
The Gauss divergence theorem can be applied now to the first domain integral on the right-hand side, leading to
Ω
∂
∂xi

G(x, y)a(x)
∂u(x, t)
∂xi

dΩ(x) =

∂Ω
G(x, y)Tu(x, t)dΓ (x). (16)
The second domain integral on the right-hand side of Eq. (15) can be manipulated as
−
2
i=1

Ω
∂G(x, y)
∂xi

a(x)
∂u(x, t)
∂xi

dΩ(x) = −
2
i=1

Ω
∂G(x, y)
∂xi
∂
∂xi
[a(x)u(x, t)] dΩ(x)
+
2
i=1

Ω
∂G(x, y)
∂xi
∂a(x)
∂xi
u(x, t)dΩ(x). (17)
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The first domain integral on the right-hand side of Eq. (17) can be manipulated as before and Gauss’s divergence theorem
applied to yield
−
2
i=1

Ω
∂G(x, y)
∂xi
∂
∂xi
[a(x)u(x, t)] dΩ(x) = −

∂Ω
u(x, t)TxG(x, y)dΓ (x)
+
2
i=1

Ω
∂
∂xi

∂G(x, y)
∂xi

a(x)u(x, t)dΩ(x). (18)
As the fundamental solution is singular, the source point y is surrounded by a small circle of radius ϵ, and then the
integrals are examined in the limit as ϵ −→ 0, as discussed in detail in [2]. The second domain integral on the right-hand
side of Eq. (18) vanishes, since the source point is excluded from the integration domain. During the limit procedure the first
domain integral on the right-hand side of Eq. (18) produces an additional term a(y)c(y)u(y). Substituting Eqs. (15)–(18) in
Eq. (14), we get the same third Green identity as in Eq. (13).
The identity (13) can be used for formulating either a BDIE or a BDIDE, with respect to u and its derivatives (we still prefer
to call the new formulations in the next sections BDIE and BDIDE for simplicity even if the identity (13) has a domain integral
of the time derivative). Let us consider the two forms below.
2.1. The boundary–domain integral equation (BDIE)
Substituting the boundary conditions (3) and (4) into (13), introducing a new variable q(x, t) = Tu(x, t) for the unknown
flux on ∂DΩ and using Eq. (13) at y ∈ Ω ∪ ∂Ω reduces Eq. (1) to the following BDIE for u(x, t) at x ∈ Ω ∪ ∂NΩ and q(x, t)
at x ∈ ∂DΩ:
c0(y)u(y, t)−

∂NΩ
u(x, t)TxG(x, y)dΓ (x)+

∂DΩ
G(x, y)q(x, t)dΓ (x)
+

Ω
R˜(x, y)u(x, t)dΩ(x) = Ψ 0(y, t), y ∈ Ω ∪ ∂Ω, t > 0 (19)
where
Ψ 0(y, t) := [c0(y)− a(y)c(y)]u¯(y, t)+ Ψ (y, t), (20)
Ψ (y, t) :=

∂DΩ
u¯(x, t)TxG(x, y)dΓ (x)−

∂NΩ
G(x, y)q¯(x, t)dΓ (x)
+

Ω
G(x, y)f (x, t)dΩ(x)+

Ω
D(x, t)
∂u(x, t)
∂t
G(x, y)dΩ(x), (21)
and
c0(y) =

0 if y ∈ ∂DΩ
a(y)c(y) if y ∈ Ω ∪ ∂NΩ. (22)
2.2. The boundary–domain integro-differential equation (BDIDE)
Using another approach, we can substitute the boundary conditions (3) and (4) into (13) but leave T as a differential flux
operator acting on u on the Dirichlet boundary ∂DΩ and use the following BDIDE:
a(y)c(y)u(y, t)−

∂NΩ
u(x, t)TxG(x, y)dΓ (x)+

∂DΩ
G(x, y)Tu(x, t)dΓ (x)
+

Ω
R˜(x, y)u(x, t)dΩ(x) = Ψ (y, t), y ∈ Ω ∪ ∂NΩ, t > 0. (23)
3. Transformation of domain integrals to the boundary using RIM
In this section, the RIM [15–19,23,24,31,32] is used to transform the domain integrals appearing in Eqs. (19) and (23) into
boundary integrals.
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3.1. RIM formulation for domain integrals with known integrand
A domain integral with known integrand f (x), x = (x1, x2), can be transformed into an equivalent boundary integral by
following the procedure given in detail in [15–19,23,24,31,32]:
Ω
f (x)dΩ =

∂Ω
1
rα
∂r
∂n
F(x)dΓ (x), (24)
where
F(x) =
 r(x)
0
f (x)rαdr. (25)
In Eqs. (24) and (25), α = 1 for the two-dimensional case and α = 2 for the three-dimensional case.
The following remarks are important for the RIM:
• In order to evaluate the radial integral in Eq. (25), the coordinates x1, x2 in f (x) need to be expressed in terms of the
distance r using
xi = yi + r,ir i = 1, 2 (26)
where the quantities yi and r,i are constant for the radial integral in Eq. (25), with r,i = xi−yir .• Following the idea presented in [43], we can introduce the change of variable
r = s|x− y|, s ∈ [0, 1] (27)
and substitute the new transformation in the straight-line radial integral in Eq. (25), leading to
F(x) =
 1
0
f (y1 + r,1rs, y2 + r,2rs)r2sds. (28)
The representation (28) makes it unnecessary to define a variable transformation as in [17] to treat the radial integral
in Eq. (25), adding an attractive feature to the RIM as Eq. (25) is now a pure boundary integral. Moreover, the star-shaped
requirement for the integral in Eq. (25) can be relaxed as the straight path from the source point y to any field point x always
exists [23,24,43].
3.1.1. Transformation of the heat source domain integral to the boundary
Both Eqs. (19) and (23) have domain integrals coming from the known heat source f (x, t). The RIM can be directly used
to convert these domain integrals to the boundary. This leads to
Ω
G(x, y)f (x, t)dΩ(x) =

∂Ω
1
r
∂r
∂n
F(x, t)dΓ (x) (29)
where
F(x, t) =
 1
0
G(x, y)f (y1 + r,1rs, y2 + r,2rs, t)r2sds. (30)
The integral in Eq. (30) can be calculated analytically formany different functions [23,24], and numerically without the need
to define a transformation as in [14,15]. Also, due to the radial integral in Eq. (30), the weak singularity coming from the
fundamental solution is removed.
3.2. RIM formulation for domain integrals with unknown integrand
3.2.1. RIM formulation for left-hand side domain integrals with unknown integrand
As the last domain integrals on the left-hand side of Eqs. (19) and (23) have the unknown temperature u(x, t), the
RIM in Eqs. (29) and (30) cannot be directly used. However, u(x, t) can be approximated by radial basis functions (RBFs)
[13,17,24,44]. We adopt an augmented RBF, as discussed in [17,24,44].
Let us approximate the temperature u(x, t) in the following way:
u(x, t) =
M
k=1
αkφk(R)+ c1x1 + c2x2 + c3 (31)
where M = Nb + NI and Nb, NI are the number of boundary and interior nodes, respectively. It is known that the RBFs
augmented by a linear polynomial with interior nodes produce better results in comparison to the case without the interior
nodes; therefore interior nodes will be used in the current work. The coefficients αk for k = 1, . . . ,M , c1, c2 and c3 depend
M.A. AL-Jawary et al. / Computers and Mathematics with Applications 64 (2012) 2695–2711 2701
on time t . Also, R = ∥x− a∥ is the distance from the application point a to the field point x. Normally, the application points
a consist of all boundary nodes and some selected interior nodes.
The following equilibrium conditions have to be satisfied [45]:
M
k=1
αk =
M
k=1
αkx1k =
M
k=1
αkx2k = 0 (32)
where x1k, x2k are the coordinates of each of theM field points. The unknown coefficients αk, c1, c2 and c3 can be calculated
by applying Eqs. (31) and (32) at the application points a, as discussed in detail in [23,24].
Substituting Eq. (31) into the last domain integral on the left-hand side of both Eqs. (19) and (23), we obtain
Ω
R˜(x, y)u(x, t)dΩ(x) =

∂Ω
Q (x, t)dΓ (x), (33)
where the calculation of the boundary integral

∂Ω
Q (x, t)dΓ (x) is discussed in detail in [24].
In this paper, φ(R) = R3 is adopted and expressed in terms of the distance r as discussed in [24]. After numerical
integration, the unknown coefficients αk, k = 1, . . . ,M , c1, c2 and c3 can be calculated following the procedures discussed
in [23,24].
3.2.2. RIM formulation for right-hand side domain integrals with unknown integrand
Eqs. (19) and (23) have the unknown temperature–time derivative ∂u(x,t)
∂t in the last domain integral of Eq. (21), and the
RIM in Eqs. (29) and (30) cannot be directly used. We adopt a procedure similar to that used previously, as follows:
Let us approximate the variation of ∂u(x,t)
∂t in the following way:
∂u(x, t)
∂t
=
M
k=1
βkφk(R)+ d1x1 + d2x2 + d3 (34)
where the coefficients βk for k = 1 . . .M , d1, d2 and d3 depend on time t .
The following equilibrium conditions have to be satisfied, as before:
M
k=1
βk =
M
k=1
βkx1k =
M
k=1
βkx2k = 0. (35)
Substituting Eq. (34) into the last domain integrals of Eq. (21), we obtain
Ω
D(x, t)
∂u(x, t)
∂t
G(x, y)dΩ(x) =
M
k=1
βk

Ω
D(x, t)G(x, y)φk(R)dΩ(x)
+ d1

Ω
D(x, t)G(x, y)x1dΩ(x)+ d2

Ω
D(x, t)G(x, y)x2dΩ(x)+ d3

Ω
D(x, t)G(x, y)dΩ(x). (36)
It is very important that, before applying the RIM, the coordinates x1 and x2 appearing in Eq. (36) are expressed in terms
of the distance r using Eq. (26). Now, applying the RIM to each domain integral in Eq. (36) leads to
Ω
D(x, t)
∂u(x, t)
∂t
G(x, y)dΩ(x) =

∂Ω
b(x, t)dΓ (x),
where
∂Ω
b(x, t)dΓ (x) =
M
k=1
βk

∂Ω
1
r
∂r
∂n
F´1(x, t)dΓ (x)+ d1

∂Ω
1
r
∂r
∂n
F´2(x, t)dΓ (x)
+ d2

∂Ω
1
r
∂r
∂n
F´3(x, t)dΓ (x)+ d3

∂Ω
1
r
∂r
∂n
F´4(x, t)dΓ (x) (37)
where
F´1(x, t) =
 1
0
D(x, t)G(x, y)φ(R)r2sds, F2(x, t) =
 1
0
D(x, t)G(x, y)(y1 + r,1rs)r2sds, (38a)
F´3(x, t) =
 1
0
D(x, t)G(x, y)(y2 + r,2rs)r2sds, F4(x, t) =
 1
0
D(x, t)G(x, y)r2sds. (38b)
After numerical integration, the unknown coefficients βk, k = 1, . . . ,M , d1, d2 and d3 can be calculated following the
procedures discussed in [23,24].
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4. The radial integration boundary integral and integro-differential equation (RIBIE/RIBIDE)
Eqs. (29)–(30), (33) and (37)–(40) can now be substituted in both the BDIE in Eq. (19) and the BDIDE in Eq. (23), leading
to the following expressions.
4.1. The radial integration boundary integral equation (RIBIE)
c0(y)u(y, t)−

∂NΩ
u(x, t)TxG(x, y)dΓ (x)+

∂DΩ
G(x, y)q(x, t)dΓ (x)
+

∂Ω
Q (x, t)dΓ (x) = Ψ 0(y, t), y ∈ Ω ∪ ∂Ω, t > 0 (39)
where Ψ 0 is given by Eq. (20) and
Ψ (y, t) :=

∂DΩ
u¯(x, t)TxG(x, y)dΓ (x)−

∂NΩ
G(x, y)q¯(x, t)dΓ (x)+

∂Ω
b(x, t)dΓ (x)+

∂Ω
1
r
∂r
∂n
F(x, t)dΓ (x). (40)
4.2. The radial integration boundary integro-differential equation (RIBIDE)
a(y)c(y)u(y, t)−

∂NΩ
u(x, t)TxG(x, y)dΓ (x)+

∂DΩ
G(x, y)Tu(x, t)dΓ (x)
+

∂Ω
Q (x, t)dΓ (x) = Ψ (y, t), y ∈ Ω ∪ ∂NΩ, t > 0. (41)
It can be seen clearly from both the RIBIE in Eq. (39) and the RIBIDE in Eq. (41) that all integrations are now carried out
only on the boundary, with no domain integrals.
4.3. Discretization of the RIBIE
The RIBIE formulation employs mixed boundary elements with linear interpolation for u and constant interpolation for
q to avoid the discontinuities of q at corner points. In this case, collocation was taken at the end points of each boundary
element, since our previous researches have shown that end-node collocation generally provides higher accuracy thanmid-
node collocation [22–24]. It is important to point out that using end-node collocation will provide more equations than
unknowns as discussed in Section 5.
To obtain a system of linear algebraic equations from the RIBIE (39), we collocate at the nodes xi, i = 1, . . . , J . We arrive
at the following system of J linear algebraic equations for J unknowns u(xj, t), xj ∈ Ω ∪ ∂NΩ and q(xj, t) = (Tu)(xj, t),
xj ∈ ∂DΩ:
c0(xi)u(xi, t)+

xj∈Ω∪∂NΩ
Kiju(xj, t)+

xj∈∂DΩ
Q ′ijq(x
j, t) = Ψ 0(xi, t)
−

xj∈∂DΩ
Kiju¯(xj, t), xi ∈ Ω ∪ ∂Ω, i = 1, . . . , J, no sum in i, (42)
where Ψ 0(xi, t) is calculated from Eq. (20), and
Ψ (xi, t) =

∂DΩ
u¯(x, t)TxG(x, xi)dΓ (x)−

∂NΩ
G(x, xi)q¯(x, t)dΓ (x)
+

∂Ω
b(x, t)dΓ (x)+

∂Ω
1
r
∂r
∂n
F(x, t)dΓ (x), (43)
Kij =

∂Ω
Q (x, t)dΓ (x)−

∂NΩ
φj(x, t)TxG(x, xi)dΓ (x), (44)
Q ′ij =

∂DΩ
G(x, xi)vj(x, t)dΓ (x) (45)
where φj and vj are linear and constant boundary interpolation functions, respectively.
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4.4. Discretization of the RIBIDE
To obtain a system of linear algebraic equations from the RIBIDE (41), we collocate at the nodes xi, i = 1, . . . , J , and
substitute a linear interpolation of u(x, t) of the form
u(x, t) ≈

Sj∋x
u(xj, t)Φj(x), Φj(x) =

φkj(x) if x, xj ∈ T¯k
0 otherwise, (46)
where Sj in this case is the set of collocation points in ∂DΩ and some selected interior nodes near the boundary segments;
φkj(x, t) are the shape functions which can be constructed from the distance between the two end nodes of each segments
and the selected interior nodes, and associated with the node xj. In this work, the φkj(x) are chosen as piecewise linear
functions.
We then arrive at a system of J − JD algebraic equations for J − JD unknowns u(xj, t), xj ∈ Ω ∪ ∂NΩ . Substituting
interpolation formulae (46) into the RIBIDE (41) leads to the following system of equations:
a(xi)c(xi)u(xi, t)+

xj∈Ω∪∂NΩ
K ′iju(x
j) = Ψ (xi, t)−

xj∈∂DΩ
K ′iju¯(x
j, t), xi ∈ Ω ∪ ∂NΩ, no sum in i, (47)
where
K ′ij = Kij +

∂DΩ
G(x, xi)TΦj(x)dΓ (x). (48)
The calculation of the integral in Eq. (48) is presented in detail in [24]. The advantages of the RIBIDE technique are that
the only boundary variables are those of u along Neumann boundaries, as there is no need for collocation along Dirichlet
boundaries. Thus, the problem caused by the discontinuity of the normal derivative at corner points is avoided. Second, the
system of linear equations is smaller than the one for RIBIE. This feature will save memory and computational time when
we apply the RIBIDE for practical problems. Finally, the assembly of the system of equations is much easier than in the RIBIE,
as discussed in [22–24].
5. Implementation and a time marching solution scheme
5.1. Assembling the system for RIBIE for diffusion with variable coefficients
Let us consider the RIBIE in Section 4.1 before applying the boundary conditions:
a(y)c(y)u(y, t)−

∂Ω
u(x, t)TxG(x, y)dΓ (x)+

∂Ω
G(x, y)q(x, t)dΓ (x)+

∂Ω
Q (x, t)dΓ (x)
=

∂Ω
1
r
∂r
∂n
F(x, t)dΓ (x)+

∂Ω
b(x, t)dΓ (x), y ∈ Ω ∪ ∂Ω, t > 0. (49)
Let us start with a mesh of eight boundary elements and nine nodes, as shown in Fig. 1. For the RIBIE method, the system of
algebraic equations resulting from Eq. (49) has two unknown variables q and u, i.e. q on Dirichlet boundaries and u on
Neumann boundaries, in addition to u at interior nodes. After carrying out the numerical integrations for all boundary
integrals in Eq. (49), we obtain the following system for the simple mesh in Fig. 1:
(Hmatrix+ Rmatrix)9×9 ∗ u9×1 + (Gmatrix)9×8 ∗ q8×1 = fvector9×1 + (Ematrix)9×9 ∗ u˙9×1 (50)
where Hmatrix = a(y)c(y)u(y, t) − 
∂Ω
u(x, t) ∂G(x,y)
∂n(x) dΓ (x), Rmatrix is the last boundary integral on the left-hand side of
Eq. (49), Gmatrix is the second boundary integral in Eq. (49) and fvector is the right-hand heat source vector. The Ematrix
results from the boundary integral

∂Ω
Q (x, t)dΓ (x) given in Eq. (32).
Assume, in Fig. 1, that the top and bottom of the plate have Dirichlet boundary conditions, left and right have Neumann
boundary conditions. Referring to Fig. 1, we have six known values of u, namely u1, u4, u7, u3, u6, u9 and four known
values of q, namely q1, q5, q4, q8; also, we have three unknown values of u, namely u2, u5, u8 and four unknown values of
q, namely q2, q3, q6, q7.
To solve Eq. (50), we adopt a time marching scheme [13,27,46]. A finite difference approximation for the time derivative
term is given by
u˙ = u
k+1 − uk
∆t
, (51)
u = (1− θu)uk + θuuk+1, (52)
q = (1− θq)qk + θqqk+1, (53)
b = (1− θb)bk + θbbk+1, (54)
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Fig. 1. Simple mesh with ◦ for u and  for flux q.
where ∆t is the time step, uk and qk are the temperature and flux at the kth time step, and θ is a real parameter that
determines whether the method is explicit (θu, θq, θb = 0) or implicit (θu, θq, θb = 1). The special choice of (θu, θq, θb = 12 )
is known as the Crank–Nicolson scheme. Several testswere done here to choose the best values for θ andwe selected θu = 12 ,
θq = 1 and θb = 1.
By applying the values of θu, θq, θb and Eqs. (51)–(53) in Eq. (50), we get
1
2
(Hmatrix+ Rmatrix)9×9 − 1
∆t
(Ematrix)9×9

∗ uk+19×1 + (Gmatrix)9×8 ∗ qk+18×1
= fvector9×1 +

−1
2
(Hmatrix+ Rmatrix)9×9 − 1
∆t
(Ematrix)9×9

∗ uk9×1. (55)
Now we can define the boundary conditions and by moving the columns corresponding to the known u and q values to
the right-hand side and rearranging the system, we get
A9×7 ∗ xk+17×1 = fvectork+19×1 +

−1
2
(Hmatrix+ Rmatrix)9×9 − 1
∆t
(Ematrix)9×9

∗ uk9×1 =: Bk+19×1. (56)
In [22–24,42], the least squares technique has been applied in the following way, the final system being Cx = d:
[C]7×7 = [Atr ]7×9[A]9×7, and [d]7×1 = [Atr ]7×9[B]9×1.
The disadvantages of setting up the normal equations (AtrA) are discussed in [47–49]:
(1) Normal equations square the condition number of the original system of equations.
(2) Setting up the normal equations can lead to loss of accuracy.
(3) Setting up the normal equations is costly in terms of cpu time and memory storage.
(4) The possible sparsity of the original set of equations is lost with the normal equations (in our work, the matrix A is
already dense for both the RIBIE and the RIBIDE).
In order to avoid all these difficulties, MATLAB avoids calculating the normal equations. There are several ways to
compute the unknown quantities x:
(1) The backslash operator not only solves square, nonsingular systems by Gaussian elimination, but it also computes the
least squares solution to rectangular, overdetermined systems:
x = A \ B.
The computation is done by QR factorization.
(2) Statistics Toolbox functions like regress and regstats call the MATLAB backslash operator to perform linear regression.
The QR decomposition is also used for an efficient computation (see [50,51]):
x = regress(B, A).
In the time marching computation, the unknown quantities x are updated at each time step by the new values obtained
after solving Eq. (56). At the first time, the temperature and heat flux at all boundary and internal points are specified with
initial values. The computation ends when all time steps are fulfilled [31] or a steady state is reached.
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5.2. Assembling the system for RIBIDE for diffusion with variable coefficients
Let us recall the RIBIDE in Section 4.2, given by Eq. (41). By following exactly the same procedure as for steady-state
heat conduction and the Helmholtz equation with variable coefficients in [22–24,42] for the integro-differential equation
method, the unknown is only u in Neumann boundaries, in addition to interior nodes, namely u2, u5, u8. Therefore, the
implementation here is much simpler than the RIBIE. Several tests were done again to choose the best values for θ and we
concluded the values to be the same as for RIBIE, i.e. θu = 12 and θb = 1. We then get
1
2
(Hmatrix+ Rmatrix+ Gmatrix)3×3 − 1
∆t
(Ematrix)3×3

∗ uk+13×1 = bk+13×1
+

−1
2
(Hmatrix+ Rmatrix+ Gmatrix)3×3 − 1
∆t
(Ematrix)3×3

∗ uk3×1. (57)
The unknown quantities u can be obtained from
uk+13×1 = M \ S,
where M =

1
2 (Hmatrix + Rmatrix + Gmatrix)3×3 − 1∆t (Ematrix)3×3

and S = bk+13×1 +

− 12 (Hmatrix + Rmatrix +
Gmatrix)3×3 − 1∆t (Ematrix)3×3

∗ uk3×1.
In the time marching computation, the unknown quantities u are updated at each time step by using the new values
obtained after solving Eq. (57) (using the same solver as in previous subsection, since the system is square the backslash
operator uses the Gauss elimination method to solve for the unknown u). At the first time step, the temperatures at all
Neumann boundary and internal points are specified with initial values.
6. The subdomain approach — SDBDIE
A subdomain (ormacro-element) approach to the BDIEmethod has been used to simulate fluid flow phenomena. Ramšak
and Škerget [40] used it with the stream function–vorticity formulation of the Navier–Stokes equations, and Ravnik et al.
[38,41] used it with the velocity–vorticity formulation. The discretization used in these works led to an overdetermined
system of linear equations, which was solved in a least squares manner. In the present work, we extend the approach
proposed by Ravnik et al. [41] for problems with variable coefficients.
In the subdomain approach the whole domain Ω is divided into subdomains Ωi, where

Ωi = Ω . The subdomains
used are rectangular cells. The boundary of each subdomain is denoted by ∂Ωi. The governing integral equation (13) can be
written for each subdomain as
a(y)c(y)u(y, t)−

∂Ωi
[u(x, t)TxG(x, y)− G(x, y)q(x, t)]dΓ (x)+

Ωi
R˜(x, y)u(x, t)dΩ(x)
=

Ωi
G(x, y)f (x, t)dΩ(x)+

Ωi
D(x, t)
∂u(x, t)
∂t
G(x, y)dΩ(x). (58)
The partial derivative over time is approximated by a second-order finite difference scheme, given as
u˙ ≈ 3u
k+1 − 4uk + uk−1
2∆t
, (59)
where the discrete version of the partial time derivative depends on the time step ∆t , the function in the next time step
uk+1, the function in the current time step uk and the function in the previous time step uk−1. The implicit method is used
with u = uk+1. With this approximation, Eq. (58) may be rewritten as
a(y)c(y)u(y, t)−

∂Ωi
[u(x, t)TxG(x, y)− G(x, y)q(x, t)]dΓ (x)+

Ωi

R˜(x, y)− 3
2∆t
D(x, t)G(x, y)

u(x, t)dΩ(x)
=

Ωi
G(x, y)

f (x, t)+ −4u
k(x)+ uk−1(x)
2∆t
D(x, t)

dΩ(x). (60)
In each subdomain, nodes are located at the corners and on the centres of sides, plus an additional node in the centre of
the subdomain. This enables quadratic interpolation of the unknown function. In order to avoid the singularity of the normal
derivative at corners, the flux points are set into the subdomain side. Linear interpolation of fluxes is used. The source point
y is collocated at all function and flux nodes.
Setting up the linear system of equations requires the following boundary integrals to be calculated:
H ij (y) =

∂Ωi
ϕj(x)TxG(x, y)dΓ (x), Gij(y) =

∂Ωi
φj(x)G(x, y)dΓ (x), (61)
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where ϕj and φj are quadratic and linear boundary interpolation functions, respectively. In addition, the following domain
integrals are required:
Bij(y) =

Ωi
Φj(x)G(x, y)dΩ(x), V ij (y) =

Ωi
Φj(x)R˜(x, y)dΩ(x), (62)
where the Φj are quadratic domain interpolation functions. Integration is performed using the Gaussian quadrature rule
with 48 points. A polar coordinate system transformation is used to handle weakly singular integrals. Calculation of the
free coefficient c(y) is performed indirectly. An analytical solution of the rigid body movement problem is used to find the
diagonal terms of the system matrix, using the values of other integrals.
Since subdomains are used, the total number of integrals that need to be calculated scales as O(nN), where n is the
number of nodes per subdomain and N is the number of subdomains. Since n is a small number, depending on the
interpolation scheme that we chose for the function and its flux, we can state that the memory cost scales linearly with
the number of nodes in the domain. This is a major improvement over the classical approach, where thememory cost scales
quadratically with the number of nodes.
The discrete system of linear equation for one subdomain is
[c]{u} − [H]{u} + [G]{q} +

[V ] − 3
2∆t
{D}[B]

{u} = [B]

{f } + {D}−4{u
k} + {uk−1}
2∆t

, (63)
where square brackets represent matrices and curly bracket vectors represent nodal values.
Between neighbouring subdomains, which share some of the nodes, compatibility conditions are prescribed, i.e. the
function value at the node which is shared by subdomains is equal for all subdomains. For two subdomains which share a
face, the flux through this face has the same value but opposite sign. Compatibility conditions lead to an overdetermined
system of equations, since the number of unknowns is smaller than the number of equations. The overdetermined system
is solved in a least squares manner [41].
7. Numerical results
In this section, we shall examine some test examples in order to assess the performance of the proposed formulations.
We apply the RIBIDE/RIBIE and SDBDIE for homogeneous, non-homogeneous and variable coefficient diffusion equations on
a square domain, forwhich an exact analytical solution, uexact , is available. The RBFφ(R) = R3 is adopted for the RIBIDE/RIBIE
in all test examples. Also, the top and bottom sides of the plates for all test examples have prescribed temperature u (Dirichlet
boundary conditions), while the left and right are imposed with heat flux q (Neumann boundary conditions). The root mean
square (RMS) error is calculated to check the convergence of the proposed methods:
RMS(J) =

J
j=1
(uapprox,j − uexact,j)2
J
j=1
u2exact,j

1/2
, (64)
where uapprox is the numerical solution and J is the number of nodes in the computationalmesh. The error has been calculated
for J = 9, 25, 81, 289 and 1089 and the time interval 0 < t < 1 has been adopted in all test examples.
7.1. Numerical results for the homogeneous diffusion equation with constant a(x)
7.1.1. Test 1
Consider a square domain, Ω = [0, 1]2. The value of D(x, t) is set as constant, D(x, t) = 1, and f (x, t) = 0. Initially, at
t = 0, the scalar field function u(x1, x2, t) has the form
u(x1, x2, 0) = 1+ cos
π
4
x1

sin
π
4
x2

.
The following time-dependent mixed boundary conditions are applied on the square domain:
u(x1, 0, t) = 1, u(x1, 1, t) = 1+ e− π
2
8 t cos
π
4
x1

sin
π
4

,
∂u(0, x2, t)
∂n
= 0, ∂u(1, x2, t)
∂n
= −π
4
e−
π2
8 t sin
π
4

sin
π
4
x2

.
The exact solution of this problem is u(x1, x2, t) = 1+ e− π
2
8 t cos

π
4 x1

sin

π
4 x2

.
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Fig. 2. Temperature distribution u(0.5, 0.5, t).
Fig. 3. RMS error for RIBIE, RIBIDE and SDBDIE methods for test 1 with∆t = 0.01.
Fig. 2 shows the variation of u(0.5, 0.5, t) as a function of time t obtained using RIBIE, RIBIDE and SDBDIEwith∆t = 0.01.
The total number of nodes is fixed to 81 (32 on the boundary plus 49 in the interior). It can be seen that all the methods are
able to generate accurate solutions in good agreement with the exact solution.
Moreover, Fig. 3 plots the RMS error for RIBIE, RIBIDE and SDBDIE versus the number of nodes. The SDBDIE yields lowest
errors in comparison to the RIBIE and RIBIDE due to the use of a quadratic \ linear interpolation scheme, compared to a
linear \ constant interpolation for the RIBIE and the RIBIDE. The SDBDIE also employs a time marching scheme of higher
order.
7.2. Numerical results for the non-homogeneous diffusion equation with constant a(x)
7.2.1. Test 2
Consider a square domain,Ω = [1, 2]2. The value of D(x, t) is set as constant, D(x, t) = 16 , and f (x, t) = 6(x1+ x2)− 2t .
Initially, at t = 0, the scalar field function u(x1, x2, t) is given by
u(x1, x2, 0) = x31 + x32.
The following time-dependent mixed boundary conditions are applied on the square domain:
u(x1, 1, t) = x31 + 1+ 6t2, u(x1, 2, t) = x31 + 8+ 6t2,
∂u(1, x2, t)
∂n
= −3, ∂u(2, x2, t)
∂n
= 12.
The exact solution of this problem is u(x1, x2, t) = x31 + x32 + 6t2. Fig. 4 plots the RMS error for the final time step for RIBIE,
RIBIDE and SDBDIE. In both cases we observe good convergence properties for all methods. Again, we observe that SDBDIE
provides the best results. It can be clearly seen that the RIBIE gives better results than the RIBIDE due to the term TΦj(x) in
the RIBIDE being constant within each element, as discussed in detail in [22–24].
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Fig. 4. RMS error for RIBIE, RIBIDE and SDBDIE methods for test 2 with∆t = 0.1.
Fig. 5. RMS error for RIBIE, RIBIDE and SDBDIE methods for test 3 with∆t = 0.1.
7.3. Numerical results for the non-homogeneous diffusion equation with variable a(x)
7.3.1. Test 3
Consider a square domain,Ω = [1, 2]2. The value of D(x, t) is set as constant, D(x, t) = 1, f (x, t) = 6(x1 + x2)− 4 and
a(x) = x1 + x2. Initially, at t = 0, the scalar field function u(x1, x2, t) has the form
u(x1, x2, 0) = x21 + x22.
The following time-dependent mixed boundary conditions are applied on the square domain:
u(x1, 1, t) = x21 + 1+ 4t, u(x1, 2, t) = x21 + 4+ 4t,
∂u(1, x2, t)
∂n
= −2(1+ x2), ∂u(2, x2, t)
∂n
= 4(2+ x2).
The exact solution of this problem is u(x1, x2, t) = x21 + x22 + 4t . Fig. 5 plots the RMS error for the final time step for RIBIE,
RIBIDE and SDBDIE. It can be clearly seen that on increasing the number of nodes the accuracy increases and the RMS error
is reduced for all methods.
7.3.2. Test 4
Consider a square domain,Ω = [1, 2]2. The value of D(x, t) is set as variable, D(x, t) = x1 + x2, f (x, t) = 5(x1 + x2) and
a(x) = x1 + x2. Initially, at t = 0, the scalar field function u(x1, x2, t) is given by
u(x1, x2, 0) = x21 + x22.
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Fig. 6. RMS error for RIBIE, RIBIDE and SDBDIE methods for test 4 with∆t = 0.1.
The following time-dependent mixed boundary conditions are applied on the square domain:
u(x1, 1, t) = x21 + 1+ t, u(x1, 2, t) = x21 + 4+ t,
∂u(1, x2, t)
∂n
= −2(1+ x2), ∂u(2, x2, t)
∂n
= 4(2+ x2).
The exact solution of this problem is u(x1, x2, t) = x21 + x22 + t . Test 4 presents a problem with material parameters a(x)
and D(x, t) variable. Fig. 6 shows that, by fixing the time step to∆t = 0.1 and increasing the number of nodes, we achieved
satisfactory results and convergence for all methods.
7.3.3. Test 5
Consider a square domain, Ω = [1, 2]2. The value of D(x, t) is set as variable, D(x, t) = 1 + t , f (x, t) = 9(x21 + x22) +
12x1x2 − 1− t and a(x) = x1 + x2. Initially, at t = 0, the scalar field function u(x1, x2, t) has the form
u(x1, x2, 0) = x31 + x32.
The following time-dependent mixed boundary conditions are applied on the square domain:
u(x1, 1, t) = x31 + 1+ t, u(x1, 2, t) = x31 + 8+ t,
∂u(1, x2, t)
∂n
= −3(1+ x2), ∂u(2, x2, t)
∂n
= 12(2+ x2).
The exact solution of this problem is u(x1, x2, t) = x31 + x32 + t . Test 5 has variable material parameter a(x) and variable
time-dependent D(x, t). Fig. 7 plots the RMS error for the final time step for RIBIE, RIBIDE and SDBDIE. It can be clearly seen
that superior accuracy and convergence are obtained with mesh refinement. As for tests 1–4, the SDBDIE provides greater
accuracy than the RIBIE and RIBIDE.
8. Conclusion
In this paper, the BDIE and BDIDE formulations are derived for the two-dimensional diffusion equation with variable
coefficients. The RIM is used to transform the domain integrals appearing in both the BDIE and BDIDE formulations.
Furthermore, we propose the SDBDIE approach which results in a sparse system of equations, thus avoiding the need to
calculate a large number of domain integrals. The discretization used in this paper leads to an overdetermined system of
linear equations.
The resulting RIBIE, RIBIDE and SDBDIE formulations are developed and implemented for the numerical solution of three
possible cases: homogeneous, non-homogeneous and variable coefficient diffusion equations. From the numerical results
presented in this paper, we can conclude that the SDBDIE yields the lowest errors in comparison to the RIBIE and RIBIDE but
this may be due to the use of interpolation and time marching schemes of higher order.
Using the RIM, it is possible to transform the domain integrals that appear in both BDIE and BDIDE methods into
equivalent boundary integrals, thus retaining the boundary-only character of the standard BEM, while the SDBDIE requires
domain integration. Moreover, the RIM removes the weak singularities appearing in the domain integrals.
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Fig. 7. RMS error for RIBIE, RIBIDE and SDBDIE methods for test 5 with∆t = 0.1.
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