Abstract: Lag analysis can be used to inspect stability and change of behavior over a pre-determined time interval, the lag. In the analysis of metric variables, lag analysis is well known and used to identify such temporal effects as seasonal trends. In the analysis of categorical variables, the same can be done. Either approach can be employed in the analysis of both aggregated and individual data. In the domain of studying individual cells of contingency tables, that is, in configural analysis, only two sources exist in which lag analysis is discussed (von Eye, Mair, & Mun, 2010; von Eye & Mun, 2012) . In this paper, we place the method of configural lag analysis in a person-oriented context and propose new variants for the comparison of individuals. Three approaches are considered. The first involves searching for configural types and antitypes separately for the comparison individuals. The second approach can be viewed parallel to two-or multiple group Configural Frequency Analysis. Both approaches are presented within a log-linear framework. Configural base models are specified for the original configural lag method as well as the extended comparative methods, and questions are defined that can be answered using configural lag analysis. The third approach allows researchers to test hypotheses concerning groups of cells. In an empirical example, data are analyzed from a study on the development of drinking behavior in alcoholics. Further extensions and alternative methods of analysis are discussed.
Introduction
Configural Frequency Analysis (CFA; Lienert, 1969; von Eye & Gutiérrez-Peña, 2004; von Eye et al., 2010 ) is used when researchers ask whether patterns of categorical variables are observed at rates that differ from those expected under a particular probability model, the base model (von Eye, 2004 ). Base models are specified so that only the effects the researchers are interested in can be the reasons why individual patterns are observed at unexpected rates.
CFA is considered among the prime methods of analysis in person-oriented research (Bergman & Magnusson, 1997; Bergman, Magnusson, & El-Khouri, 2003; Bergman, von Eye, & Magnusson, 2006; von Eye & Bergman, 2003) . It has also been discussed in the context of Molenaar's (2004) idiographic research (von Eye, Bergman, & Hsieh, 2015) . Interestingly, the methods of CFA developed so far (von Eye, 2002a) are not only rooted in the family of methods of the Generalized Linear Model (predominantly used in a variable-oriented context). They are also methods that usually result in statements about individuals or groups of individuals (for the few approaches that represent exceptions to this rule, see von Eye, 2002a; von Eye et al., 2010) . Idiographic and person-oriented research focus on the individual. In fact, it is recommended that, in longitudinal, developmental research, parameters be, before aggregation, estimated first at the level of individuals (Molenaar, 2004; von Eye et al., 2015) . In other words, developmental research, which is mostly longitudinal, focuses first on intraindividual change and interindividual differences in intraindividual change (cf. Baltes, Reese, & Nesselroade, 1977) . Aggregation, if desired, is then performed based on parameters, not raw scores.
There exist two configural approaches to analyze data from individuals with CFA. These are within-individual CFA (von Eye, 2002a) and configural lag analysis (von Eye et al., 2010; von Eye & Mun, 2012) . The first element of personoriented research, the description of individuals, can, thus, be accomplished using configural methods.
Before aggregation can be justified, individuals must be compared. Groups of individuals can be created only if the individuals' scores differ only randomly from each other. Similarly, individuals can be declared members of pre-existing groups only if the individuals' scores differ no more than randomly from scores that describe these groups. When systematic differences exist between profiles of an individual and a group, the membership of these individuals and a group can be doubtful. Oddly, almost no configural methods have been proposed for the comparison of individuals (a first attempt can be found in von Eye & Mun, 2012) . This type of methods would allow one to make decisions in the context of the second step of person-oriented analysis, the aggregation step. This step is performed to determine whether individuals differ in intraindividual development, that is, whether there exist interindividual differences in intraindividual change (von Eye & Mun, 2012) . In this article, we discuss existing configural methods for the description of individuals, and propose extending them with the goal of creating methods that allow one to make statements about interindividual differences in intraindividual change.
Standard CFA analyzes groups of individuals. These are the individuals that constitute the entries in the cells of cross-classifications. To arrive at statements about individuals, the unit of analysis can no longer be the number of respondents in cells of tables. Instead, the unit of analysis must be the number of responses provided by an individual. In other words, the cell counts in CFA of individuals represent the individual's responses, not the number of individuals. To arrive at statements about interindividual differences in intraindividual development, responses must be available from two or more individuals. This article is concerned with configural methods of analysis for this type of data.
This article is structured as follows. We first present a brief review of CFA (for more detail, see von Eye & Gutiérrez-Peña, 2004; von Eye, 2002a) . We then review the method of configural lag analysis. In the central part of this article, we extend this method so that individuals can be compared. Three approaches will be discussed. For each of these three approaches, CFA base models are specified. The article concludes with an empirical data example and a discussion section.
Configural Frequency Analysis -A Review
In this section, we start from the Generalized Linear Model (GLM; Nelder & Wedderburn, 1972; McCullagh & Nelder, 1983) . We then embed log-linear modeling and CFA in the context of the GLM, and discuss goals of analysis. The Generalized Linear Model can be described as an extension of the General Linear Model. The latter is
where µ is a vector of means, the x j ( j = 1, . . . , p) are indicator variables, predictors, independent variables, or, in general, covariates, and the βs are the parameters whose values, usually, must be estimated. Now, let i be the index for cases. Then, the systematic part of the GLM can be expressed as
for, i = 1, . . . , N , the sample size, or, in matrix notation,
where X is the model matrix, aka design matrix, and β is the parameter vector. The generalization of the General Linear Model involves the following three elements. First, the element E(Y ) = µ is a convolution of the random component of the model, , and the systematic part, X β. In special cases, Y is independently normally distributed, with constant variance, σ 2 . Second, the systematic part of the model creates a linear predictor η,
The third element connects the systematic and the random elements of the model by
The form g(.) is termed the link function. When g(.) is specified such that one obtains µ = η, this case is well known from linear regression analysis and analysis of variance, the link function is the identity function. Any monotonic differentiable function can be considered as a link function. As discussed in von Eye and Mun (2013), for logfrequency models, the natural link function is the logarithm of the cell frequencies. One obtains
where m is the vector of observed cell frequencies, λ is the parameter vector, is the vector of model-specific residuals, and X is the matrix of covariates (predictors, independent variables, factors).
The goal of modeling is usually to arrive at a model that 1. reflects the underlying data generation mechanisms, 2. describes the data at hand satisfactorily, and 3. is parsimonious.
If a model possesses these characteristics, the residuals, i , which indicate the discrepancies between the estimated cell frequencies,m i , and the observed cell frequencies, m i , are random. The resulting statements are expressed in terms of relations among variables (effects). All of these are represented by the vectors of X , the design matrix.
From a person-oriented perspective, it is worth noting that these statements usually do not describe individuals or, in general, the data carriers. Most research follows the variable-oriented perspective. That is, variable relations are targeted, and data carriers are random, replaceable with no more than random consequences for model fit or magnitude of parameters. In other words, if a sample that is representative of some population is replaced by an independent, also representative sample, the resulting model will be largely the same.
In contrast, CFA targets individuals or groups of individuals. Using CFA, researchers aim at making statements that describe subgroups of data carriers, and the variables are no more than a random selection of measures. Other measures of equal validity (reflecting the same construct of interest) are assumed to result in largely the same statements. To arrive at statements about individuals or groups of individuals, CFA adopts a strategy that differs from that used for fitting models such as log-linear models. Specifically, researchers first specify those effects that are of interest. Examples of such effects are main effects, interactions, or planned contrasts, just as in ANOVA or log-linear modeling. Based on these effects, researchers create the CFA base model. Most CFA base models are of the form given above for log-linear models, that is, log(m) = X λ + . However, and this is specific to CFA, not all possible log-linear models qualify as CFA base models. Instead, log-linear (and other) models can be used as CFA base models only if they have the following characteristics (von Eye, 2004):
1. it indicates the probability with which a pattern of categories of the variables is expected to occur that span the cross-classification under study;
2. it takes all effects into account that are not of interest to the researchers; and 3. there is only one way to interpret discrepancies between estimated and observed cell frequencies: they reflect the effects of interest.
If individual patterns of categories (these patterns are called configurations) are observed at unexpected rates, only the effects of interest can be the causes for these discrepancies. This strategy corresponds to a Popperian (1959) perspective, according to which rejecting false propositions eventually leads to correct statements. In contrast to standard null hypothesis testing, however, and also in contrast to standard falsificationism, the strategy used in CFA results in a finite set of hypotheses, all of which the researchers can be interested in. The maximum number of these hypotheses is given by the number of cells in a cross-classification. Follow-up analyses can then be employed to identify the specific effects that exist and cause the discrepancies. Examples of follow-up analyses include variable-oriented log-linear modeling (von Eye et al., 2010) and person-oriented CFA (von Eye & Mair, 2008b , 2008a .
Procedurally, CFA proceeds in the following steps (von Eye et al., 2010) . First, a base model is specified that possesses the above three characteristics. Most, but not all, CFA base models can be expressed as log-frequency models. Second, this model is estimated and model fit is evaluated. This part of the analysis is equivalent to standard log-linear model estimation (von Eye & Mun, 2013) . However, finding the best fitting model is not the goal of configural analysis. Instead, one specifies a base model in the hope that it does not fit. Only if the base model fails to describe the data well, CFA continues. If the base model provides satisfactory model-data correspondence, none of the effects of interest exists, and the search for individual cells that deviate from expectancy is pointless.
In the third step, performed only after the base model fails, CFA null hypotheses are tested, usually for each cell of the cross-classification. The CFA null hypothesis states that, for each configuration, that is, in each cell, the difference between the expected and the observed frequencies is no greater than random. Specifically, the CFA null hypothesis states that 
where N is the sample size, π r is the probability of Cell r under the base model, and m r is the observed frequency of cell r (below, we describe B N ,π r as a binomial probability). In other words, one can say that Cell r constitutes a CFA type when the null hypothesis is rejected because Cell r contains more cases than expected. Alternatively, the null hypothesis is rejected because
In other words, the null hypothesis can also be rejected because Cell r contains fewer cases than expected under a base model. In this case, Cell r is said to constitute a CFA antitype. When the null hypothesis prevails, the number of cases in Cell r is consistent with the base model.
Each of these tests is conducted under protection of the significance threshold α. 
and antitypes emerge, if
For the binomial test, the probabilities of the observed and each more extreme frequency are calculated and added to the total. There is no need to assume that any theoretical distribution is reasonably approximated. The binomial test is exact. This test is recommended when a sample is so small that the approximation properties of approximative tests are doubtful.
The most popular approximative test is the standard nor-
Both, the binomial test and the z-test can be applied under any sampling scheme. More specifically, the multinomial and the product-multinomial sampling schemes do not require that a different test than the binomial or the z-test be used. Other CFA tests are valid only under specific sampling schemes (for more detail on the protection of α and for more CFA tests and their characteristics, see von Eye, 2002a) .
In the following sections, we discuss CFA of lags (cf. von Eye et al., 2010) , the comparison of lag types and antitypes of individuals (von Eye & Mun, 2012) , and we propose extensions of these methods.
CFA of Lags
In standard, cross-sectional data sets, the order of observations usually carries no information. Whether Individual i's data are listed before Individual j's data or after is of no importance and has no implications for the results of data analysis. The same applies to longitudinal CFA. In this approach, however, the temporal order of data is of importance. Consider, for example, the data in Table 1 . The first row of Table 1 (labeled with "Day") displays the number of beers an alcoholic has consumed on ten consecutive days.
For Days 2 through 10, we ask, how many beers the same individual had consumed on the day before. This information appears in the second row ("Day Before") of data of Table 1 . The data in the second row are called the lag-1 data. The number of beers consumed two days before appears in the third row of data ("2 Days Before"). These data are called lag-2 data. Lag-2 data are the lag-1 data of lag-1 data. Expressed differently, lag-1 data are shifted back and lag-2 data are created by
The original data, x t , and the lagged data, X t−i , can be subjected to various forms of statistical analysis. For example, one can ask whether the original data and the lag-7 data are correlated. In the example given in Table 1 , this would correspond to the question whether particular days in a week are correlated with the number of beers this alcoholic individual consumes seven days before. Other questions concern the detection of seasonal trends in temperature or monthly trends in car sales.
Configural analysis allows one to answer these and other questions in the space of categorical variables, at the level of individual patterns. This is performed, in the simplest case, by crossing series that are shifted by a lag of l time points (here, j is used to index the original series of scores, and j is used to index the shifted series of scores). To explain, let X t, j be category j of a categorical variable that was observed a point in time t. Let X t−l, j be the same category of the same variable, but shifted by a lag of l points in time. Then, Cell [X t, j , X t−l, j ] of the X t × X t−1 cross-classification contains the number of observations for Category j at the first occasion that is followed by Category j , at the lth occasion before.
In the context of configural analysis, there are two CFA base models that can be estimated for a X t × X t−l crossclassification. The first is the null model, log m = λ + . The second model is that of variable independence. This is the main effect model, log m = λ + λ X t + λ X t−l + . The interpretation of these models is discussed in the following section. When more lagged variables are considered or when information such as stratification or demographic variables is taken into account, more complex base models can be considered, e.g., prediction CFA. We now illustrate the use of lag CFA.
Data Example.
To illustrate lag CFA, we use data from a longitudinal study of self-identified alcoholics (Perrine, Mundt, Searles, & Lester, 1995) . A sample of alcoholic adult men provided every morning information about their drinking, as well as their subjective ratings of mood, health, and quality of the day before the interview. Here, we ask whether associations exist between the number of standard size beers consumed on the same day of the week for consecutive weeks, that is, for a lag of seven days. In other words, we set the shift operator to B(x t ) = x t−7 . We use the data from Respondent 3004. The range of the numbers of beers consumed by Respondent 3004 was wide. Even extremely high numbers are frequently reported. We nevertheless condensed this scale to range from 0 = no beer consumed through 5 = five or more beers consumed in one day. The main reason for condensing the scale this way is that other respondents reported fewer extreme numbers consumed at one occasion. Using the scale with scores from 0 through 5 makes it, therefore, easier to compare respondents. We will use these data for the other examples in this article as well. Respondent 3004 provided data for 742 consecutive days. Because of the lag of 7 days, the lagged series contains data from 735 days. This respondent as well as all others started answering the phone interview questions on a Monday. Thus, the first reported day in the series is a Sunday.
The cross-classification of the original beer consumption figures with the ones from seven days before, was subjected to CFA. Because there are only two variables in the analysis, the number of possible base models is small. Based on the variables that span the cross-classification, that is, not considering possible covariates or special effects and excluding the saturated model, there are four possible base models. These models are
log m = λ + ; this model is used for what was called
Configural Cluster Analysis (Lienert & von Eye, 1989) ;
3. log m = λ+λ X t−7 + ; types and antitypes from the second and the third models are hard to interpret; they would indicate that there exist either the main effects of the variable whose main effect is not included or the interaction between the two series; considering that the two shifted series contain largely the same data, the first element of this interpretation seems implausible; therefore, we do not consider these models suitable base models for lag CFA; 4. log m = λ + λ X t + λ X t−7 + ; types and antitypes from this base model indicate local associations between the lagged observations (Havránek & Lienert, 1984) .
The first of these four models is the null model. It posits that there are only random local deviations from a uniform distribution. This model would answer the question whether there are local density centers (types) or sparsely populated sectors (antitypes) in the space spanned by X t and X t−7 . Types and antitypes could be caused by main effects of either variable or the interaction X t × X t−7 . In the present example, we ask whether there are local associations, regardless of possibly existing main effects. This question can be answered by estimating the fourth of the possible models. This is the model of variable independence, also called the main effect model. If this model fails and CFA results in types and antitypes, the question concerning local associations can be considered answered based on the types and antitypes.
Thus, we estimated the model of independence of the two observation series. For the cell-wise CFA tests, we set the significance level to α = 0.05, and we used the z-test and the Holland and Copenhaver (1987) α protection. Table 2 displays the results of this analysis. The overall goodness-of-fit LR-X 2 for the base model of the cross-classification in Table 2 is 498.81. For d f = 25, this value indicates poor fit (p < 0.001). We reject the base model and proceed to the CFA tests. The results of these tests are given in Table 2 . For illustration purposes, we just interpret the two most extreme types and the two most extreme antitypes, where 'extreme' is based on the magnitude of the z-statistic.
Type 0 0: The most extreme type is one of stability of staying sober on corresponding days of the week. More often than expected under the assumption of independence between the reports a week apart, Respondent 3004 reported that he consumed no beer at all on two corresponding days of the week. This pattern occurred 85 times, but the base model led one to expect only 25.17 times.
Type 5 5: The second-most extreme type is one of stability of drinking excessively on corresponding days of the week. More often than expected under the assumption of independence between the reports a week apart, Respondent 3004 reported consuming five beers or more on two corresponding days of the week. This occurred 393 times but had been expected to occur on only 286.64 days.
Antitype 5 0: The most extreme antitype suggests that drinking excessively after having consumed nothing seven days before is extremely unlikely. This pattern occurred eight times, but had been expected to occur 84.56 times.
Antitype 0 5: This is the reverse pattern to Antitype 5 0. It suggests that drinking nothing after having consumed excessively seven days before is extremely unlikely as well. This pattern occurred nine times, but it had been expected to occur 85.30 times.
From these results, we draw the conclusion that Respondent 3004's beer consumption behavior is very predictable from one day to the same day, one week later. CFA results suggest that patterns of heavy drinking, patterns of staying sober, and patterns shifting from drinking to staying sober and vice versa occur at extreme rates. However, not all patterns deviate from expectancy. The number of extreme patterns is, from a CFA perspective, not out of the ordinary. The patterns that are well represented by the model of independence of drinking from one day to the corresponding day of the following week suggest that, in most cells of the table, there is independence. CFA tells the user where, in the table, local associations exist.
There are many other questions than the one concerning local associations. For example, one can ask whether there are patterns of multiple types or patterns of multiple antitypes for Respondent 3004. We will come back to this question later, in this article. One could also ask whether this respondent changes his drinking behavior over the course of the 3.5 years that he provided data for. In the next section, we focus on a third question, also within the context of person-oriented research. This is the question concerning the comparison of two respondents.
Comparing Two Individuals' Lag Patterns
In the last section, we illustrated that CFA can well be used to identify longitudinal behavioral patterns for the individual (cf. von Eye et al., 2010; von Eye & Mun, 2012) . In this section, we illustrate that CFA can also be used to compare individuals in such patterns. We present two approaches. The first involves estimating the same base model for two or more individuals, in separate runs, and then heuristically compare the resulting type and antitype patterns. The second approach involves performing a variant of 2-group CFA to the comparison individuals. These two approaches help answer different questions. The first approach runs individual-specific CFAs. Results indicate whether the comparison individuals' behavior exhibits local associations. These associations may or may not exist, regardless of the patterns that describe the respective other individuals. The second approach answers the question whether comparison individuals differ in particular configurations, regardless of whether this configuration constitutes a type or antitype (or nothing) for one or both of the individuals.
In this section, we illustrate both approaches. We begin with the first. It simply involves running CFAs as illustrated in the last section, for two or more individuals. For the purpose of comparison, the base models, the test used for the CFA hypotheses, and the protection of α in the multiple CFA runs must be exactly the same.
Data Example. In this data example, we use data from the same study as in the first example. We use data from respondent 3000. As for Respondent 3004, we estimate the base model of variable independence, use the z-test, and apply the Holland-Copenhaver strategy of α-protection. The results of this analysis appear in Table 3 .
The overall goodness-of-fit LR-X 2 for the base model of the cross-classification in Table 3 is 35.36. For d f = 25, this value indicates solid fit (p = 0.08). We retain the base model and see no point in proceeding to the CFA tests. Indeed, the results in Table 3 suggest that not a single cell constitutes a type or an antitype. The drinking habits of Respondent 3000 are unpredictable when one compares corresponding days of the week. This result and the one reported in Table 2 are in accordance with the ones presented by von Eye and Bergman (2003) , for the same individuals. The authors had calculated autocorrelations for these two respondents, over a wide range of lags. The results of that analysis suggested that the two respondent differ in volume and predictability of beer consumption.
The interpretation of the CFA results in Table 3 , in comparison with those in Table 2 , is straightforward. Whereas Respondent 3004 is well predictable in a number of patterns, Respondent 3000 shows no local associations at all, for a lag of seven days. Note, however, that the present results may be specific to the chosen lag of one week. von Eye and Bergman (2003) showed that, for lags that only cover drinking patterns from one day to the next, Respondent 3000 is well predictable. The visual comparison of z-values indicate where individual-specific local associations exist (see Figure 1) , and it becomes evident that such associations do exist for Respondent 3004 but not for Respondent 3000. In the next section, we discuss how to statistically compare these two respondents with the aim of identifying those lag patterns in which the two respondents differ. 
Statistically Comparing Lag Patterns
In the simplest case, there is one additional variable in a configural lag comparison, the variable that indicates the comparison units. Let this variable be labeled P. Let the two lag variables be labeled X t and X t−l . For these three variables, the following base models are conceivable (again excluding models with covariates or special effects, and also excluding models that are as hard to interpret as the second and the third, above):
It should be noted that many other log-linear models could be considered for these three variables, including hierarchical, non-hierarchical, and nonstandard models (Mair & von Eye, 2007) . None of these, however, qualifies as a CFA base model (cf. the criteria for CFA base models listed above; von Eye, 2004) . Therefore, we only discuss these three models. The first of the three base models is, as before, the null model. It allows one to answer the question where, in the cross-classification of P, X t , and X t−l , observed frequencies deviate significantly from the grand mean of frequencies. As in the first two examples, however, we focus on local associations.
Therefore, we are more interested in the second and the third base models. The second is that of variable independence. If it fails and types and antitypes emerge, we know that local associations exist. These associations may represent different patterns for the comparison units. That is, they can be respondent-specific. However, they do not allow us to answer the question concerning the differences between the comparison units. To answer this question, we need the third base model. It corresponds to that of 2-group CFA. It includes the association between the comparison variables. However, it posits that no qualification of this association is needed that is related to the comparison units. In other words, this model posits that the association between the comparison variables is the same across all comparison units.
If this model fails and types and antitypes emerge, there is only one reason for their existence: Individual patterns differ across the comparison units. This could have been captured only by the three-way interaction among P, X t , and X t−l and the two two-way interactions P × X t and P × X t−7 . These terms are not part of the base model. They were omitted for two reasons. First, including these terms and specifying the base model such that it is hierarchical would result in a saturated model. Here, we are not interested in this model because we focus on individual pairs of cells (when there are two comparison units; when there are more, the number of cells in each comparison increases; see von Eye, 2002a). Second, finding that the three-way interaction is significant will not allow one to answer the CFA-specific question of where exactly in the space of the three variables P, X t , and X t−l differences are located. This question can be answered only with CFA.
In general, the model to be used for the comparison of lagged information from two or more individuals contains the following terms:
1. all main effects of all variables in the analysis; 2. all possible interactions among the variables used for comparison; the model is, thus, saturated in the comparison variables;
3. all possible interactions among the variables used to classify the comparison units; usually, there is only one such variable; however, there are instances in which more than classification variable is used (e.g., age, gender, and extraversion); in these instances, the model is saturated in the classification variables as well.
Including all these terms implies first that this base model posits that the comparison variables are independent of the comparison units. If this proposition fails, CFA allows one to determine the patterns of the comparison variables in which comparison units differ from each other. The second implication is that any of the comparison variables and any combination of comparison variables can be associated with the classification variables. This issue will be taken up again later, in this article. We now proceed to the realworld data example.
Data Example.
In the following example, we continue the analysis of lagged drinking behavior patterns of respondents 3000 and 3004. We estimate the above third base model, which is, in the present example,
where P distinguishes between Respondents 3000 and 3004, and X t , and X t−l represent the original drinking variables and the ones after invoking the shift operator B(x t ) = x t−7 . For the CFA, we use, as in the first examples, the z-approximation of the binomial test, and, to protect α, we employ the Holland-Copenhaver procedure. Table 4 displays the results of the comparison of Respondents 3000 and 3004. The overall goodness-of-fit LR-X 2 for the base model of the cross-classification in Table 2 is 1014.16. For d f = 35, this value indicates poor fit (p < 0.001). We reject the base model and proceed to the CFA tests. The results of these tests are given in Table 4 . Table 4 is structured so that the comparison pairs are presented in one cell each. For example, in the first cell, we compare Respondents 3000 and 3004 (labeled as 1 and 2) in Pattern 0 0. For each comparison, there is only one test. This implies that the protected significance threshold is less extreme than when each cell is subjected to a CFA test. Therefore, 2-group CFA of lagged data has more statistical power than the corresponding CFA that performs one test per pair of observed and expected cell frequencies. Table 4 shows nine discrimination types. This indicates that Respondent 3000 differs from Respondent 3004 in nine lagged drinking patterns. To illustrate, we interpret the two most extreme discrimination types, where 'extreme' is, as above, based on the magnitude of the test statistic.
Discrimination Type 5 5 1 / 5 5 2: As shown in Table 2 , Pattern 5 5 constituted a lagged drinking type in the separate analysis of Respondent 3004. Here, we see that the two respondents differ extremely in this pattern. Respondent 3004 reported having consumed five or more beers on corresponding days of consecutive weeks 393 times. In contrast, Respondent 3000 reported this pattern only 10 times.
Discrimination Type 5 0 1 / 5 0 2: Pattern 5 0 also stood out in the separate analysis of Respondent 3004. There, it constituted an antitype. Here, we see that the two respondents differ in this pattern as well. Whereas Respondent 3000 switched 218 times from drinking nothing to drinking 5 or more beers on corresponding days of two weeks, Respondent 3004 did this only nine times. It is interesting to note that Pattern 0 5, which constituted an antitype in the separate analysis of Respondent 3004 as well, does not emerge as extreme in the present analysis. This pattern occurs equally rarely for both respondents.
From the results in Table 4 , we conclude that
• patterns that constitute types or antitypes in the separate analysis of individuals do not necessarily also constitute discrimination types in the comparison of indi-viduals; examples include Patterns 0 5, 5 2, and 5 3;
• patterns that fail to constitute types or antitypes in the separate analysis of individuals, can constitute discrimination types nevertheless; examples include Pattern 4 5.
In sum, results from the separate analysis of individuals are not predictive of results from the statistical comparison of the same individuals. Reasons for this are (1) that the base models for these two configural analyses take different information into account, and (2) that the base models are specified so that they speak to different questions.
Patterns of Patterns: Compound Patterns
Base models such as the one used for A number of test statistics has been proposed that allow one to test the null hypothesis that a group of cells jointly has an occurrence rate that deviates from the expected (cf. Darlington & Hayes, 2000; von Eye, 2002a) . They all take into account that the test statistics for individual cells, e.g., X 2 values or z scores, cannot simply be averaged or summed because the resulting scores would not approximate a known sampling distribution closely enough. Each of these statistics can be used to test the present null hypothesis. However, we consider Stouffer's (Stouffer, Suchman, DeVinney, Star, & Williams, 1949 ) Z-statistic as being most suitable. The main reasons for this choice are (1) that Stouffer's Z is as powerful as the other statistics, and, more important in the present context, (2) that it can be used for one-sided testing. Z approximates the standard normal, that is, a symmetrical distribution.
The statistic can be described by
where i goes over the cells that constitute the group under examination, n c g is the number of cells in the group, p is estimated asm i N , andq = 1 −p. Data Example. In the following data example, we continue the analysis of the data obtained from Respondents 3000 and 3004. The base model used for the comparison of the predictability of beer drinking of these two respondents via 2-group CFA of lagged data yields the expected cell frequencies given in Table 5 (these are also the expected cell frequencies that underlie the analyses for Table 4 ). Table 5 does not display any tests for types or antitypes. These would reflect the results from examining individual cells. Here, we ask questions concerning groups of cells. Specifically, we ask the following two questions:
1. Considering that Respondent 3000 drinks, on average, less beer than Respondent 3004, is it more likely than one would expect under the assumption that there are no interindividual differences in the effects that describe the data in Tables 4 and 5 that Respondent 3000, in comparison with Respondent 3004, exhibits, on corresponding days of the week, drinking patterns in which he combines drinking fewer beers before or after he consumed large numbers of beers on the corresponding day the week before (or after)?
2. In turn, considering that Respondent 3004 drinks, on average, more beer than Respondent 3000, is it particularly less likely than one would expect under the assumption that there are no interindividual differences in the effects that describe the data in Tables 4 and 5 that Respondent 3004 exhibits, on corresponding days of the week, drinking patterns in which he combines drinking fewer beers before or after he consumed large numbers of beers on the corresponding day the week before (or after)?
These two questions may sound similar. However, in the first question we consider the drinking pattern of Respondent 3000, relative to the drinking of Respondent 3004. In contrast, in the second question, we consider the drinking pattern of Respondent 3004, relative to the drinking of Respondent 3000. These relations usually do not correspond.
The cells that speak to the first question are 1 5 0, 1 5 1, 1 5 2, 1 5 3, and 1 5 4 (see Table 5 ). The cells that speak to the second question are 2 5 0, 2 5 1, 2 5 2, 2 5 3, and 2 5 4 (see also Table 5 ). Inserting into the formula for Z to answer the first question, we obtain Z = (9.884+6.744+5.216+2.608−1.663)/ 5 = 10.192.
This value is more extreme than compatible with the onesided 0.05 significance threshold of 1.645 (p < 0.01), and we conclude that Respondent 3000 does indeed more often than expected return to drinking nothing after having consumed at least one beer on the corresponding day of the week before. The five configurations 1 5 0, 1 5 1, 1 5 2, 1 5 3, and 1 5 4 thus constitute a joint CFA type. This is in contrast to Respondent 3004. This statement can be formulated even more specifically after answering the second question. Inserting into the formula for Z to answer this question, we obtain Z = (−9.836−6.712−5.191−2.596+1.655)/ 5 = −10.143, a value that also exceeds the critical one-sided value for a significance threshold of α = 0.05 (p < 0.01). We conclude that it is not only more likely that Respondent 3000 returns to drinking nothing from having consumed one or more beers on the corresponding day the week before, it is also less likely than expected that Respondent 3004 does the same. The five configurations 2 5 0, 2 5 1, 2 5 2, 2 5 3, and 2 5 4 thus constitute a joint CFA antitype. Please note that, in both cases, the hypotheses are one-sided. This was one of the reasons why we selected Stouffer's test.
Base Models and Interpretation of Joint Types and Antitypes.
In the last section, we discussed joint types and antitypes for configural lag analysis of interindividual differences in intraindividual change of drinking patterns. We examined the interplay of the three variables P, X t , and X t−7 from a configural, person-oriented perspective. The interpretation of the joint type and the joint antitype was based on omitting all interactions from the base model that would include Variable P. That is, we used the base model log m = λ + λ X t + λ X t−7 + λ P + λ X t ,X t−7 . This base model proposes that neither the original series nor the one that results from invoking the backshift operator B(x t−1 ) = x t−7 is respondent-specific, and neither is the interaction between the two series. There are three interactions that involve P. These are the interactions [X t , P], [X t−7 , P], and [X t , X t−7 , P]. Omitting all three of them is in line with the rules set up for 2-or more-group CFA.
This decision, however, may be discussable, in the present context. For example, it may be the case that [X t−7 , P] exists when [X t , P] also exists. Differences will solely be due to the size of the lag because the second series, X t−7 , will be shorter than the first by a number of days that is given by the size of the lag. Therefore, one of the interactions may be redundant, given the other. Because of this redundancy, the three-way interaction plus one of the twoway interactions may be sufficient for the interpretation of resulting joint types and joint antitypes. Specifically, and extending the series of models considered by (von Eye & Mun, 2012) , four base models are conceivable:
; this is the standard base model used in 2-group CFA, it was used for the analyses in Tables 4 and 5 ; this model proposes that the comparison respondents differ in their original and lagged series of scores;
this is the base model that searches for types and antitypes under the assumption that the first of the two series is not specific to the comparison individuals; this model considers the first of the two-way interactions redundant; 3. Model 3: log m = λ+λ X t +λ X t−7 +λ P +λ X t ,X t−7 +λ X t−7 ,P ; this is the base model that searches for types and antitypes under the assumption that the second of the two series is not specific to the comparison individuals; this model considers the second of the two-way interactions redundant; and 4. Model 4: log m = λ+λ X t +λ X t−7 +λ P +λ X t ,X t−7 +λ X t ,P + λ X t−7 ,P ; this is the model of all two-way interactions; it is parallel to a logit model (for a comparison of logit models and CFA, see von Eye, Mair, & Bogat, 2005) ; in standard modeling, this model is of interest when one assumes that the three-way interaction does not make an important contribution to explaining the frequency distribution in the cross-classification; from the perspective of a configural analysis of interindividual differences in intraindividual change, however, this may be the most important effect; this model suggests that the two comparison respondents differ in the relation between the original and lagged series of scores.
Indeed, estimating these four base models yields different goodness-of-fit results. Specifically, we obtain, for None of these models fits, and one can expect types and antitypes to emerge. However, whereas the difference between the first two models is minimal, the difference between the first and the third is significant. We can conclude that the interaction [X t , P] does make a strong contribution to the emergence of types and antitypes. The difference between Models 1 and 4 is significant as well. Considering that Model 4 is rejected, we conclude that the three-way interaction does also play an important role in the explanation of the frequency distribution in Table 4 , and may be the main cause for discrimination types to emerge (for more detail on the comparison of log-linear models, see (von Eye & Mun, 2013) 
Discussion
In the following discussion, we first extend the models that can be used for lag CFA. This is followed by a discussion of questions that can be answered with lag CFA and a discussion of statistical and design implications.
More Complex Models for Lag CFA
In this article, we extended the methods of lag CFA that had been proposed by von Eye et al. (2010) and von Eye and Mun (2012) in two domains. First, we proposed and provided interpretation for more models than previously considered. Second, we proposed considering groups of cells that represent particular patterns of intraindividual change. For the sake of simplicity and manageability of data examples, we kept all models and examples basic in the sense that we used the smallest possible number of variables. Naturally, more complex models are conceivable.
To give an example of such models, we now illustrate how lag CFA can be combined with existing CFA models. Specifically, we propose prediction lag CFA. This is an approach that combines prediction CFA, moderator CFA, lag CFA, and multiple group CFA. Again for the sake of simplicity, consider that there are just two series of scores, X t and X t−l , one variable that indicates the comparison individuals, P, and one discrimination variable, D. For these three variables, we consider the following five CFA base models.
The first of these models is the standard base model of first order CFA. This model is used to determine whether there are types and antitypes at all. If they exist, one can ask whether they are specific to the comparison individuals or to categories of the discrimination variable. This question can find a preliminary answer through the results of the second model. If this model yields types and antitypes, they can be caused by interactions of the series of observations with the person-identifier, P, and the discrimination variable, D, and the interaction between these two variables. The second model, however, will not help answer the question whether the interactions of the two series with D and P are the only causes for the emergence of types and antitypes. The model that includes the interaction between D and P does answer this question. All it leaves out of the base model are the interactions of the two series with the person-identifier and the discrimination variable.
Questions Answered by Lag CFA
Two additional questions concern the contributions made by the person-identifier and the discrimination variable. Base Model 4 includes the interactions among the series and the person-identifier, P. Only interactions among the two series and the discrimination variable are not part of this model. If types and antitypes emerge, they must be caused by these interactions. In other words, these types and antitypes must be specific to categories of the discrimination variable. Similarly, Base Model 5 includes the interactions among the series and the discrimination variable, D. Only interactions among the two series and the person identifier are not part of this model. If types and antitypes emerge, they must be caused by these interactions. In other words, these types and antitypes must be specific to individuals.
There are many other questions concerning the patterns that can be found in lagged series. For example, one can ask whether the lag types and lag antitypes are stable over time. This can be of importance, for instance, when intervention effects are studied, when the transition from one developmental stage to the next is investigated, or when custom tailored therapy programs are devised. When questions of this kind are considered, one can split series into parts that cover the time periods (1) before the begin of an intervention, (2) during the intervention, and (3) after the intervention. Crossing the series that result from splitting, allow one to test or explore hypotheses concerning temporal stability and change in lagged patterns.
It is important to realize that all these questions can also be asked in the context of variable-oriented research. Answering these questions by applying standard methods of lag analysis, time series analysis, or structural modeling to aggregated raw data requires, however, strong assumptions. The two most important ones are that (1) relations among variables hold across all categories or levels of these variables (methods of, for example, piecewise regression do exist, but they are rarely applied and, when they are applied, they usually operate in a variable-oriented research context), and (2) the theorems of ergodicity apply. As Molenaar (2004; cf. Molenaar & Campbell, 2009 ) has shown, these theorems apply only rarely, if ever. Therefore, application of person-oriented analysis is de rigeur. The methods discussed and presented in this article are one step in the development of methods that allow researchers to make comparative statements about the development of individuals.
Statistical and Design Implications
An important question often asked in the context of CFA applications concerns statistical power. For CFA, the study sample is distributed over the cells of the cross-classification of the categorical variables of interest. This distribution is, usually, rather non-uniform. By implication, some of the cells that are subjected to CFA tests will contain no observed cases or just a few. Other cells will contain larger numbers of cases. Similarly, most CFA base models result in nonuniform distributions of expected cell frequencies (only the zero-order base model will always result in a uniform distribution of expected frequencies). The power of statistical tests to detect significant deviations from expectancy will, therefore, vary with the numbers of observed and expected cases. This is exacerbated by application of the strict CFA-specific rules of α protection. In all, large samples are needed for CFA, in particular when multiple variables and variables with many categories are cross-classified.
A second problem is that one would expect that types are more readily detected than antitypes because the cellwise tests for types tend to have more power than the tests for antitypes. This is to be expected because, in the typical case, cells for which one anticipates antitypes contain fewer cases than cells for which one anticipates types.
Fortunately, there are three developments that alleviate these two problems. First, some of the tests that have been proposed for use in CFA are particularly sensitive to antitypes (von Eye, 2002b) . These tests counterbalance, to a degree, the disadvantage of smaller cell frequencies.
Second, modern methods of data collection make it much more realistic than ever before to design studies with many observation points. Examples of such methods include automated interview techniques, and studies in which participants are asked via text messages to respond to questions that then appear on the screens of smartphones. These methods of data collection enable researchers to collect series of observations that are as long as the ones in the Perrine et al. study, in which some of the respondents provided data from 800 daily interviews.
The third development, for the first time proposed by von Eye et al. (2010) in the context of CFA, involves using fractional factorial designs in the analysis of categorical data. In the present context, this type of design is based on the Sparsity of Effects Principle (see Wu & Hamada, 2000) . According to this principle, higher order effects usually are so weak that they contribute little or nothing to the explanation of the joint frequency distribution in a cross-classification. This implies for CFA that tables and designs that allow one to estimate higher order effects are not needed for the detection of CFA types and antitypes. Omitting these effects on the level of the design of a study allows one to collect data in a way that is more parsimonious. Specifically, fractional designs allow researchers to construct cross-classifications with fewer cells for more variables, and the same types and antitypes will emerge as for complete tables (if higher order effects are indeed not needed for the detection of types and antitypes). For a complete data example, see von Eye et al. (2010, Ch. 12) .
Producing reduced, fractional, longitudinal designs opens the door to addressing a key issue of person-oriented research. This is the issue of describing individuals by patterns of behavior or functioning instead of individual variable scores. Automated data collection allows one to collect very long time series of patterns, that is, of multivariate descriptors of individuals. These patterns can then be subjected to configural analysis. It can be asked, for example, whether patterns in one behavioral domain, say personality, are related to patterns in a second behavioral domain, say emotion, whether these relations change over time, and whether these changes are the same for individuals and groups of individuals. These exciting options still need to be specified and are topics for future work in the development of statistical methods of analysis for person-oriented research.
