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Abstract
In this paper we consider uniformly resolvable decompositions of the com-
plete graph Kv into subgraphs such that each resolution class contains only
blocks isomorphic to the same graph. We completely determine the spectrum
for the case in which all the resolution classes consist of either P2, P3 and P4.
AMS classification: 05B05.
Keywords: Resolvable graph decomposition; Uniform resolution; Paths
1 Introduction and definitions
Given a collection H of graphs, an H-decomposition of a graph G is a decomposition
of the edge set of G into subgraphs (called blocks) isomorphic to some element of
H. Such a decomposition is said to be resolvable if it is possible to partition the
blocks into classes Pi (often referred to as parallel classes) such that every vertex
of G appears in exactly one block of each Pi. A resolvable H-decomposition of G
is sometimes also referred to as an H-factorization of G, and a class can be called
an H-factor of G. The case where H = {K2} (a single edge) is known as a 1-
factorization; for G = Kv it is well known to exist if and only if v is even. A single
class of a 1-factorization, that is a pairing of all vertices, is also known as a 1-factor
or perfect matching.
In many cases we wish to place further constraints on the classes. For example,
a class is called uniform if every block of the class is isomorphic to the same graph
from H. The result of Rees [16] which finds necessary and sufficient conditions for
the existence of uniformly resolvable {K2, K3}-decompositions of Kv is of particular
note. Uniformly resolvable decompositions of Kv have also been studied in [4], [5],
[6], [7], [8], [9], [11], [12], [13], [15], [18], [19], [20] and [21].
If H = {H1, H2, . . . , Hl}, let (H1, H2, . . . , Hl)-URD(v; r1, r2, . . . , rl) denote a uni-
formly resolvable decomposition of Kv into ri classes containing only copies of the
graph Hi, for i = 1, 2, . . . , l. In this paper we study the existence of uniformly re-
solvable decompositions into paths P2 = K2, P3, P4 for the complete graph Kv. The
existence of (uniformly) resolvable decompositions for each H ⊂ {K2, P3, P4} was
studied separately already long ago:
• There exists a resolvableK2-decomposition ofKv if and only if v ≡ 0 (mod 2).
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• There exists a resolvable P3-decomposition ofKv if and only if v ≡ 9 (mod 12)
[10].
• There exists a resolvable P4-decomposition ofKv if and only if v ≡ 4 (mod 12)
[1].
• There exists a (K2, P3)-URD(v; r, s) if and only if v ≡ 0 (mod 6) and (r, s) ∈
{(v− 1− 4x, 3x), x = 0, 1, . . . , v−4
4
} for v ≡ 0 (mod 12) and (r, s) ∈ {(v− 1−
4x, 3x), x = 0, 1, . . . , v−2
4
} for v ≡ 6 (mod 12) [14, 24].
• There exists a (K2, P4)-URD(v; r, s) if and only if v ≡ 0 (mod 4) and (r, s) ∈
{(v − 1 − 3x, 2x), x = 0, 1, . . . , v−3
3
} for v ≡ 0 (mod 12), (r, s) ∈ {(v − 1 −
3x, 2x), x = 0, 1, . . . , v−1
3
} for v ≡ 4 (mod 12) and (r, s) ∈ {(v−1−3x, 2x), x =
0, 1, . . . , v−2
3
} for v ≡ 8 (mod 12) [14, 24].
• There exists a(P3, P4)-URD(v; r, s) if and only if v ≡ 0 (mod 12) and (r, s) ∈
{(6 + 9x, 2 + 2(v−12)
3
− 8x), x = 0, 1, . . . , v−12
12
} [8].
In what follows, we will denote by [a1, a2, . . . , ak] the path Pk, k ≥ 3, having
vertex set {a1, a2, . . . , ak} and edge set {{a1, a2}, {a2, a3}, . . . , {ak−1, ak}}. Given a
graph G, we will denote by G(n) the graph on V (G) × Zn with edge set {{xi, yj} :
{x, y} ∈ E(G), i, j ∈ Zn}.
2 Necessary conditions
In this section we will give necessary conditions for the existence of a (P2, P3, P4)-
URD(v; r, s, t). To begin with, note that if there exists a (P2, P3, P4)-URD(v; r, s, t)
with s > 0 and t > 0, then v ≡ 0 (mod 12).
Lemma 2.1. [14, 24] There exists a (P2, P3, P4)-URD(v; r, 0, t) if and only if v ≡ 0
(mod 4) and (r, 0, t) ∈ {(v − 1 − 3x, 0, 2x), x = 0, 1, . . . , v−3
3
} for v ≡ 0 (mod 12),
(r, 0, t){∈ (v − 1 − 3x, 0, ), x = 0, 1, . . . , v−1
3
} for v ≡ 4 (mod 12) and (r, 0, t) ∈
{(v − 1− 3x, 0, 2x), x = 0, 1, . . . , v−2
3
} for v ≡ 8 (mod 12).
Lemma 2.2. [14, 24] There exists a (P2, P3, P4)-URD(v; r, s, 0) if and only if v ≡ 0
(mod 6) and (r, s, 0) ∈ {(v − 1 − 4x, 3x, 0), x = 0, 1, . . . , v−4
4
} for v ≡ 0 (mod 12)
and (r, s, 0) ∈ {(v − 1− 4x, 3x, 0), x = 0, 1, . . . , v−2
4
} for v ≡ 6 (mod 12).
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Lemma 2.3. Let v ≡ 2, 10 (mod 12). A (P2, P3, P4)-URD(v; r, s, t) there exists if
and only if s = t = 0.
Proof. Suppose there exists a (P2, P3, P4)-URD(v; r, s, t), with (s, t) 6= (0, 0). By the
resolvability v must be divisible by 4, 6 or 12. A contradiction.
Given v ≡ 0 (mod 12), for every 0 ≤ u ≤ v−1
4
define r(v, u) according to the
following table:
u r(v, u)
0 (mod 3) v−3
3
− 4u
3
1 (mod 3) v−6
3
− 4(u−1)
3
2 (mod 3) v−9
3
− 4(u−2)
3
Table 1: r(v, u)
and let
D(v) =
v−4
4⋃
i=0
Di(v), (1)
where
Di(v) = {(v − 1− 4i− 3y, 3i, 2y), 0 ≤ y ≤ r(v, i)}, (2)
for i = 0, 1, . . . , v−4
4
.
Lemma 2.4. Let v ≡ 0 (mod 12). If there exists a (P2, P3, P4)-URD(v; r, s, t) then
(r, s, t) ∈ D(v).
Proof. Assume that there exists a (P2, P3, P4)-URD(v; r, s, t) D, s > 0, t > 0. By
the resolvability,
rv
2
+
2sv
3
+
3tv
4
=
v(v − 1)
2
and hence
6r + 8s+ 9t = 6(v − 1). (3)
which implies that s ≡ 0 (mod 3) and t ≡ 0 (mod 2). Let s = 3x and t = 2y;
the equation (1) gives r = v− 1− 4x− 3y. Since r, s and t cannot be negative, the
value of x and y are in the range as given in the definition of D(v).
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Let now URD(v;P2, P3, P4) := {(r, s, t) : ∃ (P2, P3, P4)-URD(v; r, s, t)}. In this
paper we completely solve the spectrum problem for such systems, i.e., characterize
the existence of uniformly resolvable decompositions of Kv into r 1-factors, s classes
containing only copies of P3 and t classes containing only copies of P4 by proving
the following result:
Main Theorem. For every integer v ≡ 0 (mod 12), URD(v;K2, P3, P4)=D(v).
3 Costructions and related structures
In this section we will introduce some useful definitions and results and discuss
constructions we will use in proving the main result. For missing terms or results
that are not explicitly explained in the paper, the reader is referred to [3] and its
online updates. For some results below, we also cite this handbook instead of the
original papers.
An incomplete resolvable (K2, P3, P4)-decomposition of Kv+h with a hole of size
h is a (K2, P3, P4)-decomposition of Kv+h − Kh in which there are two types of
classes, partial classes which cover every point except those in the hole (the set of
points of Kh are referred to as the hole) and full classes which cover every point of
Kv+h. Specifically a (K2, P3, P4)-IURD(v + h, h; [r1, s1, t1], [r¯1, s¯1, t¯1]) is a uniformly
resolvable (K2, P3, P4)−decomposition of Kv+h −Kh with r1 1-factors, s1 classes of
copies of P3 and t1 classes of copies of P4, which cover only the points not in the
hole, r¯1 1-factors, s¯1 classes of copies of P3 and t¯1 classes of copies of P4, which cover
every point of Kv+h.
A (resolvable) H-decomposition of the complete multipartite graph with u parts
each of size g is known as a (resolvable) group divisible design H-(R)GDD of type gu
(the parts of size g are called the groups of the design). When H = Kn we will call
it an n-(R)GDD. A (P2, P3, P4)-URGDD (r, s, t) of type g
u is a uniformly resolvable
decomposition of the complete multipartite graph with u parts each of size g into r
1-factors, s classes containing only copies of P3 and t classes containing only copies
of P4. If the blocks of an H-GDD of type g
u can be partitioned into partial parallel
classes, each of which contains all points except those of one group, we refer to the
decomposition as a frame. When H = Kn we will call it an n-frame and it is easy
to deduce that the number of partial parallel classes missing a specified group G is
|G|
n−1
. We quote the following lemma for a later use.
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Define r(k, u) according to the following table:
u r(k, u)
0 (mod 3) 4k − 4u
3
1 (mod 3) 4k − 2− 4(u−1)
3
2 (mod 3) 4k − 3− 4(u−2)
3
Table 2: r(v, u)
and let
D¯((12k)m) =
3k(m−1)⋃
j=0
D¯j((12k)
m), (4)
where
D¯j((12k)
m) = {(12k(m− 1)− 4j − 3y, 3j, 2y), 0 ≤ y ≤ r(k(m− 1), j)}, (5)
for j = 0, 1, . . . , 3k(m− 1).
Lemma 3.1. If there exists a (P2, P3, P4)-URGDD(r, s, t) of type 12
k, s > 0, t > 0,
then (r, s, t) ∈ D¯(12k).
Proof. Assume there exists a (P2, P3, P4)-URGDD(r, s, t) D, s > 0, t > 0. By the
resolvability of D
6kr + 8ks+ 9kt = 72k(k − 1)
and hence
6r + 8s+ 9t = 72(k − 1). (6)
which implies that (r, s, t) ∈ D¯(12k).
Let (r1, s1, t1) and (r2, s2, t2) be two triples of non-negative integers. Define
(r1, s1, t1) + (r2, s2, t2) = (r1 + r2, s1 + s2, t1 + t2). If X and Y are two sets of
triples of non-negative integers, then X+Y denotes the set {(r1, s1, t1)+(r2, s2, t2) :
(r1, s1, t1) ∈ X, (r2, s2, t2) ∈ Y }. If X is a set of triples of non-negative integers
and h is a positive integer, then h ∗X denotes the set of all triples of non-negative
integers which can be obtained by adding any h elements of X together (repetitions
of elements of X are allowed). To obtain our main result we will use the following
lemmas.
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Lemma 3.2. For every h ≥ 1, h ∗ D¯(122) = D¯((12h)2).
Proof. We induct on h. The case h = 1 is trivially true. Suppose the assertion holds
for h > 1 and prove it for h+ 1. We have
(h+ 1) ∗ D¯(122) = h ∗ D¯(122) + D¯(122).
By induction hypothesis
h ∗ D¯(122) = D¯((12h)2) = D¯0((12h)
2) ∪ D¯1((12h)
2) ∪ . . . ∪ D¯3h((12h)
2).
Since
D¯(122) = D¯0(12
2) ∪ D¯1(12
2) ∪ D¯2(12
2) ∪ D¯3(12
2),
it is easy to chek that
h ∗ D¯(122) + D¯(122) =
=
{⋃3h
j=0
[
D¯j
(
(12h)2
)
+ D¯0 (12
2)
]}⋃{⋃3
i=0
[
D¯i (12
2) + D¯3h
(
(12h)2
)]}
.
Now, as it is easy to see, for each j = 0, 1, . . . , 3h
D¯j((12h)
2) + D¯0(12
2) = D¯j((12h+ 12)
2)
and, for each i = 0, 1, 2, 3,
D¯i(12
2) + D¯3h((12h)
2) = D¯i+3h((12h+ 12)
2),
and so we obtain
h ∗ D¯(122) + D¯(122) =
⋃3+3h
j=0 D¯j((12h+ 12)
2) = D¯((12(h+ 1))2).
Lemma 3.3. For every h ≥ 1, h ∗ D¯(122) = D¯(12h+1).
Proof. It is easy to check that D¯((12h)2) = D¯(12h+1) and so the assertion holds by
Lemma 3.2.
Theorem 3.4. Let v, g, t, k and u be non-negative integers such that v = gtu. If
there exists
(1) a k-RGDD of type gu;
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(2) a (P2, P3, P4)-URGDD(r1, s1, t1) of type t
k with (r1, s1, t1) ∈ J1;
(3) a (P2, P3, P4)-URD(gt; r2, s2, t2), with (r2, s2, t2) ∈ J2;
then there exists a (P2, P3, P4)-URD(v; r, s, t) for each (r, s, t) ∈ J2 + h ∗ J1, where
h = g(u−1)
2
is the number of parallel classes of the k-RGDD of type gu.
Proof. Let G be a k-RGDD of type gu, with u groups Gi, i = 1, 2, . . . , u, of size g;
let R1, R2, . . . , R g(u−1)
k−1
, be the parallel classes of this k-RGDD. Expand each point t
times and for each block b of a given resolution class of G place on b× {1, 2, . . . , t}
a copy of a (P2, P3, P4)-URGDD(r1, s1, t1) of type t
k with (r1, s1, t1) ∈ J1. For each
i = 1, 2, . . . , u, place on Gi × {1, 2, . . . , t} a copy of a (P2, P3, P4)-URD(gt; r2, s2, t2)
with (r2, s2, t2) ∈ J2. The result is a (P2, P3, P4)-URD(v; r, s, t) with (r, s, t) ∈
{J2 + (
g(u−1)
k−1
) ∗ J1}.
Theorem 3.5. Let v, g, t, h and u be non-negative integers such that v = gtu+ h.
If there exists
(1) a 2-frame F of type gu;
(2) a (K2, P3, P4)-URD(h; r1, s1, t1) with (r1, s1, t1) ∈ J1;
(3) a (K2, P3, P4)-URGDD(r2, s2, t2) of type t
2 with (r2, s2, t2) ∈ J2;
(4) a (K2, P3, P4)-IURD(gt + h, h; [r1, s1, t1], [r3, s3, t3]) with (r1, s1, t1) ∈ J1 and
(r3, s3, t3) ∈ J3= g ∗ J2;
then exists a (K2, P3, P4)-URD(v + h; r, s, t) for each (r, s, t) ∈ J1 + u ∗ J3.
Proof. Let F be a 2-frame of type gu with groups Gi, i = 1, 2, . . . , u; expand each
point t times and add a set H = {a1, a2, . . . , ah}. For j = 1, 2, . . . , g, let pi,j be
the j-th partial parallel class which miss the group Gi; for each b ∈ pi,j, place
on b × {1, 2, . . . , t} a copy Dbi,j of a (K2, P3, P4)-URGDD(r2, s2, t2) of type t
2, with
(r2, s2, t2) ∈ J2; place onH∪(Gi×{1, 2, . . . , t}) a copyDi of a (K2, P3, P4)-IURD(gt+
h, h; [r1, s1, t1], [r3, s3, t3]) with H as hole, (r1, s1, t1) ∈ J1 and (r3, s3, t3) ∈ J3= g∗J2.
Now combine all together the parallel classes of Dbi,j, b ∈ pi,j , along with the full
classes of Di so to obtain r3 1-factors, s3 classes of paths P3 and t3 classes of paths
P4, (r3, s3, t3) ∈ J3, on H ∪ (∪
u
i=1Gi × {1, 2, . . . , t}). Fill the hole H with a copy D
of (K2, P3, P4)-URD(h; r1, s1, t1) with (r1, s1, t1) ∈ J1 and combine the classes of D
with the partial classes of Di so to obtain r1 1-factors, s1 classes of paths P3 and
t1 classes of paths P4 on H ∪ (∪
u
i=1Gi × {1, 2, . . . , t}). The result is a (K2, P3, P4)-
URD(v + h; r, s, t) for each (r, s, t) ∈ J1 + u ∗ J3.
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4 Small cases
Lemma 4.1. There exists a (P2, P3, P4)-URGDD(r, s, t) of type 6
2, for every (r, s, t) ∈
{(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)}.
Proof. The cases (6, 0, 0), (3, 0, 2), (0, 0, 4) correspond to a (P2, P4)-URGDD(r1, s1)
of type62, with (r1, s1) ∈ {(6, 0), (3, 2), (0, 4)}, which is known to exist [14]. For
the case (2, 3, 0) take the groups to be {1, 2, 3, 4, 5, 6}, {a, b, c, d, e, f} and the classes
listed below:
{{1, e}, {2, f}, {3, c}, {4, d}, {5, b}, {6, a}}, {{1, d}, {2, b}, {3, a}, {4, e}, {5, f}, {6, c}},
{[a, 1, b], [f, 4, c], [3, d, 5], [2, e, 6]}, {[c, 2, d], [a, 5, e], [3, b, 4], [1, f, 6]}, {[e, 3, f ], [b, 6, d],
[2, a, 4], [1, c, 5]}.
Lemma 4.2. There exists a (P2, P3, P4)-URGDD(r, s, t) of type 4
3, for every (r, s, t) ∈
{(0, 6, 0), (4, 3, 0), (1, 3, 2)}.
Proof. The case (0, 6, 0) follows by [23]. For the remaining cases, take the groups to
be {1, 2, 3, 4}, {5, 6, 7, 8}, {9, 10, 11, 12} and the classes listed below:
• (4, 3, 0):
{{1, 6}, {2, 5}, {3, 10}, {4, 9}, {7, 12}, {8, 11}},
{{1, 5}, {2, 6}, {3, 9}, {4, 10}, {7, 11}, {8, 12}},
{{1, 9}, {2, 10}, {3, 7}, {4, 8}, {6, 12}, {5, 11}},
{{1, 10}, {2, 9}, {3, 8}, {4, 7}, {5, 12}, {6, 11}},
{[8, 1, 11], [7, 2, 12], [4, 5, 9], [3, 6, 10]}, {[11, 3, 5], [12, 4, 6], [1, 7, 9], [2, 8, 10]},
{[6, 9, 8], [5, 10, 7], [2, 11, 4], [1, 12, 3]}.
• (1, 3, 2):
{{1, 6}, {2, 5}, {3, 10}, {4, 9}, {7, 12}, {8, 11}},
{[8, 1, 11], [7, 2, 12], [4, 5, 9], [3, 6, 10]}, {[11, 3, 5], [12, 4, 6], [1, 7, 9], [2, 8, 10]},
{[6, 9, 8], [5, 10, 7], [2, 11, 4], [1, 12, 3]},
{[9, 1, 10, 4], [2, 6, 11, 5], [12, 8, 3, 7]}, {[1, 5, 12, 6], [3, 9, 2, 10], [8, 4, 7, 11]}.
Lemma 4.3. URD-(12;P2, P3, P4) ⊇ D(12).
Proof. The case ((2, 0, 6) corresponds to a (P2, P4)-URD(12; 2, 6) which is known
to exist [14]. The case (0, 6, 2) corresponds to a (P3, P4)-URD(12; 6, 2) which is
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known to exist [8]. For all the other cases take a (K2, P3, P4)-URGDD(r, s, t) of
type 62 with (r, s, t) ∈ {(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)}, which exists by Lemma
4.1. Fill in each group of size 6 with a copy of a (P2, P3, P4)-URD(6; r1, s1, t1)
with (r1, s1, t1) ∈ {(5, 0, 0), (1, 3, 0)}, which exists by Lemma 2.2. This gives a
(K2, P3, P4)-URD(12; r, s, t) for every (r, s, t) ∈ {(5, 0, 0), (1, 3, 0)}+{(6, 0, 0), (3, 0, 2),
(0, 0, 4), (2, 3, 0)}.
Lemma 4.4. There exists a (P2, P3, P4)-URGDD(r, s, t) of type 12
2, for every
(r, s, t) ∈ D¯(122).
Proof. The case (0, 9, 0) corresponds to a (P3)-URGDD(9) of type 12
2 which is
known to exist [22]. To obtain all remaining cases except (1, 6, 2), start from a
2-RGDD of type 22 with the block set partitioned into two 1-factors, expand each
point 6 times and for each edge e of a 1-factor place on e × {1, 2, 3, 4, 5, 6} a copy
of a (P2, P3, P4)-URGDD(r1, s1, t1) of type 6
2 (from Lemma 4.1) so to obtain a
(P2, P3, P4)-URGDD(r, s, t) of type 12
2, for every (r, s, t) ∈ D¯(122)\{(1, 6, 2), (0, 9, 0)}.
For the case (1, 6, 2) take the groups {0, 1, . . . , 11} and {0′, 1′, . . . , 11′} and the classes
as listed below:
{{0, 11′}, {1, 4′}, {2, 6′}, {3, 7′}, {4, 1′}, {5, 0′}, {6, 10′}, {7, 5′}, {8, 3′}, {9, 8′}, {10, 2′},
{11, 9′}},
{[0′, 0, 1′], [2′, 1, 3′], [6′, 6, 7′], [8′, 7, 9′], [2, 4′, 3], [4, 5′, 5], [8, 10′, 9], [10, 11′, 11]},
{[1′, 2, 5′], [2′, 5, 4′], [7′, 8, 11′], [8′, 11, 10′], [1, 0′, 3], [7, 6′, 9], [0, 3′, 4], [6, 9′, 10]},
{[4′, 4, 0′], [5′, 3, 3′], [10′, 10, 6′], [11′, 9, 9′], [1, 1′, 5], [0, 2′, 2], [7, 7′, 11], [6, 8′, 8]},
{[0′, 6, 1′], [2′, 7, 3′], [6′, 0, 7′], [8′, 1, 9′], [2, 10′, 3], [4, 11′, 5], [8, 4′, 9], [10, 5′, 11]},
{[1′, 8, 5′], [2′, 11, 4′], [7′, 2, 11′], [8′, 5, 10′], [1, 6′, 3], [7, 0′, 9], [0, 9′, 4], [6, 3′, 10]},
{[4′, 10, 0′], [5′, 9, 3′], [10′, 4, 6′], [11′, 3, 9′], [1, 7′, 5], [0, 8′, 2], [7, 1′, 11], [6, 2′, 8]},
{[4′, 0, 5′, 1], [6, 11′, 7, 10′], [0′, 2, 3′, 5], [11, 6′, 8, 9′], [1′, 3, 2′, 4], [9, 7′, 10, 8′]},
{[7, 4′, 6, 5′], [0, 10′, 1, 11′], [8, 0′, 11, 3′], [2, 9′, 5, 6′], [3, 8′, 4, 7′], [10, 1′, 9, 2′]}.
Lemma 4.5. There exists a (P2, P3, P4)-URGDD(1, 6, 10) of type 12
3.
Proof. Let Gi = 3Z36 + i, i = 0, 1, 2. We construct a (P2, P3, P4)-URGDD(1, 6, 10)
of type 123 by listing its classes as follows:
{{1 + 4i, 2 + 4i}, {3 + 4i, 8 + 4i} : i = 0, 1 . . . , 8, i ∈ Z36}
{[3i, 2 + 3i, 4 + 3i] : i = 0, 1 . . . , 11, i ∈ Z36},
{[1 + 3i, 3 + 3i, 11 + 3i] : i = 0, 1 . . . , 11, i ∈ Z36},
{[3i, 4 + 3i, 8 + 3i] : i = 0, 1 . . . , 11, i ∈ Z36},
{[6 + 3i, 2 + 3i, 10 + 3i] : i = 0, 1 . . . , 11, i ∈ Z36},
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{[9 + 3i, 1 + 3i, 17 + 3i] : i = 0, 1 . . . , 11, i ∈ Z36},
{[34 + 3i, 18 + 3i, 2 + 3i] : i = 0, 1 . . . , 11, i ∈ Z36},
{[2 + 4i, 3 + 4i, 4 + 4i, 5 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[4i, 5 + 4i, 10 + 4i, 15 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[4i, 7 + 4i, 14 + 4i, 1 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[11 + 4i, 1 + 4i, 8 + 4i, 18 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[12 + 4i, 2 + 4i, 9 + 4i, 23 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[14 + 4i, 3 + 4i, 13 + 4i, 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[11 + 4i, 4i, 14 + 4i, 25 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[12 + 4i, 1 + 4i, 18 + 4i, 31 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[2 + 4i, 19 + 4i, 32 + 4i, 13 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36},
{[17 + 4i, 3 + 4i, 20 + 4i, 6 + 4i] : i = 0, 1 . . . , 8, i ∈ Z36}.
Lemma 4.6. There exists a (P2, P3, P4)-URGDD(r, s, t) of type 12
3, for every
(r, s, t) ∈ D¯(123).
Proof. The case (0, 9, 8) corresponds to a (P2, P3, P4)-URGDD(0, 9, 8) of type 12
3
which is known to exist [8], while the case (1, 6, 10) is given by Lemma 4.5.
For the cases (4, 15, 0), (0, 18, 0), (5, 12, 2), (1, 15, 2), (2, 12, 4), (3, 9, 6), start from a
3-RGDD D of type 33 with three parallel classes, expand each point 4 times and
for each block b of a given parallel class of D place on b × {1, 2, 3, 4} a copy of a
(P2, P3, P4)-URGDD(r1, s1, t1) of type 4
3, with (r1, s1, t1) ∈ {(0, 6, 0), (4, 3, 0), (1, 3,
2)}, which exists by Lemma 4.2. Since D contains three parallel classes the result is a
(P2, P3, P4)-URGDD(r, s, t) of type 12
3, for every (r, s, t) ∈ 3∗{(0, 6, 0), (4, 3, 0), (1, 3,
2)} ⊇ {(4, 15, 0), (0, 18, 0), (5, 12, 2), (1, 15, 2), (2, 12, 4), (3, 9, 6)}.
To settle the remaining cases, start from a 2-RGDD of type 23 with the block set
partitioned into four 1-factors, expand each point 6 times and for each edge e of a 1-
factor place on e×{1, 2, 3, 4, 5, 6} a copy of a (P2, P3, P4)-URGDD(r1, s1, t1) of type
62, with (r1, s1, t1) ∈ {(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)}, which exists by Lemma
4.1. The result is a (P2, P3, P4)-URGDD(r, s, t) of type 12
3, for every (r, s, t) ∈ 4 ∗
{(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)} ⊇ {D¯(123)\{(4, 15, 0), (0, 18, 0), (5, 12, 2), (1, 15,
2), (2, 12, 4), (3, 9, 6), (0, 9, 8), (1, 6, 10)}.
Lemma 4.7. URD-(36;P2, P3, P4) ⊇ D(36).
Proof. Start from a 3-RGDD of type 13 and apply Theorem 3.4 with t = 12, g =
1, u = 3 (the input designs are a (P2, P3, P4)-URGDD(r1, s1, t1) of type 12
3 with
11
(r1, s1, t1) ∈ D¯(12
3), which exists by Lemma 4.6, and a (P2, P3, P4)-URD(12; r2, s2, t2)
with (r2, s2, t2) ∈ D(12), which exists by Lemma 4.3). This implies
URD(v;P2, P3, P4) ⊇ D(12) + D¯(12
3).
Taking into account that
D(12) = D0(12) ∪D1(12) ∪D2(12)
and
D¯(123) = D¯0(12
3) ∪ D¯1(12
3) ∪ . . . ∪ D¯6(12
3).
Since it is easy to see that, for each j = 0, 1, . . . , 6
D¯j(12
3) +D2(12) = Dj+2(36)
and, for each i = 0, 1,
D¯0(12
3) +Di(12) = Di(36),
we obtain D(12) + D¯(123) = D(36) and this complete the proof.
Lemma 4.8. There exists a (P2, P3, P4)-IURD(36, 12; [r1, s1, t1], [r2, s2, t2]) for eve-
ry (r1, s1, t1) ∈ D(12) and for every (r2, s2, t2) ∈ 2 ∗ D¯(12
2).
Proof. Lemma 3.3 gives 2 ∗ D¯(122) = D¯(123). Start from a (P2, P3, P4)-URGDD(r2,
s2, t2) of type 12
3 with (r2, s2, t2) ∈ D¯(12
3), which exists by Lemma 4.6, and
fill in two groups of size 12 with a copy of a (P2, P3, P4)-URD(12; r1, s1, t1) with
(r1, s1, t1) ∈ D(12), which exists by Lemma 4.3.
In order to obtain our main result, we need to handle a further case, v = 60,
which will be discussed in a separate section.
4.1 The case v = 60
Lemma 4.9. [14] URD-(20;P2, P3, P4) = D(20) = {(19−3x, 0, 2x), x = 0, 1, . . . , 6}.
In what follows, we will denote by Cm(n) the graph G(n) where G is a m-cycle (a
m-cycle Cm with vertex set {a1, a2, . . . , am} and edge set {{a1, a2}, {a2, a3}, . . . , {am−1,
am}, {am, a1}} will be denoted by (a1, a2, . . . , am)).
Lemma 4.10. There exists a resolvable P3-decomposition of C5(6).
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Proof. On Z6 × Z5 consider the set B of copies of P3 obtained by developing in Z6
the following base blocks (partitioned into three sets, for convenience):
B
(1)
0 : [01, 00, 11], [22, 21, 32], [13, 12, 23], [24, 03, 34], [10, 14, 20];
B
(2)
0 : [21, 00, 31], [32, 11, 42], [43, 22, 53], [44, 03, 54], [40, 04, 50];
B
(3)
0 : [41, 00, 51], [42, 01, 52], [43, 02, 53], [04, 03, 14], [40, 24, 50].
For j = 1, 2, 3 and i ∈ Z6, let B
(j)
i = {b + i : b ∈ B
(j)
0 }. The blocks of B can be
partitioned into the nine parallel classes B
(j)
i ∪B
(j)
3i , for j = 1, 2, 3 and i = 0, 1, 2.
Lemma 4.11. There exists a (P2, C5)-URGDD(s, t) of type 2
5, for every (s, t) ∈
{(8, 0), (6, 1), (4, 2)}.
Proof. The case (8, 0) is trivial.
Take Z10 as vertex set and Gi = 5Z10+ i, i = 0, 1, 2, 3, 4 as groups; the classes listed
below:
• (6, 1):
{{2i, 1 + 2i} : i = 1, 2, 4, i ∈ Z10} ∪ {{0, 6}, {1, 7}},
{{1 + 2i, 2 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{{2i, 3 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{{1 + 2i, 4 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{{0, 4}, {8, 2}, {1, 5}, {9, 3}, {6, 7}},
{{4, 8}, {2, 6}, {5, 9}, {3, 7}, {0, 1}},
{(i, 2 + i, 4 + i, 6 + 1, 8 + i) : i = 0, 1, i ∈ Z10}.
• (4, 2):
{{2i, 1 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{{1 + 2i, 2 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{{2i, 3 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{{1 + 2i, 4 + 2i} : i = 0, 1, 2, 3, 4, i ∈ Z10},
{(i, 2 + i, 4 + i, 6 + i, 8 + i) : i = 0, 1, i ∈ Z10}
{(i, 4 + i, 8 + i, 2 + i, 6 + i) : i = 0, 1, i ∈ Z10}.
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Define the following set of triples:
I1 = {(48− 3x, 0, 2x), x = 0, 1, , . . . , 16}, I2 = {(44− 3x, 3, 2x), x = 0, 1, , . . . , 14},
I3 = {(36− 3x, 9, 2x), x = 0, 1, , . . . , 12}, I4 = {(32− 3x, 12, 2x), x = 0, 1, , . . . , 10},
I5 = {(24− 3x, 18, 2x), x = 0, 1, , . . . , 8}, I6 = {(20− 3x, 21, 2x), x = 0, 1, , . . . , 6},
I7 = {(0, 36, 0)}, I8 = {(4, 33, 0), (1, 33, 2)}.
Lemma 4.12. There exists a (P2, P3, P4)-URGDD(r, s, t) of type 12
5, for every
(r, s, t) ∈ ∪8j=1Ij.
Proof. Start from a (P2, C5)-URGDD(s, t) of type 2
5 [17], with (s, t) ∈ {(8, 0), (6, 1),
(4, 2)}, which exists by Lemma 4.11, expand each point 6 times and for every
block b of a parallel class place on b × {1, 2, 3, 4, 5, 6} a copy of a (P2, P3, P4)-
URGDD(r, s, t) of type 62 with (r1, s1, t1) ∈ {(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)},
from Lemma 4.1, or, as the case may be, a copy of a resolvable P3-decomposition of
C5(6) from Lemma 4.10. This gives a (P2, P3, P4)-URGDD(r, s, t) of type 12
5 with
(r, s, t) ∈ A1 ∪A2 ∪A3, where A1 = 8 ∗ {(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)}, A2 = 6 ∗
{(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)}+(0, 9, 0),A3 = 4∗{(6, 0, 0), (3, 0, 2), (0, 0, 4), (2, 3, 0)}+
(0, 18, 0), and since Ii ∪ Ii+1 ⊆ A i+1
2
, i = 1, 3, 5, (r, s, t) ∈ ∪6j=1Ij .
To obtain the remaining triples in I7 ∪ I8, start from a 3-RGDD of type 3
5, ex-
pand each point 4 times and for every block b of a given parallel class place on
b×{1, 2, 3, 4} a copy of a (P2, P3, P4)-URGDD(r1, s1, t1) of type 4
3, with (r1, s1, t1) ∈
{(0, 6, 0), (4, 3, 0), (1, 3, 2)}, which exists by Lemma 4.2. The result is a (P2, P3, P4)-
URGDD(r, s, t) of type 125 with (r, s, t) ∈ 6 ∗ {(0, 6, 0), (4, 3, 0), (1, 3, 2)} ⊇ Ii, for
i = 7, 8, and this completes the proof.
Lemma 4.13. There exists a (P2, P3, P4)-URGDD(0, 30, 0) of type 20
3.
Proof. Start from a 3-RGDD of type 53, expand every point 4 times and for every
block b of a given parallel class place on b × {1, 2, 3, 4} a copy of a (P2, P3, P4)-
URGDD(r1, s1, t1) of type 4
3, with (r1, s1, t1) ∈ {(0, 6, 0), (4, 3, 0), (1, 3, 2)}, which
exists by Lemma 4.3. The result is a (P2, P3, P4)-URGDD(r, s, t) of type 20
3 with
(r, s, t) ∈ 5 ∗ {(0, 6, 0), (4, 3, 0), (1, 3, 2)} ⊇ {(0, 30, 0)}.
Lemma 4.14. URD-(60;P2, P3, P4) ⊇ D(60).
Proof. The case (0, 33, 10) corresponds to a (P2, P3, P4)-URD(60; 0, 33, 10) which is
known to exist [8]. For D10(60), start from a (P2, P3, P4)-URGDD(0, 30, 0) of type
203, which exists by Lemma 4.13, and fill in each group with a copy of a (P2, P3, P4)-
URD(20; r2, 0, t2) from Lemma 4.9 so to obtain the set of triples I9+D(20)=D10(60).
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For all the other cases, start from a (P2, P3, P4)-URGDD(r1, s1, t1) of type 12
5
from Lemma 4.12 and fill in each group with a copy of a (P2, P3, P4)-URD(12; r2, s2, t2)
from Lemma 4.3 so to obtain the following triples:
I1 +Di(12)=Di(60), i = 0, 1, 2,
I2 +D2(12)= D3(60), I3 +D1(12)= D4(60), I3 +D2(12)= D5(60),
I5 +Di(12)=Di+6(60), i = 0, 1, 2,
I6 +D2(12)= D9(60), I8 +D0(12)= D11 − {(0, 33, 10)},
I7 +Di(12)=Di+12(60), i = 0, 1, 2.
5 The case v ≡ 0 (mod 24)
Lemma 5.1. For every v ≡ 0 (mod 24), URD(v;P2, P3, P4) ⊇ D(v).
Proof. Start from a 2-RGDD of type 1
v
12 [3] and apply Theorem 3.4 with t =
12, g = 1, u = v
12
(the input designs are a (P2, P3, P4)-URGDD(r1, s1, t1) of type
122 with (r1, s1, t1) ∈ D¯(12
2), which exists by Lemma 4.4, and a (P2, P3, P4)-
URD(12; r2, s2, t2) with (r2, s2, t2) ∈ D(12), which exists by Lemma 4.3). This
implies
URD(v;P2, P3, P4) ⊇ D(12) +
v − 12
12
∗D(122)
. Since
D(12) = D0(12) ∪D1(12) ∪D2(12)
and
v − 12
12
∗D¯(122) = D¯((v−12)2) = D¯0((v−12)
2)∪D¯1((v−12)
2)∪. . .∪D¯ v−12
4
((v−12)2),
and, as it is easy to see, for each j = 0, 1, . . . , v−12
4
D¯j((v − 12)
2) +D2(12) = Dj+2(v)
and, for each i = 0, 1,
D¯0((v − 12)
2) +Di(12) = Di(v),
we obtain
D(12) +
v − 12
12
∗D(122) =
v−4
4⋃
j=0
Dj(v) = D(v).
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6 The case v ≡ 12 (mod 24)
Lemma 6.1. For every v ≡ 12 (mod 24), D(v) ⊆ URD(v;P2, P3, P4).
Proof. The cases v = 12, 36, 60 are covered by Lemmas4.3, 4.7 and 4.14. For v > 60
start from a 2-frame of type 6
v−12
24 ([20]) and apply Theorem 3.5 with g = 6, u =
v−12
24
, t = 12 and h = 12 (the input designs are: a (P2, P3, P4)-URD(12; r1, s1, t1) with
(r1, s1, t1) ∈ D(12), which exists by Lemma 4.3; a (P2, P3, P4)-URGDD(r2, s2, t2)
of type 122 with (r2, s2, t2) ∈ D¯(12
2), which exists by Lemma 4.4; a (P2, P3, P4)-
IURD(36, 12; [r1, s1, t1], [r3, s3, t3]) with (r1, s1, t1) ∈ D(12) and (r3, s3, t3) ∈ 2 ∗
D¯(122), which exists by Lemma 4.8). This implies
URD(v;P2, P3, P4) ⊇ D(12) +
v − 12
24
∗
(
2 ∗ D¯(122)
)
.
Since
D(12) = D0(12) ∪D1(12) ∪D2(12)
and
v−12
24
∗
(
2 ∗ D¯(122)
)
=
= D¯ ((v − 12)2) ∪ D¯0 ((v − 12)
2) ∪ D¯1 ((v − 12)
2) ∪ . . . ∪ D¯ v−12
4
((v − 12)2).
and, as it is easy to see, for each j = 0, 1, . . . , v−12
4
D¯j
(
(v − 12)2
)
+D2(12) = Dj+2(v)
and, for each i = 0, 1,
D¯0
(
(v − 12)2
)
+Di(12) = Di(v),
we obtain
D(12) +
v − 12
24
∗
(
2 ∗ D¯(122
)
=
v−4
4⋃
j=0
Dj(v) = D(v).
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7 Conclusion
We are now in a position to prove the following main result.
Theorem 7.1. For every v ≡ 0 (mod 12), URD(v;P2, P3, P4) = D(v).
Proof. Necessity follows by Lemmas 2.4. Sufficiency follows by Lemmas 6.1 and
5.1.
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